Introduction and summary
This chapter aims to give an account of mathematical techniques for credit risk models where there is contagion between the obligors, i.e. default of one party either directly causes default of other parties or (more commonly) changes other parties' risk of default. While various approaches are possible, the treatment here concentrates on 'reduced-form' models based on Markov chains. We argue that such models provide a flexible and computationally efficient framework. Subsidiary but important themes of the chapter are the role of information (i.e., whether various factors influencing default risk are observable or 'latent'), and changes of measure, either from 'physical' to 'risk neutral' and vice versa or, in the context of econometric studies, computation of likelihood functions for parameter estimation.
We start in Section 2 with a general discussion of joint distributions and copulas, mainly to point out that 'contagion' is in some sense already built into the copula concept. Section 3 gives a general formulation of the reduced-form model and a taxonomy of models distinguishing between factor, frailty and contagion models. Section 4 gives some background information about Markov processes, Markov chains and phase-type distributions as required for the subsequent sections. We then discuss, in Section 5, four simple but effective Markov chain-based models with applications in counterparty risk and credit risk for inhomogeneous and homogeneous portfolios 1 . The following two sections, §6 and §7 develop the 'subsidiary themes' mentioned above, before we return in Section 8 to further development of the Enhanced Risk homogeneous portfolio model, introduced in Section 5.4, in the light of these these themes. Finally, following the concluding Section 9, Appendix A summarizes information about Piecewise-Deterministic Markov Processes, which play an essential role in our discussion.
General dependence concepts
Let τ ≥ 0 be a random variable with density f (t). The survivor function G and distribution function F are
The hazard rate is
and there is a 1-1 relation between h and G in that
Thus specifying h is equivalent to specifying f . For random variables τ 1 , τ 2 ≥ 0 with joint density f (t 1 , t 2 ) the marginal and joint distributions are
while the survivor function is
The marginal distribution functions F 1 , F 2 are continuous and U i = F i (τ i ), i = 1, 2 are U [0, 1] random variables 2 . If C denotes their joint distribution function then F (t 1 , t 2 ) = C(F 1 (t 1 ), F 2 (t 2 )).
Thus (2.1)
C(u 1 , u 2 ) = F (F −1
This is an example of a copula, which in general is a joint distribution function C : [0, 1]×[0, 1] → [0, 1] such that the marginal distributions are uniform, i.e. C(u, 1) = u, C(1, v) = v. Let us now consider the hazard rates for the two random variables τ min = min(τ 1 , τ 2 ), τ max = max(τ 1 , τ 2 ). Now P [τ min > t] = G(t, t), so the initial hazard rate is (see Figure 1) h 0 (t) = 1 G(t, t) while if τ 2 occurs first the hazard rate switches to
The hazard rate process is therefore (2.2) h(t) = h 0 (t)1 (t<τ min ) + h 2 (t)1 (τ min =τ 1 ) + h 1 (t)1 (τ min =τ 2 ) 1 (τ min ≤t<τmax)
Points to note here are (a) there is contagion: the hazard rate for obligor 2 is affected by default of obligor 1 (and conversely), and (b) the copula is essentially a static concept: there is no particular relationship between the copula of (τ 1 , τ 2 ) and the copula of the conditional distribution of (τ 1 , τ 2 ) given τ min > t > 0.
Copulas for general joint distributions
Copulas are covered in detail by McNeil et al. (2005) . The main general result is Sklar's theorem which states that for any distribution function F for τ 1 , τ 2 with marginals F 1 , F 2 there is a copula function C such that (2.3) F (t 1 , t 2 ) = C(F 1 (t 1 ), F 2 (t 2 )).
The proof is simple when F 1 , F 2 are continuous because then, as in the preceding section,
When F 1 is not continuous then F 1 (τ 1 ) is no longer uniform. There is a clean proof by Rüschendorf (2009) based on the 'distributional transform': for a random variable τ , let F (t, λ) = P(τ < t) + λP(τ = t) = F (t) + λ(F (t + ) − F (t)).
We then have In the present case we take V ∼ U [0, 1] independent of τ 1 and τ 2 and define (in obvious notation) U i =F i (τ i , V ), i = 1, 2 and let C be the joint distribution of U 1 , U 2 . It is then not hard to show that (2.3) holds. Conversely, given marginal distributions F 1 , F 2 and a copula C, formula (2.3) defines a bone fide joint distribution F . C is called the 'gaussian copula' if C is defined by (2.1) with F the bivariate normal distribution with correlation parameter ρ. A commonly used alternative is the t-copula. The t-distribution with ν degrees of freedom is the distribution of T = Z/ V /ν where Z ∼ N (0, 1) and V ∼ χ 2 (ν) (independent). For a bivariate t we take (T 1 , T 2 ) where T i = Z i / V /ν, corr(Z 1 , Z 2 ) = ρ. The t-distribution is often preferred because of its tail dependence properties. For a bivariate random variable X = (X 1 , X 2 ) the coefficient of lower tail dependence is defined as λ = lim α→0 P[X 2 < q 2 (α)|X 1 < q 1 (α)], where q i (α) is the α'th quantile of X i . Defined this way, λ depends only on the copula; indeed, if C is the copula of X, we have λ = lim u→0 C(u, u) u .
The gaussian copula has zero tail dependence λ = 0 whatever the correlation, so dependence somehow disappears at the lower tail of the distribution, while for the t ν distribution
where t ν denotes the scalar t ν distribution function. Thus λ > 0 ('positive tail dependence') for any ρ > −1, meaning that the multivariate t distribution will give a more conservative estimate for the probabilities of joint extreme events. See McNeil et al. (2005) for more details.
Copula-based calibration
Let τ 1 , τ 2 , . . . be the default times of issuers A 1 , A 2 , . . .. We express the joint distribution F θ,ξ in terms of parametrized families {F θ i : θ ∈ Θ} of marginal distributions of τ i and a parametrized family {C ξ : ξ ∈ Ξ} of copulas, so that
Calibration to market data is a two-stage process: first one backs out the marginal default distributions F θ 1 (s), F θ 2 (s), . . ., i.e. the value of the parameter vector θ, from market CDS rates on the individual obligors. Then the copula parameter ξ is chosen based on further market data as discussed below.
For the first step, recall that in a CDS contract written on A j , the protection buyer pays a possible upfront premium π 0 j and regular coupons at dates 3 {t i } and rates π 1 j until min(τ j , T ) where T is the contract expiry time and τ j the default time of A j . The protection seller pays (1 − R j )1 (τ j <T ) at next coupon date after τ j , where R j is the recovery rate.
If G θ j = 1 − F θ j is the risk-neutral survivor function of τ j , the 'fair' upfront and running
where η i is the accrual factor for the ith coupon. The two conventional cases are (a) π 0 j = 0, and then π 1 j is the 'par spread', or (b) the running spread π 1 j is fixed at some conventional level such as 100bp, and then (2.5) is used to determine π 0 j . In either case, if we have market data (π 0 j,k , π 1 j,k ) for maturities T k , k = 1, . . . , m and a family of distributions parametrized by Θ = R m then we can determine the 'implied default distribution' Fθ j . A standard procedure is to take
Then θ i , θ 2 , . . . are determined recursively using (π 0 j,1 , π 1 j,1 ), (π 0 j,2 , π 1 j,2 ), . . .. In (2.4) we are of course estimating the risk-neutral default distribution. To determine the copula parameter ξ we need correlation-sensitive market data, i.e. market prices of contracts that depend on joint default distributions. Unfortunately, there are very few such contracts, the primary ones being tranche contracts on the iTraxx and CDX indices. If our portfolio coincides with, say, the iTraxx portfolio then, having determined θ, we can search over the copula parameter space Ξ to find a parameter ξ such that current tranche prices are matched by our model. If there are no traded tranches of our portfolio then we have to resort to some proxy data, generally using techniques similar to those of CreditMetrics which ultimately involve estimating equity correlations. This is actually quite unsatisfactory since such procedures are estimating correlations in the real-world measure. In the Black-Scholes theory correlations are invariant under change of measure, but this is not generally true in credit risk models. How to get credible estimates of correlation is in fact the central problem of portfolio credit risk.
Dynamic default modelling
While copula-based models are widely used, they are essentially restricted to a one-period setting and cannot form the basis for modelling credit-risky securities at the same level of generality as standard models for equities, foreign exchange or interest rates. Even within a one-period setting copulas have some drawbacks: for example, as pointed out in §2, the copula changes in a none-too-easily understood way as we move from an initial joint default distribution to a conditional distribution given survival up to some time. To get a dynamic theory of correlation, we need to posit some mechanism to describe the interaction between obligors, so that dynamic properties emerge in a natural way.
As is well-known, dynamic models for credit risk divide into two general classes, structural form models and reduced form models. The former dates back to an early paper by Robert Merton (1974) which introduced the idea of corporate debt as a put option on the value of the firm. This spawned a large literature in which default times are modelled as barrier hitting times of some process, which may actually be a model for firm value or may be some abstract 'distance to default' factor process. In this paper, however, we concentrate on reduced form models, where the idea in general terms is to model the hazard rate corresponding to some default indicator process. As above, we consider n obligors with default times τ 1 , . . . , τ n .
General formulation of reduced-form models
For a general multi-obligor reduced form model, we specify, on some filtered probability space (Ω, (F t ), P), an F t -adapted hazard rate process h i (t) for each obligor i, defined by the property that the process
is a martingale. The interpretation here is that, on the set τ i > t,
so that h i (t)dt is the incremental probability of default at time t. The second term on the right of (3.1) is often called the 'compensator' of the increasing process 1 (t≥τ i ) . The interpretation here is that F t is the filtration of market-observable events, and default times τ j of obligors are always F t -stopping times. We never consider "background" filtrations. It may be that F t is embedded in a larger filtration G t generated by all modelled events and processes not all of which are market-observed. Then we need to understand the relation between F t and G t compensators, which is provided by the notion of 'dual predictable projection', which we describe next.
Dual predictable projections
This topic is covered in §VI.1 of Rogers and Williams (2000) . The very readable summary in lecture notes by Bass (1998) is also recommended. If X is a bounded measurable process, there exists a unique F t -predictable process p X, the predictable projection such that E[ p X τ 1 τ <∞ ] = E[X τ 1 τ <∞ ] for all predictable stopping times τ . We have
Let A t be a right-continuous increasing process. For bounded measurable X define
We can show there exists a unique predictable increasing processÃ such that If A is adapted to F t then A t −Ã t is a martingale.Ã is the compensator of A t . Suppose τ is an G t -stopping time representing a default time. Then τ is also an F t -stopping time if the events {τ ≤ t} are F t -measurable.. A reduced form model means, in general, the specification of a G t -compensator H t of N t = 1 t≥τ , i.e.
is a G t martingale. The F t compensator is then the dual predictable projectionĤ t . Most often, H t = t 0 h(s)ds for some non-negative G t -adapted hazard rate process h. Then
Computation ofĥ is a problem of nonlinear filtering about which we will say more below.
A taxonomy of modelling approaches
Having stated in general terms what a reduced-form model is, we now summarize the various ways in which it is conventionally instantiated, giving the background for the contagion models which are the main focus of this chapter. There are three main categories: factor models, frailty models and contagion models. We give specific examples of each below. A factor model is one where the hazard rate takes the form h i (t) = h i (X t , t, ω) for some (common) factor process X t which may or may not be observable (i.e. F t -adapted). X t will generally be multivariate and can be used to model the macro-economy, sector-specific effects, etc. Frailty models are similar in form but the term is reserved for cases in which at least some of the factors are not directly observed, and these factors are 'latent variables' in that they are abstract statistical factors rather than specific economic variables. In a contagion model the hazard rate is h i (t)1 τ i >t = h i (S i t , t, ω) where S i t = {τ j : τ j < t ∧ τ i }, so that the hazard rate for obligor i is directly affected by defaults of other obligors.
A factor model of rating transitions
This is the model introduced by Davis and Esparragoza Rodriguez (2007) and described as follows (see §4.2 below for information about finite-state Markov chains).
• There is a finite-state Markov 'environment' process X(t) ∈ {1, 2, . . . , K} with generator matrix Q.
• There is a portfolio of n obligors, each obligor having one of m credit ratings. The m-vector process q n (t) has ith component q n i (t), equal to the the number of obligors rated i at time t. The total portfolio size (=number of non-defaulted obligors) is therefore m i=1 q n i (t).
• Obligors with the same credit rating are indistinguishable. All obligors are conditionally independent given X(t)
• Conditioned on X(t) = k, the transition rate from rating i to rating j is μ ij (k) and the default rate is λ i (k) ≡ μ ii (k). Thus the portfolio transition rates are q n i (t)μ ij (X(t)). Figure 2 shows the possible transitions for a portfolio of size 5 with 2 rating categories. Diagonal moves are change of rating, while vertical and horizontal moves are default. From the description above, for n > 0 the process q n (t) can be expressed as the solution to the following integral equation
where for i, j = 1, ..., m, N ij is a collection of independent Poisson processes, and v ij is the set of vectors defined as The joint process (X(t), q n (t)) evolves on K 'layers' of R m as shown in figure 3 . The generator matrix A(x) associated with the process is defined as
This is a classic factor model in that the factor process evolves autonomously and is not influenced by the history of default events and re-rating movements. The main interest of this model lies in its large-portfolio properties. By taking a law-of-large-numbers 1/n scaling we find that the Markov chain motion in each 'layer' converges as n → ∞ to the solution of an ordinary differential equation, leaving the factor process X(t) as the only stochastic variable. The model is in some sense a dynamic version of the well-known Vasicek large-portfolio model.
Frailty Models
Frailty models originally arose in the statistical analysis of survival time data (see the book by Andersen et al. (1997) for an excellent treatment). In these applications we have survival times τ 1 , . . . , τ n where the hazard rate for τ i is H i (t) = Y i λ i (t), where λ i is often supposed to take the 'proportional hazards' form
h 0 (t) is a 'baseline hazard rate'. There are m known factors such as (in the default risk case) credit ratings, distance to default, industry sector, etc.; x ik is the value of the kth factor for obligor i and the (initially unknown) coefficient β k measures the influence of the kth factor on default. Y = (Y 1 , . . . , Y n ) are 'frailty' factors -a vector of non-negative random variable with E[Y i ] = 1. It is assumed that the τ i are conditional independent given Y . Hence
where Λ is the row n-vector with ith component
Hence the joint survivor function of the default times is
where φ Y is the multivariate Laplace transform of the distribution function of Y , i.e.
In some cases this is known in closed form, for example in the scalar case where
Then we have a well-defined likelihood function from which parameters may be estimated. We consider real-world-measure estimation of default models in §7.3 below.
A contagion model: Infectious Defaults
Several dynamic contagion models will be discussed below, but we start with the single-period Infectious Defaults model introduced by Davis and Lo (2001a) . Consider n identical obligors and let Z i be random variable such that Z i = 1 if obligor i defaults and Z i = 0 otherwise. For i, j = 1, . . . , n and j = i let X i , Y ij be independent Bernoulli random variables with P[
The Z i are exchangeable, and the distribution of N = i Z i is given by
where
The marginal probability P[
/n increases with q. To maintain fixed marginals, reduce p as q increases, keeping E[N ] constant. The effect is to increase 'tail risk'. As can be seen in Figure 4 , as q increases more weight is shifted into the large-default end of the distribution. The whole point of the infection mechanism is to model this effect. A by-product is that, since the mean is constant, P[N = 0] also increases with q. In the extreme case q = 1 there are either no defaults (with probability 0.9) or 100% defaults. 
Markov processes
This section summarizes information about Markov processes, which will be needed below. We formulate the theory using the martingale-based 'extended generator' concept. Originally introduced by Stroock and Varadhan (1969) , this is now accepted as the way to treat the relationship between Markov processes and differential or integral operators. All processes are defined on a probability space (Ω, (F t ) 0≤t≤T , P) where the filtration F t represents the history of Market information. All processes X t considered are adapted to F t .
A process X t taking values in a state space E is a (homogeneous) Markov process if for all bounded measurable functions f and δ > 0
In principle, a Markov process is specified by its transition measure p(A, t, x) such that
For example, Brownian motion has transition measure
For most processes this can't be computed and the process is specified by its generator.
Generators and Backward Equations
The generator (or 'extended generator') of a Markov process X t is an operator A acting on functions D(A) such that
then the Ito formula states that for
In this case D(A) ⊂ C 2 and
Taking expectations in (4.1) gives the Dynkin formula
The two-component processX t = (t, X t ) is a Markov process with generatorÃv(t, x) = ∂v/∂t + Av(t, x). The Dynkin formula forX is then
Thus if v satisfies the backward equation
and more generally
Note that (4.2) is a parabolic PDE when X t is the stochastic differential equation as above.
A more general form of the backward equation is
The solution is now
This is the Feynman-Kac formula (as used to compute discounted expectations in Black-Scholes, for example).
Markov Chains
A Markov chain is a Markov process X t whose state space is a finite set E = {1, . . . , , N }. Note that a function f : E → R can be identified with an
The generator is then identified with an N × N matrix, the so-called Q-matrix:
The off-diagonal elements q ij , i = j are non-negative, with the interpretation
the 'rate of transition' from i to j, while
Thus the row sums of Q are zero and 1 + q ii δ is the probability that the process stays at i over [t, t + δ]. The backward equation (4.2) becomes the ODE
The solution is (with Q β = Q − βI)
Let μ = (μ 1 , . . . , μ N ) be a row vector representing the distribution of X 0 . Then the distribution of X t is p(t), the (row vector) solution of the forward equation
The relation between the backward equation (4.4) and the forward equation (4.6) is determined as follows. Note from (4.5) and (4.7) that for arbitrary vector Φ, initial distribution μ and times t < T ,
Thus p(t)v(t) is independent of t, so d dt (pv) = 0, and this fact determines the forward equation given that we already have the backward equation.
Phase-type distributions
Phase-type distributions form a convenient class of univariate or multivariate distributions for non-negative random variables, widely used in applied probability. The reader can consult Asmussen (2003) for a full account of the theory and a variety of applications.
A distribution function F on R + is a phase-type distribution if F is the distribution of a random variable τ taking the form τ = inf{t : X t ∈ A} where X t is a Markov chain in continuous time with finite state space E, A ⊂ E and the initial distribution p is concentrated on E\A. It is no loss of generality to suppose that E = {1, 2, . . . , N } and A = {k + 1, . . . , N }. The distribution of τ , the hitting time of A is preserved if we kill the chain at τ , forming a new processX t onÊ = {1, . . . , , k} ∪ Δ, where Δ is a 1-point 'cemetary' state, with Q-matrixQ defined bỹ
whereq j(k+1) = − k l=1 q jl and G is the obvious k×k submatrix. Thus the vector g is determined by G. The main general result is Proposition 4.1 For the phase-type distribution described above (i) The distribution function F is given by F (t) = 1 − p e Gt 1.
These results make the distribution functions and associated functionals of phase-type distributions exceptionally easy to compute, either by numerical linear algebra or transform methods. Note from (ii) that a phase-type distribution always has rational Laplace transform. A large class of distributions can be approximated by phase-type distributions (although not the whole class of distributions with rational spectral density. See Asmussen (2003).) 5 Markov chain models
In this section we describe four dynamic credit models based on finite-state Markov chains: two versions of the so-called Diamond Default model, an inhomogeneous portfolio model due to Herbertsson (2007) , and the homogeneous portfolio 'Enhanced Risk' model of Davis and Lo (2001b) .
Diamond Default model I
This is a two-obligor infection model that can be thought of as a model for counterparty risk. Think of B as the underlying name in a CDS contract and A as the protection seller. The model is depicted in Figure 5 . It is a 4-state Markov chain X t which starts at X 0 = 0 where neither obligor has defaulted and moves through the states with the hazard rates shown in the figure. The parameter a gives the infection effect: the initial hazard rate for A is h 1 , while if B defaults first (i.e. we move to X t = 2) then the hazard rate of A jumps to ah 1 , so a quantifies the effect on A of a default by B. Note that an arbitrary joint density for the default times τ A , τ B could be achieved with this representation if we were to replace the hazard rates h 1 , h 2 , ah 1 , ah 2 by arbitrary functions of time h i (t), i = 1, . . . , 4. The Q-matrix for the diamond model is
State 3 is absorbing. The marginal default-time distributions are 
Calibration to market CDS rates for issuers A and B, for a given parameter a has to be done jointly-the model cannot be calibrated one issuer at a time as in the copula framework. However the computations required are simple. Note that time-dependent h 1 , h 2 will be required if we have a term structure of CDS spreads. Calibration assumes recovery rates R A , R B .
The continuous-time CDS premium π i on asset i = A, B, assuming no upfront premium, is determined by
where r is the riskless rate and f i (t) = dF i (t)/dt. From the model, we find
where, with m(α, T ) = 1 α (1 − e −αT ),
There is a similar expression for π B . The first default time τ min = τ A ∧ τ B is exponential with rate (h 1 + h 2 ). Hence the FTD premium is
Figure 6 shows the calibrated h 1 , h 2 as functions of the enhancement parameter a when the CDS rates are π 1 = 75bp, π 2 =200bp and R A = R B = 40%. The counterparty risk interpretation is as follows. Suppose A is the protection seller in a CDS contract with B as the underlying asset. Then protection payment (1 − R B ) is made only if we reach state 2. We find that the CDS premium is (1
Figure 7: Diamond Default model, version II
Diamond Default model II
This version of the Diamond Default model, shown in Figure 7 was introduced by Crépey et al. (2009) . It includes a positive probability of simultaneous default. The advantage is that, with a single CDS rate given for each obligor, the model can be calibrated to each obligor separately. Indeed, if we choose parameters satisfying
The condition (5.1) ensures that hazard rate for A is always h A (t) = q A 1 τ A >t . The extreme cases of this model are:
1. λ 3 = 0. Then λ 1 = q A , λ 2 = q B and τ A , τ B are independent exponential times.
2. λ 3 = q B ≤ q A . Then λ 2 = 0, λ 1 = q A − q B . In this case τ A ≤ τ B with probability 1.
An inhomogeneous contagion model for portfolio credit risk
[∅] This section is based on work by Herbertsson (2007) and Herbertsson and Rootzén (2008) and bears some similarity to a model discussed by Frey and Backhaus (2007) . The reader can consult the chapter in this volume by Bielecki et al. (2010) for a more extended discussion. In the model, the hazard rate for each obligor is directly a function of default events of other obligors.
We have n obligors, denoted 1, 2, . . . n. Let U , O denote the set of, respectively, unordered and ordered subsets of N = {1, . . . , n}. Elements of these sets will be denoted {k 1 , . . . , k j } [k 1 , . . . , k j ] respectively. U , O have cardinality c U = 2 n and c O = 1 + n + n(n − 1) + n(n − 1)(n − 2) + • • • + n! For example, c U = 1,024 and c O =9,864,101 when n = 10. For i ∈ N , we will denote by U i , O i the set of subsets not including index i.
Let τ i be the default time of obligor i. In an ordered default times model, we specify functions μ i : O i → R + and suppose that the hazard rate for τ i at time t is λ i (t) = μ i ([k 1 , . . . , k j ]) when τ k 1 < τ k 2 < • • • < τ k j < t and τ l > t for l / ∈ {k 1 , . . . , k j }. An unordered model is similar except that the hazard rate is defined by functions ν i : U i → R + . In this case we can define Y i (t) = 1 τ i ≤t and identify elements of U with elements of E = {0, 1, . . . , 2 n − 1} where y ∈ E expressed in binary notation identifies the defaulted obligors. The hazard rate then takes the form ν i (Y (t)) where Y (t) = (Y 1 (t) , . . . , Y n (t)). In Herbertsson's model
so that default of j permanently increases i's hazard rate by b i,j , assuming that i has not already defaulted. An ordered or unordered model defines a Markov chain on a state space of cardinality c O or c U . By way of illustration, Figures 8 and 9 show the two cases for n = 3 (so c O = 16, c U = 8, though one could argue that the ordered cardinality is really 11 since there is no point in distinguishing between the permutations of 1,2,3 in the final column where everybody has defaulted.) Of course, a 'model' is only specified when we say what the functions μ i or ν i are. Ordered models have some intuitive appeal-for example, we can build in the idea that the most recent defaults are the ones having most effect on surviving obligors-but state space for these models is enormous: as pointed out above, there are close to 10 million states when n = 10. Unordered state spaces are much smaller but still large: n = 23 is the largest unordered portfolio with fewer than 10 million states (2 23 = 8,388,608).
Every default time τ i is the hitting time of some set and hence has a phase-type distribution. In the Figures 8, 9 the default time of obligor 2 is the hitting time of the set whose elements are shown in the boxes. Essentially, this means that all computations reduce to computing eQ t v whereQ is Q, the n × n Q-matrix of the model, or some sub-matrix. Q is a sparse matrix, and gets more sparse as n increases. Computing the matrix exponential has been the subject of decades of research (see the classic paper by Moler and Van Loan (2003) ). In the author's view, this model is a 'proof of principle': it is not in its simplest form a serious contender for practical applications, but it does demonstrate that large models can be solved by harnessing the power of modern computational linear algebra, a technique that will certainly be more widely exploited in the future than it hitherto has been.
{1,2,3} with hazard rate h(t) given the risk state. Under 'normal risk' h(t) = λ, under 'enhanced risk' h(t) = κλ for κ > 1. The portfolio hazard rate is thus jλ or jκλ where j is the number of non-defaulted obligors. The evolution of portfolio defaults is described by a continuous-time Markov chain X t whose (2n + 1)-point state space and possible transitions are shown in Figure  10 . Points in the state space are denoted {(j, k) : 0 ≤ j ≤ n, k = 0, 1} (the point (0, 0) is redundant.) The left-hand column (k = 0) represents states of 'normal risk', while the right-hand column (k = 1) is 'enhanced risk'. The vertical level j is the number of undefaulted obligors. In the initial state (n, 0) the hazard rate for transition to state (n, 1) is ν and the hazard rate for transition to state (n − 1, 1) is nλ (there are n obligors, each with hazard rate λ). Thus the system may move 'spontaneously' from normal to enhanced risk, representing an exogenous shock, but always moves to enhanced risk (if not already there) on occurrence of a default. Transition back to normal risk takes place with constant hazard rate μ, so the periods spent in enhanced risk are exponential with mean 1/μ. As an example, the Q-matrix for X t with n = 3 is as follows (the ordering of states is left-hand column, then right-hand column):
The expected number of defaults in [0, T ] is ED(ν, μ, λ, κ) = α e QT β where α = [1, 0, 0, 0, 0, 0, 0] and β = [0, 1, 2, 0, 1, 2, 3]. Thus the individual default probability is
If p is known from a single CDS rate for maturity T (assumed the same for all of the homogeneous group of obligors) then we can calibrate λ for fixed ν, μ, κ. To calibrate to multiple CDS rates for maturities T 1 , T 2 , . . . we need a time varying parameter λ(t). Let us now consider pricing of CDO tranches. For ease of exposition we will assume a constant continuously-compounded rate r for discounting, and that the protection buyer pays premium in continuous time at at rate c π (X t ) where c π is specified below in terms of the contracted premium-side rate π. We normalize the total portfolio notional to 1, so each obligor has notional 1/n. The value of the premium leg is then
Suppose the CDO contract refers to the [a%, b%] tranche and that the recovery rate is R. Then loss is incurred in the tranche when the number m of losses in the portfolio lies between m 1 and m 2 , where m 1 is the smallest integer greater than a * = n a/(1 − R) and m 2 is the largest integer less than b * = n b/(1 − R). Conventionally, premium is paid at a rate proportional to the remaining notional in the tranche and is normalized with respect to the tranche size (b − a), so when there are m losses the premium is paid at ratẽ Figure 11) , where π is the basic contract rate. Expressed in terms of the process X t the rate is c(X t ) where c((j, k)) =c(n − j). The protection seller pays an amount K m at the mth default time, where K m 1 = (m 1 − a * )(1 − R)/n, K m = (1 − R)/n for m = m 1 + 1, . . . , m 2 , K m 2 = (b * − m 2 )(1 − R)/n and K m = 0 otherwise. If N t denotes the total number of defaults in the time interval [0, t] then the value of the protection leg is
where g((j, k)) = K n−j+1 . Now N t is a point process whose hazard rate is 5 h(X t− ) with
Since dN t − h(X t− )dt is a martingale, we see that
The tranche spread is simply the premium π such that v prem (π) = v prot . The basic calculation on both sides of this equation is to compute (5.3), for different functions c. In general v(t, x) = E t,x [ T t c(X s )ds] solves the backward equation
For an l-state Markov chain we identify functions c(x) with l-vectors c = [c(1), c(2), . . . , c(l)] and then the backward equation becomes the ODE
This is easily solved by Runge-Kutta integration. We can now calibrate the remaining parameters to market tranche spreads. If we wish to calibrate the model to market tranche spreads for the iTraxx or CDX indices, it may be found that this model as it stands cannot match the spread on the senior tranche. In the very similar model presented in Davis and Esparragoza Rodriguez (2007) we found-in common with similar studies elsewhere-that it is necessary to include a 'disaster scenario' in the model to achieve this. In the present context this is easily accomplished by adding a third column of states to the model with a second enhancement parameter κ >> κ. The computations are the same but with a larger state space, but these computations are in any case trivially small compared to those of, say, the model of §5.3 above.
Changes of filtration
It is of course well known that financial modelling often involves the consideration of several different probability measures: the 'historical', 'statistical' or 'real-world' measure, generally known as P and a variety of 'risk-neutral', 'pricing' or 'martingale' measures, generally known as Q, corresponding to different choices of numéraire asset. Q is unique for a given numéraire only when the market is complete. The reader can refer to, for example, the elegant treatment in the recent textbook by Filipović (2009) for a discussion of these topics.
It is fair to say that the bulk of the literature on credit risk is concerned with pricing measure applications. In the credit context, markets are invariably incomplete, so there is no unique martingale measure or riskless hedge. The conventional approach is to write down a parametrized family of models with risk-neutral measures {Q θ : θ ∈ Θ} and calibrate the parameters to market prices, i.e. select parameters such that, for each market traded contract, its current price v 0 coincides with the model value
Here, E θ denotes expectation with respect to Q θ , (N, Q θ ) is a numéraire pair and V T is the random payoff of the contract at its maturity time T . In the present context the calibration data will consist of market prices of underlying assets (CDS quotes, yield curve ..) and derivatives (options, CDO tranche quotes ..). The purpose of the exercise is twofold: (a) to obtain marketconsistent prices, using the valuation formula (6.1), for new or non-traded contracts, and (b) to determine hedging strategies 6 . An issue of 'information' arises here, which goes back to the distinction we drew in §3.3 between factor models and latent variable models, i.e. whether factor processes are observable data or abstract statistical factors. There is a very clear discussion of this in the recent paper by Frey and Schmidt (2009) . Consider, for example, the Enhanced Risk model of §5.4. Here the model is a Markov chain X t taking values (j, k) where j is the number of undefaulted obligors and k ∈ {0, 1} is the 'risk state' (normal or enhanced). Thus j is observed directly but k is an abstract factor. However, this does not matter for the purposes of evaluating (6.1), which in this context is equivalent to computing v prot and v prem given by (5.3),(5.4). For this calculation we only need to know the initial state, which is x = (n, k) where n is the initial portfolio size. But calibration is carried out on the assumption that k = 0, i.e. we start in 'normal risk', so this is the correct value of k for subsequent calculations.
The situation is different if we are interested in hedging strategies. Obviously, any strategy can only be a function of observed market data, while strategies derived from the model will naturally be 'state feedback' strategies of the form η t = η(t, X t ). Such strategies cannot be implemented because X t = (j t , k t ) and we have no access to k t . To get something usable we need a reduced model which only involves the evolution of j t , i.e. a model with a reduced filtration. In general, obtaining such models is a problem of nonlinear filtering, as we find for example in Frey and Schmidt (2009) 7 . However, in the context of finite-state Markov chains, it turns out that reduced models can be obtained more simply as an application of the theory of Piecewise-Deterministic Markov Processes (PDP). For the reader's convenience the relevant PDP theory is summarized in the Appendix A at the end of this chapter; a textbook account is given in Davis (1993) . In the next section, §6.1, we give a simple example which shows exactly how the reduction process works. The original Markov chain becomes a PDP on a more complicated state space.
In §6.1 we also discuss questions of statistical parameter estimation for the example. This is a prelude to §7 where we compute likelihood functions for 'P-measure' applications.
Incomplete observations: aggregated Markov chains
The simplest form of incomplete observation in a Markov chain model X t is state aggregation: the state space E is partitioned into m disjoint subsets, E = m i=1 G i and we only know which of these subsets the process X t lies in, i.e. we observe the process
Generally, Y t is not a Markov process. However, Y t can always be represented on an enlarged state space as a piecewise-deterministic process (PDP). We illustrate this by considering a 4-state chain with m = 2. It will then be clear what the general case looks like.
Curiously, this same 4-state example (but in discrete time) was considered by Blackwell and Koopmans (1957) in an early study of the identifiability problem for Markov chains. Some of the questions they posed are relevant here.
In the example, the state space {1, 2, 3, 4} is partitioned into the two sets G 1 = {1, 2} and G 2 = {3, 4}, and Y t is defined as above. With known parameters, Y t together with a supplementary variable Z t is a PDP, and this is enough information to do all calculations. If, however, one wishes to estimate the parameters from observations of Y t , then we do not observe Z t and the PDP represention is not the whole story. The theory of phase-type distributions is also relevant.
The PDP construction is as follows. Let X t be a continuous-time Markov chain on the state space G = {1, 2, 3, 4} with 4 × 4 Q-matrix Q = [q ij ]. Recall that, for i = j, q ij is the rate of transition from i to j, and q ii = − j =i q ij , so (1 + q ii ) is the 'rate of non-transition' from state i. For simplicity we assume here that q ij > 0 for all i = j. We observe the process
Y t is not a Markov process, but we can 'markovianize' it by adjoining a [0, 1] valued process Z t with the interpretation that
Proposition 6.1 The process W t = (Y t , Z t ) is a piecewise-deterministic Markov process on the state space E = {1, 2} × [0, 1], specified by its local characteristics as follows. (i) The jump rate λ(y, z) is λ(1, z) = z(q 23 + q 24 ) + (1 − z)(q 13 + q 14 ) λ(2, z) = z(q 41 + q 42 ) + (1 − z)(q 31 + q 32 ).
(ii) The transition measure Q(dw, w − ) giving the distribution of W t as a function of w − = W t− given that there is a jump at t, is
where δ w denotes the Dirac measure at w and χ 1 (z) = z q 24 q 23 + q 24 + (1 − z) q 14 q 13 + q 14 , χ 2 (z) = z q 42 q 41 + q 42 + (1 − z) q 32 q 31 + q 32 .
(iii) Between jumps, Z t satisfies the ODEs
The formulas for λ and Q follow from the interpretation of the q ij as jump rates and Z t as a conditional probability within G 1 and G 2 . Note that the process jumps from (1, Z t− ) to (2, χ 1 (Z t− )) and from (2, Z t− ) to (1, χ 2 (Z t− )).
The differential equation (6.2) arises from the idea that when Y t = 1 then (roughly speaking)
which is equivalent to (6.2). The other ODE (6.3) arises similarly. Note that the solutions converge to q 12 /(q 12 − q 22 ) ∈ (0, 1) and q 34 /(q 34 − q 44 ) ∈ (0, 1) respectively as t → ∞. The solution to the filtering problem of estimating the probabilities of hidden states given observations of Y t is contained in (or, is equivalent to) the PDP representation.
Estimation
If we want to estimate the parameters of the chain from observations of a sample path {Y t , t ∈ [0, T ]}, then of course we do not have access to the supplementary variable Z t . A sufficient statistic is the observed sequence of sojourn times of the Y t process in the two states {1, 2} and the likelihood function is the joint density function of these times. By definition these are phasetype distributions and we can make use of the theory described in §4.2. Suppose X 0 = 1, 2 with From Proposition 4.1 we find Proposition 6.2 The exit time τ has density function f 1 given by
We see that (6.4) is just a mixture of exponential distributions. There is an analogous result for f 2 , the density function of the exit time from {3, 4}. The hazard rate corresponding to f 1 (•) is h(t) = aλ 1 e −λ 1 t + (1 − a)λ 2 e −λ 2 t ae −λ 1 t + (1 − a)e −λ 2 t so that h 0 = aλ 1 + (1 − a)λ 2 and lim t→∞ h(t) = min{λ 1 , λ 2 }. Propositions 6.1 and 6.2 give us all the information we need to calculate the likelihood function Λ(θ, Y (•)) for estimating the model expressed in terms of the parameter vector θ which, assuming that the process starts at Y 0 = 1, is given-in obvious notation-by θ = [a 1 , a 2 , λ 11 , λ 12 , λ 21 , λ 22 , q 12 , q 12 , q 34 , q 44 ].
We write f θ 1 (t,p) for the density function (6.4) under parameter vector θ and p =p, and similarly for f θ 2 , where p is the prior probability that X 0 = 2 (for f 1 ) or 4 (for f 2 ). Given θ, we can compute the integral curves ζ 1 (t, z), ζ 2 (t, z) of the ODEs (6.2) and (6.3). Letτ = (τ 1 , τ 2 , . . . , τ n ) be the observed sequence of jump times of the Y t process (with n odd for ease of notation). τ k is a jump from 1 to 2 when k is odd and from 2 to 1 when k is even. Define the sequence p k by
Then the likelihood function is given by
The parameters p, θ can be estimated by maximum likelihood, but it is far from a trivial matter to relate these back to the Q-matrix parameters q ij . The relations are highly nonlinear, and there is obvious redundancy in that we can flip the identities of states 1 and 2 without affecting the distribution of τ . On the other hand there are 12 free parameters in Q while θ ∈ R 10 . These are analogous to the 'identifiability problems' picked up by Blackwell and Koopmans (1957) .
Change of measure
As we pointed out earlier, much of the credit modelling literature relates to Q-measure for pricing applications, but of course it is also necessary to undertake P-measure modelling, for risk management purposes such as computation of value-at-risk, quantification of counterparty risk or allocation of economic capital, as well as for prediction purposes in connection with trading strategies and for general economic studies. The primary data here is the history of actual defaults, possibly classified in various ways according to industry sector, rating category, geographical location, or other factors. The primary source for such data is the rating agencies. There is a large literature, but we just mention three recent studies, all of which use default data on US corporations over the past 30 years. The objective of Das et al. (2007) is to test the hypothesis that defaults are conditionally independent given the paths of observed factor processes (individual distances to default and stock returns, the S&P index and the US 3-month T-bill rate). The hypothesis is rejected, indicating that other elements such as latent variables or 'frailty' must be included in the models to enhance explanatory power. In Giampieri et al. (2005) the authors assume conditional independence given a 'hidden Markov model'-using as latent variable a finite-state Markov process which determines default intensities. The model was estimated using the Baum-Welch algorithm, a variant on the EM algorithm widely used in signal processing applications. Even simple models turned out to have considerable explanatory power. Finally, Azizpour and Giesecke (2008) take a stochastic analysis-oriented approach, close to the methods of this chapter, in an empirical study designed to discover whether frailty or contagion is the dominant effect. Answer: contagion.
A key role both in pricing and risk management applications is played by Radon-Nikodým derivatives (RND) dP 2 /dP 1 where P 1 , P 2 are equivalent measures. In pricing, risk-neutral measures Q are by definition equivalent to the physical measure P and can be characterized by the RND dQ/dP. Getting the relationship between the two can be problematic when the measures themselves are obtained in such different ways. An interesting recent paper by Liu et al. (2007) addresses this question from the point of view of economic equilibrium theory. In the Arrow-Debreu theory of complete markets, dQ/dP is the marginal utility of the representative investor at his optimal allocation (see for example Becherer and Davis (2010) .) Liu et al. (2007) parametrise dQ/dP by the risk-aversion coefficient of the representative investor (in a HARA utility model) and then estimate this parameter from econometric data.
In econometric studies, families of RND Λ(θ) = dP θ /dP 0 show up as likelihood functions, with P 0 being some 'base' measure (not necessarily a probability measure) and θ a finite-dimensional parameter vector. The maximum-likelihood estimate is arg-max θ Λ(θ). Note that we cannot evaluate the likelihood function if it depends on unobserved data, i.e. the model contains latent variables. There are two ways around this, (a) use the EM algorithm (this was the approach taken in Giampieri et al. (2005) ), or (b) obtain a 'projected' model adapted to the observable filtration. This is exactly what we did in the 4-state Markov chain example in §6.1 above. In that example we showed that if the original model is a Markov chain then the projected model is a PDP. It makes sense therefore to consider the general question of change of measure in PDP models, a question that was not addressed in the book Davis (1993) . This is the purpose of the present section. The main result is Theorem 7.4 which gives the general change-of-measure formula for PDPs. This is an application of the general 'Girsanov theorem' for semimartingales, the Doléans-Dade theorem, which we discuss first.
Changes of measure for semimartingales: the Doléans-Dade theorem
Readers will be familiar with the Girsanov theorem for Brownian motion, which shows that on Wiener space 'change of measure is change of drift' and gives an exponential formula for the Radon-Nikodým derivative. The analogous result for general semimartingales is known as the Doléans-Dade theorem. It is described in detail §II.8 of Protter (2003) . In particular, Theorem 37 of that section states the following. We are given a filtered probability space (Ω, F , (F t ), P).
Theorem 7.1 Let M be an F t -semimartingale with M 0 = 0. Then there exists a unique semimartingale Z, denoted Z = E(M ), satisfying the equation
Z is given explicitly by
where the infinite product converges.
In ( When M is a local martingale, Z is a positive local martingale and hence a supermartingale, so that E[Z T ] ≤ 1. By standard arguments, it is a martingale on any finite time interval [0, T ] provided E[Z T ] = 1. We may then define a measure Q on F T by its Radon-Nikodym derivative
Theorem 7.2 Let M, N be local martingales. Define Z = E(M ), assume E[Z T ] = 1 and define Q by (7.3). Let A be a predictable process and define X t = N t − A t . Then X is a Q-local martingale iff A is the predictable compensator of [M, N ] . Here, [M, N ] is the cross-variation process defined by
Proof: It is standard that X is a Q-local martingale iff XZ is a P-local martingale. By the Ito product formula
and from (7.1)
and XZ is a local martingale iff [M, N ] − A is a local martingale.
Application to point processes
As a first application, we consider absolutely continuous change of measure in point processes.
The result here can be found in the book by Brémaud (1981) . Let N t be a Poisson process with constant rate λ and let a t be a predictable integrable process. We take
Then ΔM t = a t and from (7.2) we have
If we now define μ t by μ t = λ(1 + a s ) then
and ...
where (T i ) are the jump times of N t . Since ΔM t = (μ t − λ)/λ and ΔN t = 1, the predictable compensator of [M, N ] is A t = t 0 (μ s − λ)ds and we conclude that under measure Q defined by (7.3), N t is a point process with rate μ t . Formula (7.4) provides us with the likelihood function needed to estimate the rate of the N t under Q from observation of the sample path {N t , 0 ≤ t ≤ T }. Suppose for example that (under our model) μ t is constant: μ t ≡ μ. Then the log likelihood function is log E(M ) T = N T log(μ/λ) − (μ − λ)T so-unsurprisingly-the maximum likelihood estimate of μ is justμ T = N T /T .
Change of measure for PDPs
We start by calculating the Doléans exponential when M is a local martingale in the natural filtration of a PDP.
Lemma 7.3 For a PDP (X t ), let M g be the stochastic integral defined by (A.5) for some g ∈ L 1 loc (p). Then
and
The result follows.
We now investigate what happens to the PDP when we replace the original measure P by a new measure dQ = E(M g )dP. In general, X t will no longer be a PDP. However, we identify the class of integrands g for which X t is a Q-PDP and identify the new local characteristics. As a first observation, note that under any absolutely continuous change of measure the vector field X must remain the same. If we have a different vector fieldX then the sample paths are observably distinct and the measures are singular.
In the notation of Theorem 7.2, take M = M g and N = M Bf , where Bf is defined by (A.6). From the 'Ito formula' (A.7) we have
From (A.5) and (7.6) we see that when t = T i and
From Theorem 7.2, N − A is Q-local martingale. From (7.6) and (7.7), the integrand of dp * is (in compressed notation)
On the other hand X t is a PDP under Q if and only if the last two terms above are given by
where (X ,λ,Q,R) are the Q-local characteristics of the process. We therefore have the following result.
Theorem 7.4 PDPs with local characteristics (X , λ, Q) and (X ,λ,Q,R) have mutually absolutely continuous probability laws if and only if there is a strictly positive function β : E → R + and a measurable function γ : E × E → R + , satisfying E γ(y, x)Q(dy, x) = 1 for all x, such thatλ
The Radon-Nikodym derivative is
Proof: (Outline) Comparing the expressions in (7.8) and (7.9) we see that for X t to be a PDP under Q with local characteristics (X ,λ,Q,R), the integrand g must be given in for X t− ∈ E by g(y, t, ω) = γ(y, X t− (ω))β(X t− (ω)) − 1 where γ, β have the stated properties. Turning to the boundary term, the only way in which the dp * integrand in (7.8) can be expressed in the form f (x) −Rf (x) is to suppose that g(y, t, ω) = ξ(y, X t− (ω)) for X t− ∈ Γ for some function ξ :
Then taking η(y, x) = 1 + ξ(y, x) we have Γ η(y, x)R(dy, x) ≡ 1 and η = dR/dR.
Enhanced Risk revisited
The enhanced risk model was described in §5.4 above. In applications, we do not directly observe whether the process is in enhanced risk or not, but only the sequence of default events. The projected model on the observation filtration is a PDP with state space E = {0} ∪ n j=1 I j where I j = [0, 1]. The process is denote X t = (J t , Z t ) where J t is the number of undefaulted obligors and Z t = P[ enhanced |F t ]. The PDP characteristics are given by (i) A vector field 
with Z τ = 1 at each default time τ , so that
(ii) The hazard rate
(iii) The transition measure
The PDP generator is
To compute expected values we need to solve the backward equation for v(t, x): On plane j we have, denoting v j (t, z) = v(t, (j, z))
This is a triangular system of hyperbolic PDEs, coupled by the term v j−1 (•, 1) in (8.1). The equations can be solved by the method of characteristics: with w j (t) = v j (t, z(t)) we have
so v j satisfies an ODE along the integral curves of X , provided we know v j−1 (•, 1). We have to use some interpolation to get all the required values, as described below. In summary, the algorithm is as follows.
1. Solve the ODE for j = 1 along a small number of integral curves (see Figure 15 ). We know v 0 (t, 1) = 0.
2. (Induction) Suppose we have computedv j−1 (•, 1) (an approximation to v j−1 (•, 1).
• Solve ODE for v j along a small number of integral curves, usingv j−1 .
• Letv j be the cubic spline interpolation of the computed points v j (t l , 1)
• Repeat with j := j + 1.
3. Solve one further ODE to compute desired value v(0, 0).
Methods similar to this have been successfully used in insurance applications, see Davis and Vellekoop (1995) .
Concluding Remarks
As is commonly acknowledged, credit risk modelling is plagued by lack of data. In Q-measure, just about the only market correlation data available is the set of tranche quotes on the iTraxx and CDX indices. This is good as far as it goes, but only relates to a small corner of the credit universe. It was already pointed out in Section 2.2 that, in contrast to the Black-Scholes world, correlations in most credit models are not invariant under change of measure, so it is not generally valid to plug empirically-estimated correlations into risk-neutral models. On the P-measure side, realized defaults are (happily!) rare, leaving us with data sets stretching back over decades, of questionable relevance to the current situation. Faced with these facts, the only sensible approach is to go for models that are as simple as possible consistent with capturing observed phenomena, and which model default interaction in intuitively credible ways. This chapter argues that Markov chain models provide an effective modelling framework, because of flexibility and computational efficiency. As we saw, for these models, with known parameters and including latent variables, filtering or projection process is equivalent to construction of a piecewise-deterministic process model. Within this class of models we can compute likelihood functions and do not need more computationally-intensive methods such as the EM algorithm. The approach enables us to handle a variety of interaction mechanisms including, specifically contagion.
Another very different approach to contagion, which unfortunately we cannot enlarge on here, is the network modelling approach in which each bank is linked to other banks by a network of mutual obligations. An early and influential paper in this direction is Eisenberg and Noe (2001) which studies the settlement process at a single date. The starting gun is fired and all banks in the network have to make the scheduled payments. The question is whether there is a settlement such that each bank pays in full if it can, and if not it makes payments in accordance with some pre-specified priority rule. The point is that one bank's asset is another bank's asset is another bank's liability, so settlement is a system-wide question and in fact is a fixed point of some nonlinear map.
Subsequent work in this area has diverged into two streams, the 'economic' stream and the 'statistical physics' stream. In the former, see for example Nier et al. (2007) and Shin (2008) , a relatively detailed specification of each bank's balance sheet is made, and banks are able to value their inter-bank assets (in a 1-period model) taking into account system-wide effects in a fairly small network. By contrast the statistical physics literature uses random graph theory to make statements about properties such as the probable sizes of clusters of defaults in a large network with only a rudimentary node description. This is done for example by Gai and Kapadia (2009) , based on earlier work on cascades in random networks by Watts (2002) . What is not available is any dynamic model addressing the same questions as those raised in this chapter but including network-wide interaction effects. It is a major challenge to produce one.
A Appendix: Piecewise-deterministic Markov processes Γ X 0 X t Figure 16 : PDP sample function A PDP (X t ) is a random motion in a state space E ⊂ R d consisting of possibly disconnected components in R d . The process is specified by four 'local characteristics':
• A vector field X in E,
• A jump rate function λ : E → R + ,
• Transition measures Q : E → P(E), R : Γ → P(E) P(E) is the set of probability measures on E and Γ is a subset of the boundary ∂E, defined below.
A.1 PDP construction
Start with an open set E 0 ⊂ R d , let X be a C 1 vector field on E 0 and let ζ(t, x) be the integral curve of X , i.e. ζ(t, x) is the solution of the ordinary differential equation d dt f (ζ(t, x)) = X f (ζ(t, x)), ζ(0, x) = x, f ∈ C 1 (E 0 ).
The 'active boundary' of E 0 is the set of points in ∂E 0 which are hit by some integral curve, i.e., Γ = {z ∈ ∂E 0 : z = lim ζ(t n , x) for some x, t ∈ E 0 × R + and sequence t n ↑ t}.
We now define E = E 0 \Γ, and t * (x) = inf{t : ζ(t, x) ∈ Γ} (with inf ∅ = +∞).
Construction
Starting at x ∈ E, X t = ζ(t, x) for t ∈ [0, T 1 ) where the first jump time T 1 is a random variable whose distribution function is F (t, x) = P(T 1 ≤ t) = 1 − 1 (t<t * (x)) e − t 0 λ(ζ(s,x))ds .
Thus T 1 has hazard rate λ(X s ) on [0, t * (x)), with a mandatory jump at t * (x) if T 1 has not occurred by then. The sample path is right-continuous, so X T 1 − = ζ(T 1 , x).
If X T 1 − ∈ E then X T 1 ∈ E is a random variable whose conditional distribution given T 1 is given by the transition measure Q:
P[X T 1 ∈ A|T 1 ] = Q(A, ζ(T 1 , x)), A ∈ B(E).
If X T 1 − ∈ Γ then the recipe is the same, but using the transition measure R.
Having determined X T 1 we restart the process from x = X T 1 , so that X t = ζ(t − T 1 , x ) for t ∈ [T 1 , T 2 ), where the 'gap' T 2 − T 1 is determined by the same recipe as used above to determine T 1 .
Continuing in this way we obtain an increasing sequence of random time T n and, for any n, X t = ζ(t − T n , X Tn ) for t ∈ [T n , T n+1 ). It is assumed that lim n T n = ∞ a.s., a condition that is generally easily checked in applications.
A.2 The extended generator
The main general result of PDP theory is that the process just described is a homogeneous strong Markov process whose extended generator is the operator (A, D(A)) given by
By definition, the extended generator has the property that for f ∈ D(A) the process The key point here is that f ∈ D(A) only if the boundary condition (A.4) is satisfied for all x ∈ Γ.
Stochastic integrals
Let (F t ) t∈R + be the natural filtration of a PDP, complete with all null sets of F ∞ . For A ∈ B(E), define counting processes p, p * as follows
These count the number of times the process jumps into a given set A, and the number of times the boundary is hit, respectively. p * is a predictable process (i.e. measurable with respect to the predictable σ-field in Ω × R + ). Hence the processp defined as follows is also predictable.
p(t, A) = (0,t]
Q(A, X s )λ(X s )ds + (0,t] R(A, X s− )dp * (s).
For each fixed A,p is the predictable compensator of p, i.e. the process q(t, A) = p(t, A) −p(t, A)
is a local martingale. In fact, these local martingales span the filtration F t , in that there is a 1-1 correspondence between F t -local martingales and stochastic integrals with respect to this family of fundamental local martingales. The appropriate class of integrands is the set L 1 loc (p) of functions g : E × R + × Ω → R such that g is a measurable function on the product space; for each y ∈ E, the function (t, ω) → g(y, t, ω) is predictable for k = 1, 2 . . .
For g ∈ L 1 loc (p) and t > 0 we define the stochastic integral M g pathwise by
g(y, t)q(dy, dt) Rg(X s− , s)dp * (s). (A.5)
We use the notation Qg(x, t, ω) = E g(y, t, ω)Q(dy, x) and similarly for Rg.
With this definition, M g is a local martingale for each g ∈ L 1 loc (p).
Proposition A.1 For the PDP (X t ) with extended generator (A, D(A)) we have (i) For f ∈ D(A) the local martingale C f of (A.1) is given by C f = M Bf , where (A.6) Bf (y, t, ω) = f (y) − f (X t− (ω)).
(ii) (PDP 'Ito formula') If a function f : E → R satisfies conditions (A.2) and (A.3) then
Bf (y, X s− )q(dy, ds) + t 0 Cf (X s− )dp * s ,
where Cf (x) = Rf (x) − f (x).
(iii) (Martingale representation) If M is an F t -local martingale then M = M g for some g ∈ L 1 loc (p).
Note: The multiplicity of (F t ) is determined by the support of Q(•, x) and R(•, x).
