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a b s t r a c t
We study the boundary control problems for stochastic parabolic equationswith Neumann
boundary conditions. Imposing super-parabolic conditions, we establish the existence and
uniqueness of the solution of state and adjoint equationswith non-homogeneous boundary
conditions by the Galerkin approximations method. We also find that, in this case, the
adjoint equation (BSPDE) has two boundary conditions (one is non-homogeneous, the
other is homogeneous). By these results we derive necessary optimality conditions for the
control systems under convex state constraints by the convex perturbation method.
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1. Introduction
Let (Ω,F ,P) be a complete probability space equipped with a right-continuous filtration {Ft}t≥0, on which a
d′-dimensional mutually independent standard Brownian motion B = {w(t)}t≥0 = {w1(t), . . . , wd′(t)} is defined. For
fixed 0 < T < ∞, denote by P the σ -algebra of predictable sets on Ω × (0, T ) associated with {Ft}. Let O be an open
subset inRn with a smooth boundary Γ . Let T < +∞ and Q = O× (0, T ),Σ = Γ × (0, T ). WhenX is a topological space,
B(X) stands for the σ -algebra of all Borel subsets ofX.
In the present paper, we consider the following stochastic distributed optimal control system with R-value control
processes inΩ ×Σ:dy(x, t) = [Ay(x, t)+ f (x, t, y(x, t))]dt + [By(x, t)+ g(x, t, y(x, t))]dw(t) in Q ,
∂νAy(x, t) = h(x, t, y(x, t), u(x, t)) onΣ,
y(x, 0) = y0(x) in O
(1.1)
where y0 ∈ L2(O) (a.s.) is a random function and adapted toF0, A, B are defined in the next section. The free terms f , h are
R-value functions and g is an Rd
′
-value function. An adapted solution of the state equation (1.1) is a B(Rn) × B([0, T ])-
measurable and {Ft}t≥0-adapted function satisfying (1.1) under some appropriate sense.
We introduce the following cost functional
J(yu, u) = E

Q
L(x, t, yu(x, t))dxdt + E

Σ
l(x, t, yu(x, t), u(x, t))dρ(x)dt + E

O
r(x, yu(x, T ))dx, (1.2)
where yu is the adapted solution of (1.1) associated with u, ρ denotes the usual (n− 1)-dimensional measure on Γ , and L, l
and r are R-value functions.
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The space of feasible controlsU is the set of u satisfying (1) u : Ω× (0, T )×Γ → R isB(Rn−1)×B([0, T ])-measurable
and {Ft}t≥0-adapted, (2) E

Σ
|u(x, t)|2dρ(x)dt <∞.
The set of admissible controlsUad is a closed, convex subset ofU.
Our optimal control problem can be stated as follows:
Problem (C). Find a u¯ ∈ Uad such that
J(yu¯, u¯) = inf
u∈Uad
J(yu, u). (1.3)
Any u¯(·, ·) ∈ Uad satisfying the above equality is called an optimal control, and the corresponding state yu¯(·, ·) ≡ y(·, ·;
y0, u¯) is called an optimal state. The pair (yu¯(·, ·), u¯(·, ·)) is called an optimal pair.
The boundary control problem (1.1)–(1.3) is extensively studied in many papers in the case of determinate control
systems, for example, we can see [1,2] and the reference in that papers. But in random cases, there are very few papers
concerning this problem. One of the difficulties is that properties of the solution of state equation (1.1) seems not clear
compared to the determinate cases. Another difficulty is the existence and uniqueness of the backward partial differential
equations. The purpose of this paper is to study necessary conditions of an optimal boundary control problem for the control
systems governed by stochastic parabolic equations with Neumann boundary conditions through convex perturbation. We
know that the mainmethod is spike perturbation in similar problems, but if we use this method, stronger regularities of the
state are necessary. So the conditions we need must be stronger than we will give in the next section.
The optimality conditions for stochastic control systems have been considered in many papers. In finite dimensional
spaces, see [3–14], etc. For the cases of infinite dimensional spaces, to our knowledge, in general cases, there are very
few papers to treat this problem. In [15], the author considered the case in which the system is a semilinear evolution
control system and the infinitesimal operator is strongly elliptic by the variational method. For a general C0-semigroup, the
stochastic maximum principle has been established in [16]. Zhou [17] studied this problem for a linear stochastic partial
differential equation, and obtained the corresponding maximum principle without state constraints. In [15], more than half
of the paper is devoted to obtaining the existence and uniqueness of the adjoint equation. By introducing an extension of the
martingale representation theorem, in [16], the authors derived the existence and uniqueness of the adjoint equations for
the C0-semigroup. This method is extensively applied to many backward differential systems, for instance, see [18]. In [17],
the author used the Galerkin approximation to get the existence and uniqueness of the adjoint equations.
The paper is organized as follows: In Section 2, we state various assumptions and the main results. Sections 3 and 4 are
devoted to the proofs of the existence and uniqueness of the state and adjoint equations. In Section 5, we will give the proof
of the main results that are given in Section 2.
2. Notation and statement of the main results
Let H1(O) be the Sobolev spaceW 1,2(O). We denote
H0(O) = L2(O) and H1 = L2F (Ω × (0, T );H1(O)).
In addition, we denote the norm of the spaces H0 and H1 by ∥ · ∥0 = ∥ · ∥H0 and ∥ · ∥1 = ∥ · ∥H1 , respectively. Moreover, for
a function y ∈ H1, we denote
|||y|||21 = E
 T
0
∥y(·, t)∥21dt.
Similarly, we can define H0 and |||y|||0. Throughout this paper, unless a special explanation is given, the positive constant C
will have different values on different occasions.
A, B = (B1, . . . , Bd′) are linear operators defined by
Ay(x, t) =
n
i,j=1
∂xj [aij(x, t)∂xiy(x, t)+ bj(x, t)y(x, t)] +
n
j=1
dj(x, t)∂xjy(x, t)+ c(x, t)y(x, t), (2.1)
Bky(x, t) =
n
i=1
σ ik(x, t)∂xiy(x, t)+ ηk(x, t)y(x, t), k = 1, . . . , d′ (2.2)
and
∂νAy(x, t) =
n
j=1

n
i=1
[aij(x, t)∂xiy(x, t)] + bj(x, t)y(x, t)

νj(x), (2.3)
ν(x) being the outward unit normal vector to Γ at the point x. For an interpretation of this Neumann condition in a trace
sense we can see [1].
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The results of this paper rely on the following assumptions:
Hypothesis 2.1. The coefficients a = (aij), b = (bj), d = (dj), c, σ = (σ ik), and η = (ηk) are measurable in (x, t) with
values in the set of real symmetric n×nmatrices,Rn,Rn×n,R,Rn×d andRd, respectively. The real function y0 isF0×B(Rn)-
measurable and E∥y0(x)∥20 ≤ K , where K is a constant. Furthermore, the functions aij, bj, c, dj, σ ik and ηk do not exceed K
in absolute value. Also the matrix S = (aij − 12
d′
k=1 σ ikσ jk) is uniformly positive definite:
ξ T Sξ ≥ λ|ξ |2 for any (t, x) and any ξ ∈ Rn,
for a fixed constant λ > 0.
Hypothesis 2.2. f : Ω×Rn×[0, T ]×R→ R, g = (g1, . . . , gd′) : Ω×Rn×[0, T ]×R→ Rd′ and h : Ω×Rn−1×[0, T ]×
R× R→ R are mappings such that the following properties are satisfied:
(i) f is P ⊗ B(Rn) ⊗ B(R)/B(R)-measurable, g is P ⊗ B(Rn) ⊗ B(R)/B(Rd′)-measurable and h is P ⊗ B(Rn−1) ⊗
B(R)⊗B(R)/B(R)-measurable.
(ii) f (·, ·, 0), gk(·, ·, 0) ∈ H0 and E
 T
0

Γ
|h(x, t, 0, u(x, t))|2dxdt <∞ (k = 1, . . . , d′,∀u(·, ·) ∈ U).
(iii) There exists anM > 0 such that ∀y, y′ ∈ R
|f (x, t, y)− f (x, t, y′)| +
d′
k=1
|gk(x, t, y)− gk(x, t, y′)| ≤ M|y− y′| uniformly in (ω, t, x) ∈ Ω × Q
for every k ∈ (1, . . . , d′) and∂h∂y (x, t, y, u)
 ≤ M uniformly in (ω, t, x, u) ∈ Ω ×Σ × R.
(iv)
∂h
∂y
(x, t, y, u) ≤ 0 for almost every (ω, t, x, u) ∈ Ω ×Σ × R.
Hypothesis 2.3. f : Ω×Rn×[0, T ]×R→ R, g = (g1, . . . , gd′) : Ω×Rn×[0, T ]×R→ Rd′ and h : Rn−1×[0, T ]×R→ R
are mappings such that the following properties are satisfied:
(i) f isP⊗B(Rn)⊗B(R)/B(R)-measurable, g isP⊗B(Rn)⊗B(R)/B(Rd′)-measurable and h isB(Rn−1)⊗B([0, T ])⊗
B(R)⊗B(R)/B(R)-measurable.
(ii) f (·, ·, 0), gk(·, ·, 0) ∈ H0. For almost every (x, t) ∈ Σ, h(x, t, y, ·) is a continuously differentiable function for every
fixed (x, t, y) ∈ Σ × R and  T0 Γ |h(x, t, 0, 0)|2dxdt <∞.
(iii) f , g, h are continuously differentiable functions with respect to state. Also there exists anM > 0 such that∂ f∂y (x, t, y)
+ d′
k=1
∂gk∂y (x, t, y)
 ≤ M uniformly in (ω, t, x) ∈ Ω × Q
for every k ∈ (1, . . . , d′) and∂h∂y (x, t, y, u)
+ ∂h∂u (x, t, y, u)
 ≤ M uniformly in (t, x, u) ∈ Σ × R.
(iv)
∂h
∂y
(x, t, y, u) ≤ 0 for almost every (t, x, u) ∈ Σ × R.
Hypothesis 2.4. L : Rn × [0, T ] × R→ R, l : Rn−1 × [0, T ] × R× R→ R and r : Rn × R→ R are mappings such that the
following conditions are satisfied:
(i) L isB(Rn)⊗B([0, T ])⊗B(R)/B(R)-measurable, l isB(Rn−1)⊗B([0, T ])⊗B(R)⊗B(R)/B(R)-measurable and
r isB(Rn)⊗B(R)/B(R)-measurable.
(ii) L(·, ·, 0) ∈ L2(Q ), l(·, ·, 0, u(·, ·)) ∈ L2(Σ) for every u(·, ·) ∈ U and r(·, 0) ∈ L2(O).
(iii) L, l, r are continuously differentiable functions with respect to state. Also there exists anM > 0 such that ∂L∂y (x, t, y)
+  ∂r∂y (x, y)
 ≤ M uniformly in (t, x) ∈ Q
and  ∂ l∂y (x, t, y, u)
 ≤ M uniformly in (t, x, u) ∈ Σ × R.
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Next, we give the necessary condition of control systems (1.1)–(1.3):
Theorem 2.5. Let Hypotheses 2.1, 2.3 and 2.4 hold. Let (y¯(·, ·), u¯(·, ·)) be an optimal pair of Problem (C). Let (p¯(·, ·), q¯(·, ·)) ∈
H1 × [H0]d′ be the solution of the following adjoint equation:
dp¯(x, t) = −

A∗p¯(x, t)+
d′
k=1
B∗k q¯k(x, t)+
∂ f
∂y
(x, t, y¯(x, t))p¯(x, t)+ ∂L
∂y
(x, t, y¯(x, t))
+
d′
k=1
∂gk
∂y
(x, t, y¯(x, t))q¯k(x, t)

dt + q¯(x, t)dw(t) in Q ,
∂νA∗ p¯(x, t) =
∂h
∂y
(x, t, y¯(x, t), u¯(x, t))p¯(x, t)+ ∂ l
∂y
(x, t, y¯(x, t), u¯(x, t)) onΣ,
∂νB∗k
q¯k(x, t) = 0, k ∈ {1, 2, . . . , d′} onΣ,
p¯(x, T ) = ∂r
∂y
(x, y¯(x, T )) in O
(2.4)
where
q(x, t) = (q1(x, t), . . . , qd′(x, t)),
A∗p(x, t) =
n
i=1
∂xi
 n
j=1
[ai,j(x, t)∂xjp(x, t)] − di(x, t)p(x, t)

−
n
j=1
bj(x, t)∂xjp(x, t)+ c(x, t)p(x, t),
B∗kqk(x, t) = −
n
i=1
∂xi [σ ik(x, t)qk(x, t)] + ηk(x, t)qk(x, t), k ∈ {1, 2, . . . , d′},
∂νA∗ p(x, t) =
n
i=1
 n
j=1
[ai,j(x, t)∂xjp(x, t)] − di(x, t)p(x, t)

νi(x),
and
∂νB∗k
qk(x, t) = −
n
i=1
[σ ik(x, t)qk(x, t)]νi(x) k ∈ {1, 2, . . . , d′}.
Then
E

Σ
Hw(x, t, p¯(x, t), y¯(x, t), u¯(x, t), u¯(x, t))dρ(x)dt
= min
u(·,·)∈U
E

Σ
Hw(x, t, p¯(x, t), y¯(x, t), u¯(x, t), u(x, t))dρ(x)dt (2.5)
where the Hamiltonian Hw : Σ × R× R× R× R→ R is defined by
Hw(x, t, p, y, u, v) =

p
∂h
∂u
(x, t, y, u)+ ∂ l
∂u
(x, t, y, u)

v.
In the following, we apply this result to an example.
Example 2.1. Let the cost function be
T (u) = E

Q
(yu(x, t)− zd(x, t))2dxdt + E

Σ
|u(x, t)|2dρ(x)dt, zd ∈ L2(Q ). (2.6)
Then the adjoint state (p¯, q¯) is given by
dp¯(x, t) = −

A∗p¯(x, t)+
d′
k=1
B∗k q¯k(x, t)+
∂ f
∂y
(x, t, y¯(x, t))p¯(x, t)+ 2(y¯(x, t)− zd(x, t))
+
d′
k=1
∂gk
∂y
(x, t, y¯(x, t))q¯k(x, t)

dt + q¯(x, t)dw(t) in Q ,
∂νA∗ p¯(x, t) =
∂h
∂y
(x, t, y¯(x, t), u¯(x, t))p¯(x, t) onΣ,
∂νB∗k
q¯k(x, t) = 0, k ∈ {1, 2, . . . , d′} onΣ,
p¯(x, T ) = 0 in O
(2.7)
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and the optimality condition is
E

Σ

p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t)

(u(x, t)− u¯(x, t))dρ(x)dt ≥ 0 ∀u ∈ Uad. (2.8)
(i) The case where there are no constraints (Uad = U).
Then (2.8) reduces to the equation
p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t) = 0 onΣ a.s. (2.9)
(ii) Uad = {v|v ≥ 0 almost everywhere onΣ a.s.}.
Then (2.8) reduces
p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t) ≥ 0 onΣ a.s.,
u(x, t) ≥ 0 onΣ a.s.,
p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t)

u¯(x, t) = 0 onΣ a.s.
(2.10)
(iii) Uad = {v|ξ0(x, t) ≤ v(x, t) ≤ ξ1(x, t) almost everywhere onΣ a.s., ξi ∈ L∞(Σ)}.
From (2.8) we then deduce
p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t) > 0, u¯(x, t) = ξ0(x, t),
p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t) < 0, u¯(x, t) = ξ1(x, t),
p¯(x, t)
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))+ 2u¯(x, t) = 0.
(2.11)
3. State equations
In this section we will give the existence of unique solutions of state equations for a fixed control u(x, t) (we will omit it
for simplicity). Themainmethod is Galerkin approximations. To avoid notational complexity, we prove the results for d′ = 1
(there is no essential difficulty when d′ > 1). We assume the functions ek = ek(x)(k = 1, 2, . . .) ∈ H1(O), and, for the sake
of nonessential simplifications, we let
{ek}∞k=1 is a basis of H1(O), (3.1)
and
{ek}∞k=1 is an orthogonal basis of H0(O). (3.2)
First, the definition of solution of the state equation is given as follows:
Definition 3.1. Wesay a function y ∈ H1(O) is aweak solution of the non-homogeneousNeumannboundary value problem
(1.1), if it satisfies
O
y(x, t)φ(x)dx =

O
y0(x)φ(x)dx−
n
i,j=1
 t
0

O
aij(x, s)∂xiy(x, s)∂xjφ(x)dxds
−
n
j=1
 t
0

O
bj(x, s)y(x, s)∂xjφ(x)dxds+
n
j=1
 t
0

O
dj(x, s)∂xjy(x, s)φ(x)dxds
+
 t
0

O
c(x, s)y(x, s)φ(x)dxds+
 t
0

O
f (x, s, y(x, s))φ(x)dxds
+
 t
0

Γ
h(x, s, y(x, s))φ(x)dρ(x)ds+
n
i=1
 t
0

O
σ i(x, s)∂xiy(x, t)φ(x)dxdw(s)
+
 t
0

O
η(x, s)y(x, s)φ(x)dxdw(s)+
 t
0

O
g(x, s, y(x, s))φ(x)dxdw(s), a.s. (3.3)
for every φ ∈ H1(O) and almost every t ∈ (0, T ].
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Our main aim now is to prove the following theorem.
Theorem 3.1 (Existence and Uniqueness of State Equation). Under Hypotheses 2.1 and 2.2, state equation (1.1) has a unique
(weak) solution y in H1 for every control u ∈ U. Moreover, there exists a constant C > 0 such that
sup
0≤t≤T
E∥y(t)∥20 + |||y|||21 ≤ C . (3.4)
Remark 3.1. By this theorem we can denote J(yu, u) by J(u).
We shall divide the proof of Theorem 3.1 into two cases which considers a simple version of Eq. (1.1).
Lemma 3.1. Suppose that f , g ∈ L2F (Ω × (0, T );H0(O)), h ∈ L2F (Ω × (0, T );H0(Γ )) and Hypothesis 2.1 holds. Then,dy(x, t) = [Ay(x, t)+ f (x, t)]dt + [By(x, t)+ g(x, t)]dw(t) in Q ,
∂νAy(x, t) = h(x, t) onΣ,
y(x, 0) = y0(x) in O
(3.5)
have a unique solution y in H1 satisfying (3.4).
Proof. Fix now a positive integerm, we look for a function ym : Ω × Rn × [0, T ] → R of the form
ym(x, t) =
m
k=1
rkm(t)ek(x). (3.6)
We hope to select the coefficients rkm(t) of ym such that
rkm(0) =

O
y0(x)ek(x)dx (k = 1, . . . ,m) (3.7)
and
rkm(t) = rkm(0)−
n
i,j=1
m
p=1
 t
0

O
aij(x, s)∂xiep(x)∂xjek(x)dxr
p
m(s)ds
−
n
j=1
m
p=1
 t
0

O
bj(x, s)ep(x)∂xjek(x)dxr
p
m(s)ds
+
n
j=1
m
p=1
 t
0

O
dj(x, s)∂xjep(x)ek(x)dxr
p
m(s)ds+
m
p=1
 t
0

O
c(x, s)ep(x)ek(x)dxrpm(s)ds
+
 t
0

O
f (x, s)ek(x)dxds+
 t
0

Γ
h(x, s)ek(x)dρ(x)ds
+
n
i=1
m
p=1
 t
0

O
σ i(x, s)∂xiep(x)ek(x)dxr
p
m(s)dw(s)
+
m
p=1
 t
0

O
η(x, s)ep(x)ek(x)dxrpm(s)dw(s)+
 t
0

O
g(x, s)ek(x)dxdw(s) (3.8)
for k = 1, . . . ,m and almost every (ω, t) ∈ Ω × [0, T ].
By the results of [13], we can get that the Eq. (3.8) have a unique {Ft}t≥0-adapted continuous solution (r1m, . . . , rmm ) for
everym ∈ R.
Next, we shall give the energy estimates of ym. Applying Ito’s formula to |rkm(t)|2, and adding up in k from 1 tom, we have
E

O
|ym(x, t)|2dx = E

O
|ym(x, 0)|2dx− 2E
n
i,j=1
 t
0

O
aij(x, s)∂xiym(x, s)∂xjym(x, s)dxds
+ 2E
n
j=1
 t
0

O
[dj(x, s)− bj(x, s)]ym(x, s)∂xjym(x, s)dxds
+ 2E
 t
0

O
c(x, s)|ym(x, s)|2dxds+ 2E
 t
0

O
f (x, s)ym(x, s)dxds
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+ 2E
 t
0

Γ
h(x, s)ym(x, s)dρ(x)ds
+ E
 t
0
m
k=1

n
i=1

O
σ i(x, s)∂xiym(x, s)ek(x)dx
2
ds
+ E
 t
0
m
k=1

O
η(x, s)ym(x, s)ek(x)dx
2
ds+ E
 t
0
m
k=1

O
g(x, s)ek(x)dx
2
ds
+ 2E
 t
0
m
k=1

n
i=1

O
σ i(x, s)∂xiym(x, s)ek(x)dx

O
η(x, s)ym(x, s)ek(x)

dxds
+ 2E
 t
0
m
k=1

n
i=1

O
σ i(x, s)∂xiym(x, s)ek(x)dx

O
g(x, s)ek(x)dx

dxds
+ 2E
 t
0
m
k=1

O
η(x, s)ym(x, s)ek(x)dx

O
g(x, s)ek(x)dx

ds. (3.9)
By Yong’s inequality and Hypothesis 2.1, we get
E∥ym(t)∥20 ≤ C(ε)− 2λE
 t
0
∥ym(s)∥21ds+ CεE
 t
0
∥ym(s)∥21ds+ CE
 t
0
∥ym(s)∥20ds, (3.10)
where the constant C and C(ε) depend on f , g, h, ε, K and the imbedding theorem constants. Let ε = λ/C in (3.10), we get
E∥ym(t)∥20 + λE
 t
0
∥ym(s)∥21ds ≤ C + CE
 t
0
∥ym(s)∥20ds. (3.11)
Hence, Gronwall’s inequality yields
sup
0≤t≤T
E∥ym(t)∥20 + |||ym|||21 ≤ C . (3.12)
So the sequence {ym}∞m=1 is bounded inH1. Consequently, there exists a subsequence (still denoted by itself) and a function
y ∈ H1 such that
ym → y weakly in H1. (3.13)
Next, we prove that y satisfies (3.5). For this end, we take ψ to be an absolutely continuous function mapping [0, T ] to R
with ψ ′ = dψ/dt ∈ L2([0, T ]) and ψ(T ) = 0. Let ψk(t) = ψ(t)ek multiply ym by ψk(t) and using Ito’s formula, we get
−
 T
0

O
ym(x, s)ek(x)ψ ′(s)dxds = ψk(0)ym(0)−
n
i,j=1
 T
0

O
aij(x, s)∂xiym(x, s)∂xjek(x)ψ(s)dxds
−
n
j=1
 T
0

O
bj(x, s)ym(x, s)∂xjek(x)ψ(s)ds
+
n
j=1
 T
0

O
dj(x, s)∂xjym(x, s)ek(x)ψ(s)dxds
+
 T
0

O
[c(x, s)ym(x, s)+ f (x, s)]ek(x)ψ(s)dxds
+
 T
0

Γ
h(x, s)ek(x)ψ(s)dρ(x)ds
+
n
i=1
 T
0

O
σ i(x, s)∂xiym(x, s)ek(x)ψ(s)dxdw(s)
+
 T
0

O
[η(x, s)ym(x, s)+ g(x, s)]ek(x)ψ(s)dxdw(s). (3.14)
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By (3.13), lettingm go to infinity, we conclude that
−
 T
0

O
y(x, s)φ(x)ψ ′(s)dxds = ψ(0)

O
φ(x)y(x, 0)dx
−
n
i,j=1
 T
0

O
aij(x, s)∂xiy(x, s)∂xjφ(x)ψ(s)dxds
−
n
j=1
 T
0

O
bj(x, s)y(x, s)∂xjφ(x)ψ(s)ds
+
n
j=1
 T
0

O
dj(x, s)∂xjy(x, s)φ(x)ψ(s)dxds
+
 T
0

O
[c(x, s)y(x, s)+ f (x, s)]φ(x)ψ(s)dxds
+
 T
0

Γ
h(x, s)φ(x)ψ(s)dρ(x)ds
+
n
i=1
 T
0

O
σ i(x, s)∂xiy(x, s)φ(x)ψ(s)dxdw(s)
+
 T
0

O
[η(x, s)y(x, s)+ g(x, s)]φ(x)ψ(s)dxdw(s) (3.15)
for any φ ∈ H1. For any t ∈ (0, T ), let
ψε(s) =
1 if s ≤ t − ε/2,
1/ε · (t − s+ ε/2) if t − ε/2 < s < t + ε/2,
0 if s ≥ t + ε/2.
Substituting (3.15) with ψε and letting ε→ 0, we get that y ∈ H1 is a solution of (3.5).
Next we shall prove the uniqueness of solution of (3.5). It is easy obtained by the linearity of (3.5) and Gronwall’s
inequality. So we omit it. 
In the following, we complete the proof of Theorem 3.1:
Proof. (1) Uniqueness. We suppose that y1 and y2 are two solutions of state equation (1.1). Let y¯ = y1 − y2. Then applying
Ito’s formula to ∥y¯∥20, we get
E

O
|y¯(x, t)|2dx = −2E
n
i,j=1
 t
0

O
aij(x, s)∂xi y¯(x, s)∂xj y¯(x, s)dxds
+ 2E
n
j=1
 t
0

O
[dj(x, s)− bj(x, s)]∂xj y¯(x, s)y¯(x, s)dxds
+ 2E
 t
0

O
{c(x, s)|y¯(x, s)|2 + [f (x, s, y1(x, s))− f (x, s, y2(x, s))]y¯(x, s)}dxds
+ 2E
 t
0

Γ
[h(x, s, y1(x, s))− h(x, s, y2(x, s))]y¯(x, s)dρ(x)ds
+ E
n
i,j=1
 t
0

O
σ i(x, s)σ j(x, s)∂xi y¯(x, s)∂xj y¯(x, s)dxds
+ E
 t
0

O
[η(x, s)y¯(x, s)]2 + [g(x, s, y1(x, s))− g(x, s, y2(x, s))]2dxds
+ 2E
n
i=1
 t
0

O
σ i(x, s)η(x, s)∂xi y¯(x, s)y¯(x, s)dxds
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+ 2E
n
i=1
 t
0

O
σ i(x, s)∂xi y¯(x, s)(g(x, s, y
1(x, s))− g(x, s, y2(x, s)))dxds
+ 2E
 t
0

O
η(x, s)y¯(x, s)(g(x, s, y1(x, s))− g(x, s, y2(x, s)))dxds. (3.16)
Using the Hypotheses 2.1 and 2.2, and Yong’s inequality, similar to Lemma 3.1, we obtain that
E∥y¯(t)∥20 + λE
 t
0
∥y¯(s)∥21ds ≤ CE
 t
0
∥y¯(s)∥20ds. (3.17)
Hence Gronwall’s inequality yields the uniqueness of state equation (1.1).
(2) Existence. Let y0 ≡ 0 and define recursively by using Lemma 3.1 the following equation:dy
n(x, t) = [Ayn(x, t)+ f (x, t, yn−1(x, t))]dt + [Byn(x, t)+ g(x, t, yn−1(x, t))]dw(t) in Q ,
∂νAy
n(x, t) = h(x, t, yn−1(x, t)) onΣ,
yn(x, 0) = y0(x) in O
(3.18)
for n ≥ 1. By using Lemma 3.1 we know that the solution yn lies in H1 for each n ≥ 1 and satisfies (3.4).
By applying Ito’s formula, denote by Y n+1 = yn+1 − yn, it follows that
E

O
|Y n+1(x, t)|2dx = − 2E
n
i,j=1
 t
0

O
aij(x, s)∂xiY
n+1(x, s)∂xjY
n+1(x, s)dxds
+ 2E
n
j=1
 t
0

O
[dj(x, s)− bj(x, s)]∂xjY n+1(x, s)Y n+1(x, s)dxds
+ 2E
 t
0

O
{c(x, s)|Y n+1(x, s)|2 + [f (x, s, yn(x, s))− f (x, s, yn−1(x, s))]Y n+1(x, s)}dxds
+ 2E
 t
0

Γ
[h(x, s, yn(x, s))− h(x, s, yn−1(x, s))]Y n+1(x, s)dρ(x)ds
+ E
n
i,j=1
 t
0

O
σ i(x, s)σ j(x, s)∂xiY
n+1(x, s)∂xjY
n+1(x, s)dxds
+ E
 t
0

O
[η(x, s)Y n+1(x, s)]2 + [g(x, s, Y n(x, s))− g(x, s, Y n−1(x, s))]2dxds
+ 2E
n
i=1
 t
0

O
σ i(x, s)η(x, s)∂xiY
n+1(x, s)Y n+1(x, s)dxds
+ 2E
n
i=1
 t
0

O
σ i(x, s)∂xiY
n+1(x, s)(g(x, s, Y n(x, s))− g(x, s, Y n−1(x, s)))dxds
+ 2E
 t
0

O
η(x, s)Y n+1(x, s)(g(x, s, Y n(x, s))− g(x, s, Y n−1(x, s)))dxds. (3.19)
Using Hypotheses 2.1 and 2.2, and Yong’s inequality, we have
E∥Y n+1(t)∥20 + λE
 t
0
∥Y n+1(s)∥21ds ≤ CE
 t
0
∥Y n(s)∥20ds+ CE
 t
0
∥Y n+1(s)∥20ds. (3.20)
Let
Pn+1(t) =
 t
0
E∥Y n+1(s)∥20ds.
Observe from (3.20) that
d
dt
Pn+1(t) ≤ CPn(t)+ CPn+1(t),
for each t , this yields that
Pn+1(t) ≤ C
 t
0
eC(t−s)Pn(s)ds.
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Hence iterating this inequality gives
Pn+1(t) ≤ (CeCT )nP1(T ) t
n
n! .
This implies
∞
n=1 Pn+1(T ) is convergent and as a result of this, the definition of Pn+1 and (3.20), we conclude that {yn} is
a Cauchy sequence in H1, and so it is convergent. Let y denote the limit of this sequence. This convergence together with
Hypotheses 2.1 and 2.2 allows us to let n →∞ in theweak solution form of (3.18), in other words, y satisfies (3.3). It follows
that y is a solution of (1.1). 
4. Adjoint equations (BSPDE with non-homogeneous double boundary conditions)
In this subsection, we will give the existence and uniqueness of the adjoint Eq. (2.4). For simplicity, it is denoted by
dp(x, t) = −

A∗p(x, t)+
d′
k=1
B∗kqk(x, t)+ f¯ (x, t)p(x, t)+ L¯(x, t)+
d′
k=1
g¯k(x, t)qk(x, t)

dt
+q(x, t)dw(t) in Q ,
∂νA∗ p(x, t) = h¯(x, t)p(x, t)+ l¯(x, t) onΣ,
∂νB∗k
qk(x, t) = 0, k ∈ {1, 2, . . . , d′} onΣ,
p(x, T ) = r¯(x, T ) in O
(4.1)
where
f¯ (x, t) = ∂ f
∂y
(x, t, y¯(x, t)), L¯(x, t) = ∂L
∂y
(x, t, y¯(x, t)),
g¯k(x, t) = ∂gk
∂y
(x, t, y¯(x, t)), h¯(x, t) = ∂h
∂y
(x, t, y¯(x, t), u¯(x, t)),
and
l¯(x, t) = ∂ l
∂y
(x, t, y¯(x, t), u¯(x, t)), r¯(x, T ) = ∂r
∂y
(x, y¯(x, T )).
First we give a definition of backward stochastic partial differential equations with non-homogeneous boundary
conditions. It is important for the research of our problems. As we know, this is new in this area.
Definition 4.1. (p, q) ∈ H1 × [H0]d′ is called a weak solution pair of (4.1) if it satisfies
O
p(x, t)φ(x)dx =

O
r¯(x, T )φ(x)dx−
n
i,j=1
 T
t

O
aij(x, s)∂xip(x, s)∂xjφ(x)dxds
+
n
i=1
 T
t

O
[di(x, s)p(x, s)∂xiφ(x)− bi(x, s)∂xip(x, s)φ(x)]dxds
+
 T
t

O
c(x, s)p(x, s)φ(x)dxds+
d′
k=1
 T
t

O
ηk(x, s)p(x, s)φ(x)dxds
+
d′
k=1
n
i=1
 T
t

O
σ ik(x, s)qk(x, s)∂xiφ(x)dxds
+
 T
t

O

f¯ (x, s)p(x, s)+ L¯(x, s)+
d′
k=1
g¯k(x, s)qk(x, s)

φ(x)dxds
+
 T
t

Γ
[h¯(x, s)p(x, s)+ l¯(x, s)]φ(x)dρ(x)ds−
d′
k=1
 T
t

O
qk(x, s)φ(x)dxdwk(s) (4.2)
for every φ ∈ H1(O).
In the following we also assume that d′ = 1. Now, we give a result of existence and uniqueness of the backward
differential equation in the finite dimensional case, which was originally obtained by Bismut [19], see also [17,7,15];
Lemma 4.1. Let m be a fixed positive integer. Let Am,Mm ∈ L∞F (Ω × [0, T ];Rm×m), Fm ∈ L2F (Ω × [0, T ];Rm), and rm ∈
L2(Ω,FT ,Rm). Then there exists uniquely a pair (pm, qm) ∈ L2F (Ω×[0, T ];Rm)×L2F (Ω×[0, T ];Rm) satisfying the following
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backward SDE:
dpm(t) = −[ATmpm(t)+MTm(t)qm(t)+ Fm(t)]dt + qm(t)dw(t), t ∈ [0, T ),
pm(x, T ) = rm. (4.3)
Theorem 4.1. Under Hypotheses 2.1, 2.4 and 2.4, there exists a unique solution pair (p, q) ∈ H1 × H0 satisfying BSPDE (4.1).
Proof. (1) Uniqueness. Assume that (p, q) ∈ H1 × H0 satisfiesdp(x, t) = −[A
∗p(x, t)+ B∗q(x, t)+ f¯ (x, t)p(x, t)+ g¯(x, t)q(x, t)]dt + q(x, t)dw(t) in Q ,
∂νA∗ p(x, t) = h¯(x, t)p(x, t) onΣ,
p(x, T ) = 0 in O.
(4.4)
Consider the following equation, which admits a unique solution ξ ∈ H1 by Lemma 3.1:dξ(x, t) = [Aξ(x, t)+ f¯ (x, t)ξ(x, t)+ p(x, t)]dt + [Bξ(x, t)+ g¯(x, t)ξ(x, t)+ q(x, t)]dw(t) in Q ,∂νAξ(x, t) = h¯(x, t)ξ(x, t) onΣ,
ξ(x, 0) = 0 in O.
(4.5)
Applying Ito’s formula to ⟨p(t), ξ(t)⟩H0 , we obtain
E
 T
0
∥p(t)∥20 + ∥q(t)∥20dt = 0.
This implies
|||p|||21 = 0.
So we have the uniqueness.
(2) Existence. Also let {ek}∞k=1 be a basis of H1(O), which is orthonormal as a basis of H0(O). Fix a positive integerm. Let
pm(t) =
m
k=1
pmk (t)ek and q
m(t) =
m
k=1
qmk (t)ek,
such that
pmk (t) = r¯mk (T )−
n
i,j=1
m
τ=1
 T
t

O
aij(x, s)∂xjeτ (x)∂xiek(x)dxp
m
τ (s)ds
+
n
i=1
m
τ=1
 T
t

O
[di(x, s)eτ (x)∂xiek(x)− bj(x, s)∂xieτ (x)ek(x)]dxpmτ (s)ds
+
m
τ=1
 T
t

O
c(x, s)eτ (x)ek(x)dxpmτ (s)ds+
m
τ=1
 T
t

O
η(x, s)eτ (x)ek(x)dxqmτ (s)ds
+
n
i=1
m
τ=1
 T
t

O
σ i(x, s)eτ (x)∂xiek(x)dxq
m
τ (s)ds
+
 T
t

O
L¯(x, s)ek(x)dxds+
m
τ=1
 T
t

O
g¯(x, s)eτ (x)ek(x)dxqmτ (s)ds
+
m
τ=1
 T
t

Γ
h¯(x, s)eτ (x)ek(x)dρ(x)pmτ (s)ds
+
 T
t

Γ
l¯(x, s)ek(x)dρ(x)ds−
 T
t
qmk (s)dw(s), k = 1, 2, . . . ,m, (4.6)
where
m
k=1 r¯
m
k (T )ek(·) = r¯m(·, T )→ r¯(·, T ) in H0(O) asm →∞. By Lemma 4.1, there exists a unique pair
(pm1 , . . . , p
m
m)
T ∈ L2F (Ω × [0, T ];Rm)
and
(qm1 , . . . , q
m
m)
T ∈ L2F (Ω × [0, T ];Rm)
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satisfying (4.6). Applying Ito’s formula to (4.6) and adding in k from 1 tom, we get
E

O
|pm(x, t)|2dx = E

O
|r¯m(x, T )|2dx− 2E
n
i,j=1
 T
t

O
aij(x, s)∂xjp
m(x, s)∂xip
m(x, s)dxds
+ 2E
n
i=1
 T
t

O
[di(x, s)− bi(x, s)]∂xipm(x, s)pm(x, s)dxds
+ 2E
 T
t

O
(c(x, s)+ η(x, s))|pm(x, s)|2dxds
+ 2E
n
i=1
 T
t

O
σ i(x, s)qm(x, s)∂xip
m(x, s)dxds
+ 2E
 T
t

O
L¯(x, s)pm(x, s)dxds+ 2E
 T
t

O
g¯(x, s)pm(x, s)qm(x, s)dxds
+ 2E
 T
t

Γ
h¯(x, s)|pm(x, s)|2dρ(x)ds+ 2E
 T
t

Γ
l¯(x, s)pm(x, s)dρ(x)ds
− E
 T
t

O
|qm(x, s)|2dxds. (4.7)
Hence by Yong’s inequality we have that
E∥pm(t)∥20 + λE
 T
t
∥pm(s)∥21ds ≤ C + CE
 T
t
∥pm(s)∥20ds (4.8)
where C depends only on K ,M, λ and the constant in the imbedding theorem. So Gronwall’s inequality yields
sup
t∈[0,T ]
E∥pm(t)∥20 + |||pm|||21 ≤ C . (4.9)
Now let ξm = (ξm1 , ξm2 , . . . , ξmm )T ∈ L2F (Ω × [0, T ];Rm) be the solution of the following equation:
dξmk (t) = −
n
i,j=1
m
τ=1

O
aij(x, t)∂xieτ (x)∂xjek(x)dxξ
m
τ (t)dt
+
n
j=1
m
τ=1

O
[dj(x, t)∂xjeτ (x)ek(x)− bj(x, t)eτ (x)∂xjek(x)]dxξmτ (t)dt
+
m
τ=1

O
c(x, t)eτ (x)ek(x)dxξmτ (t)dt +
m
τ=1

Γ
h¯(x, t)eτ (x)ek(x)dρ(x)ξmτ (t)dt
+

Γ
l¯(x, t)ek(x)dρ(x)dt +
n
i=1
m
τ=1

O
σ i(x, t)∂xieτ (x)ek(x)dxξ
m
τ (t)dw(t)
+
m
τ=1

O
η(x, t)eτ (x)ek(x)dxξmτ (t)dw(t)
+
m
τ=1

O
g¯(x, t)eτ (x)ek(x)dxξmτ (t)dw(t)+ qmk (t)dw(t),
ξmk (0) = 0, k = 1, 2, . . . ,m. (4.10)
By a calculation similar to the above, we get
sup
t∈[0,T ]
E∥ξm(t)∥20 + E
 T
0
∥ξm(t)∥21dt ≤ CE
 T
0
∥qm(t)∥20dt. (4.11)
On the other hand, Ito’s formula gives
d
m
k=1
pmk (t)ξ
m
k (t) = −

O
L¯(x, t)ξm(x, t)dxdt + ∥qm(t)∥20dt + {· · ·}dw(t). (4.12)
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Integrating from 0 to T and taking the expectation, we get
E
 T
0
∥qm(t)∥20dt = E

Q
L¯(x, t)ξm(x, t)dxdt + E

O
pm(x, T )ξm(x, T )dx
≤ C

E
 T
0
∥ξ(t)∥20dt
1/2
+ (E∥r¯m(T )∥20)1/2(E∥ξm(T )∥20)1/2
≤ C

E
 T
0
∥qm(t)∥20dt
1/2
(4.13)
where the constant C depends onM . Consequently
E
 T
0
∥qm(t)∥20dt ≤ C . (4.14)
By (4.9) and (4.14), there exists a subsequence (also denoted by itself) and a pair (p, q) ∈ H1 × H0 such that
pm → p weakly in H1 (4.15)
and
qm → q weakly in H0 asm →∞. (4.16)
Next we show that (p, q) satisfies (4.1). To this end, similar to Theorem 3.1, letψ be an absolutely continuous function from
[0, T ] to Rwith ψ ′ = dψ/dt ∈ L2(0, T ), ψ(0) = 0 and
ψε(s) =
0 if s ≤ t − ε/2,
1/ε · (s− t + ε/2) if t − ε/2 < s < t + ε/2,
1 if s ≥ t + ε/2.
Then the proof is completed. 
5. The proof of necessary conditions
In this section, we present the proof of our necessary conditions. The proof is divided into two steps. Let u¯ ∈ Uad be an
optimal control and let y¯(·, ·) be the corresponding optimal state. And u ∈ Uad be fixed. Because of the admissible controls
setUad is a convex set, then uθ = u¯+ θ(u− u¯)(θ ∈ (0, 1)) also belongs toUad and let yθ (·, ·) be the corresponding state.
In this section, we using the convex perturbation to obtain the main results.
First we give some lemmas for our needs.
5.1. Some lemmas
Lemma 5.1. Under Hypotheses 2.1 and 2.3, there exists a constant C such that
sup
t∈[0,T ]
E∥yθ (t)− y¯(t)∥20 + |||yθ − y¯|||21 ≤ Cθ2. (5.1)
Proof. Let ξ = yθ − y¯, then by the state equation we have
dξ(x, t) = [Aξ(x, t)+ f (x, t, yθ (x, t))− f (x, t, y¯(x, t))]dt
+ [Bξ(x, t)+ g(x, t, yθ (x, t))− g(x, t, y¯(x, t))]dw(t) in Q ,
∂νAξ(x, t) = h(x, t, yθ (x, t), uθ (x, t))− h(x, t, y¯(x, t), u¯(x, t)) onΣ,
ξ(x, 0) = 0 in O.
(5.2)
By Lemma 3.1, we know that (5.1) has a solution in H1, and
E

O
|ξ(x, t)|2dx = −2E
n
i,j=1
 t
0

O
aij(x, s)∂xiξ(x, s)∂xjξ(x, s)dxds
+ 2E
n
j=1
 t
0

O
[dj(x, s)− bj(x, s)]ξ(x, s)∂xjξ(x, s)dxds
+ 2E
 t
0

O
c(x, s)|ξ(x, s)|2dxds+ 2E
 t
0

O
[f (x, s, yθ (x, s))
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− f (x, s, y¯(x, s))]ξ(x, s)dxds+ 2E
 t
0

Γ
C[h(x, s, yθ (x, s), uθ (x, s))
− h(x, s, y¯(x, s), u¯(x, s))]ξ(x, s)dρ(x)ds+ E
d′
k=1
 t
0

O
[ηk(x, s)ξ(x, s)]2dxds
+ E
n
i,j=1
d′
k=1
 t
0

O
σ ik(x, s)σ jk(x, s)∂xiξ(x, s)∂xjξ(x, s)dxds
+ E
d′
k=1
 t
0

O
[gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s))]2dxds
+ 2E
n
i=1
d′
k=1
 t
0

O
σ ik(x, s)ηk(x, s)∂xiξ(x, s)ξ(x, s)dxds
+ 2E
n
i=1
d′
k=1
 t
0

O
σ ik(x, s)∂xiξ(x, s)(gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s)))dxds
+ 2E
d′
k=1
 t
0

O
ηk(x, s)ξ(x, s)(gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s)))dxds. (5.3)
Using the Hypotheses 2.1 and 2.3, and Yong’s inequality, we obtain that
E∥ξ(t)∥20 ≤ (−2λ+ Cε)E
 t
0
∥ξ(s)∥21ds+ C(ε)E
 t
0
∥ξ(s)∥20ds
+ 2E
 t
0

Γ
[h(x, s, yθ (x, s), uθ (x, s))− h(x, s, y¯(x, s), u¯(x, s))]ξ(x, s)dρ(x)ds
= (−2λ+ Cε)E
 t
0
∥ξ(s)∥21ds+ C(ε)E
 t
0
∥ξ(s)∥20ds
+ 2E
 t
0

Γ
[h(x, s, yθ (x, s), uθ (x, s))− h(x, s, y¯(x, s), uθ (x, s))]ξ(x, s)dρ(x)ds
+ 2E
 t
0

Γ
[h(x, s, y¯(x, s), uθ (x, s))− h(x, s, y¯(x, s), u¯(x, s))]ξ(x, s)dρ(x)ds
≤ (−2λ+ Cε)E
 t
0
∥ξ(s)∥21ds+ C(ε)
 t
0
∥ξ(s)∥20ds
+ 1
ε
E
 t
0

Γ
 1
0
∂h
∂u
(x, s, y¯(x, s), u¯(x, s)+ τ(uθ (x, s)
− u¯(x, s)))dτ(uθ (x, s)− u¯(x, s))
2
dρ(x)ds
≤ (−2λ+ Cε)E
 t
0
∥ξ(s)∥21ds+ C(ε)
 t
0
∥ξ(s)∥20ds+ C
1
ε
θ2. (5.4)
Letting ε = λ/C in the above inequality, we get
E∥ξ(t)∥20 + λE
 t
0
∥ξ(s)∥21ds ≤ Cθ2 + CE
 t
0
∥ξ(s)∥20ds.
Hence by Gronwall’s inequality we get that
sup
t∈[0,T ]
E∥ξ(t)∥20 + E
 T
0
∥ξ(t)∥21ds ≤ Cθ2,
where constant C depends on λ,M, K . The proof is completed. 
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Lemma 5.2. Suppose Hypotheses 2.1 and 2.3 are satisfied. Let z(·, ·) be the solution of the following equation:
dz(x, t) =

Az(x, t)+ ∂ f
∂y
(x, t, y¯(x, t))z(x, t)

dt
+

Bz(x, t)+ ∂g
∂y
(x, t, y¯(x, t))z(x, t)

dw(t) in Q ,
∂νAz(x, t) =
∂h
∂y
(x, t, y¯(x, t), u¯(x, t))z(x, t)
+ ∂h
∂u
(x, t, y¯(x, t), u¯(x, t))(u(x, t)− u¯(x, t)) onΣ,
z(x, 0) = 0 in O.
(5.5)
Then we have
lim
θ→0

sup
t∈[0,T ]
E
1θ (yθ (t)− y¯(t))− z(t)
2
0
+
1θ (yθ − y¯)− z
2
1

= 0. (5.6)
Proof. We denote
φθ (x, t) = 1
θ
(yθ (x, t)− y¯(x, t))− z(x, t).
Then by the state equation and (5.5), we have
dφθ (x, t) =

Aφθ (x, t)+ 1
θ
(f (x, t, yθ (x, t))− f (x, t, y¯(x, t)))− ∂ f
∂y
(x, t, y¯(x, t))z(x, t)

dt
+

Bφθ (x, t)+ 1
θ
(g(x, t, yθ (x, t))− g(x, t, y¯(x, t)))− ∂g
∂y
(x, t, y¯(x, t))z(x, t)

dw(t) in Q ,
∂νAφθ (x, t) =
1
θ
[h(x, t, yθ (x, t), uθ (x, t))− h(x, t, y¯(x, t), u¯(x, t))]
− ∂h
∂y
(x, t, y¯(x, t), u¯(x, t))z(x, t)− ∂h
∂u
(x, t, y¯(x, t), u¯(x, t))(u(x, t)− u¯(x, t)) onΣ,
φθ (x, 0) = 0 in O.
(5.7)
Hence, similar to Lemma 5.1, we obtain
E

O
|φθ (x, t)|2dx = −2E
n
i,j=1
 t
0

O
aij(x, s)∂xiφθ (x, s)∂xjφθ (x, s)dxds
+ 2E
n
j=1
 t
0

O
[dj(x, s)− bj(x, s)]φθ (x, s)∂xjφθ (x, s)dxds
+ 2E
 t
0

O
c(x, s)|φθ (x, s)|2dxds+ 2E
 t
0

O

1
θ
(f (x, s, yθ (x, s))
− f (x, s, y¯(x, s)))− ∂ f
∂y
(x, s, y¯)z(x, s)

φθ (x, s)dxds
+ 2E
 t
0

Γ
φθ (x, s)

1
θ
[h(x, s, yθ (x, s), uθ (x, s))− h(x, s, y¯(x, s), u¯(x, s))]
− ∂h
∂y
(x, s, y¯(x, s), u¯(x, s))z(x, s)− ∂h
∂u
(x, s, y¯(x, s), u¯(x, s))(u(x, s)
− u¯(x, s))

dρ(x)ds+ E
n
i,j=1
d′
k=1
 t
0

O
σ ik(x, s)σ jk(x, s)∂xiφθ
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× (x, s)∂xjφθ (x, s)dxds+ E
d′
k=1
 t
0

O
[ηk(x, s)φθ (x, s)]2dxds
+E
d′
k=1
 t
0

O

1
θ
(gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s)))
− ∂g
∂y
(x, s, y¯(x, s))z(x, s)
2
dxds+ 2E
n
i=1
d′
k=1
 t
0

O
σ ik(x, s)ηk(x, s)∂xiφθ
× (x, s)φθ (x, s)dxds
+ 2E
n
i=1
d′
k=1
 t
0

O
σ ik(x, s)∂xiφθ (x, s)

1
θ
gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s))
− ∂gk
∂y
(x, s, y¯(x, s))z(x, s)

dxds+ 2E
d′
k=1
 t
0

O
ηk(x, s)φθ (x, s)
×

1
θ
gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s))− ∂gk
∂y
(x, s, y¯(x, s))z(x, s)

dxds. (5.8)
Hence, we have
E∥φθ (t)∥20 + λE
 t
0
∥φθ (s)∥21ds ≤ CE
 t
0
∥φθ (s)∥20ds+ ϱ(θ, t), (5.9)
where
ϱ(θ, t) = CE
 t
0

O

1
θ
(f (x, s, yθ (x, s))− f (x, s, y¯(x, s)))− ∂ f
∂y
(x, s, y¯(x, s))z(x, s)
2
dxds
+ CE
d′
k=1
 t
0

O

1
θ
(gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s)))− ∂gk
∂y
(x, s, y¯(x, s))z(x, s)
2
dxds
+ CE
 t
0

Γ
φθ (x, s)

1
θ
[h(x, s, yθ (x, s), uθ (x, s))− h(x, s, y¯(x, s), u¯(x, s))]
− ∂h
∂y
(x, s, y¯(x, s), u¯(x, s))z(x, s)− ∂h
∂u
(x, s, y¯(x, s), u¯(x, s))(u(x, s)− u¯(x, s))

dρ(x)ds.
We define ϱh(θ, t) by
ϱh(θ, t) = CE
 t
0

Γ
φθ (x, s)

1
θ
[h(x, s, yθ (x, s), uθ (x, s))− h(x, s, y¯(x, s), u¯(x, s))]
− ∂h
∂y
(x, s, y¯(x, s), u¯(x, s))z(x, s)− ∂h
∂u
(x, s, y¯(x, s), u¯(x, s))(u(x, s)− u¯(x, s))

dρ(x)ds.
By Hypothesis 2.3 and some simple computations we get
ϱh(θ, t) ≤ CεE
 t
0
∥φθ (s)∥21ds+ C
1
ε
E
 t
0

Γ
 1
0
∂h
∂u
(x, s, yθ (x, s), u¯(x, s)
+ τ(uθ (x, s)− u¯(x, s)))dτ − ∂h
∂u
(x, s, yθ (x, s), u¯(x, s))

(u(x, s)− u¯(x, s))
2
dρ(x)ds
+ C 1
ε
E
 t
0

Γ

∂h
∂u
(x, s, yθ (x, s), u¯(x, s))− ∂h
∂u
(x, s, y¯(x, s), u¯(x, s))

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× (u(x, s)− u¯(x, s))
2
dρ(x)ds+ C 1
ε
E
 t
0

Γ
 1
0
∂h
∂y
(x, s, y¯(x, s)
+ τ(yθ (x, s)− y¯(x, s)), u¯(x, s))dτ − ∂h
∂y
(x, s, y¯(x, s), u¯(x, s))

z(x, s)
2
dρ(x)ds.
Let ε = 2C/λ, we get
ϱh(θ, t) ≤ λ2 E
 t
0
∥φθ (s)∥21ds+ ϱ1h(θ, t), (5.10)
where
ϱ1h(θ, t) = CE
 t
0

Γ
 1
0
∂h
∂u
(x, s, yθ (x, s), u¯(x, s)+ τ(uθ (x, s)− u¯(x, s)))dτ
− ∂h
∂u
(x, s, yθ (x, s), u¯(x, s))

(u(x, s)− u¯(x, s))
2
dρ(x)ds
+ CE
 t
0

Γ

∂h
∂u
(x, s, yθ (x, s), u¯(x, s))− ∂h
∂u
(x, s, y¯(x, s), u¯(x, s))

× (u(x, s)− u¯(x, s))
2
dρ(x)ds+ CE
 t
0

Γ
 1
0
∂h
∂y
(x, s, y¯(x, s)
+ τ(yθ (x, s)− y¯(x, s)), u¯(x, s))dτ − ∂h
∂y
(x, s, y¯(x, s), u¯(x, s))

z(x, s)
2
dρ(x)ds.
Next, we let
ϱf (θ, t) = CE
 t
0

O

1
θ
(f (x, s, yθ (x, s))− f (x, s, y¯(x, s)))− ∂ f
∂y
(x, s, y¯(x, s))z(x, s)
2
dxds.
Then, we have
ϱf (θ, t) ≤ CE
 t
0
∥φθ (s)∥20ds+ ϱ1f (θ, t), (5.11)
where
ϱ1f (θ, t) = CE
 t
0

O
 1
0
∂ f
∂y
(x, s, y¯(x, s)+ τ(yθ (x, s)− y¯(x, s)))
− ∂ f
∂y
(x, s, y¯(x, s, y¯(x, s)))

z(x, s)
2
dxds.
Similarly we also have
ϱg(θ, t) = CE
d′
k=1
 t
0

O

1
θ
(gk(x, s, yθ (x, s))− gk(x, s, y¯(x, s)))− ∂gk
∂y
(x, s, y¯(x, s))z(x, s)
2
dxds
≤ CE
 t
0
∥φθ (s)∥20ds+ ϱ1g (θ, t), (5.12)
where
ϱ1g (θ, t) = CE
d′
k=1
 t
0

O
 1
0
∂gk
∂y
(x, s, y¯(x, s)+ τ(yθ (x, s)− y¯(x, s)))
− ∂gk
∂y
(x, s, y¯(x, s, y¯(x, s)))

z(x, s)
2
dxds.
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Hence by (5.9)–(5.12) we get that
E∥φθ (t)∥20 +
λ
2
E
 t
0
∥φθ (s)∥21ds ≤ CE
 t
0
∥φθ (s)∥20ds+ ϱ1h(θ, t)+ ϱ1f (θ, t)+ ϱ1g (θ, t). (5.13)
So by Gronwall’s inequality, we know that
sup
t∈[0,T ]
E∥φθ (t)∥20 + E
 T
0
∥φθ (t)∥21dt ≤ C[ϱ1h(θ, T )+ ϱ1f (θ, T )+ ϱ1g (θ, T )]. (5.14)
Clearly, limθ→0 ϱ1h(θ, T ) = 0, limθ→0 ϱ1f (θ, T ) = 0 and limθ→0 ϱ1g (θ, T ) = 0, so by (5.14), we complete the proof. 
Lemma 5.3. Suppose Hypotheses 2.1, 2.3 and 2.4 are satisfied. Let z(·, ·) be the solution of Eq. (5.5). Then we have the following
inequality:
0 ≤ E

Q
∂L
∂y
(x, t, y¯(x, t))z(x, t)dxdt + E

Σ
∂ l
∂u
(x, t, y¯(x, t), u¯(x, t))(u(x, t)− u¯(x, t))dρ(x)dt
+ E

Σ
∂ l
∂y
(x, t, y¯(x, t), u¯(x, t))z(x, t)dρ(x)dt + E

O
∂r
∂y
(x, y¯(x, T ))z(x, T )dx. (5.15)
Proof. Also let
φθ (x, t) = 1
θ
(yθ (x, t)− y¯(x, t))− z(x, t).
Because (y¯, u¯) is an optimal pair, then we have
0 ≤ 1
θ
[J(uθ )− J(u¯)]
= 1
θ
E

Q
[L(x, t, yθ (x, t))− L(x, t, y¯(x, t))]dxdt
+ 1
θ
E

Σ
[l(x, t, yθ (x, t), uθ (x, t))− l(x, t, y¯(x, t), u¯(x, t))]dρ(x)dt
+ 1
θ
E

O
[r(x, yθ (x, T ))− r(x, y¯(x, T ))]dx
= E

Q
 1
0
∂L
∂y
(x, t, y¯(x, t)+ τ(yθ (x, t)− y¯(x, t)))dτφθ (x, t)dxdt
+ E

Q
 1
0
∂L
∂y
(x, t, y¯(x, t)+ τ(yθ (x, t)− y¯(x, t)))dτ z(x, t)dxdt
+ E

Σ
 1
0
∂ l
∂u
(x, t, yθ (x, t), u¯(x, t)+ τ(uθ (x, t)− u¯(x, t)))dτ(u(x, t)− u¯(x, t))dρ(x)dt
+ E

Σ
 1
0
∂ l
∂y
(x, t, y¯(x, t)+ τ(yθ (x, t)− y¯(x, t)), u¯(x, t))dτφθ (x, t)dρ(x)dt
+ E

Σ
 1
0
∂ l
∂y
(x, t, y¯(x, t)+ τ(yθ (x, t)− y¯(x, t)), u¯(x, t))dτ z(x, t)dρ(x)dt
+ E

O
 1
0
∂r
∂y
(x, y¯(x, T )+ τ(yθ (x, T )− y¯(x, T )))dτφθ (x, T )dx
+ E

O
 1
0
∂r
∂y
(x, y¯(x, T )+ τ(yθ (x, T )− y¯(x, T )))dτ z(x, T )dx. (5.16)
By Hypothesis 2.4, Lemmas 5.1 and 5.2 we can deduce (5.15). 
5.2. Duality analysis
In this subsection, we complete the proof of the Theorem 2.5.
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Let z(·, ·) ∈ H1 be the solution of Eq. (5.5) and (p¯(·, ·), q¯(·, ·)) ∈ H1×[H0]d′ be the solution of the adjoint equation (2.4).
Then using Ito’s formula for ⟨z(t), p¯(t)⟩, where ⟨·, ·⟩ denotes the inner product in H1, we get
E

O
z(x, T )p¯(x, T )dx = E

Σ
∂h
∂u
(x, t, y¯(x, t), u¯(x, t))[u(x, t)− u¯(x, t)]p¯(x, t)dρ(x)dt
− E

Q
∂L
∂y
(x, t, y¯(x, t))z(x, t)dxdt
− E

Σ
∂ l
∂y
(x, t, y¯(x, t), u¯(x, t))z(x, t)dρ(x)dt. (5.17)
By p¯(x, T ) = ∂r/∂y(x, y¯(x, T )) and (5.15) we obtain
E

Σ

∂ l
∂u
(x, t, y¯(x, t), u¯(x, t))+ ∂h
∂u
(x, t, y¯(x, t), u¯(x, t))p¯(x, t)

u(x, t)dρ(x)dt
≥ E

Σ

∂ l
∂u
(x, t, y¯(x, t), u¯(x, t))+ ∂h
∂u
(x, t, y¯(x, t), u¯(x, t))p¯(x, t)

u¯(x, t)dρ(x)dt. (5.18)
Then we get the results of Theorem 2.5.
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