In the context of the widely used competing risks set-up we discuss different inference procedures for testing equality of two cumulative incidence functions, where the data may be subject to independent right-censoring, left-truncation or even -filtering. To this end we compare two-sample Kolmogorov-Smirnov-and Cramér-von Mises-type test statistics. Since, in general, their corresponding asymptotic limit distributions depend on unknown quantities, we utilize wild bootstrap resampling as well as approximation techniques to construct adequate test decisions. Here the latter procedures are motivated from testing procedures for heteroscedastic factorial designs but have not yet been proposed in the survival context. A simulation study shows the performance of all considered tests under various settings.
Introduction
We study non-parametric inference procedures for testing equality of cumulative incidence functions (CIFs) of a competing risk in an independent two-sample set-up. Typically, the timesimultaneous inference for a CIF is based on its famous Aalen-Johansen estimator (AJE), see Aalen and Johansen (1978) . However, due to its complicated limit distribution, additional techniques are needed to gain AJE-based inference methods. For example, when constructing simultaneous confidence bands for a CIF, this is often attacked by means of Lin's resampling method, see Lin et al. (1993) , Lin (1997) or the monograph of Martinussen and Scheike (2006) .
Recently, it has been seen that his technique is a special example of the general wild bootstrap, see Cai et al. (2010) , Elgmati et al. (2010) or Beyersmann et al. (2013) . Moreover, the weak convergence of the wild bootstrap and other weighted bootstrap versions of the AJE have been rigorously studied in Beyersmann et al. (2013) as well as in Dobler and Pauly (2013) . In the latter, the case of independent right-censoring and left-truncation is thereby implicitly studied by only assuming the more general structure of the multiplicative intensity model, see the monograph of Andersen et al. (1993) for other incomplete data set-ups that are covered within this approach. As pointed out in Klein (2007, 2008) , Sankaran et al. (2010) , and Dobler and Pauly (2013) Lin's resampling scheme as well as the more general wild bootstrap can also be applied for two-sample problems concerning CIFs. In particular, the aforementioned papers discuss different wild bootstrap-based tests for testing for ordered and/or equal CIFs. However, especially the simulation studies in Bajorunaite and Klein (2007) show that, e.g., Kolomogorov-Smirnov-type tests based on Lin's wild bootstrap may be extremely liberal for small sample sizes.
To overcome this problem, we study additional testing procedures. In particular, we utilize several approximation techniques which have been independently developed for constructing conservative tests for heteroscedastic factorial designs, see e.g. the generalized Welch-James test (Johansen, 1980) , the ANOVA-type statistic suggested by Brunner et al. (1997) , or the approximate degree of freedom test by Zhang (2012) . There the main idea is to approximate the limit distribution of underlying quadratic forms (which is mostly of weighted χ in Section 4. Finally, we give some concluding remarks in Section 5. All proofs are deferred to the Appendix.
Notation, Model and Estimators
Let X = (X(t)) t≥0 be a right-continuous stochastic process with left-hand limits and values in a finite state space, {0, 1, . . . , m}, m ≥ 2. X is called a competing risks process with m competing risks and initial state 0 if P (X(0) = 0) = 1 and if, for all s ≤ t, the transition probabilities are given as P (X(t) = j | X(s) = j) = 1, 1 ≤ j ≤ m. That is, each of the states 1, . . . , m is absorbing, in which case X is simply a time-(in)homogeneous Markov process. From a medical point of view, X may be interpreted as the health status over time of a diseased individual who can experience one out of several causes of death. For ease of notation, we let X henceforth be a competing risks process with m = 2 absorbing states. The case of a general number of risks can be dealt with in the same manner.
The event time of X is defined as T = inf{t > 0 : X(t) = 0} which is supposedly finite with probability 1. Therefore, X(T ) ∈ {1, 2} and X(T −) = 0 where the minus is understood to declare the left-hand limit. Modeling of the specific risks is done via the cause-specific hazard intensities
which are assumed to exist. Moreover, we put τ = sup{t ≥ 0 :
as the endpoint of any possible observation. With these definitions, we call
the cumulative incidence functions (CIFs) for causes j = 1, 2 which are zero at time zero, continuous and non-decreasing. For future abbreviations, we also introduce S j (t) = 1 − F j (t) as the probability not to die of cause j = 1, 2 until time t. Some authors also refer to CIFs as sub-distribution functions; see, e.g. Gray (1988) Now consider n independent copies of X which may be interpreted as the observations from n individuals under study. Since these processes are not always fully observable, the following counting processes are a necessity for stating proper estimators for F j :
Y i (t) = 1{ subject i is observed to be in state 0 at time t−} N j;i (t) = 1{ subject i has an observed (0 → j)-transition in [0, t]}, j = 1, 2, i = 1, . . . , n, where 1{·} denotes the indicator function. Hence, let Y = n i=1 Y i be the number at risk process and let the counting process N j = n i=1 N j;i count the total number of observed (0 → j)-transitions. Further, we suppose that the so-called multiplicative intensity model holds, that is, Y α j is the intensity process of N j , so that
are local martingales for j = 1, 2. For a specification of the associated filtration, we refer to Andersen et al. (1993) . Therein, it is also pointed out that, amongst others, the case of lefttruncated and right-censored observations satisfies the required multiplicative intensity model, see Chapter III and IV in this monograph for these and other models for incomplete data.
Hence, in the present context of competing risks, the Aalen-Johansen estimator for the transition probability matrix of Markov processes collapses to an estimator for CIFs given aŝ
whereP (T > s) denotes the Kaplan-Meier estimator for the probability of surviving the point of time s and the integrand is set to be zero in case Y (s) = 0. Under the assumption that there exists a function y : [0, t] → [0, 1] such that we have convergence in probability Theorem 1 (Aalen and Johansen, 1978) . Let t < τ and suppose (2.2) holds. Then, as n → ∞, convergence in distribution 
Note, that (2.2) holds e.g. in case of independent right-censoring and left-truncation or -filtering, see Examples IV.1.7. and 1.8. in Andersen et al. (1993) .
Since we are interested in two-sample comparisons of CIFs, we introduce each of the above quantities sample-specifically and denote them with a superscript (k) , k = 1, 2. Moreover, we denote by n k the sample size of group k = 1, 2 and let n = n 1 + n 2 be the total sample size. Henceforth it is supposed that n 1 n → p ∈ (0, 1) holds as min(n 1 , n 2 ) → ∞. Fix a compact interval I ⊂ [0, τ ), where τ := τ
(1) ∧ τ (2) . We are now interested in testing the null hypothesis
1 on a set A ⊂ I with λ λ(A) > 0}, (2.4) where λ λ denotes Lebesgue measure. An immediate consequence of the above result is the following theorem for comparing sample-specific CIFs:
Theorem 2. Let t < τ and suppose (2.2) holds for both samples. Then, under H = , 
3) with superscripts (k) at all quantities in the integrand.
In the subsequent section it is shown that continuous functionals of W n 1 ,n 2 can be used as test statistics for testing the equality of CIFs. However, due to its complicated asymptotic covariance structure (lacking independent increments) additional techniques for developing executable inference procedures are needed. As outlined in the next section, this can either be attacked by computing the corresponding critical values via valid bootstrap procedures or, alternatively, by approximation techniques for approaching the asymptotic distribution up to a certain degree of accurateness.
The Testing Procedures

The Test Statistics
Let now I = [t 1 , t 2 ] ⊆ [0, τ ), t 1 < t 2 , be the interval on which we are interested to compare the CIFs F 1 . There are plenty of possible test statistics for testing the hypotheses (2.4) which can be based on W n 1 ,n 2 . The main idea is to plug in the process W n 1 ,n 2 into continuous functionals φ :
tends to infinity for min(n 1 , n 2 ) → ∞ and n 1 n → p, whenever the alternative hypothesis H = is true. On the other hand, φ(W n 1 ,n 2 ) should converge to a non-degenerated limit on H = . We here only discuss two possibilities and refer to connected literature on goodness-of-fit testing for further examples. As already suggested in Bajorunaite and Klein (2007) one possibility is to consider a weighted version of KolmogorovSmirnov-type, i.e.
where
is some measurable and bounded weight function. Another choice may be given by a weighted version of a two-sample Cramér-von Mises-type statistic, i.e.
where now ρ 2 : [t 1 , t 2 ] → (0, ∞) is a measurable and integrable weight function. The asymptotic distribution of these statistics can immediately be obtained from the weak convergence results for W n 1 ,n 2 stated in Theorem 2 and applications of the continuous mapping theorem.
Theorem 3. Under the conditions and notation of Theorem 2 the convergences in distribution
hold true. Moreover, if ρ 2 is even continuous, the following representation in distribution holds for the limit in (3.9) 
which cannot be used for testing equality. In Klein (2007, 2008) and Dobler and Pauly (2013) Due to the asymptotic non-pivotality of these test statistics critical values of the corresponding tests cannot be assessed directly form their asymptotics. In the following we therefore introduce different approaches for calculating critical values that lead to adequate test decisions.
Bootstrap Tests
For the computation of critical values, we start by formulating a bootstrap statistic which has the same asymptotic distribution as W n 1 ,n 2 under H = . To this end, consider a linear martingale representation of W n 1 ,n 2 ,
see also Lin (1997) 
Beyersmann et al. (2013) generalized this approach by allowing the G (k)
j;i to be i.i.d. zero-mean random variables with variance 1 and finite fourth moment. They proved a conditional limit theorem for a one-sample version ofŴ n 1 ,n 2 from which we can directly deduce the following result.
Theorem 4 (Beyersmann et al. (2013) Since W n 1 ,n 2 and its wild bootstrap versionŴ n 1 ,n 2 have the same limit under H = , the construction of asymptotic level α tests is now accomplished by also pluggingŴ n 1 ,n 2 into the corresponding continuous functionals φ. Consequently, the resulting tests depending on φ(W n 1 ,n 2 ) (as test statistics) and φ(Ŵ n 1 ,n 2 ) (yielding data-dependent critical values) are asymptotic level α tests. Furthermore, the tests are consistent, that is, they reject the alternative hypothesis H = with probabilities tending to 1 as n → ∞. Thus, the following theorem follows immediately from the weak convergence results of the preceding theorems for W n 1 ,n 2 andŴ n 1 ,n 2 and from applications of the continuous mapping theorem. 
Approximation Procedures
In case of the Cramér-von Mises statistic with continuous ρ 2 another way to approximate the unknown asymptotic (1 − α)-quantile of Theorem 3 (under the null hypothesis of equal CIFs for the first risk) may be based on a Box or Pearson approximation, see Box (1954) and Pearson (1959) The main idea is to approximate the distribution of 2 f, respectively. Thus, f, g need to solve the following equations for matching the first two asymptotic moments of the test statistic T CvM :
and
where the integrals run over the interval [t 1 , t 2 ]. The justification for exchanging the order of integration is given in the Appendix, see the proof of Theorem 3. This leads to the choices f = 2µ Since f and g are in general unknown, adequate consistent estimators are needed. This is achieved via plugging in the canonical Welch-type covariance estimator ζ n 1 ,n 2 = n 2 nζ
In the Appendix it is shown thatζ n 1 ,n 2 is uniformly consistent on the rectangle [t 1 , t 2 ] 2 and the resulting Box-type approximation is summarized as a theorem. 
are consistent estimators for the asymptotic mean and variance of T CvM , respectively.
Following Box (1954) we can deduce an approximative test for H = vs. H = by
For an extension of this approach one might think about matching even more moments, see e.g. for an application and additional motivation. As in that paper we now consider a studentized version of the test statistic given by
withμ n 1 ,n 2 andσ 2 n 1 ,n 2 as in Theorem 6. Its asymptotic distribution is given by the law of
j . This follows from Theorem 3 and the consistency of µ n 1 ,n 2 andσ 2 n 1 ,n 2 for µ and σ 2 as shown in the proof of Theorem 6. Now the idea of the Pearson approximation is to approximate the distribution of Q stud by the law of the random variable
Here the parameter κ is chosen in such a way that mean, variance and skewness of χ 2 κ,stud and Q stud coincide. As shown in the proof of Theorem 7 this leads to the choice
Since the parameter κ > 0 is unknown, it needs to be estimated and the resulting Pearson approximation is summarized below. 
is a consistent estimator for
Following Pearson (1959) an approximative test for H = vs. H = is given by
κ,stud . Since the Pearson-type approximation additionally matches the skewness in the limit, it is expected to be the superior to the Box-type approximation. However, this technique requires an additional parameter estimation in comparison to the Box-type approximation which may cause a greater finite-sample discrepancy between the Pearson-type approximation and the asymptotic distribution. In order to check its performances, we investigate both approximation procedures and the wild bootstrap tests in the next section.
Simulations
The previous section coped with two kinds of statistical tests for the hypotheses H = versus H = :
1. Asymptotically (as n → ∞) consistent tests using wild bootstrap techniques.
Approximative tests mimicking the asymptotic distribution of the Cramér-von Mises test
statistic while estimating the relevant parameters.
Both methods intend to give good small sample results with regard to level α control, while the wild bootstrap tests shall clearly outperform the approximative tests for sample sizes going to infinity. This is due to the approximative nature of those tests; their critical values will not be exact in the limit. On the other hand, a good approximation might yield critical values close to the (real) asymptotic quantile of the test statistic -if the involved point estimators are reliable. In this case it is conceivable that the approximative tests may outperform the wild bootstrap tests. Keeping the type-I error rate in mind, we are further interested in the small sample power of the above tests.
To investigate the actual small sample behaviour of all considered tests, we consider the following set-up: Each simulation was carried out utilizing the R-computing environment, version 2.15.0 (R Development Core Team, 2010) with N sim = 1000 simulation runs. Additionally, both resampling tests were established with B = 999 bootstrap runs in each of the N sim steps. The simulation includes the following right-censoring set-up (apart from a configuration without censoring, indicated by λ (1) = λ (2) = 0): The censoring times were simulated as independent exponentially distributed random variates with pdfs for nominal size α = 5% under different sample sizes and censoring distributions under H = .
The simulated effective type-I error probabilities of the resampling tests ϕ KS and ϕ CvM as well as those of the approximative tests ϕ P and ϕ B can be found in Table 1 . Since the KolmogorovSmirnov test is the most liberal one, it is excluded from further simulations for assessing the power behaviour presented in Table 2 . The remaining tests wrongly reject the null hypothesis H = with more acceptable rates -in fact, the sizes do not differ very much among one another. Excluding the case of extremely small samples sizes n 1 = n 2 = 20, where all tests are too liberal, the largest difference is to be found for n 1 = n 2 = 200 and (λ (1) , λ (2) ) = (0, 0) with an absolute difference of .006 in between the size of ϕ CvM and that of ϕ B . On the one hand, all three tests ϕ CvM , ϕ P and ϕ B are slightly too liberal when censoring or considerably unequal sample sizes are present. This observation contradicts our expectation that the approximative tests are constructed by means of conservative critical values. On the other hand, however, the prescribed level α = 0.05 is maintained excellently for uncensored and equally sized sample groups even for small sample sizes such as n 1 = n 2 = 50.
Let us now consider the simulated power of ϕ CvM , ϕ P and ϕ B . Therefore, we have chosen the CIFs of the second group corresponding to the parameters c = 0.9, 0.8, . . . , 0.1 and we only have considered the cases where n 1 = n 2 ∈ {50, 100} and λ (1) = λ (2) ∈ {0, 1}. As usual the power increases as the distance to the null hypothesis grows. Further, it strikes the eye that both approximative tests ϕ P and ϕ B share the same power in most cases under consideration. Since they also keep the level α = 0.05 nearly equally well, there is no clear preference for one of both tests. When compared to the wild bootstrap test, we see that ϕ CvM in many cases has the highest power (differences up to .01) whereas in some cases the approximative tests are superior (differences up to .004). Since all three tests show a comparable behaviour under H = , we recommend the application of ϕ CvM over ϕ P and ϕ B due to its asymptotic correctness.
(n 1 , n 2 ) (50,50) (100,100) 
Conclusion and Discussion
We have considered the two-sample testing problem of equality of two CIFs from two independent groups. By only assuming the multiplicative intensity model we thereby have not only covered right-censored observations but also other situations of incomplete data as independent left-truncation or even -filtering. Moreover, we have discussed and compared different test statistics based on the AJEs of the two groups. In particular, we have compared the Kolmogorov-Smirnov-type wild bootstrap test proposed in Bajorunaite and Klein (2007) with different Cramér-von Mises-type tests based on the wild bootstrap or different approximation techniques.
Here the latter has not been investigated in the survival literature yet. All considered tests possess asymptotic power 1, where the wild bootstrap-based versions are even asymptotically exact under the null. Simulations for all tests under study indicate that there is a slight but no strong preference for the wild bootstrap-based Cramér-von Mises test ϕ CvM for all sample sizes under consideration. In comparison the approximative Cramér-von Mises tests have shown an almost equally good behaviour. In contrast, the wild bootstrap Kolmogorov-Smirnov-type test ϕ KS did not seem to keep the level α very well in the considered set-ups.
As a concluding remark, we like to remind the reader of the advantages and disadvantages of the proposed tests. The most important fact is the asymptotic validity of ϕ KS and ϕ CvM whereas the approximative tests ϕ P and ϕ B are no asymptotic level α tests. That is, one of the first two (wild bootstrap) tests should be used whenever a large record of observations is given. However, the sample sizes n 1 = n 2 = 200 are not large enough to see this difference in the present set-up. On the other hand, ϕ P and ϕ B are more efficiently to compute by far since they do not need an additional Monte-Carlo step to calculate critical values. However, due to modern computer power this fact does not really carry weight. 
, then uniform convergence in probability follows:
The case with an arbitrary, finite number of arguments can be dealt with similarly.
Proof. Without loss of generality let the processes X n be non-decreasing in all arguments. For each ε > 0 we divide [0, τ ] 2 into rectangles with edges (t
holds for all 2 ≤ j ≤ m, 1 ≤ k ≤ m. By the subsequence principle, let (n ′ ) ⊆ N be an arbitrary subsequence and choose a common subsequence (n ′′ ) ⊆ N such that the following inequalities are almost surely true for all members of the subsequence and for all j, k:
Then, the postulated monotonicity and another application of the subsequence principle yield the asserted convergence: Let t = (t (1) , t (2) ) ∈ [0, τ ] 2 and fix j, k giving t
✷ Corollary 1. Let t < τ , thenζ n 1 ,n 2 from (3.14) converges uniformly on [0, t] 2 to the covariance function (2.5) of the Gaussian process V in probability, as n → ∞ and
Proof. It suffices to prove consistency of ζ (3.15) . Due to similarity, we focus on the first integral which can be decomposed as
The CIFs in the above expression converge uniformly in probability, see Andersen et al. (1993) .
With arguments similar to those presented in Beyersmann et al. (2013) for the convergence of the covariance estimator in probability, it can be shown that, for all fixed r, s, all of the above integrals converge in probability to their real counterparts
du, h = 0, 1, 2.
Thus, an application of Lemma 6.1 concludes this proof. ✷ Proof of Theorem 3. The stated convergences of both test statistics are direct consequences of the continuous mapping theorem and Theorem 2. Moreover, the representation of T CvM as a weighted sum of χ 2 -distributed random variables is a consequence of Mercer's Theorem; see e.g. Theorem 3.15 in Adler (1990) . However, for sake of completeness we shortly outline its proof. Note first, that by turning to ρ 1/2 2 V instead of V we can without loss of generality assume that ρ 2 ≡ 1 holds since ρ 2 is continuous. Now denote all (normalized) eigenfunctions and eigenvalues of the integral equation by (e j ) j and (λ j ) j , respectively. That is, The justification for the exchangeability of the above sums and integrals is given in the same manner as in the previous proof. Equating these quantities it follows that κ should equal (
In particular, this choice also guarantees equality of the first two moments of Q stud and χ All in all, this shows that κ is consistent for κ. ✷
