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ABSTRACT.
Deep seismic reflection profiling has revealed reflective upper 
crustal structures, often interpreted as faults or shear zones, and 
sometimes a strongly reflective lower crust. This thesis investigates 
what crustal reflections represent, and to what extent seismic 
sections can be used to investigate a three-dimensional Earth.
The lower crust often consists of reflective bands and transparent 
zones. An analogy is drawn between the geometry of reflective bands 
seen in the lower crust and the orientation of shear zones likely to 
develop in a plastic lower crust during both bulk pure and simple 
shear. These results suggest that lower crust reflections come from 
shear zones.
Crustal reflections are often cross-cutting and shorter than the 
Fresnel Zone diameter. Simple 2-D seismic modelling demonstrates that 
these reflection segments often do not directly represent real 
structure, but are rather the product of complex spatial interference, 
which is itself controlled by the geometrical packing of the 
reflecting surfaces. Intersections of orthogonal profiles and limited 
three-dimensional modelling are combined with these results to provide 
constraints on the three-dimensional shape of lower crustal 
reflectors. The results are consistent with shear pods and boudins 
within shear zones, supporting the hypothesis that lower crust 
reflections are from shear zones. These results are then integrated 
with other data to provide a model for lower crustal reflectivity and 
structure.
The modelling results show that 3-D control is vital in interpreting 
crustal reflections, which must be viewed as an interference pattern, 
and so can only crudely define structure. These conclusions are 
emphasised in structural interpretations of crustal reflections 
observed on grids of seismic data, from the southern North Sea and the ' 
Oberpfalz region of West Germany.
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CHAPTER 1.
INTRODUCTION.
Over the last 25 years, seismic reflection profiling has become the 
most powerful tool available for hydrocarbon exploration within 
sedimentary basins and has been developed largely with this in mind. 
However as early as the 1950's, the West Germans (eg Dohr 1957) have 
used seismic reflection techniques to explore the crust below the 
sedimentary cover. Although many of their early conclusions are still 
valid (for instance Meissner 1967 demonstrated that the MOHO is often 
a layered transition rather than a single discontinuity) they were 
limited by single fold coverage, poor signal-to-noise ratio and short 
lines, and could not readily identify or trace individual features.
The most important improvement in signal-to-noise ratio arose from the 
development by the exploration industry of digital recording and 
processing techniques and the advent of Common Midpoint (CMP) 
stacking. These, combined with the development of an environmentally 
acceptable, mobile and consistent source for onshore profiling 
(Vibroseis) led Oliver and Kaufman to set up COCORP (Consortium for 
Continental Reflection Profiling) in 1973. COCORP is based at Cornell 
University and uses oil exploration methods, modified slightly to 
record and enhance deep reflections, to investigate the deep structure 
of the continental USA through seismic reflection profiling.
Following COCORP's success in imaging structures deep in the crust, 
similar groups have been set up in various countries, including BIRPS 
(British Institutions Reflection Profiling Syndicate, set up in 1981), 
ECORS in France (Bois et al. 1987a), DEKORP in West Germany (Meissner 
1986), Lithoprobe in Canada and ACORP in Australia (Moss and Mathur 
1986) and also various groups and universities within the USA, such as 
CALCRUST, the USGS and the University of Wyoming (the full titles of 
these groups and the full versions of all abbreviations used in this 
thesis are given in Appendix 1). The worldwide success of deep seismic 
reflection profiling (DSRP) is such that it is now the single most
14
useful technique for studying the deep structure of the continents 
(Oliver 1986).
1.1 Crustal reflectivity
Unlike their sedimentary counterparts, crustal reflections tend to be 
relatively discontinuous. Some appear to define planar, dipping 
features, interpreted as faults or shear zones (e.g. Brewer and Smythe 
1984, 1986; Hurich et al. 1985b), or sub-horizontal bands, particular­
ly towards the base of the crust; others follow convex-up diffractive 
paths, perhaps reflections off small bodies such as intrusions or 
complexly folded rocks (Fountain and Salisbury 1981).
In this section, rather than detailing the features that have been 
recognised on deep seismic profiles, I shall describe the principal 
patterns of crustal reflections that have been recorded, and their 
general interpretation.
1.11 Reflection patterns
The variation in reflectivity with depth has been used to define 
reflectivity patterns by Wever et al. (1987), who have attempted a 
statistical approach, analysing crustal reflectivity in terms of the 
variation in the number and continuity of reflections with depth. 
Their scheme is strictly one-dimensional and does not allow for 
lateral variations in reflectivity nor describe the dip of the 
reflections and the features they define, but is a useful way of 
broadly characterising reflectivity. They recognise four basic 
distributions of crustal reflections (Fig 1.1): the evanescent, spike,
belly and finger types. The evanescent type shows a gradual decrease 
in reflectivity with depth, the spike type consists principally of a 
strong reflection near the MOHO, the belly type shows a strongly 
reflective lower crust, as does the finger type in which crustal and 
in particular lower crustal reflections occur as well defined (in 
terms of depth) bands. Wever et al. relate the different patterns of 
reflectivity to the age of the last major tectonothermal event: 
shields show the evanescent pattern whereas recently deformed and in
15
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Figure 1.1. Types of crustal reflectivity distribution (after Wever et 
al. 1987). The data discussed in this thesis mostly belong to the 
"belly” or "finger" type.
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particular extended areas show an increase in reflectivity with depth, 
to give the finger, belly and spike patterns of reflectivity.
The identification of variations in crustal reflectivity that are 
thought to be geologically significant, has led to the categorisation 
of crustal reflectivity into "facies" (Hurich and Smithson 1987), 
according to the features the reflections appear to define, rather 
than the continuity and strength of reflections. This approach is 
similar to the seismic facies concept used in the exploration industry 
to classify the appearance of sedimentary reflections in order to 
provide an indication of the lithologies present and their 
depositional environment. Whereas seismic facies thus mimic 
sedimentary facies, patterns of crustal reflections can perhaps be 
related to various tectonic provinces. However, the term "facies" is 
perhaps inappropriate in a classification of reflections from the deep 
crust, as:
1. it is a geological term and so implies that reflections 
correspond to real geology, an assumption that may be unjustified (see 
Chapter 4).
2. there is a possibility of confusion with other uses of the
word facies, in metamorphic petrology, sedimentology and in the
classification of reflection patterns from the sediments.
One scheme that has been developed to classify crustal reflectivity 
patterns is that of Allmendinger et. al. (1987a), who have identified 
four zones of crustal reflectivity (Fig 1.2) corresponding to cratons, 
thin-skinned thrust belts, crustal penetrating faults, including ramps 
and root-zones, and a sub-horizontal laminated fabric most evident in 
the lower crust of extensional areas (lower crustal reflectivity may 
be related to crustal extension - this and other observations that 
appear to correlate with the reflectivity of the lower crust are 
considered in the Discussion, Chapter 5).
Allmendinger et al.'s scheme is a useful comparison of crustal
17
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Figure 1.2 Division of crustal reflectivity patterns into four zones 
(after Allmendinger et al. 1987a), corresponding to different 
provinces. Their general pattern is shown at the top, and examples in 
the U.S. and France shown underneath.
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reflectivity between distinct tectonic regimes, emphasising that the 
pattern of crustal reflectivity that dominates in Europe, and 
particularly offshore the U.K. (see below) is only one of a number of 
patterns of reflectivity. If classification schemes are used as a 
yardstick by which to judge crustal reflectivity, rather than as 
defining rigid categories, they may prove useful. However, a more 
detailed categorisation, such as sub-dividing the reflectivity of the 
lower crust, may be less useful, as is further discussed in Chapter 3. 
Of course the danger with any classification scheme is that there is 
always the temptation to force data into a pigeonhole that does not 
quite fit. Displays of sections solely in terms of zones of 
characteristic reflectivity is a dangerous tendency, as it is highly 
subjective, interpretative, and over-simplistic (the pattern of 
reflections does not always fall into nicely defined categories). Data 
are better presented, as record sections or at least as line-drawings, 
as this allows the reader to make up his or her own mind.
1.12 The typical BIRP.
BIRPS (British Institutions Reflection Profiling Syndicate), working 
entirely at sea, has profiled over the ancient Caledonian and Variscan 
fold belts, and the post-orogenic sedimentary basins that dominate the 
United Kingdom Continental Shelf (UKCS). All of the BIRPS data has 
been shot over areas of significant post-orogenic extension, perhaps 
partly as a result of collapse of the orogenies (Coney and Harms 1984; 
McClay et al 1986) as well as rifting and sedimentary basin formation 
(McKenzie 1978).
Successive BIRPS surveys, particularly MOIST, WINCH, SWAT and DRUM 
(Fig 1.3) have lead to the definition of a "typical BIRP" (Fig 1.4). 
This cartoon, which is particularly applicable to the DRUM line (Fig 
1.5), shows a sedimentary basin developed in the hanging wall of a 
dipping fault, which passes down into and merges with a highly 
reflective lower crust, whose base is believed to correspond to-the 
MOHO. Beneath this, the mantle appears largely unreflective, apart 
from discrete bands of reflections which, by analogy with the 
structures seen in the upper crust, are interpreted as shear zones.
19
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Figure 1.3 Location of the BIRPS profiles discussed in this thesis.
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Figure 1.4 The typical BIRP (after Matthews and Cheadle 1986). This 
cartoon shows a sedimentary basin developed in the hanging wall of a 
dipping fault which passes down into and merges with a highly 
reflective lower crust. The mantle appears largely unreflective apart 
from a possible shear zone. Note that the lower crust appears to 
decouple the upper crust from the mantle.
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These structures merge upwards with the reflective lower crust. Mantle 
shear zones have not yet been found to be col inear with upper crustal 
faults (Matthews et al. 1987), suggesting (Matthews and Cheadle 1986; 
Matthews and H i m  1984) that the lower crust decouples deformation in 
the upper crust from that in the mantle. Thus the typical BIRP cartoon 
implies some degree of structural interpretation of the crust around 
the U.K.
The recognition on seismic profiles of structural features such as 
faults and shear zones, and the evolution of basic structural (the 
typical BIRP) and tectonic interpretations (Allmendinger et al.'s 
"zones") suggest that a seismic section can be treated as a geological 
section. However, a seismic section is merely a 2-D representation of 
the impulse response of a 3-D Earth, and may differ significantly from 
a true geological section, particularly when structure is complex or 
not fully resolved, both of which are likely to be common occurrences 
on deep seismic profiles. As a result, reflections seen on deep 
seismic data may bear little resemblance to real geological structure 
and some structures may not be imaged at all. It is clearly important 
to be aware of the limitations of the seismic reflection method when 
interpreting the complex patterns of reflections seen on deep seismic 
reflection profiles. In order to appreciate these limitations, it is 
necessary to review briefly the principles behind the seismic 
reflection method and the techniques used.
1.2 The seismic method.
1.21 Some principles.
The seismic reflection method is based on the simple principle that 
seismic energy (a propagating elastic wave, whose speed of propagation 
through a medium is called the seismic velocity of that medium) is 
reflected when incident on a boundary across which there is a change 
in acoustic impedance. The acoustic impedance of a medium is defined 
as the product of that medium's seismic velocity and its" density. The 
proportion of the incident energy that is reflected when at normal 
incidence to such a boundary is given by the reflection coefficient, R
23
where :
f  2 ''2 -
R = ---------------------
^2^2 +
where is the acoustic impedance of the layer through which the
wave has travelled and f  2 ^ 2 t:he acoustic impedance of the medium to 
which the wave is incident. Within the earth, acoustic impedance 
contrasts are often related to changes in rock type, so a seismic 
reflector is often a geological boundary, usually corresponding within 
the sedimentary pile to a bedding, and therefore a chronostratigraphic 
surface or time-line (Vail and Mit chum 1977). It is because of this 
intimate relationship between acoustic impedance and lithological 
contrasts that seismic reflection profiles provide evidence for the 
geological structure and stratigraphy of the sub-surface.
1-22 Resolution.
Like any propagating wave, seismic energy has a velocity (v), a 
wavelength ()^ ) and a frequency (f), related by the expression :
V = Xf
P-waves, the form of seismic energy most widely used in reflection 
experiments, are generated by an impulsive source as a wavelet with a 
given frequency spectrum that is independent of the medium. This 
wavelet propagates away from the source as a travelling disturbance at 
a velocity (v) that is wholly dependent on the elastic properties of 
the medium. However, it is the wavelength, which is clearly dependent 
on both the properties and the medium that determines the physical 
length of the disturbance at any instant, and so it is usual to 
compare the limits of resolution of the wavelet to its wavelength. 
Resolution must generally be considered in two directions: vertical 
resolution and horizontal or spatial resolution.
A review of resolution is provided by Sheriff (1977) and by Sheriff 
and Geldart (1982). In brief, vertical resolution can be defined as 
the minimum distance between two reflecting interfaces which can be
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distinguished on a seismic record (Fig 1.6). This is generally 
considered to be when the two interfaces are separated by a distance 
equivalent to one-quarter of the wavelength.
Spatial resolution is conceptually more complex. Consider the passage 
of a wavefront through the Earth, starting at a point source and 
spreading outwards as a spherical wavefront. When incident on a plane 
reflecting surface (Fig 1.7), different parts of the wavefront will 
reach the surface at slightly different times, i.e with slight path 
differences in terms of wavelength. When the total path difference of 
the reflected wave is less than or equal to \ / 2  i.e the incident path 
difference is A/4, the reflected wavefronts constructively interfere. 
The region of the reflecting interface over which the total path 
difference is _< A/2 is the first Fresnel zone. If the reflecting 
surface is itself smaller than the first Fresnel Zone diameter, it 
cannot be imaged as a proper reflection, but rather as a specular 
reflection, with many of the characteristics of a diffraction. 
Consequently, the smallest true reflection that can be imaged on 
unmigrated (see the later section on migration) seismic data should 
measure the Fresnel Zone diameter, whose dimensions vary with depth, 
velocity and frequency (Fig 1.8) and at the frequencies used in DSRP 
measures around 4-5 km in the lower crust.
So far I have assumed that the energy is monochromatic. Real seismic 
wavelets have energy spread over a spectrum of frequencies - if they 
didn’t, they would be an infinite wavetrain rather than a fairly 
discrete pulse. The different frequencies within a wavelet resolve the 
structure differently both spatially and vertically. One effect of 
this, is that the frequency spectrum of the reflected wavelet can 
differ markedly from that of the incident wavelet, if the former is 
band-limited by closely spaced (e.g. of the order of A/4 apart) 
reflecting interfaces.
1-23 The technique
The basic technique used in deep seismic reflection profiling is the 
same as the principal tool used by industry in oil exploration, namely
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Figure 1.6 Vertical resolution - reflections from a thin layer. The 
reflected wavelet's shape only begins to separately resolve the two 
interfaces when these are separated by about X/4.
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r e f l e c t in g  s u r f a c e
F re s n e l  Z o n e
Fresnel Zone Radius = [ (v.TWT/2 + A/4)^ - (v.TWT/Z)^
= [ v .TWT.X/4 
= (v/2).[ TWT/f ]l/2
Figure 1.7 The first Fresnel Zone (after Sheriff 1977). The region of 
a reflecting (in this case, plane) interface over which the total path 
difference is less than X/2, is termed the first Fresnel Zone, which 
can be regarded as the limit of spatial resolution.
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the Common Midpoint Stack (CMP) method, often referred to as the 
Common Depth Point or CDP method. Excellent reviews of the technique 
are given by Sherrif and Geldart (1982 and 1983) and how the method 
has been adapted for deep profiling on land by Brown (1986) and at sea 
by Warner (1986). Here I simply concentrate on a few aspects of the 
method, in particular the ways it has been modified for DSRP, and some 
of its limitations.
The CMP method makes a number of assumptions that are not justified 
for DSRP. The first is that it assumes that all reflectors are planar 
(Phinney and Jurdy 1979), and discriminates against dipping reflectors 
and so can emphasise sub-horizontal reflections. This can lead to 
complex reflections being described as "layered". Phinney and Jurdy 
(1979) have shown that use of slant stacks and similar beam-forming 
techniques can help overcome this effect and at least make 
interpreters aware of it.
The CMP method does not usually image steeply dipping structures 
(Matthews 1986) and so tends to discriminate in favour of low-angle 
structures. In exploration seismic profiling, steep faults can be 
picked as the terminations of sedimentary reflections. Unfortunately 
this is rarely possible in the basement and has led to a tendency to 
infer that only low-angle structures are present. This has helped the 
cause of thin-skinned compressional tectonics and perhaps over­
emphasised the importance of low-angle faulting (Jackson 1987). These 
undoubtedly do occur, but may be only part of the whole story. 
Interpreters must be aware of such biases within the method and be 
prepared to consider less obvious interpretations.
Moreover, the adaptation of the CMP method for DSRP involves two 
trade-offs. First, a compromise has to be reached between cost of 
profiling and obtaining good quality data - the academic institutions 
involved do not generally have the finances to indulge routinely in 
expensive (generally acquisition) procedures, such as the use of 800 
channel systems on land (to improve spatial resolution and reduce 
random noise - Zoback and Wentworth 1986) or of two-ships to
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effectively triple the shot aperture (White et al. 1987). Wide 
apertures are desirable as they provide information about approximate 
velocities, derived from the NMO velocity (although this is really a 
stacking parameter, it does have some relation to real velocity) and 
can help remove long period multiples. The second and less obvious 
trade-off is between signal-to-noise ratio and resolution. This second 
theme will crop up continually in this section.
1.24 Noise and resolution
The principal concern of DSRP is to record reflections from deep in 
the crust or even from the mantle. Clearly the most fundamental 
modification is to increase the length of the record by increasing the 
recording time. This may call for up to 50 seconds of recording time 
if a sweep signal such as Vibroseis is used, as a long sweep (30 
seconds) puts more energy into the ground in total.
To appreciate why it is necessary to have a large energy input, it is 
worth considering the principal problem with DSRP, noise. Unlike 
exploration seismic profiling, where resolution is usually the 
limiting factor, the signal-to-noise ratio often limits interpretation 
of DSRP: if the reflection is swamped by noise, it is clearly not
going to be noticed. There are two broad types of noise: signal­
generated noise (including static and dynamic shifts, multiples, 
reverberations and ground roll) and signal-independent noise (such as 
traffic, wind, and streamer noise). Signal-generated noise is more 
important in the exploration industry and is largely dependent on the 
amplitude of the input signal (assuming that other factors such as 
directivity are equal), whereas signal-independent (ambient) noise is 
not. As the signal levels in DSRP can be down to the ambient noise 
level, increasing the energy input, and hence the ratio of signal to 
ambient noise, can greatly improve the overall S/N ratio. BIRPS have 
conducted tests in which the only variable was the strength of the 
input signal and have concluded that the larger source greatly 
improved the quality of the data.
On land, the energy input is increased by using long (30 second)
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sweeps, by using large arrays of vibrators (which also helps achieve 
directivity and reduce ground-roll and similar effects) and by having 
multiple sweeps at each vibrator point (the sweeps are summed in the 
field). Repeated shots are not feasible at sea, so high energy input 
is achieved by using the most powerful available air gun arrays, in an 
areal spread of sub-arrays, which also helps directivity.
Higher frequencies are preferentially attenuated over low frequencies 
(Sheriff and Geldart 1982), so to ensure good signal penetration and 
hence S/N ratio it is necessary to use a lower frequency signal than 
usual for the exploration industry. This of course results in a 
reduction in resolution as both vertical and spatial resolution are 
frequency dependent as described earlier - frequencies of 6-30 Hz are 
typical for the lower crust, which limits horizontal resolution to 
about 4 km and vertical resolution to about 100 m. This is one example 
of the trade off between signal-to-noise ratio and resolution.
Processing procedures are much the same as used by the exploration 
industry, except that again resolution is sacrificed to some extent in 
order to improve, or at least not degrade, the signal-to noise ratio. 
One example of this is the routine use by BIRPS of long array 
simulations (both in the shot and receiver gathers) to enhance gently 
dipping and sub-horizontal events, while retarding or removing steeply 
dipping events (which are usually artefacts) and reducing "random" 
noise. Processing designed to increase resolution, but perhaps at the 
expense of reducing the S/N ratio is generally not used. This includes 
spike or wavelet deconvolution, which introduce random noise, and 
unfortunately also includes migration.
1.25 Migration
Perhaps the most important weakness of the CMP method is that, before 
migration, reflections are not located in their "correct" positions. 
Migration not only repositions reflections but also, at its best, 
improves resolution. Wave equation migration can be regarded as 
calculating what the geophones would "see" if they were lowered 
through the Earth. As they approach reflecting structures, the Fresnel
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zone dimensions become smaller and so spatial resolution is improved 
to limits imposed by the spatial sampling interval and the applied 
velocity function (Sheriff and Geldart 1982). A successful migration 
would be very desirable for the sort of complex structures imaged on 
DSRP.
Unfortunately migration requires good velocity control (rarely 
available, particularly at sea where the maximum offset is generally 
around 3 km), and is very susceptible to noise. Random noise is 
migrated into coherent "smiles", which can easily obscure reflections. 
Smiles can also be generated from truncated reflections (perhaps 
because of variable signal penetration - Warner 1987). As smiles 
become larger with increasing depth, both these problems are likely to 
strongly affect deep seismic reflection profiles.
One way around these problems is to migrate a line-drawing rather 
than the original section. Raynaud (1986) has developed a simple 
algorithm that ray-trace migrates selected reflection segments (the 
line-drawing), so avoiding the problems of noise. The program can be 
run cheaply, so that a variety of velocity models can be tested. 
Unfortunately there are a number of drawbacks with this method. It 
does not preserve amplitude information, and as it does not migrate 
the entire wavefield, it assumes that the selected reflection segments 
represent real structure, rather than part of an interference pattern 
(see Chapter 4). It is also only a 2-D migration.
The fundamental weakness of all 2-D migrations is that they assume 
that all the energy is from within the plane of section, i.e that the 
structure is 2-D and within the plane of section. Indeed DSRP often 
implicitly assumes that all geological structures are two-dimensional 
and that all the energy seen on a profile comes from directly beneath 
the line of that profile. Real geology is nearly always three- 
dimensional and out-of-plane effects are bound to occur. These have 
been demonstrated by Cohen and Bleistein (1983), who have generated 
complex synthetic seismograms from a number of simple shapes such as 
anticlines, synclines and saddles. Similarly, Blundell and Raynaud
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(1986) have demonstrated that a single egg-box shaped reflector can 
produce a multiplicity of short reflection segments to give a layered 
appearance over about 1 second of the synthetic profile (Fig. 1.9). 
Clearly 2-D migrations, including line-drawing migration, will not 
clarify these effects (French 1975) and as yet there is no entirely 
satisfactory way of migrating crustal reflections. Interpretation of 
both unmigrated and migrated data must be made with caution.
In conclusion, the principal limitations of DSRP are poor resolution, 
noisy data, the discrimination against dipping events, the strong 
influence that 3-D effects are likely to have, and that the data is 
either unmigrated or poorly migrated. Because of these limitations, 
reflections do not map one-to-one with structure and deep seismic 
profiles cannot be interpreted at face value. This thesis investigates 
some of these problems, and ways around them, before considering the 
geological significance of crustal reflections.
1.3 Aims of thesis.
This thesis sets out to:
1. develop interprétât ional methods that can be used in DSRP, 
particularly to aid interpretation of 3-D geological structures.
2. investigate the controls on the reflection character of basement 
reflections, to see how we can relate reflections to reflecting 
geology.
3. recognise patterns of lower crust reflectivity, in an attempt to 
relate these to different structures within the lower crust.
4. provide a specific interpretation of reflective crustal features 
as an aid to a more general interpretation of crustal and, specific­
ally, lower crustal reflections.
5. combine these results with other data to provide a model for the
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Figure 1.9 Model and response of an eggbox structure (after Blundell 
and Raynaud 1986). Note the multiplicity of reflections from a single 
interface and the influence of out-of-plane reflections.
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reflectivity of the lower crust, its structure and processes.
Three principal data sets have been used: the BIRPS data (available 
for the cost of reproduction from the B.C.S.) around Britain to 
investigate the nature of lower crust reflections, and two grid 
surveys shot by DEKORP in the Oberpfalz region of West Germany and by 
JEBCO in the southern North Sea, to illustrate the importance of 
working in three dimensions and the structural significance of some 
deep reflections. Because most crustal reflectors, especially those in 
the lower crust, are beyond the reach of the drill, extensive use is 
made of seismic modelling, largely carried out at the University of 
Wyoming at the invitation of Professor Scott Smithson.
Because it is often difficult to clearly present whole seismic 
sections, most of the data will be presented as small panels of 
seismic sections and as line-drawings. As line-drawings are 
necessarily subjective and can therefore be construed as 
interpretative, the data will be shown wherever possible and line- 
drawings used to clarify the features present on the real data. 
Unfortunately this is not possible for most of the DEKORP data 
(Chapter 7) and much of that data is presented only as line-drawings. 
This is principally because the quality of the data on that survey is 
generally not good enough to be clearly presented other than as line- 
drawings, but also reflects my limited access to the dataset.
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CHAPTER 2. 
THE NATURE OF THE LOWER CONTINENTAL CRUST.
As mentioned in chapter 1, one of the most startling discoveries of 
DSRP is that the lower crust is often highly reflective. Before 
describing the lower crust reflective zone (LCRZ) and investigating 
the possible causes of its reflectivity, it is worth briefly reviewing 
other lines of evidence as to the nature of the lower continental 
crust, in terms of its bulk composition, compositional variation, and 
the way it deforms.
Continental crust was first defined from earthquake seismology by 
Mohorovicic as a surface layer with an average p-wave velocity of 6 
km/s overlying a mantle with velocity 8 km/s (see for instance Bullen 
1979). The discovery by Conrad (Bullen 1979), and subsequent general 
acceptance of a second velocity discontinuity, now called the Conrad 
discontinuity, led to the division of the crust into an upper crust 
underlain by a lower crust of slightly higher velocity (>6.4 km/s). 
However the Conrad discontinuity does not appear as universal as the 
MOHO (e.g. Smithson 1978, Dawson et al. 1986) and the nature of the 
lower crust is still a matter of strong debate. The principal problem 
is that the lower crust is not itself accessible so that emphasis 
needs to be placed on indirect evidence and assumptions.
There are four lines of evidence as to the nature of the lower crust: 
direct geophysical observations, laboratory experiments, often 
designed to compliment the geophysical results, exposed terranes 
metamorphosed under lower crustal conditions (as predicted from the 
geophysical and experimental results) and finally xenoliths that can 
similarly be traced to the lower crust. These can be used together to 
provide evidence about lower crustal conditions (pressure, temperature 
and fluid content), bulk composition and compositional variation, and 
structure.
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2.1 Lover crustal conditions and composition
2.11 Temperature, metamorphic conditions and heat production
Geophysical data provide the most direct information about deep 
geology, and when combined with laboratory measurements can strongly 
constrain the conditions prevalent in the lower crust. Measurements of 
heat flow can be combined with laboratory data on thermal conductivity 
and heat production to deduce the temperature and heat production at 
depth, so constraining the conditions and lithologies present in the 
lower crust (Chapman 1986; Dawson et al. 1986). The temperatures (Fig 
2.1) calculated for the lower crust in areas of active rifting are 
consistent with mineral assemblages appropriate for granulite facies 
metamorphism, whereas in older crust, amphibolite or even greenschist 
facies conditions prevail. The heat production calculated for the 
lower crust is consistent with exposed granulites (mainly felsic), as 
these are low in heat producing elements, and also with lower grade 
mafic rocks, such as mafic amphibolites.
2.12 Electrical conductivity
Measurements of electrical conductivity (by electromagnetic methods, 
particularly the magnetotelluric technique) provide evidence about the 
fluid content of the crust. Just as the strong reflectivity of the 
lower crust is a matter of strong debate, so is its high electrical 
conductivity, which is at least an order of magnitude higher than 
expected for dry rocks (Haak and Hutton 1986; Jones 1987). The most 
satisfactory explanation is that the lower crust contains free water, 
although the presence of considerable quantities of graphite is a 
remote possibility. The presence of free water would however seem to 
be in conflict with the dry mineralogies found in granulites, and the 
progressive dehydration associated with increasing metamorphic grade 
(Mason 1978). However, as Gough (1986) and Jones (1987) point out, the 
top of the conductive zone is better constrained than its thickness, 
and free water may be confined to the top of the lower crust, perhaps 
released by high grade metamorphism and trapped by a permeability 
barrier beneath the brittle-plastic transition (Hall 1986a,b).
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Figure 2.1 Plot of temperature vs. depth for different values of 
surface heat flow (after Chapman 1986). Temperatures in the lower 
crust are consistent with granulite facies only during active rifting 
(Q = 90), and with amphibolite or even greenschist facies in more 
stable crust.
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2.13 Velocity, density and composition
Once lower crustal conditions (temperature, pressure and fluid
content) are constrained, it is possible to measure the physical 
properties that rocks'would have in the lower crust by measuring their 
velocity, density and rheological behaviour under appropriate
conditions of pressure and temperature. The results of these
experiments can then be compared with geophysical observations of the
physical properties of the lower crust.
Seismic refraction and wide-angle reflection experiments provide in 
situ velocity information about the lower crust, A compilation of such 
velocity data is given in Table 2.1. This table is highly selective: 
there is so much refraction data giving lower crust velocities that it 
cannot be thoroughly reviewed here. Instead Table 2.1 concentrates on 
data recorded around Britain, and in particular the area of the SWAT 
profiles (Fig 2.2) as these have a highly reflective lower crust 
(Cheadle et al. 1987). This is supplemented by world-wide data taken 
from a single recent issue of the Geophysical Journal of the Royal 
Astronomical Society in the hope that these provide a good cross- 
section of lower crust types. As the two datasets show similar lower 
crustal velocities (mainly between 6.7 and 7 km/s) this approach 
appears to be justified.
So it would seem that much of the lower crust may have a p-wave 
velocity in the region of 6.7-7 km/s. A comparison with the seismic 
velocities of various common crustal rocks (Table 2.2) under lower 
crustal conditions suggests that felsic (i.e. quartz-rich) rocks such 
as granite and granodiorite have velocities that are too low (more 
appropriate for the upper crust), whereas mafic rocks (gabbros and 
mafic amphibolites) have velocities that are too high, so intermediate 
compositions may be appropriate.
Some of the data in Table 2.1 specifically corresponds to regions 
where the lower crust is particularly reflective. These include the' 
values given by Pinet et al. 1987, Holder and Bott 1971; McCarthy et 
al. 1987, the review by Mooney and Brocher 1987, and Blundell and
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Table 2.1: Lower Crust Refraction Velocities.
Author
A Blundell and Parks 1969 
B Holder and Bott 1971
C AvedLk et al. 1982 
D Jones et al. 1984 
E Bamford et al. 1978 
F Barton and Wood 1984 
G Jacob et al. 1985 
H Powell and Sinha 1987 
Pinet et al. 1987 
KTB Research Group 1987 
Gajewski et al. 1987 
Damotte et al. 1987 
Mueller et al. 1987 
Luetgert et al. 1987 
McCarthy et al. 1987 
Mooney and Brocher 1987
Location Veloc ity
km.s"^
Irish Sea 7.28
Irish Sea/St. Georges up to 6.9 
Channel/ Celtic Sea
Western Approaches 6.4-6.7
North of Scotland 6.6
Northern Britain 7
Central North Sea 6.5-7.0
Irish Sea 6.8
NW Scotland 6.7
Aquitaine Shelf 7.1-6.5
Black Forest 6.5-6.8
Black Forest 6.3-6.8
Rhine Graben 6.5-6.9
Southern Germany 6.6-6.8
N. Appalachians 6.7-7
Basin and Range 6.8
Worldwide Review of 6.6-7.3
reflective extensional areas
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Figure 2.2 Refraction profiles around Britain that are cited in the 
text. Identifying letters refer to Table 2.1.
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Table 2.2: Mean veloc ities of crustal rocks under lower crustal
conditions (8 kbar).
after Press 1966:
Rock-type
granite 
granodiorite 
quartz diorite 
anorthosite
Descript ion
felsic igneous 
felsic igneous 
felsic-intermediate igneous 
feldspar-dominated igneous
Mean veloc ity 
km. s ~ ^
6.4
6.5 
6.7
7.1
gabbro mafic igneous
amphibolite mafic amphibolite facies
From the Ivrea Zone (Fountain 1976):
Schists 
Kinz igite
Amph ibolite 
Stronalite 
Pyr iclas ite
pel it ic
fels ic-intermediate 
amphibolite facies
mafic amphibolite facies
felsic-intermediate granulites
basic granulites
7.2
7.3
5.9-6.9'
6.3
7.2
7.4
7.4
From the Lewis ian (Hall and Simmonds 1979; Hall 1986b - values 
measured at 6 kbar):
granitic gneiss
quartzo-feldspathic gneiss (amphibolite facies) 
mafic amphibolites
6.1
6.25
6.6-7.5 *
* indicates strongly anisotropic rocks. If the foliation is sub­
horizontal (e.g. during extension), the refraction velocity may be 
near the maximum value given. In general, measured velocities for 
metamorphic rocks vary more than for igneous rocks, and so are more 
difficult to assess.
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Parks 1969). Note that the seismic velocity given by Blundell and 
Parks (1969) for the region of SWAT 1 and 2 is higher than the area of 
SWAT 3, 4 and 5 investigated by Holder and Bott (1971). This suggests 
that the lower crust in the region of SWAT 1 may be more mafic than 
that to the south, although the quality of these early data may be 
insufficient to draw strong conclusions (Blundell pers. comm.; White 
in press).
Gravity data have been similarly used to constrain the composition of 
the lower crust, by modelling the density of lower crustal rocks. 
Setto and Meissner (1987) have calculated that the density of the 
reflective lower crust is approximately 2.85 g.cm“ .^ Comparing this 
and the velocity values for the lower crust with densities and 
velocities of common minerals (Fig 2.3), measured at lower crustal 
conditions and compiled by Hall (1986a,b), constrains the mineralogies 
of lower crustal rocks. Among the permutations are:
50% plagioclase; 50% amphibole - a mafic amphibolite 
30% quartz; 30% pyroxene; 40% plagioclase - a felsic granulite 
This again suggests that the lower crust may consist of mafic 
amphibolites or felsic granulites.
2.14 Velocity structure
So far, it has been assumed that the lower crust is relatively 
homogeneous. However, this cannot be reconciled with the velocity
structure of the lower crust. The velocities obtained for the lower
crust from wide-angle reflection and refraction studies tend to 
increase downwards to the MOHO, where they increase to roughly 8 km/s. 
However, amplitude modelling of wide-angle reflections has been used 
to show that the MOHO cannot be a simple step-like function to a 
higher velocity (Meissner 1973; Powell and Sinha 1987) and that the 
lower crust cannot simply have a smooth velocity gradient, resulting 
from increasing pressure (Fuchs 1969; Sandmeier et al. 1987).
Braile and Chiang (1986), Meissner (1973) and others have shown that 
the strength of reflections from the MOHO requires this to be a 
complex transition zone consisting of alternating high and low
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Figure 2.3 Plot of density vs. p-wave velocity for common crustal 
minerals under lower crustal conditions (after Hall 1986a,b). Lower 
crustal velocity and density range shown shaded.
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velocity laminations, each too thin to be resolved. Similarly, Fuchs 
(1969) and Sandmeier et al. (1987) have shown that the strength and 
number of wide-angle reflections from the lower crust cannot be 
explained by either a smooth velocity transition or a step-like 
velocity increase with depth. Fuchs pointed out that thin-layers, with 
an optimum separation of one quarter the wavelength, could better 
explain the amplitudes of lower crust reflections. Sandmeier et al.
(1987) have used a model (Fig 2.4) consisting of alternate high and 
low velocity layers, approximately a quarter wavelength thick (120 j- 
30 m.), superimposed on a gradual increase in velocity with depth to 
successfully model the amplitude and frequency characteristics of the 
whole wavefield, not just.the first arrivals. These results suggest 
that the lower crust is strongly heterogeneous, perhaps consisting of 
interbanded felsic and mafic lithologies. Most modelling and 
interpretation of wide-angle reflections has been restricted to the 1- 
D case, leading to the description of the lower crust as continuously 
layered, with no lateral variation in velocity structure. This is 
unfortunate as it is more a function of the poor lateral resolution of 
the refraction and wide-angle reflection methods than an indication of 
layer continuity.
2.15 Xenoliths and composition
A final line of evidence as to the composition and compositional 
variation of the lower crust may come from the only unequivocal 
samples that we have of the lower crust - xenoliths. Although at times 
the original vertical arrangement of xenoliths is unclear (Fountain 
and Salisbury 1981), accurate geobarometry and geothermometry can 
sometimes pinpoint the depths of origin of xenoliths and clearly 
identify samples of the lower crust (Griffin et al.1987). Recent 
worldwide studies of these (Griffin and O’Reilly 1986; van Calsteren 
et al. 1986; Broadhurst 1986; Downes and Leyreloup 1986; Rudnick et 
al. 1986) all show that the predominant xenolith type is mafic (e.g. 
Si02 50%) granulite, equivalent to a velocity of about 7.4 km/s. 
However it is dangerous to conclude from this that the lower crust is 
itself uniformly mafic in composition. Xenoliths are from geologically 
unusual (i.e. volcanically active) settings and the lower crust that
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Figure 2.4 1-D velocity model used to simulate wide-angle reflections
(after Sandmeier et al. 1987). The lower crust is modelled as 
alternating high- and low-velocity layers superimposed on a velocity 
gradient. Mean layer thickness is 120 + 30 metres. Such models lead to 
the concept of a "layered lower crust".
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they represent may also not be typical of the lower crust around the 
world. For instance, the lower crust in volcanically active areas is 
likely to be the site of major igneous underplating, leading to an 
unusually mafic lower crust. A second objection to the indiscriminate 
use of xenoliths as indicators of lower crustal compos it ionxis that 
they may be non-random samples (Dawson et al. 1986; Griffin and 
O'Reilly 1986). Non-random sampling can arise in a number of ways:
1. more competent and even brittle lithologies will be fragmented into 
xenoliths, thus discriminating against the less competent, more felsic 
lithologies (Green, pers. comm.). Xenolith sampling appears to be a 
brittle process (Menzies pers. comm.) as most are angular or only 
rounded during transport (Downes and Leyreloup 1986; Rudnick et al. 
1986). This is clearly a topic that needs investigating.
2. felsic lithologies generally have lower melting points than mafic 
rocks and so may be preferentially assimilated. Although most 
geochemical evidence suggests that this is not a major process, it 
cannot be discounted as a possibility (Menzies pers. comm.).
3. felsic xenoliths are often less easily recognised in the field than 
their mafic counterparts (Griffin and O'Reilly 1986; Bloomer and Nixon 
1973).
Moreover, if the lower crust were composed of monotonous mafic 
granulites, it might prove difficult to explain its strong 
reflectivity in places, which may be taken as a sign of the lower 
crust's heterogeneity, as can the lower crust's complex velocity 
structure. Rudnick et al. (1986) have recognised compositional 
variation within their xenolith suite that they ascribe to magmatic 
processes within layered intrusions, which may provide sufficient 
heterogeneity, but many xenolith suites are less varied. All these 
factors must be considered in assessing the applicability of xenolith 
populations as representatives of the lower crust. Xenoliths can 
indicate at least some of the lithologies present in the underlying 
lower crust but need not show all the lithologies present, let alone
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their relative abundances and so must be used with care.
The weight of the evidence (from velocity, density, heat flow and heat 
production data, and from xenoliths) suggests therefore that the bulk 
composition of the lower crust is probably intermediate, but perhaps 
distinctly more mafic than the upper crust. The variation in 
composition is less clear, and the reflectivity of the lower crust may 
be evidence for its compositional heterogeneity.
2.2 The structure of the lower crust
2.21 Crustal rheology.
The rheology of the crust determines the way it deforms and hence the 
sort of structures that are likely to form at different crustal 
levels. As such, a consideration of rheology is vital in considering 
the nature of any part of the crust.
There are three ways that the Earth can respond to an applied force: 
it can exhibit elastic, brittle or plastic behaviour (Kusznir and Park 
1986). When deforming elastically, a medium reverts to its natural 
state once the applied force is removed, and there is no permanent 
deformation.However, when the limit of elasticity is exceeded, the 
medium may be permanently deformed. There are two broad classes of 
permanent deformation: brittle and plastic.
Brittle deformation, or cataclasis, is a process in which crystal 
structure remains undistorted, but grains crack and frictionally slide 
with respect to other grains. This process involves dilatancy and 
requires higher stresses with increasing pressure. In contrast, 
plastic flow is accommodated by changes in the internal structure of 
the crystals and is a constant volume process, independent of 
pressure, but sensitive to the properties of the medium, the strain- 
rate and most of all to temperature - increasing temperature reducing 
the strength of the medium. So, with increasing depth and temperature, 
brittle processes become more difficult, whereas plastic deformation 
becomes easier. For a given set of conditions, whichever mechanism
4 8
requires the least stress to occur is the one which will operate, so a 
switch from brittle deformation to plastic deformation occurs at depth 
(Fig 2.5), called the brittle-ductile transition, or better the 
brittle-plastic transition (Rutter 1986).
There are three lines of evidence as to which class of deformation 
(brittle or plastic) occurs at different crustal levels: geophysical
observation of deformation at depth (i.e. earthquakes), the 
extrapolation of laboratory data on the deformation of rocks and 
minerals, and the study of structures in rocks exhumed from the deep 
crust.
2.22 Earthquakes
Crustal earthquakes are concentrated into the top 10-15 km of the 
crust, the shallow seismogenic zone, below which they sharply decrease 
in number (Meissner and Strehlau 1982). As seismic faulting is 
believed to be a brittle, cataclastic process, perhaps involving the 
generation of pseudotachylite by frictional melting (Orowan 1960; 
Sibson 1977), zones of strong seismicity within the crust are likely 
to be zones of largely brittle deformation. However, processes besides 
intracrystalline plasticity may cause a sharp drop in seismicity 
(Rutter 1986), so the base of the shallow seismogenic zone may not 
correspond to the brittle-plastic transition. Moreover, the base of 
shallow seismicity is a single observational horizon, whereas the 
transition between brittle and plastic deformation cannot be treated 
as a mappable level, as it is dependent on strain-rate (xenoliths 
provide evidence of brittle failure of the lower crust at high strain 
rate), composition (fractured feldspar crystals within quartz- 
dominated mylonites for instance - White et al. 1980), and pore-fluid 
pressure, as well as temperature and depth (Rutter 1986). The good 
agreement (Meissner and Strehlau 1982; Meissner 1986 and Fig 2.5) 
between the base of the shallow seismogenic zone and the brittle- 
plastic transition (for crustal rocks under 'geologically reasonable' 
strain-rates and temperatures) is more an indication that the assumed 
composition of the crust and the values assigned to strain-rate and 
temperature are well chosen, and does not mean that all deformation
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Figure 2.5 The relationship between the maximum supportable stress 
(solid line - the peak is the brittle-plastic transition) and the 
depth distribution of earthquakes (dashed line), shown here for two 
tectonic provinces. Modified after Meissner (1986).
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below the seisraogenic zone must be by plastic processes.
2.23 Laboratory results
There are various approaches to the experimental deformation of rocks 
and minerals, including the constant strain-rate and the constant 
stress aproaches. In both these methods, a steady-state is often 
reached, when both strain-rate and stress are constant. During steady- 
state creep, as this is termed, strain-rate is related to stress by a 
power law of the form:
£ = A Ç'^exp(-Q/RT)
where 6 is the strain-rate
T is the absolute temperature 
O' is the stress
A and Q are material constants and R the Rydberg constant.
N, the power to which the stress is raised determines the behaviour of 
the medium: if N=l, the material is an ideal Newtonian viscous fluid,
whereas as N increases, the material approaches perfect plasticity.
Different minerals have different flow laws, and as a result different 
strengths at any given temperature, pressure and strain rate (strength 
is actually a poorly defined term, but may be considered in terms of 
the stress required to deform a material by a certain amount, such as 
10% strain, at a given strain-rate - Hobbs et al. 1976). As the 
strength of a rock is dominated by the strength of its weakest major 
component (one or more minerals which comprise greater than 30% of the 
total rock - Strehlau and Meissner 1986), changes in bulk composition 
and mineralogy often lead to changes in strength. Gross compositional 
stratification of the lithosphere may lead to a corresponding 
rheological stratification. As a result, a rheological break is likely 
to occur near the base of the crust, as olivine (assumed by most 
authors to be the mineral controlling the rheology of the mantle, e.g. 
Kusznir and Park 1986, 1987; Strehlau and Meissner 1986) is stronger
than the felsic minerals that may dominate the crust (Kusznir and Park
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1987; Meissner et al. 1987a).
It is thought that the strength of the upper crust is controlled by 
wet quartz, the weakest major mineral likely to be present. If, with 
increasing depth, crustal rocks either dehydrate, or become more 
mafic and so contain little quartz, there may be one or more 
rheological breaks within the crust. For instance, a second 
rheological break (Fig 2.6) may occur between the quartz-controlled 
upper crust and the plagioclase—controlled lower crust (Kusznir and 
Park 1987; Meissner et al. 1987a) and perhaps between crustal layers 
dominated by wet and dry quartz (Kusznir and Park 1987). This suggests 
that the top of the lower crust may sometimes mark an increase in 
strength (i.e. competence). Such competence contrasts may decouple the 
lower crust from both the upper crust and the mantle, and so may be 
exploited by shear zones (detachments), particularly if deformation is 
heterogeneous allowing movement between different lithospheric levels.
Of course, the lower crust is unlikely to be homogeneous, and so is 
itself likely to contain similar competence contrasts, which are 
likely to be exploited during deformation. Strain may be concentrated 
into weaker lithologies, leading to the development of strain 
inhomogeneities, the precursors of shear zones. Once these have 
developed, strain-softening is likely to ensure that the bulk of the 
deformation is accommodated along such shear zones (Bowden 1970). 
Unless there is significant mass transport out of the shear zone (i.e. 
volume reduction), such shear zones are bound to be dominated by 
simple shear (Cobbold 1977).
The role of strain-softening and shear zone development is likely to 
be important in the structure of the lower crust. Experimental studies 
have shown that generally, for a homogeneous medium undergoing plastic 
deformation by dislocation creep, localisation of strain due to 
strain-softening is favoured at low temperatures and high strain-rates 
and of course with increasing strain, whereas uniform, pervasive 
deformation is favoured at high temperature and low strain-rates 
(Rutter 1986).
strength (v iscos i ty)
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Figure 2.6 The variation in the strength of the lithosphere with 
depth (after Meissner and Kusznir 1987). Note that- peaks in crustal 
strength may occur at the brittle-plastic transition, at the top of 
the lower crust and at the crust-mantle transition (CMT). The increase 
in crustal strength at the top of the lower crust may be related to a 
bulk compositional change (as here) or to dehydration of the crust.
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However, experimental studies may have underestimated the importance 
of strain—softening for three reasons:
1. as described earlier, the lower crust is unlikely to be 
homogeneous, leading to a localisation of strain into the less 
competent lithologies;
2. total strain in experimental studies is low (usually less than 
20%), so strain localisation may not have fully developed (Rutter and 
Brodie in prep.);
3. dislocation creep (which dominates experimental studies) may not be 
the only deformation mechanism active in the lower crust.
The first two points are fairly self-explanatory, or have been 
discussed already. The third point is discussed below.
2.24 Plastic deformation mechanisms and styles
The mechanism that dominates experimental studies of plastic 
deformation is dislocation creep (Rutter and Brodie in prep.; Strehlau 
and Meissner 1986). However, laboratory strain-rates are several 
orders of magnitude greater than geological ones, so experimental 
results have to be extrapolated to constrain deformation likely to 
operate at depth. One consequence is that the dominant creep mechanism 
may differ from that observed in the laboratory. In particular, at 
lower strain rates, diffusion creep and dynamic recrystallisation 
become more important (Strehlau and Meissner 1986).
One effect of the increasing importance of diffusion creep with depth 
is that the lower crust may be up to an order of magnitude weaker than 
predicted by experimental data (Strehlau and Meissner 1986). Another 
consequence is the relative importance of strain-softening. During 
dislocation creep, the degree of localisation due to strain-softening 
tends to decrease (deformation becomes more pervasive) as 'temperature 
increases and strain-rate decreases (Rutter 1986). However, if at the
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same time the importance of diffusion creep increases, localisation 
may still occur. Rutter and Brodie (in prep.) have demonstrated that, 
as diffusion creep, unlike dislocation creep, is strongly grain-size 
dependent, a reduction in grain-size due to dynamic recrystallisation 
can lead to a dramatic weakening of the medium with increasing strain 
(Cobbold 1977), i.e. strain-softening. Because diffusion creep is 
rarely observed in experimental studies, this effect has been largely 
overlooked.
The importance of strain-softening is that it leads to the local­
isation of strain into shear zones (Cobbold 1977). Once a strain 
inhomogeneity has formed, it increases, developing into a shear zone 
(Bowden 1970). Consequently, it is possible that the lower crust 
deforms along very localised zones of simple shear, rather than 
deforming uniformly and pervasively (Rutter and Brodie in prep.; 
Brodie and Rutter 1987). This leads to models of lower crustal 
extension in which pure shear is taken up by simple shear within an 
anastomosing network of conjugate simple shear zones (Brodie and 
Rutter 1987; Kligfield et al. 1984).
To recap, earthquake hypocentres and experimental studies suggest that 
at geologically reasonable strain-rates and temperature gradients, the 
lower crust should deform plastically rather than brittly. The 
strength of a plastic material is strongly dependent on temperature 
and so should decrease towards the base of the crust. However, 
strength is also strongly controlled by composition, so bulk 
compositional stratification may lead to bulk rheological 
stratification, and, in particular, the lower crust may be stronger 
than the upper crust (if the lower crust is drier or contains 
relatively little quartz) with the mantle (olivine-controlled) 
stronger still. Consequently zones of weakness may occur just above 
the lower crust and at its base; these zones may decouple deformation 
in the lower crust from that in the upper crust and the mantle and so 
develop into detachments (Blundell 1984; Kusznir and Park 1987; 
Meissner et al. 1987).
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It is however not clear whether deformation in the lower crust should 
be localised or pervasive. This is likely to depend on the degree of 
strain— softening (Bowden 1970) and so depends on temperature, 
composition and compositional heterogeneities, strain-rate, and the 
mechanism of plastic deformation. Most geophysicists seem to view the 
lower crust as a zone of uniform pure shear, whereas recent results 
(Rutter and Brodie in prep.) from the experimental deformation of 
rocks suggests that strain-softening is important in the lower crust. 
Indeed if the lower crust is strongly heterogeneous, as suggested by 
its strong reflectivity, strain-localisation is likely, leading to the 
development of shear zones exploiting the less competent lithologies.
2.25 Terranes deformed under lower crustal conditions
Further evidence for the structure of the lower crust comes from 
terranes deformed under lower crustal conditions, but which are now 
exposed at the surface. These fall into two broad categories: the 
Precambrian granulite terranes, and slices of lower crustal material 
caught up as tectonic slices during mountain-building events.
Precambrian, and particularly Archean, granulite terranes have been 
regarded by many authors as representative of the lower crust 
(Strehlau and Meissner 1986; Dawson et al. 1986; Newton and Hansen 
1986; Windley and Tarney 1986), for reasons outlined earier in this 
chapter. These granulite terranes include the Lewisian gneisses of NW 
Scotland, particularly the Scourian sub-division, which largely (80%) 
consist of acid-intermediate quartzo-feldspathic gneisses with lesser 
amounts of amphibolites (Watson 1983). However, in general there are a 
number of reasons why the Archean granulite terranes may not be good 
representations of the present-day lower crust:
1. There is substantial evidence that Archean processes of crustal 
formation may have been different from those of the present day 
(Windley 1977; Sleep and Windley 1982), and as a result terranes 
deformed in the Archean under lower crustal conditions may differ 
significantly from present-day lower crust.
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2. Where Archean granulites are now at the surface, they appear to be 
underlain by some 30 km of crust (this is the thickness of the 
Hebridean crust for instance). Whether they have been structurally 
emplaced or raised to the surface by erosion, the crust underneath 
such granulites is unknown, and may be quite different. Archean 
granulites may for instance have come from tectonically thickened 
middle crust rather than lower crust.
3. Unlike much of the lower crust imaged on DSRP, granulite terranes 
do not appear particularly reflective. However, the Lewisian basement 
(for example) is weakly reflective on high-resolution commercial 
surveys (Stein pers. comm.) and moreover reflectivity can be reduced 
upwards by geophysical effects (such as the shrinking Fresnel Zone and 
the reduction in the fold of coverage due to the front mute), by 
brittle fracturing and disruption of the reflecting structures (Wever 
et al. 1987), and if reflective structures are not oriented suitably. 
The Lewisian of the Outer Hebrides is for instance strongly disrupted 
by brittle faults (Fig 2.7) and often possesses a steep (i.e. hard to 
image) fabric.
4. Granulite terranes are usually on the felsic side of intermediate 
in composition, and may therefore be too felsic to represent lower 
crust (according to the evidence of xenoliths, if these are 
trustworthy). However much of the available velocity data is 
consistent with compositions typical of granulite terranes.
Whether or not Archean granulite terranes do represent lower crust, 
they can give an indication about how the present-day lower crust may 
deform (Dawson et al 1986) because they were deformed under conditions 
similar to those of the present-day lower crust. For example the 
Lewisian complex is dominated by strong shear fabrics, both in broad 
zones of pervasive shear (e.g. the Laxfordian zones and the Glenelg 
Inlier - Barber and May 1976 and Fig 2.8) and in more localised shear 
zones such as the South Harris Shear Zone (Fig 2.9) and the Torridon 
Shear Zone. As discussed earlier, whether deformation is localised or 
pervasive generally depends on whether sufficient strain-softening
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20-
NB3Ô 40
Figure 2.7 Map showing major brittle faults disrupting the Lewisian 
on the island of Lewis. Grid references give location. Based on the 
1:100,000 solid geology map published by the Geological Survey of 
Great Britain.
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(Bowden 1970) occurs, which is itself dependent on the strain-rate, 
composition, temperature and on the deformation mechanism. Of these, 
composition is the most likely to vary locally, and so may strongly 
influence the internal structure of shear zones. In the shear zones of 
the Lewisian complex, deformation is frequently concentrateckinto the 
less competent (generally quartz-rich) lithologies, leaving more mafic 
lithologies undeformed (Fig 2.10). For instance, competent mafic 
bodies often occur as relatively undeformed lenses and lozenges (Figs 
2.8-2.11) within shear zones, and the proportion of mafic material may 
therefore influence whether the shearing is localised or pervasive. 
The South Harris Shear Zone (Graham 1980 and Fig 2.9) is a case in 
point: most of the shearing is strongly concentrated into narrow 
anastomosing zones of metasediment (Graham 1980) and metatonalite 
(Lailey pers. comm.), enclosing mafic and intermediate igneous lenses 
(Figs 2.9, 2.11 and 2.12) which are relatively undeformed. The zones 
of concentrated shear (e.g. the Leverbrugh Belt) contain elongated 
pods, lenses and stringers of ultramafic, mafic and 'granitic' rocks, 
to give a well-developed fabric of lithological contrasts, as well as 
containing strongly anisotropic raylonites. As is discussed in Chapter 
5, such lithological fabrics may generate strong seismic reflections.
2,26 Lower crustal sections.
Perhaps the most convincing outcrops of the lower crust are high-grade 
metamorphic rocks that occur as tectonic slices within mountain belts. 
Some of these are associated with large gravity anomalies consistent 
with slices of mantle material close to the surface (Fountain and 
Salisbury 1981), suggesting that lower crustal rocks are exposed at 
the surface. These amphibolites and granulites may therefore be 
samples of the lower crust. These include the Fraser and Musgrave 
Ranges of Australia (Fountain and Salisbury 1981), which display a 
variety of deformational styles and have a variety of compositions 
varying from mafic to intermediate. However, the most extensively 
studied of such terranes is the Ivrea Zone of northern Italy (e.g. 
Fountain 1976; Hale and Thompson 1982; Brodie and Rutter 1987).
A restored section of the Ivrea Zone (Fig 2.13 - after Brodie and
61
A
B
Figure 2.10a Photograph of part of the Outer Isles Fault Zone on 
Lewis (just north of Loch Sgibacleit, grid reference NB298165). This 
Proterozoic shear zone (Lailey et al. in prep) shows extensive 
mylonite development in the lighter coloured, quartz-rich lithologies, 
but not in the darker amphibolites, which occur as relatively 
undeformed bands parallel to the mylonitic foliation.
2.10b Photograph of a relatively undeformed mafic pod 
(approximately 1 m. long) enclosed within the mylonites of the Langav- 
at belt (South Harris Shear Zone - grid reference NG025948). Such pods 
and lenses occur on all scales within the shear zones of the Lewisian.
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Figure 2.11 Detailed map of part of the Leverbrugh belt of the South 
Harris Shear Zone (after Lailey unpublished). Key as in Fig 2.9, 
except that metatonalite is unormamented, and metasediments are shown 
stippled. Note that lenses and stringers of meta-igneous rocks are 
common within the sheared belt of metasediment. Location of map shown 
in Figure 2.9.
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F igure 2.12 View looking north from Rodel, Harris (grid reference 
NG046835) towards Roineabhal (NG043861), part of the large anorthosite 
lozenge within the South Harris Shear Zone (see Figs 2.9 and 2:11). 
Location indicated in Fig 2.9 - view corresponds closely to Fig 2.11. 
AN = meta-anorthosite (shown ornamented), MB = meta-basite,
MT = meta-tonalite, MS = metasediment.
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Rutter 1987) shows that it passes down from amphibolite facies (mainly 
metasediments), through granulite facies metabasic rocks to ultramafic 
rocks, perhaps of the mantle. The metabasic rocks occur as sub­
horizontal bands, are layered and are interpreted as representing a 
series of layered igneous intrusions (Pin and Sills 1986). These 
layers are cut by later high temperature extensional shear zones 
(Brodie and Rutter 1987) that are more pervasive in the felsic than 
the mafic layers, and ramp steeply across a pyroxenite body. These 
high temperature shear zones are highly localised, because of strain- 
softening due to diffusion creep and dynamic recrystallisation (Rutter 
and Brodie in prep.).
Studies of the Ivrea Zone thus suggest that the lower crust may 
contain both mafic and felsic lithologies, perhaps intermixed by 
igneous intrusion. As in the Lewisian, the competence contrasts 
afforded by these lithologies has influenced the deformational style. 
It is clear that uniform, pervasive deformation of the lower crust as 
envisaged so often in the past (Warner and Cheadle 198 7; Smithson et 
al. 1987; Hamilton 1987) may not always be the case.
2.3 Conclusion
In conclusion, it seems likely from previous work that the present-day 
lower crust formed under granulite conditions, is now under cooler 
a mphibolite conditions, and has on average an intermediate 
composition, derived from a mixture of both mafic and felsic/ 
intermediate rocks. Such lithological boundaries may provide excellent 
acoustic contrasts and so produce good reflections i^ they are of 
appropriate size, orientation and shape. It is also clear that the 
deformation of the lower crust may be concentrated into the less 
competent (generally acid-intermediate) lithologies and may be 
pervasive or highly localised, depending on temperature (increases 
pervasiveness), strain rate (increases localisation) and composition. 
For 'normal' strain rates, the lower crust is likely to be plastic but 
more rapid deformation may lead to brittle failure and hence 
earthquakes (Deichmann 1987).
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CHAPTER 3,
THE LOWER CRUST REFLECTIVE ZONE.
As mentioned in Chapter 1, the lower crust around the world is often 
imaged on DSRP as a highly reflective zone (Klemperer 1984). However, 
the lower crust is not uniformly reflective, but varies both 
vertically, laterally and with azimuth in terms of its reflection 
pattern and overall reflectivity. Moreover, the character of the 
individual reflections also varies considerably. Here I describe, with 
particular emphasis on available BIRPS data, the character and 
variability within the zone, and the character of the reflections 
themselves.
3.1 The character of the reflections.
Lower crust reflections usually appear as a broad band between 6 and 
10 seconds TWT (Fig 3.1) of sub-horizontal or gently dipping 
reflections that superficially resemble their sedimentary count­
erparts. Given the fairly gentle shape of the diffraction curve at 
lower crustal depths, it is not surprising that many reflections from 
the lower crust appear roughly sub-horizontal. However lower crust 
reflections vary considerably in terras of length, shape, dip and the 
way they interact with other reflections:
1. length: reflections vary considerably in length. The eastern 
end of WAM (Fig 3.2) and the southern end of SWAT 8 (Fig 3.3) both 
exhibit unusually long and continuous reflections (some over 10 km 
long), whereas elsewhere the lower crust reflective zone is dominated 
by short reflection segments, many less than 2 km long. Examples 
include the southern ends of NEC and SWAT 3 (Figs 3.4 and 3.5), the 
portion of NEC just to the north of the lapetus suture (Klemperer and 
Matthews 1987 - Fig 3.6) and WINCH 1 (Fig 3.7).
The smallest reflecting body imaged as a true reflection rather than a 
small-body diffraction on an unmigrated seismic section is usually
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Figure 3.1 Published line-drawings of BIRPS SWAT profiles discussed 
in the text (after BIRPS & ECORS 1986). The lower crust is highly 
reflective over most of this area, but is not a uniform layer. Also 
note that reflections are not confined to the immediate vicinity of 
basins. Dashed lines outline portions of profiles shown as record 
sect ions.
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Figure 3.3 Detail of the southern end of SWAT 8, showing unusually 
long and continuous lower crust reflections. Note that the lower crust 
is not uniformly reflective, but instead contains highly reflective 
bands and less reflect ive (transparent) zones. Also note that the 
reflections have a pronounced and consistent southerly dip, and are 
often slightly convex-up.
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Figure 3.4 Detail of the southern part of NEC. The highly reflective 
lower crust consists here of a uniform layer of short cross-cut t ing 
reflection segments. See Fig 3.15 for the location of this data.
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Figure 3.5 Detail of SWAT 3. Lower crust reflections occur as short 
cross-cutting segments in two distinct sub-horizontal bands, centred 
around 6 and 8.5 s TWT. Inbet w e e n  the lower crust is poorly 
reflective. Many reflections are convex-up - reflection continuity and 
flatness increases downwards.
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taken to be the diameter of the first Fresnel Zone (Sheriff 1977; 
Neidell and Poggiagliolmi 1977; Sheriff and Geldart 1982). Using the 
graph shown earlier (Fig 1.8), it is clear that the first Fresnel Zone 
has a diameter of about 4-5 km for the velocities, frequencies and 
depths associated with lower crust reflections. As many reflections 
are shorter than the Fresnel Zone diameter, they must have been 
shortened in some way. This will be addressed in the next chapter.
2. shape: reflections can be straight or curved. The portion of 
WAM described above (Fig 3.2) and the southern end of NEC (Fig 3.4) 
both show good examples of straight reflections (both long and short 
reflections can be straight), whereas the southern ends of SWAT 8 and 
SWAT 3 (Figs 3.3 and 3.5) both contain abundant convex-up events, as 
does a third portion of the NEC line, well to the north of the lapetus 
suture (Fig 3.8). Note that both long and short reflections can be 
curved, although the curvature becomes more apparent with longer 
reflections.
3. dip: reflections can be sub-horizontal or dipping. There is a 
continual gradation from horizontal to steeply dipping reflections, so 
it is impossible to define two rigid categories. Nevertheless, it is 
clear that many, but not all, reflections imaged at the southern end 
of NEC (Fig 3.4) are sub-horizontal, whereas much of SWAT 8 (Figs 3.3 
and 3.9) and SWAT 10 (Fig 3.10) are dominated by south-dipping 
reflections, and that other portions of NEC also show strongly dipping 
reflections (Figs 3.6 and 3.8). The WAM line (Fig 3.2) shows both sub­
horizontal and clearly dipping reflections.
4. interaction: reflections within the LCRZ can be parallel
(appearing layered) or cross-cutting. WAM and the southern part of 
SWAT 8 (Figs 3.2 and 3.3) are dominated by parallel reflections, and 
NEC (Figs 3.4, 3.6 and 3.8) and the southern part of SWAT 3 (Fig 3.5) 
by cross-cutting reflections. This sort of interaction is called 
spatial interference, and, as will be discussed in Chapter 5, is one 
way to shorten reflections.
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F igure 3.7 W I N C H  1 (after Brewer et al. 1983). Lower crust 
reflections occur as a wedge of short, cross-cut t ing segments 
underneath the Outer Isles Fault (OIF). In contrast, the mantle 
reflector (the Flannan Fault) consists of long continuous reflections.
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Figure 3.9 Middle portion of SWAT 8; lower crust reflections consistently dip to the south and occur as 
well defined r-eflective bands separating less reflective (transparent) zones.
T W T
10 km
Figure 3.10 Section of SWAT 10: lower crust reflections are short, cross-cutting and consistently dip to 
the south, except near the base of the zone where they flatten.
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Any reflection can be described by these four parameters, length, 
shape, dip and interactions, and in terms of it s frequency and phase 
spectra, if attribute analysis is possible. It is however clear that 
the character of lower crustal reflections varies considerably, even 
within a single section (such as the NEC line - Figs 3.4, 3.6 and 
3.8), and, as is discussed below, with azimuth. It is also clear that 
the LCRZ is rarely dominated by long, straight, parallel reflections, 
so the term "layered" is misleading and should not be used to describe 
the character of the reflections within the LCRZ.
The characteristics of well-imaged reflections may be related to the 
geometry of the reflecting surface and so to the geology of the lower 
crust. One of the aims of this thesis is to see what does control the 
form of lower crustal reflections. However, I have not yet considered 
poorly imaged reflections, and, in particular, the influence that 
noise can have on the character of reflections. If reflections are 
strongly obscured by noise, it may not be possible to ascertain the 
true character of a reflection, and although they can be identified as 
weakly coherent events, their length, continuity, shape, dip and 
interactions may not be constrained. Studies of the WAM line (Hobbs et 
al. 1987; Peddy and Hobbs 1987) have shown that an increase in noise 
can effectively obscure reflections. It may also change the character 
of reflections, as investigated in Chapter 5, for instance by 
obscuring weak diffraction tails, leaving only sub-horizontal 
reflection segments. If such effects are commonplace, as has been 
suggested (Warner 1987), it is clearly dangerous to make conclusions 
about the character that noise-obscured reflections would have if 
better imaged. An identification of parts of sections that are noise- 
dominated should ideally go hand-in-hand with interpretations of deep 
seismic data, as planned by BIRPS (Smith et al. 1987).
3.2 The variability of the lower crust reflective zone.
The character of the individual reflections has a major influence on 
the overall appearance of the LCRZ, but is not the only variable. The 
LCRZ varies vertically, horizontally and with azimuth in terms of its
7 9
overall reflectivity and the distribution of reflections. For instance 
the lower crust reflective zone can:
1. occur as a sub-horizontal layer of uniform amplitude reflections, 
as shown by the southern portion of NEC (Fig 3.4). Note that this does 
not necessarily imply that all the reflections within the LCRZ are 
sub-horizontal, but only that the LCRZ itself is. Part of the WAM line 
shown in Fig 3.2 also occurs as a sub-horizontal layer, but elsewhere 
in the same section, the LCRZ shows a pronounced dip.
2. dip in one direction. This is seen on the same section of WAM used 
to illustrate point 1. (Fig 3.2) and also on SWAT 8 (Figs 3.3, 3.9), 
where bands of reflections withn the LCRZ show a pronounced dip, 
although it is less clear whether the whole LCRZ does.
3. show a marked increase in reflection amplitude and/or continuity 
with increasing depth (SWAT 3 - Fig 3.5), perhaps culminating in a 
strong MOHO event (DRUM - Fig 3.11). Moreover, the LCRZ does not 
always have a clear upper limit, but instead appears to fade upwards 
(e.g. WAM - Fig 3.2 and SWAT 3 - Fig 3.5). The flattening of the 
diffraction curve and increase in diameter of the Fresnel zone are 
clearly going to contribute to this observation, but other effects may 
be important. In places the reflectivity of the lower crust may be 
confined to a narrow zone at MOHO depths (e.g. SHET - McGeary 1987) or 
even only occur as a MOHO reflection (MOIST - Brewer and Smythe 1984), 
although this may in part be a noise effect (Matthews et al. 1987).
4. contain non-reflective ("transparent") zones bounded top and bottom 
by reflective bands. This can be divided into two sub-categories: -
a) the "finger type" (Wever et al. 1987) - WINCH 2 (Fig 3.12), 
SWAT 3 (Fig 3.5) and the northern end of NEC are examples.
b) the enclosed type: a zone of poor reflectivity is totally 
enclosed in an otherwise reflective lower crust. Examples include SWAT 
7 (Fig 3.13), SWAT 5 (Fig 3.14), SWAT 8 (Figs 3.3, 3.9). These 
patterns are further described below.
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Figure 3.11 Detail of DRUM (after Matthews et al, 1987) showing short 
discontinuous lower crust reflections underlain by a strong and 
continuous MOHO reflection.
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5. appear to be structurally bounded, for instance as a wedge of 
reflections under a fault plane (WINCH 1 - Fig 3.7) or as a package of 
reflections onlapping a structural feature (the lapetus suture on NEC 
- Fig 3.6). These instances can be explained in two ways:
a) the process(es) causing lower crustal reflectivity is (are) 
laterally confined by the structure,
b) crustal types of potentially different reflectivity are juxta­
posed by the structure.
6. appear totally unreflective, perhaps because of noise, poor signal- 
penetration or both (much of the WAM line - Hobbs et al. 1987). When 
the LCRZ is dominated by noise, it is clearly as hopeless attempting 
to m a k e  c o n c l u s i o n s  about the distribution of any obscured 
reflections, as it is about their character.
These variations should not be viewed as categories of lower crustal 
reflectivity, as this varies as a continuum. Instead, these are 
examples, highlighting some of the ways that the reflectivity of the 
lower crust can vary. It is apparent that the overall character and 
the reflectivity of the lower crust varies as dramatically from line 
to line and even along single lines as the character of the individual 
reflections. Once again, a good example is the NEC line (Figs 3.4, 
3.6, 3.8 and 3.15 - a line-drawing of the whole line) which shows a 
lower crust reflective zone with totally different characters north 
and south of the lapetus Suture. To the south of the section, the 
lower crust consists of an even amplitude sub-horizontal layer of 
short strong reflection segments that seem to interact to cut each 
other into small segments (Fig 3.4). This results from "spatial 
interference". To the north of the suture (shown clearly on the 
accompanying line-drawing - Fig 3.8), the lower crust contains strong 
c o n v e x - u p  events and both lateral and vertical variations in 
reflectivity, whereas beneath the lapetus suture, the MOHO event,can 
be traced along the section (Fig 3.6), but elsewhere is not clearly 
present. One feature of interest is the presence (below the lapetus 
suture) of reflections immediately below the strong reflection 
described as the MOHO. These may be from out of the plane of section
85
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rather than true "sub-MOHO" reflections - the brute-stack of one of 
the recently acquired BIRPS/MOBIL lines, which runs along the strike 
of the lapetus suture, suggests that these sub-MOHO reflections are 
from out-of-the plane of section (Scott-Robinson pers. comm.).
3.3 Variation with azimuth
It has been noticed that the lower crust appears more reflective on 
lines running along the strike of upper crustal structures than it 
does on dip lines (BIRPS and EGORS 1986; Wever et al. 1987; Meissner 
1986). Strike lines generally contain longer, flatter and more 
continuous reflections and hence appear more reflective (Fig 3.16).
There are few suitable intersections on the BIRPS data set (prior to 
the recent GRID survey - Smith et al. 1987 - which is not yet 
available for study), but the one between SWAT 1 and SWAT 2 (Fig 3.17) 
and the near misses between WINCH 3 and WINCH 2 and 3a all show that 
the strike line is more reflective than the dip line. Another 
intersection occurs between SWAT 5 and WAM: Here WAM runs in the 
direction of extension related to the opening of the Atlantic (almost 
300 km away), but is along the strike of both the more immediately 
situated South Celtic Sea and South-West Approaches Basins. As the 
intersection is almost 300 km away from the shelf edge, but only about 
10 km from the basins' flanks, WAM is best considered a strike line 
in this region. The portion of the WAM line that intersects SWAT 5 
shows one of the most reflective lower crustal zones yet seen (Peddy 
and Hobbs 1987, and see Fig 3.2) and is far more reflective than the 
southern end of SWAT 5. This again suggests that the lower crust is 
more reflective along strike lines. It is hoped that the results of 
the GRID survey will further clarify the relative reflectivity of dip 
and strike lines.
It is hard to see how there can be, trace-for-trace, more reflected 
energy on strike lines than on dip lines, and the profiles should 
match at their intersections, as indeed, to a large extent, they do 
(Fig 3.17). It is also unlikely that noise levels are consistently
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Figure 3.16 Comparison between dip and strike lines (after Wever et 
al. 1987). Note that strike lines are consistently more reflective, 
containing longer, flatter and more continuous reflections than dip 
1ines.
8 8
ENE SSE
T W T
SWAT 1 SWAT 2
—
<r
“ -—
5 k m
Figure 3.17 Detail of the intersection of SWAT 1 and SWAT 2. SWAT 1, 
the strike line, contains longer and flatter reflections and 
subjectively appears more reflective than SWAT 2, the line which goes 
on to cross the St. Georges Channel Basin.
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greater along dip lines. However, if reflections on strike-lines are 
more continuous, the section may have the appearance of being more 
reflective. If the character of reflections can be related to the 
geometry of the reflector (as investigated in Chapter 5), it is 
possible that this contrast can be related to the three-dimensional 
shape of lower crustal reflectors, and so may provide crucial evidence 
as to the cause of the lower crust's reflectivity.
3.4 Non-reflective zones
Possibly the most interesting variation in reflectivity seen on DSRP 
is the occurrence of relatively non-reflective ("transparent") zones, 
bounded by reflective bands. These are seen most clearly on the BIRPS 
WINCH, NEC and SWAT data, as described above, but have also been 
described on CALCRUST data (Henyey et al. 1987) and can be seen on 
various published data worldwide (examples are shown in Fig 3.18, from 
offshore Maine, Hutchinson et al. 1987, and from the Bowen Basin in 
Australia - Finlayson and Mathur 1984). Similar transparent zones are 
seen on ECORS data at the edge of the Lon don-Brabant Massif (Bois et 
al. 1987a) and are particularly common on brute stacks of the recent 
BIRPS/MOBIL survey (Scott-Robinson pers. comm.).
Over large portions of WINCH, the reflectivity of the crust is 
concentrated into two well defined, sub-horizontal bands at about 6 
and 10 seconds (Figs 3.1G/3.12), corresponding to the top and base of 
the lower crust. This corresponds to the finger type pattern of 
reflectivity (Meissner et al. 1987; Wever et al. 1987; Meissner and 
Kusznir 1987). The northern end of the NEC line shows the same sort of 
reflectivity distribution, but not as clearly. The SWAT data show a 
slightly different pattern of reflectivity - sub-horizontal and gently 
dipping bands of reflections that appear to divide the lower crust 
into less continuous reflection-free or transparent zones (Figs 3.13, 
3.14).
By definition, a transparent zone must be bounded top and bottom by 
strongly reflective bands - were this not the case, there would simply
90
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Figure 3.18 Line-drawings of profiles recorded offshore Maine 
(Hutchinson et al. 1987) and across the Bowen Basin in Australia (Moss 
and Mathur 1986). Lower crust reflections are imaged as bands within 
the lower crust rather than as a continuous layer.
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be one reflective band, perhaps at the base of the crust as seen on 
the SHET survey (McGeary 1987). As a result, it is unlikely that they 
represent areas of poor signal-noise ratio, where reflections are 
obscured by noise. A true amplitude plot (Fig 3.12) of part of WINCH 2 
(from the Outer Hebrides Platform - Brewer and Smythe 1986) shows that 
the transparent or relatively reflect ion-free zones are not simply 
geophysical artefacts resulting from data processing procedures. 
Instead they are likely to correspond to a genuine lack of reflecting 
geology (i.e geological structures that have sufficient acoustic 
impedance contrasts and suitable geometry to produce strong 
reflections). It is for this reason that understanding why these 
features are not reflective may help constrain the cause of lower 
crustal reflectivity.
All these observations must be explained in any model of lower crust 
reflectivity. Some have been investigated using seismic modelling 
carried out during a visit to the University of Wyoming which will now 
be discussed. Others will be considered during the Discussion (Chapter 
5) at the end of this section of the thesis.
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CHAPTER 4, 
MODELLING LOWER CRUST REFLECTIONS.
Some of the observations that were descibed in the previous chapter 
can be investigated through 2-D and 3-D seismic modelling. This 
chapter presents the results of this modelling.
4.1 A.I.M.S.
Two-dimensional seismic modelling was carried out at the University of 
Wyoming using the A.I.M.S. package developed by GeoQuest International 
Inc. Models can be input into A.I.M.S. using a digitising table or 
directly from the keyboard. The simpler of the models discussed here 
were put in from the keyboard, the more complex ones were input via 
the digitising table and then edited to ensure that horizons didn't 
cross but did link up when so required. It is possible with A.I.M.S. 
to have discontinuous horizons (ones that do not extend all the way 
across the model) and so no dummy horizons are needed when modelling 
the response of discontinuous bodies such as lenses. Such shapes were 
extensively used as they are geologically reasonable and simple to 
input.
A.I.M.S. has three zero-offset modelling modules. The NORMAL option is 
a normal-incidence ray-tracing algorithm, tracing rays from the sub­
surface reflector according to Snell's law and then searching for rays 
that reach shot/receiver points. The second option, WAVE, traces 
diffraction rays from closely spaced control points on each sub­
surface horizon, which are then used to construct an image of each 
interface. The Kirchoff integral responses of these images are then 
calculated, so providing a more complete solution than obtainable from 
normal-incidence ray — tracing. Raynaud (1986 and in prep.) points out 
that Kirchoff methods are particularly suitable for modelling 
arbitrary reflector geometries with short reflector lengths.
The third module, FAST WAVE, traces vertical rays to the control points
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on each interface and then calculates approximate migration velocities 
for each horizon. This velocity combined with the vertical travel-time 
data is used to generate pseudo ray path data for all surface points, 
assuming the move-out is hyperbolic. This module assumes that lateral 
velocity variations can be ignored, as it does not allow for 
refractions at intervening boundaries (it is in effect Kirchoff 
migration in reverse). It was however the preferred module as it 
provided a more complete solution than normal-incidence ray-tracing 
(automatically generating diffractions with realistic amplitudes) and 
was computationally an order of magnitude quicker than the WAVE 
option. As, on the whole, simple models (i.e. with little velocity 
variation) were used, the FASTWAVE module was considered adequate. It 
was a necessary trade-off to use this module rather than WAVE - some 
of the models described here took, with FASTWAVE, around 8 hours of 
CPU time (overnight runs) on the Wyoming computer and would not have 
been run if they had used the WAVE module. Previous assessments made 
at the University of Wyoming had shown that the results obtained using 
FASTWAVE on complex models could not be distinguished from results 
obtained using WAVE.
After generation and sorting of the raypath data, the Spike Generation 
m o d u l e  (SPGENR) of A.I.M.S. is used to calculate time events 
corresponding to each ray. At this stage allowance can be made for 
spherical spreading and attenuation. None was made for attenuation, 
as it is far from clear what value should be used for Q within the 
basement, although most authors calculate that it should be in the 
range of 200-1000 (e.g. Raynaud 1986; Hobbs 1987 and pers. comm.). If 
such high values of Q are typical, attenuation may reasonably be 
ignored in modelling. Spherical spreading and transmission losses were 
however included.
Before convolving the reflectivity series with a wavelet, random noise 
could be added within A.I.M.S.. It was preferable to add noise before 
convolution as then the noise would be automatically band— limited 
during the convolution. In A.I.M.S., the noise level is specified as 
decibels down from the peak value of the strongest event on the
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section. A value of 10 dB down produced results closely resembling the 
appearance of BIRPS data. However for the more complex models, the 
addition of noise within the A.I.M.S. module was too expensive in 
terms of computer time and also meant that every time the noise was 
varied, the synthetic had to be created afresh. Hence, for these, 
band-limited noise was added after the A.I.M.S. modelling was 
complete, i.e. during the processing stage (using a module developed 
at Wyoming by Kubichek). Noise added using Kubichek's module was, 
unless stated otherwise, 2.5 times the RMS value of the signal over 
that trace. These two sets of noise values appear to produce 
comparable results.
The final stage within A.I.M.S. was to convolve the time-series with a 
wavelet, using the WAVELET module. A variety of wavelets were 
available, but a minimum phase 6-30 Hz Butterworth wavelet was 
preferred (Fig 4.1). This approximates a marine airgun signature 
after the sort of frequency filtering appropriate for the deeper parts 
of real data, so keeping as close as possible in appearance to BIRPS 
sections.
At the end of each run, A.I.M.S. provides a run history, which 
includes a 'maximum sample value', a unitless value corresponding to 
the peak amplitude on the synthetic section. This can be used as a 
rough guide to the amplitude of reflections likely to be generated by 
each geometrical model. Some of these values are given below.
Processing was done on a VAX 11/780 computer, using Digicon's DISCO 
software. It was designed to simulate BIRPS data and primarily 
consisted of a running mix (weighted 121 for synthetic sections having 
a 50 m (before scaling) trace separation, 141 for wider trace sepa­
rations) to a p p r o x i m a t e  the effect of arrays and long array 
simulations. These are extensively used in BIRPS processing (Warner 
1986).
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Figure 4.1 The minimum phase 6-30 Hz wavelet used in the A.i.M.S. 
modelling, shown both in the time and frequency domains. This wavelet 
was chosen to approximate a frequency-filtered airgun signature as 
used on the BIRPS data.
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4.2 The size of ^  reflection.
One of the most interesting observations described in Chapter 5 
concerns the length and continuity of lower crust reflections. As most 
reflections from the lower crust are far shorter than the Fresnel Zone 
diameter, they must have been shortened in some way.
There are a number of ways that reflections can appear shorter than 
the Fresnel Zone diameter on an unmigrated seismic section. In brief, 
they can be partly obscured by noise, they can be focussed, they can 
be disrupted by static and dynamic shifts (caused for instance by 
lateral variations in the overlying velocity structure), or they can 
be cut by one or more other reflections into segments. Of course, all 
combinations of the above are also possible. A.I.M.S. modelling was 
use to investigate some of these possibilities. In all these models 
(unless stated otherwise), the pod or lens is of density 3.0 g.cm”  ^
and velocity 6.3 km.s"\ whereas the 'matrix' is of density 2.8 g.cm“  ^
and velocity 6.0 km.s"\ giving a reflection coefficient of 0.06. 
These velocities are perhaps slightly lower than probable for the 
lower crust, but are consistent with an average crustal velocity of 
around 6 km.s"^ It was computationally simpler to have a constant 
velocity upper crust. In general, all parameters used during modelling 
were chosen to duplicate BIRPS data as far as possible.
4-21 Noise
It is hard to see how randomly-distributed, incoherent noise (similar 
to ambient noise) could alone produce the short strong reflections 
commonly observed in the lower crust. If the signal-to-noise ratio is 
low enough to obscure parts of reflections, it is hard to explain the 
strength of the reflections that are seen, and the apparently low 
noise levels in the LCRZ as imaged on many BIRPS lines. When the data 
is noisy, lower crust reflections are poorly imaged, if seen at.all 
(Hobbs et al. 1987; Matthews et al. 1987), rather than obviously 
shortened. However in combination with other factors, noise may become 
more important. Some of these possible combinations will be discussed 
later in this section.
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4.22 Focussing
Focussing by a concave-up reflecting surface can produce short, strong 
events. Unless lower crustal reflectors consistently have a concave— 
up, focussing geometry, we would expect, for every focussed 
reflection, at least one broad defocussed event and if the geometry of 
the reflecting bodies was such that the focus was buried, perhaps more 
apparent1y-defocussed than focussed reflections. This can be seen in 
Fig 4,2, which shows the response of a single lens-shaped reflector at 
20 km depth. The lower surface of the lens produces a short strong 
reflection which is about 4 km long, whereas the upper surface 
produces a broad, convex-up event spread over almost 15 km. Focussing 
alone cannot explain the sub-Fresnel size of most lower crust 
reflections,
Fig 4,2 does h o w e v e r  also illustrate that broad, defocussed 
reflections are considerably weaker than their focussed counterparts. 
As a result, defocussed reflections could be obscured by noise without 
affecting focussed ones, so a combination of focussing and noise could 
conceivably result in dominantly short reflection segments. Fig 4,2 
shows how noise can obscure the defocussed event far more than the 
shorter focussed event. Such focussing would however require rather 
ideal shapes (having the focus near the receivers) and may be 
geologically unrealistic as far as producing the strongly reflective 
lower crust,
4.23 Amplitude variation
As mentioned above, noise, when combined with focussing and 
defocussing effects, can produce short reflection segments. In this 
case and in general, noise can be expected to obscure weak reflections 
or parts of reflections, but leave stronger events intact. If for 
instance, the amplitude of a reflection varied along its length, noise 
could obscure the weaker parts of the signal. One example would be the 
detection of the sub-horizontal parts of reflections, but not the 
weaker diffraction tails that may be associated with them. This is 
illustrated in Fig 4,3, A scatter of lens-shaped reflectors (the model
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is that shown later in Fig 4.7) produces strong sub-horizontal, 
focussed events, and broad convex— up defocussed events with long 
diffraction tails. Progressive addition of noise to the section 
results in the gradual disappearance of the diffraction tails and 
defocussed reflections, leaving only the stronger sub-horizontal 
reflections (Fig 4.3). As this tends to emphasise the sub-horizontal 
parts of reflections, it may contribute to the 'layered' appearance of 
the LCRZ.
Another way to cause the amplitude of a reflection to vary sharply 
along its length would be if the quality of signal penetration varied 
along the line - poor signal penetration would result in weaker 
reflections which could be obscured by noise (Warner 1987). Only the 
strongest reflections would, when weakened, still show above the noise 
levels. Such effects should produce variations in the character of the 
LCRZ that are largely independent of lower crustal geology. It is 
however unjustified to assume that reflections partly obscured by 
noise would otherwise appear long and continuous, as it would also 
obscure other effects, such as focussing and spatial interference.
True amplitude plots of BIRPS data show that amplitude variation, 
probably due to variable signal penetration, does occur: Fig 4.4 shows 
a detail of a true amplitude plot of the WINCH 1 profile on which 
vertical stripes of strong and weak reflections are clearly visible, 
corresponding to regions of good and poor signal penetration. However 
it is doubtful if this is the way that most lower crust reflections 
are shortened as a comparison with Fig 4,5 shows that lower crust 
reflections within the high amplitude stripes are short and cross­
cutting, rather than long and continuous.
So noise, in combination with focussing effects or varying degrees of 
signal penetration can at least in part explain the origin of short 
reflection segments,
4.24 Shifts
Lateral variation in the overlying velocity structure has been shown
100
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Figure 4.3 Progressive addition of noise to the synthetic response of 
a scatter of large lenses (see Fig 4.7) obscures the diffraction tails 
and eventually the defocussed events, but leaves the short, strong 
focussed reflections intact.
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Figure 4.5 WINCH 1, showing long and continuous Flannan Fault 
reflections underneath a zone of short, cross-cutting lower crust 
reflections.
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(Gibson and Levander 1987) to be an excellent way of producing short 
reflection segments by introducing static and dynamic shifts to 
disrupt reflection continuity. Such effects would be totally 
independent of the amplitude of the reflection and should continue the 
whole depth of the seismic section and so disrupt reflection 
continuity all the way down the section. This is not usually the case. 
For instance, on the DRUM line, short lower crust reflection segments 
are underlain by long continuous events associated with the Flannan 
Fault and the W reflector (McGeary and Warner 1985). WINCH line 1 
(Brewer and Smythe 1986) shows similar features (Fig 4.5): the
reflections in the lower crust have clearly been shortened, but those 
in the mantle appear far-less disrupted. This contrast in reflection 
character is hard to relate to such external influences. Instead, the 
complexity of the LCRZ may be generated by variability of physical 
properties within the lower crust itself.
4.25 Spatial interference
Another way to shorten a reflection is to cut it with one or more 
other reflections. This is called 'spatial interference' (Hurich et al. 
1985a; Hurich and Smithson 1987), which can be defined as interference 
between reflections from closely spaced (in 3-D) reflecting bodies. 
Goleby et al. (1987) and Sandmeier et al. (1987) have, in effect, 
described spatial interference as a necessary influence on lower crust 
reflection character, and it has already been noted that lower crust 
reflections ^  appear to cross-cut (e.g. Figs 3.4 - 3.7) so spatial 
interference clearly does occur. However, it is not clear how 
important an influence on reflection character spatial interference is 
likely to be, nor what factors may control the degree of spatial 
interference, and so influence the reflection character of the LCRZ.
4.3 The controls on spatial interference.
This section examines, through 2-D seismic modelling, the controls on 
the amount of spatial interference, and relates the reflection 
character resulting from different amounts of spatial interference to 
the three-dimensional reflection character of the lower crust, in
104
order to provide constraints on its 3-D structure. These conclusions 
are then supported by the results of limited 3-D modelling.
In order to investigate the controls on the degree and style of 
spatial interference, a series of simple models were used. Models 
consisting of lenses or pods, around or smaller than the Fresnel zone 
diameter, were preferred as they allowed the controlling factors to be 
easily assessed, and are geologically reasonable. As stated earlier, 
each pod or lens in the models is of density 3.0 g.cm"^ and velocity
6.3 km.s whereas the 'matrix’ is of density 2.8 g.cm”  ^ and velocity 
6.0 km.s giving a reflection coefficient of 0.06.
Fig 4.6 compares the response of a single small lens-shaped body 
(measuring 500 X 100 metres) at 20 km depth (Fig 4.6a) and a scatter 
of 20 such bodies, distributed over 12 km laterally and between 20 and 
26 km in depth to give an average reflector spacing of around 2 km 
(Fig 4.6b). The response of the single body resembles a diffraction, 
except that nearly all the energy is concentrated in the flatter part 
of the event, a length of about 5 km. As with many reflectors smaller 
than the Fresnel zone, it becomes semantic whether events like this 
are regarded as reflections or diffractions, particularly as the 
weaker diffraction tails are partly obscured by noise. The scattered 
bodies produce a more complex pattern (Fig 4.6b, with a maximum output 
value of 0.016) including weak diffraction tails and, m ore 
importantly, short flat reflection segments. These are caused by 
spatial interference between the reflections from different lenses, 
and many do not directly represent real structure. These include the 
segments arrowed in the synthetic section. However, events such as 
these may well be incorporated into a line drawing, and subsequent 
ray-trace migration of the line drawing would suggest the presence of 
a reflecting body where there is in fact none. This effect, which 
becomes more pronounced, but more difficult to see, when the spatial 
interference becomes more complex (see Fig 4.10 for instance), 
suggests that the widely used technique of selecting reflection 
segments (i.e. making a line-drawing) and migrating these, rather than 
the entire wavefield, should only be used with great care. Similarly,
A S IN G LE  SMALL LENS -  MODEL SCATTER OF SMALL LENSES -  MODEL
km
2 4
12l< m80 4
20
km
25
10
Figure 4.6a A single small lens measuring 500 by 100 metres at 20 km depth appears on an unmigrated 
section as a single broad event, partly a reflection, partly a diffraction. This can be called a "small- 
body diffraction". Noise has been added to 10 dB below the peak signal value.
4.6b A scatter of 20 small lenses (500 by 100 metres in size and at 20-26 km depth) produces short, 
flat segments where small-body diffractions cut and cross each other. These short, flat segments, 
including those marked by arrows, are the product of spatial interference. Noise added as in Fig 4.6a.
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any processing designed to enhance flat, strong, and possibly false 
events should be applied with caution, particularly before attempting 
migration. This includes the use of coherency filters and even long 
array simulations,
4.31 Reflector size
The size of the reflecting body has little direct influence on the 
size of a reflection. This can be seen by comparing the response of 
the small pods of Fig 4,6b with the response of a model (Fig 4,7) 
consisting of large lens-shaped reflecting bodies, about the Fresnel 
zone diameter in length (they measure roughly 3 km long by 0,5 km 
thick). The lenses are however still separated by about the same sort 
of distances as the smaller lenses or pods of Fig 4,6b, The resulting 
section contains reflections of much the same general appearance in 
terms of shape and length. The only appreciable difference is that the 
larger lenses produce stronger reflections as they can occupy more of 
the Fresnel zone at any one time: the maximum output value for this 
section is 0,046.
4.32 Reflector spacing
Fig 4.8 shows that a closer grouping of these larger lenses, produces 
more short reflections than the wider separation in Fig 4,7 with few 
events longer than 3 km. The lenses of Fig 4.8 are no larger, but are 
closer together so that their corresponding reflections interact more 
to produce more short reflection segments: if spatial interference is 
to dominate the reflection character, the reflecting bodies have to be 
sufficiently close for such interaction between reflections to take 
place. Fig 4.8 shows that the separation of the reflecting bodies must 
be an important control on spatial interference, and, as a result, a 
stronger influence than reflector size in determining the length of 
the reflection segments in this case. The close spacing has had little 
effect on the amplitude of the reflections: the maximum output value
for this section is 0.044.
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4.43 Reflector shape
As reflections must have different dips if they are to cut each other 
(spatially interfere) the shape of the reflecting body may matter, 
particularly in determining the overall appearance, or character, of 
the seismic section. This can be seen by a comparison of Fig 4.8 with 
Fig 4.9. In the latter the model has been horizontally shortened by a 
factor of 0.4 to produce lenses with a smaller aspect ratio. These 
result in far more dipping reflections in Fig 4.9 than in Fig 4.8 
which, together with the closer lateral spacing of the lenses, 
increases the spatial interference and consequently produces shorter, 
less continuous reflection segments. It is also noticeable that the 
presence of more dipping reflection segments makes the section appear 
noisier and less coherently reflective than in Figure 4.8.
A different model consisting of still more rounded lenses or pods (the 
aspect ratio is around 1.5-2) produces still more strongly dipping 
r e f l e c t i o n s  (Fig 4.10). Notice however that strong spatial 
interference effects still produce relatively flat reflectio-n. 
segments, even though the model is fairly rounded. Moreover, the most 
steeply dipping events are likely to be slightly suppressed by CMP 
stacking, arrays and array simulations.
Some of the flat reflection segments in Fig 4.10 appear to have joined
up to form relatively long and flat sub-horizontal reflections (shown 
arrowed). As there are no individual structures in the model capable 
of producing a long flat event, it is clearly dangerous to relate 
similar events seen on deep seismic data to relatively long and 
continuous structures. Spatial interference effects can also produce 
events longer and flatter than expected, although judging from the
modelling results, these may be unusual.
4.34 Reflector packing
It has been mentioned already that spatial interference is strongly 
dependent on reflecting structures being sufficiently close. Clearly 
more small lenses than large lenses can be packed into a given area. 
Fig 4.11 shows that the effect of closer packing is to increase the
SHORT, FAT LENSES -  MODEL
10 15 km
A
F igure 4.9 The model of Fig 4.8 has been 
compressed horizontally to 0.4 its original size, 
producing shorter, more curved reflecting bodies. 
Shown at both the same scale (a) as Fig 4.8, and 
as an enlargement (b). The resulting synthetic 
section has many short, dipping events as spatial 
interference has been increased. The section 
appears less coherently reflective than Fig 4.8. 
Noise added as in Fig 4.8.
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amount of spatial interference. Here the model of Figure 4.8 has been 
reduced to two-fifths size (the lenses now measure around 1200 m long 
by 200 m thick, and are between 100 and 200 metres apart). The result 
is a synthetic section consisting of extremely short (mostly less than 
a kilometre long) flat reflection segments, the product of extremely 
strong spatial interference. It is now virtually impossible to relate 
individual reflection segments to individual lenses, although the 
reflections do form a layer that corresponds well to the confines of 
the model. The amplitude of the segments is nearly as high as in Fig 
4.8 (maximum output value is 0.037): reflections from individual
bodies are weaker but the short segments seen are the product of 
strong constructive spatial interference between two or more 
reflections. Close packing reduces the influence that the size of the 
lens has on the reflection amplitude, and, in these models, packing 
(itself a function of the separation and the size of the reflecting 
bodies) is the strongest control on the amount of spatial interference 
and hence on the size of the reflection segments.
In conclusion, it seems likely that the reflection character of the 
reflective lower crust is often strongly influenced by spatial 
interference effects, although noise, focussing and variable amounts 
of signal penetration can all also be major influences on the size and 
continuity of reflections from the lower crust. It is important to 
realise that noise on a section may obscure short cross-cutting 
reflections as much as long and continuous reflections, and it is 
unjustified to assume that strongly obscured reflections would be long 
and continuous if imaged more clearly, as is often implied (e.g. Peddy 
and Hobbs 1987).
The effect is likely to be strongest within a complex zone containing 
many reflectors (such as perhaps the lower crust) and will be far less 
effective in narrow zones (such as an isolated shear zone). As a 
result, spatial interference would not be expected to shorten the 
Flannan Fault reflections (described earlier as fairly continuous over 
more than 5 km) as this structure is too far away from other 
reflective structures to be cut by their reflections and may be too
113
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localised for much internal spatial interference.
4.4 3D EFFECTS.
So far we have not taken into account three-dimensional effects such 
as out-of-plane reflections. Real structures are however three- 
dimensional, so we must consider such effects (Blundell and Raynaud 
1986). Migration for instance is strongly influenced by 3D effects: 
any 2D migration of a 3D structure is likely to produce misleading 
results, particularly if the structure is complex as may be the case 
for basement reflectors. This is illustrated in Fig 4.12. Here, the 
response of a surface undulating in 3-D (Fig 4.12a) has been generated 
using Digicon's 3-D ray-tracing package, ISMS. The synthetic section 
(Fig 4.12b) shows relatively flat convex-up events. 2-D ray-trace 
migration (Fig 4.12c) of this section fails to clarify the structure 
of the reflecting surface (Fig 4.12d) directly beneath the synthetic 
profile. If this sort of effect occurs with real data, it is hardly 
surprising that 2D migration rarely clarifies basement structure.
2D modelling has similar limitations as it cannot include out-of-plane 
reflections. As a result it is unlikely to reproduce the data exactly 
but may still approximate some of its characteristics. It is however 
necessary to consider 3-D effects and the influence of out-of-plane 
reflections, through ‘thought experiments' and limited 3-D modelling.
Consider the response of a horizontal corrugated sheet structure 
consisting of folds across the corrugations, but appearing flat along 
the corrugations. A profile across the corrugations shows 
discontinuous dipping events and bow-ties (the foci of the corrugation 
folds are buried) all from within the plane of section. Each of these 
reflections would correspond to a flat, continuous, and probably out- 
of-plane reflection on an orthogonal line along the axis of the 
corrugations. In general, a dipping in-plane event on one seismic 
section will correspond to a flat out-of-plane event on an orthogonal 
profile, and the further out-of-plane a reflection is, the flatter it 
will appear.
Figure 4.12a Surface undulating in 3-D to be modelled.
4.12b Response of this model as it would appear on an unmigrated seismic section.
4.12c 2-D raytrace migration of this seismic section. Note that this fails to clarify the
structure.
4.12d The structure directly underneath the line - a successful 3-D migration should image this
structure, whereas a 2-D migration clearly does not (4.12c).
1 1 6
We have seen that more dipping events are produced in the plane of 
section when the reflecting surfaces dip more steeply, i.e. if the 
structures are made shorter or fatter (compare Fig 4.9 with Figs 4.8 
and 4.11). In a general three-dimensional model where the reflecting 
bodies are elongated along one horizontal axis relative to the other, 
there will be more steeply dipping surfaces in the 'short' direction, 
producing more dipping events along a profile running in that 
direction. An orthogonal profile along the length of the reflecting 
bodies will consequently contain more relatively plane, sub-horizontal 
out-of-plane reflections. The two profiles will contain trace-for- 
trace the same overall number of reflections, but the proportion of 
dipping in-plane reflections to flatter out-of-plane reflections will 
be different. As a result there will be more spatial interference 
between dipping events (and hence shorter, less coherent reflections) 
on the profile along the 'short' direction, assuming spatial 
interference is the principal control on the reflection character. 
Such a model may consist of the lenses of Fig 4.9 in the short 
direction and those of Fig 4.8 in the other. Because 2-D modelling 
cannot show out-of-plane reflections. Fig 4.8 appears to have less 
events on each trace than Fig 4.9. Out-of-plane reflections will 
however preferentially increase the multiplicity of reflections in Fig 
4.8, so that trace-for-trace the two profiles would have the same 
number of reflections. Fig 4.8 would contain a higher proportion of 
out-of-plane events, which would be flatter, resulting in less spatial 
interference and so making the section appear more coherently 
reflective with longer and flatter reflections than Fig 4.9.
Clearly we need to support these 'thought experiments' with 3-D 
seismic modelling. Cohen and Bleistein (1983) have modelled the 
synthetic response of simple 3-D fold structures. One of the models 
they used consisted of a syncline whose focus was buried in one 
direction, but not in the other. Using Kirchoff forward modelling, 
they generated the synthetic response of this model along these two 
orthogonal directions. They found that the synthetic profile that ran 
along the length of the syncline rather than across it, produced 
longer and flatter reflections than the profile across the structure.
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which consisted of strongly dipping bow-ties.
Further work has been done using a ray— tracing program developed by 
Dr. David Waltham (Waltham 1987). The program uses Fermat's principle: 
instead of tracing a whole series of rays from the source, through any 
interfaces and eventually seeing which if any reach the receiver, this 
program traces all the rays from the source to the receiver, and then 
uses stationary points in the travel-time function to indicate which 
rays are valid. Amplitudes are calculated using a modified form of 
Kirchoff's Integral.
Using this program, the synthetic response of a 'simpie corrugated 
sheet structure has been calculated. This was constructed at a depth 
of 20 km, with a wavelength of 2km and an amplitude of 100m so that 
the focus was buried. Fig 4.13 shows this model and its synthetic 
response along profiles shot at 0° (along the corrugations), 10°, 30°, 
60° and 90° to the corrugations (i.e. the 90° profile was directly 
across the structure). The sections clearly show the expected result: 
a decrease in coherence and flatness as the line runs more and more 
across the structure rather than along it. Note that anomalously high 
amplitudes are generated at the ends of the bow-ties. This is an 
artefact of the program and not a real effect. On some of the 
synthetic sections, these spurious high amplitudes have affected the 
scaling of other events. This is again not a real effect. Despite 
these problems, these results support the conclusion of the thought 
experiment described earlier.
Further work (being carried out by Dr. Waltham) is currently 
investigating the response of structures that vary in 3-D, such as 
'eggbox' and 3-D lens-shaped structures. As yet there has been no 
confirmation of the general conclusion described earlier.
4.5 Variability within the reflective zone.
The lower crust is not uniformly reflective, but varies vertically, 
laterally and with azimuth in terms of reflection amplitude and
TWT B9Œ
C 60
Figure 4.13 Corrugated sheet model, consisting of a single surface undulating with a wavelength of 2 km 
and an amplitude of 100 m. Synthetic sections along the structure and at increasing angles to it (10, 30, 
60 and 90°) show that as the structure becomes more in the plane of section (as the angle between the 
profile and the corrugations increases towards 90°) it is imaged as more steeply dipping and less 
continuous reflections.
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coherence. This section uses the results of modelling to investigate 
these variations.
4.51 Variation with azimuth
If the reflection character of the LCRZ is dominated by spatial 
interference effects, the variation of coherent reflectivity and 
reflection continuity and dip described in Chapter 5 may be related to 
the 3-D shape of the reflectors (Reston 1987). This paper predicted 
that reflectors must be longer in the strike direction (subjectively 
more reflective with longer and flatter reflections) than in the dip 
direction, as out-of-plane events would contribute to the flatness and 
continuity of these events. To recap: out-of-plane reflections are 
generally flatter than in-plane ones, and so will not cross as often. 
This will lead to longer as well as flatter reflections. Hence, if 
lower crust reflecting bodies are longer in one direction than the 
other, then a profile shot along the length of the reflecting bodies 
will contain longer, flatter and further out-of-plane reflections than 
an orthogonal profile shot across the reflectors. The two sections 
will contain trace-for-trace the same number of reflections, but those 
in the profile running parallel to the length of the reflectors should 
appear longer, flatter and more continuous. This profile will 
subjectively appear more reflective in much the same way as do strike- 
lines (Chapter 3).
4.52 Variation with depth.
The models of Figs 4.6-4.11 can also be used to investigate the 
increase in reflection length, flatness and continuity with depth. 
This may be an effect of flattening the diffraction curve with depth 
(Brown pers. comm.), or may reflect a change in geometry of lower 
crust reflectors as the crust-mantle transition is approached.
Although there is a slight flattening in the reflection curve with 
depth on the synthetic sections, there is little apparent flattening 
or lengthening of the reflection segments (produced by spatial 
interference) towards the base of the synthetic sections, and 
certainly far less than is sometimes apparent on real data (Figs 3.2
1 2 0
and 3.5). This suggests that in some cases, lower crust reflectors 
become longer or flatter with depth as the CMT is approached.
4.53 Transparent zones
The third, and possibly the most interesting variation in reflectivity 
seen on DSRP is the occurrence of relatively non-reflective 
('transparent') zones, bounded by reflective bands. The SWAT data in 
particular show relatively transparent zones bounded and separated by 
narrow zones of high reflectivity (Figs 3.13, 3.14). As discussed in 
Chapter 3, it is unlikely that the lack of reflections in these so- 
called transparent zones is a geophysical effect, and may instead be 
related to real geology. The 'finger-type' pattern exhibited by WINCH 
may be explained in terms of some gross stratification of the 
lithosphere, but the transparent zones seen on the SWAT data may have 
a more complex origin.
One possible explanation of the large-scale variations in reflectivity 
is the way that the crust's strength is thought to vary with depth and 
composition (Meissner et al. 1987; Kusznir and Park 1987), and the 
implications this has for the way the lower crust is extended. Crustal 
strength is probably limited by the strength of the weakest major 
mineral component, which for the upper crust is probably quartz 
(Meissner et al. 1987; Kusznir and Park 1987). However evidence from 
lower crustal velocities, densities and xenoliths (Chapter 2) suggests 
that the lower crust is more mafic, and hence contains little quartz. 
Instead lower crustal rheology is probably controlled by stronger 
feldspar minerals (Meissner et al. 1987; Kusznir and Park 1987). This 
change in mid-crust from a quartz to a feldspar dominated composition 
results in a zone of weakness just above the transition (Meissner et 
al. 1987; Kusznir and Park 1987). A second zone of weakness occurs 
just above the crust-mantle transition (CMT) below which the rheology 
of the mantle is dominated by even stronger olivine (Meissner et al. 
1987; Kusznir and Park 1987). These zones of weakness (Fig 4.14) bound 
the relatively strong, but still plastic (Meissner and Kusznir 1987; 
Rutter 1986) lower crust and tend to decouple it from deformation in 
the upper crust and mantle.
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It is instructive to consider in what way a strong, plastic, decoupled 
lower crust should stretch. Slip-line field theory (Johnson et al. 
1970) shows that plane—strain stretching of a plastic layer (such as 
the lower crust), between two friction-free surfaces (equivalent to 
the zones of weakness that bound the lower crust) results in the 
development of dipping shear zones (Johnson et al. 1970) cutting 
through the plastic layer (Fig 4.14). Such structures (shear bands) 
develop in plastic materials during extension (Bowden 1970) and in the 
rolling of metals (e.g. Duggan et al. 1978). The ideal angle at which 
the shear zones dip would initially be about 45 degrees (Johnson et 
al, 1970), but in practice the shear zones may develop at a 
considerably shallower angle (Ramsay 1980; Gapais et al. 1987, and see 
Section 5.52), particularly if the plane-strain assumption is invalid 
(Gapais et al. 1987). Furthermore, this angle would decrease during 
extension as the shears are rotated (Platt and Vissers 1980). So, by 
analogy, a plastic lower crust that is bounded by weak zones, should, 
during extension, develop zones of strong simple shear, which would 
dip at less than 45° and would divide the lower crust into relatively 
undeformed lozenges. The angle of dip would also appear smaller if the 
structure was viewed obliquely. Conjugate, extensional zones of simple 
shear have been reported from the Ivrea Zone (Brodie and Rutter 1987), 
a possible lower crustal section.
A model incorporating such shear zones has been constructed (Fig 4.15) 
so that its seismic response can be generated and compared with real 
data. Large lozenges of undeformed basement (measuring about 30 km 
long) are separated by 'shear zones'. These are schematically 
represented as low-velocity zones containing small lenses of basement 
material. The seismic velocities chosen were 6.3 km.s"! for the 
basement, to approximate that of the whole crustal section, and 6.0 
kms” ! for the shear zones. The precise values used are unimportant, 
and the shear zones could equally well have been assigned a higher 
velocity than the basement. The model is simply intended to illustrate 
the geometry of the reflections that are generated in two dimensions 
by a large-scale anastomosing shear zone. The A.I.M.S. package was
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used to produce the synthetic seismic response of this structure (Fig 
4.15). The synthetic section consists of two sub-horizontal bands of 
reflections, and two dipping bands that cross slightly towards their 
base. These bands of reflections clearly correspond to the sets of 
sub—horizontal and dipping shear zones of the model: although
individual reflections need not correspond to reflecting structure, 
reflection groups do appear to do so. There is a good resemblance 
between this synthetic section and part of SWAT 1 (Fig 4.16). Note 
that the structure used to model SWAT 1 is relatively low-angle: the 
shears may have formed at a low-angle or may have been rotated, but 
the angle may have been further reduced by the obliquity of the 
section. SWAT 1 runs approximately along the strike of upper crustal 
structures and so may also be aligned obliquely to lower crustal 
structures. On WINCH 4, which intersects SWAT 1, a transparent zone is
also present, though not as clearly imaged. Here (Fig 4.17) the
reflective bands appear steeper, suggesting that SWAT 1 runs along the
structures in the lower crust to some extent.
It therefore appears that a model of the lower crust as a large-scale 
anastomosing shear zone, formed during extension, may be appropriate 
for the region of SWAT 1, and strongly suggests that lower crust 
reflections represent shear zones. If bulk pure shear is concentrated 
into an anastomosing network of zones of simple shear, large amounts 
of shear strain are likely to be generated within the shear zones, 
developing strong shear fabrics which may be reflective. This does not 
necessarily imply that shear fabrics are the cause of lower crust 
reflections, although this certainly is a possibility; it does however 
indicate that the reflective zones of the lower crust may be from 
shear zones and so are structurally controlled. For instance, the 
emplacement of igneous intrusions is often structurally controlled 
(Wheeler et al. 1987), as are the presence of fluids (Gough 1986), and 
both may contribute to the reflectivity of shear zones.
This also has implications for the way the lower crust is deformed. 
Even when the lower crust is extended by bulk pure shear, this 
stretching can be accomodated along localised (Bowden 1970) simple
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shear zones, which allow movements between relatively undeformed 
lozenges of lower crustal material. Most of the deformation is likely 
to be concentrated into these localised shear zones (Bowden 1970) but 
some may be taken up by pure shear within the lozenges, which are 
likely to warp and bend to accomodate their relative movement (Platt 
and Vissers 1980), Similar models have been proposed before (e.g. 
Kligfield et al. 1984; Henyey et al. 1987), but not perhaps on this 
sort of scale.
4.6 Complex reflections the seismic response of complex structures
The modelling described so far has been of hypothetical structures, 
designed to simulate the reflection character of deep seismic 
reflection profiles. Another approach to modelling the structure of 
the lower crust, and indeed of crustal reflections in general, 
involves generating the seismic response of real or possible 
geological structures. These can then be compared with seismic data, 
which can help constrain the deep structure along those sections. The 
models shown here are the seismic response of complex fold structures, 
derived from Alpine cross-sections (Collet 1974), and illustrate the 
difficulty in interpreting complex structures from seismic profiles. 
Whether these actual structures are good analogues of the lower crust 
is unimportant, although similar complex fold structures have been 
suggested for the deep crust (Smithson et al. 1980).
The first section shown is through the Tauern Window of the Eastern 
Alps, and consists of a large-scale recumbent fold structure (Fig
4.18) incorporating mainly eclogitic gneiss and metasedimentary 
schists. The velocities and densities used were chosen to approximate 
those of gneisses and schists (normal to the foliation), but are not 
critical: the model is intended primarily to illustrate the complex
geometry of reflections that would result if such a structure was 
imaged on a deep reflection profile.
The seismic response (Fig 4.19) of this large-scale recumbent fold 
structure is dominated by broad convex-up, defocussed events from the
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folds. These may to some extent be obscured by noise. In general, the 
section does not resemble the seismic response of the lower crust as 
seen around most of Britain, but is similar to the strong, convex—up 
events seen on part of the NEC line (Fig 3.8).
Although the synthetic section shown in Fig 4.19 was generated using 
the FASTWAVE opton of A.I.M.S., which does not trace normal incidence 
rays, it is possible, by tracing normal incidence rays from the same 
model, to relate the synthetic reflections of Fig 4.19 to different 
parts of the model. Fig 4.20 shows this model and the normal incidence 
rays traced from it. It is most striking that reflections from fairly 
steeply dipping parts of the model show as far more moderately dipping 
features on the synthetic section, but displaced a considerable 
distance (e.g. more than 20 km) from their 'migrated' position. In 
order to fully appreciate the response of complex structures at these 
sorts of depths, it is necessary to use a model that is sufficiently 
long to include these dipping reflections. There is no point in 
generating the synthetic response of a complex structure at 25 km 
depth if the input m o d e l  is only 10 km or less in length. 
Incidentally, the rays in Fig 4.20 show little deflection due to 
refraction as they pass through the overlying model, which suggests 
that the use of the FASTWAVE option (which does not allow for 
refraction) is justified.
It is possible that the reflectivity of the lower crust is enhanced by 
the flattening of the diffraction curve and the broadening of the 
Fresnel Zone with depth. It is therefore interesting to compare the 
synthetic response of this fold structure at lower crustal depths (Fig
4.19) and 10 km nearer the surface. The shallower model, which is 
o t h e r w i s e  identical, produces a r esponse (Fig 4.21) almost 
indistinguishable from that of the deeper model (Fig 4.19). The 
geophysical effects of moving to lower crustal depths may be 
insufficient to explain the contrast between the reflective lower 
crust and the transparent upper crust.
A second cross-section, this time through the Western Alps, shows the
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Structure of the Silvretta Nappe (Fig 4.22). Notice that this section 
is dominated by a detached flat-lying nappe structure, consisting of 
various inter-layered lithologies, mainly metasedimentary schists and 
basements gneisses.
As this structure is far more flat-lying than the model of Fig 4.18, 
it may reproduce more accurately the reflection character of events 
seen in the basement of the UKCS. The synthetic response of this 
structure, illustrated in Fig 4.23, does contain stronger flat-lying 
events, but is also dominated by broad, convex-up reflections. The 
reflection pattern does fit some British deep data, notably portions 
of the WINCH and NEC lines north of the lapetus suture (Fig 3.8). It 
is thus at least possible that these data image Caledonian fold 
structures, although it must be stressed that these may not be the 
only appropriate models. It is however less appropriate than the lens 
models described earlier for the highly reflective lower crust seen on 
much of the SWAT and WAM data.
4.8 Summary.
This Chapter has shown that spatial interference can dominate the 
reflection character of the LCRZ. Noise can also obscure weak 
reflections, but as this is not dependent on lower crustal geology, it 
is perhaps more appropriate to relate the variation in reflection 
character within the LCRZ to spatial interference effects. These are 
not the only influence, but are the ones most closely linked to 
geology. As a result, where these effects dominate, the reflection 
character of the lower crust can provide information about the nature 
of the lower crust. If the reflections in the LCRZ are often part of 
an interference pattern, reflections may not map one-to-one with 
reflecting structure, although bands of reflections do appear to 
correspond to bands of reflecting structure. Clearly this influences 
the way we should approach interpretation of the LCRZ, and it is only 
by considering the importance of such effects that we can investigate 
the nature of the lower crust.
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The controls on the degree of spatial interference (and hence on the 
reflection character) are the packing and to a lesser extent the shape
of the reflecting bodies. In general, longer, flatter and more widely
spaced reflecting bodies produce longer reflection segments. Closely 
packed reflecting structures produce short reflecton segments, which
may however merge into an apparently 'layered' zone of reflections, as
the response of individual structures becomes blurred. Because of 
effects like this, the term 'layered lower crust' can be misleading as 
it implies geological layering that may not be present.Indeed, the 
most layered structure shown here (which is fairly flat-lying - Fig 
4.22), does not reproduce the reflection character of much of the 
reflective lower crust as well as more discontinuous models.
Other work has shown that the occurence of relatively non-reflective 
('transparent') zones in the lower crust can be modelled structurally 
as relatively undeformed zones surrounded by reflective zones of 
shearing. It is worth pointing out that although this implies that 
reflections may, in some cases, come from shear zones, it is not 
necessarily the shear fabric that is reflective. This will be 
discussed at length in the Discussion (Chapter 5).
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CHAPTER 5.
DISCUSSION: THE NATURE OF LOWER CRUST REFLECTORS.
The reflectivity of the lower crust has been attributed to a variety 
of features. Among the proposals are metamorphic (gneissose) banding 
(Brown et al. 1981), the presence of fluids (possibly in fissures - 
Matthews and Cheadle 1986 - or as intergranular films within and 
lubricating mylonitic shear zones - Gough 1986), igneous bodies 
(Finlayson and Mathur 1984; McKenzie 1984; Warner and Cheadle 1987), 
igneous layering (Meissner 1973) - perhaps ultramafic/mafic layering 
as found near the base of the "oceanic" crust of ophiolites, ductile, 
anisotropic fabrics generated by pervasive shear (Phinney and Jurdy 
1979) and the mylonites that comprise shear zones (Fountain et al. 
1984; Hurich et al. 1985a). Some authors leave their options open and 
suggest that there may be no simple answer (e.g. Smithson et al. 1987; 
Henyey et al. 1987). Moreover, some of the "reflectors" can be grouped 
together: igneous intrusions with igneous layering, and also perhaps
gneissose banding (usually formed by shearing igneous bodies - Myers 
1978) with other shear fabrics.
The results of the modelling described in Chapter 4 and the character 
of the LCRZ can be combined with other lines of evidence to constrain 
the causes of lower crust reflectivity and so the nature of the lower 
crust. This chapter starts by discussing some of the observations 
related to the LCRZ, along with the contrast in reflectivity between 
the lower and the upper crust. It then considers the causes of lower 
crust reflectivity by considering reflection strength and the 
contraints these apply on reflection coefficients, and the influence 
of reflector shape on reflection character. Reflection geometries are 
then used to demonstrate the influence that lower crustal structure 
has on lower crustal reflectivity, leading to a discussion of the 
implications this has for the causes of lower crust reflections. This 
requires a detailed discussion of the nature of igneous intrusions 
emplaced into the lower crust during extension, the role they are 
likely to play in determining the reflectivity of the lower crust and
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the implications they have for the nature and evolution of the crust- 
mantle transition.
5.1 Relationships of lover crustal reflectivity
A number of observations, both geological and geophysical, have been 
linked to the LCRZ. These fall into two broad categories: those which 
suggest that the top of the LCRZ is a fairly stable geological 
boundary, for instance marking a major compositional boundary between 
the upper crust and a more mafic lower crust, and those which suggest 
that the top of the LCRZ can vary with changing conditions and that 
the reflectivity of the lower crust is transient. This leads to the 
fundamental question of the contrast in reflectivity between the upper 
and lower crust.
The relationships can be used singly or in combination to discriminate 
between various models of lower crustal reflectivity. However, to put 
each relationship into perspective, it is important to consider 
whether it is fundamentally linked to reflectivity, an effect of 
whatever does cause lower crust reflectivity, or rather a general 
property of the lower crust. This can be constrained by the quality 
and general applicability of each relationship to lower crust 
reflectivity.
5.11 Conductivity
The top of the LCRZ has been identified (Gough 1986; Haak and Hutton 
1986; Jones 1987; Bois et al 1987a) as the top of a zone of 
anomalously high conductivity, leading to the hypothesis that the 
reflectivity of the lower crust is caused by free fluids (the 
likeliest way of explaining the conductivity - Jones 1987). Indeed 
other reflective features have been shown to have high conductivity, 
including the lapetus suture (Beamish and Smythe 1986), the "E- 
reflector" beneath Vancouver Island (Green et al. 1987), and the Midi 
Fault in northern France (Bois et al. 1987a). These data all suggest 
that fluids may be the cause of lower crustal reflectivity. However, 
there are also examples where conductivity and reflectivity do not
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correspond. The "C-reflector" beneath Vancouver Island is poorly 
conductive, as are the crustal reflections beneath the Siljan Ring in 
Sweden (Jones 1987), whereas the Eskdalemuir conductivity anomaly is 
non—reflective (Jones 1987). These data suggest that fluids may often 
be associated with reflectivity, but need not be the cause of that 
reflectivity. One possibility is that fluids are often, but not 
always, preferentially concentrated along the fabric of shear zones 
(e.g. Gough 1986; Kerrich et al. 1984), and that it is the shear zones 
that are reflective.
5.12 Velocity—reflectivity.relationship
It has been noted (Mooney and Brocher 1987 and in press; Gajewski et 
al. 1987; McCarthy et al. 1987) that reflective bands within the lower 
crust often correspond to zones of high velocity. The most obvious 
interpretation of this result is that the reflective bands have a high 
bulk velocity, and hence may be more mafic than less reflective zones. 
However, regions with a highly reflective lower crust do not 
necessarily have an unusually high velocity (Mooney et al. 1987). For 
instance, the Cardigan Bay region has a higher velocity lower crust 
than the Celtic Sea (Holder and Bott 1971; Blundell and Parks 1969), 
although the Celtic Sea has the more reflective lower crust (SWAT 5 
and SWAT 4 are more reflective than SWAT 2).
A relationship between high velocity layers and reflective bands can 
be explained without recourse to what are, in effect, changes in bulk 
composition. The crust is rarely homogeneous, so its bulk velocity is 
an average of the velocities of its constituent parts which may have 
quite different velocities. If these are elongated sufficiently in one 
direction, they will take on some of the characteristics of layers and 
may even become layers, as the lower crust develops a large-scale 
anisotropy. The velocity across the layers will still be the mean of 
the seismic velocities of the different lithologies present, whereas 
the velocity along the layers will approach that of the fastest layer, 
and will therefore be higher. As measurements of seismic velocity 
using wide-angle reflection and especially refraction techniques tend 
to measure the velocity along each layer, large-scale anisotropy may
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explain the apparent connection between reflectivity and high 
velocity. Where lithological contrasts are sufficiently elongated to 
make good reflectors, the seismic velocity along the layers may be 
increased. Furthermore, small scale anisotropy (i.e mineral alignment 
within one lithology) is also likely to lead to faster refraction 
velocities than in the undeformed protolith. Such seismic anisotropy 
may also produce different refraction velocities along orthogonal 
profiles (McCarthy et al. 1987; Mooney et al. 1987). The difference in 
seismic velocity between reflective and non-ref lective bands within 
the lower crust is about 5% (Gajewski et al. 1987; McCarthy et al. 
1987), which is comparable to that expected from small-scale 
anisotropy (Jones and Nur 1984) between strongly sheared rock 
(reflective and with high velocity along its length) and the 
undeformed protolith. As this is likely to be supplemented by large- 
scale anisotropy, it may not be necessary to relate apparent high 
velocity zones to bulk lithological contrasts.
5.13 Density
Setto and Meissner (1987) have used gravity modelling of SWAT 2 and 
SWAT 10 to investigate whether the top of the LCRZ is a density 
boundary, and hence a lithological boundary. Their model for SWAT 10 
seems to indicate that there is a relationship between reflectivity 
and density, and that the LCRZ corresponds to a high density zone. 
This might suggest that the LCRZ is relatively mafic and that the top 
of the zone is a geological discontinuity. However, the match is not 
perfect, and not well supported by their model for SWAT 2, It is 
possible that there is a relationship between the top of the LCRZ and 
a density boundary, but it might not be a simple relationship. For 
instance, the lower crust might be generally more mafic and so denser 
than the upper crust, and that the related competence and strength 
c ontr a s t s  b e t w e e n  the upper and lower crust influences the 
reflectivity of the crust through the development of shear zones. 
Another possibility is that a similar bulk compositional contrast 
between the upper and lower crust acts as a density trap for magmas, 
some of which concentrate in reflective bands at the top of the lower 
crust. Setto and Meissner themselves suggest that the top of the LCRZ
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may represent a metamorphic facies boundary. Further attempts to model 
the top of the LCRZ as a density boundary may clarify this issue.
5.14 Heat flow and temperature
By comparing the depth to the top of the LCRZ with'heat flow, 
Klemperer (1987) has argued that the depth to the top of the 
reflective lower crust approximates an isotherm, suggesting that the 
reflecting structures in the lower crust are transient, being created 
at high temperature and destroyed at lower ones. He suggests that the 
ease with which temperature appears to control reflectivity indicates 
that the cause of lower crust reflectivity must be relatively mobile, 
and may therefore be the presence of fluids.
It is perhaps a little surprising that there should be any world-wide 
correlation between surface heat flow and the LCRZ, as heat flow 
reflects near surface heat production and thermal conductivity as well 
as temperature at depth, and these parameters are unlikely to be 
constant worldwide. Figs 5.1 and 5.2 show that Klemperer's conclusions 
strongly depend on results from the Basin and Range province of the 
U.S., an area of active extension and hence perhaps with a recently 
formed reflective lower crust. As this region is one tectonic 
province, it is conceivable that heat production and thermal 
conductivity are relatively uniform over the region, and so heat flow 
may reflect temperatures at depth. If so, the relationship between 
depth to the LCRZ and heat flow that is observed in the Basin and 
Range (Fig 5.2) suggests that the top of the LCRZ may form at an 
isotherm, but as the area is an active province, cannot constrain the 
evolution of LCRZ through time. If the results from this province and 
the Rio Grande Rift (another actively extending area) are removed (Fig 
5.1) to concentrate on older regions of the world, there is no strong 
correlation between current heat flow and the depth to the LCRZ.
However, this does not preclude a relationship between reflectivity 
and temperature, as the heat flow data is likely to come from areas of 
contrasting near—surface heat production (for instance data from over 
a granite - Fig 5.2). Where heat flow, heat production and thermal
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conductivity data are available to allow calculation of sufficiently 
accurate isotherms, a comparison with reflectivity may be more 
meaningful. Any such relationship may however be related as much to 
age or extension as temperature (see below) so must be treated with 
caution.
5.15 Age
Wever et al. (1987) have described a general relationship between the 
tectonothermal age of a province and its reflectivity. They note that 
older shield areas are generally less reflective than regions of more 
recent tectonic activity, such as Mesozoic basins.
The general age relationship noted by Wever et al. (1987) and the 
possible correlation between temperature and both the creation and 
survival of reflecting structures, suggests that the top of the LCRZ 
is controlled by the rheology of the crust, and specifically the 
brittle-plastic transition (Meissner and Kusznir 1987). For instance, 
Mooney and Brocher (in press) suggest that the onset of ductile 
shearing may also correspond to an isotherm, and suggest that this 
relationship may reflect the evolution of shear zones. Relatively 
continuous reflecting structures, such as ductile shear zones, might 
form at an isotherm and may over a period of time be disrupted by 
later highly localised (perhaps brittle) movements as the crust cools. 
Such brittle disruption of shear fabrics has already been illustrated 
in Chapter 2, and might help explain the poor reflectivity of the 
upper crust in general, and granulite terranes in particular.
5.16 Extension
A l t h o u g h  it is often sugge s t e d  ( M a t t h e w s  and Cheadle 1986; 
Allmendinger et al. 1986; 1987b; Warner and Cheadle 1987; Serpa and de 
Voogd 1987) that lower crust reflectivity is related to extensional 
processes, the correlation is far from proven, and has its critics 
(Brown 1987; Peddy and Keen 1987). At least part of the problem is 
that the BIRPS profiles, all recorded in extensional settings, show 
what is probably the most reflective lower crust imaged around the 
world; this may however reflect the quality of the BIRPS data
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(recorded offshore) as much as the influence of extension. There are 
however a number of reasons why extension may enhance the reflectivity 
of the lower crust.
1. Active extensional terranes have high heat flow (McKenzie 
1978), and consequently high crustal temperatures at shallow levels. 
If there is a relationship between temperature and reflectivity, 
extensional terranes may be strongly reflective. Conversely, it might 
be argued that any correlation between reflectivity and heat 
flow/temperature is just a side-effect of a relation between 
reflectivity and extensional processes: as I mentioned in the 
introduction to this section, it is vital to consider the significance 
of each relationship.
2. Extensional structures in a plastic lower crust are lower 
angle than compressional ones (Ramsay 1980) and so are more likely to 
appear reflective on normal incidence records.
3. Extension produces bulk flattening, i.e. crustal thinning, and 
so is likely to rotate towards the sub-horizontal and flatten 
reflective structures.
4. Large amounts of extension can cause the intrusion of mafic 
magmas into the lower crust (Cans 1987; White in press). The form of 
such intrusions will be discussed later.
Thus it might be expected that lower crust reflectivity would be 
increased by extension, particularly if such reflectivity is related 
to the development of shear zones or the intrusion of mafic sills into 
the lower crust.
5.17 Granites
The reflective lower crust also appears to be better developed and at 
a shallower level underneath granites (Matthews 1987). This may again 
be connected to temperature as granites are hotter than normal crustal 
material. However, it may also be related to other effects. Firstly,
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it is possible that basic layering occurs at the base of the granite:
these would perhaps make good, but geologically unusual reflectors.
Secondly, the granites may act as a "window into the lower crust", 
allowing better signal penetration and consequently imaging the 
structures of the lower crust more clearly. Finally, the buoyancy of 
granites may have pulled the reflective lower crust nearer the surface 
(Fig 5.3). The blocks found between the Carboniferous Basins of 
northern England have been interpreted as regions kept buoyant by late 
Caledonian granites: the crust may have been uniformly stretched, but
the presence of granite intrusions may have kept some blocks buoyant,
even during the sag phase (Scrutton et al. 1987).
The relationships discussed so far pose a problem: is the top of the 
LCRZ a major geological boundary perhaps related to bulk compositional 
differences between the lower and upper crust, or is it transient. The 
gravity modelling of Setto and Meissner can be taken to indicate the 
former, but the postulated relationship between temperature, age and 
reflectivity suggests that the top of the LCRZ is mobile.
5.2 The transparent upper crust.
A related, but more fundamental question is why the upper crust is so 
poorly reflective in comparison to the lower crust, even when possible 
sections of the lower crust (such as granulite terranes) are exposed 
at surface. In short there are two possibilities: the upper crust does 
not generally contain reflective structures (apart from shear zones 
and other discrete features, or the poor reflectivity of the upper 
crust is an artefact of the seismic acquisition and processing, e.g. 
reflections in the upper crust are obscured by noise. Some combination 
is of course possible.
The upper crust is not wholly transparent, but does contain reflective 
features, usually interpreted as faults or shear zones. However, a 
true amplitude plot of WINCH 1 (Fig 5.4) shows that one of these 
features, the Outer Isles Fault, appears considerably less reflective 
than the LCRZ. One possible explanation is that acquisition and
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processing parameters are designed to image deep reflections, and so 
may discriminate against features in the upper crust. One example is 
the front mute, usually applied to CMP gathers to remove direct 
arrivals and the head wave. This reduces the fold of coverage on the 
first 5 seconds or so of the section (Brewer and Smythe 1986), and 
leaves only the near trace data, which can be more susceptible to 
source-generated noise (Brewer and Smythe 1986). Commercial seismic 
surveys, with a higher fold of coverage, have imaged reflections from 
the upper crust of the Lewisian foreland to the Caledonian Orogeny 
(Stein in review), in crust that appears transparent on deep seismic 
profiles.
Alternatively, the poor reflectivity of the upper crust may be a 
function of real geology. As will be further discussed in the next 
section, the criteria for reflectivity are suitable reflection 
coefficients, and suitable reflector continuity, orientation, shape 
and thickness. One or more of these may not be met in the upper crust.
It is possible that structures in the upper crust do not generally 
possess the same sort of reflection coefficients as those in the lower 
crust. For instance, the lower crust may contain more mafic rocks than 
the upper crust. Among the evidence in favour of a more mafic lower 
than upper crust is the gravity modelling of Setto and Meissner 
(1987), who have treated the top of the LCRZ as a density boundary, 
suggesting that it also corresponds to a bulk compositional boundary. 
If their modelling is correct, the top of the LCRZ is unlikely to 
simply be due to sharp change in fabric, but may also mark the 
transition to a more mafic lower crust. Contacts between acid- 
intermediate and mafic rocks have been shown to be a very effective 
way of generating large reflection coefficients (Warner and Cheadle 
1987), so if the lower crust is far more heterogeneous than the upper 
crust, specifically containing more mafic lithologies, it might also 
be more reflective. As any lower crustal rocks now exposed at the 
surface should be equally reflective, this would imply that much of 
the upper crust profiled so far, and found to be transparent, does not 
contain any slices of the lower crust.
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If the lower crust is relatively mafic, the base of the upper crust 
would be relatively weak, and would decouple the lower crust from the 
upper crust (Kusznir and Park 1987). This has important consequences 
for the way the crust deforms, as the upper crust m a y  act 
i n d e p e n d e n t l y  of the l ower crust. If the two layers do act 
i n d e p e n d e n t l y  d u r i n g  s h o r t e n i n g  (thickening) and s t r etching 
(thinning), slices of the upper crust would generally move along 
faults that detach at the top of the lower crust, and not affect the 
lower crust. This, perhaps combined with the greater density of the 
lower crust (Warner and Cheadle 1987), would explain the rarity of 
lower crustal rocks exposed at the surface, if granulite terranes such 
as the Lewisian, are not slices of the lower crust, but rather samples 
of tectonically thickened middle crust.
One consequence of this sort of bulk rheological stratification of the 
crust has been explored in Chapter 4, where it was used to explain the 
pattern of reflectivity seen on SWAT 1, Note that the model shown 
called for the top of the LCRZ to lie slightly above the transition to 
a more mafic lower crust, suggesting that the top of the LCRZ may 
sometimes be related to a bulk compostional change, but that it does 
not necessarily mark that change. This is within the limits of the 
model derived from the gravity modelling (Setto and Meissner 1987),
However, granulite terranes such as the Lewisian certainly do contain 
lithological contrasts capable of producing strong reflections. Fig 
5,5 shows one example of a structure that would be reflective if 
suitably oriented - the South Harris Shear Zone, which exploits 
contrasts between meta-sediments and meta-basites. It is hard to 
explain the poor reflectivity of exposed granulite terranes that 
contain such structures in terms of poor reflection coefficients. This 
suggests that the upper crust may contain structures with suitable 
reflection coefficients, but that these structures are too small, .too 
poorly shaped or too poorly oriented to be imaged successfully on deep 
seismic profiles.
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To elaborate, upper crustal fabrics may be only weakly developed, 
except along major faults and shear zones, such as the Outer Isles 
Fault. True amplitude plots suggest that these structures are less 
reflective than the lower crust, but this may be a noise problem as 
described earlier and by Brewer and Smythe 1986). Moreover, earlier 
fabrics m a y  be st r o n g l y  d i srupted by later brittle faulting 
(explaining the relationship to age that was discussed earlier), so 
reducing reflector continuity, or may be poorly oriented (e.g. the 
fabric could be sub-vertical, as it is in places in the Lewisian, 
including the South Harris Shear Zone). All of these are likely to 
occur in the upper crust, but not in the lower crust. It may be argued 
that such effects should perhaps produce a noisy section, containing 
many diffractions if suitable reflection coefficients are present, 
rather than the generally transparent upper crust that is seen. 
However, as the transparency of the upper crust may be exacerbated by 
the low fold of coverage there, this explanation is a possibility.
Although the densities modelled by Setto and Meissner support the 
contention that the top of the LCRZ is a compositional boundary 
(Warner and Cheadle 1987), the general relationships between age, 
temperature and lower crust reflectivity suggest that reflectivity is 
related to plasticity and that the poor reflectivity of the upper 
crust is not due to a lack of lithological contrasts, but rather 
because the structures that are present are not suitably large, 
oriented or shaped. Consequently, reflections from the upper crust may 
be weaker and easily obscured by noise. Hurich is currently modelling 
the effects of noise on upper crustal reflectivity in order to assess 
whether the upper crust is simply noisy, containing poorly imaged, 
perhaps short and disrupted reflecting structures.
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5.3 Reflectivity
The relationships discussed above may constrain the general geological 
nature of the reflective lower crust, but do not explain the cause of 
the reflectivity nor the geological significance of the reflections. 
To deal with the first of these points: something in the lower crust 
must be sufficiently reflective to produce strong reflections. 
Estimates of the amplitudes of strong reflections within the 
lithosphere are compatible with a reflection coefficient of around 0.1 
(Warner and Cheadle 1987; Warner and McGeary 1987; Wever and Meissner 
1987). However this does not mean that lower crust reflecting 
interfaces must have a reflection coefficient of 0.1: the strength of
a reflection is also strongly influenced by vertical interference 
effects (i.e. constructive interference between reflections from 
either boundary of a thin layer), focussing/ defocussing effects, the 
size of the reflecting body relative to the Fresnel zone diameter, and 
spatial interference. These effects are as important as the 
reflection coefficient in determining the amplitude of a reflection 
and must all be taken into account to provide an estimate of the true 
reflection coefficient. In this section I discuss the relative 
importance of these controls on reflectivity in order to obtain an 
estimate for the range of reflection coefficients that must exist in 
the lower crust. These are then used to constrain the cause of lower 
crustal reflectivity.
5.31 Vertical interference.
Seismic reflections from layered sedimentary strata are formed by 
complex vertical interference between reflections from closely spaced 
lithological contrasts that give rise to acoustic impedance contrasts 
(O'Doherty and Anstey 1971). Lower crust reflections are also thought 
to be the product of complex vertical interference (layer tuning), as 
has been investigated by a number of authors (Fuchs 1969; Blundell .and 
Raynaud 1986; Hurich and Smithson 1987). The simplest case is for a 
single layer which produces optimum constructive interference when it 
is )^/4 thick, when it approximately doubles the amplitude of a 
reflection. It is realistic to consider the response of a thin layer
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as it is geologically fairly common to have one lithology sandwiched 
inside another (e.g. sills and shear zones). Hurich and Smithson have 
systematically investigated the variation in reflection amplitude with 
layer thickness. Fig 5.6 is modified after their results (the 
frequencies and velocity have been changed to values suitable for the 
lower crust; and the layer thickness shown in terras of mean wavelength 
as well as metres), and clearly shows that, as long as the layer is 
between ^/12 and )^ /2 thick, constructive interference can generate a 
reflection stronger than that for a single interface. Layers thicker 
than V 2 produce reflections as strong as a single interface; layers 
smaller than X/12 will produce weaker reflections. Therefore a single 
enclosed layer is quite likely to give rise to a reflection up to 
twice as large as that from a single interface. Moreover, multiple 
layers can produce larger amplifications (Hurich and Smithson 1987) 
and can effectively triple the amplitude of an event. It is clear that 
vertical interference (thin-layer effects) are likely to be important 
in determining the amplitude of a reflection.
5.32 Focussing.
Klemperer et al. (1987) state that any curved interface reflects the 
same total energy as a plane interface. This is generally true, but if 
the reflected energy is concentrated (at the receivers) through 
focussing effects, the reflection will appear stronger. Thus focussing 
can increase and defocussing (or a deeply buried focus) can reduce the 
amplitude of a reflection. The degree of focussing controls the amount 
by which the amplitude of the reflection is increased and it is 
conceivable that some of the strongest reflections seen on deep 
seismic data are focussed events. However focussing is extremely 
sensitive geometrically as, at its simplest, it requires the 
reflecting surface to be concave-up over a distance comparable to the 
Fresnel Zone diameter (Raynaud 1986), with the focus fairly close to 
the receivers. The geometry of lower crust reflecting surfaces is 
crucial in determining the importance of focussing.
A reflection can also be focussed or defocussed if the seismic energy 
is refracted between the reflector and the surface. This too can
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Figure 5.6 Layer-tuning (modified after Hurich and Smithson 1987) can 
increase the amplitude of a reflection for a wide range of layer 
thicknesses. This example is calculated for a 15 Hz Ricker wavelet and 
a seismic velocity of 6 km.s~^.
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increase the amplitude of an event, but is again sensitive to the 
geometry of the structures involved.
5-33 Fresnel Zone effects and spatial interference.
The amplitude of a reflection from a plane interface is reduced if the 
reflector is smaller than the first Fresnel zone diameter (Neidell and 
Poggiagliolmi 1977). As this measures about 4 km for the lower crust 
imaged on deep seismic data, it is possible that many reflectors are 
smaller than the Fresnel zone and so produce correspondingly weak 
reflections. However when such small bodies are closely packed, 
intense spatial interference (see Chapter 4) can produce short strong 
reflection segments through constructive interference, and so maintain 
the amplitude of a reflection, if not its continuity.
5.34 Reflection coefficients.
Clearly it is quite likely that the amplitude of a reflection is not 
solely determined by the reflection coefficient - other factors can 
markedly reduce or increase reflectivity. All that can be reasonably 
concluded about the reflection coefficients present in the lower crust 
is that they are of the same order of magnitude as the values 
calculated from apparent amplitudes. Unless the strongest events seen 
in the LCRZ are amplified by idealised focussing and layer-tuning, a 
m i n i m u m  estimate of 0.05 may be appropriate for lower crust 
reflections, and reflection coefficients may be very much larger (e.g 
for very small bodies and very thin layers- Blundell and Raynaud
1986).
It is instructive to consider how such a reflection coefficient can be 
achieved in the LCRZ. Briefly, there are three ways to generate a 
reflection coefficient within crystalline rock: anisotropy, variations 
in fluid content and lithological contrasts. By comparing the 
reflection coefficients likely to be associated with each of these 
possible reflectors with the estimate of the minimum reflection 
coefficient required to produce the observed reflections, it is 
possible to constrain the cause of lower crustal reflectivity.
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5.35 Anisotropy
Strongly foliated rocks such as mylonites and strongly sheared schists 
and gneisses can have strong velocity anisotropy, within one rock type 
(Jones and Nur 1984). Such anisotropy is due to the alignment of 
anisotropic minerals, particularly phyllosilicates such as micas. 
Generally the direction normal to the foliation has the slowest 
seismic velocity, often considerably slower than the undeformed 
protolith, which may have a velocity similar to the mean velocity of 
the foliated rock. Anisotropy can give rise to reflection coefficients 
if the foliated anisotropic rock abutts the unfoliated protolith or 
foliated rock of a different orientation. Geologically, it is perhaps 
easier to envisage the former circumstance, for instance the presence 
of undeformed shear pods within anastomosing mylonitic shear zones.
The orthogonal velocity values within strongly foliated rock typically 
vary by around 15% (Jones and Nur 1984). Assuming that the direction 
normal to the foliation is slowest, that the other directions (both 
parallel to the foliation) have equal velocity, and that the seismic 
velocity of the protolith is the mean of the orthogonal seismic 
velocities of the foliated rock, there will be a 10% difference 
between the seismic velocity across the foliation and that of the 
undeformed protolith. This corresponds to a reflection coefficient of 
0^475,/ a value comparable with the estimate of the minimum necessary 
reflection coefficient, but not comfortably above it. Anisotropy can 
therefore generate suitable reflection coefficients, but only if the 
reflection coefficient is amplified by vertical interference or 
focussing. However, anisotropy may, with other effects, contribute to 
far larger reflection coefficients, and so may have a role in the 
reflectivity of the lower crust.
5.36 Fluids
The principal evidence for the presence of free fluids in the lower 
crust is its anomalously high electrical conductivity. The minimum 
amount of free water needed in the lower crust to account for this is 
estimated (Haak and Hutton 1986; Matthews 1986) to be 0.1%. Note that 
this is when the water is evenly distributed throughout the conductive
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zone, and a higher concentration in only some (perhaps shear zones) of 
the lower crust may be equally satisfactory. Parts of the lower crust 
must contain a m i n i m u m  of 0.5% free water, with other parts 
effectively anhydrous, if this is to be the cause of lower crust 
reflectivity: such water contents correspond to 10% velocity contrasts 
(Hall 1986a,b), equivalent to a reflection coefficient of 0,0475. 
As such concentrations may be reasonable, it is possible that the 
reflectivity of the lower crust is due to the local concentration of 
fluids. The presence of fluids may also induce compositional contrasts 
through metasomatism, so they may contribute to the reflectivity of 
the lower crust in more ways than one. Shear wave studies may help 
constrain the role of fluids in the reflectivity of the lower crust.
5.37 Lithological contrasts
Finally, lithological contrasts often correspond to acoustic impedance 
contrasts and so make good reflectors. Unlike anisotropy and local 
concentrations of fluids, lithological contrasts can have significant 
density as well as velocity contrasts. As a result, acoustic impedance 
tends to vary more than velocity (various empirical rules show that an 
increase in velocity generally corresponds to an increase in density - 
see Hall 1986a,b). Because of the added contribution of density 
variations, lithological contrasts may be the most effective way of 
generating large reflection coefficients.
Reflection coefficients can be calculated for a variety of likely 
lithological contrasts. Some such values are shown in Table 5.1. Data 
for velocities, densities, and acoustic impedances are taken from a 
number of sources (Hurich and Smithson 1987; Fountain 1976; Press 
1966) and the results illustrate trends rather than absolute values of 
reflectivity. However it is clear that the strongest reflection 
coefficients that are likely to be common in the crust are between 
felsic and mafic rocks, whether they are igneous, metamorphic or a 
combination of the two.
The large reflection coefficients between felsic and mafic rocks 
suggest that lower crust reflectivity may be caused by the intrusion
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of mafic igneous rocks into felsic—intermediate crustal rocks (Warner 
and Cheadle 1987). However, other features liable to exist in the 
lower crust may possess suitable lithological contrasts. Metamorphic 
(gneissose) banding is lithological: the Lewisian complex consists of 
interbanded (through the shearing of intrusions - Myers 1978; Windley
1977) tonalités and amphibolites, capable of generating strong 
reflection coefficients.
3.38 Shear zones
Shear zones both strongly exploit pre-existing lithological contrasts 
and develop new ones through fluid-induced metasomatism. Shear zones 
tend to draw out pre-existing lithological contrasts (Myers 1978; 
Hurich et al. 1985b; Ramsay 1980) and exploit the competence contrasts 
afforded by others (e.g. Ramsay 1967; Wheeler et al. 1987; Graham 
1980) to form an anastomosing network of shear zones surrounding shear 
pods and boudins of more competent rock (Fig 5.5, and see Section 
2.25). Norton and Kusznir (unpublished work) have demonstrated that 
the reflectivity of major shear zones is probably largely due to the 
exploitation of pre-existing compositional contrasts, such as igneous 
intrusions emplaced before shearing. Hurich et al. (1985b) have 
profiled over a mylonite zone in the Cordillera of the U.S.A. and 
found that the strongest reflections within the mylonite zone could be 
traced to zones where shearing had interlayered igneous bodies with 
country rock. Subsequent modelling work (Fountain et al. 1987) 
confirmed that the strong reflectivity of the mylonite was largely due 
to the acoustic impedance contrasts between sheared igneous intrusions 
and the rest of the mylonite, giving an apparent reflection 
coefficient of 0.15. Contacts between igneous bodies and country rock 
have the same reflection coefficients before and after shearing, so 
mafic lenses and stringers within shear zones (Fig 2.11) are likely to 
be as reflective as any igneous intrusion.
Moreover mylonitic shear zones may have additional reflectivity due to 
the effects of anisotropy and compositional alteration, and may also 
contain more fluids than their undeformed protoliths (Gough 1986). The 
presence of fluids in shear zones may help to reduce the "viscosity"
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of the mylonite as wet lithologies shear more easily than dry ones 
(Strehlau and Meissner 1986; Kusznir and Park 1986) and the passage of 
fluids is likely to preferentially follow pre-existing shear fabric. 
Measurements of the physical properties of a small part of the Outer 
Isles Fault (Jones 1986) suggest that, at least locally, the 
reflectivity of the OIF is due to metasomatic changes in rock 
composition. An example of fluid induced metasomatism is the selective 
leaching of relatively soluble minerals (such as quartz) and their 
redeposition elsewhere. As shear zones can act as conduits for fluids 
(Gough 1986), both the leached rock and the redeposited minerals are 
likely to be within the shear zone, as can be seen by the orientation 
of quartz veins along a shear zone in the Lewisian of the Outer 
Hebrides (Fig 5.7), although whether such shear zones were active 
during the passage of fluids is open to question. Moreover, both 
active and inactive shear zones may also provide a structural control 
on the shape and orientation of igneous intrusions (Wheeler et al.
1987), as is discussed in section 5.62 below.
So igneous intrusions, metamorphic banding and shear zones are all 
likely to contain sufficient acoustic impedance contrasts to be 
strongly reflective. It is important to realise that the amplitude of 
a reflection only constrains the range of reflection coefficients 
present in the lower crust, and that this range of calculated or 
estimated reflection coefficients cannot alone distinguish between 
possible reflectors, such as unsheared igneous intrusions and sheared 
intrusions within mylonites.
5.4 The shape of reflecting bodies in the lower crust.
Another line of evidence as to the nature of lower crust reflectors is 
the reflection character of the LCRZ and the constraints this provides 
on the shape and distribution of the reflecting structures. To produce 
strong reflections on GDP stacked sections, the reflecting structures 
have to be relatively flat-lying. Because of this, and given the 
flattening of the diffraction curve with depth, it is not surprising 
that lower crust reflections tend to be sub-horizontal. As a result.
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Figure 5.7 Photograph of quartz veins aligned along the mylonites of 
the Langavat belt of the South Harris Shear Zone (grid reference 
NG027964). Such quartz veins may be taken as evidence for the passage 
of fluids along the shear zone.
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the LCRZ is often described as layered (Matthews and Cheadle 1986; 
Hobbs et al. 1987; Bois et al. 1987b; Allmendinger et al 1987a), and 
in some instances, such as the southern end of SWAT 8 (Fig 3.3) and 
the eastern end of WAM (Fig 3.2), the reflections do appear long, 
continuous, and layered. However, elsewhere the reflections are cross­
cutting and complex. It has been shown in Chapter 4 that both 
seemingly layered and choppy reflection segments can be produced by 
relatively discontinuous bodies, such as lenses and pods, suggesting 
that lower crustal reflecting structures may also be relatively 
discontinuous. This is further supported by the geology of possible 
lower crustal analogues such as the Lewisian complex and the Ivrea 
Zone. In the Lewisian, discontinuous lenses, boudins and lozenges 
occur on all scales (see Figs 2.8-2.12 and 5.5), largely within or 
between anastomosing ductile shear zones, whereas in the Ivrea Zone, 
original igneous intru s i v e  layering has been disrupted into 
discontinuous bodies by localised, high temperature (i.e. lower 
crustal) shear zones (Fig 2.13). In neither case is the structure 
continuously layered.
Although various shapes of lenticular reflecting bodies can closely 
duplicate the observed reflection character, this does not mean that 
these are the only shapes that can cause the pattern of lower crust 
reflections. They simply happen to be one possibility that is easy to 
model, occurs in high-grade metamorphic terranes and produces the 
correct reflection character through spatial interference. It is the 
necessity for spatial interference in the lower crust that suggests 
that flat continuous layers are generally not a suitable way of 
producing the observed reflections.
5.41 Reflectivity and azimuth.
It has been noted that the lower crust often appears more reflective 
on lines which run along the strike of upper crustal structures than 
on the corresponding dip lines (BIRPS and ECORS 1986; Wever et al. 
1987 and see Chapter 3). From the results of Chapter 4, the relative 
reflectivity of strike lines suggests that lower crust reflectors are 
longer in the strike than in the dip direction. This may constrain the
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cause of lower crust reflectivity. The only lower crustal structures 
that are likely to be consistently longer in the strike direction are 
dykes and boudins. Dykes are vertically oriented and so would probably 
make poor reflectors, but if subsequently sheared (e.g. Strehlau and 
Regenauer-Lieb 1986), could remain longer in the strike direction, 
even as they are flattened in the extension direction. They may also 
be boudinaged as they may be more competent than the host rock - 
boudinage implies disruption of layering or sheared structures into 
lensoid bodies that are longest in the direction parallel to the 
foliation (the shear plane) but perpendicular to the shear direction 
(the lineation). However, boudins may be subsequently rotated during 
progressive shearing (Choukroune et al. 1986 and Fig 5.8), so that in 
regions of high shear strain, such as the metamorphic core complexes 
of the western U.S.A., they become elongated in the direction of 
shearing. The CALCRUST survey over the Whipple Mt. core complex images 
the LCRZ more clearly on dip lines than strike lines, suggesting that 
such a rotation may have occurred. As boudins always tend to be short­
est in the direction perpendicular to the plane of shearing, i.e. for 
sub-horizontal shearing, boudins will be relatively flat-lying 
structures, they are likely to be strongly reflective and so may 
fulfill all the requirements of lower crust reflector geometry.
5-5 Reflection geometry and the structure of the lower crust under 
extension.
Neither reflection amplitude nor character can be used on its own to 
identify the cause of lower crustal reflectivity. However, it may be 
possible to use the geometry and spatial association of reflections to 
recognise structural features within the lower crust. Structural 
features, if present, would however provide direct evidence of the way 
the lower crust deforms, but they will not necessarily tell us the 
cause of reflectivity, as , for instance, the concentration of fluids 
and intrusions within the lower crust may both be structurally 
controlled.
As described in Chapter 3 and modelled in Chapter 4, the lower crust
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Figure 5.8 Cartoon showing the formation and extreme rotation of 
boudins (after Choukroune et al. 1986). Boudins form elongated at 90^ 
to the extension, but are subsequently rotated during progressive 
shearing so that they lie along the extension direction.
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is not uniformly reflective, but instead contains well defined 
reflective and transparent zones. On WINCH 2 the top of the lower 
crust is reflective, as is the very base of the crust, but the 
intervening zone is far less so. This is described by Meissner et al. 
(1987) as the "finger-type" pattern of lower crust reflectivity.
5.51 Finger-type reflectivity pattern
There are a number of possible explanations for the pattern of 
reflectivity (finger-type) seen on WINCH. The reflective layers could 
mark zones where metamorphic reactions occur (metamorphic facies 
boundaries perhaps), they could mark layered transitional areas 
between gross-compositional contrasts within the crust (from a 
granodioritic upper crust to a more mafic lower crust for instance), 
they could mark levels at which magma ponds due to density changes, or 
they could represent regions of strong shearing between the lower 
crust and both the upper crust and mantle. Some combination of these 
is of course possible, for instance ponding of magma because of gross 
compositional (and density) changes within the crust. Alternatively a 
metamorphic facies change (e.g. to amphibolite facies) might result in 
a mid-crustal transition between rheology controlled by wet quartz 
(upper crust) and by dry quartz (lower crust), as well as a 
rheological change at the CMT as olivine becomes the dominant mineral. 
This would result in low strength zones at the top of the lower crust 
and just above the CMT (Kusznir and Park 1986). A mid-crustal change 
in bulk composition would have a similar effect, as feldspar might 
then control lower crustal rheology. Meissner et. al. (1987) suggest 
that the finger pattern of reflectivity is related to the development 
of such low-viscosity or low-strength channels (i.e. shear zones). 
These low viscosity or low strength zones are likely to decouple 
deformation in the lower crust from that in the upper crust and the 
mantle, and so are likely to be shear zones. These may be reflective 
due to shear fabrics (including boudins), fluids trapped below the 
brittle-plastic transition (a permeability barrier - Meissner and 
Kusznir 1987) and metasomatism (Jones 1986), and structurally 
controlled mafic intrusions.
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5.52 The SWAT profiles — transparent zones
The more complex reflectivity pattern seen on the SWAT data may help 
to eliminate some of these models. The SWAT profiles show a variety of 
reflectivity patterns, including the finger-type seen on WINCH (such 
as the southern end of SWAT 3 - Fig 3.5), a whole lower crust 
reflective band in which transparent zones are locally embedded (e.g. 
SWAT 7 - Fig 3.13), and an intermediate pattern in which the
transparent layer is bounded top and bottom by reflective bands (as in 
WINCH) and also divided into discrete zones by dipping bands of 
reflections (SWAT 1 - Fig 4.16). It is hard to directly relate the 
occurrence of transparent zones, rather than a transparent layer, to 
gross stratification of the crust, such as metamorphic facies, or 
gross-compositional changes, although both may be an indirect 
influence.
In Chapter 4, a model was proposed in which gross compositional 
stratification controlled the bulk strength (or viscosity) of the 
crust. It was shown that the transparent zones could be modelled 
successfully as largely undeformed lozenges that are moved apart along 
zones of simple shear formed during bulk pure shear (stretching) of a 
decoupled plastic lower crust. The most obvious way that such 
structures would be reflective would be by the development of strong 
shear fabrics, including boudins and sheared igneous bodies.
The division of the lower crust into zones of strong simple shear and 
relatively undeformed lozenges has clear implications for the way the 
lower crust deforms: it does not necessarily deform pervasively, but
instead, bulk pure shear can be accomodated along localised and 
conjugate simple shear zones. Most of the deformation is likely to be 
concentrated into these localised shear zones, but some may be taken 
up by something approximating pure shear within the lozenges (Platt 
and Vissers 1980) which will warp and bend to accomodate their 
relative movement. The internal deformation of the lozenges is 
unlikely to produce sufficient strain (Cheadle et al. 1987) to draw 
any lithological or other contrasts into strongly reflective fabrics.
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It is important to realise that this is not simply one way that a 
decoupled plastic layer can deform, but that it is also the mechanism 
predicted by both slip-line field theory (Johnson et al. 1970) and 
microstructural studies of strain-softening plastic materials such as 
polymers and metals (Bowden 1970). During bulk pure shear, polymers, 
such as polystyrene and perspex, develop highly localised bands of 
simple shear, leaving the bulk of the polymer undeformed (Bowden 
1970). Similarly, conjugate zones of simple shear form in metals 
during rolling. These are called shear bands, and are well documented 
in metallurgical literature (e.g. Dillamore et al. 1979; Duggan et al,
1978).
It is also the style of deformation often observed in the basement: 
field examples are described by Ramsay and Allison (1979) and by 
Choukroune and Gapais (1983), among others. Various authors (Ramsay 
1980; Kligfield et al. 1984; Brodie and Rutter 1987) describe 
conjugate zones of simple shear as the fundamental mode of basement 
deformation. Ramsay (1980) writes: "The overall structural pattern of 
a regi o n  d e f o r m e d  by conjugate ductile shear zones is very 
characteristic: lozenge-shaped areas of relatively undeformed material 
are bounded by shear zones of right and left handed aspect. Such a 
pattern will be familiar to any geologist who has mapped 'basement' 
terrane for it is the normal deformation style." Kligfield et al. 
write that "change in shape is achieved by differential displacement 
of shear-zone-bounded lenses and sheets composed of granitic basement. 
The deformation is analogous to a very large-scale form of grain 
boundary sliding." Gapais et al. (1987) and Choukroune and Gapais 
(1983) describe particularly clear examples of such deformation in 
granitic basement (Fig 5.9). The 'geophysicists view' (Brodie and 
Rutter 1987) that deformation in the lower crust is by pervasive pure 
shear, is not shared by geologists working on basement terrane.
As mentioned in Chapter 4, such shear zones should, according to 
mechanical constraints, initiate at an angle perhaps slightly lower 
than 45^ for an isotropic medium undergoing plane strain (Johnson et 
al. 1970; Ramsay 1980). However, Gapais et al. (1987) point out that.
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Figure 5.9 Geological section and model based on detailed mapping of 
a deformed granite, showing how bulk flattening is taken up along 
conjugate zones of simple shear, which dip at an angle of about 70 to 
the flattening direction. From Choukroune and Gapais (1983) and Gapais 
et al. (1987).
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in the field, conjugate sets of ductile shear zones occur at an angle 
of 60-70° to the shortening direction, i.e. at an angle of 20-30° to 
the horizontal during extension. They relate this discrepancy between 
the predicted and observed angle of dip of shear zones to kinematic 
constraints, and further show that, if the plane strain assumption is 
invalid and flattening occurs, the shear zones will dip at an even 
lower angle. It seems likely therefore, that the lower crust should 
deform during bulk pure shear along fairly low-angle (perhaps around 
20-25°) sets of conjugate shear zones.
It has been suggested that the stretching factors (around 1.3 in BIRPS 
settings, e q u i v a l e n t  t o . 30% extension - Cheadle et al. 1987) 
associated with lower crustal reflectivity may be insufficient to 
generate strongly reflective fabrics. This may be true if the lower 
crust deforms by pervasive pure shear, but it is easy to show that 
relatively small amounts of stretching can produce large amounts of 
shear strain within the zones of simple shear. Consider a lower crust 
(Fig 5.10) consisting of extensional shear zones separating relatively 
undeformed rock. If, as I am arguing here, the shear zones are the 
origin of lower crustal reflections, they must be fairly low-angle 
structures (as predicted by Gapais et al. 1987) as most reflections 
imaged in the lower crust are sub-horizontal. The shear zones are also 
likely to occupy only a small percentage of the lower crust (Bowden 
1970). Crustal thinning is accommodated in the lower crust by simple 
shear on these shear zones. If each shear zone takes up its share of 
extension (i.e. each shear zone undergoes the same shear strain), it 
is possible to calculate the shear strain within each shear zone as a 
function of the overall amount of extension, e, the percentage, s, of 
lower crust occupied by shear zones, and the average dip, 0  , of the 
shear zones. It can be seen that the amount of shear strain within 
shear zones (occupying 30% of the lower crust and dipping at 20°) that 
is necessary to accommodate 30% stretching is equal to 3.11. Fig 5.11 
shows that although pervasive stretching by 30% may be insufficient to 
generate reflective fabrics, an extensional shear strain of 3.11 can 
easily produce strongly reflective fabrics. It is therefore clear that 
small amounts of bulk pure shear can lead to strong reflectivity in
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z = shn
a = ehn /s ine
Z.COS0 = shn.cos0b
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Figure 5.10 Cartoon of a 'typical' extensional shear zone in a lower 
crust undergoing bulk pure shear, showing the relationship between 
shear strain (a/b = c o t  (j> ) and various parameters: e = extension/100;
h = lower crust thickness; n = number of equivalent shear zones in a 
vertical section; s = % of lower crust occupied by shear zones, and 
= angle of dip of shear zone. Large shear strains can be developed for 
fairly small amounts of extension.
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30% pure shear
undeformed
simple shear strain 3.11
rotated
Figure 5.11 Strain 'parallelograms' formed by pure and simple shear. 
30% pure shear is far less effective than the equivalent amount of 
simple shear (3.11 shear strain) at producing flat-lying structure. 
Shear strain calculated from Figure 5.9.
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the lower crust due to shear fabrics if the extension is taken up by 
simple shear along localised, conjugate shear sets.
The undeformed lenses or lozenges may be imaged as transparent zones, 
if they are large enough. If locally there is little rheological 
contrast between the upper and lower crust (which for instance may not 
always be more mafic), the model developed in Chapter 4 to explain the 
large transparent zones seen on SWAT 1 and WINCH 4, may not apply, and 
instead, the entire lower crust may be a low strength zone, resulting 
in the "belly" pattern of reflectivity (Meissner and Kusznir 1987). 
Even in a weaker lower crust, bulk pure shear may.be taken up by 
simple shear along anastomosing networks of shear zones. The smaller 
lenses/lozenges within such a zone may be too small to be resolved, 
and may instead contribute to the reflectivity as undeformed, perhaps 
compositionally different, shear pods. A layer of uniform reflectivity 
in the lower crust is no guarantee that the lower crust is deforming 
pervasively.
This pattern of reflectivity is evident on the SWAT lines 2-3, 4 and
6-7. On these lines, where major crustal faults (the Variscan Front, 
and the Scilly Fault system) appear to sole into the LCRZ (Fig 5.12), 
the lower crust is imaged as a well-defined, continuous band. As these 
regions are likely to be associated with strong shearing, there seems 
to be a relationship between lower crustal reflectivity and shearing. 
One possibility is that in these regions, bulk pure shear is taken up 
by simple shear along anastomosing networks of shear zones that are 
too small to be identified individually. Note that this shearing need 
not be extensional (the Variscan Front shows no sign of extensional 
reactivation on SWAT 2-3), but may be a continuation of the simple 
shear between hanging-wall and footwall along these crustal-scale 
structures. As is now discussed, the lower crust may often undergo 
large amounts of bulk simple shear.
5.53 Simple shear in the lower crust
So far it has been assumed that the lower crust deforms by bulk pure 
shear. However this may be a simplification. It is likely that during
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stretching, the lithosphere will deform heterogeneously (Oxburgh 1982; 
Bott et al. 1984; Coward 1986), Evidence for heterogeneous litho— 
spheric stretching comes from the observation of dipping bands of 
reflections within the upper mantle (Brewer and Smythe 1984; McGeary 
and Warner 1985; Warner and McGeary 1987; Klemperer in press). 
Although these do not come near the surface and so have not been 
positively identified as shear zones, most authors (Brewer and Smythe 
1984; McGeary and Warner 1985; Klemperer in press; Beach 1985, 1986)
interpret them as such by analogy with upper crustal structures .
If deformation in the upper crust (along localised faults) and 
deformation in the upper mantle (along localised shear zones) are 
decoupled in the lower crust , it is easy to demonstrate that the 
lower crust must undergo a component of strong simple shear. Fig 5.13 
shows a series of hypothetical models of the upper lithosphere, to 
illustrate the instantaneous patterns of simple shear that may develop 
in the lithosphere during extension as a closed system (i.e. no 
transfer of deformation beyond the confines of the model). The "pins" 
show the limits of deformation - beyond these pins, there is no 
relative movement between the upper crust and the mantle. A second 
simplification is the representation of the lower crust as a single 
decoupling surface, rather than as a zone of finite thickness. Some of 
the complexities that are avoided by this simplification are discussed 
later.
The models of Fig 5.13 show that the extent, amount and sense of 
simple shear in the lower crust is determined by the spatial 
relationship between upper crustal faults and mantle shear zones. 
However, when there is more than one of each the solution is non­
unique. For instance, if the mantle shear zone on the left of Fig 
5.13d is virtually inactive, displacements along the left-hand fault 
could be transferred further to the right, extending the simple shear 
between the crust and the mantle. Note that these cartoons are 
snapshots of the relative positions of faults and shear zones, and 
that these positions change as the extension progresses and mantle 
shear zones move relative to the crustal faults.
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It must be stressed that these hypothetical models are for a highly 
localised region of stretching flanked by undeformed regions (no 
relative movement between crust and mantle). As such they are not true 
analogs of the regions covered by the BIRPS data - the area of 
stretching in NW Europe is areally far more extensive than shown in 
these models. As a result the amount of simple shear shown by these 
cartoons to occur in the lower crust is probably inaccurate, but they 
do show some of the relative amounts and senses of simple shear that 
are possible.
Some deep seismic profiles image structures in the lower crust that 
are consistent with simple shear between the upper crust and the upper 
mantle. These include SWAT 8, SWAT 6 and much of SWAT 10, Lower crust 
reflections on these lines consistently occur in southerly dipping 
bands (Figs 3,9, 3,10), The most likely explanation for these features 
is that they are large scale shear zones caused by simple shear 
between the upper crust and the mantle (the mantle moving northwards 
relative to the crust - Fig 5,14). It is certainly difficult to 
explain the distribution of reflections on these lines without 
resorting to some form of structural control, and specifically due to 
relative movement between the crust and the mantle.
Of course, it is most likely that the lower crust usually deforms by a 
combination of bulk pure shear and bulk simple shear. Relative 
movement between the upper crust and the mantle results in simple 
shear, whereas during extension, the lower crust is likely to be 
stretched (bulk pure shear) and consequently thinned. The lower crust 
is likely to be thinned most where the largest upper crustal faults 
sole out (Kusznir and Egan 1987), Modifying the model of Fig 5,13c to 
include the effects of such localised bulk pure shear on a lower crust 
of about 10 km thickness produces the model of Fig 5-l^a, This cartoon 
might evolve during progressive stretching, to that shown in Fig 
5.15b), although it is important to realise that this cartoon is 
highly schematic and does not allow for such effects as isostasy and 
flexural rigidity. Moreover, if there is a relationship between both
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pure and simple shear and reflectivity, this would suggest that the 
reflectivity of the lower crust should vary as shown in Fig 5.15b, 
This is remarkably similar to the pattern of reflectivity seen on the 
DRUM line, shown in Fig 5.15c, suggesting that this may be an 
appropriate model for the DRUM line. However, it must be stressed that 
there is no obvious quantitative relationship between lower crustal 
reflectivity and shearing, nor between shearing and stretching 
factors: an increase in one may in some cases result in or reflect an 
increase in the other, but the relationships may be more complex. For 
instance, progressive shearing could conceivably produce a strongly 
reflective fabric that is disrupted by further shearing. It is 
important to be aware of some of the pitfalls in relating reflectivity 
to geological processes.
If the lithosphere deforms heterogeneously, the limit of shearing 
(both pure and simple) in the lower crust may be only partly related 
to the region of upper crustal extension. Consequently, if the 
reflectivity of the lower crust is related to shearing, the lateral 
limits of the LCRZ may not exactly correspond to the region of 
extensional faulting in the upper crust, but may instead sometimes 
continue underneath the unrifted margin. However, the shearing is 
unlikely to continue underneath large stable regions, such as the 
London Platform and the Bohemian Massif, so the lower crust under such 
features may be unreflective. This is certainly the case under the 
London Platform in northern France (the EGORS Nord de France profile - 
Bois et al. 1987a) and is a feature of the classification scheme 
described by Allmendinger et al. 1987a.
5.54 Other examples of structurally controlled reflectivity
The modelling results have clearly demonstrated that lower crust 
reflectivity is to some extent structurally controlled. SWAT 1 is one 
example where reflections occur in bands that can be related to the 
structure of the lower crust, and similar transparent zones seen on 
other SWAT profiles suggest this is generally the case. There are in 
addition other examples around Britain where a strong structural 
control is evident.
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One example is the NEC line (Fig 5.16), on which a dipping band of 
reflections has been identified as the lapetus suture (Klemperer and 
Matthews 1987). This reflective structure is probably a shear zone 
between different Caledonian terranes (Hutton 1986). Indeed, much of 
the variability of the lower crust reflective zone (see Chapter 3) on 
the NEC line may be related to different lower crustal units (with 
different reflectivities or potential reflectivities), a contention 
that is supported by the similar contrasts in lower crust reflectivity 
apparent on the parallel BIRPS/MOBIL lines 2 and 3 (Freeman pers. 
comm.).
5.55 Comparison with similar upper cmstal reflections.
A final line of evide n c e  for the role of shear zones in the 
reflectivity of the lower crust is the interpretation of similar 
reflections seen in the upper crust. Apart from a few reported 
reflections from igneous intrusions (e.g. Brown et al. 1987; Dahl- 
Jehnsen et al. 1987) and from meta-sediments (from compressional 
settings - e.g. Cook et al 1979; Ando et al. 1984), nearly all the 
reflective upper crustal features that have been confidently 
identified have been shear zones (including brittle shear zones such 
as faults, and mylonitic shear zones). Examples include the BIRPS 
interpretations of MOIST, identifying the Outer Isles Fault (Smythe et 
al. 1982; Brewer and Smythe 1984), WINCH (the lapetus Suture as well 
as the Outer Isles Fault - Brewer and Smythe 1986; Hall et al. 1984), 
SWAT, which identified major Variscan thrusts including the Scilly 
Fault System and the Variscan Front (BIRPS and ECORS 1986; Hillis and 
Day 1987), NEC (the lapetus Suture - Klemperer and Matthews 1987; 
Freeman et al. in prep), SHET (which showed several shear zones above 
the LCRZ - McGeary 1987), DRUM (McGeary and Warner 1985) and the NSDP 
survey (Klemperer in press). COCORP have also clearly imaged shear 
zones and faults, such as the Alleghanian Suture (Nelson et al. 
1985a,b and 1987), the Sevier Desert Detachment (Allmendinger et al. 
1986, 1987a; Smith and Bruhn 1985), various thrusts and normal faults 
in the Rockies (Potter et al. 1987; Cook et al. 1987), and thrusts in 
the Appalachians (Ando et al. 1984) and the Ouchitas (Lillie 1984).
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Similarly, upper crustal shear zones have been identified by ECORS 
(Bois et al. 1987a), DEKORP (DEKORP Research Group 1985, 1987), Litho- 
probe (de Voogd and Keen 1987) and CALCRUST (Henyey et al. 1987).
The reflection character of those structures that can be identified as 
ductile mylonitic shear zones is very similar to that of the LCRZ. 
Examples include mylonites associated with the Kettle Dome metamorphic 
core complex (Hurich et al. 1985b) and the deeper part of the fault 
controlling the Jeanne d'Arc Basin (de Voogd and Keen 1987). This 
strongly suggests that lower crust reflections come from shear zones.
5.56 The implications of structurally controlled reflectivity
Although the orientation and distribution of lower crust reflections 
indicates that, in places at least, they are related to lower crustal 
structure, it does not necessarily imply that lower crust reflections 
are from shear fabrics. I have shown that shear strain is likely to be 
sufficient to produce reflective structures, but the reflectivity of 
shear zones may be enhanced by other factors. The suggestion that 
fluids may tend to concentrate along low strength zones (such as shear 
zones) has been discussed briefly already (sections 5.21 and 5.38): 
whether such fluids can provide the sort of reflection coefficients 
necessary may be less clear (section 5.36). Their presence may help to 
explain the high electrical conductivity of at least the top of the 
lower crust. Shear zones may however also act as conduits for melts 
during igneous intrusion. Consequently we need to consider the role of 
igneous intrusion into the lower crust during extension.
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5.6 Intrusion during extension.
This section first considers whether intrusion is likely to be a major 
consequence of extension, goes on to discuss the likely forms of 
extension-related intrusions, and finally examines evidence for a 
relation between extension-related igneous activity and lower crustal 
reflectivity. The following section then considers the effect that 
igneous intrusion may have on the nature of the CMT and the MOHO.
Recently much emphasis has been placed on the intrusion of sills into 
the lower crust, the underplating of the crust by mafic magma, and 
their role as seismic reflectors (e.g. Warner and Cheadle 1987; 
Cheadle et al. 1987; McKenzie 1984; Meissner and Kusznir 1987). One of 
the principal arguments in favour of the intrusion of sills into the 
lower crust is that it has been demonstrated (Herzberg et al. 1983) 
that primary mantle partial melts are generally denser than crustal 
material. The argument is that it is easier to lift the lighter 
crustal rocks than the dense magmas, so these might tend to pond at or 
underplate the base of the crust. If this were the case, igneous 
bodies intruded under lower crustal conditions should have formed 
roughly sub-horizontal and close to the crust-mantle transition. 
However, pre-existing structure may also exert a strong influence on 
the intrusion of melts into the lower crust (Wheeler et al. 1987; Park 
and Cresswell 1973; Hatch, Wells and Wells 1972).
5.61 Intrusion and stretching factors
It is not clear whether intrusion is a major process during passive 
stretching of the lithosphere. White (in press) calculates that for 
significant partial melting to occur in the mantle, stretching factors 
must exceed 2 (100% extension), unless the stretching is driven by an 
active mantle plume, such as the one currently beneath Iceland. He 
relates the Tertiary igneous activity of NW Britain to such a plume, 
rather than passive stretching, and successfully models the limit of 
major Tertiary igneous activity as the limit of melting associated 
with the mushroom-shaped head of hot advected asthenospheric material.
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Such large stretching factors do occur, and are typical of the regions 
of the Basin and Range province that show significant igneous activity 
(Cans 1987). However, as already mentioned, the areas of strongest 
lower crust reflectivity (e.g. SWAT) typically only have stretching 
factors of around 1.3 (30% extension), and as is discussed later, lie 
outside the region of major igneous activity in the Tertiary: the 
Lundy granite is an exception that may be related to strike-slip 
movement along the Sticklepath Fault: pull-apart basins associated 
with strike-slip faulting can locally generate large stretching 
factors. Hence there may not have been significant intrusion into the 
lower crust in this area during Mesozoic/Tertiary extension. The 
reflectivity of the lower crust of the SWAT region may be enhanced by 
sheared igneous bodies, perhaps from an earlier phase of intrusion, 
but is unlikely to be the result of large-scale intrusion during 
Mesozoic/Tertiary extension.
5.62 The form of intrusions
We have seen (Chapter 4) that reflectivity is dependent on the shape, 
size and orientation of the reflecting bodies. It is, however, not 
clear what form intrusions into the lower crust should take (Cans 
1987), and what role they may consequently play in the reflectivity of 
the lower crust. The manner and form of igneous intrusions may be 
governed by the local structure and stress conditions in the country 
rock (Hatch, Wells and Wells 1972). If the country rock is capable of 
supporting and transmitting significant stress, it is perhaps more 
reasonable to expect melts to intrude along a plane at 90° to the 
least compressive stress, which is horizontal during extension. Hence 
during extension, vertical dykes are more likely to form than sub­
horizontal intrusions (sills sensu lato), whereas during compression, 
sub—horizontal intrusions are more likely. It can be argued that the 
lower crust is plastic and so incapable of the stress-related 
dilatancy that would lead to the intrusion of dykes, but it must be 
remembered that at high strain rates (and it is not clear what is 
appropriate for intrusions into the lower crust, as the rate of 
intrusion is itself not known) even the lower crust may be brittle 
(Rutter 1986; Deichmann 1987). Indeed, the occurrence of lower crustal
1 8 6
and mantle xenoliths may provide evidence that the strain rates 
associated with raagmatic activity may have been sufficient for the 
lower crust to deform brittly, which would favour the formation of 
stress— controlled intrusions and dykes. In short, it is not obvious 
what form intrusions into the lower crust should take during periods 
of crustal extension.
One approach to this problem is to look at the geometry of igneous 
intrusions which were originally emplaced under lower crustal 
conditions, but which are now exposed at the surface. One such example 
is the Scourie Dyke Suite.
The Scourie "Dyke" suite of the Lewisian contains picritic (i.e a very 
primitive mantle melt) intrusions that clearly cross-cut the Lewisian 
(Tarney 1973) and are interpreted (Park and Tarney 1987 for instance) 
as dykes that were intruded vertically into the mid-lower crust during 
extension. Park and Tarney (1987) argue that the Scourie Dykes were, 
at least in part, emplaced dilatationally into the lower crust.
At greater depths, the plasticity of the lower crust may become a 
stronger control on the orientation of intrusions (Park and Cresswell 
1973) as the crust becomes incapable of effectively transmitting 
stress, and it is likely that the melt may instead intrude along pre­
existing structural weaknesses. Other intrusions (perhaps intruded 
into hotter country rock - Park and Cresswell 1973) within the Scourie 
Dyke suite follow the pre-existing foliation (Inverian structures) and 
are thus sills in the strict sense. However this does not mean that 
they formed horizontally - it is the foliation rather than density 
that controls the emplacement of these intrusions. Moreover, Wheeler 
et al. (1987) note that intrusions tend to be more frequent in shear 
zones, and infer that they were preferentially intruded into active 
shear zones, a clear example of structurally controlled intrusion.
In short there is no evidence within the Scourie Dyke suite (which was 
emplaced under lower crust conditions - Tarney 1973, even if not into 
the lower crust itself) for any density control on the geometry of
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individual intrusions during extension. Instead melt either intruded 
vertically as dykes (stress controlled) or along the foliation (and 
s p e c i f i c a l l y  into shear zones) as sills in the strict sense 
(structurally controlled).
Once a melt has been intruded, it may itself act as a plane of 
weakness, encouraging the emplacement of more melt along the middle of 
the earlier intrusion. Such pulsed intrusions do occur, for instance 
as composite dykes (Hatch, Wells and Wells). Substantial thicknesses 
of intrusions may result within the lower crust, producing layering 
that may contribute to the reflectivity, but may still parallel the 
original structural controls.
5.63 Igneous activity and reflectivity
If igneous intrusions form vertically during extension, they might 
disrupt the reflective fabric of the lower crust and so reduce 
reflectivity, or at least disrupt continuity. In contrast, sub­
horizontal intrusions should strongly increase reflectivity. A 
comparison between the reflectivity of the lower crust of areas 
affected by syn- or even post-rift igneous activity and those extended 
areas largely free of such activity may constrain the form of igneous 
intrusions into the lower crust and the contribution of igneous 
intrusions to lower crust reflectivity.
The Basin and Range is a recent extensional region with substantial 
syn-rift volcanic activity. However only parts of the Basin and Range 
are igneous provinces (Cans 1987). As such it is a place where a 
correlation between the reflectivity of the lower crust and igneous 
activity may be found. As can be. seen in Fig 5.17, the igneous 
provinces appear to have a slightly more reflective lower crust. This 
may suggest that here the reflectivity of the lower crust is caused by 
intrusions within the foliation, but unfortunately the igneous 
provinces also correspond to the areas of greatest extension (Cans 
1987). As a result, the reflectivity may be enhanced by other factors, 
such as strong shearing. There is no clear evidence that lower crustal 
reflectivity is directly related to intrusion into the lower crust.
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Parts of the various BIRPS profiles cross areas known to lie within 
the Tertiary Igneous Province, an area of general igneous activity 
that occured towards the end of crustal stretching during the final 
opening of the Atlantic. This igneous activity was related to hot spot 
activity (White in press) rather than simply to extension alone. At 
surface, the Province is marked by local centres of igneous activity, 
but the widespread occurence of dykes suggests that at depth, 
intrusion of the crust may have been more evenly spread. It can be 
seen from Fig 5.18, that the most reflective BIRPS lines yet recorded 
lie to the south and west of Britain in areas of little-known post- 
Variscan igneous activity (Lundy is an exception as described 
earlier). These contain longer and more continuous events than those 
seen further north. WINCH 1 (Fig 4.5) and the DRUM line (within the 
Tertiary Igneous Zone - Anderton et al. 1979) show a strongly 
reflective lower crust, but in both cases the reflections are short 
and cross-cutting, indicating significant spatial interference 
effects, and so suggesting that the reflecting bodies are relatively 
discontinuous and closely packed. The SWAT lines and part of the WAM 
line (both south of the Igneous Zone - as perhaps is the southern 
part of the WINCH survey) show longer, more continuous reflections, 
indicating perhaps a lesser degree of disruption. There is certainly 
no clear evidence that igneous activity has increased the reflectivity 
of the lower crust - instead the location of the northern limit of the 
Variscan orogeny may be a more important boundary, between a highly 
reflective lower crust to the south, and a less reflective one to the 
north.
In conclusion, it would seem that during extension, intrusions into 
the lower crust may be either structurally controlled or form sub­
vertical structures controlled by the stress field. They may pond at 
the base of the crust, but only if there is a structural reason for 
this, such as a detachment between the mantle and the crust. As areas 
of voluminous igneous activity do not clearly have a highly reflective 
lower crust (indeed the opposite may be true), it is quite possible 
that many intrusions form vertically (Cans 1987). The high density of
190
m
c
r w ^
i#
M .  '
I#.' 
;  .1 .
#  ■' 
Lîl.i
Ÿ :
O T—
h-
<
CO
c CO
•r-l » H
CO
•H .2
6  g
T ]
C
3
O
k
CO
4J
•H
>
•  r - l
iJ
U
CO
CO
d
o
0)
c
60
• H
V-i
CO
<U
H
T3
C
cO
+J
4J
o
<U
I—1
M-l
<U
kl
C
0)
(U
5
4J
(U
c
O
CO
•ri
kl
CO
Ou
o
U
(U
kl
o  
60 
• H
a
<u
c
CO
CO
(U
kl
(U
g
C
>
O
rC
CO
Ck
CO
e
c
o• H
JJ
CO
O
O
MJ
O
kl
eu
g :
M
rs
T3
C
cO
S
CO
dJ
JJ
cw
o
<U
B
o
CO
kl
o
u-l
kl
CO
f-4
•H
e
•H
CO
UJ
O
CO
•rJ
<U
C
•rU
1—1
S
5
pcî
O
<u
•O
JJ
CO
CO
CO
JJ l-J
CO l-J
T3 < f
5 XJc
CO
CO
(U
rC
i J
CO
kJ 60o • H
UJ Pu
(U Q)
X) kl
CO CO
e aG
CO o
JJ CJ
c
(U
B 6iO
(U <Û
>o
kl CO
Ou 0)
G r-J • | J
• i j UJ
O
rJ Vu
CO CU
O
•H
0 g
rC z:
O M
(U rs
JJ
60
UJ Co •H
C
o • H
o O
• l j • I- )
JJ X
o CO
c
0
UJ
(U
JJ
CO o
JJ
JJ
CO
0 JJ
•1—1 • i j
r-J
JJ CO
O 0
c cr
191
primary mantle melts may lead to a general stratification of the crust 
in terms of the volume of material intruded: near vertical dykes may 
for instance form a large part of the lower crust but not penetrate 
the upper crust significantly (Kligfield et al. 1984). This will lead 
to a basification of the lower crust. However, the bulk of the 
evidence suggests that density has little control on the form of 
individual intrusions.
5.8 The nature of the CMT.
The way that melts are likely to be intruded into the lower crust and 
behave during subsequent deformation has a bearing on the nature of 
the crust-mantle transition and its relationship to the MOHO. The 
crust-mantle transition is defined here as the boundary between 
residual, depleted ultramafic material (the mantle) and the products 
of partial mantle melting, which include ultramafic cumulates as well 
as more typical crustal rocks. As such it is equivalent to the 
"petrological MOHO" found at the base of ophiolites (Lippard et al. 
1986; Coleman 1977). The name CMT is preferred as this avoids 
confusion with the Mohorovicic velocity discontinuity (the true MOHO) 
where seismic velocities increase to 8 km/s or more. As this section 
discusses, the CMT and the MOHO are not necessarily the same. One 
example where they may differ is at the base of the thick crust 
associated with shields.Here, mafic crustal rocks may be gradually 
turned to eclogite, with a mantle velocity, and so would lie below a 
poorly defined MOHO.
The crust is generally regarded to have grown as a low density phase, 
formed by partial melting of the mantle (Windley 1977). The mechanism 
of early crustal growth is a matter of some debate (see for instance 
Windley and Tarney 1986), but Post-Archaean crustal growth is likely 
to have occurred in two main tectonic settings: island arcs and
extensional regions. In both cases, partial melting of the upper 
mantle leads to the intrusion of mafic magmas into the lower crust.
Once formed, the crust-mantle transition may not remain as a fixed
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marker horizon, indicative of the degree of crustal stretching or 
shortening. For instance, one added complication is that the MOHO (and 
perhaps also the CMT) appears to be transient: regions such as the 
Basin and Range have a remarkably level MOHO and a fairly uniform 
thickness crust even though different regions show enormous contrasts 
in stretching factors. Similarly, MOHO—depth maps (e.g. Meissner et 
al. 1987b) show that the roots of ancient mountain belts, such as the 
Caledonides, appear to have disappeared through time. In both cases, 
MOHO topography has effectively been removed.
There are two ways that MOHO topography can be reduced by processes 
that effect the lower crust: the intrusion of melts into the lower 
crust to thicken parts of the crust (Cans 1987), and gravity-driven 
viscous, flow of the lower crust and the mantle (Meissner and Kusznir 
1987). The latter may be a dominant mechanism in the removal of 
mountain roots, although sub-aerial erosion and post-orogenic 
extensional collapse (McClay et al. 1986) may also contribute. 
However, lower crust/mantle flow may prove less effective at removing 
the anti-roots associated with sedimentary basins (Kusznir 1987): 
certainly the crust of the North Sea still thins markedly under the 
Viking Graben, which has been relatively stable since the Early 
Cretaceous. Igneous underplating may be a more effective way of 
restoring the MOHO in highly extended terranes such as the Basin and 
Range province of the U.S.
Moreover, the nature of the CMT is poorly understood, largely because 
it is not exposed at the surface, except perhaps in places such as the 
Ivrea Zone, where it is strongly sheared. One approach to study the 
nature of the CMT is to look for analogies: the best available is the
base of oceanic—type crust as exposed in ophiolites. This consists of 
^ layered sequence of gabbros and ultramafic cumulates that becomes 
richer in ultramafics with depth, until a transition is reached 
between ultramafic cumulates and depleted harzburgites, the ophiolitic 
mantle. The top of the ultramafic cumulates is described in the 
literature as the "geophysical MOHO" (Lippard et al. 1986), whereas 
the top of the harzburgite is the "petrological MOHO", the oceanic
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equivalent of the CMT. This cumulate layer has been attributed to 
fractionation of a picritic magma, the primary product of mantle 
partial melting (Elthon 1979).
A similar sequence may occur at the base of the continental crust, and 
has been described from parts of the Ivrea Zone (Pin and Sills 1986). 
Underplating of the crust by dense (picritic?) magmas (Herzberg et al. 
1983), which exploit the rheological contrast at the base of the 
crust, leads to the formation of a complex layered series of cumulates 
and gabbros at the base of the crust. This layered sequence may 
contribute to the reflectivity of the lower crust, and its base may 
correspond to the base of the LCRZ, or it may be imaged as a strong 
and distinctive MOHO reflection. Blundell et al. (1985) have shown 
that the complex waveform of the strong MOHO reflections on the MOIST 
line, are best modelled as some form of multilayered zone, perhaps 
resulting from igneous processes. Similarly, Hale and Thompson (1982) 
have successfully modelled the MOHO in terms of the layered sequences 
found in the Ivrea Zone.
Such a zone of ultramafic cumulates and gabbros could produce a 
variety of velocity profiles: if the ultramafic cumulate layers were
sufficiently thick, the layer could appear to have velocities of the 
order of 8 km/s, and would lie below the refraction MOHO, the 
shallowest ultrabasic layer corresponding to the MOHO, and the deepest 
basic layer the base of the LCRZ (Thompson et al. 1986). In this case, 
the base of the LCRZ (sometimes confusingly called the "reflection 
MOHO" - Klemperer et al. 1986) would lie below the refraction MOHO. 
Early comparisons between the wide-angle PASSCAL experiment and the 
COCORP normal incidence survey in the Basin and Range showed just this 
result: the reflective zone extends as much as 5 km deeper than the 
MOHO (Thompson et al. 1986; Hearn 1986; Wernicke 1986). However a 
fuller analysis of this data has cast some doubts over the preliminary 
conclusion (McGeary pers. comm.).
Alternatively, the ultramafic layers might not be sufficiently thick 
to be individually imaged, but instead result in an apparent downward
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increase in seismic velocity, culminating near the CMT, where the 
velocity would reach mantle values. In this case the CMT, the MOHO and 
the base of the LCRZ would approximately correspond, but a distinctive 
velocity gradient or zone of intermediate velocity (between that of 
the crust and the mantle) should occur at the base of the crust. 
Fuller analysis of the PASSCAL data (PASSCAL Basin and Range working 
group 1987) suggest that a zone with a velocity of around 7.4 km/s 
occurs at the base of the crust, which is consistent with such a zone 
of layered mafic intrusions and ultramafic cumulates. Furthermore, the 
base of the crust in the Eromanga and West McArthur Basins in 
Australia show pronounced velocity gradients from around 7-8 km/s (Fig 
5.19). Both these basins may have cumulate layering developed at the 
base of the crust, just above the crust-mantle transition, as lower 
crustal xenoliths from the area appear to be from layered cumulates 
(Rudnick et al. 1986; Griffin et al. 1987).
However, around Britain, the MOHO usually occurs as a sharp jump from 
below 7 km/s to more than 8 km/s (Powell and Sinha 1987; Jones et al. 
1984; Barton and Wood 1984 - Fig 5.19), suggesting that either thick 
ultramafic cumulates never developed, or have been subsequently 
removed. As it is hard to imagine that the crust of the U.K. region 
could have formed without the development of cumulate layering of some 
sort, the latter may be more likely.
As already mentioned, the base of the crust is likely to decouple the 
crust from the mantle (Matthews and Cheadle 1986; Matthews 1986; 
Lister et al. 1987) resulting in a concentration of simple shear just 
above the CMT (Lister et al. 1987). If subsequent to intrusion there 
is significant shearing between the lower crust and the mantle (for 
instance a second phase of non-intrusive crustal stretching following 
earlier intrusive stretching), this shear will tend to draw out, 
flatten and break up any igneous bodies near the base of the crust. 
Igneous layering there would consist of alternating strong and weak 
zones (Sheraton et al. 1973), and would be stretched and thinned, with 
the more competent layers being broken into boudins, so destroying the 
geological layering, but not the reflectivity (Chapter 4). As a result
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Figure 5.19 Velocity sructure and igneous underplating. The velocity 
structure of the Eromanga and West McArthur basins in Australia both 
suggest that underplating has occurred (as do xenoliths from the areas 
- Griffin et al. 1987), whereas offshore Britain and in N. France the 
velocity structure shows no sign of such underplating.
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the difference between the base of the reflective lower crust and the 
MOHO would be removed and boudins and other reflective fabrics would 
be generated within the resulting shear zones. Near coincidence 
between a sharp MOHO and the base of the lower crust reflective zone 
around Britain (Matthews 1986; Barton et al. 1984; Powell and Sinha 
1987), in Europe (Glocke and Meissner 1976; Pinet et al. 1987) and 
elsewhere (Mooney and Brocher 1987), suggests that any igneous 
layering into the lower crust has been incorporated into shear zones 
which have exploited the competence contrasts afforded by the 
layering. Igneous intrusions may still indirectly be the cause of 
lower crust reflections, but are now parts of shear zones. In 
contrast, the velocity structure of the Basin and Range province 
supports the correlation between reflectivity and igneous activity 
described earlier, and suggests that the reflectivity of this province 
may be from unsheared igneous bodies, although the shape and 
distribution of these are likely to still be structurally controlled. 
The velocity structure described from the Australian basins suggests 
that this might also apply there.
5.8 Summary
There is a considerable wealth of data that helps constrain the nature 
of the lower crust, and in particular the cause of lower crust 
reflectivity. In this chapter, I have attempted to draw together many 
lines of evidence, in order to come up with a working model of the 
lower crust. Here I briefly summarise my conclusions, and present such 
a model.
The strength of reflections from the lower crust suggests that lower 
crust reflectivity is largely from lithological contrasts, such as 
those between felsic and mafic igneous rocks. Such contrasts are 
likely to occur as a result of igneous intrusion and as a result of 
the deformation of igneous bodies both in- shear zones and to produce 
gneissose banding. Fluids and anisotropy may both contribute to the 
reflectivity, but are on their own less capable of producing 
sufficiently strong reflections.
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The reflection character of the lower crust varies from relatively 
long and continuous reflections, to ones which are short and cross­
cutting, The latter suggests that reflecting bodies are often fairly 
short, flat—lying structures, whereas out— of— plane reflections may 
contribute to the continuity of the former. The variation in 
reflection character and reflectivity with azimuth suggests that 
reflecting structures are longer along strike, although there is 
evidence that in highly sheared terranes, the reflecting structures 
become longer in the dip direction. These constraints are consistent 
with boudins, which form as flat-lying bodies, longest in the strike 
direction, but during progressive shearing tend to rotate so that they 
lie along the direction of shearing.
The geometry of reflections in the lower crust, including the presence 
of transparent zones within the lower crust, is hard to explain unless 
the reflectivity is structurally controlled. Specifically, reflections 
seem to come from anastomosing shear zones, formed during bulk pure 
shear, bulk simple shear or a combination of both. The pattern of 
these shear zones suggests that the lower crust may often be decoupled 
from both the upper crust and the mantle, and deforms as large, 
coherent and poorly reflective lozenges, separated by localised zones 
of simple shear, forming an anastomosing network of shear zones (Fig 
5.20).
This alone does not indicate that shear fabrics are the cause of lower 
crust reflectivity, as both fluids and igneous intrusions are likely 
to be concentrated along shear zones. However, as there is unlikely to 
have been large-scale intrusion of the most reflective lower crust 
around Britain during or after Mesozoic extension, and as fluids may 
not alone provide sufficient reflection coefficients, the former is 
most likely, and sheared mafic igneous bodies are probably the best 
explanation of lower crust reflectivity around Britain.
Elsewhere however, the reflectivity of the lower crust may be directly 
caused by igneous intrusion. The reflectivity and the velocity
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structure of the Basin and Range and of several Australian basins 
suggests that there has been substantial intrusion into the lower 
crust during extension, and that these intrusions may be more or less 
unsheared.
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CHAPTER 6.
INTERPRETATION OF MID-CRÜSTAL REFLECTIONS NEAR THE EDGE OF THE LONDON 
PLATFORM.
In 1984 a seismic survey was shot for Jebco in and around Quadrant 53 
of the Southern North Sea (Fig 6.1), The survey consisted of a grid 
of 35 lines running SW-NE and NW-SE: fifteen of these lines were deep
penetration lines (recorded down to 10s TWT); the remainder were 
recorded to the more usual 6s TWT. All lines were migrated to 6s TWT.
The area covered by the survey includes the edge of the London 
Platform and part of the Southern North Sea Basin, thus affording a 
good opportunity to study the three-dimensional structure of the crust 
across the margin of the basin.
6.1 Tectonic Setting
The area of the southern North Sea has undergone a long and complex 
tectonic history during the Phanerozoic. The Tornquist Line, the line 
of closure of Tornquist's Sea during the Caledonian Orogeny, runs NW- 
SE through the southern North Sea (Ziegler 1982; Cocks and Fortey 
1982; Soper and Hutton 1984) and on into Germany and Poland. NW-SE 
trending structures dominate the Caledonides of eastern Europe, but if 
present in SE England are buried beneath Mesozoic cover. Further 
north, structures in the Precambrian Charnian Group also trend NW-SE 
(Glennie and Boegner 1981). These sets of NW-SE structures may have 
contolled the subsequent structural development of the area.
N-S compression during the Variscan Orogeny caused right lateral 
movements along faults following this NW-SE trend (Glennie 1984). The 
subsequent development of the Southern North Sea Basin was also 
controlled by NW-SE trending structures, this time forming normal 
faults, mainly with downthrow to the NE (Glennie and Boegner 1981). 
The NW-SE fabric has also been reactivated during later phases of 
uplift (Glennie and Boegner 1981; Glennie 1984; Fisher 1984).
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SOUTHERN NORTH SEA BASIN
LONDON
PLATFORM
NORWICH
QUAD 53
Figure 6.1 Map showing the location of the JEBCO seismic survey and 
tJie grid of lines comprising the survey. Deep penetration lines are 
shown thicker.
2 0 2
In short, the study area is likely to be dominated by NW-SE trending 
structures, related to compressional, extensional and strike-slip 
movements.
6.2 Data Acquisition and Processing
Some of the profiles in the survey were acquired and processed by 
Western Geophysical, others by Digicon. As described in Chapter 1, a 
major difference between seismic exploration of the sediments and of 
deeper crustal structures is the relative importance of resolution and 
signal-to-noise ratio. As the JEBCO survey was primarily intended to 
enhance the sedimentary portions of the sections, the acquisition and 
processing parameters were designed more for high resolution than good 
signal-to-noise ratio. Consequently some parameters are not optimum 
for the deeper crustal features.
For instance, acquisition parameters designed to improve the high- 
frequency content of the pulse and hence the vertical resolution 
include the retention of higher frequencies by using a short sample 
interval, allowing a higher anti-alias filter, and using gun and cable 
depths that are shallower than for specialist deep seismic lines such 
as those of BIRPS.
Similarly there are differences between the processing optimum for 
standard penetration and deep crustal surveys. The principal 
difference is in migration. In normal processing, wave-equation 
migration is commonly used to reposition reflections and resolve 
complex structures more clearly. However, a side-effect of wave- 
equation migration is to increase the coherence of deep noise and 
produce "smiles", through the migration of incomplete or strongly 
distorted wavefronts (Warner 1987).
Another problem in migrating deep penetration lines is the lack of 
control on the velocity at depth. The velocity function is usually 
obtained within the sedimentary sequence from well data and stacking
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velocities. However, at greater depth well data is absent and 
stacking becomes even less susceptible to the velocities used. As 
would be expected the migration velocities used appear to be 
reasonable for the sedimentary section, but may be too low in the 
metamorphic basement. The stacking velocities may also have been too 
low, as multiples dominate the section beneath the sedimentary cover. 
These multiples partly obscure deeper reflections.
Some of the processing parameters have been clearly designed to 
improve the signal-to-noise ratio at depth. Time variant band-pass 
filters have been used to remove potentially noisy high frequencies at 
deep crustal levels, and an attempt has been made to remove steep- 
dipping noise by applying an f-k dip filter post-stack. An array 
simulation might help tackle this problem, or even a running mix 
applied to the stacked data. Both of course reduce spatial resolution.
To summarise, the acquisition and processing parameters used are what 
would be expected for a normal survey, designed to achieve high 
resolution both horizontally and vertically. As such they produce a 
high quality image of the sediments, but are not ideal for deep 
seismic reflection profiling. For instance, a reflective lower crust 
is imaged by the survey, but not as clearly as on specialist deep 
seismic surveys. It may be possible to improve the deeper reflections 
through appropriate re-processing. This is currently being attempted 
at R.H.B.N.C. by Richard Scott-Robinson as part of a separate Ph.D 
thesis.
6.3 Observations
6.31 Sediments
The prime concern of this study is the nature of reflectors within the 
crystalline basement. As a result, little work has been done on the 
sediments, except in so far as they provide evidence for the 
structural evolution of the area. Various sedimentary horizons were 
identified on the seismic sections (Figs 6.2, 6.3), largely on the
basis of reflection character and information supplied by JEBCO.
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These included a major Cretaceous unconformity (A) and the top of the 
Carboniferous Limestone (B), The top of the crystalline basement 
could not be identified; the top of the Carboniferous Limestone was 
the deepest sedimentary reflection that could be picked with any 
confidence. It was sub—horizontal in the SW of the area studied, but 
dipped abruptly to the NE along a line trending NW-ESE at about line 
30. An isochron map to the top of the Carboniferous limestone (Fig 
6.4) clearly shows this break in slope as line PQ. To the SW of this 
break in slope, Cretaceous sediments are believed to directly overlie 
the Carboniferous Limestone. To the NE however, a wedge of Upper 
Carboniferous and younger sediments (Glennie and Boegner 1981) appears 
and thickens. The top of the sedimentary wedge is clearly erosional, 
as it truncates the underlying reflections (Fig 6.3) - the line PQ 
represents the intersection of this erosional unconformity with the 
top of the Carboniferous Limestone. However published isopach maps 
(Glennie and Boegner 1981) show that the sediments within the wedge 
thicken and fan towards the NE, which suggests that the change in 
slope of the top Carboniferous Limestone parallels the divide between 
a Late Paleozoic sedimentary basin and a stable block to the SW.
6.32 Mid-crustal reflections
B eneath the C a r b o n i f e r o u s  L i m e s t o n e  a number of mid-crustal 
reflections are present on both migrated and unmigrated sections 
between about 3 and 7 seconds TWT. These are considered here in five 
groups, defined by similarities in appearance, trend and location. The 
possible influence of spatial interference supports the use of 
reflection groups rather than individual reflections to investigate 
the structure of the area.
Group C
Towards the SW of the study area, a number of domal events, elongated 
NW-SE and mostly culminating at around 3.5 s TWT, were present on the 
unmigrated data. On the NE-SW trending dip lines, these had the 
general appearance of diffractions, and modelling them as such 
consistently gave RMS velocities of around 5 km.s . It is therefore 
likely that they are from relatively linear or elongate features.
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Figure 6.4 TWT contour map to the top of the Carboniferous Limestone, 
constructed from the migrated profiles. Line PQ corresponds to the 
break in slope that marks the NE limit of erosion of the Carboniferous 
Limestone.
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trending NW-SE.
Group D
A broad band of reflection segments, mainly around 0.5s thick, dips to 
the SW beneath the Platform on all the SW-NE survey lines. It is 
especially clear on lines 3 and 20 (Figs 6.2 and 6.5), and occurs as 
a sub-horizontal feature on the NW-SE trending tie-lines. The band 
consists of strong, discontinuous reflection segments, each up to a 
few kilometers long with a waveform length corresponding to about 20 
Hz frequency. The reflection segments are sub-parallel to an upper 
surface which defines the upper limit to the band, but sometimes cross 
and merge into each other. Apart from their slightly higher frequency 
content (a function of the acquisition and processing parameters), 
these reflections closely resemble some of those from the lower crust 
(Chapter 3), suggesting that they may have a similar origin.
Towards the bottom of the band, reflection strength seems to diminish, 
and the base of the group is far more difficult to pick than its upper 
limit. This effect could be due to peg-leg multiples or out-of-plane 
reflections confusing the base of the feature, and is perhaps less 
likely to be geologically significant.
The upper surface was picked on both unmigrated and migrated sections, 
and appeared on the migrated data to be fairly planar and dipping to 
the SW. Its upper limit is sharply defined at about 3.5s TWT. There 
is no suggestion of any further upward continuation beyond this level 
and therefore this differs from structural features previously seen in 
the mid-crust, such as the Outer Isles Fault (Brewer & Smythe, 1984) 
which are traceable to the surface. The band dips downwards to the 
southwest into a reflective lower crustal zone at about 7s where it 
becomes obscured by noise.
Group E
Another reflection band about 0.5s thick is seen on NE-SW lines 
between lines 17 and 21 to the NE of Group D (Figs 6.2 and 6.5). This 
group is either sub-horizontal or slightly west-dipping on the tie-
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line 28 (Fig 6.5). The reflection character is much the same as that 
of Group D with discontinuous, sub-parallel reflection segments up to 
a few km long, again resembling many reflections from the lower crust.
On the migrated SW-NE lines it was mostly planar and SW dipping, but 
flattened slightly to become almost horizontal towards the NE at about 
3.6s TWT, It too disappeared into the weakly reflective lower crust at 
around 7s TWT. Again there is no sign of the feature continuing 
upwards above about 3.6s TWT, and so it, too, cannot be traced to the 
surface.
Group F
Group F is composed of reflection segments that are similar in 
character to those of Groups D and E, but which are less clear on the 
sections and therefore may be of lower amplitude. The group is seen 
both under the platform and the basin, and is clear on lines 28 and 30 
(Fig 6.5) among others, consistently dipping at a shallow angle to the 
west. It can be traced upwards to about 3.8s TWT at most and 
therefore also does not appear to penetrate to the surface or into the 
known sedimentary sequence. The group cannot be traced below about 
5.5s TWT.
Group G
A complex group of reflections, rising to 3.8 s TWT, is seen under the 
thickening sedimentary wedge to the north of Group E and is clear on 
lines 3 and 20 (Figs 6.2 and 6.5). The group consists of discontinuous 
segments which could not be correlated readily between lines, partly 
because the group was strongly obscured by multiples.
6.4 Isochron maps.
In order to study the shape and interrelationships of the reflection 
groups, isochron maps to the upper surface of each were drawn, where 
possible, from the migrated sections. This was only possible because 
the survey was shot as a grid, allowing reflection groups to be tied 
between lines. Because the structures that were best defined by the
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reflection groups appeared planar and simple over many closely spaced 
profiles, it was felt that the migrated lines could be used for the 
construction of these isochron maps without producing misleading 
results.
Reflection Group D proved to have the simplest form: its upper
surface mapped out as a fairly smooth, dipping plane, striking at 
about 120 E (Fig 6.6), The plane appears to dip more sharply at its 
SE end, flatten slightly towards the top, and possibly curve around to 
the north at its NW limit.
The top of reflection Group E appears to define parallel, SW-plunging 
antiforms and synforras, (Fig 6.7). Consequently the strike of the 
surface varies considerably (between 170 and 110°E), averaging about 
140°E over most of the feature. Moreover it may curve northwards and 
even north-eastwards towards its northern extreme, and consequently 
link up with reflection Group F, although elsewhere the features 
clearly appear separate: Group E appears to connect with Group F along 
line 30, but further to the SW it is clear that the groups are 
separate along line 28 (Fig 6.5).
No isochron map is shown for Group G because of the difficulty in 
correlating the group between lines.
Reflection Group F appears to be a dipping surface that is concave to 
the west: starting at its northern extreme it initially trends south­
east (and dips south-west) but after apparently separating from Group 
E, it appears to curve to the south, dipping west, and then to the SW, 
dipping NW (Fig 6.7). However, it is less clear and less well 
constrained than Groups D or E and so its upper surface and true shape 
are less certain.
Reflection groups D and E appear to define features that correspond to 
a slight basinward extension of the onset of the sedimentary wedge 
described earlier (Line PQ - Fig 6.4). Moreover reflection Group F 
appears to curve to the south and south-west just as Line PQ bulges to
212
O
C\J
O O 
o
CL CN 
3 —< 
O
6 Zr
C
o
u
0
01 
r—I 
U4
0)
«
iw
o
J=
60
3
0 
1-1
en
01
11
3
en en
U. X 
01 E-i 
O .
a  .
o et
XJ
0) et
rC T) 
XJ. T )  
O  01 
J-i XJ
S- ”co ûû 
G
e 
01 
XJ
Go 0)
g  i  f
^ TO o
VXD 01 -u
.  XJ
vO U ^
3 Cl 
U01
Vj
3
60
XJ T )
en 
C  
O 
Pu O
213
N .
C\J'
CD
C\J
W T)
•H
tl
u
c  o• H
AJ
u
w
Cu
a 
o 
u 
Ô) o
XI
01
CO
CO
X
cu
D
O
k,
o
M-l
01pcj
LW
O
01 
O  01
CO CO 
CO
D  01 
O u
V-I OJ 
bO ^
COiw
k
3
CO
U
01
Cu  AJ 
Cu 01 
3 ^
01 Cu 
rC ‘H
2 i
I :
3:
CD
3
bO
C
• H
a
a
u
3 Va 
o
4_l 01
C Æ
O AJ
u
bO
H  
3  
H
u O  CO
pui01 U
S) T)
•H  C
o
o
<)-t-H
> . AJ
r—1 CO
J= 01
bO IS
3
O 0)
u
AJ
CO
01 o
AJ
•r-l
CO
AJ Cl,
CO
• H
X
CO CO
01 01
c c
• H • rA
r-l f—A
214
the north-east. Therefore, it is possible that one or more of the
features forming these reflection groups may be related to the
development of the basin, either during the extensional phase or 
during later uplift.
6.4 Gravity and Aeromagnetic Data
The isochron maps described above were compared with Bouguer Gravity 
and Aeromagnetic Anomaly maps of the area (kindly provided by the BGS) 
in the hope that a reasonable correlation might be found. However, 
although the gravity map (Fig 6.8) does confirm the location of the 
basin edge as inferred from the seismic data, it shows no anomalies 
corresponding to the reflection groups.
6.5 Interpretation of mid-crustal reflections
Reflection Groups D, E, F and G are interesting as previous studies 
(e.g. Matthews and Cheadle, 1986) have found that the mid-crust around 
western Britain is fairly transparent, whereas the lower crust is 
characterised by short, sub-horizontal reflection segments. Such 
features that are seen in the mid-crust have mostly been correlated at 
surface with known fault structures such as the Outer Isles Fault 
(Brewer and Smythe 1984) or clearly identified as faults coming up to 
the surface. In the study area, however, the mid-crustal reflectors 
cannot be traced to the surface nor towards any known faults, but stop 
fairly sharply at around 3.5 s TWT, well below the known sedimentary 
sequence. They therefore cannot be correlated directly with any known 
geological feature. To understand the geological significance of 
these reflections it is therefore necessary to consider what could 
produce the observed reflection character and shape without producing 
significant gravity or magnetic anomalies and what might fit the known 
geological evolution of the area.
As described above, reflection Groups D, E and F map out distinct 
features, not directly connected with the surface geology, within the 
mid-lower crust of the London Platform. Because they seem to be
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Figure 6.8 Bouguer gravity anomaly map of the area (kindly supplied by 
the BGS). No major anomaly corresponding to the reflection groups 
exists - the regional gradient down to the NE represents the deepening 
basin. Contour values in milligals.
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distinct, dipping and en echelon features, they may be structural 
features such as shear zones. Igneous intrusions are unlikely to be 
dipping (as are Groups D and E) unless the intrusion was along 
structural weaknesses or subsequently tectonically tilted. The former 
is perhaps more likely, as there is no evidence in the area for such 
la r g e - s c a l e  tilt i n g  of the crust. A l t h o u g h  the gravity and 
aeromagnetic contour maps show no significant anomalies over the 
reflection groups which might be expected over a large igneous body, 
it is possible that the reflections may be from small intrusions 
emplaced along pre-existing or active shear zones. Intrusions often 
follow pre-existing structural weaknesses such as shear zones (Wheeler 
et al. 1987; Park and Cresswell 1973), as do fluids (Gough 1986), so 
both may contribute to the reflectivity of shear zones. Alternatively, 
the reflections described here could arise from impedance contrasts 
due to strong shear fabric - the reflectivity of shear zones has been 
discussed in Chapter 5. The features represented by reflection groups 
D, E, F and G may therefore be some form of shear zone, although the 
exact cause of the reflectivity of the shear zone is not clear and may 
be due to a number of factors.
The reflection character observed in the mid to deep-crustal features 
described here (short, parallel segments that occasionally cross and 
merge) suggests that, as in the LCRZ, spatial interference effects 
may be common (Chapter 4). This suggests that the reflecting surfaces 
are uneven or complex, and could be consistent with a complex 
mylonitic shear zone.
If the reflection groups correspond to shear zones it may be possible 
to relate their trend, shape and interrelationship (Fig 6.9) to 
movements associated with the various tectonic episodes that have 
affected the area. The two clearest and most extensive reflection 
groups are D and E. They both trend roughly NW-SE and are thus sub­
parallel to the edge of the London Platform and the Late Paleozoic 
basin (from published isopach maps), to the Variscan strike-slip trend, 
to the line PQ, reflecting the axis of Jurassic (?) uplift, to the 
Tornquist Line and the associated third arm of the Caledonides and to
217
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Figure 6,9 TWT contour map to the upper surface of Reflection Groups 
D, E and F, showing the relationships between these groups and the 
line PQ. It is likely that the shears represented by the reflection 
groups may have been reactivated during the Cretaceous uplift of the 
London Platform, and consequent erosion of its cover. The reflection 
groups may form part of an anastomosing network of shear zones.
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the C h a r n o i d  trend of central England. These two features, 
interpreted as shear zones, therefore follow the trends of known 
regional structures with a long history of compressional, wrench and 
extensional movements.
Initial movement along the shear zones is unlikely to be predominantly 
strike-slip as the angle of dip of the features is so low. The 
features therefore probably developed as compressional or extensional 
shears. However, strike-slip movements may have played a role in 
r e a c t i v a t i n g  the shear zones since w r e n c h  faulting may have 
influenced, at various times, both basin subsidence and uplift in the 
Southern North Sea Basin. Indeed the shears occur underneath the part 
of the basin that has been most severely uplifted, eroding the entire 
Late Carboniferous to Triassic or Jurassic sequence. This phase of 
(Cretaceous?) uplift (possibly related to strike-slip movements - 
Glennie and Boegner 1981) probably reactivated the structures as 
transpressive shears, explaining the close spatial relationship 
between the reflection groups and the line PQ, the intersection of the 
top Carboniferous Limestone with the erosion surface.
If the features are shear zones, the question arises why they appear 
not to penetrate above about 3.5s TWT (corresponding to about 9 km 
depth, assuming that the RMS velocity calculated from Group C is 
realistic). There are two possibilities: either the reflecting
structures continue above this level, but are not imaged, or they 
stop. As the reflection groups do not appear to fade upwards 
gradually, but rather end abruptly and perhaps flatten slightly over 
the entire survey, the latter explanation is preferred.
The 9 km level may be the boundary between younger sediments or 
overthrust, undeformed basement overlying heavily sheared basement 
below. If the features are Caledonian thrusts (associated with the 
closure of Tornquist's Sea) they could perhaps be buried beneath 
u n r e f l e c t i v e  p o s t - o r o g e n i c  (perhaps Devonian) sediments. The 
relatively high velocity obtained from collapsing Group C diffractions 
suggests that the layer between the features and the Carboniferous
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Limestone is crystalline basement, rather than sediment. This is 
supported by the lack of visible reflections from this zone. However, 
Devonian sediments found elsewhere (Norton pers. comm.) are extremely 
unreflective, and, when indurated, have a fairly high velocity, 
although, it should be pointed out that there is no evidence for such 
thicknesses of Devonian sediments in this area.
Alternatively the sense of motion along the shear zones may have been 
normal, and related to the early evolution of the Southern North Sea 
Basin. McKenzie (1978) has demonstrated that the formation of 
sedimentary basins can be modelled in terms of lithospheric stretching 
and concomitant passive upwelling of the asthenosphere. Other models 
of basin subsidence do exist, but the stretching model appears to 
explain satisfactorily many sedimentary basins (McKenzie 1984) and may 
be help explain the early evolution of the Southern North Sea Basin.
However, the way stretching is taken up at different levels within the 
lithosphere is not normally considered in this model, and may depend 
on the rheology of the lithosphere, which is itself dependent on 
temperature and pressure, composition and fluid content. Basement 
rheology is likely to be controlled by the strength of its weakest 
major component, which may vary with depth, for instance from wet 
quartz in the upper crust to dry quartz in the mid-crust, plagioclase 
feldspar in the lower crust and olivine in the upper mantle (Kusznir 
and Park 1987). As a result of such rheological changes, stretching is 
unlikely to be homogeneous across the whole lithosphere (Oxburgh, 
1982). As discussed in Chapter 5, heterogeneous lithospheric 
stretching is likely to cause simple shear between the different 
lithospheric levels, and for example may lead to shear between the 
crust and the mantle, beyond the limit of crustal deformation. If 
reflectivity is related to shearing (see Chapter 5), such shear 
between the crust and the mantle may extend the lower crust reflective 
zone beneath the flanks of the basin.
Similarly, deformation is likely to be heterogeneous within the crust 
(Coward 1986), so, at the edge of a basin, such as the Southern North
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Sea Basin, both stretching and shearing of the lower crust may 
continue underneath the unrifted margin, in this case the London 
Platform. This will result in relative movement between the upper and 
lower crusts, movement that may result in a broad zone of shear within 
the mid-crust.
Bott et al, (1984) have suggested that heterogeneous stretching of the 
crust may have figured in the development of the Carboniferous basins 
of northern England, They suggested that a sub-horizontal detachment 
may be found on reflection profiles between the upper and lower crust. 
Experiments have shown that in both brittle and plastic lithologies, 
dipping, en echelon shears would form with the sort of orientation 
that is observed here (Tchalenko 1970) before such a major sub- 
horizontal detachment would develop. As the shape, orientation and dip 
of the mid-crustal features is consistent with such structures, 
developed during extension (Sanderson and Marcini 1984), reflection 
Groups D, E and F may therefore be interpreted as shear zones (Reston 
and Blundell 1987) caused by relative movement between the brittle 
upper crust and the plastic lower crust (Fig 6.10).
There remains one problem with this interpretation. The shears appear 
to rise no higher than about 9 km. This roughly corresponds to the 
peak in crustal strength at the brittle-plastic transition (Meissner 
and Kusznir 1987), although this is of course dependent on temperature 
and strain rate. The peak in crustal strength should be the last part 
of the lithosphere to fail (the elastic core of the lithosphere - 
Kusznir and Park 1986) so it may be hard to explain why the shears do 
not continue to the surface and develop into extensional faults, 
unless they lie beneath this level. If so, they may represent shears 
which just failed to propagate to the surface as major crustal faults.
6,7 Conclusions.
The mid-crustal reflection segments seen between about 3.5 and 7s TWT 
can be divided into five groups on the basis of similarities in 
location, association and trend. On the basis of shape, their trend
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relative to known geological structures and reflection character, four 
of these groups are best interpreted as representing shear zones. The 
reflection character of these shear zones is very similar to that of 
the lower crust reflective zone seen on BIRPS data, suggesting that 
these too may be produced by shearing. The dip, trend and position of 
these reflection groups suggest that they are either Caledonian 
thrusts, since buried by unreflective, indurated Devonian? sediments, 
or extensional shears. If they represent extensional shears, they may 
be caused by relative movement between a brittle upper crust and a 
more plastic lower crust (Fig 6.10), movement that was a direct 
consequence of heterogeneous crustal stretching associated with the 
formation.of the Southern North Sea Basin. If thrusts, they are 
probably part of the third arm of the British Caledonides, related to 
the closure of Tornquist’s Sea. It has, however, not been possible to 
conclusively prove in favour of either model, particularly as they may 
have been reactivated. The recently acquired BIRPS/MOBIL survey 
crosses the features in two places and so may help resolve the 
problem.
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CHAPTER 7.
THREE-DIMENS IONAL STRUCTURE OF THE OBERPFALZ.
7.1 Introduction
In Chapter 1, some of the limitations of the seismic reflection method 
were discussed, including the lack of 3—D control on the geometry of 
crustal reflections. However, when a grid of data is available, this 
problem can be addressed. One such grid, of seven deep seismic 
reflection lines, was recorded in 1985, in the Oberpfalz area of 
Bavaria (Fig 7.1). This grid provides a clear opportunity to 
demonstrate the importance of considering geological structures in 
three-dimensions when using deep seismic data, and to investigate 
methods of interpreting a grid of deep seismic data.
Six of the lines w e r e  c o m m i s s i o n e d  by KTB (Kont inental es 
Tiefbohrprogramm, the West German deep drilling project) as part of a 
multi-disciplinary project to assess the suitability of the area for 
deep drilling; the seventh and longest line is DEKORP 4 (DEKORP = 
Deutsches Kontinentales reflexionsseismisches Programms). Coincident 
with DEKORP 4 are a reversed wide-angle profile and two additional 
e x p a n d e d  spread profiles (ESP) to provide detailed velocity 
informât ion.
Most recent interpretations have considered the Variscides as an 
'Alpinotype' mountain belt of horizontal compressional tectonics (e.g. 
Behr 1983, Matte 1986) and have been supported by the identification 
of shallow, low-angle Variscan thrusts on seismic reflection data 
(Meissner et al. 1981; DEKORP Research Group 1985; BIRPS & ECORS
1986). A preliminary interpretation of the seismic data to be 
discussed (DEKORP Research Group 1987) has likewise interpreted the 
Oberpfalz area in terms of low-angle thrusting. Technical details, a 
geological overview and a general interpretation are presented by 
DEKORP Research Group (in prep.).
224
25 km
V ^ -v,
m m g r n
0  GRANITE 
g  SAXOTHURINGIAN 
Eg MOLDANUBIAN
M z e v -m m
200km
Figure 7.1 Map showing Che position of the seismic profiles relative 
to the major geological features of the area: the Franconian line, the 
Moldanubian and Saxothuringian zones of the Variscides, the Munchberg 
Massif, the Erbendorf-Vohenstrauss zone (ZEV) and the Bayerische 
Pfahl. The inset map shows the geographical location of the Oberpfalz 
(circled).
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The reflection profiles form a grid, roughly 50 km square and with a 
10-20 km spacing, straddling the Erbendorf line, the Franconian line 
(a major NW trending fault with apparent downthrow to the west), and 
the edge of the Bohemian Massif (Fig 7.1b), The Erbendorf line is 
believed to mark the transition from the Saxothuringian to the 
Moldanubian zone of the German Variscides (DEKORP Research Group
1987), so the grid also provides an opportunity to study the three- 
dimensional deep structure of a part of probably the world's most 
controversial fold belt.
7.2 The seismic data
The data discussed in this Chapter are the deep penetration normal 
incidence reflection data of the KTB 85 series (KTB 8501, 8502, 8503,
8504, 8505 and 8506 - hereafter referred to as lines 1, 2, 3, 4, 5 and 
6 respectively) and the longer regional line DEKORP 4 (D4). All were 
recorded in 1985 to 12 seconds two-way travel time (TWT) using the 
Vibroseis technique (DEKORP Research Group 1987 and in prep.). Initial 
processing was by DEKORP, but the final stacks and migrated sections 
were produced by a variety of commercial processors, although some 
were also processed separately by DEKORP. Although migrated versions 
of most of the lines were available, the importance and influence of 
out-of-plane reflections (Blundell and Raynaud 1986) argues in favour 
of using the unmigrated data; a 2D migration of three-dimensional 
structures can produce misleading results (see Chapter 4), particular­
ly when applied to a strike line. For instance, reflections that could 
be traced across the line intersections on the unmigrated data, could 
not be similarly followed on the migrated sections. Hence, this 
interpretation is largely based on the unmigrated final stacks. 
Coherency stacks were also available for all the lines but were not 
used as I found the plethora of reflections created by coherency 
filtering tended to confuse the picture and so make interpretation 
difficult.
On the final stacks there is considerable variation in data quality 
between lines, at least in part due to the different processing
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parameters used by different processors; for instance the CGG 
(Compagnie Generale de Geophysique) version of line 2 appears very 
different to the DEKORP version of the same profile. Which of these is 
the better may be a matter of taste, but I prefer the CGG line on the 
paradoxical grounds that it has far fewer reflections: this allows the 
structure and characteristic reflections to be seen more clearly. The 
worst line is 3: little of use can be made of the final stack
available except near the intersection with line 6. This is not simply 
because there is nothing to see: clear reflections are recorded at 
depth on lines D4 and 5 at their intersection with line 3. The 
extremely poor data quality on line 3 is in fact due to processing 
error: an automatic statics correction has been applied to the data,
based on a window of the top 5 seconds. On commercial data shot over 
sediments, this would have been adequate, but over much of line 3 
there are no events above 5 seconds, so the statics correction has 
picked on noise, effectively destroying deep reflections on the 
profile.
7.3 Approach to interpretation
As already intimated, it was apparent that 2-D migration of the data 
had repositioned reflections incorrectly - reflections could not be 
correlated between lines on the migrated sections, but did match on 
the unmigrated data. Consequently, the approach taken was to correlate 
reflection groups between the unmigrated lines, closing loops in much 
the same way as used for sedimentary horizons by the exploration 
industry, except here the pick is rarely an individual reflection 
(except on part of line 2 as will be discussed later) but rather the 
top surfaces of groups of parallel reflection segments that appear to 
be from the same feature. Indeed, the importance of spatial 
interference (Chapter 5) argues in favour of this approach. Such 
correlations, when possible, allow the true dip of reflection groups 
to be considered (when performed on unmigrated data) and provide a 
three-dimensional picture of the structure, which can then be hand- 
migrated. The technique avoids the pitfalls associated with 2D 
migrations which are unrealistic for 3D structures.
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The main difficulty with correlating reflection groups is in making 
the correct correlation between lines. Line 4 lies to the west of the 
Franconian Line (Fig 7.1) and hence was difficult to correlate with 
the other dip lines (5, 6 and D4) which lie to the east of it,
particularly as the quality of basement reflections on Line 4 appears 
to have been affected by the overlying sedimentary succession, which 
is largely absent over the rest of the survey. As a result, this study 
has concentrated on the latter three dip lines and the strike lines 
(1, 2 and 3), data quality permitting.
In short, the following interpretation is largely based on the 
c o r r e l a t i o n  of s e l e c t e d  strong events, and is considered an 
alternative to the more general interpretation of DEKORP Research 
Group (in prep).
7.4 Interpretation
Line-drawings of the profiles discussed are shown in Fig 7.2 and 
interpreted in Fig 7.4. In contrast to the interpretation shown in 
DEKORP Research Group (1987 and in prep.) only the strongest and most 
reliable events have been used to construct these line-drawings, in 
order to map only reliable structures. The dip line 4 and the strike 
line 3 are not shown.
Based on the line-drawings of Fig 7.2, a weak Moho event can be seen 
and has been correlated (with an estimated accuracy of — 0.2 s) around 
the area. The resulting contour map (Fig 7.3), in unmigrated TWT, 
shows a Moho high (i.e. thin crust) trending northwards across line 
D4, consistent with the wide-angle reflection Moho along this line 
(DEKORP Research Group in prep.). To the east of this the Moho consis­
tently deepens to the ENE, i.e. towards the core of the Bohemian 
Massif. The massif may be Pre-Cambrian (Zwart 1986), and such ancient 
crust tends to be thick, whereas, in contrast. Paleozoic and Mesozoic 
mountain belts today show a shallow Moho, requiring any former 
mountain root to have disappeared, perhaps through creep processes
TWT
D 4 TWT
4
8
s
Figure 7.2 Line-drawings of the five lines that are to be discussed. Note that the dip lines are 
dominated by SE dipping structures, interpreted as thrusts, that the crust has reflective features 
throughout rather than only a reflective lower crust and that the MOHO can be picked as the base of the 
reflective crust over most of the area.
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Figure 7.3 Contour map in seconds TWT to the MOHO. The contour 
interval of 0.2 seconds reflects the inaccuracies in the pick. Notice 
however that the crust appears to thicken towards the east, as the 
core of the Bohemian Massif is approached.
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(Meissner et al. 1987a,b; Meissner and Kusznir 1987).
In contrast to other Variscan areas where deep profiles have been 
recorded such as the Celtic Sea and Western Channel (the SWAT 
profiles, BIRPS & ECORS 1986), the ECORS Nord de France line (Bois et 
al. 1987a) and Central Germany (DEKORP 2S, DEKORP Research Group
1985), the lower crust is only poorly reflective in the Oberpfalz area 
(Fig 7.2). This is not a problem of a low s ignal-to-noise ratio as can 
be seen by amplitude decay plots (Meissner pers. comm.) and by analogy 
with similar structures and patterns inside and outside the Variscan 
area (Meissner and Wever, 1986). The reflectivity pattern must be 
related to the geological nature of the Bohemian massif: Precambrian 
cratons tend to have reflections concentrated in the upper crust and 
decreasing with depth (Finlayson and Mathur 1984; Meissner and Wever
1986).
Instead of a generally reflective lower crust and unreflective upper 
crust, discrete, well-defined bands of reflections can be identified 
throughout the crust. The principal features visible on the profiles 
are a series of SSE dipping reflections, clearly seen on lines D4, 5 
and 6 (Fig 7.4). At least two groups of SSE dipping reflections can be 
identified on the dip lines - the deeper groups, all of which root in 
the lower crust, are marked 4L, 5L, and 6L, and the shallower groups,
4S, 5S and 6S for lines D4, 3 and 6 respectively (Fig 7.4).
Reflection group 4L represents a gently dipping ramp/flat structure 
and consists of short, discontinuous reflection segments typical of 
basement fault zones (e.g. Hurich et al. 1985b; Brewer and Smythe 
1984). It is interpreted as a thrust fault (Fig 7.4). In contrast the 
strong event 6L is a steeper structure, reminiscent of the Wind River 
Thrust (Smithson et al. 1978). It too is interpreted as a thrust 
fault. The difference in structural styles between lines D4 and 6 
makes it necessary to infer either a steep lateral ramp or perhaps 
more reasonably a transfer or tear fault between them. The southern 
end of profile 5 shows a weak group of deep reflections (5La) that dip 
at a fairly low—angle (reminiscent of 4L), but beyond line 1 this
4S
.4L
T W T
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Figure 7.4 Interpreted line-drawings of the lines discussed in the text. The MOHO (M) and principal 
thrusts are marked. Deep thrusts are marked 4L, 5La, 5Lb and 6L whereas the correlatable shallow thrust 
is marked 4S, 5S and 6S on the respective dip lines and S on the strike lines. The 'S' surface is 
strongly disrupted along the strike-lines by near-vertical faults. These are interpreted as strike-slip
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$?roup ends and is replaced by a steeper group of reflection segments 
(5Lb), more reminiscent of 6L, The inferred fault may cross line 5 at 
this point. The position of this fault may be further constrained by a 
marked change in the reflection character at depth between lines 5 and 
6 on line 2 (Figs 7.4 and 7.5). At the crossing with line 6 the crust 
is highly reflective, but at the Intersection with profile 5, the 
crust contains only a few discrete reflections.
Intersections between profile 6 and the strike lines 2 (Fig 7.6) and 3 
suggest that the SSE dip of group 6L as seen on line 6 is a true dip. 
Neither group 4L or 5L were clear on the strike lines, but may dip in 
roughly the same direction as 6L.
The shallower reflection groups are also interpreted as thrusts and 
may be related to the Erbendorf high velocity zone identified by the 
wide-angle reflection profiles that were observed along the southern 
and middle part of line D4 (DEKORP Research Group 1987 and in prep.). 
At the level of these upper low-angle thrusts, the strike lines 1 and 
particularly 2 appear to be strongly disrupted (Figs 7.2, 7.4 and 7.5)
especially near line 5. Line 2 is of excellent quality and is shown in 
Fig 7.5, both un interpreted and after interpretation. The fault zones 
4S, 5S and 6S all correlate on line 2 with a very strong and 
distinctive doublet, which could be traced easily across the section 
as shown in Fig 7.5. If this distinctive reflection is from one 
feature (as seems likely) 4S, 58 and 68 represent one thrust ('S')
which has been disrupted by later, steep faults.
Some of the steep faults interpreted on line 2 are also interpreted to 
occur on line 5 where they are shown to be at a considerably lower 
angle. By connecting the near-vertical faults on line 2 with those on 
line 1 it is found that the faults trend roughly NNW-88E, sub-parallel 
to the dip lines. The low-angle representation of the faults on line 5 
is thus due to the obliquity of the section through the steep faults. 
The fault is not represented by a reflection on line 5, because, as 
the data is unmigrated, the fault would not be imaged in the position 
shown; it is also so steep that properly tuned arrays would reject any
V' - A - ; ;
iJ{C I r : - '
2 3 4
signal from Clæ fault as slde-swipe and so it would not be imaged at 
all. These steep NNW-SSE trending faults are interpreted as strike- 
slip faults, expressed on line 2 as a series of very steep reverse and 
normal faults (Fig 7.5) which seem to be positive and negative flower 
structures. Such structures can also be seen on line 1 (Fig 7.4). The 
path at depth of the strike-slip faulting associated with the positive 
flower structure seen on the strike lines near line 5 (Figs 7.4 and 
7.5) is chosen to suggest reactivation of the deeper transfer fault. A 
positive flower structure is also present near the intersection of 
lines 1 and 6 and can be seen on both these lines (Fig 7.4).
Other interpretations have been proposed. For instance, the faults 
could be thrust faults, dipping NE, as shown in Fig 7.7. This is the 
interpretation favoured by the DEKORP Research Group (in prep.). 
However there are a number of problems with their interpretation, 
which will be discussed shortly.
The test of any interpretation is how well it can be followed around 
the grid, and how well it fits into the known tectonic evolution of 
the area. The strike-slip interpretation correlates well from line to 
line as shown in Fig 7.6. Such a self-consistent correlation of 3- 
dimensional structures across a grid of three dip lines and two strike 
lines allows the surface of this shallow thrust (’S') to be contoured 
in TWT (Fig 7.8). The two sets of positive flower structures seen on 
lines 1, 2 and 5 and on lines 1 and 6 define two roughly parallel 
ridges trending NW-SE (at a slight angle to the dip lines). The ridge 
that runs nearly along line 5 splits into a double flower structure 
between lines 1 and 2 (Figs 7.4 and 7.8) and is interpreted as rooting 
onto the 'tear' fault shown to separate the deep thrusts (4L, 5L and 
6L). However, the 'S' thrust is unclear to the north along line D4 and 
to the south along line 6 , .although the significance of this is 
unclear, and may be simply due to poor data quality.
This strike-slip faulting fits previous models for the structural 
development of the area. It clearly post-dates the main low-angle 
Variscan thrusting and so may be late Variscan. The most important
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Figure 7.6 Correlation diagram showing intersections between lines 1, 
5, 2 and 6. Notice that the quality of correlation of reflection
groups is variable: both the M O H O  and the upper thrust (S -
corresponding to 5S and 6S) can be followed easily around the area, 
but for other features (e.g. thrust 6L) the correlation is only 
sufficient to indicate a true dip direction. Also notice that the 
interpreted strike-slip faults appear to correlate.
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late Variscan structure in the area is the Bayerischer Pfahl, a 
dextral shear zone (Franke 1986; Weber 1986; Matte 1986). By subject­
ing the survey region to dextral shear parallel to the Bayerischer 
Pfahl, the observed geometry of faults generates a series of 
transpressional (+) and transtensional (-) zones (Fig 7.9). This 
pattern agrees exactly with the observed pattern of negative and 
positive features, and, as would be expected, the faults at the 
greatest angle to the shear bound the regions of greatest uplift or 
downthrow. The NNW-SSE trending transtensional faults (Franke 1986) 
including the Franconian Line may have been offshoots associated with 
the Bayerischer Pfahl, whereas the NW-SE trending transpressive faults 
may be caused by reactivation of older transfer faults originally 
associated with the edge of the Bohemian Massif.
The alternative interpretation proposed by DEKORP (in prep) and shown 
in Fig 7.7, must also correlate around the grid if it is to work. 
However, this interpretation is not self-consistent: the postulated NE 
dipping thrust faults are far shallower than the strike-slip faults, 
and so should perhaps be imaged somewhere on lines 5 and 6. Their 
interpretation would call for the NE-dipping thrust faults to appear 
as reflections dipping gently to the north, because of the angle at 
which they would intersect these dip lines. Such reflections are not 
seen - all reflections seen on these lines dip to the south (Fig 7.2). 
Moreover, there is no convincing evidence described in the literature 
for late Variscan SW directed thrusting, whereas NW-SE trending 
dextral strike-slip faulting is an integral part of many models of 
Variscan tectonics (e.g. Matte 1986), including specific geological 
interpretations of the Oberpfalz, based on field observations (Weber 
1986; Franke 1986).
7.5 Conclusions
This study has clearly shown the advantage of shooting deep seismic 
data as a grid rather than as reconnaissance lines. Because the data 
were recorded around a grid, the three-dimensional geometry of 
structures can be interpreted, from which a simple order of events can
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Figure 7.7 Alternative interpretation of the data, based on that 
proposed by the DEKORP Research Group (1987b). The 'S' thrust surface 
is cut by NE dipping later thrust faults. This interpretation does not 
however fit the data as well as that of Fig 7.4.
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Figure 7.8 Unmigrated contour map in seconds TWT to thrust surface S. 
Notice that the thrust surface dips consistently to the SE, but is cut 
by NW-SE trending faults into a series of ridges and troughs. Also 
note that on migration the surface would steepen and move to the NW, 
but would largely remain between the steep faults. A 2D migration 
would produce misleading results, particularly for the strike lines.
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Figure 7.9 Model showing regions of transpression (+) and transtension 
0  that would be developed between this pattern of faults during 
dextral shear parallel to the Bayerische Pfahl. Note that this pattern 
is in excellent agreement with the contour values of Fig 7.8. It 
therefore seems likely that the strike-slip faulting is dextral and 
related to the Bayerische Pfahl.
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be deduced;
1. NW-directed thrusting, possibly with the development of at least 
one tear/transfer fault or very steep lateral ramp separating vastly 
different structural styles. The tear/transfer fault is inferred from 
the along — strike change in the style of deep deformation shown by 
structures 4L, 5L and 6L, seen on lines D4, 5 and 6, and may also 
separate contrasting structural styles (backthrusts from duplexes) 
between the shallow thrusts 4S and 5S. One of these thrusts (S) can be 
traced as one surface around the grid (including two of the strike 
lines) despite disruption by later strike-slip faults (see 2. below).
2. dextral strike-slip faulting exploiting p r e - e x i s t i n g  deep 
structural zones of weakness (the tear/transfer fault described above) 
and related to the movements along the Bayerische Pfahl and caused by 
s i m i l a r  dextral shear. The strike-slip faults are vario u s l y  
transpressive and transtensional and produce structures analogous to 
positive and negative flower structures. This is seen especially 
clearly on line 2 and is, I believe, the first time such structures 
have been recognised in the crystalline basement.
The interpretation presented here has a bearing on the location of the 
proposed KTB superdeep borehole, which will be drilled at the 
intersection of lines 2 and D4. One specific target of the borehole is 
the Erbendorf high velocity body, which, if this interpretation is 
right, may come nearer the surface elsewhere in the area. This 
suggests that further seismic reflection and refraction work, i.e 3-D 
studies, should be carried out in order to constrain the sub-surface 
structure.
The success and degree of constraint of the interpretation outlined 
above vindicates the approach taken (correlating reflection groups 
around a grid of unmigrated lines), and also highlights the need to 
shoot deep seismic profiles in a grid, so providing some degree of 
three-dimensional coverage. Interpretation of just the long profile, 
D4, would have produced an incomplete picture of the structural
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development of the area, with no evidence for lateral variation in the 
structural style of thrusting, and no evidence for late Variscan 
strike-slip movements in the area.
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CHAPTER 8.
CONCLUSIONS.
This thesis has discussed the nature of the lower continental crust 
and the cause of its reflectivity in some detail, and also considered 
the nature of specific reflective structures and what they can tell us 
about the structural evolution of the crust. In this chapter I briefly 
summarise some of the principal conclusions.
8.1 The lover crust reflective zone.
The lower crust is not uniformly reflective, nor are all lower crust 
reflections the same. In particular:
1. Lower crust reflections vary in terms of reflection length, dip, 
shape and the way they interact with other reflections, and can be 
described according to these properties.
2. Lower crust reflections are often shorter than the Fresnel Zone 
diameter, and so must have been shortened in some way.
3. The reflectivity of the lower crust varies with azimuth, and in 
particular strike lines often appear to be more reflective than dip 
1 l u e s .
4. The reflectivity of the lower crust is often concentrated into 
h i g h l y  r e f l e c t i v e  bands, which surround poorly r e f l e c t i v e  
(transparent) zones.
These observations formed the basis for the seismic modelling 
described in Chapter 4.
8.2 Modelling.
Two-dimensional modelling (using GeoQuest's A.I.M.S. package) has
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produced the following results:
1. The length of a reflection is often controlled by spatial 
interference, a l t h o u g h  noise, focussing and variable signal 
penetration can all be influences.
2. Spatial interference is principally controlled by the geometrical 
packing of reflecting surfaces, itself a function of reflector 
spacing, size and shape. Longer, flatter, more widely spaced 
r e f l e c t i n g  s t r uctures produce less spatial interference and 
consequently more continuous reflection segments than short, closely 
packed reflecting bodies.
3. Spatial interference can produce short, choppy reflection segments, 
occasionally anomalous long reflections and a layered appearance from 
discontinuous reflecting bodies. It means that reflections do not 
necessarily map one-to-one with reflecting structure, and so argues 
against the use of line-drawing migrations.
4. Although individual reflections do not necessarily map one-to-one 
with reflecting structure, groups of reflections do appear to 
correspond to groups of reflectors, suggesting that reflections can be 
studied as reflection groups.
5. Transparent zones have been successfully modelled as relatively 
undeformed lozenges of lower crustal material surrounded by highly 
reflective shear zones. The geometry of reflective bands seen on SWAT 
1 matches the predicted geometry of shear zones formed during 
stretching of a plastic lower crust, that is decoupled from both the 
upper crust and the mantle. Such decoupling is predicted by a number 
of published lithospheric strength profiles.
Three-dimensional modelling has been combined with these results to 
argue that a profile along the length of reflecting structures will 
image longer, flatter and more continuous reflections than an 
orthogonal profile across the stucture. As profiles recorded along the
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strike of upper crustal structures appear more reflective than dip 
lines, and specifically contain longer, flatter and more continuous 
reflections, this conclusion suggests that reflective structures in 
the lower crust may be systematically longer in the strike direction,
i.e. at 90° to the extension direction. This provides a three- 
dimensional handle on the geometry of lower crust reflectors.
8,3 Reflectivity and structure.
Other patterns of lower crust reflectivity can also be explained in 
term of shear zones, which can be conjugate zones of simple shear, 
taking up bulk pure shear, en echelon shear zones caused by bulk 
simple shear, or some combination of the two. It is pointed out that 
the lower crust must often undergo a component of simple shear, for 
instance when deformation in the upper crust and the mantle is taken 
up along discrete shear zones that are not colinear with each other. 
These patterns of structurally controlled reflectivity include dipping 
en echelon bands of reflections, a layer of uniform reflectivity where 
upper crustal faults sole out, and discrete features such as the 
lapetus suture.
These observations are consistent with a consideration of the 
deformational style likely to dominate the lower crust. The 
reflectivity of the lower crust (which may be an indication of its 
h e t e r o g e n e i t y )  suggests that d u r i n g  d e f o r m a t i o n ,  s t r a i n  
inhomogeneities are likely to develop in the lower crust (e.g. 
d e f o r m a t i o n  may be concentrated into less c o mpetent felsic 
1ithologies), leading to the development of discrete shear zones. This 
is the deformational style that dominates basement terrane. The 
importance of strain-softening also suggests that some degree of 
localisation is likely.
All these lines of evidence suggest that lower crust reflections come 
from shear zones. This does not however constrain the cause of that 
reflectivity, as fluids and igneous intrusions are both likely to be 
intimately associated with shear zones.
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8.4 ReflectioD coefficients.
Reflection strength is influenced by layer tuning, reflector size and 
focussing as well as by the reflection coefficients present in the 
lower crust, so a study of reflection amplitudes can only constrain 
the range of reflection coefficients likely to be present in the lower 
crust. However, it does seem likely that although anisotropy and 
fluids can provide sufficiently large reflection coefficients, 
lithological contrasts may be the most efficient way of generating 
strong reflections, and so may be the cause of lower crustal 
reflections. These may be sheared bodies (such as boudins and 
gneissose banding) or igneous intrusions, perhaps associated with 
shear zones.
8.5 Intrusions.
Syn- or post-extensional intrusions are considered an unlikely cause 
of lower crust reflections as:
1. the form of such intrusions may not be appropriate,
2. there is a poor, or even a negative correlation between igneous
activity and lower crustal reflectivity,
3. in the region covered by BIRPS, the stretching factors associated 
with the areas with a most reflective lower crust (i.e. the South-west 
Approaches) are far too low to cause melting, unless related to hot­
spot activity, for which there is no evidence,
4. the sharp MOHO (corresponding to the base of the LCRZ) observed 
offshore the U.K. can be regarded as evidence against large-scale 
igneous underplating of the crust.
In conclusion the most likely cause of lower crust reflectivity is the 
presence of sheared and perhaps boudinaged lithological contrasts
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(perhaps originally igneous intrusions) within localised shear zones. 
The three-dimensional geometry of boudins is consistent with the 
constraints discussed earlier.
8.6 Mid-crustal shears.
The interpretation of specific reflective crustal features as shear 
zones also supports the contention that lower crust reflections are 
from shear zones. In particular, four groups of dipping en echelon 
reflection segments in the mid-crust near the edge of the London 
Platform have been interpreted as shear zones, perhaps related to 
simple shear in the mid-crust, itself a direct result of heterogeneous 
crustal stretching during basin development.
8.7 The Oberpfalz - the advantages of three-dimens ional control.
The interpretation of both the LCRZ and the mid-crustal shears 
described above were both aided to some extent by a degree of three- 
dimensional control on reflector geometry. This is spectacularly 
reinforced by an interpretation of a grid of unmigrated deep seismic 
r e f l e c t i o n  data r e c o r d e d  in the Oberpfalz. The grid a l l o w e d  
reflections (possibly associated with a thrust) to be mapped out in 3- 
D, revealing a second phase of deformation not apparent on the main 
seismic profile (DEKORP 4). A dipping reflective surface (the thrust) 
has been cut by later strike-slip faults into a series of ridges and 
troughs consistent with Late Variscan dextral shear. The success of 
this interpretation argues for the acquisition of grids of deep 
seismic data, and the correlation and subsequent interpretation of 
groups of reflections around that grid.
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APPENDIX.
A b b r e v i a t i o n s  u s e d  in t h i s  t h e s I s .
ACORP Australian Continental Reflection Profiling.
BIRPS British Institutions Reflection Profiling Syndicate.
CALCRUST California consortium for Crustal Studies.
COCORP Consortium for Continental Reflection Profiling.
DEKORP Deutches Kontinentales Reflexionsseismisches Program
ECORS Etude de la croute Continentale et Océanique par
Reflexion et Refraction Sismiques.
KTB Kontinentales Tiefbohrprogramm.
MOIST Moine and Outer Isles Seismic Traverse.
WINCH Western Isles and North Channel.
SWAT South-west Approaches Traverse.
DRUM Deep Reflections from the Upper Mantle.
WAM Western Approaches Margin.
NEC North-east Coast.
MOBIL Measurements Over Basins to Image the Lithosphere.
LCRZ Lower crust reflective zone.
CMT Crust-mantle transition.
MOHO Mohorovicic discontinuity.
DSRP Deep seismic reflection profiling.
CMP Common Mid-point.
TWT Two-way time.
