We combine an Eulerian-Lagrangian approach and multiresolution analysis to develop unconditionally stable, explicit, multilevel methods for multidimensional linear hyperbolic equations. The derived schemes generate accurate numerical solutions even if large time steps are used. Furthermore, these schemes have the capability of carrying out adaptive compression without introducing mass balance error. Computational results are presented to show the strong potential of the numerical methods developed.
1. Introduction. Advection-reaction partial differential equations (PDEs) model the reactive transport of solutes in subsurface flows, fluid dynamics, and many other important applications [11, 15] . These equations admit solutions with moving steep fronts, which need to be resolved accurately in applications and often cause severe numerical difficulties. Standard finite difference or finite element methods tend to generate numerical solutions with severe nonphysical oscillations. While upstream weighting methods can eliminate or alleviate these oscillations, they introduce excessive numerical dispersion and grid orientation effects [11, 15] . Most improved methods are explicit, and thus are local, relatively easy to implement, and fully parallelizable. It is well known that there are no explicit, unconditionally stable, consistent finite difference schemes (or virtually any schemes with fixed stencils) for linear hyperbolic PDEs [5] . Consequently, explicit methods are subject to the Courant-FriedrichsLewy (CFL) condition and have to use small time steps in numerical simulations to maintain the stability of the methods [11] . On the other hand, implicit methods are unconditionally stable, and so allow large time steps to be used in numerical simulations while still maintaining their stability. But they require inverting a coefficient matrix at each time step in order to generate numerical solutions. The time steps in implicit methods cannot be taken too large due not to the stability constraint but for reasons of accuracy. Local truncation error analysis shows that in implicit methods the temporal errors and spatial errors add up. Thus, the resulting solutions are very sensitive to the time step size.
In recent years, there has been an increasing interest in the application of wavelet techniques in developing efficient numerical schemes for various types of PDEs [3, 7, 14] . For hyperbolic PDEs, the existence of moving steep gradients separating smooth structures is a clear indication that these techniques can be helpful in the design of efficient numerical techniques for the solution of hyperbolic PDEs. Motivated by these observations, we combine an Eulerian-Lagrangian approach and wavelet techniques to develop unconditionally stable, explicit schemes for multidimensional advectionreaction PDEs, including single-level schemes, multilevel schemes, and adaptive multilevel schemes. These schemes generate accurate numerical solutions even if large time steps are used. Computational results are presented to show the strong potential of the schemes developed.
The rest of this paper is organized as follows. In section 2, we derive a reference equation for the initial-value problems of advection-reaction PDEs in multiple space dimensions. In section 3, we briefly review multiresolution analysis and wavelet decompositions. In section 4, we develop CFL-free, explicit numerical schemes. In section 5, we prove the unconditional stability of these schemes. In section 6, we perform numerical experiments to observe the performance of the schemes and to verify their unconditional stability. In section 7, we outline the extensions of the schemes to the initial-boundary-value problems of advection-reaction PDEs. In section 8, we summarize the results in this paper and draw some conclusions.
A reference equation.
We consider the initial-value problem for linear advection-reaction PDEs,
1) where v(x, t) is a fluid velocity field, R(x, t) is a first-order reaction coefficient, u(x, t)
is the unknown function, and q(x, t) and u 0 (x) are the prescribed source term and initial condition, respectively. We assume that u 0 (x) and q(x, t) have compact support, so the exact solution u(x, t) has compact support for any finite time t > 0.
We define a uniform partition of the time interval [0, T ] by t n := n∆t for n = 0, 1, . . . , N, with ∆t := T/N. If we choose the test functions w(x, t) to be of compact support in space, to vanish outside the interval (t n−1 , t n ], and to be discontinuous in time at time t n−1 , the weak formulation for (2.1) is written as
where w(x, t
w(x, t) takes into account the fact that w(x, t) is discontinuous in time at time t n−1 .
To reflect the hyperbolic nature of (2.1), we follow the ELLAM framework of Celia et al. [1] to choose the test functions w in (2.2) from the solution space of the adjoint equation of (2.1),
Along the characteristic r(θ;x,ť) defined by 
Choosing (x,ť) = (x, t n ), we see that once the test functions w(x, t n ) are specified at time t n , they are determined completely on the space-time strip R d × (t n−1 , t n ] with an exponential variation along the characteristic r(θ; x, t n ) for θ ∈ [t n−1 , t n ].
In the numerical schemes we use an Euler or Runge-Kutta formula to approximate the characteristic r(θ;x,ť) and use the following approximate test functions w instead:
To avoid confusion in the derivation, we replace the dummy variables x and t in the second term on the right-hand side of (2.2) by y and θ and reserve x for the variable in R d at time t n . For any y ∈ R d , there exists an x ∈ R d such that y = r(θ; x, t n ). We obtain
Here |
∂r(θ;x,tn) ∂x
| is the Jacobian determinant of the transformation from x at time t n to r(θ; x, t n ) at time θ.
and
Incorporating (2.8) into (2.2), we obtain a reference equation
where
Previously, the so-called ELLAM schemes were developed by using finite element basis functions in (2.11). These schemes symmetrize the governing transport PDEs and generate accurate numerical solutions even if very coarse spatial grids and time steps are used.
Multiresolution analysis and wavelet decompositions.
To develop numerical schemes based on (2.11), we need to define the trial and test functions at time t n . To do so, we briefly recall multiresolution analysis and wavelet decompositions.
Multiresolution analysis.
In the standard Fourier analysis, L 2 -functions are represented by linear combinations of sines and cosines. In 1910, Haar studied the representation of L 2 -functions by step functions taking values ±1 [12] . In the 1980s, these ideas were explored and developed further into the theory of wavelets. The first wavelets were introduced in early 1980s by Stromberg [21] and Morlet et al. [18] . Multiresolution analysis, which is one of the best ways of constructing wavelets, began in image processing [20, 22] and was introduced into mathematics by Mallat [16] . Daubechies used multiresolution analysis to construct compactly supported orthogonal wavelets with arbitrary smoothness, which include the Haar wavelets as the simplest case [8] . We refer readers to the survey article [10] for detailed reviews.
A sequence of closed subspaces {V j } j∈Z (Z is the set of all integers) of L 2 (R) is a multiresolution analysis if (a) these spaces are nested:
e) V 0 is generated by a single (scaling) function φ and its translates {φ 0,k : k ∈ Z}, where
Because V 0 ⊂ V 1 , the scaling function φ ∈ V 0 is also a member of V 1 . Hence, the following refinement relation holds:
In general, the sum has infinitely many terms, and convergence in (3.2) is understood in the L 2 (R)-norm. Daubechies first discovered a family of compactly supported orthogonal wavelets [8] , so their filters h k have only finite length. The coiflets developed subsequently have improved symmetry and regularity [9] . In this paper we use compactly supported orthogonal wavelets.
Let P j : L 2 (R) −→ V j be the orthogonal projection operator; we then have
Let W j−1 be the orthogonal complement of V j−1 in V j . Then we have the following decomposition:
It is proved that the spaces W j can be generated by a single (wavelet) function ψ [8, 9] . In other words, ψ and its integer translates ψ 0,k , with ψ j,k being defined by
constitute an orthonormal basis for W 0 . Hence, for each fixed j, the ψ j,k (k ∈ Z) form an orthogonal basis for W j . Since ψ ∈ W 0 ⊂ V 1 , it can be expressed as
A permissible choice for the filter g k is given by g k = (−1)
For f ∈ L 2 (R), the telescoping sum
represents the projection P j f f ∈ V j f of f at a fine level j f as a direct sum of P jc f ∈ V jc of f at a coarse level j c and the elements in a sequence of refined spaces W jc ⊕W jc+1 ⊕ · · · ⊕ W j f −1 that provide progressively improved resolution at different scales.
Cascade algorithm.
The cascade algorithm provides an efficient approach for decomposition and reconstruction [9] . Using the refinement equation (3.2) and the definition (3.1) of φ j,k (x), we see
Similarly, we have
In the decomposition process, the cascade algorithm shows how to calculate the scaling coefficients c j−1,k (f ) and the wavelet coefficients d j−1,k (f ) at a coarser level j − 1 from the coefficients c j,k (f ) at a finer level j:
In the reconstruction process, the cascade algorithm shows how to calculate the scaling coefficients c j,k (f ) at a finer level j from the scaling coefficients c j−1,k (f ) and the wavelet coefficients 
We will outline the extensions of the schemes developed in this section to initial-boundary-value problems of advectionreaction PDEs in section 7.
Let N 0,m ∈ N (m = 1, 2, . . . , d) be the numbers of intervals in the mth coordinate directions. We define spatial grids at the coarsest occurring level 0 by
Using the scaling function φ(x) in (3.1), we define
to be the scaling functions at the level 0 that are associated with the grids x (m) 0,k in the mth coordinate direction. We then define the corresponding functions and grids at level j = 1, 2, . . . , J:
where levels 0 and J denote the coarsest and finest occurring discretization levels.
A single-level scheme.
We define finite-dimensional spaces S j (Ω) at level j by
where the scaling functions Φ j,k (x), with x = (x 1 , . . . , x d ), and the index sets ω j at level j are defined by
Replacing the exact solution u in (2.11) by the trial functions U (x, t n ) ∈ S J (Ω) and dropping the error term E(w) in (2.11), we obtain the following.
Scheme I. Seek U (x, t n ) ∈ S J (Ω), the space of the scaling functions defined on the finest occurring discretization level J, with (4.6) such that the following equation holds for any w(
This scheme is explicit, since choosing w(x, t n ) = Φ j,k (x) in (4.7) reduces its left-hand side to
The evaluation of the second term on the right-hand side of (4.7) is standard in wavelet methods for elliptic and parabolic PDEs [3, 6, 7, 14] . However, the evaluation of the first term on the right-hand side of (4.7) in nonconventional, due to the definition of w(x, t + n−1 ) that in turn results from the characteristic tracking. In the current context, we adopt a modified forward tracking algorithm [19] to evaluate this term. We would enforce a Simpson or fifth-order Newton-Cotes integration quadrature on each cell (or dyadic subcells) at time step t n−1 , which needs only the dyadic values of the wavelets that can be obtained a priori. To evaluate w(x, t + n−1 ), we track these discrete quadrature points x q forward along the characteristics defined by (2.4) to time step t n and obtainx q = r(t n ; x q , t n−1 ). We then use (2.7) to evaluate
Note thatx q is not necessarily a dyadic point in general. We compute w(x q , t n ) by an interpolation based on its values at neighboring dyadic points.
A multilevel scheme.
Notice that, as in the case of Fourier series, when the exact solution u(x, t n ) is smooth, its wavelet coefficients
decay rapidly as the level j increases [9, 10] . Here the wavelets Ψ e j,k (x) are defined by
For example, when u(x, t n ) is differentiable we have
with Ω e j,k = supp(Ψ e j,k ). By using a multidimensional analogue of expansion (3.8), we have the following multiresolution expansion for U (x, t n ) ∈ S Jn (Ω):
We define a CFL-free, explicit, multilevel scheme for problem (2.1) as follows.
Scheme II. Find U (x, t n ) ∈ S Jn (Ω), which is in the form of (4.13) with 0 ≤ J n ≤ J, such that (4.7) holds for any w(x, t n ) ∈ S Jn (Ω).
Scheme II possesses all the numerical advantages of Scheme I. For example, it is explicit and is a multilevel scheme. In fact, if we choose w(x, t n ) = Φ 0,k (x) or Ψ e j,k (x) for k ∈ ω j , e ∈ E, and j = 0, 1, . . . , J n − 1, the left-hand side of (4.7) is reduced to
(4.14)
Equations (4.13) and (4.14) generate a multilevel expression of the solution U (x, t n ). Algorithmically, we first compute the coefficients c n 0,k in (4.13) at the coarsest level 0. We then compute the coefficients d n,e j,k for e ∈ E and k ∈ ω j in the second term on the right-hand side of (4.13) starting from the coarsest occurring level 0 to the finest level J. Finally, because all the wavelets have at least zeroth-order vanishing moments, adding the wavelet expressions level by level does not affect mass balance.
4.3.
A CFL-free, explicit multilevel scheme with adaptive and conservative compression. In applications hyperbolic PDEs often admit solutions with very localized phenomena, which are typically smooth outside some very small (but dynamic) regions and could develop steep fronts within these regions. In contrast to Fourier series expansions where local singularities of the solutions could contaminate the decaying properties of Fourier coefficients globally, (4.12) shows that the wavelet coefficients actually become small when the underlying solution is smooth locally. Therefore, we can drop the terms with small wavelet coefficients to reduce the number of unknowns to be solved without introducing large errors. On the other hand, the wavelet coefficients also indicate where relevant detailed information is encountered. This observation motivates the development of a CFL-free, explicit multilevel scheme with the capability for adaptive and conservative compression to fully utilize these properties.
Scheme III. This scheme is divided into four steps.
Step 1. Initialization. Project the initial condition u 0 (x) into the space S J (Ω) to obtain its approximation, 
We use a time marching algorithm to perform the following steps for n = 1, 2, . . . , N.
Step 2. Compression step. Because the wavelet coefficients in the expression
would be nearly zero in the smooth regions of U (x, t n−1 ), and would be noticeable in the rough regions of U (x, t n−1 ), we can drop many small wavelet coefficients in (4.17) without affecting the accuracy of the solution U (x, t n ). Here ω n−1 j are the predicted significant coefficient index sets with ω 0 j = ω j and ω n−1 j being defined below for subsequent time steps.
We define level-dependent thresholding parameters ε j by (4.18) and perform the following thresholding procedure:
Equivalently, we introduce the significant coefficient index sets
We define a compression U (x, t n−1 ) of U (x, t n−1 ) by
Step 3. Prediction step. The wavelet expansion (4.21) provides a convenient way to measure the smoothness of functions in terms of various function space norms as well as locally [9, 10] . Hence, we use it to locate the smooth regions and rough regions of U (x, t n−1 ) by determining the significant coefficient index sets ω n−1 j . In other words, the wavelet expansion itself is a convenient and accurate error indicator for U (x, t n−1 ). We predict where the rough regions of U (x, t n ) will be at time step t n by determining the predicted significant coefficient index sets ω n j at level j at time step t n . In order to locate the latter, we track the index sets ω n−1 j forward along the characteristics from time t n−1 to time t n . We also take into account the effect of the source term q(x, t) and the reaction term R(x, t) along the characteristics.
Step 4. Solution step. Once we determine the predicted significant coefficient index sets ω Then we look for U (x, t n ) ∈ S n J (Ω), which is in the form (4.23) such that the following equation holds for any w(x, t n ) ∈ S n J (Ω): Here w(x, t + n−1 ) and Λ(x, t n ) are defined in (2.7) and (2.9) and below (2.2). We now briefly discuss the schemes we have developed:
1. Scheme I is a linear and single-level scheme, in which the number of levels and the set of wavelet basis functions used at each time step are independent of the solution being approximated. In Scheme II the number of levels could vary at each time step, depending on the solution being approximated. The first term on the right-hand side of (4.13) provides a basic approximation at the coarsest occurring level 0. The second term provides a finer and finer resolution at time t n as the level j increases from 0 to J n − 1. Both Schemes I and II are fairly easy to implement. 2. Scheme III is a nonlinear scheme, in which the number of levels and the set of wavelet basis functions Ψ e j,k (x) chosen in the approximation depend on the solution being approximated [10] . Notice that the significant wavelet coefficients d n−1,e j,k , which exceed the thresholding parameters in (4.19), are nonzero only near the moving steep front regions. Hence, with the first term on the right-hand side of (4.23) as a base approximation, the second term on the right-hand side of (4.23) consists of terms with significant coefficients and provides a progressively improved resolution. In this way, Scheme III resolves the moving steep fronts present in the solutions accurately, adaptively, and effectively.
The distribution of the significant coefficients d n−1,e j,k
or equivalently the significant coefficient index sets ω n−1 j in (4.20) could be somewhat irregular or unstructured after the thresholding process (4.19), even though they should have some correlations. A naive organization and management of these coefficients could compromise the greatly improved efficiency of the scheme. The tree approximation techniques proposed in [2] , in which a node is in the tree whenever one of its child nodes is in the tree, allow a more effective organization/encoding of the positions of the significant coefficients in an optimal order (i.e., the number of nodes in the tree is a constant multiple of the number of significant coefficients d n−1,e j,k ). By tracking the significant coefficient index sets ω n−1 j from time step t n−1 to t n along the characteristics, we can obtain predicted significant coefficient index sets ω n j at time step t n fairly accurately and efficiently. 4. Because all the wavelet basis functions Ψ e j,k (x) have at least zeroth-order vanishing moments, the compression used in Scheme III does not introduce any mass balance error.
Stability analysis.
In this section we prove the unconditional stability of the numerical schemes.
Theorem 5.1. Scheme I is unconditionally stable. Using (4.6), we choose w(x, t n ) = Φ J,k (x) in (4.7). Then we multiply the resulting equation by c n J,k in (4.6) and add all the resulting equations ∀k ∈ ω J to obtain
We use the facts
with I being the d × d identity matrix and x * := r(t n−1 ; x, t n ), to bound the first term on the right-hand side of (5.1). For convenience, we replace the dummy x in this term by x * and reserve x for the corresponding variable at time t n :
Here L represents a generic positive constant, which might assume different values at different places.
Recall that |Λ(x, t n )| ≤ L∆t; we bound the second term on the right-hand side of (5.1) by 
where L 0 is a fixed positive constant. Adding (5.5) for n = 1, 2, . . . , N 1 ≤ N results in the following telescoping series:
.
(5.6)
Canceling the corresponding terms on both sides of (5.6) yields the following inequality:
Taking ∆t small enough such that 4L 0 ∆t ≤ 1/2, we rewrite (5.7) as follows:
(5.8)
Applying Gronwall's inequality to (5.8) yields the following stability estimate:
Thus, we have proved the unconditional stability of Scheme I.
Theorem 5.2. Schemes II and III are explicit and unconditionally stable. The explicitness of Scheme III can be shown similarly to that of Scheme II in (4.14), with ω j and J n replaced by ω n j and J, respectively. We now prove the unconditional stability of Schemes II and III. Recalling the expression (4.13) for U (x, t n ), we multiply (4.7) with w(x, t n ) = Φ 0,k by c 0,k (U n ) ∀k ∈ ω 0 , and (4.7) with w(x, t n ) = Ψ e j,k by d n,e j,k (U n ) ∀k ∈ ω j , e ∈ E, and 0 ≤ j ≤ J n − 1, and add all the resulting equations, yielding (5.1) again. Even though the number of levels J n−1 at time step t n−1 and at time step t n could be different, the techniques used in Theorem 5.1 still work and lead to the stability estimate (5.9).
To prove the unconditional stability for Scheme III, we recall the expression (4.23) for U (x, t n ). Multiplying (4.24) with w(x, t n ) = Φ 0,k by c n 0,k (U n ) ∀k ∈ ω 0 , and (4.24) with w(x, t n ) = Ψ e j,k by d n,e j,k (U n ) ∀k ∈ ω n j , e ∈ E, and 0 ≤ j ≤ J − 1, and adding all the resulting equations, we obtain
Using the inequality 12) we bound the first term on the right-hand side of (5.11) as in (5.3):
(5.13)
We then obtain the estimate (5.5) again. The same technique as that used in proving Theorem 5.1 concludes the proof of this theorem.
Numerical experiments.
We consider the transport of a two-dimensional Gaussian pulse, with or without a reactive process involved. To gain some basic understanding of the numerical methods, we compare these schemes with the standard upwind scheme that has been well understood and widely used in industrial applications.
In the example runs, the spatial domain is Ω := (−1, 1) × (−1, 1), a rotating velocity field is imposed as V 1 (x 1 , x 2 ) = −4x 2 , and V 2 (x 1 , x 2 ) = 4x 1 . The time interval is [0, T ] = [0, π/2], which is the time period required for one complete rotation. The initial condition u 0 (x 1 , x 2 ) is given by
where x 1c , x 2c , and σ are the centered and standard deviations, respectively. The corresponding analytical solution for (2.1) with q = 0 is given by
wherex 1 := x 1 cos(4t)+x 2 sin(4t),x 2 := −x 1 sin(4t)+x 2 cos(4t), and r(θ;x 1 ,x 2 , 0) := (x 1 cos(4θ) −x 2 sin(4θ),x 1 sin(4θ) +x 2 cos(4θ)).
This example has been used widely to test different schemes for numerical artifacts such as numerical stability, numerical dispersion, spurious oscillations, deformation, and phase errors as well as other numerical effects arising in porous medium fluid flows. In the numerical experiments, the data are chosen as follows: q = 0, x 1c = −0.5, x 2c = 0, and σ = 0.0447. To observe the capability of these schemes in handling reactive transport processes, we consider both R = 0 and R = cos(2t). When no reaction is present, the analytical solution u(x 1 , x 2 , t) after one complete rotation is identical to the initial condition u 0 (x 1 , x 2 ), which is centered at (x 1c , x 2c ) with a minimum value 0 and a maximum value 1. The surface and contour plots of the analytical solution (which is identical to the initial condition) are presented in Figure 1(a) and (b) . For R = cos(2t), the analytical solution given by (6.2) now becomes
which is identical to the analytical solution with no reaction at the final time t = π 2 . Hence, we can have a fair comparison of errors for both R = 0 and R = cos(2t).
We use the fourth-order Daubechies wavelets with a coarsest occurring level of grid size h 0 = 1 8 , a finest occurring level of J = 3, and a very coarse time step of ∆t = π/8. This leads to a maximal Courant number of 115. We apply Scheme I (which is identical to Scheme II) at the finest level J = 3 to compute the uncompressed solution. We then apply Scheme III with the coarsest level of mesh size h 0 = 1 8 and the finest level J = 3 to compute the compressed solutions. In all the schemes, a fourth-order Runge-Kutta method with a micro time step of ∆t m = ∆t/4 is used to track the characteristics. The tolerance (4.18) now becomes
In Table 1 , we present the L 1 -, L 2 -, and L ∞ -errors, the maximum and minimum values, and compression ratios (the number of unknowns in the uncompressed solution versus that of the unknowns in the compressed solution) of the uncompressed (ε = 0) and compressed solutions at the final step T = π/2 for different choices of tolerance ε and for both R = 0 and R = cos(2t). The contour and surface plots for the uncompressed solution and the compressed solution with ε = 0.0001 at the final step T = π/2 and for R = cos(2t) are plotted in Figure 2(a)-(d) . These results show that the schemes developed in this paper generate very accurate solutions, even if very large time steps and fairly coarse grids are used. The schemes are explicit and highly parallelizable. We observe that with fairly large compression ratios, Scheme III generates a solution comparable to the uncompressed solution. This implies a further improvement in terms of computational efficiency and storage. In the numerical implementation of these schemes, we focus on the study of the trade-off between the compressibility and accuracy. We understand that a fine-tuning and optimization of the implementations will fully explore the adaptivity of Scheme III and will further improve its CPU performance. Finally, these schemes handle the reactive effect accurately and generate numerical solutions with about the same errors as the solutions with no reaction involved.
It is well known that the standard upwind scheme is explicit and fairly easy to implement, and can generate very stable solutions with correct qualitative physical trend even for very complex problems. However, the upwind scheme introduces excessive numerical diffusion and tends to severely smear the steep fronts of the numerical solutions. We present in Table 2 that was used in Table 1 , the time step ∆t = π 1200 is the largest admissible step size that meets the CFL condition (the Courant number is 0.95). The upwind scheme generates an extremely diffusive solution with a maximal value of only 0.080 that is only 8% of the height of the true solution, even though it is extremely efficient per time step (it took only 4 seconds for 1200 time steps). The surface and contour plots of the solution are presented in Figure 3 (a) and (b). We further notice that with the same spatial grid size, the errors increase slightly as the size of the time step is further reduced. This observation can be explained by using the local truncation error analysis, which shows that the local spatial and temporal errors actually have opposite signs and cancel with each other. Hence, reducing further the time step size only leads to increased local truncation error, and so to increased truncation errors of the numerical solutions of the upwind scheme. To improve the accuracy of the numerical solutions, we have to refine both the spatial grids and the time steps with the Courant number being close to unity. With a CPU time comparable to that which Schemes I-III consumed, the upwind scheme generates a solution using a spatial grid size of h = Figure 3 (c) and (d). We also observe slight deformation due to the grid orientation effect. These comparisons show that these schemes are very competitive and hold strong potential.
Extension.
We outline the extension of the schemes developed in this paper to the initial-boundary-value problem of advection-reaction PDEs:
is the spatial domain with the boundary Γ = ∂Ω. Γ (I) and Γ (O) are the inflow and outflow boundaries identified by The weak formulation corresponding to (2.2) now reads as
Now the characteristic r(θ;x,ť) is still determined by (2.4)-(2.6), but with the exception that either (x,ť) = (x, t n ) for x ∈ Ω or (x,ť) = (x, t) for x ∈ Γ (O) and t ∈ [t n−1 , t n ]. Then derivation similar to that for (2.11) leads to the reference equation
where t * (x, t) = t n−1 if r(θ; x, t) does not backtrack to the boundary Γ, or t * (x, t) represents the time instant when r(θ; x, t) backtracks to the boundary Γ otherwise.
Based on the reference equation (7.5), we can define Schemes I-III as before. But now the unknown trial functions U (x, t) are defined in Ω at time t n and on the spacetime outflow boundary Γ (O) × [t n−1 , t n ]. The scaling and wavelet basis functions used in section 4 might not be orthogonal anymore near the boundary of the domain Ω. Consequently, the schemes might not be explicit anymore. Notice that the region where the basis functions are not orthogonal is of order ∆t. Hence, the derived schemes are explicit in most of the domain and are implicit near boundary. In other words, we reduce the space dimension of the implicit scheme by one. Alternatively, we could utilize the results in [4, 17] to modify the wavelet basis functions near boundary to make them orthonormal and again lead to fully explicit schemes.
Conclusions.
The well-known CFL condition states that there are no explicit, unconditionally stable, consistent finite difference schemes (in fact, any schemes with fixed stencils) for linear hyperbolic PDEs [5] . Therefore, although explicit methods are relatively easy to implement, are local, and are fully parallelizable, the time step sizes in these methods are subject to the CFL condition. In fact, explicit methods often have to use very small time steps in numerical simulations to maintain the stability of the methods [11] . In contrast, implicit methods are unconditionally stable. However, they require inverting a coefficient matrix at each time step and could be expensive. Moreover, the time step sizes of implicit methods are still restricted for the reason of accuracy, especially when steep fronts pass by.
In this paper we combine an Eulerian-Lagrangian approach and multiresolution analysis to develop three unconditionally stable, explicit schemes for multidimensional linear hyperbolic PDEs. Scheme I is a single-level scheme that uses all the scaling functions at a fine level J as basis functions. It is in the flavor of standard finite element methods and is fairly straightforward to implement. Scheme II is a multilevel scheme that uses all the scaling functions at a coarsest occurring discretization level 0 and all the wavelets on all the levels 0, 1, . . . , J n − 1 as basis functions. It is similar to multigrid methods with a slash cycle, and does not need to go back and forth between the coarse grids and the fine grids (see [13] and the references therein). Scheme III uses a thresholding and compression technique to adaptively select the wavelet basis functions at each successive level 0, 1, . . . , J − 1. It significantly reduces the number of equations and coefficients that need to be solved, while still showing accuracy comparable to the uncompressed schemes (Schemes I and II). Hence, it has a greatly improved efficiency and storage. The scheme is nonlinear and is related to adaptive finite element methods. Furthermore, the compression used in the scheme does not introduce any mass balance error. As we have seen, by using a multiresolution analysis and orthogonal wavelets with an Eulerian-Lagrangian approach, we are able to obtain single-level and multilevel, explicit schemes. The use of Lagrangian coordinates enables us to obtain accurate solutions even if very large time steps are used. Moreover, the use of Lagrangian coordinates defines the stencils adaptively following the flow of streamlines, and the stencils are not necessarily fixed. This is the fundamental reason why we could develop CFL-free, unconditionally stable, convergent numerical methods for hyperbolic PDEs without contradicting the well-known CFL condition. Our previous computational results have shown the strong potential of the methods developed. The convergence analysis and error estimate for Scheme I can be derived in a more or less standard way, but the error estimates for Schemes II and III require more work. We will present the theoretical error estimates for these schemes elsewhere.
