For a wide class of noninteracting tight-binding models in one dimension with non-degenerate bands we propose an analytic continuation of Bloch states for complex quasimomentum useful for an analytical understanding of boundary physics in half-infinite systems. By finding the solution for all bulk and edge states, we prove the localization of the boundary charge in the insulating regime and show that all edge states leave a corresponding fingerprint in the density from the bulk states. We determine the explicit form of the density given by an exponential decay with localization length proportional to the inverse gap and a pre-exponential function following a power-law with generic exponent −1/2 at large distances. Introducing a phase variable that shifts the lattice continuously towards the boundary, we determine the topological constraints for the phase-dependence of the edge states connecting adjacent bands. The constraints are shown to be equivalent to the possible quantization values for a topological index proposed in an accompanying letter (see arXiv preprint server) defined in terms of the change of the boundary charge when the boundary is shifted by one site. By analysing the phase-dependence of poles in the complex plane during the continuous shift of the boundary by one site, we show that the phase-dependence of the model parameters can always be chosen such that no edge state crosses the chemical potential in a certain gap. This clarifies the result found in the accompanying letter that the underlying reason for the topological constraints is charge conservation and particle-hole duality alone but does not require any edge state physics. The topological index characterizing universal properties of the boundary charge is compared to the Zak phase and the Chern number and is shown to contain more information useful for a generic discussion of topological properties of one-dimensional systems in the absence of any symmetry constraints.
I. INTRODUCTION
Triggered by the discovery of the quantum Hall effect 1,2 , the study of insulating materials has received considerable interest in the last decade due to the development of the field of topological insulators with interesting edge states appearing in the gap which might be useful for quantum information processing [3] [4] [5] [6] [7] [8] [9] , see Refs. [10] [11] [12] [13] [14] for reviews and textbooks. Since edge states describe interesting physical phenomena happening at the boundary of a system, this field is ultimately related to the study of the density at the boundary, where not only the edge states but also the bulk states have a nontrivial effect. That the boundary charge not only consists of the charge of the edge states and can appear in quantized fractionalized units is well known and has a long history for systems with local inversion/chiral symmetries 15 . Within the so-called modern theory of polarization [16] [17] [18] [19] [20] , the Zak phase 21 has been put forward to be a quantity characterizing the bulk polarisation and the boundary charge [22] [23] . For systems with inversion symmetry the boundary charge is quantized in half-integer units and the field of topological crystalline insulators [24] [25] [26] [27] [28] [29] has been put forward recently, extending the standard classification schemes of topological insulators [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] in terms of Chern and winding numbers. However, away from inversion symmetry, the physics happening at the boundary of an insulating system is still not well understood and the research in this direction started only quite recently. In addition, even in the presence of inversion symmetry, the Zak phase is not a gauge invariant quantity and an important integer of topological nature remains undetermined for the boundary charge.
In a seminal work 40 the boundary charge of a finite one-dimensional (1D) tight-binding model with nearest neighbor hopping and a harmonic on-site potential with a wave-length commensurable with the lattice has been studied. In the insulating regime, a numerical study revealed a very stable and almost linear behaviour of the boundary charge Q B (ϕ) as function of a phase variable ϕ controlling the offset of the potential. Since inversion symmetry is broken for almost all values of the phase variable, this result was quite surprising and motivates the study of universal properties of the boundary charge in the absence of any symmetry constraints. Later on this work was extended to arbitrary filling 41 and it was shown that the slope is universal and can be related to the quantized Hall conductance. Obviously this slope can not be explained by edge state physics and is triggered by the bulk states. An intuitive and very simple physical argument has been put forward in terms of charge conservation which, for a half-infinite system, can be formulated as follows. If a denotes the lattice spacing, the unit cell consists of Z sites for a given commensurate wave-length λ = Za of the potential. This leads to an average charge densityρ = eν Za per site when ν bands are filled, where e is the charge of one electron. Shifting the potential continuously by one site towards the boundary via a phase change by 2π Z one expects in an adiabtic picture that on average the charge aρ = eν Z will be shifted into the boundary leading to an increase of the boundary charge Q B by exactly the same amount. This is fundamentally related to the fact that the boundary charge is defined via a macroscopic measurement on scales much larger than Za, analog to the definition of the macroscopic charge density in classical electrodynamics. As a result, for large Z or, equivalently, in the large wave-length limit of the potential, one expects that Q B (ϕ) will be almost a linear function with a universal slope Zaρ 2π = eν 2π on average. Up to discrete jumps arising from edge states crossing the chemical potential µ, this slope was observed in Refs. 40 and 41 as well as its stability against random disorder was demonstrated. We note that this result has to be distinguised from standard works on charge pumping 42, 43 , where the phase is changed by 2π such that the boundary charge returns to the same value. Such setups are useful to study the overall number ν of edge states which have to be pumped to higher bands such that the increase of Q B due to the linear slope is compensated.
Besides the linear slope of the boundary charge a number of issues are of important interest which are discussed in this paper as well as in an accompanying letter 44 . (1) For small Z the linear slope is not perfect and generically discrete jumps can occur due to edge states. Furthermore, only for the gaps between low lying bands and for rather smooth phase-dependence of the model parameters, the slope is positive and given by eν 2πZ . In general all values e(ν−sZ) 2πZ are possible for the slope, where s is an integer. For all of these reasons, a precise statement of universality is needed. The idea is to define a universal topological index (also called invariant in the following) I = ∆Q B − eν Z characterizing the difference to the standard slope found in Refs. 40,41, where ∆Q B (ϕ) = Q B (ϕ + 2π Z ) − Q B (ϕ) is the change of the boundary charge when the boundary of a half-infinite system is shifted by one site. This topological index can be defined for a single band α via I α = ∆Q (α) B − e Z or for a given chemical potential with ν filled bands. Of interest are the quantization of this index, the topological constraints for the allowed values, and how the index is related to edge state physics. For a generic nearestneighbor tight-binding model with one orbital per site but arbitrary modulations of on-site potentials and hopping parameters (also called generalized Aubry-André-Harper models 45 when the modulation is given by a cosine function) it turns out that both indices are quantized with the possible values I α ∈ {0, ±1} and I ∈ {−1, 0}. Surprisingly, in Ref. 44 we have shown that this result follows solely from charge conservation and particle-hole duality without using any edge state physics. In this paper we will follow a completely different route and will derive the same result rigorously by analysing explicitly the topological constraints how edge states can appear leading to discrete jumps of Q B . The fact that both results agree in the end shows very nicely that edge states are not the driving force determing the possible values of the topological index but play the role of "followers" which, for a given choice of the phase-dependence of the model parameters, have to appear according to certain topological constraints such that charge conservation and particle-hole duality is not violated. (2) The second important issue concerns the relation of the index I α to other known topological indices used to classify topological insulators, in particular the Zak-Berry phase, the Chern number, and the topological index s occurring in the linear slope e(ν−sZ) 2πZ (which occurs also in the Diophantine equation, see Refs. [46] [47] [48] ). In this paper we will show how all these indices are related to each other and we will discuss in detail the result found in Ref. 44 that I α = −w α is determined by a winding number w α related to a fundamental phase, namely, to the gaugeinvariant phase difference of the Bloch wave function of the infinite system between the sites right and left to the boundary defining the half-infinite system. This gives to the topological index I α a very fundamental meaning and we will show that the phase-dependence of this index contains more information compared to all the other topological indices. (3) Besides the deviation from the linear slope a fundamental issue is the definition of the boundary charge itself. Whereas within the modern theory of polarization one tries to relate the boundary charge to the Zak phase, we define the boundary charge via a macroscopic average of the density following along the lines of Ref. 40 . However, this definition relies on the property that the density of an insulator falls off exponentially fast from the boundary to the bulk value of the infinite system. In this paper we will prove rigorously that this is indeed correct. In particular, we show that each edge state leaves a fingerprint in the density coming from the bulk states which is exactly the same but with negative sign. Technically this arises from a pole contribution of the Friedel density in complex quasimomentum space. The remaining part of the density follows from a branch cut contribution which leads to an exponentially decreasing contribution with localization length proportional to the inverse gap and a pre-exponential function falling off generically with 1/ √ n at large distances, where n labels the unit cells.
The rigorous results obtained in this paper essentially rely on the analytic continuation of the dispersion relation and the periodic part of the Bloch states to complex quasimomentum k for the case of the infinite system without boundaries. Following general arguments put forward in a recent article 49 we show that the solutions of the infinite system in the complex plane form a basis to construct all edge and bulk states for a halfinfinite system (up to special bifurcation points where additional solutions with pre-exponential power-laws have to be taken into account). In particular we will use a very convenient representation of the Bloch state within a unit cell by separating the normalization factor 1 √ N k from a Zdimensional vector with components c k (j), j = 1, . . . , Z, where both N k and c k (j) are analytic functions with no poles but only with branch cuts arising from the gapped dispersion relation. Writing the normalization N k for complex quasimomentum in a convenient way in terms of the different left and right eigenvectors of the nonhermitian Bloch Hamiltonian, one finds that the points of vanishing normalization N k = 0 are of special interest. Besides providing the branching points of the dispersion relation they also provide the poles of the Bloch state in the complex plane corresponding to the edge state solutions which oscillate around the branch cuts as function of the phase. These oscillations will turn out to be essential to prove that the phase-dependence of the model parameters within a phase-interval of size 2π Z can be always chosen such that no edge state crosses the chemical potential in a certain gap. This result is essential to bridge the two approaches used in this paper and in the accompanying letter 44 that edge states are not the driving force standing behind the topological constraints determining the allowed values for the invariant I α . In contrast to many other approaches trying to find effective analytical or numerical solutions for tight-binding models on finite systems 50 , half-infinite systems have the advantage that the quasimomentum is continuous and the thermodynamic limit has already been carried out such that the two ends of the system can no longer talk to each other. In particular, this enables for very effective calculations of observables like the density via closing integration contours for quasimomentum in the upper half of the complex plane and relating the physical properties to the analytic structure of the Bloch states in terms of poles and branch cuts. As we will show this is the important ingredient to provide an analytical calculation of edge and bulk states for a half-infinite system, the derivation of topological constraints for edge states, and the calculation of the density together with the boundary charge. We note that the analytic continuation of band structure has a long history and started with a seminal work by W. Kohn 51 , where it was shown that a common analytic continuation can be found for the dispersion relation k of all bands which are connected to each other by branch cuts crossing the real axis. Besides this choice of the analytic continuation, we will present in this paper another more convenient one for each band separately where the branch cuts do not cut the real axis. This will turn out to be a much more convenient choice to calculate the density. In connection with the integer quantum Hall effect the analytic continuation in the energy variable was formulated by Y. Hatsugai in an alternative way by using transfer matrices. 48, 52, 53 This analytic continuation was used for a construction of the complexenergy Riemann surface of the Bloch wavefunctions, and the winding number of the edge state was associated with the circulation around a hole in the Riemann surface representing a certain bandgap in the energy spectrum. This picture is analogous to the one that we introduce by defining branch cuts in the quasimomentum plane in the spirit of Ref. 51 : the edge pole encircles the branch cut, the associated winding number being identical to that of Refs. 48, 52, 53 . However, an advantage of our representation consists in the constructive determination of the pole's trajectory, together with the possibility to define alternative ways for the analytic continuation.
The paper is organized as follows. After introducing the model in Section II A we present in Section II B various ways to define the analytic continuation of Bloch states for the infinite system. The solution of the bulk and edge states for the half-infinite system are provided in Sections II C and II D. Based on the explicit conditions how to determine the edge states we present in Section II E a rigorous derivation of the topological constraints for the phase-dependence of the edge states. The definition of the boundary charge and the particle-hole duality are described in Sections III A and III B following along the lines of Ref. 44 . In Section III C we show in detail how the density can be calculated from the analytic continuation of Bloch states and prove the localization of the boundary charge. Sections III D and III E are devoted to the definition of the various topological indices, their mutual relationships, and their significance for the boundary charge. The physical picture underlying the universal properties of the boundary charge is the topic of Section IV A which reviews the derivation proposed in Ref. 44 . In addition we will discuss in this section why the phase-dependence of the model parameters can always be chosen such that no edge state crosses the chemical potential in a certain gap. The rigorous derivation for the topological invariant of a single band and for the invariant in the presence of a fixed chemical potential is presented in Sections IV B and IV C, respectively, together with the description of the consequences for the phase-dependence of the boundary charge as outlined in Ref. 44 . We close with a summary and outlook in Section V.
Throughout this work we use units = e = a = 1.
II. SPECTRAL PROPERTIES OF A HALF-INFINITE SYSTEM
In this section we introduce the tight-binding model under consideration, consisting of generalized Aubry-André-Harper models but with arbitrary shape of the modulation. We consider a half-infinite system and present an analytical solution for all bulk and edge states. Central to our analysis is a convenient representation of an analytic continuation of the Bloch states to complex quasimomentum. We determine the conditions for the appearance of edge states and analyse their phasedependence when the lattice is shifted by a continuous phase variable ϕ. We develop a graphical representation to determine the precise topological constraints for the edge states which will turn out to be the basis for a rigorous proof of an equivalent topological constraint for the invariant introduced in Ref. 44 , see Section IV.
A. The model
We consider a generic nearest-neighbor tight-binding model with one orbital per site on a half-infinite system, extending either to the right or to the left side, described by Hamiltonians H R/L , respectively, see Fig. 1(a,b) for a sketch of the system. The unit cells are labelled by n = 0, ±1, ±2, . . . . Each unit cell consists of Z sites labelled by j = 1, . . . , Z. The absolute position of a site is labelled by the index m = Z(n−1)+j ≡ (n, j). We take generic on-site potentialsv m ≡v nj ≡ v j and hoppingŝ t m ≡t nj ≡ t j that depend only on the site index j within the unit cell. The Hamiltonians H R/L in the 1-particle subspace are given by
The difference between H R and H L is the way the unit cell is cut off at the boundary. Whereas for H R the complete unit cell n = 1 is included, for H L the site j = Z of the first unit cell n = 0 is not included. With this choice the boundary condition for both Hamiltonians becomes the same at m = 0 or at n = 0 and j = Z, see below.
To guarantee H R/L = H † R/L the on-site potentials v j = v * j must be real. The hoppings t j = t * j > 0 are chosen real and positive since possible phases can be gauged away by a unitary transformation, see Appendix A. As a consequence the Hamiltonian is real and is invariant under time reversal transformation T = K with T 2 = 1, where K denotes the operator of complex conjugation in the real-space basis of the lattice sites. For convenience the average of all v j is defined as zero energy and we define by t the average over all t j
All v j = v j (ϕ) and t j = t j (ϕ) are taken as function of a phase variable 0 ≤ ϕ < 2π, which shifts the lattice continuously towards the boundary for H R and away from the boundary for H L , such that a phase change by 2π Z corresponds to a shift by one lattice site, i.e.,
Generically, this is achieved by using the form
where F v (ϕ) = F v (ϕ + 2π) and F t (ϕ) = F t (ϕ + 2π) are some real and periodic functions of order of O(1). In Appendix B we describe different ways how we have chosen generic and random forms for the two functions F v and F t used in many figures. For the case where the wavelength of the modulations is given by some rational and non-integer number λ = Z/p, with p being some positive integer, the phase dependence is chosen as
In this form the parameters are again periodic under a phase change by 2π but a shift of the lattice by one site happens on the different scale 2πp/Z such that after a phase change by 2πp the system has undergone all possible ways of how to define the boundary. We can map this parametrization on the form of Eqs. (6) and (7) by the
such that the parameters as function of ϕ get the same form as above
Therefore this case is also covered by our general ansatz and will not be treated separately. The eigenfunctions of the half-infinite tight-binding models (1) will be constructed in terms of the Bloch eigenstates of the infinite system defined by the bulk Hamiltonian written in compact form as
where we sum over all unit cells n = −∞, . . . , ∞. Here, h(0) and h(±1) are Z × Z-matrices in unit cell space describing the Hamiltonian within a unit cell or the hopping from unit cell n → n + 1 or n + 1 → n, respectively. They are given by (zero matrix elements are not shown)
Sketch of the two half-infinite tight-binding models under consideration. The system is either extending to the right or to the left side, described by the Hamiltonians HR and HL, respectively. The unit cells are labelled by n = 0, ±1, ±2, . . . , the sites within a unit cell by j = 1, 2, . . . , Z. The absolute position of a site is labelled by m = Z(n − 1) + j. The right/left bar indicates the boundary of H R/L . The site indicated between the two bars at n = 0, j = Z or m = 0 is an artificial site where the eigenstate has to fulfil the boundary condition ψ(n = 0, j = Z) = ψ(m = 0) = 0.
and
The bulk Hamiltonian is translationally invariant and can be diagonalized by the Fourier transform
where −π ≤ k < π is the quasimomentum. We get
with the Bloch Hamiltonian
For later convenience we write h k in the form
where we have defined
and the (Z − 1)-dimensional column vector
Once an eigenstate |ψ for the Hamiltonian H bulk of the infinite system has been found
we get also an eigenstate of the half-infinite systems H R/L if the boundary condition ψ(n = 0, j = Z) = ψ(m = 0) = 0 (21) and the asymptotic condition lim n→∞ ψ(n, j) → e ikn , Im(k) ≥ 0/Im(k) ≤ 0 (22) are fulfilled. As a consequence, we will see in Section II D that, for given phase ϕ, we find always exactly one edge state, either for H R or H L , consistent with the study in Ref. 48 for the TKNN model 2 .
B. Bloch eigenstates for the infinite system and analytic continuation
We first determine the eigenstates of the infinite system
where ψ
k,bulk is the Bloch eigenstate of band α = 1, . . . , Z. We take the Bloch form
where χ (α) k are the normalized Bloch states described by Z-dimensional column vectors. They are eigenstates of the Bloch Hamiltonian h k
Since (h k ) T = h −k , we find that (χ
Since the eigenvalues of left and right eigenvectors are the same, we get
for any complex k. The ortogonality and completeness relation can be written as
Furthermore, since (h k ) * = h −k * and h k = h k+2π for any complex k, and using the fact that the spectrum is non-degenerate (see below), we get for any complex k
and we can choose the gauge such that
We note that the normalization and orthogonality defined in terms of the left and right eigenvectors is very essential to find a convenient analytic continuation to complex quasimomentum. The guideline for the remaining part of this section is to find a representation of the Bloch state in the form
−k denotes the left eigenvector, such that the normalization N which occurs as a parameter in all quantities. We show that such a representation is possible since the Hamiltonian h k is an analytic function of k. As we will see this representation has many advantages and we propose it to be useful for the analysis of generic models even going beyond the single-channel case analysed in the present work. In particular, we will see that the poles of the Bloch state, determined by the points N k = 0 in the complex plane, play a special role related to the edge states.
Real values for k
First, we start with real values for the quasimomentum −π ≤ k < π. To define the gauge of the Bloch states uniquely, we choose χ (α) k (Z) to be real, which is very convenient for the construction of the eigenstates of the half-infinite system, see Sections II C and II D. We use the ansatz
where a (α) k is a (Z − 1)-dimensional column vector, and
guarantees normalization. Inserting (34) into the eigenvalue problem (25) and using the form (17) of h k , we obtain the two equations
where we defined
The first equation can be solved explicitly by
The matrix B( ) is a well-defined matrix even for detĀ( ) = 0 if we take
For this choice, the matrix elements B jj ( ) are given by (−1) j+j times the subdeterminant ofĀ( ) where the row j and the column j are omitted. Examining these subdeterminants based on the definition (18) of the Amatrix one finds for 1 ≤ j ≤ j ≤ Z − 1
where t j t j+1 · · · t j −1 ≡ 1 for j = j , and the determinants d ij ( ) are defined for i ≤ j by
with By convention, we define d ij = 1 for i > j. Using this result in Eq. (39), one obtains with Eq. (19) the explicit solution for the components j = 1, . . . , Z − 1 of the Bloch state a (α)
where f ( ) and g( ) are (Z − 1)-dimensional column vectors with components
Here,t is defined by the geometric mean
Eqs. (35) , (40) , (44) , (45) , and (46) show that all quantities N (α) k , a k . Therefore, we have shown that one can achieve the goal outlined by the general form (33) to obtain a convenient form for an analytic continuation.
The determinants d ij can be calculated from the recursion relations (we omit the argument )
together with d ii =v i . Further useful properties of the determinants are listed and proven in Appendix C. This Appendix contains also very helpful identities for the derivatives of the determinants and the B-matrix. In particular we find the relation
which will be needed in Section III D to show the relation between the Friedel charge and the Zak phase. Furthermore, we show in Appendix C that one can write all components a (α) k (j), with j = 2, . . . , Z − 1, in terms of a
where a 
For later convenience, we definẽ
such that the first component of a 
This component will play a central role to define the quantized invariant in Section IV B. Since we work in
-π+iκ (1) π+iκ (1) 2π+iκ (2) 3π+iκ 
together with (39) . To obtain the dispersion (α) k , we rewrite the condition det(h k − ) = 0 by using (55) and inserting the form (19) of b k together with the matrix elements (41) of the Bmatrix. Using the recursion relation d 1Z =v Z d 1,Z−1 − t 2 Z−1 d 1,Z−2 , one finds after a straightforward calculation the condition
In Appendix C we prove many helpful representations for the function D( ) and its derivatives. D( ) is a polynomial of degree Z in with real coefficients and the asymptotic behaviour
Therefore, for any given complex k, Eq. (56) has Z solutions = (α) k , with α = 1, . . . , Z, which fulfil the properties (27) , (30) and (29) . For real values −π ≤ k < π, the Hamiltonian h k is hermitian and has always Z real eigenvalues Therefore, the bottom of the first band is always at k = 0. Since for each k there are Z real solutions of D( ) = cos(k), the function D( ) must be monotonous in each segment where | cos(k)| ≤ 1. As a consequence, we obtain always Z−1 gaps labelled by ν = 1, . . . , Z−1 and the band dispersion (α) k for α even/odd is a monotonously decreasing/increasing function for 0 < k < π with band region defined by Fig. 2 (b). Occasionally, two adjacent bands might touch at k = 0 or k = ±π leading to gap closings, but the classification in Z bands remains.
Complex values for k
We now consider the analytic continuation to complex values for the quasimomentum k. The explicit formulas for the components of the Bloch state are very convenient to define an analytic continuation. Nonanalytic features can only arise from points with N (α) k = 0 (leading to poles) or from branch cuts of the dispersion (α) k . The analytic continuation of the dispersion can be obtained from Eq. (56), analog to Ref. 51 . This is achieved by starting from some dispersion k on the real axis (see below for two convenient choices) and solving a differential equation for d k dk along an arbitrary path in the complex plane. Inserting = k in Eq. (56) and taking the derivative with respect to k we get
It follows that the branching points k (ν) bp are given by the condition
such that d k dk → ±∞ diverges for k → k 
with κ (ν) bp ≥ 0. We note that the branching points appear always 4-fold as ±k
bp is defined mod(2π) but if all of these replicas appear depends on the specific initial condition on the real axis which will be discussed in the following.
First choice of analytic continuation. We now discuss the definiton of k in the whole complex plane by solving the differential equation (59) with the following initial condition on the real axis
This leads to a discontinuity at k = νπ, with ν = 1, . . . , Z − 1, given by the gap between band ν and ν + 1. Ref. 51 . By convention, if the index (α) is not written in the following, k denotes this function in the complex plane. Obviously, in this representation the periodicity condition (30) is no longer fulfilled but the properties (27) and (29) remain valid
This choice for the analytic continuation has the advantage that all band dispersions are included but it is not very convenient to use it for calculating integrals π −π dk by closing the integration contour in the upper half since the integrals around the branch cuts are hard to evaluate. Therefore, we will introduce another more useful analytic continuation in the following.
Second choice of analytic continuation. An alternative way is to define an analytic continuation for each band (α) k separately by using the initial condition
on the real axis, with
k+2π . For each given α, this defines an analytic continuation of bp + iκ ± 0 + we find (for α = ν or α = ν + 1)
As a result we get branch cuts located at k (ν) bc + iκ and (k (ν) bc ) * − iκ, with κ > 0, together with corresponding ones shifted by multiples of 2π, see Fig. 3 (b,c). Only at the branching points two functions from different bands agree
otherwise they are different. With this choice for the analytic continuation of (α) k all properties stated in (27) , (29) , and (30) remain valid for any k in the complex plane.
The relation between the two different ways to define the analytic continuation can be determined from
which follows from (63) and (64) and the way we have constructded the analytic continuation. Using in addition
−k and k = −k , we get for α even
and for α odd
This shows that the values left and right to the common branch cuts of bp are interchanged for the bands α and α + 1, see Fig. 3 (b,c).
In Section III C we will use this result to show that the branch cut contributions to the Friedel density cancel for adjacent bands.
Once the analytic continuation of the dispersion in terms of the common function k via Fig. 3 (a) or in terms of in the whole complex plane. We note that the relations (71)-(74) hold also for the Bloch states, as well as the properties (26), (28) and (31) but the periodicity condition (32) is only valid for χ
k+2π but not for χ k = χ k+2π . The branch cuts of the dispersion will lead to correponding branch cuts for the Bloch states. Additional poles appear at N k = 0 or N (α) k = 0 which will be discussed in detail in Section II D and are very important for the determination of edge states.
The differential equation (59) determining the analytic continuation can also be written in an alternative way by taking the derivative d dk of (h k − k )χ k = 0. Together with the form (15) 
Multiplying from the left with χ T −k and using (28) together with the form (34) of χ k we get
Finally, inserting Eq. (52) for a k (1) we obtain
Comparing with (59) we find the useful relation
For band α and −π < k < π, this gives a relation for the sign of s(
k ) is given by (−1) α (see Fig. 2 ), providing sign(s(
This result will be used in Section II D to prove that each gap hosts exactly one edge state. The condition N k = 0 defines the points where Z j=1 [χ k (j)] 2 has a pole. From Eq. (76) it follows that s( k ) = 0 or D ( k ) = 0 has to be fulfilled at such a point. The latter condition corresponds to the branching points of k . The condition s( k ) = 0 corresponds to the pole positions of edge states, as will be discussed in Section II D. We summarize
The case s( k ) = D ( k ) = 0 are special points where the edge and branching poles of Z j=1 [χ k (j)] 2 merge together.
C. Bulk states for half-infinite system
Once we have found the Bloch eigenstates ψ (α) k,bulk (n, j) for H bulk of the infinite system via (23), we can find an eigenstate for H R/L of the half-infinite system at the same energy (α) k , given by
The boundary condition (21) is fulfilled since χ
N k is real, which is the gauge we have used in Section II B. The k-values for the eigenstates of the half-infinite system are restricted to 0 < k < π.
We note that the orthogonality and completeness relation of the eigenstates of the infinite system
implies only the orthogonality relation for the eigenstates of the half-infinite system
since the edge states will also contribute to the completeness relation, see Section II D. The result (81) can also be viewed as a consequence of scattering theory: the wave function consists of a superposition of an incoming and an outgoing wave. The boundary condition (21) is very simple here since we have considered only one orbital per site. For the multichannel case, the eigenstates of H R/L will also involve exponentially decaying parts.
D. Edge states
To find edge states for H R/L ,
we look for solutions of Bloch states with Im(k e ) ≷ 0 and s( ke ) ∼ χ e ke (Z) = 0 to fulfil the boundary and asymptotic conditions (21) and (22) . In contrast to χ ke , we parametrize them with a different normalization factor
but with the same vector a ke . Below we will find that e −ike is real [see Eq. (92)] and, therefore, it follows from (44) that also the vector a ke and the edge state wave function ψ e ke (n, j) are real. The normalization N e ke is defined such that the edge state wave function (86) 
In contrast, N ke can not be the correct normalization since we get N ke = 0 from s( ke ) = 0 and (76), such that Z j=1 [χ k (j)] 2 has a pole at k = k e . Therefore, the normalization factor N k of χ k is not analytically continued to the normalization factor N e ke of χ e ke . The reason is that the Hamiltonian h k is non-hermitian for complex k and has different right and left eigenstates given by χ k and χ −k , respectively. These states get a completely different analytic continuation. In particular, at the edge pole, χ ke → ∞ and χ −ke → 0, such that the orthogonality and completeness relation (28) remain valid. In Appendix D we will show that an expansion of N k around the edge pole k e gives the result
which will be used in Section III C to prove that the edge state density is cancelled by the pole contribution of the Friedel density of that band which belongs to this edge state (see below for the definition of this correspondence). This result applies as long as the edge pole is isolated. If it agrees with a branching point k e = k (ν) bp of a certain gap ν, we show in Appendix D that (89) gets an additional factor 2 and the corrections are of O(k − k e ) 3/2
This will be needed to show in Section III C that the pole contribution of the Friedel density of band α = ν or band α = ν + 1 cancels only half of the edge state density. Since s( ke ) = 0 we get from (36)
This eigenvalue problem for the (Z − 1)-dimensional and hermitian matrix A has exactly Z − 1 solutions with real eigenvalues ke . Therefore, we find Z −1 edge states, each of them either corresponding to H R or H L depending on the sign of Im(k e ). This sign will be determined below, see Eqs. (103) and (104). The energies of these Z −1 edge states are distributed among the Z−1 gaps ν = 1, . . . , Z− 1 of the bulk spectrum, each gap hosting exactly one edge state. This follows from (77) since this equation implies that the sign of s(
k ) is alternating with the band index α such that in each gap there must be at least one solution with s( ke ) = det(A − ke ) = 0, see Fig. 4 (a) for illustration; also cf. Appendix C of Ref. 53 for an alternative proof. Therefore, we label the edge states by the same index ν and denote them by χ for ν = 1, 2, 3 in the complex plane. We note that the values for k are sitting on top of the branch cuts shown in Fig. 5(a) . Therefore, they should be shifted slightly to the left/right of the branch cuts, depending on whether (ν) e ≶ (ν) bp or, equivalently, whether the edge state belongs to the analytic continuation of band ν or band ν + 1. When the phase variable ϕ changes, the edge poles move around the branch cuts in Fig. 5 (b) as shown in snapshots and videos, available in the Supplemental Material 54 . As can be seen from the dispersion relation (ν) e (ϕ) of the edge states in Fig. 4 , the edge pole encircles the branch cut between band ν and ν + 1 by an integer number when the phase has changed by 2π. In Section IV A we will explain that ν + nZ edge states of H R connect band ν and ν + 1, with n = 0, ±1, . . . , running either all upwards or downwards for ν + nZ ≷ 0, respectively. This means that the edge pole of gap ν runs ν + nZ times around the branch cut, either clockwise or counter-clockwise for ν + nZ ≷ 0.
In the following we omit the index ν for simplicity, i.e., use
and we calculate a ke via (39) in terms of the well-defined matrix B( ke )
Using (51) and (54) this leads to the explicit solution
Using the form (19) of b ke , we get from (93) the relation t Z−1 a ke (Z − 1) = −t Z e ike a ke (1). From (95) we get for
. Since a ke = 0, this gives the relation
for all edge states. Furthermore, from s( ke ) = d 1,Z−1 ( ke ) = 0 and the properties (49) and (C5), we get ( (53) and (97) tõ
From (96) and (98) we conclude that
which is consistent with N ke = 0, see (35) . Using the result (98) ford 2,Z−1 ( ke ) we can determine the sign of Im(k e ) and decide whether the edge state is
As a consequence, when the determinantd 2,Z−1 ( ke(ϕ) ) runs through the points ±1 as function of the phase variable ϕ which determines the position k e (ϕ) of the edge pole, an edge state is changing from H R to H L or vice versa. The phase dependence of the edge states will be discussed in all detail in the next section.
E. Topological constraints for edge states
To study the topological constraints for the edge states as function of the phase ϕ, we fix some gap ν = 1, . . . , Z − 1 (not written in the following) and define the dispersion of the edge state via
where k e (ϕ) denotes the phase dependence of the complex quasimomentum determing the edge state and k (ϕ) denotes the phase dependence of the dispersion relation via the parameters v j (ϕ) and t j (ϕ) defining the microscopic model. We first note the important property that the dispersion can never be the same at ϕ and ϕ + 2π Z when the edge states at both values belong either to H R or to H L
To show this we use (3) and find
where the dependence on ϕ again indicates the one from the parameters v j (ϕ) and t j (ϕ). Assuming e (ϕ) = e (ϕ + 2π Z ) we get from (98), (99) and (107)
This is only possible for Im[k e (ϕ)] = Im[k e (ϕ+ 2π Z )] which proves (106).
From (106) we can deduce a first important property how edge states of H R (analog for H L ) can cross any phase-dependent chemical potential
chosen somewhere in gap ν and periodic with period 2π Z . When an edge state of H R fulfils e (ϕ 0 ) = µ(ϕ 0 ), it is not possible that an edge state of H R can cross the chemical potential at ϕ ± 2π Z . Considering only edge states of H R we show in Figs. 6(a,b) how we visualize the two possibilites of an edge state crossing the chemical potential at ϕ = ϕ 0 either from above or below via contractions. The phase ϕ 0 of the right vertex of a contraction denotes the position of the edge state crossing µ(ϕ 0 ). Each contraction has a fixed length 2π Z such that the left vertex has phase ϕ 0 = ϕ 0 − 2π Z . In this picture the property (106) is equivalent to the fact that two vertices can never lie on top of each other. Each way the edge states of H R can cross the chemical potential can then be visualized by a sequence of contractions, see Fig. 7 . This visualization will turn out to be very convenient to formulate and prove many of the following topological constraints.
If a certain topological configuration of contractions occurs for some chosen µ(ϕ) it can not change when choosing a different chemical potential since two vertices are never allowed to coincide. An exception are cases when the chemical potential is moved through a local minimum or maximum of the edge mode dispersion. In this case a pair of two contractions with different directions fall on top of each other and are eliminated (or created). However, as explained below in all detail, such pairs do not change any of the topological constraints discussed in the following. Therefore, without loss of generality, we choose for µ(ϕ) the top of the lower band
where k 0 = 0 for ν even and k 0 = π for ν odd. For this choice the edge states of H R can just enter or leave the band, their connection below µ(ϕ) is just meant as a guide for the eye to formulate certain topological constraints derived in the following.
In a next step we discuss in more detail the phase dependence of following determinants evaluated with the energy at the top of the band
where we have left out the band index for simplicity. Using (107) and the periodicity of the band dispersion k (ϕ) = k (ϕ + 2π Z ), we note the relation
When an edge state of H R enters or leaves at ϕ = ϕ 0 the edge state dispersion will connect smoothly to the band dispersion with the same first derivative
This means that up to linear order in ϕ − ϕ 0 the two dispersion are the same e = k0 + O(ϕ − ϕ 0 ) 2 . Thus, up to this order we can replace k0 (ϕ) by e (ϕ) in (110) and (111) and get with the help of (98) and (99)
Taking the derivate of these relations at ϕ = ϕ 0 and using k e (ϕ) = k 0 + iκ e (ϕ) together with κ e (ϕ 0 ) = 0 and (112) we get
Since κ e (ϕ 0 ) ≷ 0 corresponds to an edge state of H R leaving/entering the band, we get with e −ik0 = (−1) k0/π from (117) the central property
In summary, we conclude that the determinant d 1 (ϕ) has always the same value −e −ik0 at the points ϕ = ϕ 0 where edge states of H R enter or leave the band, the derivative d 1 (ϕ) of the determinant has different sign for entering and leaving edge states at ϕ = ϕ 0 , and d 1 (ϕ) has a different sign for ϕ = ϕ 0 and ϕ = ϕ 0 = ϕ 0 − 2π Z . In terms of the contractions this means that (I) d 1 (ϕ) has the same value −e −ik0 at all vertices,
and these two properties hold irrespective of whether the vertices are the right or left vertices of a contraction. In addition, we get the property that if the determinant fulfils the condition d 1 (ϕ) = −e −ik0 , either an edge state of H R must enter/leave at ϕ or at ϕ + 2π Z , i.e., in terms of the contraction
To prove this we first note that e −ik0 = e ik0 due to k 0 = 0, π. With (54) this implies a k0 (1) = 0 and (51) leads to
Z it is not allowed that an edge state of HR crosses the chemical potential. To the right we show the way how we visualize the two different possibilities by contractions (in blue color). for j = 2, . . . , Z−1. We consider two cases: (a) s( k0 ) = 0 and (b) s( k0 ) = 0. For case (a) an edge state of H R enters/leaves the band and a k0 = 0 which is consistent with (102) since the two quasimomenta ±k 0 are equivalent. However, note that the Bloch vector χ k0 is still welldefined since N k0 is also zero. For case (b) we get a k0 = 0 and N k0 = 0 such that χ k0 (1) = a k0 (1)/ N k0 = 0. This means that we have found an edge state when the boundary of H R is defined between the sites m = 1 and m = 2 which corresponds to the shifted system at ϕ+ 2π Z . Therefore, in this case an edge state must enter/leave the band at phase ϕ + 2π Z . Since the derivative of the determinant must alternate between two consecutive points where it takes the same value, we get from the three properties (120), (121) Together with the fact that the contractions have a fixed length 2π Z and have to be ordered on an interval of size 2π with periodic boundary conditions, we can construct all possible edge state configurations. None of them can be excluded in principle and it depends on the model under consideration which of them appear. E.g., the configuration shown in Fig. 7 is obviously an allowed one consistent with (124).
The topological constraint can also be formulated in terms of a virtual topological charge ∆F (ϕ) defined by
where ϕ iσ are the phase values where edge states of H R enter/leave the band and M ± is the total number of entering/leaving edge states. Using the following form of the topological charge
one finds that ∆F (ϕ) can be read off for ϕ lying between two adjacent vertices of a certain configuration by making a virtual vertical cut at ϕ and taking the number of right-going minus the number of left-going contraction lines crossing the vertical cut, see Fig. 8 for an example. The topological constraint (124) can then alternatively be formulated as a constraint for the topological charge
where s is a phase-independent integer characteristic of each configuration. E.g., in Fig. 8 we get s = 1. We note that by reversing all direction of the contractions we change the sign of the topological charge and get again an allowed configuration. Due to (128) this operation changes the parameter s to s = −s + 1
We note at this point that, following Ref. 44 , we will derive in Section IV the topological constraint (128) by a completely different route in terms of physically intuitive arguments using charge conservation and particle-hole duality only without involving any edge state physics. There, we will see that the difference I = ∆F − s is a topological invariant which can be related to the physical observable of the boundary charge Q B via (130)  2  2  2  2  2  2  2  3  3  3  3  3  3   1  1  1  1  1  1  1  2  2  2  2 where
is the difference of the boundary charge between the shifted and unshifted lattice andρ = ν Z is the average charge per site for the infinite system without a boundary.
To get a feeling which configurations are possible for the edge states according to the constraint (124), we proceed by providing an iterative scheme how more complicated configurations can be obtained from simpler ones. As a starting point we consider the possible configurations when all contractions have the same direction. These configuration are shown in Fig. 9 (a,b,c) for different values of s = 1, 2, 3. The construction for larger values is obvious and the ones for s = 0, −1, −2, . . . are obtained by reversing the directions of all contractions according to Eq. (129). In terms of the edge states these configurations correspond to the cases where all edge states either enter or leave the band. For s = 1 (s = 0) the entering (leaving) points of adjacent edge states have a distance larger than 2π Z and increasing (decreasing) s by one means that Z additional edge states enter (leave) the band. For these configurations we proof in Appendix E the Diophantine equation [46] [47] [48] 
with ν = Z −ν and 1 ≤ ν, ν ≤ Z −1. That ν is precisely the index corresponding to the considered gap will be shown in Section IV. As shown below in this section the Diophantine equation holds not only for the case when all contractions have the same direction but for all allowed configurations.
The way to obtain all configurations by mixing contractions with different directions is then quite obvious. As shown in Appendix F they are obtained iteratively by inserting into a given configuration one pair of contractions with different directions such that no other vertex appears between the two right and the two left vertices of the two new contractions, see Fig. 10 for illustration. Obviously by choosing the direction of the two new contractions appropriately one obtains again an allowed configuration and proceeding in this way every configuration can be obtained, see the proof in Appendix F. We note from this construction that neither the number M = M − − M + nor the integer s are changed by adding a new pair of contractions. Therefore, the Diophantine equations (131) and (132) remain valid. To visualize what kinds of edge state configuration are generated by this construction we have shown in Fig. 11(a,b ) what happens if one adds pairs of edge states crossing the chemical potential from different sides one after the other to a single crossing point. This leads to more and more oscillations of the edge state around the chemical potential where each additional oscillation must have a length smaller than 2π Z . We note that there is no need to connect the edge state between two adjacent crossing points, all these lines can be optionally cut. The topological constraint only fixes the allowed configuration of the crossing points. Therefore, it is possible that not all edge states connect the two bands in the same direction, both the numbers M + and M − can be unequal to zero. In particular, when µ is chosen as the band edge (either the bottom of the upper band or the top of the lower band) it is even necessary to leave out the connection lines above or below µ. In Fig. 11 (c) and Fig. 12 (a) we have shown how several edge states oscillating around the chemical potential can arise. If we connect all possible adjacent crossing points we find that all edge states run from one band to the other (either all downwards or all upwards). Furthermore we find the rule that if two crossing points i and j are connected by an edge state with a maximum (minimum) of the edge state between these two points, then the shifted points i and j must be located in an interval where the edge state has also a maximum (minimum), at least in the case when an edge mode is present there. How more complicated configurations can appear where not all edge states connect the bands in the same direction is shown in Fig. 12(b) . Here, two consecutive edge states return to the same band, one to the upper and the other to the lower band. However, these are rather exotic configurations which in practice occur very unlikely, except for very special functions F v and F γ with many random Fourier components defining the model. (2, 3) to an edge state crossing µ at 1 from above leads to an additional oscillation around µ with length smaller than 2π Z such that the edge state remains to run from the upper to the lower band. (b) Adding another pair (4, 5) leads to a second oscillation of lenght smaller than 2π Z . Note that (4 , 5 ) lies here between 2 and 3 such that the topological constraint is fulfilled. (c) Two consecutive edge states with one additional oscillation each. Here the shifted points 4 and 5 of the right edge state are located between the crossing points 1 and 2 of the left edge state. Note that the topological constraint does not allow 4 and 5 to lie between 2 and 3. This gives the rule that if the crossing points i and j are connected by an edge state with a maximum (minimum) in between then the shifted points i and j must be located in an interval where the edge state has also a maximum (minimum). The connection of the edge states between adjacent crossing points is just a guide for the eye, these connections can also be cut (e.g., when µ is identical to the band edge this is even necessary). Fig. 11 . (b) A more complicated configuration where we insert the pair (9, 10) between 6 and 7 in (a) and cut the edge mode connecting 3 and 4. As a result we get four consecutive edge states, where the two outer ones connect the upper with the lower band whereas the two middle ones return to the same band, the left (right) one to the upper (lower) band. Note that the crossing points 1 and 2 are essential, otherwise there would be a mismatch between the consecutive points 3 and 9 which correspond both to outgoing vertices. The crossing points 4 and 5 are necessary to get a new configuration compared to Fig. 11 . Without 4 and 5 one can connect the edge state between 10 and 6 and gets two consecutive edge states oscillating around µ. Furthermore the crossing points 6 and 7 are needed since without 6 and 7 there is a mismatch between 3 and 9 and between 10 and 4 corresponding both to incoming or outgoing vertices, respectively. Therefore, all crossing points are essential to construct such an involved configuration. 
III. BOUNDARY CHARGE AND TOPOLOGICAL INDICES
In this section we will define the boundary charge via a macroscopic average over the microscopic density, as it was first proposed in Ref. 40 . This definition allows for a gauge invariant decomposition of the boundary charge in a Friedel, polarization, and edge part as proposed in Ref. 44 . In addition, we will present a unique relation between the boundary charges of H R and H L , and we will establish analytic formulas for the Friedel and polarization part in terms of the Bloch states useful for many further investigations. We also review the particle-hole duality proposed in Ref. 44 . Three central issues are discussed in this section which go essentially beyond the analysis of Ref. 44 . (1) We present an analytical calculation of the density based on the analytic continuation of Bloch states. We prove the exponential localization of the boundary charge, calculate the localization length, and show that a nontrivial pre-exponential function appears which falls off with a generic exponent 1/ √ n for large distances. (2) We discuss in detail the relation of the boundary charge to the Zak phase extending previous studies in the literature [22] [23] by fixing the gauge of the Bloch states. 
where ρ bulk (j) = |nj nj| H bulk is the bulk density in the ground state of the infinite system described by H bulk . This bulk density is independent of the unit cell index n but can depend on the site index j within a unit cell. In the following we consider the insulating regime and assume that the chemical potential µ = µ ν is located in gap ν, i.e., the bands α = 1, 2, . . . , ν are filled. In this case we get from (24) 
and, due to the normalization (82) of the Bloch states,
To get a well-defined expression independent of the envelope function we use the central property that the density of the half-infinite system approaches the bulk density very far away from the boundary lim n→∞ ρ(n, j) = ρ bulk (j) .
As we will show in Section III C this happens on an exponential scale ξ B ∼ 1/κ 
we get
where
is the contribution from the bulk polarization to the boundary charges, analog to the surface charge of a dielectric medium in classical electrodynamics. Using (134) and (135) we can split the polarization charge into the contributions of the individual bands
This gives for the sum
Finally, we split the total density
into the contribution of the filled bands and the edge states and define the Friedel density via
is the contribution from a single band. Thus, together with ρ band (m = 0) = 0, we arrive at the final splitting 
This gives for Q
Using (34) and (35) we can write
The unity on the r.h.s. does not contribute to (157). The second term can be evaluated with the form (44) for a k leading to (a
Inserting (158) and (159) in (157) and using 
which allows for a straightforward numerical evaluation.
A similiar analysis yields for the Friedel charge Q
The unity in the brackets contributes only for n = 0 and gives −1. For the second term we use
and, by using (161), we get −Q (α) F for this term since the sin(k) part of e ik does not contribute due to
Defining the boundary charges of band α by
we get from (148) 
As shown in Section II D each gap ν = 1, . . . , Z − 1 contains either an edge state of H L or one of H R . Since the chemical potential µ ν is located somewhere in gap ν we get for all 1 ≤ ν ≤ Z − 1
Using (144), (152), (154), (165), (166) and (167), we obtain finally the following useful relation between the boundary charges of H R/L
For the case when the chemical potential is lying above the highest band all states are filled and we get ρ(m) = ρ = 1 such that, using the definition (133), we get zero boundary charge
Since the two boundary charges are not independent, we will discuss in the following only the boundary charge Q R B of H R and use the simplified notation
where Q (α)
is the boundary charge of a single band and
Here, Q 
where Q tot E denotes the total number of edge states of H R in all gaps ν = 1, . . . , Z − 1. Furthermore, due to 
B. Particle-hole duality
For the discussion of the universal properties of the boundary charge Q B,p ≡ Q B of the particles it will turn out to be very important to look also at the boundary charge Q B,h of the holes. To define this quantity we note that the particle and hole charge densities are given by
In the same way the average particle and hole charge densities per site are given for the infinite system bȳ
The corresponding boundary charges for particles and holes are then defined via (133) as
Using Eqs. (176-180) we find the important property that the boundary charges of the particles and holes are the same
We emphasize that looking at the same physics from the hole point of view is not just reproducing the same in a different language, it involves in addition the Pauli principle and is related to the fact that the boundary charge is zero when all states are filled, see Eq. (169). When inversing the occupation of all states by populating all states above µ ν instead of below µ ν the charge density changes to ρ(m) → 1 − ρ(m) due to the Pauli principle. Thus, the hole charge density ρ h (m) = ρ(m) − 1 can also be viewed as the negative charge density after population inversion which describes a new physical situation providing new information about the properties of the system. This will be very essential for the discussion in Section IV A. We note that the two different viewpoints in terms of particles and holes have nothing to do with partilce-hole symmetry but just involves the physics of the Pauli principle.
C. Density and localization of boundary charge
In this section we discuss the localization of the boundary charge Q B of H R given by Z. We expect that the two length scales of ρ F and ρ edge are of the same order ξ F ∼ ξ e since, due to charge conservation, an edge state leaving/entering a certain band by adiabatically changing the phase variable ϕ will decrease/increase the charge of this band by one and it is very unlikely that this happens nonlocally. The localization length ξ e can be arbitrarily large since the localization length ξ
of an edge state of H R located in gap ν will go to infinity when its energy (ν) e approaches the band edges. Correspondingly, also the localization length of the Friedel density can be very large. However, the localization length ξ B of the boundary charge or of the difference of the total density between the half-infinite and infinite system ρ(m) − ρ bulk (j) = ρ F (m) + ρ edge (m) will turn out to be rather small since the edge state density is cancelled by a corresponding contribution of the Friedel density.
To analyse this analytically we consider the Friedel density ρ 
To obtain this we have used that the two contributions from 3π/2 → 3π/2 + i∞ and −π/2 + i∞ → −π/2 cancel each other due to the periodicity of χ
k+2π . To show that the asymptotic part from 3π/2+i∞ → −π/2+ i∞ is zero we need to analyse the asymptotic form of the integrand for k = x + iy with x, y real and y → ∞. Using the results (G1) and (G9) derived in Appendix G, we get for n ≥ 1
Using the analytic continuation of χ 
The first condition requires the edge state to be an eigenstate of H R and the second condition is necessary since edge poles arising from the analytic continuation of band α must either lie in gap α −1 with energy above F (n, j) of band α = 2, corresponding to the analytic continuation shown in Fig. 5(b) . The two contributions from 3π/2 → 3π/2 + i∞ and −π/2 + i∞ → −π/2 cancel each other due to the periodicity of χ
k+2π . The asymptotic part from 3π/2+ i∞ → −π/2 + i∞ is zero. Using the analytic properties from Fig. 5(b) the integration along γ is the same as the sum of the two integrals along γ (1) bc and γ (2) bc surrounding the two branch cuts, together with the integral along γ with ρ (α)
where the prime at the last refers to the conditions stated in (185) and (186). To evaluate the branch cut contribution we write k = k (ν) bp + iκ ± 0 + , with κ > 0, and use χ 
To calculate the edge pole contribution we use (87) and
(89) to get for k → k
This gives for (189) with (86)
As a result the pole contribution of the Friedel density of band α cancels exactly the edge state density of those edge states which belong to band α. For the total charge one would have expected this due to charge conservation but that it happens locally for each lattice site even if the edge state energies are far away from the band edges is quite surprising. It shows that edge states are not the only special effects happening at the boundary: if they appear, they always leave a corresponding fingerprint in the density of the bulk states at the boundary.
If the chemical potential µ = µ ν is placed in gap ν, the total density ρ(n, j) results from summing up all Friedel densities of the filled bands α = 1, . . . , ν, together with all edge states from gaps ν = 1, . . . , ν − 1 and the one from gap ν if it is occupied, i.e., if (ν) e < µ ν . Thereby, the branch cut contributions from adjacent bands α and α + 1 for the common branch cut starting at k (α) bp will exactly cancel each other since the values of the integrand left and right due to branch cut are interchanged, see Eqs. (71-74) and Fig. 3(b,c) . What remains is only the branch cut from band α = ν in gap ν,
As a result the localization length of the branch cut contribution of the total Friedel density is given by
The pole contribution of the total Friedel density will cancel the density from all occupied edge states in gaps ν = 1, . . . , ν − 1. However, the sum of the pole contribution of the Friedel density from gap ν and the density of the edge state in gap ν is only zero if both are present, i.e., for
bp , or if both are absent, i.e., for
bp . Therefore we obtain the following final result for the sum of the Friedel and edge state density ρ(n, j) − ρ bulk (j) = ρ F (n, j) + ρ edge (n, j) = ρ F,bc (n, j)+
Thereby, the second term on the r.h.s. can only occur if 
As a surprising result we find the important property that the density and the localization length of the boundary charge depend only on the properties of the valence band α = ν and its analytic continuation into gap ν (which is controlled by the k-dependence of the Bloch states close to the top of the valence band) and on the properties of the last edge state in gap ν between the valence and conduction band. There is no dependence on the bands α = 1, . . . , ν − 1 and the properties of the edge states in gaps ν = 1, . . . , ν − 1. Since κ Our result is not changed when the edge state energy is identical to the energy at the branching point (ν ) e = (ν ) bp for some ν = 1, . . . , ν such that a branching pole arises for the analytic continuation of the bands α = ν and α = ν + 1. Due to (90) the contribution from the branching pole of each of these bands will cancel only half of the density of the edge state, such that the sum of both cancels the whole one. This means that for all gaps ν = 1, . . . , ν − 1 the edge state density is again cancelled by the pole contribution of all Friedel densities. If (n, j)] 2 . Finally, we note that the asymptotic behaviour of ρ F,bc (n, j) for n 1 can be evaluated from (194) by expanding N In this section we present the relation of the Zak phase to the boundary charge. This issue is also discussed within the modern theory of polarization [16] [17] [18] [19] [20] , where the Zak phase has been put forward to characterize the bulk polarisation of an insulator. Simliar to classical electrodynamics, the bulk polarisation determines the macroscopic average of the surface charge providing the boundary charge, for a detailed discussion see Refs. [22] [23] . However, we emphasize that the Zak phase is not a gauge invariant quantity. Therefore, an integer remains undetermined, which contains important topological information of the boundary charge. Therefore, in this section, we will present the precise relation to the Zak phase by employing the particular gauge of the Bloch states we introduced in Section II B 1 that is ultimately related to the boundary condition, see Section II C and II D. In this gauge, we will show that the Friedel charge Q F is uniquely determined by the Zak phase. This representation has been used in Ref. 44 to calculate the change ∆Q B of the boundary charge when the lattice is shifted towards the boundary. Here we will prove the precise relationship to the Friedel charge and will also show that an alternative gauge of the Bloch states allows for a representation of the whole boundary charge in terms of a Zak phase.
The Zak phase for a certain band α is defined by
where we used (31) and (32) together with partial integration to derive the second equation. Using the form (34) of the Bloch state we find with the help of a
Inserting the form (44) for a k and using the central property (50) we get
Therefore, the Zak phase can be written in the form
Comparing with (157) we get the result
Combining this result with (173) we find that the total number of edge states of H R is related to the total Zak phase
We note that the Zak phase of an individual band is neiter gauge invariant nor quantized. However, the total Zak phase
can be written as a winding number of the determinant of the unitary matrix U k = (χ
. Therefore, the total Zak phase is gauge invariant and quantized in units of 2π. This is consistent with our result (205) since the total number of edge states must be gauge invariant and quantized in integer units.
Also the sum of the Friedel and polarization charge of a single band can be written in terms of a Zak phase. To achieve this we use a different gauge of the Bloch state χ 
with m = Z(n − 1) + j labelling the lattice site and
We note thatχ
k+2π is no longer periodic in k, except for the componentχ 
Inserting (208) and using 1 2π π −π dk|χ (α)
leading to the result
The result (211) is very helpful to understand how the boundary charge of a single band changes when we change the position of the boundary by ∆m lattice sites to the right, or, equivalently, shift the lattice by ∆m sites to the left. This is achieved by changing the phase ϕ → ϕ + 2π Z ∆m. To fulfil the boundary condition for the half-infinite system we need thatχ
Since, for the shifted system, the site m = ∆m is the last site j = Z of the unit cell, we have to take the following Bloch wave function for the shifted system
where θ (α) k is the phase of ψ 
k ] is the winding number of the phase factor e iθ (α)
Together with (211) this gives for the change of the boundary charge
Since ψ (α) k (m = 0) has been chosen real we note that θ (α) k is the gauge invariant phase difference of the Bloch wave function between site m = ∆m and m = 0. In an analoguos way we find the same result when the unshifted half-infinite system starts at m = m and the shifted one at m = m + ∆m. In this case, the phase difference of the Bloch wave function between site m = m + ∆m and m = m enters into the winding number. We note that (215) respects the periodicity Q B (ϕ + 2π) = Q B (ϕ) for ∆m = Z since θ (α) k = k and w[k]=1 for this case. The central result (215) provides a very nice interpretation of the winding numbers of phase differences of the Bloch wave function between two different sites in terms of the change of the boundary charge when one shifts the boundary. It will be discussed in all detail in Section IV for ∆m = 1
together with the possible values for w α . We note that this winding number can also be expressed by the winding numberw α of the phase ϕ Since the winding number w α introduced in the preceeding Section III D plays a very central role for universal properties of the boundary charge and is directly related to the phase variable of the Bloch wave function, we present in this section a comparison of this winding number to other topological indices used for the classification of topological insulators, in particular, to the Zak phase and to the Chern number. First, we note that w α is a gauge invariant and quantized topological index irrespective of any symmetry constraints. This is in contrast to the Zak phase γ α which is only quantized in case of a local inversion symmetry as was first shown in Ref. 21 . Local inversion symmetry is defined by a unitary operator Π acting on the local system with the property
For our model a concrete realization is given by
with t 0 ≡ t Z . To show the quantization we note that (218) implies that Πχ 
According to the definition (214) we denote the quantized winding number of this phase factor by w[η 
leading to the quantization in units of π which was the central result of Ref. 21
The relationship to the winding number w α is obtained by combining (221) with the concrete definition (219) of the operator Π leading to
Since χ 
where we used (223) in the last step. As a consequence we find in the special case of local inversion symmetry that the quantization of the Zak phase in units of π is directly related to the quantization of the winding number w α which, up to our knowledge, is an interesting fact not noticed previously. It shows that the winding number w α is a much more general topological index which can be also used in the absence of inversion symmetry, in contrast to the standard class of topological crystalline insulators [24] [25] [26] [27] [28] [29] which rely on the quantization of the Zak phase. The Zak phase is not a gauge invariant quantity and, in the absence of inversion symmetry, it is even not quantized.
In summary we conclude that the Zak phase γ α itself is only a useful physical concept to characterize topological properties in case of local inversion symmetry. In this case its quantization in units of π leads via (204) to a quantization of the Friedel charge Q B is quantized in half-integer units which can be measured experimentally. In the absence of local inversion symmetry the winding number w α is a more general index to characterize topological properties and is related to the universal properties of the change of the boundary charge when the boundary is shifted to a different position.
In contrast to the Zak phase γ α the Chern number C (α) is a topological index which, similiar to w α , is also quantized and gauge invariant in the absence of any symmetry constraints (cf. Refs. [52, 56] ). It is defined via an integral over the Berry curvature F (α) as
with
Here, the vector A (α) = (A 
We have written the integral over k in (226) from k = −π/2 to k = 3π/2 since the singularities of the Berry connection appear at the entering/leaving points ϕ (α) i± of the edge states which occur for k = k 0 , with k 0 = 0 or k 0 = π, see Fig. 15 . This follows from the fact that all analytic quantities a 
N k . This is very important to prove the quantization of the Chern number and its relation to w α . To show this we first note that close to one of the singularities (k 0 , ϕ 
where ν is the index of the edge state corresponding to gap ν = α (ν = α − 1) if the edge state enters/leaves at the top (bottom) of the band. This follows since the edge state leaves/enters the band in a smooth way as function of ϕ together with ∂ k (α) k = 0 at k = k 0 , see (59) . Inserting (229) in (51) and using s( (ν) e ) = 0 we find iσi ). We note that this winding number has to be distinguised from the winding numberw α (ϕ) defined in (217) which describes the winding of a 
i.e., C 
we find that the jump ofw α (ϕ) is given by the jump of Q (α)
iσi which is identical to σ i . We note that Q ± the total number of entering/leaving points of edge states, we find
Due to (232) we note thatw α (ϕ) jumps also at all phase values ϕ iσ − 2π Z such thatw α (ϕ) =w α (ϕ + 2π) is a periodic function and the total Chern number can not be calculated by the overall jump ofw α across a certain phase interval. Note that the relation (233) was originally established in Ref. [52] , and it is often referred to as the bulk-boundary correspondence.
In summary, we find that the winding number w α (ϕ) contains much more information compared to the Chern number C (α) . The Chern number is a phase-integrated quantity which measures the sum of the jumps of w α (ϕ) at the phase values ϕ = ϕ i,± where edge states enter or leave the band. Neither the value of w α itself nor the precise positions of the jumps enter into the Chern number. If ϕ is an effective phase resulting from the quasimomentum k y perpendicular to the boundary of a twodimensional system, it can be shown that the total Chern number of all filled bands C ν = ν α=1 C (α) is related to the plateau values of the transverse conductance 2 . In contrast, w α (ϕ) measures via (232) the whole phase dependence of the change ∆Q (α) B (ϕ) of the boundary charge when the phase is changed by 2π Z . Finally we note that when the Chern number is summed over all filled bands, we find that many terms cancel since the number of entering (leaving) modes at the bottom of band α is identical to the number of leaving (entering) modes at the top of band α − 1. Therefore, only those edge states entering/leaving the top of band α = ν remain and the following result is obtained for the total Chern number
where M ± (µ ν ) denotes the total number of edge states crossing the chemical potential µ ν from above/below, already introduced in (125). According to the discussion in Section II E we note that the difference M ν = M − (µ ν ) − M + (µ ν ) does not depend on the precise position of the chemical potential inside the gap but only on the index ν of the gap.
IV. UNIVERSAL PROPERTIES
The topic of this section are the universal properties of the boundary charge as proposed in Ref. 44 that will be proven rigorously here based on the topological constraints for edge states derived in Section II E. We review the physical picture based on charge conservation and particle-hole duality as in Ref. 44 and provide a proof of the essential ingredient that the phase-dependence of the model parameters can always be chosen such that no edge states cross the chemical potential in a certain gap within a phase interval of size 2π Z . We provide a rigorous proof of the two central results of Ref. 44 why the invariants defined for a single band or for a given chemical potential are quantized and which values are allowed. In addition, we treat the case where the wavelength of the modulations is any rational number and discuss the expectations for multi-channel systems.
A. Physical picture
We start with physical arguments what we expect for the change of Q B if the lattice is shifted by one site towards the boundary. This means that the lattice of H R starts not with site (n, j) = (1, 1) (as in Fig. 1 ) but with (n, j) = (1, 2). Formally, we achieve this by changing the phase variable ϕ by 2π Z such that v j → v j+1 and t j → t j+1 . This is a very fundamental question of how observables defined at the boundary depend on the way one cuts off an infinite system to define the boundary. Since the boundary charge contains also the charge Q E of the edge states this is also related to the question of how the appearance and energy of edge states depend on the way one defines the boundary. As can be seen already from Fig. 4(b) the appearance and energy of edge states of H R (shown as solid blue lines) depend crucially on the phase variable ϕ, a fact very well known from the integer QHE in 2D systems (where the quasimomentum k y in y-direction plays the role of ϕ) 2, 48 . An illustrative but very fundamental example in this respect is the SSH model for Z = 2 and v j = 0. This model is parametrized only by two hopping parameters t 1 and t 2 and it is obviously not important for the bulk properties whether t 1 > t 2 or t 1 < t 2 , one can just interchange the two hoppings to get one or the other case. If the system starts with site (n, j) = (1, 1) it is obvious that t 1 < t 2 leads to the appearance of an edge state of H R (since an electron can not leave the first site of the system in the limiting case t 1 = 0). Similiarly, if the system starts with site (n, j) = (1, 2) one needs the condition t 1 > t 2 to get an edge state of H R . This property is generic for any Z, edge states of H R appear only in certain regions of ϕ. The underlying physics for the appearance of edge states as function of ϕ is very obvious and is related to charge pumping and charge conservation 42, 43 . If the phase variable is changed adiabatically in time by 2π, the charge ν of a whole unit cell (corresponding to the number ν of filled bands when the chemical potential µ ν is located in gap ν) has been moved into the boundary. Since the boundary charge does not change for a phase change by 2π (the Hamilonian H R is exactly the same) the charge ν must be taken away by exactly ν edge states which move above the chemical potential during this process and move the charge to higher bands, see Fig. 4(b) . As can be seen for the gaps ν = 4, 5 in Fig. 16(a) it can also happen that Z −ν edge states of H R run downwards from band α = ν + 1 to band α = ν. This can be understood by an adiabatic pumping process in terms of the hole picture described in Section III B. Due to Eq. (178) on average the hole charge ν − Z is shifted into the boundary when the phase changes by 2π. Since the boundary charges of the holes and particles are the same this means that Z − ν edge states have to move below the chemical potential to compensate this charge. Furthermore, it can happen that edge states return to the same band, see Fig. 16(b) . Which case appears, depends on the model parameters and how the phase dependence is chosen via the functions F v and F t in Eqs. (4) and (5) .
The two ways of how our Gedankenexperiment of charge pumping can be interpreted in terms of particles and holes is very fundamental for an intuitive understanding of the physics. That each configuration of the edge states in a certain gap can be explained either by the particle or hole version of our Gedankenexperiment but not by the other relies on the Pauli principle which has no classical analog. Whereas in the particle picture the boundary charge increases by ν during a phase change of 2π and has to be compensated by ν edge states moving above µ ν , in the hole picture the boundary charge decreases by Z − ν and has to be compensated by Z − ν edge states moving below µ ν . This will give rise to two completely different line shapes of the boundary charge as function of the phase variable ϕ, see Fig. 18 (c) for an example which will be discussed below in all detail.
One can also think of occupying only one single band α such that one charge is moved into the boundary after a phase change of 2π. Therefore, one expects that during this process in total one edge state has to leave this band. In fact, in Figs. 4(b) and 16(a,b) it is the case for most of the bands that either α − 1 edge states enter into the band bottom and α edge states leave from the band top or Z −α edge states enter into the band top and Z −α+1 edge states leave from the band bottom, such that in both cases one edge state leaves in total. However, in each of the figures one band is special in the sense that Z −1 edge states enter the band, Z − α ones from above and α − 1 ones from below. This case can be understood in the hole picture since the hole charge 1 − Z has been moved into the boundary after a phase change of 2π which has to be compensated by Z − 1 edge states entering the band.
We now consider the more fundamental issue of how the boundary charge changes when we move the system only by one site towards the boundary. We call this change
which depends on the phase ϕ and the chemical potential µ ν in gap ν (note that edge states of H R can be present in the gap such that Q B depends on the precise value of µ ν in gap ν). In this case we expect that on average the chargeρ = ν Z is moved into the boundary. Since Q B is defined via a macroscopic average on length scales much larger than the size of a unit cell, we expect the same for ∆Q B =ρ if, in addition, no edge state is moving above/below µ ν during the shift. So far we have only involved the physics of classical charge conservation to get this result. If we take in addition the Pauli principle into account and look at the same process from the hole point of view on average the hole charge ∆Q B,h =ρ h = ρ − 1 is moved into the boundary during the shift, which gives ∆Q B = ∆Q B,h =ρ − 1. Therefore, we expect that the following two universal values are possible for the change of ∆Q B
It is very important to realize that this result does not involve any edge state physics but relies only on classical charge conservation together with the Pauli principle. If additional edge states move above/below µ ν during the shift one expects Eq. (236) to change mod(1). However, for a given set of parameters {v j (ϕ 1 ), t j (ϕ 1 )} at phase ϕ = ϕ 1 and, correspondingly, via Eq. (3) also at all phases shifted by multiples of 2π Z , the value of ∆Q B (ϕ 1 , µ ν ) does not depend on the particular choice of the phase dependence of v j (ϕ) and t j (ϕ) for all phases ϕ 1 < ϕ < ϕ 1 + 2π Z . For our 1-channel model with a nondegenerate spectrum it is shown in Appendix H that, for any given phase interval of size 2π Z , the phase dependence can always be chosen such that no edge state of H R crosses the chemical potential µ ν in gap ν as function of ϕ in this interval. This is related to the fact that the complex quasimomentum k (ν) e (ϕ) of the edge state pole moves around the branch cut defined between band ν and ν + 1 as function of ϕ, see Fig. 5(a) and movies provided in the Supplemental Material 54 . This movement can have both orientations depending on the choice of the phase dependence of the parameters. Defining the complex quasimomentum k µν corresponding to the chemical potential uniquely via kµ ν = µ ν and Im(k µν ) > 0, the condition that an edge state of H R does not cross µ ν for all ϕ 1 < ϕ < ϕ 1 + 2π Z is equivalent to the condition that k (ν) e (ϕ) does not cross k µν (ϕ) in this interval. This can always be achieved by choosing the phase dependence of the parameters such that the orientation of the movement of k (ν) e (ϕ) has the appropriate sign, see Fig. 17(a,b) . As a result we find that the two values predicted in Eq. (236) are the only allowed values for the single-channel case and are not related to any edge state physics.
As an example we demonstrate in Fig. 18 that a different parametrization for the phase dependence gives rise to very different interpretations of the change of the boundary charge. In Fig. 18(a,b) we show the edge states of H R in the first gap ν = 1 for Z = 3 and for given parameter sets of t j (ϕ) and v j (ϕ) at all phases ϕ = 2πj/3, with j = 1, . . . , 3, but with two different choices of how the phase dependence is defined in between. In Fig. 18(a) one edge state is moving from the lower to the upper band whereas in Fig. 18(b) two edge states are moving from the upper to the lower band. Fig. 18(c) shows the corresponding phase-dependence of the boundary charge Q B for the two choices when the chemical potential µ 1 is located in the first gap [dashed line in Figs. 18(a,b) ]. Obviously, at ϕ = 2πj/3, with j = 1, 2, 3, the value of Q B must be the same for the two choices but the line shape in between is completely different. Comparing the two points ϕ = 0, 2π 3 or ϕ = 2π 3 , 4π 3 , we get ∆Q B =ρ = 1 3 in both cases [see the two left arrows in Fig. 18(c) ]. For the first choice Q B is increasing monotonously by 1 3 without any edge state involved. In contrast, for the second choice, Q B decreases monotonously byρ−1 = − 2 3 but at ϕ = ϕ 1,2 an edge state moves below µ 1 such that Q B gets a discontinuous jump by +1 and the same result is obtained for ∆Q B = 1 3 . Similiarly, comparing Q B between ϕ = 4π 3 and ϕ = 2π we get ∆Q B =ρ − 1 = − 2 3 for both choices. Here, the situation is the other way around, for the first choice an edge state moves above µ 1 at ϕ = ϕ 3 whereas for the second choice no edge state is involved, leading again to the same net result for ∆Q B . Therefore, we conclude that just by looking at the change of Q B when the system is cut off at a different site at the boundary, it is not unambigious to interpret the value of ∆Q B in terms of edge state physics. Instead, the correct interpretation is in terms of charge conservation and the Pauli principle as explained above, the edge states just play the role of "followers" and can appear in one or the other form depending on the concrete choice of the phase-dependence.
The result (236) holds if the chemical potential µ ν is located in gap ν. We note that it is not essential that the chemical potential is a constant, it can as well have a phase dependence provided it is 2π Z -periodic:
. This is necessary for band structures like in Fig. 16(b) where two bands can not be separated by a fixed energy. If we consider the boundary charge Q B (ϕ, µ ν , µ ν ) = Q B (ϕ, µ ν ) − Q B (ϕ, µ ν ) of all states lying between two energies µ ν and µ ν located in gaps ν < ν and ν, respectively, the corresponding change is obtained by taking the difference of (236) for ν and ν 
Here, we see that not only the values 1 Z and 1 Z − 1 are possible, corresponding to the particel and hole picture, respectively, when no edge state enters/leaves the band during the shift. For a single band the edge states can enter and leave at the bottom or the top of the band. Therefore, not only the edge pole encircling the branchcut between band α and α + 1 is relevant but also the one between band α − 1 and α. It is obvious that the phase dependence can not always be chosen such that both edge poles avoid crossing the energy of the band edges. As a result the edge states have to be taken into account and another value becomes possible for ∆Q 
This result will be proven analytically in the next Section IV B. Finally, we note that the result (236) holds only for 1channel tight-binding models where the spectrum is nondegenerate. For multi-channel systems with N c weakly coupled channels several edge states encircle each branch cut of Fig. 17 and it is no longer possible to choose the phase dependence of v j (ϕ) and t j (ϕ) in such a way that no edge state crosses µ ν on a phase interval of size 2π Z . 57 For N c weakly coupled channels (such that we still have Z −1 gaps) N c ν bands are filled when the chemical potential is located in gap ν. Therefore, instead of Eqs. (176) and (177), we get the following result for the particle and hole charge densities
withρ = N c ν/Z. Since the particle and hole boundary charges are again the same we find the following two possibilities for the change of the boundary charge when no edge states move above/below µ ν during the shift by one lattice site
Since this result can only be changed mod(1) when edge states move above or below µ ν during the shift it is reasonable that the allowed values are given by
since this is obviously the limiting result for vanishing coupling between the channels (where we can just add up (236) independently). The case of several channels will be discussed in more detail in a future work 57 .
B. Invariant and boundary charge for a single band
In this section we consider the case of a single band. We define the invariant
which is identical to the negative winding number and is an integer for all ϕ. We start with the proof of (239), which states that the invariant can only take the values
We first use (217) to relate w α = 1 +w α to the winding numberw α of the phase ϕ 
To show that only these particular values are allowed we use the form (54) for a (α)
, which shows thatw α is the winding of the complex number q
The winding is determined from the number of crossings of q (α) k through the positive and negative real axis. This happens for
It can not happen that no crossing appears on the positive real axis since this would require d
π > 1 and d (α) k = 0 for all k. This is obviously not possible. The winding number then follows from the number of crossings through the negative real axis (note that the number of crossings through q (α) k = 1 for k = 0, π is an even number due to q
This proves Eq. (246).
FIG. 19: Four scenarios how edge states can enter/leave a band for phase ϕ andφ = ϕ + 2π Z . We have shown a band top but the same behaviour occurs for a band bottom. The quasimomentum at the band edge can be either k0 = 0 or k0 = π. For (a) and (d) an edge state enters at ϕ andφ, respectively, such that the sign of d dϕ d
(α) 1 is given by (−1) k 0 /π at the entering point according to (119) . Analog, for (b) and (c) the edge state leaves such that the sign is given by −(−1) k 0 /π at the leaving point. Together with (253) and (118) this gives the correct correlation to the jump of Iα by −1 for (a) and (b) and by +1 for (c) and (d), see explanation in the main text.
We now determine the cases where the invariant jumps as function of ϕ. This are the points where either d
where k 0 = 0, π correspond to values at the band edges and d (α) 1 (ϕ) has been defined in (110). According to (122) this means that an edge state appears at ϕ or atφ = ϕ + 2π Z . Thus, we conclude that the invariant I α can only jump by ±1 at phase ϕ when an edge state enters/leaves the band at phase ϕ or atφ. This is quite obvious and consistent with the definition (245) of the invariant which can only jump when the boundary charge jumps at ϕ orφ. Due to charge conservation, the latter happens precisely when an edge state leaves/enters the band.
One can also understand that the jump of I α (ϕ) by ∓1 corresponds to the cases that either Q B (ϕ) jumps by ±1 (i.e., an edge state enters/leaves band α at ϕ) or Q B (φ) jumps by ∓1 (i.e., an edge state leaves/enters band α atφ), see Fig. 19(a-d) . We have depicted the four possibilities of an edge state entering/leaving at phase ϕ or atφ = ϕ + 2π Z in Figs. 19(a-d) . For the cases shown in Figs. 19(a,b) and Figs. 19(c,d) the invariant changes by −1 and +1, respectively. Using (119) we Fig. 19 (a) and Fig. 19(c) , respectively, where an edge state enters/leaves at ϕ, and sign d dϕ d
(α) 1 (φ) = ∓(−1) k0/π for Fig. 19(b) and Fig. 19(d) , respectively, where an edge state leaves/enters atφ. Using (118), this gives Figs. 19(a,b) and Figs. 19(c,d) , respectively. From (253) we conclude that the winding numberw α jumps by ±1 for these two cases, respectively, which corresponds to the invariant jumping by ∓1 since I α = −1 −w α , see Eqs. (245) and (217).
The fact that the boundary charge Q and Iα for α = 1, 3, 4 in (a), (b) and (c), respectively, using the parameters of Fig. 16(a) . discontinuous jumps by ±1 when edge states enter/leave the band at the phase values ϕ 
is an unknown non-universal 2π Z -periodic function and
is the part describing the discontinuous jumps from edge states entering/leaving the band. Here,
is the net number of edge states leaving the band for a phase change by 2π which is given by the Chern number C (α) of band α, see (233). Using the form (254) we get ∆Q (α)
is a characteristic and phase independent integer for band α. Eq. (258) just describes charge conservation. When the phase changes by 2π the charge 1 mod(Z) is pumped into the boundary which has to be taken away by a corresponding number M (α) of edge states. This equation is also called the Diophantine equation discussed within the integer QHE [46] [47] [48] , here derived for a single band.
To get (254), we have only used that the invariant I α is an integer. An additional topological constraint how the edge states can enter/leave a band follow from the allowed values I α ∈ {0, ±1}. For given s (α) we get
It is important to notice that M (α) and, consequently, also the integer s (α) depend crucially on the choice of the functions F v and F t defining the model parameters via Eqs. (4) and (5) . As we have discussed in Section IV A for given parameters at phase ϕ = 0 the phase dependence can always be chosen such that, for a given band α, one of the following two cases can be realized
This are also the most frequently obtained values for rather smooth functions F v (ϕ) and F t (ϕ) where either of the two cases occurs for all bands. Additional multiples of Z are obtained for M (α) if the phase dependence contains higher Fourier components which is rather exotic. Therefore, in the following we will only consider a phase dependence where one of the two cases of Eqs. (261) and (262) occurs for each band. We note that for a rational wave lenght λ = Z p of the modulation where the phase parametrization is chosen according to Eqs. (6) and (7) we get analog results for the invariant but it has to be defined differently since a shift by one lattice site corresponds to a phase change
The form (254) of the phase dependence of Q 
where p and s (α) must be such that M (α) is an integer. Again we note that this can always be solved if Z and p are incommensurate. The topological constraint formulated via Eqs. (259) and (260) remains the same. In Fig. 20(a) -(c) we show the phase dependence of the boundary charge Q Fig. 16(a) . In Fig. 16 (a) we find M Fig. 20(c) . However, in this case, the average slope of Q (4) B is negative corresponding to the hole picture. Here, all edge states enter the band leading to Z − 1 discontinuous jumps by +1 which have to be compensated by the large negative slope 1−Z 2π of the linear term.
C. Total invariant and boundary charge
We now consider the case where the chemical potential µ ν is placed somewhere in gap ν and calculate the total boundary charge Q B (ϕ, µ ν ). All our results are also valid if the chemical potential is chosen phase dependent as long as it is 2π Z -periodic
Therefore, we can take for µ ν also the top of band α = ν or the bottom of band α = ν +1 since the dispersion relation
The boundary charge Q B is given via (170) by summing over the boundary charges Q (α) B of the occupied bands together with the charge of the occupied edge states. Therefore, we get for the change under a phase shift by 2π
Using (245) this can be expressed by a total invariant I(ϕ, µ ν ) via
As a result the total invariant is an integer or, withρ = ν Z , that ∆Q B −ρ is an integer. To proof (236) we have to show that the invariant can only take two values
To show this we first state the generic form of the phase dependence of Q B . As explained in detail in Section III C the boundary charge can only jump if an edge state moves below or above µ ν . We denote all these phase values by ϕ i± (µ ν ), with i = 1, . . . , M ± (µ ν ), which depend on the choice of the chemical potential (for simplicity we do not indicate a possible phase dependence of µ ν ). However, we note that the difference
depends only on ν since M ν describes the number of those edge states connecting the bands α = ν and α = ν + 1 when the phase changes by 2π counted positive (negative) when all these edge states move upwards (downwards). As shown in (234) M ν = C ν is identical to the sum over the Chern numbers of all filled bands α = 1, . . . , ν. Since ∆Q B (ϕ, µ ν ) − ν Z is an integer for all phases ϕ, the phase dependence is similiar to (254) of a single band
where is an unknown non-universal 2π Z -periodic function and
is the part describing the discontinuous jumps from edge states moving below/above µ ν . This is precisely the definition we introduced in (125) where we used this quantity to define the topological charge ∆F (ϕ, µ ν ). Analog to (258) we get from (273) and (268) the Diophantine equation
is a characteristic and phase independent integer for gap ν. Similiar to M (α) − −M (α) + and s (α) we note that M ν and s ν depend crucially on the choice of the functions F v and F t to define the parameters of the model via Eqs. (4) and (5) . From (277) we conclude that the property for the invariant to take only the values I ∈ {0, −1} is equivalent to the following topological constraint of how the edge states can move below/above µ ν
such that the integer s ν is related via (276) to M ν . This is precisely the topological constraint which we have proven in Section II E via the explicit conditions how edge states can appear in the gaps, see (128), from which we have also obtained the Diophantine equation (131). Here, we have obtained the Diophantine equation (276) in a different way from the quantization of the invariant but, in addition, we have proven that the parameter ν is indeed the index of the gap under consideration. We conclude that the approach described in Section IV A to derive the topological constraint, following along the lines of Ref. 44 , is indeed correct and can be rigorously proven. This means that charge conservation and particle-hole duality together with the fact that the phase dependence of the parameters can always be chosen such that no edge states cross µ in a certain gap ν within some phase interval of size 2π Z describe precisely the right physical picture. This is a very surprising and remarkable fact since the two ways to derive the same result are based on a complete different approach. Whereas in Section II E the proof is based on the precise way the edge states can run between the bands, in Ref. 44 the proof is based on the absence of edge states crossing µ. This shows very clearly that it is not the physics of edge states which drives the topological constraint but rather the edge modes are followers which have to adjust to a certain choice of the phase dependence (or the way the boundary is shifted continuously through the lattice) in order to respect the topological constraint.
Similiar to (261) we note that for rather smooth functions F v (ϕ) and F t (ϕ) the integer s ν is typically given by one of the following cases for each gap ν
M ν = ν means that ν edge states move upwards in gap ν, corresponding to the particle picture where the chargeρ is moved into the boundary under a phase change of 2π which has to be compensated by ν edge states moving above µ ν . M ν = ν − Z is the case where Z − ν edge states move downwards, describing the case where the hole chargeρ − 1 is moved into the boundary which has to be compensated by Z − ν edge states moving below µ ν . Analog to (264) and (265) we note that for rational wave lengths with phase parametrization according to Eqs. (6) and (7) all equations remain the same only the invariant is redefined as
and the Diophantine equation changes to
In Figs. 21(a,b) , Figs. 22(a-c) and Figs. 23(a-e) we show the phase dependence of the boundary charge and the invariant for Z = 3, 4, 6 corresponding to the band structures of Fig. 16(b) , Fig. 4(b) and Fig. 16(a Figs. 23(d,e) . The non-universal 2π Z -periodic function f (ϕ, µ ν ) turns out to be large for small Z or for gaps ν close to Z/2. When Z is large the boundary charge is almost a linear function for the gaps ν close to 1 or Z, see ν = 1, 5 in Figs. 23(a,e ).
V. SUMMARY AND OUTLOOK
In this work we have presented a rigorous basis for the analytical understanding of universal properties of the boundary charge for a wide class of half-infinite tightbinding models with non-degenerate bands in 1D beyond symmetry constraints. The proposed analytic continuation of Bloch states, underlying essentially our analytical treatment, might be of interest for a wider class of models including multi-channel cases. We addressed the very fundamental issue of the topological constraints for the boundary charge and the edge states when the boundary of a half-infinite system is shifted to a different position. We introduced a measurable topological invariant to characterize this dependence and revealed a link to the winding number of a fundamental phase, namely the phase difference of the Bloch wave for the infinite system between the sites left and right to the boundary. We analysed this winding number in comparison to other topological indices classifying topological systems and found that the winding number contains more information and probes this phase directly. Another important insight of this work is the proof that the derived universal properties can indeed be described by using charge conservation of particles and holes alone, as it was proposed in Ref. 44 . The edge states were shown to play the role of followers obeying certain topological constraints such that particles and holes fulfil charge conservation at the same time. This reflects a very simple physical picture analog to charge pumping that piling up particle or hole charge at the boundary by shifting the lattice towards a boundary leads inevitably to a linear increase of the boundary charge until edge states entering or leaving the band guarantee that the charge does not change when a whole unit cell has been shifted into the boundary. As a consequence, edge states are driven by this mechanism, leaving a fingerprint in the density of the bulk states as we have rigorously shown in this work by calculating the pole contributions of the Friedel density. However, besides this "edge" part of the bulk density we have shown that there is another much more interesting part from branch cuts with a different localization length and a nontrivial pre-exponential power-law that deserves further investigations, in particular in the presence of interactions.
So far our results refer to all single-channel models falling into the wide class of commensurate Aubry-André-Harper models but with generic modulation functions for the potentials and hoppings. However, since our proposed analytic continuation of Bloch states is quite general and since the principles of charge conservation and particle-hole duality are very general, we expect that our results can be generalized to multi-channel systems as well 57 . As we already outlined in this work, one expects a weakening of the topological constraint in the sence that, if N c channels are present, the topological invariant can take N c + 1 different values. An interesting question for future research will be the development of a non-Abelian version of the winding number and the determination of the precise gauge of the Bloch states such that an unambigious link can be set up between the boundary charge and the Zak phase.
Although the bulk states of the infinite system consist of a linear combination of an incoming and outgoing plane wave for the single-channel model under consideration here, we have found that the bulk states have a nontrivial influence on the density and the boundary charge. This is even expected to be more dramatic for multi-channel systems since, in this case, the bulk states have to fulfil more boundary conditions which can only be fulfilled if they contain in addition to the purely oscillating waves exponentially decaying contributions. This has been shown in a recent article on STM setups for probing the spectral density at the boundary of a Floquet topological insulator 58 . There it was shown, that the exponentially decaying contributions of the bulk states lead to a dramatic effect for the STM signal at bifurcation points which are even more pronounced and stable than the ones from topological states in the gap.
Since the principles of charge conservation and particle-hole duality are not violated by interactions we expect that our results are quite robust against disorder and Coulomb interactions. The stability against disorder has already been demonstrated in Ref. 44 provided that disorder is so weak that the gaps are not closed. Weak Coulomb interaction can be treated very effectively by functional renormalization group methods 59 or bosonization techniques 60, 61 . An interesting issue concerns the properties of the boundary charge for the case of strong Coulomb interaction, where bosonization methods have suggested the generation of charge and spin density wave instabilities, possibly relevant for the occurrence of the fractional quantum Hall effect 62 .
An issue touched only slightly in this work is a precise discussion of the unknown and non-universal function f (ϕ, µ ν ) in (273). For rather smooth choices of the phase-dependence of the model parameters this function is observed to be rather small for not too small Z and for sufficiently large gaps located at rather low or high energies. This behaviour is expected to drastically change when the system is close to special symmetry points, where the boundary charge is quantized for all phases at particular filling factors, leading to a completely flat curve for Q B (ϕ), up to discrete jumps from edge states. This happens typically when the gap closes at particular values of the phase corresponding to Weyl semimetal physics 63 . Breaking the symmetry slightly leads only to a small deviation from a flat curve although the Chern number C ν = M ν determining the slope of the linear term in (273) might be nonzero. In this case the function f (ϕ, µ ν ) is very strong and plays a very important role. As a result this function seems to have two tendencies driven by two different physical mechanism. When it is small the boundary charge adjusts to particle and hole conservation for all values of the phase leading to a nearly perfect linear form of Q B (ϕ) between the jumps. On the other hand, it can be driven by symmetry constraints, which have the tendency to adjust the phasedependence to certain quantized values of the boundary charge. Which mechanism wins depends on how strong certain symmetries are broken as will be discussed in a future work 63 
wherev m =v * m ,t m =t * m , and θ m = θ * m are real, we define a unitary transformation U |m = e iφm |m via the phases φ 1 = 0,
contains only real hoppings. The unitary transformation gives each site only a phase factor, i.e., the density on each site remains invariant. Furthermore, we find that the hoppings can be chosen positivet m > 0. The casê t m = 0 is excluded since it would correspond to a finite system.
Appendix B: Choice of phase dependence
Here, we present two different ways how we parametrize the two real and periodic functions F γ (ϕ) = F γ (ϕ + 2π), with γ = v, t, in Eqs. (4) and (5) in case we take a random choice in the figures.
The first choice is to take a random periodic and real function of the form
where r n γ , θ n γ are 2N γ random and real parameters. Due to (2) there is no Fourier component with n = 0.
The second choice consists in fixing the values of γ j (0) ≡ v j (0), t j (0) for all j = 1, . . . , Z at phase ϕ = 0 via v j (0) = V v due to (2) . The phase dependence is then chosen in a random way via the function
is the discrete Fourier transform of γ (0) j , with n = 1, . . . , Z, and G γ (ϕ) is some random periodic function with G γ (2πj/Z) = 0. Therefore, by construction the condition γ (0) j = F γ (2πj/Z) is fulfilled. The second term involving the function G γ is introduced since the first term is zero for ϕ = π Z (2j + 1)
This follows by inserting (B5) in (B4) and performing the sum over n with the result
Inserting ϕ = π Z (2j + 1) and using (B3) we find (B6). For G γ = 0 this means that all potentials and hopping are the same at these phase values
leading to the special case of gap closings. Therefore, to cover the generic case the second term G γ (ϕ) is chosen randomly via
is defined analog to (B5) but with some different real and random numbers for γ (1) j . Explicitly one obtains analog to (B7)
we find for n = 1, 2, . . . with B (n) ≡ B (n) ( ) ≡ d n d n B( ) and s (n) ≡ s (n) ( ) ≡ d n d n s( )
Multiplying this equation from the left or right with B and using (C12) we find in addition
These relations imply the following useful identies
Next we try to set up useful identities of the function D( k ) = cos(k) defined in (56) and (57), together with its derivatives. Using the form (19) 
where we used (41) to get B 1,Z−1 = t 1 · · · t Z−1 in the last step. Taking the derivatives of this equation w.r.t. k we get with B (n) 1,Z−1 = 0 for n = 1, 2, . . .
From (37) and (39) we get
Using (C20) and taking derivatives of this equation w.r.t. we get for n = 1, 2, . . . 
−2s
and (A − ke )a ke = 0 , b T −ke a ke = 0 .
In the following we use the subindex e to indicate that quantities are evaluated at ke , e.g., B e ≡ B( ke ). We first assume that this is an isolated pole and does not agree with the branching point k (ν) e = k (ν) bp . This means that d k dk | k=ke is finite, i.e., k − ke ∼ O(k − k e ). Therefore, the term [s( k )] 2 in N k is of O(k − k e ) 2 and can be neglected. We get
The first term of the last equation is zero since, due to the Faddeev-LeVerrier algorithm, the matrix B( ) can be written as a polynomial of degree Z −2 in the matrixĀ = A − . This holds also for its derivatives since d d Ā = −1. Therefore, by using (D2), we get no contribution of this term. For the second term we use 
Therefore, we have to be more careful since expanding the equation D( k ) = cos(k) around k = k e we get
i.e., we have to expand all terms up to ( k − ke ) 2 ∼ (k − k e ). We get
The last term has already been evaluated above and leads to (D5). For the first term we use
where we used k − k e ∼ ( k − ke ) 2 in the last step, see (D7). The first term in the bracket gives zero analog to the first term on the r.h.s. of Eq. (D3) since B( k ) can be written as a power series in A − k or in A − ke . In addition, since B ke b −ke = −a −ke = 0 we get B( k )b −ke ∼ ( k − ke ) and obtain
Inserting this result in (D8) we get
Finally, we prove that the first term on the r.h.s. is identical to the second one. We rewrite the second term by inserting
where we used (D1) and (19) in the last equality, and defined the Z − 1-dimensional unit vector e 1 = (10 · · · 0) T . This gives a T ke a ke = −4t 2 Z sin 2 (k e ) (B e ) 2 11 and the second term on the r.h.s. of Eq. (D10) can be written with the help of (D7) as i e −2ike − 1 a T ke a ke (k − k e ) = = −t 2 Z e ike (B e ) 2 11 D (2) e ( k − ke ) 2 .
The matrix element (B e ) 2 11 can be rewritten with the help of (C18) for n = 1 and k = k e , and using (41), (53) and ( With the help of (C22) for n = 1, 2 and k = k e we get 
where we used (C16) in the last step. Inserting this result in (D15) and using B e b −ke = −a −ke = 0 we arrive at Here we prove the Diophantine equation (131) for the case when all contraction lines go to the right, see Fig. 9 . We split the phase interval of size 2π in Z subintervals of size 2π Z . Starting at ϕ = 0 with an outgoing vertex, we find in the first subinterval s incoming vertices including the one at ϕ = 2π Z . At phase ϕ = 2π Z + 0 + the topological charge is s − 1, corresponding to s − 1 rightgoing contractions. Therefore, in the second subinterval we obtain s − 1 incoming vertices. At all following phase values ϕ = 2πn Z + 0 + , with n = 2, . . . , Z − 1, the topological charge is either s − 1 or s. This gives either s or s−1 incoming vertices for the remaining subintervals. As a consequence, we obtain for the maximal and minimal value of the number M + of incoming vertices the result The proof when all contractions go to the left is analog and gives the same result for M = M − . This proves (131).
Appendix F: Construction of all edge state configurations
Here we show that all configurations of contractions can be constructed by starting from the ones where all contractions have the same direction and iteratively adding pairs of contractions with different directions according to Fig. 10 . To prove this statement we go the other way around and show that we can eliminate all such pairs iteratively starting from any given configuration until we end in a configuration where all contractions have the same direction.
Taking any configuration we first identify that pair (1, 2) of left-going vertices, one of them outgoing and the other incoming, which have shortest distance such that no other left-going vertex is allowed to occur in between, see the two vertices 1 and 2 in Fig. 24(a) . W.l.o.g. we assume that vertex 1 is incoming and 2 is outgoing (the other case can be proven analog). We first prove that it is also not possible that right-going vertices can occur between 1 and 2. In Fig. 24(a) we have shown a pair (3 , 4 ) of two right-going vertices between 1 and 2. These two vertices are connected to (3, 4) . Thereby, it is not possible that 4 = 2 since otherwise the contraction between 4 and 4 would be shorter than the one between 3 and 3 (note that 3 can not occur between 1 and 2 since we assumed that no other left-going vertex can be in this interval). As a consequence we find that the two vertices 3 and 4 have a shorter distance compared to 1 and 2 which leads to a contradiction since the pair (1, 2) was assumed to be the one with the shortest distance. Similiarly, we can prove that no other vertex can occur between 1 and 2 . First, a right-going vertex 3 is not allowed between 1 and 2 since this would lead to a left-going vertex 3 between 1 and 2 which is not allowed. As shown in Fig. 24(b) it is also not allowed that two left-going vertices 3 and 4 can occur between 1 and 2 since their distance would be smaller than the one between 1 and 2, again leading to a contradiction. As a consequence, we find that no other vertex can appear between 1 and 2 and between 1 and 2 such that this pair can be taken out without violating the topological constraint. Proceeding in this way one finds that all pairs of contractions with different directions can be eliminated until one arrives at a configuration where all left-going vertices are either incoming or outgoing vertices. This are the configurations where all contractions have the same direction, see Fig. 9 . 24: (a) The two vertices 1 and 2 are assumed to be a pair of left-going vertices with shortest distance where 1 is an incoming and 2 an outgoing vertex. As shown it is not possible that two other right-going vertices 3 and 4 occur between 1 and 2 since the two vertices 3 and 4 would form a pair with shorter distance compared to the pair (1, 2). (b) Here we show the two right-going vertices 1 and 2 corresponding to 1 and 2 of (a) which have the same distance. As shown it is not possible that two left-going vertices 3 and 4 can appear in between since they would have a shorter distance compared to the pair (1, 2).
Appendix G: Asymptotic values
In this Appendix we determine the asymptotic form of various quantities for k = x + iy with x, y real and y → ∞. Since e −ik = e −ix e y → ∞ and e ik = e ix e −y → 0 we find from (56) 
We note that this asymptotic condition has no unique solution for the individual bands 
As a result of (G1) we get (α) k → ∞ such that all determinants have the asymptotic condition d nm ( (α) k ) → (− (α) k ) m−n+1 for m − n + 1 ≥ 0 (note that d nm ≡ 1 for n > m). Using (44), (45) , and (46) this gives for j = 1, . . . , Z − 1 a (α) k (j) → t 1 · · · t j−1 t z (− (α)
Furthermore, from (40), we get s(
Since a 4) and (5) taken from (B4) with fixed and random parameters for vj(0) and tj(0) − t at phase ϕ = 0 but different choices for the phase dependence in between (via the random parameters γ (1) j for γ = v, t used in (B10)), see the Supplemental Material 54 for the concrete parameters. The chemical potential µ1 is indicated by a dashed black line. In (a) we have chosen γ (1) j = 0 which leads to a gap closing at ϕ = π 4 . In (c) the γ Here we show that the phase dependence of v j (ϕ) and t j (ϕ) in the phase interval 0 < ϕ < 2π Z for given parameters v j (0), t j (0) and v j ( 2π Z ) = v j+1 (0), t j ( 2π Z ) = t j+1 (0) at the boundaries ϕ = 0, 2π Z can always be chosen such that no edge state crosses µ ν in this interval. This can be achieved by using the parametrization (B4) for the phase dependence. For G γ = 0 a gap closing occurs in the middle of the interval at ϕ = π Z where all v j ( π Z ) = 0 and t j ( π Z ) = t, see (B8). The spectrum of the edge state between the first and second band is shown in Fig. 25(a) for Z = 4. At the gap closing at ϕ = π 4 the edge state changes from an edge state of H L to an edge state of H R . In Fig. 25(b,c) we show the same for a slightly nonzero function G γ by choosing a random set of parameters γ
(1) j in (B10) on two scales ∼ 0.05 and ∼ 0.1, respectively. In Fig. 25(d,e) we have changed the sign of all γ (1) j . As can be seen in Figs. 25(b,c) close to ϕ ∼ π 4 the edge state of H R is taken upwards together with the upper band whereas in Figs. 25(d,e ) it is taken downwards together with the lower band. This has the effect that the edge state of H R does no longer cross the chemical potential in Figs. 25(d,e ). This behaviour is generic and can be observed for any Z and for any initial parameters for γ (0) j and for all kinds of random parameters for γ (1) j . Changing the sign of G γ corresponds precisely to the change of the orientation of the edge pole encircling the branch cut in order to avoid the crossing of k (ν) e (ϕ) through the value of k µν corresponding to the chemical potential, see Fig. 17 . For arbitrary ν we find that this point describes the crossover from the edge state encircling the branch cut ν times in clockwise direction to the case of Z − ν windings with counter-clockwise orientation. This corresponds to the two cases of ν edge states moving upwards compared to Z − ν edge states moving downwards, see Eqs. (279) and (280). We note that additional windings by multiples of Z do not occur [corresponding to values s = 0, 1 in the Diophantine equation (276)] since with our choice (B4) of the phase parametrization we have only chosen at most Z Fourier modes for F γ (ϕ).
