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For a random walk on a network, the mean first-passage time from a node i to another node j chosen
stochastically according to the equilibrium distribution of Markov chain representing the random walk is
called Kemeny constant, which is closely related to the navigability on the network. Thus, the configuration
of a network that provides optimal or suboptimal navigation efficiency is a question of interest. It has been
proved that complete graphs have the exact minimum Kemeny constant over all graphs. In this paper,
by using another method we first prove that complete graphs are the optimal networks with a minimum
Kemeny constant, which grows linearly with the network size. Then, we study the Kemeny constant of a
class of sparse networks that exhibit remarkable scale-free and fractal features as observed in many real-life
networks, which cannot be described by complete graphs. To this end, we determine the closed-form solutions
to all eigenvalues and their degeneracies of the networks. Employing these eigenvalues, we derive the exact
solution to the Kemeny constant, which also behaves linearly with the network size for some particular cases
of networks. We further use the eigenvalue spectra to determine the number of spanning trees in the networks
under consideration, which is in complete agreement with previously reported results. Our work demonstrates
that scale-free and fractal properties are favorable for efficient navigation, which could be considered when
designing networks with high navigation efficiency.
PACS numbers: 05.40.Fb, 89.75.Hc, 05.45.Df, 05.40.-a
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Kemeny constant, defined as the mean first-
passage time from a node i to a node j selected
randomly according to the equilibrium distribu-
tion of Markov chain, is a fundamental quantity
for a random walk, since it is a useful indicator
characterizing the efficiency of navigation on net-
works. Here we prove that among all networks,
complete graph is the optimal network having
the least Kemeny constant, which is consistent
with the previous result obtained by a different
method. Then, we study the Kemeny constant of
a class of sparse scale-free fractal networks, which
are ubiquitous in real-life systems. By using the
renormalization group technique, we derive the
explicit formulas for all eigenvalues and their mul-
tiplicities of the networks, based on which we de-
termine the closed-form solution to the Kemeny
constant. We show that for some particular cases
of networks the leading scaling of Kemeny con-
stant displays the same behavior as that of com-
plete graph, indicating that for networks with
a)Electronic mail: zhangzz@fudan.edu.cn;
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many nodes, navigation performance similar to
that of complete graph can be obtained by net-
works with many few links. Finally, to show the
validity of the eigenvalues and their degenera-
cies, we also use them to count spanning trees
in the networks being studied, and recover previ-
ously reported results. Our work is helpful for the
structure design of networks where navigation is
very efficient.
I. INTRODUCTION
In the past decade, many research reports demon-
strated that complex networks are ubiquitously present
in nature and social sciences1–3. Today, complex net-
works have been recognized as an emerging subject and
useful tool for studying complex systems4. An outstand-
ing issue in network science is to understand the behav-
ior of various dynamical and stochastic processes taking
place on different networks with rich topologies, which is
not only of theoretical interest but also of practical rele-
vance2,5. Among diverse dynamics, random walks6–8 are
a paradigmatic process and have been extensively stud-
2ied9–17 due to their wide range of applications in science
and engineering18–21.
A fundamental quantity for random walks is mean
first-passage time (MFPT)22. The MFPT from a source
node i to a destination node j, denoted by Fij , is the ex-
pected time for a walker starting from i to reach j for the
first time. Many other quantities related to random walks
can be expressed in terms of, or encoded in, MFPT. For
example, for the trapping problem23—a particular case
of random walks with a trap located at a given node ab-
sorbing walkers visiting it—the trapping efficiency quan-
tified by average trapping time is defined as the mean
of node-to-trap MFPT over source nodes. As a quanti-
tative indicator of trapping efficiency, average trapping
time has been studied on various networks with distinct
topological properties, with an attempt to uncover the
impact of network topology on the trapping process. Ex-
amples include classic fractals24–29, non-fractal scale-free
networks30–35, fractal scale-free networks36–38, modular
scale-free networks39,40, and so on.
In addition to the trapping problem, another interest-
ing quantity derived fromMFPT is the Kemeny constant,
which is defined as the expected time for a walker start-
ing from a node i to another node j selected randomly
from all nodes according to the stationary distribution
of Markov chain representing the random walk41. Since
the Kemeny constant is equal to the sum of reciprocals of
one minus each eigenvalue of the transition matrix other
than eigenvalue one42, it is also called eigentime iden-
tity43, which is independent of the starting point. It can
be explained in terms of navigability44, measuring the
efficiency of navigation. Thus, it is of theoretical and
practical significance to study the Kemeny constant of
complex networks. In contrast to the average trapping
time, little attention has been paid to the Kemeny con-
stant, and many questions about this relevant quantity
are still open.
In this paper, we address a specific question: of all
networks, which have a minimum or almost minimum
Kemeny constant? It is of theoretical relevance and prac-
tical importance, and is particularly useful for network
design. By making use of the connection between the
Kemeny constant and eigenvalues of the transition ma-
trix, we first show that among all undirected networks
complete graphs have the minimum Kemeny constant
growing linearly with the network size, which agrees with
result reported before43. However, since most real net-
works are spare in the sense that their average degrees
are much less than that of complete graphs. Moreover, it
was shown that many real networks exhibit the striking
scale-free45 and fractal46 properties. Here we study the
Kemeny constant for a class of sparse scale-free fractal
networks47, denoted by H(q, n), which are parameter-
ized by a positive integer q ≥ 2. Using the decimation
technique, we derive explicit expressions for all eigenval-
ues and their multiplicities of the transition matrix of
H(q, n), based on which we derive a closed-form formula
for the Kemeny constant. The obtained result shows
that, for q ≥ 3, the Kemeny constant also scales lin-
early with the network size, displaying the same scaling
as that of complete graphs. Finally, we use the eigen-
values of H(q, n) to determine the number of spanning
trees and recover previous results, which also validates
our computation of eigenvalues for such networks.
II. FORMULATION OF THE PROBLEM
Consider discrete-time unbiased random walks6 on a
connected undirected network G with N nodes and E
edges, where the N nodes are labeled by 1, 2, 3, . . . , N ,
respectively. The connectivity of G is encoded in its ad-
jacency matrix A, whose entry aij = 1 (or 0) if nodes i
and j are (not) connected by an edge. The degree of node
i is defined to be di =
∑N
j=1 aij , and the diagonal degree
matrix of G, denoted byD, is defined as: the ith diagonal
element is di, while all non-diagonal elements are zero.
Thus, the total degree of all nodes is K = 2E =
∑N
j=1 di,
and the average degree is 〈d〉 = 2E/N .
For the unbiased random walks considered here, at ev-
ery time step the walker starting from its current lo-
cation jumps to each of its neighbors with an identi-
cal probability. Such a stochastic process is character-
ized by the transition matrix T = D−1A, whose entry
tij = aij/di presents the probability of moving from i
to j in one step. Note that the transition matrix is also
called the Markov matrix, since a random walk is an er-
godic Markov chain41,43, whose stationary distribution
pi = (pi1, pi2, . . . , piN )
⊤ is a unique probabilistic vector
satisfying pii = di/K,
∑N
i=1 pii = 1, and pi
⊤T = pi⊤.
In general, the transition matrix T is asymmetric ex-
cept for regular networks. So, we introduce a matrix P
similar to T by
P = D−
1
2AD−
1
2 = D
1
2TD−
1
2 , (1)
where D−
1
2 is defined as follows48: the ith diagonal entry
is 1/
√
di, while all non-diagonal entries are equal to zero.
It is evident that P is real and symmetrical and thus has
the same eigenvalues as T .
Various interesting quantities related to random walks
are encoded in matrix P , and thus can be deduced from
P . For example, the MFPT Fij for a walker starting from
a node i to another node j can be expressed in terms of
the eigenvalues and their orthonormalized eigenvectors of
matrix P . Let λ1, λ2, λ3, . . ., λN be the N (real) eigen-
values of matrix P , rearranged as 1 = λ1 > λ2 ≥ λ3 ≥
· · · ≥ λN ≥ −1. Obviously, λ1 + λ2 + λ3 + · · ·+ λN = 0.
And let ψ1, ψ2, ψ3, . . ., ψN denote the corresponding
normalized, real-valued and mutually orthogonal eigen-
vectors, where ψi = (ψi1, ψi2, . . . , ψiN )
⊤. Then,
Fij =
K
dj
N∑
k=2
1
1− λk
(
ψ2kj − ψkiψkj
√
dj
di
)
, (2)
which has been derived by various methods, e.g., gener-
ating functions8 and spectral graph theory42.
3Another interesting quantity for random walks is the
Kemeny constant41, also referred to as eigentime iden-
tity43, defined by
F =
N∑
j=1
pij Fij . (3)
Equation (4) indicates that F is the average of MFPT
Fij from node i to node j randomly chosen from all
nodes accordingly to the stationary distribution. Since
F is independent of the starting point i, it is thus called
the Kemeny constant. This quantity is closely related
to user navigation through World Wide Web and can
be explained as the mean number of edges the random
surfer needs to follow before reaching his/her final desti-
nation44.
Note that the Kemeny constant is a global spectral
characteristic of a network8,41,43. It has been shown8,41,43
that
F =
N∑
j=1
pij Fij ≡
N∑
k=2
1
1− λk , (4)
which holds for any connected undirected network. Ke-
meny constant can be used as a measure of navigation
efficiency44 and is thus relevant to Web design: small F
can save user’s effort by directly guiding them to most
desirable Web pages. Since F depends on the network
structure, a question arises naturally: what is the opti-
mal network structure that has a minimum Kemeny con-
stant? Intuitively, the globally optimal network should
be fully connected. In the sequel, we will address this
question analytically by using the spectra of graphs and
method of Lagrange multipliers, and show that the eigen-
value treatment arrives at the intuitive and natural con-
clusion.
III. GLOBALLY OPTIMAL NETWORK
We now solve the aforementioned problem by using
the method of Lagrange multipliers. We consider the
following function:
f(x2, · · · , xN ) =
N∑
k=2
1
1− xk , (5)
subject to the condition of 1 + x2 + · · ·+ xN = 0 on the
domain 1 > x2 ≥ x3 ≥ · · · ≥ xN ≥ −1. Applying the
method of Lagrange multipliers to Eq. (5), the minimum
of the function f(x2, · · · , xN ) is attained at x2 = x3 =
· · · = xN = −1/(N − 1). Thus, the minimum Kemeny
constant among all networks of size N is
Fmin =
(N − 1)2
N
. (6)
As one can see, the above set of identical eigenval-
ues λ2 = λ3 = . . . = λN = −1/(N − 1) corresponds to
q = 4
⇒
q = 3
⇒
q = 2
⇒
FIG. 1. (Color online) Construction of the networks. One
can obtain the next generation of the network family through
replacing each edge of the present generation by the clusters
on the right-hand side of the arrows.
those of the transition matrix of a complete graph with
N nodes, in which every node is connected to all oth-
ers. That is, among all connected undirected networks,
complete network is optimal in the sense that it has the
absolute minimum Kemeny constant, which can not be
achieved by other networks. We note Eq. (6) has been
previously proved by using a different approach43. It is
obvious from Eq. (6) that for largeN , Fmin scales linearly
with N .
Although a complete network has the minimum Ke-
meny constant, it is dense, not like most real networks.
Extensive empirical research has shown1–3 that most real
networks are sparse, which have a small average de-
gree and display simultaneously scale-free45 and fractal46
properties. Below, we will study the Kemeny constant for
a family of fractal scale-free sparse networks47 parame-
terized by a positive integer q ≥ 2. We will show that
for those networks corresponding to q ≥ 3, the dominat-
ing term of their Kemeny constant grows linearly with
the network size N , which is similar to the linear behav-
ior of complete graphs but with a different prefactor q−1q−2
larger than 1. Thus, when q ≥ 3, the networks are called
“suboptimal networks”.
IV. SUBOPTIMAL SCALE-FREE FRACTAL
NETWORKS
In the section, we study random walks on a class of
scale-free (heterogenous) fractal networks47, the prop-
erties of which are dominated by an integer parameter
q ≥ 2.
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FIG. 2. (Color online) Illustration for the network H(2, 5).
A. Construction and properties
The scale-free fractal networks studied in47 are con-
structed in an iterative manner as depicted by Fig. 1.
Let H(q, n) (q ≥ 2 and n ≥ 0) denote the networks af-
ter n iterations. Initially (n = 0), H(q, 0) is an edge
connecting two nodes. For n ≥ 1, H(q, n) is gener-
ated from H(q, n− 1) by replacing every existing edge in
H(q, n−1) with the clusters on the right-hand side of the
arrows in Fig. 1. When q = 2, H(q, n) is reduced to the
(2, 2)−flower, which is a special case of the (u, v)−flowers
(u ≥ 1, v ≥ 2) presented in49,50. Figure 2 illustrates the
network H(2, 5) for the particular case of q = 2, which
is called diamond lattice and was introduced more than
thirty years ago51.
The iterative construction allows to precisely analyze
relevant properties of the networks. At each generation
ni (ni ≥ 1), the number of newly introduced nodes is
Vni = q(2q)
ni−1. Then, the network size (number of
nodes) Nn of H(q, n) is
Nn =
n∑
ni=0
Vni =
q(2q)n + 3q − 2
2q − 1 . (7)
Let En denote the number of total edges in H(q, n). It
is easy to verify that
En = qEn−1 = (2q)
n . (8)
Let di(n) be the degree of node i in H(q, n) that was
generated at iteration ni (ni ≥ 1). Then, we have di(n+
1) = q di(n) = 2 q
n−ni .
These resultant networks display some remarkable fea-
tures observed in various real-life systems. They have
a power-law degree distribution with exponent γ = 2 +
ln 2/ ln q, and have a fractal dimension fB = ln(2q)/ ln 2,
both of which show that they are fractal scale-free net-
works47,49,50. Moreover, they are “large-world”, with
both of their diameter and average distance increasing
as a power function of the network size47,49,50. We note
that this “large-world” phenomenon was also observed in
the global network of avian influenza outbreaks52,53.
B. Spectrum of the transition matrix
After introducing the construction method and prop-
erties of the networks, we proceed to determine the eigen-
values and their degeneracies of the transition matrix for
the network family, which will be useful for evaluating
the Kemeny constant.
1. Eigenvalue spectrum
Let An and Dn denote, respectively, the adjacency ma-
trix and diagonal degree matrix of H(q, n). The entry
An(i, j) of An is defined as: An(i, j) = 1 if nodes i and j
are directly connected in H(q, n), An(i, j) = 0 otherwise.
Then, the transition matrix of H(q, n), denoted by Tn,
is defined as Tn = (Dn)
−1An. Thus, the entry of Tn is
Tn(i, j) = An(i, j)/di(n).
We now begin to compute the eigenvalues of Tn. Since
Tn is asymmetric, we introduce a real symmetric matrix
Pn similar to Tn by
Pn = (Dn)
− 12An(Dn)
− 12 = (Dn)
1
2Tn(Dn)
− 12 . (9)
Thus, we reduce the problem of determining eigenvalues
of Tn to calculating those of Pn, with entries Pn(i, j) =
An(i,j)√
di(n)
√
dj(n)
.
Next, we apply the decimation method54–57 to com-
pute the eigenvalues and their multiplicities of Pn. Let
us consider the eigenvalues of matrix Pn+1. For this pur-
pose, we use α to denote the set of nodes belonging to
H(q, n), and β the set of nodes created at iteration n+1.
By definition, Pn+1 has the following block form:
Pn+1 =
[
Pα,α Pα,β
Pβ,α Pβ,β
]
=
[
0 Pα,β
Pβ,α 0
]
, (10)
where we have used the fact that Pα,α and Pβ,β are two
zero matrices with orders being Nn × Nn and (Nn+1 −
Nn)×(Nn+1−Nn), respectively. The reason for Pα,α and
Pβ,β being zero matrices lies in the iterations and inser-
tion constraint in the construction process of networks,
as shown in Fig. 1.
Suppose λi(n + 1) is an eigenvalue of Pn+1, and u =
(uα, uβ)
⊤ is its associated eigenvector, where uα and uβ
correspond to nodes in α and β, respectively. Then, the
5eigenvalue equation for matrix Pn+1 has the following
block form:[
0 Pα,β
Pβ,α 0
] [
uα
uβ
]
= λi(n+ 1)
[
uα
uβ
]
, (11)
which can be rewritten as
Pα,βuβ = λi(n+ 1)uα, (12)
Pβ,αuα = λi(n+ 1)uβ. (13)
In the case of λi(n+ 1) 6= 0, Eq. (13) gives rise to
uβ =
1
λi(n+ 1)
Pβ,αuα . (14)
Inserting Eq. (14) into Eq. (12) yields
1
λi(n+ 1)
Pα,βPβ,αuα = λi(n+ 1)uα. (15)
Thus, the problem of determining the eigenvalues for ma-
trix Pn+1 of order Nn+1×Nn+1 is reduced to calculating
the eigenvalues of matrix Pα,βPβ,α with a smaller order
of Nn ×Nn.
In Appendix A, we prove that
Pα,βPβ,α =
1
2
In +
1
2
Pn, (16)
where In is the identity matrix of order Nn × Nn, same
as that of Pn. Thus, we have related Pα,βPβ,α to Pn,
which allows to express the eigenvalues of matrix Pn+1
in terms of those of Pn.
Plugging Eq. (16) into Eq. (15) gives
1
λi(n+ 1)
(
1
2
In +
1
2
Pn
)
uα = λi(n+ 1)uα, (17)
that is,
Pnuα =
{
2[λi(n+ 1)]
2 − 1}uα. (18)
Hence, if λi(n) is an eigenvalue of Pn corresponding to
the eigenvector uα, then Eq. (18) implies
λi(n) = 2[λi(n+ 1)]
2 − 1. (19)
Solving the quadratic equation (19) in variable λi(n+1)
gives two roots:
λi,1(n+1) =
√
λi(n) + 1
2
, λi,2(n+1) = −
√
λi(n) + 1
2
,
(20)
which relate λi(n+1) to λi(n), with each λi(n) producing
two eigenvalues of Pn+1.
2. Multiplicities of eigenvalues
To determine the multiplicities of eigenvalues, we first
calculate numerically the eigenvalues for those networks
of small sizes. For n = 0, the eigenvalues of P0 are 1 and
−1; while for n = 1, the eigenvalues of matrix P1 corre-
sponding toHq,1 are 1, −1, and 0 with multiplicity q. For
n ≥ 2, we find that the eigenvalue spectrum displays the
following properties: (i) Eigenvalues 1 and−1 are present
at all generations, both having a single degeneracy. (ii)
All eigenvalues of generation ni will always exist at its
subsequent generation ni + 1, and all new eigenvalues at
generation ni+1 are just those generated via Eq. (20) by
substituting λi(n) with λi(ni) that are newly added to
generation ni; moreover, each new eigenvalue keeps the
degeneracy of its father. (iii) Except for 1 and −1, all
other eigenvalues are derived from generated 0. Thus, all
that is left to determine are the degeneracy of 0 and the
multiplicities of its offsprings, based on property (ii).
Let Dmuln (λ) denote the multiplicity of eigenvalue λ of
matrix Pn. We now find the number of eigenvalue 0 of
Pn. Let r(M) denote the rank of matrix M . Then, the
degeneracy of eigenvalue 0 of Pn+1 is
Dmuln+1(λ = 0) = Nn+1 − r(Pn+1) . (21)
In Appendix B, we derive the exact expression for the
degeneracy of eigenvalue 0 of Pn as
Dmuln (λ = 0) =
{
0, n = 0,
(q−1)(2q)n+q
2q−1 , n ≥ 1.
(22)
Since every eigenvalue in Pn keeps the degeneracy of its
father, the multiplicity of each first-generation descen-
dants of eigenvalue 0 is (q−1)(2q)
n−1+q
2q−1 , the multiplicity
of each second-generation descendants of eigenvalue 0 is
(q−1)(2q)n−2+q
2q−1 , and so on. Thus, for Pn (n ≥ 1), the total
number of eigenvalue 0 and all of its descendants is
N seedn (0) =
n∑
i=1
[
(q − 1)(2q)i + q
2q − 1 × 2
n−i
]
=
q(2q)n − q
2q − 1 . (23)
Summing up the multiplicities of eigenvalues obtained
above, we have
N seedn (0) +D
mul
n (−1) +Dmuln (1) =
q(2q)n + 3q − 2
2q − 1 = Nn.
(24)
Thus, we have found all the eigenvalues of Pn.
Thus far, we have given a recursive expression for
eigenvalues of the transition matrix forH(q, n), as well as
the multiplicity of each eigenvalue. In fact, for the special
network family H(q, n) considered here, their eigenval-
ues can be expressed in an explicit way, as shown in Ap-
pendix C. These exact expressions contain more concrete
information about eigenvalues than that of the recursive
relation provided by Eq. (20).
6C. The Kemeny constant
We proceed to use the obtained eigenvalues and their
multiplicities to determine the Kemeny constant for the
fractal scale-free networks H(q, n).
Let Fij(n) denote the MFPT from node i to node j
in H(q, n). Let pi = (pi1, pi2, . . . , piNn)
⊤ represent the sta-
tionary distribution42,43 for random walks on H(q, n). It
is easy to verify that pii = di(n)/(2En). Then, the Ke-
meny constant for H(q, n), denoted by Fn, is given by
Fn =
Nn∑
j=1
pij Fij(n) =
Nn∑
i=2
1
1− λi(n) , (25)
where we have assumed that λ1(n) = 1.
Let Ln be the normalized Laplacian matrix
48,58 of
H(q, n), defined as Ln = In−Pn = In−(Dn) 12 Tn(Dn)− 12 .
Let σ1, σ2, σ3, · · · , σNn be the Nn real non-negative
eigenvalues of matrix Ln, rearranged as 0 = σ1 < σ2 ≤
σ3 ≤ . . . ≤ σNn = 2. Note that for any i, σi(n) =
1− λi(n). Then,
Fn =
Nn∑
i=2
1
σi(n)
. (26)
Next, we explicitly evaluate this sum.
Let Ωn be the set of all the Nn − 1 nonzero eigenval-
ues of matrix Ln, i.e., Ωn = {σ2(n), σ3(n), . . . , σNn(n)},
in which the distinction of the elements has been ig-
nored. It is clear that Ωn (n ≥ 1) includes 1, 2, and
other eigenvalues generated by 1. Then, Ωn can be clas-
sified into three subsets represented by Ω
(1)
n , Ω
(2)
n and
Ω
(3)
n , respectively. That is, Ωn = Ω
(1)
n ∪ Ω(2)n ∪ Ω(3)n ,
where Ω
(1)
n consists of eigenvalue 1 with multiplicity
(q−1)(2q)n+q
2q−1 , Ω
(2)
n contains only eigenvalue 2 with single
degeneracy, and Ω
(3)
n includes those eigenvalues gener-
ated by 1. Obviously,
∑
σi(n)∈Ω
(1)
n
1
σi(n)
= (q−1)(2q)
n+q
2q−1
and
∑
σi(n)∈Ω
(2)
n
1
σi(n)
= 12 .
For each eigenvalue σi(n−1) in Ω(3)n−1, it generates two
eigenvalues, σi,1(n) and σi,2(n), belonging to Ω
(3)
n , via
the following equation:
2[σi(n)]
2 − 4σi(n) + σi(n− 1) = 0 , (27)
which can be easily obtained from Eq. (19). According
to Vieta’s formulas, we have
σi,1(n) + σi,2(n) = 2 (28)
and
σi,1(n)× σi,2(n) = σi(n− 1)
2
. (29)
Then
1
σi,1(n)
+
1
σi,1(n)
=
4
σi(n− 1) , (30)
which indicates that∑
σi(n)∈Ω
(3)
n
1
σi(n)
= 4
∑
σi(n−1)∈Ωn−1
σi(n−1) 6=2
1
σi(n− 1)
= 4
(
Fn−1 − 1
2
)
. (31)
Thus, we have
Fn = 4Fn−1 +
(q − 1)(2q)n + q
2q − 1 −
3
2
. (32)
Considering the initial condition F0 =
1
2 , Eq. (32) can be
solved by distinguishing two cases: q = 2 and q ≥ 3. For
q = 2,
Fn =
1
18
(
6n× 4n + 4n+1 + 5) ; (33)
while for q ≥ 3,
Fn =
3(q − 1)(2q)n+1 − 2q(2q − 1)4n + 4q2 − 11q + 6
6(q − 2)(2q − 1) .
(34)
We now express Fn as a function of the network size
Nn. For the case of q = 2, we have 4
n = 32Nn − 2 and
n = log4
(
3
2Nn − 2
)
, which can be easily obtained from
Eq. (7). Thus, Eq. (33) can be rewritten in terms of Nn
as
Fn =
(
1
2
Nn − 2
3
)
log4
(
3
2
Nn − 2
)
+ 6Nn − 3 . (35)
Similarly to the case of q = 2, for q ≥ 3 we can derive that
(2q)n = (2q−1)Nn−3q+2q and 4
n =
[
(2q−1)Nn−3q+2
q
]log2q 4
.
Inserting these relations into Eq. (34) leads to
Fn =
q − 1
q − 2Nn +
22q2 − 41q + 18
6(q − 2)(2q − 1)
− q
3(q − 2)
[
(2q − 1)Nn − 3q + 2
q
]log2q 4
. (36)
Equations (35) and (36) show that, for large networks,
i.e., Ng →∞, the leading terms in the Kemeny constant
for H(q, n) follow distinct scalings for the two cases of
q = 2 and q ≥ 3. For the former case,
Fn ∼ Nn lnNn ; (37)
while for the latter case,
Fn ∼ Nn . (38)
It should be stressed that, for q ≥ 3, the linear growth
of the Kemeny constant for sparse H(q, n) is similar to
that for dense complete graphs. In this sense, we say
that the scale-free fractal networks H(q, n) (for q ≥ 3)
are suboptimal networks.
7Finally, we note that the validity of the above-obtained
results for the Kemeny constant depends on that of the
eigenvalues. In Appendix D, to verify that our computa-
tion on the eigenvalues of the transition matrix is correct,
we compute the number of spanning trees in H(q, n) us-
ing the connection between spanning trees and the eigen-
values of the normalized Laplacian matrix, which repro-
duces previously obtained results for the number of span-
ning trees in H(q, n)59. This indeed validates our com-
putations.
V. CONCLUSIONS
To conclude, by applying a different method from be-
fore, we have shown that among all networks, complete
graphs are optimal in the sense that they have the min-
imum Kemeny constant, which scales linearly with the
network size. However, due to the limitations of cost
and other factors, complete graphs are not typical in the
real world, where most systems are described by sparse
networks displaying simultaneously scale-free and fractal
properties. To explore networks having such properties
of real systems but with a small Kemeny constant, we
have also studied random walks on a scale-free fractal
network family, characterized by a positive integer pa-
rameter. We have derived explicit formulas for all eigen-
values and their multiplicities of the transition matrix for
such networks. Using these results, we have further deter-
mined the eigentime identity, which also displays a linear
growth with the network size as complete graphs. At last,
to test our results on the spectra of the transition matrix
for the scale-free fractal networks, we have computed the
number of their spanning trees, which is consistent with
those previously obtained results by means of a different
method. Our work may have important implications on
the design of complex networks with efficient navigation.
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Appendix A: Proof of equation (16)
In order to prove Pα,βPβ,α =
1
2In +
1
2Pn, it suffices to
show that their corresponding entries are equal to each
other. For simplicity, let Qn =
1
2In +
1
2Pn, the entries of
which are: Qn(i, i) =
1
2 for i = j and Qn(i, j) =
1
2Pn(i, j)
otherwise. Let Rn = Pα,βPβ,α, whose entries Rn(i, j) can
be determined as follows. Note that Pα,β can be written
as
Pα,β =


M⊤1
M⊤2
...
M⊤Nn

 , (A1)
where each Mi is a column vector of order Nn+1 − Nn.
Since Pα,β = P
⊤
β,α, we have Pβ,α = (M1 M2 . . .MNn).
Then, the entry Rn(i, j) = M
⊤
i Mj of Rn can be deter-
mined by distinguishes two cases, as follows.
If i = j, then the diagonal element of Rn is
Rn(i, i) =M
⊤
i Mi
=
∑
k∈β
Pn+1(i, k)Pn+1(k, i)
=
∑
k∈β
An+1(i, k)
di(n+ 1)dk(n+ 1)
=
1
di(n+ 1)
∑
k∈β, i∼k
1
2
=
1
2
, (A2)
where i ∼ k stands for that nodes i and k are adjacent
in Hq,n+1 and the fact dk(n+ 1) = 2 was used.
If i 6= j, the non-diagonal element of Rn is
Rn(i, j) =M
⊤
i Mj
=
∑
k∈β
Pn+1(i, k)Pn+1(k, j)
=
∑
An+1(i,k)=1
An+1(k,j)=1
An(i, j)
dk(n+ 1)
√
di(n+ 1)dj(n+ 1)
=
An(i, j)
2
√
di(n)dj(n)
=
1
2
Pn(i, j) = Qn(i, j), (A3)
where the relations di(n + 1) = q di(n) and dj(n + 1) =
q dj(n) have been used. Thus, Eq. (16) is proved.
Appendix B: Derivation of equation (22)
Equation (21) shows that in order to determine
Dmuln+1(λ = 0), we can alternatively compute r(Pn+1).
Obviously, r(Pn+1) = r(Pα,β) + r(Pβ,α) = 2r(Pβ,α),
where r(Pα,β) = r(Pβ,α) is used.
We next determine r(Pβ,α). As defined in Ap-
pendix A, Pβ,α = (M1 M2 · · ·MNn), where Mi =
(M1,i,M2,i, · · · ,MNn+1−Nn,i)⊤. We first show that M1,
M2, . . ., and MNn are linearly dependent. To this end,
we label one node in H(q, 0) by 1. Then, all nodes in
H(q, n + 1) can be categorized into 2n+1 + 1 classes
Ci (i = 0, 1, . . . , 2
n+1), according to the shortest dis-
tance between any of them and node 1. Let d(x, y)
denote the shortest distance from node x to node y
8in H(q, n + 1), and Ci be the set of nodes defined by
Ci = {u|d(1, u) = i}. Then, the set α of old nodes be-
longing to H(q, n + 1) is α =
2n⋃
i=0
C2i, and set β of new
nodes born at generation n + 1 is β =
2n−1⋃
i=1
C2i−1. It is
not difficult to verify that
Nn∑
u=1
u∈α
[
(−1)d(1,u)/2Mu
]
= 0. (B1)
Therefore, column vectors M1, M2, . . ., and MNn are
linearly dependent.
We next demonstrate that the Nn−1 vectorsM2,M3,
. . ., and MNn are linearly independent. Let
v = (v2, v3, . . . , vNn+1−Nn)
⊤ =
Nn∑
i=2
i∈α
kiMi. (B2)
Suppose that v = 0, and we will prove that for an ar-
bitrary ki, ki = 0 always holds. Note that for a node
w ∈ β, it has two neighbors, denoted by wpre and wsuc:
wpre is the neighbor near by node 1, while wsuc is the
other neighbor farther from node 1. If w ∈ C1, then
vw = kwpre + kwsuc . Since, in this case, kwpre is just
node 1, vw = 0 leads to kwsuc = 0. Let’s consider a node
j ∈ C2. By construction, there exists a node w ∈ C1 such
as wsuc = j. Thus, if vj = 0, kj = 0 holds for j ∈ C2.
In a similar way, we can prove that for any node i ∈ α
(i 6= 1), if v = (0, 0, . . . , 0), then ki = 0. In this way,
we have proved that M1, M2, . . ., and MNn are linearly
independent. Therefore, r(Pβ,α) = Nn − 1 = q(2q)
n+q−1
2q−1 .
Inserting this formula into Eq. (21), we can obtain the
degeneracy of eigenvalue 0 of Pn, given by Eq. (22).
Appendix C: Explicit expression of eigenvalues of Pn
Notice that all the eigenvalues of Pn lie between −1
and 1. Let λn be an eigenvalue of Pn (n ≥ 0). Then, one
can assume that λn = cos(θn) with 0 ≤ θn ≤ pi. Thus,
from Eq. (19), we have
cos2(θn) = cos
2(θn−1/2) , (C1)
which implies that
cos(θn) = ± cos(θn−1/2). (C2)
Under the constraint of 0 ≤ θn ≤ pi, Eq. (C2) means
θn = θn−1/2 or θn = pi − θn−1/2 , (C3)
which enable us to express the eigenvalues for Pn (n ≥ 0)
in an explicit way as follows.
We use an ordered pair (λn, D
mul
λn
) to represent an
eigenvalue λn = cos θn of matrix Pn and its correspond-
ing multiplicity Dmulλn . Let Φn denote the set of eigen-
values of matrix Pn. Since Φn includes eigenvalues −1,
1, 0, and those derived from 0, Φn can be classified
into n + 1 non-crossing subsets, denoted by Φn,0, Φn,1,
Φn,2, . . . , Φn,n−1, and Φn,n, respectively. Φn,0 contains
eigenvalues −1 and 1 with single degeneracy; Φn,1 con-
tains all eigenvalues 0; Φn,2 contains all child eigenvalues
directly generated from Φn−1,1; Φn,3 contains all child
eigenvalues directly generated from Φn−1,2; and so on.
Let χi =
(q−1)(2q)n+1−i+q
2q−1 . Then, Φn can be explicitly
expressed as follows:
Φn =
n⋃
i=0
Φn,i , (C4)
where
Φn,0 = {(cos 0, 1) , (cospi, 1)} (C5)
and
Φn,i =
2i−1⋃
k=1
{(
cos
2k − 1
2i
pi, χi
)}
, (C6)
for 1 ≤ i ≤ n.
For example, for n = 3, we have
Φ3 = Φ3,0
⋃
Φ3,1
⋃
Φ3,2
⋃
Φ3,3 ,
where
Φ3,0 = {(cos 0, 1) , (cospi, 1)} ,
Φ3,1 =
{(
cos
pi
2
,
(q − 1)(2q)3 + q
2q − 1
)}
,
Φ3,2 =
{(
cos
pi
4
,
(q − 1)(2q)2 + q
2q − 1
)
,
(
cos
3pi
4
,
(q − 1)(2q)2 + q
2q − 1
)}
,
and
Φ3,3 =
{(
cos
pi
8
, q
)
,
(
cos
3pi
8
, q
)
,
(
cos
5pi
8
, q
)
,
(
cos
7pi
8
, q
)}
.
Appendix D: Number of spanning trees in H(q, n)
Let Nst(q, n) denote the number of spanning trees in
H(q, n). According to the well-known results48,60, the
number of spanning trees, Nst(q, n), can be determined
by Nn − 1 nonzero eigenvalues of the normalized Lapla-
cian matrix for H(q, n), as
Nst(q, n) =
Nn∏
i=1
di(n)
Nn∏
i=2
σi(n)
Nn∑
i=1
di(n)
. (D1)
9Let Θn, ∆n and Λn denote
∑Nn
i=1 di(n),
∏Nn
i=1 di(n) and∏Nn
i=2 σi(n), respectively. Then, we have
Nst(q, n) =
∆n × Λn
Θn
(D2)
and
Nst(q, n− 1) = ∆n−1 × Λn−1
Θn−1
. (D3)
We next determine the recursive relation between
Nst(q, n) and Nst(q, n − 1). We first determine the re-
cursive relations for Θn, ∆n and Λn. It is evident that
Θn =
Nn∑
i=1
di(n) = 2En = 2(2q)
n = 2qΘn−1. (D4)
Moreover, according to the obtained results in the main
text, it is easy to derive the following recursive relations:
∆n = q
Nn−1∆n−1 × 2qEn−1 = qNn−1 × 2q(2q)
n−1
∆n−1
(D5)
and
Λn =
(
1
2
)Nn−1−2
Λn−1. (D6)
Combining the above-obtained relations, we obtain the
recursive relation for Nst(q, n) as
Nst(q, n) = q
Nn−1−12q(2q)
n−1−Nn−1+1Nst(q, n− 1) .
(D7)
Using Nst(q, 0) = 1, we can now solve Eq. (D7) to obtain
the exact expression for the number of spanning trees in
H(q, n) as
Nst(q, n) = 2
2q−nq−2q2+2nq2−2n+1qn+1+2n+1qn+2
(2q−1)2
−n
q
−q+nq−2nq2+2nqn+1
(2q−1)2
+n
, (D8)
which is in complete agreement with that obtained in59
yet from a different approach, implying that the tech-
nique and process of our computation on the eigenvalues
and their degeneracies for H(q, n) are correct.
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