We propose a boundary regularity condition for the M n (C)-valued subordination functions in free probability to prove the local limit theorem and delocalization of eigenvectors for polynomials in two random matrices. We prove this through estimating the pair of M n (C)-valued approximate subordination functions for the sum of two M n (C)-valued random matrices 
Some other examples of random matrices arised as random Schrödinger operators, which are used in solid state physics to study electrons in disordered metallic lattices, for example, the Anderson model on discrete lattice, or on continuous space so that it can be used to study magnetic fields. One of questions is the limiting empirical eigenvalue distribution, as a macroscopic phenomenon; the other is, in a more microscopic scale, the number of eigenvalues in a small interval, where the length of the interval goes to 0 as the size of the matrix grows. The result concerning the latter question is usually called the local limit theorem.
Erdös, Schlein, and Yau [20] proved a local limit theorem for a general Wigner matrices. The length of the interval is of order N − 2 3 log N . More precisely, they prove that if η * ≥ CN −2/3 log N and κ > 0, then
for any ε > 0 and sufficiently large N , where ρ sc is the density of semicircle law and N η * (x) is the number of eigenvalues in the interval [x − η * , x + η * ]. They indeed showed that the decay of the probability is exponential.
It is worth to note that the supremum inside the probability is taken inside [−2 + κ, 2 − κ], which does not include the boundary {−2, 2} of the support. In addition to the eigenvalue distribution in the macroscopic and microscopic scales, one can also ask the eigenvector behaviors of the random matrix. Erdös, Schlein, and Yau [20] proved that no eigenvector is strongly localized for a general Wigner matrix. More precisely, they proved that, given any small enough η > 0 and any integer L ≥ 1, the probability of existing a normalized eigenvector v such that the sum over the squares of any
is less than e −cN , for some c > 0, for all sufficiently large N . Voiculescu [36] discovered that free probability could be used to study limit of empirical eigenvalue distribution of random matrices. Convergence of moments and Cauchy transform have been the main tools to study the large-N limit behavior of Hermitian random matrices. Collins and Male [18] proved that if c N and d N are random matrices with free limits c and d, one of them has law indpendent of unitary conjugation, then P (c N , d N ) converges in strong distribution to the P (c, d). Under this framework, if we take P (c, d) = c + d, the empirical eigenvalue distribution of random matrices c N + d N converges strongly to the free additive convolution µ c ⊞ µ d where µ a denotes the law of the random variable a.
Kargin [26] established the local limit theorem for the sum c N + d N , using the fact that the free additive convolution is highly regular. He proved that, as the length of the interval η * goes to 0 of order N −1/7 log N , then, denoting ρ as the density of µ c ⊞ µ d around the point x,
in probability. In the proof, the regularity of subordination functions comes up from the free additive convolution µ c ⊞ µ d plays a main role. The eigenvectors ν (N ) a of a sequence of matrices are delocalized at length N −θ in the interval I if there exists δ > 0 such that P(|ν There have been work using linearization technique to understand properties of P (c N , d N ) for a general self-adjoint noncommutative polynomial. The linearization technique transforms the nonlinear polynomial into a linear polynomial with matrix coefficients. The boundary behavior of the subordination function from the operator-valued free additive convolution is not known very well. However, Belinschi, Mai and Speicher's paper [10] drew some very smooth plots of the limiting distribution of P (c, d) by first taking a linearization, computing the (approximate) subordination functions as the M n (C)-valued Denjoy-Wolff point by iterations of a function at β = ze 1,1 − γ 0 + iη, where η > 0 is small. The boundary of the M n (C)-valued subordination functions from the linearization is believed to be highly regular to result in smooth graphs.
In this paper, we will propose a natural generalization of the subordination function regularity condition to the M n (C)-valued random matrices which will allow us to prove a local limit theorem for polynomials as well as the delocalization of eigenvectors at length N − 1 12 .
The Regularity Condition
In order to prove the local limit theorem, we propose a regularity condition to the linearization of a selfadjoint polynomial, which naturally extends the "smoothness" condition in [26] . In [26] , under the "smoothness" condition, Kargin prove a local limit theorem for the sum of two random matrices. He noted that the smoothness condition was not satisfied in the degenerate case, when one of the limits, say d, is a point mass, in which case one of the subordination functions is the identity function on the upper half plane. The condition is given as below. 
holds.
The pair (µ c , µ d ) is smooth in the interval I ⊆ R if ω c and ω d can be extended continuously to a rectangle {z = x + iη : x ∈ I, 0 ≤ η ≤ ε} for some postive ε and if the pair is smooth at every point of I.
The smoothness condition in the interval I used by Kargin allows us to have uniform control to the Cauchy transform and apply the Newton's method to estimate the difference between the approximate subordination functions and the limiting subordination functions. For the N × N matrices, the functions ω c N and ω d N , defined explicitly by Kargin, are the approximate subordination functions in the sense of m c N +d
; the error terms r c N and r d N are functions that goes to 0 as N → ∞. It follows that the pair of approximate subordination functions
As N → ∞, r c N (z) → 0, and the limit of (ω c N , ω d N ) is a pair of subordination functions; by uniqueness of subordination functions in free probability, the limit is (ω c , ω d ). The initial guess in the Newton's method is chosen to be the limiting subordination functions (ω c (z), ω d (z)), so that the conclusion of Newton's method gives an estimate of
| and the Levy distance between the empirical eigenvalue distribution of c N (resp. d N ) and the spectral distribution µ c (resp. µ d ) of the free random variable c (resp. d). In this paper, we will consider total variations between µ c N and µ c (resp. µ d N and µ d ) instead of Levy distance. The second condition of the smoothness condition k µ (x) = 0 is to make sure the inverse [F ′ ] −1 of the derivative exists. The first condition in the smoothness condition Im ω j (x) := lim y↓0 Im ω j (x + iy) > 0 implies
•ω c uniformly bounded away from 0 in the rectangle {z = x+iη : x ∈ I, 0 ≤ η ≤ ε}. Being uniformly bounded away from 0, the inverse derivative [F ] −1 , the first-order and second-order derivatives F ′ and F ′′ are bounded uniformly in the rectangle {z = x + iη : x ∈ I, 0 ≤ η ≤ ε} for some ε > 0.
For a given polynomial Q, there exists a linearization L (See Section 2.3), which is a linear polynomial with matrix coefficients, of the form
where γ j ∈ M n (C) are Hermitian matrices such that
The (self-adjoint) linearization allows us to use the tools, namely the subordination functions, from operatorvalued free probability. We compute the pair of approximate subordination functions ω c N and ω d N in Section 3.1 when we consider 
In the operator-valued case, the boundary ∂H + (M n (C)) of the upper half plane H + (M n (C)) is the set of matrices with nonnegative imaginary part. In order to control the boundary behavior of the Cauchy transform around a compact set S ⊆ ∂H + (M n (C)) so that we can apply Newton's method, the function
where β ∈ H + (M n (C)) is fixed for this F and ε is the error terms, has to satisfy
(ii). the inverse derivative [F ] −1 , the first-order and second-order derivatives F ′ and F ′′ are bounded uniformly in the high-dimensional rectangle {β = x + iη : x ∈ S, 0 ≤ η ≤ ε}.
The x + iη in requirement (ii) comes from the use of linearization technique where we take the limit of (ze 1,1 − L + iη) −1 as η ↓ 0. In order to achieve the requirements (i) and (ii), we consider the following regularity condition.
Definition 1.2. The sum
of two M n (C)-valued freely independent variables, equipped with the conditional expectation M n (τ ), has a pair of subordination functions ω c and ω d on H + (M n (C)) in the sense of Section 2.6. We say that the triple (µ c , µ d , H) is regular on (S, R), where S = {ze 1,1 − γ 0 : z = I + i[0, κ]} for some interval I and κ > 0, if the restrictions of ω c and ω d to {x + iy ∈ H + (M n (C)) : x ∈ S, y ∈ R} extend continuously to ∂{x + iy ∈ H + (M n (C)) : x ∈ S, y ∈ R} and if the triple (µ c , µ d , H) satisfies the following two conditions:
A. For allβ ∈ S, ω c (β) − tγ 2 is invertible for every t ∈ supp µ d and ω d (β) − tγ 1 is invertible for every t ∈ supp µ c ;
This regularity condition is defined a bit more generally in Definition 3.9; however, the above definition, a special case of Definition 3.9, is what we actually use to prove the local limit theorem.
Condition B allows us to have requirement (i) satisfied; it is a multi-dimensional analogue of k µ (x) = 0 in the sense of Kargin; indeed, in the scalar case n = 1, since lim y↓0 m µc⊞µ d (x + iy) is finite by the first requirement of the smoothness condition, if the first-order derivatives of all the Cauchy transforms are nonzero, k µ (x) = 0 is equivalent to condition B. Condition A, together with the continuous extension to S, is to allow us to estimate the norms mentioned in requirement (ii). When n = 1, the regularity condition reduces to the smoothness condition.
In condition A, ω c (β) − tγ 2 (resp. ω d (β) − tγ 1 ) being invertible is weaker than Im ω c (β) > 0 (resp. Im ω d (β) > 0),β ∈ S. But since we only consider compact set S ⊆ ∂H + (M n (C)) and we consider compactly supported µ d , this is already sufficient to uniformly control the norm of the M n (C)-valued Cauchy transform, which is of the form of a Bochner integral,
We do not know what conditions to the self-adjoint polynomial P other than being absolutely continuous on the interval I with a strictly positive density on I will be sufficient to imply the regularity condition in the linearization. However, the very smooth plots in Belinschi, Mai and Speicher's paper [10] were drawn by first taking a linearization, computing the (approximate) subordination functions as the M n (C)-valued Denjoy-Wolff point by iterations of a function at β = ze 1,1 − γ 0 + iη, where η > 0 is small. If the boundary of the M n (C)-valued subordination functions from the linearization is not highly regular to result in smooth graphs, there will be numerical errors and the plots will not be as smooth.
This paper is organized as follows. In Section 2, we include some background of free probability, operatorvalued probability, linearization, where the statements of the existence of the subordination functions and the procedure of linearization to a polynomial in noncommutating variables can be found. In Section 3, we estimate the approximate subordination functions of the M n (C)-valued unitarily invariant random matrix model; the estimates are done through the Newton's method. We also show how to make use of the estimates to prove the local limit theorem and delocalization of eigenvectors for polynomials. 
The random variables a 1 , · · · , a m are free or freely independent if the * -subalgebras they generate are free.
3. For a self-adjoint element a ∈ A , the law µ of a is a probability measure on R such that whenever f is a bounded continuous function, we have
The Cauchy transform serves as a standard tool, which allows us to use a lot of results from complex analysis, to analyze the law µ. Recall that the Cauchy transform of the law µ of a on the real line is given by
for z ∈ supp µ. The Cauchy transform indeed works for any finite positive Borel measure; however, we will only apply it to probability measures in this paper. The transform G µ maps the upper half plane H + (C) into the lower half plane H − (C), and lim y↑+∞ iyG µ (iy) = µ(R). More results of Cauchy transform can be found in [1] . The measure µ can be recovered from the Stieltjes inversion formula, that µ is the weak limit
The absolutely continuous part of µ relative to Lebesgue measure is given by
and almost everywhere relative to the singular part of µ, 1. We say that the k-tuples a N = (a
for all noncommutative polynomials with 2k noncommutative indeterminates.
2. We say the the k-tuples a N converge strongly in distribution if in addition to the convergence in distribution, we also have
for all noncommutative polynomials P with 2k noncommutative indeterminates.
Haagerup and Thorbjørnsen [21] proved the strong asymptotic freeness of independent GUE matrices.
Theorem 2.3 ([21]). For any integer
be N × N independent GU E matrices and let (x 1 , . . . x p ) be a free semicircular system in a W * -probability space with faithful state. Then, almost surely, for all polynomials P in p non-commutative indeterminates, one has
as N → ∞, where · are the matrix operator norm on the left hand side and the C * -algebra norm on the right hand side.
The above theorem is still true if the GUEs are replaced by the Guassian Orthogonal Emsemble or the Gaussian Sympletic Ensemble, which is proved by Schultz [31] . Capitaine and Donati-Martin [16] and Anderson [2] proved the result for certain Wigner matrices. Male [30] proved the result with an extra family of independent matrices with strong limiting distribution, in addition to the independent GUEs.
By Haar unitary matrices we mean random matrices distributed according to the Haar measure on the unitary group. A non-commutative random variable u ∈ A is called a Haar unitary if it is unitary and τ [u n ] = δ n0 . Collins and Male [18] proved a strong limit in distribution of independent Haar unitary matrices and (possibly random) matrices that are independent of the Haar unitary.
p ) and x = (x 1 , . . . , x p ) be p-tuples of variables in C * -probability spaces (A N , τ N ) and (A , τ ) with faithful states. Then, the followings are equivalent:
1. x N converges strongly in distribution to x.
for any continuous map
f i , g i : R → C, i = 1, . . . , p, the family of variables (f i (Re x (N ) i ), g i (Im x (N ) i )) converges strongly in distribution to (f i (Re x i ), g i (Im x i )).
for any self-adjoint variable
, where P is a fixed non-commutative polynomials, µ h N converges weakly to µ h , where h = P (x). Moreover, the support of µ h N converges to the support of µ h in Hausdorff distance.
In particular, the strong convergence in distribution of a single self-adjoint variable is its convergence in distribution together with the Hausdorff convergence of its spectrum.
The random matrix models that we consider in this paper are c N and 
Operator-valued Free Probability
Voiculescu [38] introduced that an operator-valued non-commutative probability space is a triple (A , E, B) where A is a unital Banach algebra, B ⊆ A is a unital Banach subalgebra of A , and φ : A → B is a unit-preserving conditional expectation. In this paper, we will consider the operator-valued non-commutative probability spaces
is a W * -probability space and tr is the normalized trace on matrices.
Freeness in the operator-valued case is defined as follows.
. Two random variables x, y ∈ A are called free over B if B x and B y are free over B.
In the operator-valued case, for a given operator-valued (or B-valued) random variable x, that is an element in A , the distribution µ x of x is the set of multilinear maps m x n : B n−1 → B given by
. If x, y are free over B, then the distribution µ x+y of x + y depends only on the distributions µ x and µ y . We denote the distribution as µ x ⊞ µ y . It is known that by the work of Speicher [34] and Voiculescu [38] that ⊞ is associative and commutative.
The operator-valued Cauchy transform is given by
The operator-valued Cauchy transform and its fully matricial extension is a very powerful tool to study operatorvalued distributions. For more details, see [4, 38, 39] .
Subordination
When x, y ∈ A are B-valued freely independent random variables. There are two powerful tools to study the distribution µ x ⊞ µ y of x + y.The first one is the R-transform, introduced by Voiculescu [35, 38] . It has been well-studied also in, for example, [19, 34] . The R-transform R x+y is an analytic function that it linearizes free additive convolution in the sense that
for b in some neighborhood of 0. The second one is the subordination function; It was proved in the scalar case [15, 37] by Biane and Voiculescu, and in the operator-valued case [39] . The theorem is as follows. 
In the scalar case B = C, the use of subordination functions answers regularity questions of the distribution of the free additive convolution µ x ⊞ µ y . For example, Bercovici and Voiculescu [11, 12] were concerned about the atoms; Belinschi [5, 6] proved that the singular continuous part (with respect to the Lebesgue measure) of the free additive convolution is always 0. Belinschi [7] gave an alternative proof of the existence and uniqueness of the subordination functions, only using complex analysis techniques.
Belinschi, Mai and Speicher [10] used the subordination results to compute the large-N empirical eigenvalue distribution of polynomials in asymptotically free random matrices, by means of linearization (see Section 2.3).
A subordination function theorem for free multiplicative convolutions for both positive operators and unitary operators can be found in [15] . Subordination functions for several variables, mixing free independence and other independence notions, are discussed in [28] . The subordination functions are also used in mathematical physics; Biane [14] and the author [24] discovered that the subordination function is arised in the free Segal-Bargmann transform. The Segal-Bargmann transform is a tool for quantization; see [3, 33] for the classical case, [22] for the compact Lie group case, [17, 27] for the q-Gaussian case. Using the free Segal-Bargmann transform, Hall and Kemp [23] computed that the Brown measure of the free multiplicative Brownian motion is supported inside the Biane's region, which is computed in [14] for the one-parameter case and [24] for the two-parameter case.
Linearization
As in [2, 10] , linearization is used to reduce a problem about a polynomial in several variables to an addition of matrices with the variables in their entries. A linearization of P ∈ C X 1 , . . . , X k is a linear polyonomial L with matrix coefficients γ 0 , . . . , γ k ,
satisfying the property that given z ∈ C and a 1 , . . . , a k in a W * -probability space
, where e 1,1 is the matrix element with 1 in the (1, 1)-entry and 0 elsewhere. Indeed it could be defined in a more general way -choosing
Linearization is an old tool; its use in free probability can be at least dated back to 2005, by Haagerup and Thorbjørnsen [21] . Every polynomial possesses a linearization in this sense [32] . Now we describe the lienarization process from [2, 29] . The same procedure is also used in [8] to study outliers of a polynomial in unitarily invariant random matrices.
Given a polynomial
The matrix Q has to be invertible whose inverse is a polynomial of degree less than or equal to the degree of P . Moreover, uQ −1 v = −P . If P is a self-adjoint polynomial, the coefficients γ i of L can be chosen to be self-adjoint matrices. If P is a monomial of degree 0 or 1, we set n = 1 and L = P . If P = X i 1 X i 2 . . . X i l , where l ≥ 2 and i 1 , . . . i l ∈ {1, . . . , k}, then the matrix is of size l × l and
The lower right (l − 1)× (l − 1) matrix has an inverse of degree l − 2 in M l−1 (C X 1 , . . . , X k ) [29] . Suppose now that P = P 1 + P 2 , where P i ∈ C X 1 . . . , X k with linearization
is a linearization of P . Hence, every P possesses a linearization. If P is a self-adjoint polynomial, then P = P 0 + P * 0 for some polynomial P 0 . Suppose
is a linearization of P 0 , then
is a self-adjoint linear polynomial for P . The constant term of Q −1 has spectrum contained in {1, −1} [29] . More properties of this linearization process were proved in [8, Section 4] . The following lemma, which gives an estimate of norm between the polynomial P and the linearization L, is of particular interest to us. Lemma 2.7 (Lemma 4.3 [8] ). Suppose that P = P * ∈ C X 1 , . . . , X k , and let L be a linearization of P constructed with the properties above. There exist polynomials T 1 , T 2 with nonnegative coefficients with the following property: given arbitrary selfadjoint elements S 1 , . . . , S k in a unital C * -algebra A , and given z 0 ∈ C such that z 0 − P (S) is invertible, we have
In particular, given constants C, δ > 0, there exists ε > 0 such that dist(z 0 , σ(P (S))) ≥ δ and We consider the M n (C)-valued unitarily invariant matrix model
where γ 1 , γ 2 are Hermitian matrices in M n (C). We will later apply the results in this section to a linearization, with the properties from section 2.3, of a noncommutative polynomial P (c N , d N ).
Notation 3.1. We use the following notations throughout the rest of this paper:
1. E is the expectation of a random variable (in a probability space). We also abuse notation to mean taking expectation entrywise in a matrix; E is completely positive.
2. 
For convenience, we write
) and the resolvent R(β) = (β − H) −1 .
The approximate subordination functions
where
These are analog definitions from [26] . We observe that
and
Proof. By [8, Proof of Lemma 8.1], for any Z ∈ M N (C),
where the [·, ·] is the commutator. We write R N (β) = j α j ⊗ A j and take Z = e ab , the matrix element with 1 at the (a, b)-entry and 0 elsewhere.
By (3.1), the above two display equations are equal and we have
We first take u = a, then sum over all a = 1, 2, . . . , N and divide by N ; we have
Since this expression is for all b, v, we get back the equality in tensor product
It follows that 
Remark 3.4. We will prove that under extra assumption on N and η in Proposition 3.6,
The definition of ∆ c N allows us to approximate by applying concentration inequality to
Proof. By the identity
where the last equality follows from Lemma 3.2. Now the left hand side is
Rearranging the terms gives
Assume that η ∈ (0, 1) and z ∈ K for some bounded set K ⊆ H + (C). Using linearization technique, we are particularly interested in β = ze 1,1 − γ 0 + iη. Its real part is bounded uniformly for all z ∈ K and (Im β) −1 = 1 η since z ∈ H + (C). However, to apply results of the existence of M n (C)-valued subordination functions, we will look at {β ∈ H + (M n (C)) : β ≤ K, (Im β) −1 = 1 η } where η ∈ (0, 1), and K > 0.
The constant in the
O depends on K, γ 1 , γ 2 , c , d .
Proof. By [4, Equation 13],
R N (β) ≤ (Im(β)) −1 = 1 η .
We estimate ∆ c N term-by-term. For the second term E[(m H
By concentration inequality, and by the fact that m H N (β) − Em H N (β) = M n (tr)(R N (β) − E(R N (β))) has rank bounded by n which is independent of N , we obtain, as in [8, Proof of Proposition 8.4]
for any ε > 0 and α ∈ (0, 1 2 ), where r = sup N R N (β) (The norm is taken over M n (C) ⊗ L ∞ , which is a positive constant, not a random norm). Since r = O(1/η), we have
For the first term (
with at most rank n. Hence,
; then η 2 N 1−2α ε 2 = 4δ 2 . We have
We now would like to consider the map β → E[m H N (β)] −1 for β ∈ H + (M n (C)). Analogue to [9] where the completely positive map E is considered, we consider
Hence,
It follows that (Em
where constant of the O in last equality is for Im β ≥ η, with η ∈ (0, 1) and depends on β ≤ K. Hence, if β ≤ K and Im β ≥ η ∈ (0, 1), Lemma 3.5 shows that
The preceding observation shows that
The above formula shows the difference between this definition of ω and the choice from [8] . This formula will be used as a measure of how far ω is from being a subordination function in the sense of section 2.2. Our next step is to estimate the difference. The advantage of our choice is that the ω's are already in M n (C) which allows us to estimate the Cauchy transforms m c N (
The following proposition gives an estimate of the imaginary part of ω d N (β), in addition to the invertibility of
for some positive constant c. In particular, if
By power series expansion, we know that if X ≤ ε < 1 2 , then (I + X) −1 − I ≤ 2ε. We have
We have the estimate
It follows that
, we have, by looking at the expression (3.5),
for some positive constant c.
is large enough, then the following estimates hold:
, then using power series expansion to
It follows that the error term E c N (β) from proposition 3.3 satisfies
which is the first assertion. The second assertion follows directly from M n (tr) is continuous.
We use Newton's method, which is due to Kantorovich [25] for the Banach space case, to estimate how far ω c N and ω d N are from the subordination functions ω c and ω d in the limit.
Let F be a nonlinear operator on a domain G in a Banach space. To use Newton's method to locate the solution F (w) = 0, we first make an initial guess w 0 . If F is twice differentiable, and F ′ is invertible in a neighborhood of w 0 , then the iterations
converge to the solution of F (w) = 0 under the sufficient conditions of the following theorem due to Kantorovich.
Theorem 3.8 (Kantorovich).
Assume, in the framework described above, there are constants C 0 , δ 0 and A such that the following conditions hold:
4. the constants C 0 , δ 0 , A satisfy the inequality h 0 = C 0 δ 0 A ≤ The theorem actually has an assertion about the rate of convergence of w n to w * ; we omit the statement here because it is irrelevant to us. We now extend the notion of smoothness in [26] to M n (C)-valued case. 
We say that the triple (µ c , µ d , H) is regular on (S, V ), where S ⊆ ∂H + (M n (C)), V is a subspace of Hermitian matrices, if the restrictions of ω c and ω d to {x + iy ∈ H + (M n (C)) : x ∈ S, y ∈ V } extend continuously to ∂{x + iy ∈ H + (M n (C)) : x ∈ S, y ∈ V } and if the triple (µ c , µ d , H) satisfies the following two conditions:
is invertible.
Remark 3.10. We restrict the attention of the imaginary part of β in the Hermitian subspace V in the definition above because we do not know much of the regularity of the boundary of the subordination functions, in the case of operator-valued free probability. When we apply the linearization technique to polynomials, we will take V = R. sum of the error terms from (3.3) .
For convenience, we introduce the notation R η := {x + iy : x ∈ S, y ∈ V, 0 < y ≤ η} for η > 0. Although R η depends on V too, there is no ambiguity because it will be the same V in a proof, or in the application to linearization.
where the constant in the O depends only on the triple (µ c , µ d , H), γ 1 ⊗ c and γ 2 ⊗ d .
Proof. We consider the function
The function F depends on β but we will find bounds that are independent of β ∈ Rη for someη. We make the initial guess of the Newton's method by
, ω c and ω d are continuous on R 1 and ω d (β) − tγ 1 is invertible for all β ∈ R 1 and t ∈ supp µ c . Because supp µ c N → supp µ c in Hausdorff distance and invertible matrices form an open set, ω d (β) − tγ 1 is invertible for allβ ∈ S and t ∈ supp µ c N . Similarly, ω c (β) − tγ 2 is invertible for allβ ∈ S and t ∈ supp µ d N . Because M n (C) is finite dimensional, R 1 is compact. Since supp µ c and R 1 are compact, and since norm is continuous in t ∈ supp µ c and β ∈ R 1 , we have (ω d (β) − tγ 1 ) −1 ≤ M for some M independent of β ∈ R 1 and t ∈ supp µ c . By choosing a bigger M if necessary, we also have, by a similar argument,
The similar estimate holds for d N by symmetry. So we have
Now, by definition of ε, (ε c N (β), ε d N (β)) ≤ ε(β) and we have
where the constant term in the O-term is uniform for all β ∈ R 1 .
In order to apply the Newton's method, we need to estimate the norm of the inverse of the derivative. It is easy to compute that the derivative
, where L denotes the space of bounded linear operators, is given by
which is invertible when (w 1 , w 2 ) = w 0 (β), forβ ∈ S ift is chosen to be small enough so that µ c N − µ c and µ d N − µ d small, by the assumption (B) that (µ c , µ d , H) is regular, and that invertible operators in
form an open set. It is evident that F ′ is continuous, as a function of (w 1 , w 2 ), on
We now estimate the norm of the second derivative
Then the norm of (
which shows the norm in the space
is bounded uniformly, say by A, in Rη.
We take
, with the constant in the O-term uniform in β ∈ Rη. We can take small enought andε such that if t ≤t and ε(β) ≤ε, then h 0 = C 0 δ 0 A < 1 2 so that the Newton's method guarantees the unique solution is in a neighborhood of w 0 . The Newton's method indeed guarantees the solution (w 1 , w 2 )
The functions ω c N (β) and
If follows that for smallt andε, the solution of F (w 1 , w 2 ) = 0 found by Newton's method is the pair (ω c N (β), ω d N (β)) which proves
Main Results

A Local Limit Thoerem for Polynomials
Now we move on to estimating the (scalar) Cauchy transform of the polynomial P (c N , d N ) in c N and d N . The polynomial P possesses a linearization process from Section 2.3 which gives a linear polynomial with coefficients
We will apply the results from the preceding section to H N = γ 1 ⊗ c N + γ 2 ⊗ d N and its large-N limit
Lemma 3.12. Assume that (µ c , µ d , H) is regular on (S, V ), where S is compact. Then for some sufficiently
By the subordination relation 
by the conclusion of Proposition 3.11, provided that η, ε, t are small enough.
We now consider β of the particular form ze 1,1 − γ 0 + iη, z ∈ H + (C). We first note that for these β, Im β = diag(Im z + η, η . . . , η). We are interested in the local behavior of the polynomial. So, we consider z ∈ Π I,κ = I + i[0, κ], a rectangle on the complex plane. This means when we apply Proposition 3.11, we will assume H is regular in (Π I,κ · e 1,1 − γ 0 , R · I).
Lemma 3.13. For some positive constants c 1 and c ′′ which may depend on |I| and κ and for all δ > 0,
where the supremum is taken over β ∈ Π I,κ · e 1,1 − γ 0 + iη, provided that N ≥ We create an
for every point β 0 on the net, then given any β = ze 1,
Hence, using, for all α ∈ 0,
Since there are O (|I| · κ) number of points on the net, P sup
for some c 1 large enough.
when N large. If η = N −1/12 √ log N , then Lemma 3.13 shows that, as long as N is large enough, P sup
for some constant c > 0. Given any ε > 0, by (3.4) and Proposition 3.6, ε N (β) < ε when N large. Lemma 3.12 shows that
We have proved the following. Before we estimate the M n (C)-valued Cauchy transform, we need the following lemma.
is bounded uniformly with large probability. That is, there exists a C > 0 such that
for all large enough N .
Proof. Recall that, by Proposition 3.11, and Theorem 3.7 (2) that ε(
when N is large enough, so that TV(c N , d N ) is small enough. We also recall TV(c N ,
. We notice
where E is the (discrete) spectral measure for c N . The support of E N converges to supp µ c in Hausdorff distance. Using equation (3.6) and Proposition 3.11, when N is large enough, regularity on
is bounded uniformly. We conclude that ER N (β) < C for some C > 0, for all β = ze 1,1 − γ 0 + iη where z ∈ Π I,κ . Again, as in Lemma 3.5, the concentration inequality implies that given any X N , Y N ∈ M n ⊗ M N of norm one and rank uniformly bounded by M ∈ N,
for some constant K > 0. For a particular β 0 , the matrices X N (β 0 ) and
. Then with probability at least 1 − 2 exp
We create an η 2 ε 4 -net on Π I,κ , which requires O(|I| · κ) number of points. Given any β, there exists β 0 such that
Similarly,
It follows that, when N is sufficiently large,
for some constants C ′ , c, c ′′ > 0. Since ER N (β) < C, we conclude the proof.
We use the regularity at the boundary of N , d N ) .
We have
We take z = x+iη α , where x ∈ I and 0 < α < 1. Then the fact that (ze 1,1 −L N +iη) −1 , (ze 1,1 −L+iη) −1 are bounded with large probability, by Lemma 3.15, since (µ c , µ d , H) is regular on Π I,ε − γ 0 , and by Lemma 2.7,
for a constant M > 0. The preceding observation leads to the following result, by Proposition 3.14.
Then for some positive constants M , C and c, and for every 0 < α < 1, ε > 0,
for all sufficiently large N .
Being regular on (Π I,κ − γ 0 , R) ensures that µ P (c,d) is absolutely continuous on the interval I; this follows from two results. In [5, Lemma 1.10] Belinschi showed that if we denote µ sc as the singular continuous part of µ, then for µ sc -almost all x ∈ R, the nontangential limit of the imaginary part of the Cauchy transform is infinite. Bercovici and Voiculescu [13] 
The main theorem of this section is a local limit theorem. The proof is almost identical to the ones given by [20 
in probability, where
is the number of eigenvalues in the interval centered at x of length 2(η * ) α .
Proof. Fix any α ∈ (0, 1). Let η = cN −1/12 log N and c is sufficiently large, and let η * = M 1 α η. We write
Then R = ½ I * + T 1 + T 2 + T 3 where ½ I * is the indicator function of I * and functions T 1 , T 2 and T 3 satisfy the following properties:
The J 1 and J 2 above are the intervals of length √ M η α with midpoints x − (η * ) α and x + (η * ) α respectively. Note that
The second integral can be estimated as
where N I denotes the number of eigenvalues of H N in interval I, and
Hence, by using the inequality is bounded, so is E m P N (x + i(η * ) α ). Whence, The first part converges to ρ(x) because of the assumption that (µ c , µ d , H) is regular at x. For the second term, it goes to zero in probability by Proposition 3.16 because we assume both µ c N − µ c → 0 and µ d N − µ d → 0 as N → ∞.
Delocalization of Eigenvectors
Delocalization of eigenvectors was proved in [20] for the general Wigner random matrices. Kargin [26] considered delocalization of different order. It follows that, by applying Lemma 2.7 to the first term, and by Lemma 3.15, there is an M > 0 such that, with probability at least 2 exp −K ′ N ε 2 for some K ′ > 0, 
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