Statistics are developed to test for the presence of an asymptotic discontinuity (or infinite density or peakedness) in a probability density at the median. The approach makes use of work by Knight (1998) on L 1 estimation asymptotics in conjunction with non-parametric kernel density estimation methods. The size and power of the tests are assessed, and conditions under which the tests have good performance are explored in simulations. The new methods are applied to stock returns of leading companies across major U.S. industry groups. The results confirm the presence of infinite density at the median as a new significant empirical evidence for stock return distributions.
Introduction
Identifying the distributional shape characteristics of economic variables is an important aspect of statistical description and the search for stylized facts about economic data. Knowledge of the appropriate distributional class including tail shape and peakedness can be particularly important in designing suitable methods of inference, in forecasting, in risk analysis, and in decision making on financial investments. Early studies in empirical finance, such as the classic papers of Mandelbrot (1963) and Fama (1965) , recognized these advantages and accordingly sought to identify some stylized distributional features of asset returns (such as heavy-tailedness) to assist in laying a statistical foundation for methods of empirical finance. More recently, the importance of distributional shape, density estimation and forecasting has been acknowledged in the management of financial risk, the measurement of value at risk, and in financial market volatility (e.g., Gabaix et al., 2003; Ibragimov, 2007; Ibragimov and Walden, 2007) .
In much statistical work, it is conventional to suppose that the variables of interest have finite density over their entire support. It is also convenient to rely on normal density functions or modified versions based on mixtures of normals in fitting economic data and in diagnostic statistical analysis. However, the condition of a finite density may be restrictive in some situations, particularly for asset return data which is generally acknowledged to be highly peaked at the median return. Moreover, imposing the condition of a finite density when it is false will have consequences for inference. For example, applying goodness-of-fit tests, such as the Kolmogorov-Smirnov test, can easily lead to inappropriate conclusions when the relevant density functions are not finite over their domains.
Heavy tailedness in returns is often accompanied by heavy concentrations of observations around the median return, which is commonly zero. This peakedness or leptokurtosis in the distribution is a stylized fact for most financial asset return data. Sometimes the concentration around the median return may be so great as to produce an asymptote in the density at the median. This 'asymptotic leptokurtosis' is one focus of interest in the present paper.
Existence of an infinite pole in the density combined with possible heavy tails is also important when evaluating various estimation techniques. In particular, the quality of least squares can be severely compromised if the error distribution has heavy tails, in which case least absolute deviation (LAD) estimation is an attractive alternative. As Knight (1998) points out, the finite sample and asymptotic properties of the LAD estimator are determined by how the density behaves around the median. When the density is infinite, then the LAD estimator is super consistent and it is therefore possible to construct sharper confidence intervals than the usual intervals that are based on least squares estimation. However, assumptions relating to the existence of the density at the median have been regarded as difficult to verify (see Knight, 1998, p. 756) and no procedures for doing so have yet been suggested. The methodology proposed in present paper provides one solution to this issue.
Possible non-existence of the probability density has recently been considered by Zinde-Walsh (2008) from a different perspective. By means of generalized functions and generalized random processes, Zinde-Walsh examines the asymptotic features of the kernel estimator for the conditional mean under general conditions. The present paper differs in that we consider the median rather than the mean and in that we directly propose a method to test the existence of the density at the median. Accordingly, the main theoretical goal of the paper is to provide a statistical test of infinite density at the median. Our approach is to exploit the asymptotic theory of Knight (1998) and, in particular, the mild regularity conditions under which the sample median is asymptotically normal when the density is finite and nonzero at the median. When the density has an infinite discontinuity at the median, the sample median converges to the population median at a faster rate than the usual √ n rate, where n is sample size. This simple differential provides a device for constructing test statistics for asymptotic leptokurtosis that can be applied in general linear econometric models where there are other nuisance parameters to estimate. The approach combines a nonparametric kernel density estimate at the median with the sample median to deliver a simple nonparametrically studentized test statistic.
The empirical goal of the paper is to evaluate the leptokurtosis of certain financial asset return data and assess the evidence in support of an infinite density at the median return. Much empirical literature already documents the nonnormality of asset return distributions and the leptokurtosis of these distributions (Mandelbrot, 1963; Fama 1965 ). The present paper takes the further step of testing for infinite density in stock returns. More specifically, we apply our tests to the return residuals from a simple autoregression. The empirical findings indicate that a significant number of leading companies in U.S. industries have asset returns with infinite density at the median.
Accordingly, there appears to be evidence supporting infinite leptokurtosis as a new empirical evidence for some stock return distributions in the U.S.
The plan of the paper is as follows. Section 2 develops the test statistic along with Monte Carlo experiments. Section 3 reports the empirical application, and concluding remarks are given in Section 4. Proofs and data information are given in the Appendix.
Median Infinite Density Tests
We consider the linear regression model Y = Xβ + ε, where Y and X are n × 1 and n × p matrices with of Y t and X t respectively and ε = (ε 1 , . . . , ε n ) . Our aim is in testing whether or not the density of ε t is finite. For this purpose, we first motivate the hypotheses and the test in the case of independently and identically distributed (iid) disturbances and exogenous regressors.
Then, the work is extended to the time series case allowing the regression errors to be conditionally heteroskedastic and the regressors to be predetermined (i.e., weakly exogenous). These extensions are important for our empirical application to financial data.
Motivational Remarks
We motivate our tests in a heuristic way by letting (X t , ε t ) be iid, where X t and ε t are mutually independent. Let F (·) and f (·) be the cumulative distribution function (cdf) and the probability density function (pdf) of ε t respectively. It is well known that the LAD estimator, sayβ n , is √ n consistent, and its asymptotic distribution is
is positive and finite under suitable regularity conditions, where C := plim n −1 X X, and β 0 is a p-vector of parameters defined as β 0 := argmin β E|Y t − X t β|.
The meaning of the parameter β 0 is given in the literature in numerous ways. In regression contexts, β 0 is identified by the zero conditional median assumption: median(ε t |x t ) = 0. If X t = 1, then β 0 is itself the median of Y t , corresponding to the 0.5'th regression quantile of Bassett and Koenker (1978) . Bloomfield and Steiger (1983) , Pollard (1991) and Phillips (1991) also focus on quantile and/or LAD estimation and confirm the result in various environments. Phillips (1991) works under dynamic misspecification, Koenker and Zhao (1996) work with the quantile regression model using time series data and conditionally heteroskedastic disturbances, and Kim and White (2003) study a misspecified quantile regression model with conditional heteroskedastic disturbances using iid data.
The situation is very different if f (x) asymptotes to infinity as x tends to zero. In that event, the convergence rate of the LAD estimator is determined by the divergence speed of f (x) as x → 0 and the shape of F (·) near zero. In such conditions, Knight (1998) develops LAD asymptotic theory for iid data using epi-convergence methods under the condition that the sequence of functions
n s) − F (0)] converges to a nondegenerate limit function. In this setting the scale component a n in ψ n (s) is the convergence rate of the LAD estimator. For example, if f (x) λα|x| α−1 near x = 0 for some α ≤ 1 and λ ∈ (0, ∞), then we have F (x) − F (0) λ sgn(x)|x| α near zero, so that ψ n (s) → λ sgn(s)|s| α with a n = n 1/2α , as demonstrated by Knight (1998) .
Thus, if α = 1 (so f 0 < ∞), √ n(β n − β 0 ) has a nondegenerate limit, whereas √ n/a n → 0 and
The present paper exploits these differences in the limit behavior of n 1/2 (β n − β 0 ) under the different forms of f (x) in the vicinity of the origin to provide information about distributional shape. A particular focus of attention relates to various leptokurtotic forms including extreme forms in which the density asymptotes at the origin. The relevant hypotheses in this case can be formulated specifically in null and alternative forms as follows:
The main motivation for considering these particular hypotheses stems from empirical observations of financial data. As explained in the introduction, many financial asset returns exhibit distributions that appear so heavily peaked at the median as to throw into doubt whether the density is finite at the origin. We seek to provide a mechanism for investigating this possibility in a formal manner with a statistical test procedure that enables a formal test of (1).
If β 0 were known, the goal of present paper could be relatively easily achieved by exploitinĝ
as a suitable test statistic, wheref 0 is a density estimator for f 0 . This quantity converges to χ 2 p under H 0 , whereas under H 1 , we have √ n/a n → 0 andf 0 → p ∞, so the limit behavior of
depends on how fast √ n/a n converges to zero and how fastf 0 diverges. In particular, if the divergence speed off 0 is slower than the convergence rate of √ n/a n to zero, then ( √ n/a n )f 0 → p 0 and accordinglyB n converges to zero in probability under H 1 . As we discuss later more specifically, the Nadaraya-Watson estimator based on the LAD residuals works well for this purpose as a density estimator if the bandwidth parameter δ n converges to zero while √ nδ n → ∞, i.e., In practice, β 0 is usually unknown, in which case, we can proceed by splitting the sample into two equal sized subsets. If n is even, equal sized subsets can be obtained by taking the first and second half of the sample. If n is odd, we may simply discard the first, the last, or the middle observation to obtain equal sized subsets. If unequal subsets have to be used, the procedures given below may be modified by rewriting in an obvious way analogous to the weighting used in the jackknife (Quenouille, 1959) .
Letβ 1n andβ 2n be the LAD estimators from the first subset (i.e., for t = 1, . . . , n/2) and the remainder of the sample (i.e., t = n/2 + 1, . . . , n), respectively. When X 1 and X 2 are the equal-sized submatrices of X such that X = (X 1 . . . X 2 ) , if n −1 X X → p C, then both (2/n)X 1 X 1 and (2/n)X 2 X 2 also converge to the same limit C, implying that for j = 1, 2, n/2(β jn −
We may consider the differential √ 2nf 0 (β 1n −β 2n ) as our test device, which weakly converges to
. Now a useful test statistic can be constructed from this quantity by replacing C and f 0 with n −1 X X andf 0 respectively. Again, the null distribution is χ 2 p , whereas the statistic converges to zero in probability under H 1 .
Extensions to Time-Series Contexts
The heuristic arguments for iid data can be extended to times series models with lagged dependent variables as regressors on the right hand side and conditionally heteroskedastic errors. For this purpose, let F t be the sigma-field generated by (X t , ε t−1 , X t−1 , ε t−2 , . . .) and let ε t := σ t e t , where σ t is adapted to F t and e t is iid with pdf f e (·). Our interest focuses on testing
We also let F t (s) and f t (s) denote the conditional cdf and pdf of ε t , respectively, so that F t (s) =
, where a n is selected so that ψ nt (s) has a nondegenerate (i.e., non-zero and finite) limit on an open set. If
is finite, then a n = √ n, and if f t (0) = ∞, then √ n/a n → 0 by the same illustration of the power density given above. Finally, we let Ψ nt (s) := s 0 ψ nt (r)dr and also denote f t (0) as f 0t for notational simplicity.
We allow for (σ t ) to be a stochastic process adapted to F t . Thus, the model can be interpreted within the framework of (G)ARCH models (Bollerslev, Engle and Nelson, 1994) . The motivation for this set-up follows from the fact that much economic data, particularly in finance, exhibits heteroskedastic behavior that is well characterized and frequently modeled in practice by (G)ARCH effect. It is useful to employ the heteroskedasticity process (σ t ) in analyzing heavy-tailed densities although this formulation is not identical to conventional (G)ARCH model effects unless conditional median and mean equations are the same.
We first establish LAD asymptotics by following Knight (1998 Knight ( , 1999 . The argument is sketched here to exposit the main ideas and a formal statement is given in Theorem 1 below, which is proved in Cho, Han and Phillips (2009, hereafter CHP) . The asymptotic behavior of the LAD estimator is obtained by analyzing the following rescaled and centered objective function:
which is minimized by the centred and scaled estimator a n (β n − β 0 ). The second line above holds by virtue of the fact that |x − y| − |x| = −y sgn(x) + 2
Under quite mild regularity conditions permitting epiconvergence, a n (β n − β 0 ) weakly converges to the asymptotic minimizer of Z n (·) by the convexity of Z n (·).
The limit of Z n (u) can be derived after obtaining the limits of Z (1) n (u) and Z (2) n (u) separately.
First, for the limit of Z (1) n (u), we simply apply a central limit theorem (CLT) for a martingale difference array (MDA) under usual regularity conditions, so that Z
(1)
with C := plim n −1 X X as before. Second, for the limit of Z (2) n (u), we map s to a n s and apply a change of variables to get
Given this expression, we may decompose Z
n (u) into two sums by introducting the quantity
The first term on the right hand side is an average of an MDA, so that it should be negligible in probability, whereas the second term should follow a law of large numbers (LLN) under suitable regularity conditions. In particular, under H 0 we have a n = √ n and
by the ergodic theorem because
as detailed below. Therefore, under H 0 , we find that Z
n (u) → p u Au. Combining the limit
A −1 G, and this quantity is distributed as N (0,
the limit distribution of a n (β n − β 0 ). Theorem 1 details this argument more rigorously below.
We again construct a more realistic test statistic for the unknown parameter β 0 by splitting the sample into two subsets. Letβ 1n andβ 2n denote the two LAD estimates from the first and second halves of the sample as before. Because n/2(β jn − β 0 ) ⇒
which is also normally distributed, i.e., N (0,
Finally, the unknown elements C and A can be replaced by consistent estimators. As C is the limit variance of n −1/2 n t=1 X t sgn(ε t ), it can be estimated consistently byĈ n := n −1 X X. A can be consistently estimated bŷ
for some kernel K(·) and bandwidth δ n , andε t = y t − X tβn . The kernel function K(·) and the bandwidth δ n are required to satisfy some regularity conditions, which are provided in Assumption B and in Theorem 2 below. The feasible test statistic therefore has the following form
and as before the null hypothesis is rejected at a given significance level if B n is smaller than the corresponding left-tailed critical value of the χ 2 p distribution (e.g., 0.00393214 if p = 1).
We now examine the large sample behavior of B n . We first provide assumptions necessary for deriving the asymptotics of the LAD estimator. Given that ε t = σ t e t , it is convenient and common practice, though not strictly necessary here, to assume that e t is iid. Further, the local behavior of the density around zero is important for the asymptotics of the LAD estimator. Thus, we may assume that P (e t ≤ s|F t ) = F e (s) for all s in a neighborhood of zero, which we call local homogeneity. Given this, if we let ψ e n (s) := The following assumptions are employed to establish the LAD asymptotics.
Assumption A The following conditions hold:
is stationary and ergodic with σ
(ii) (e t ) is iid over t; e t is independent of (X t , σ t ) for each t; and for a function h(·),
for all x in an open interval V containing zero such that h(x) increases with respect to |x|, and for some finite C 0 and n 0 , n 1/2 h(a
provided that n > n 0 ;
(iii) For some ψ e (·), there is a symmetric and nonnegative δ * n (·) such that δ * n (s) is increasing as
uniformly to zero on every compact neighborhood of zero;
Assumption A is almost identical to the conditions used in CHP to establish LAD asymptotics in an time series environment that allows for conditional heterogeneity and weak exogeneity. Some remarks on the conditions in Assumption A are in order. First, Assumption A(i) allows for the squared terms of X t and ε t to be correlated, so that C may not be proportional to A, unlike Knight (1998) . Second, the assumption that σ 2 t ≥ σ 2 * > 0 implies that any heavy mass at zero is attributed to the density of e t , not to the volatility process σ 2 t . Thus a median infinite density of ε t is sourced in and equivalent to that of e t . Third, Condition A(ii) is satisfied by many densities. For example, it is satisfied if f e (0) is finite or if f e (x) = λα|x| α−1 (i.e., the power density) for α < 1 in a neighborhood of zero, so that f (x) asymptotes to infinity as x tends to zero. Fourth, condition A(iii) is provided to establish a limit property of ψ e n (·) in a way that its limit is a convex function.
Finally, Condition A(iv) is useful for establishing a CLT for n −1 n t=1 x t sgn(ε t ). More detailed explanations on these conditions can be found in CHP.
The following theorem presents the desired LAD asymptotics under these conditions.
Theorem 1 (Cho, Han, and Phillips, 2009 ) Given Assumption A,
where τ (u) := 2 plim n
This result from CHP develops the arguments of Knight (1998 Knight ( , 1999 into a time series framework that suits the need of the current paper. One difference between Theorem 1 and the CHP result is that the CLT is directly assumed in CHP as a high level condition, whereas here it is derived by exploiting Assumption A(iii). Theorem 1 differs from Knight (1998 Knight ( , 1999 ) mainly because of the presence of conditional heteroskedasticity. In our time series context, σ t is not necessarily constant, so that it leads to an information matrix inequality if f e (0) is finite.
Assumption A holds for many data sets and the power density illustrated above is only one of many examples covered by Theorem 1. As in the iid data case, (6) also implies that if f e (0) < ∞, then a n = √ n and τ (u) = u Au, where A was defined while obtaining the probability limit of
n (u), thus yielding the conventional result that
as a n is proportional to n γ with γ > 1/2.
Next, we provide regularity conditions under which the test statistic B n defined above has the desired asymptotic behavior under the null and alternative hypothesis on the error density. The conditions required mainly relate to the asymptotic behavior ofÂ n defined in (4).
Assumption B The following conditions hold:
(i) On a neighborhood of zero, f e (·) > 0 andf e (y)/f e (x) ≤M for some finiteM for all x and y in the same neighborhood such that |x| ≤ |y|, wheref
(ii) The kernel function K(·) satisfies:
(a) K(·) is a uniformly bounded non-negative function which is symmetric around zero and non-increasing on the positive domain;
(c) for each y in a neighborhood of zero and for each x, |K(
whereK( · ) is uniformly bounded and [sup |y|≥|x|K (y)] 2 dx < ∞.
(iii) The bandwidth sequence δ n satisfies δ n → 0 and n 1/2 δ n → ∞.
The Lipschitz condition in Assumption B(ii.c) is satisfied by many popular kernel functions. 
holds when |K ( · )| is uniformly bounded by a symmetric and square-integrable function which is non-increasing on the positive domain.
The limit behavior of the test statistic B n is given as follows:.
Theorem 2 Under Assumptions A and B, the following results hold:
then B n → p 0.
Theorems 2(i) and (ii) give the limit behavior of B n under the null and alternative hypotheses.
Condition (7) is stronger than simply assuming that f e (0) = ∞ and characterizes local behavior of f e at the origin. This condition enables the test to discriminate null pdfs from alternatives. More specifically, this condition controls the divergence speed of f e (x) as x tends to zero. Even under the alternative of an infinite density, if the divergence speed is too slow then the discriminating information in finite samples of data may be too weak to identify the alternative. So, condition (7) serves as a restriction in the class of alternative distributions that ensures test power against these alternatives. Many relevant density functions satisfy condition (7) in spite of this restriction.
As an example, for some c > 0 and α < 1 if F e (x) ∝ 1/2 + c sgn(x)|x| α around zero, then f e (x) ∝ |x| α−1 and thereforef e (x)/f e (y) ∝ |x/y| α−1 , which diverges as x/y → 0, so that (7) follows. A symmetrized gamma distribution with a shape parameter smaller than 1 also satisfies (7). In general, the ratio [F e (x)−F e (0)]/[F e (y)−F e (0)] → 0 under the alternative if x approaches zero faster than y. What Condition (7) further requires is that [F e (x)−F e (0)]/[F e (y)−F e (0)] → 0 more slowly than x/y → 0, so that the ratiof e (x)/f e (y) diverges. An obvious counter-example to (7) is a density with a logarithmic or other slowly varying discontinuities at the origin. For example, iff e (x) ∼ log(1/|x|) and y = x 1−η for some η ∈ (0, 1) as x → 0+, we havef e (x)/f e (y) →
(1 − η) −1 as x → 0+, thereby violating (7). These density functions may not be discriminated from null densities by our test. So the test will not in general be powerful against densities with logarithmic type discontinuities at the median.
In simpler cases where ε t is independent of X t , the test B n can be further simplified. In such cases, we may use the statisticB n :=λ 2 n (β 1n −β 2n ) (X X)(β 1n −β 2n ) to test the same hypothesis, whereλ n is defined byλ
As before,B n weakly converges to χ 2 p under H 0 but converges to zero under H 1 . The intuition behind this test is identical to that underlying the generic test (2).
Before conducting Monte Carlo experiments for these tests, we remark that the limit distribution of the sample median depends on the local behavior of the probability density in the vicinity of the median and does not depend upon its behavior elsewhere, as shown by Knight (1998) and Rogers (2001) . This property ensures that the limit distribution of statisticB n also depends only on the shape characteristics of the probability density near the median. Thus, asymmetry of the density and possible discontinuities at points other than the median (e.g., at the mean if the mean and the median are different) do not affect the validity of the test.
Monte Carlo Experiments
We conduct a brief Monte Carlo experiment to examine the finite sample performance of the test.
We use two data generating processes (DGPs) with autoregressive conditional heteroskedasticity.
Specifically, we suppose that Y t = 0.4Y t−1 + ε t , ε t = σ t e t , and σ 2 t := 1 + 0.3ε 2 t−1 , where e t is iid, and its density function is (i) a two-sided gamma (double gamma) distribution whose functional form is f e (x) = 1 2 Γ(α) −1 |x| α−1 exp (−|x|), and (ii) the mixture αN (0, 1)+(1−α)0. Accordingly, {ε t , F t } is an MDA, and the conditional median equation is identical to the conditional mean equation, mainly due to the symmetry of the distribution of e t . Further, f e (0) is finite when α = 1 and infinite when α < 1 for both DGPs. Note that this DGP differs substantially from the usual case considered in the literature where e t is assumed to follow a standard normal distribution. In practice, we generate e t by letting e t = sgn(z t )v t for DGP (i) and e t = z t {u t ≥ α} for DGP
(ii), where z t ∼ N (0, 1), v t is independently drawn from a gamma distribution with the 'shape' parameters α, and u t ∼ U (0, 1). In our simulations, the associated random variables are generated by the rnorm, rgamma and runif functions in R (R Development Core Team, 2008) , and the LAD estimators are obtained by the quantreg package in R (Koenker, 2008) . The standard normal kernel is chosen for K(·), and the bandwidth parameter δ n is set by the 'rule of thumb' parameter suggested by Scott (1992) as a variation of Silverman's (1986) parameter, i.e., 1.06 times the minimum of the standard deviation and the interquartile range divided by 1.34 times n −1/5 . This bandwidth is popularly selected for empirical data analysis in the literature and is easy to compute.
It is therefore of interest to see how this bandwidth performs in our experiments.
The simulation results are reported in Table 1 . The findings indicate that size (α = 1) is approximately accurate, and power (α < 1) approaches one as the sample size increases or the α parameter gets smaller, which corresponds to sharper asymptotes in the density. (For both DGPs the test seems slightly oversized, but this disappears as the sample size further increases.) For the first DGP, power increases rather slowly when α is close to unity as the sample size increases.
This behavior is indicative of the inconsistency in the test that arises when condition (7) fails. The second DGP is not regular if α > 0, because then the disturbance term has a discontinuous CDF at zero. Power behaves normally in this case.
Additional experiments were conducted using bandwidths selected by cross validation, but the finite sample performance of the test in this case was found to be inferior to that of the test based on Scott's rule of thumb. Issues of kernel and bandwidth choice obviously deserve further investigation in the present context. Based on the limit theory and the reported simulations, we used the Gaussian kernel and Scott rule of thumb methods in our empirical applications.
Empirical Applications
Asset return distributions are well known to exhibit non-normality. As overviewed in Bollerslev, Engle, and Nelson (1994) , the early papers of Mandelbrot (1963) and Fama (1965) pointed out the leptokurtic feature of many asset return distributions. Other stylized facts concerning asset returns are the typical heavy tails of their distributions and the volatility clustering manifested in squared returns, various realized volatility measures, and fitted (G)ARCH models.
The focus of the present study is to examine the leptokurtosis of asset return distributions more carefully and test whether there is empirical support for 'infinite leptokurtosis' arising from infinite density at the median. This section reports the results of applying our tests to stock returns of leading companies in U.S. industries. More precisely, we apply our test (5) to the autoregression
where r i,t is the excess return of the i-th company stock in period t, and where the risk-free asset is MacKinlay (1988, 1990) , Scholes and Willams (1977), Dimson (1979) , and Cohen, Hawawini, Schwartz, and Whitcomb (1983a, b) recognize that the betas in the standard capital asset pricing model (CAPM) cannot be consistently estimated by ordinary least squares (OLS) regression because of serially correlated residuals induced by nonsynchronous trading. Also, from a time series perspective, Nelson (1991) suggested that an autoregression be used to eliminate serial correlation. Accordingly, we specify (8) as a suitable reduced form time series model for returns, without being specific about the underlying source of the weak dependence.
The disturbance term ε i,t in (8) is expected to possess time varying volatility features and to satisfy the MDA condition. Note that the leptokurtosis feature of daily stock returns cannot be separated from the time varying volatility effects, as pointed out by Bollerslev, Engle, and Nelson (1994) . We explicitly allow for the presence of time varying volatility in writing ε i,t = σ i,t e i,t , where e i,t is iid, and σ i,t is adapted to F i,t , which we define as the smallest σ-field generated by (r i,t−1 , r i,t−2 , . . .) for each i = 1, 2, . . . , 243. Based on this modeling framework, we test whether or not the density of ε i,t is finite at zero. As detailed above, B n is consistent even when time varying volatility is part of the DGP, thereby enabling us to examine the leptokurtosis of financial asset returns in a context that accommodates this volatility.
The test is implemented using the following procedure. First, (8) is estimated by both LAD and OLS regression methods, and we compare the prediction errors obtained from these. Note that OLS provides consistent estimates of the equation (8) when {ε i,t , F i,t } is an MDA having finite variance. However, as remarked earlier, the limit of the LAD estimator may be different from OLS when the conditional mean and median equations are different. Hence, we first check whether OLS estimation yields symmetric prediction error distributions. For this, we apply the runs test developed by McWilliams (1990) to our OLS residuals and test the following hypotheses:
where f v i (·) is the pdf of v i,t , which is the OLS residual obtained by estimating AR(1) model for each i. According to McWilliams (1990) , the runs test is more powerful against a certain family of alternatives than other tests such as the Cramér-von Mises test constructed from the empirical distribution. Also, the runs test does not assume a continuous distribution for v i,t , which is violated under the infinite density hypothesis, so that symmetry of the pdf may not be properly tested by tests that rely on the empirical distribution. These properties give the runs test some potential advantages in the present context.
Next we apply the test (5) to the prediction errors obtained by LAD estimation of all companies and the companies with symmetric densities according to the runs test. In particular, we examine how the test statistics behave over subsamples with different sample sizes. Specifically, we start the data analysis by testing the hypotheses using the data set with 1,850 observations (February 2nd, 1999 to May 23rd, 2006 and computing p-values. Then we perform the same testing procedure using enlarged data sets with 2,050 observations (April 17th, 1998 to May 23rd, 2006 . In this way we continue to increase the sample size and apply the test to multiple data sets growing in size by 200 observations each time until the sample size reaches 3,799 (May 24th, 1991 to May 23rd, 2006 . The information from this sequence of tests is collected for each company, the number of companies rejecting the null is counted, and some collective conclusions are then deduced concerning the evidence in support of infinite density.
The stated procedure is partly motivated by the fact that we reject the finite density hypothesis for B n close to zero. Even under the finite density hypothesis, B n will still realize some values close to zero with low probability. The above sequential testing procedure serves to raise the rejection probability and increase test power for those companies that do exhibit infinite density at the median.
Due to space constraints, we do not attempt to report the analysis in full for all the companies considered in the study. Instead, we mainly focus on a specific industry -Health Care Equipment & Services (HCES) -for the presentation of detailed findings, as the results for this industry are fairly typical. Later in the discussion we provide some key summary results for all 243 companies and for those companies with symmetric densities according to the runs test. Table 2 compares the parameter estimates obtained by OLS and LAD estimation methods.
For the nine companies in the HCES industry there are close similarities and some differences in the parameter estimates. The estimated intercepts are all very close to zero for both estimation methods. The fitted AR coefficients are also small and the two estimates have the same signs in each case but there are some small systematic differences, most notably that the LAD estimates are all closer to zero than the corresponding OLS estimates. Nevertheless, we cannot at the moment test whether or not the estimated LAD parameters converge to zero, as the asymptotic distribution of the t-statistic for the LAD estimator critically depends on the assumption of finite density, which we want to test in the present paper. Extending this analysis to other industries, we collect the results together in Tables 3 and 4 .
First, we report the proportion of rejections of the null hypotheses of finite and symmetric densities in Table 3 . The columns of Table 3 contain the results of testing symmetry using the runs test based upon OLS residuals, and the rows indicate the results of testing finite density using B n when the level of the test is 5%. Thus, 41 companies turn out to have infinite and symmetric densities, and this approximately amounts to 21.5% of the companies with symmetric densities (16.87% of all companies). Next, we examine these findings in relation to the overall tendency to reject the null of finite density. Table 4 summarizes results for the full set of 243 companies (denoted by "All") and its subset of 191 companies with symmetric error densities according to Table 4 is that the rejection rate for the finite density hypothesis gets larger as the number of observations gets bigger. This is observed not only for the 5% level of significance but also for the other levels. This aspect is affirmed
in Figure 1 , which shows the histograms of p-values obtained for some of the sample periods in Table 4 . Evidently, more p-values cluster around zero as sample period gets larger for both groups of the companies.
In addition to this analysis reported here, we also estimated another model based explicitly upon CAPM theory and obtained qualitatively similar results, confirming the present findings. The results are omitted for the sake of brevity.
This evidence taken together amounts to strong support of infinite density at the median as a remarkable new stylized distributional feature for U.S. industry stock returns.
Concluding Remarks
This paper develops and applies a new testing procedure to evaluate kurtosis and explicity test whether a probability density has an asymptote or infinite discontinuity at the median. The approach makes use of the limit theory for L 1 estimation pioneered by Knight (1998) and extended in recent work by the authors (CHP, 2009), which allows for such discontinuities in the density in time series settings that include conditional heterogeneity and serial dependence. The power of the test stems simply from the fact that the sample median converges to the true median at a rate faster than √ n rate when the density is infinite at the median.
The test has some useful features for empirical applications. In particular, it is free from other nuisance parameters, does not rely on particular technical conditions such as differentiability or continuity of the underlying density function, is applicable to a wide class of densities, and can be used in a time series regression context.
Empirical application of the test to stock returns of leading companies across U.S. industry is conclusive and provides strong evidence in support of infinite density at the median as a new significant empirical characteristic for stock return distributions. A significant number of the companies considered in the empirical analysis conducted her reject the null hypothesis of a finite density in favor of infinite density at the median. One implication of this finding is that data analysis in financial econometrics that relies on distributions with finite density at the median, such as t dis-tributions and mixtures of normals, will inevitably involve some distributional misspecification in the presence of infinite density.
A Proofs
Lemma 3 LetÃ n = n
is uniformly bounded and √ nδ n → ∞, then under the conditions for Theorem 1, we haveÂ n −Ã n → p 0.
Proof. The proof is straightforward because
where
n (β n − β 0 ). The right hand side is o p (1) because the first term is O p (1), which can be shown by taking expectation (first conditional on F t for each t and then averaging unconditionally), and noting that
Lemma 4 Suppose that the assumptions for Lemma 3 hold. Assume further that f e (0) < ∞, f e (s) is continuous in a neighborhood of zero, and n −1 n t=1 E X t 4 is uniformly bounded. Let
which is the average of an MDA. Its variance is bounded by
is integrable, and it converges to zero because
The result follows immediately.
Proof of Theorem 2(i).
Under the null, Lemmas 3 and 4 imply thatÂ n −Ã * n → p 0. The result follows from Theorem 1 becauseÃ * n → p A.
To handle the case under the alternative hypothesis, we need some technical lemmas. We start with the following.
Lemma 5 Under Assumptions B(i) and B(ii), if L( · ) is continuous, nonnegative and integrates to a strictly positive number over (−∞, ∞), then for n sufficiently large,
Note that the bounds M 0 and M 1 depend on L(·).
Proof. We prove the result by considering integration over the positive domain only as the negative domain can be treated similarly.
e (x/a n )dx, which is
by change of variables. Here ψ n (t) = √ n[F e (t/a n ) − F e (0)] = ( √ n/a n )f e (t/a n ) t, and therefore by Assumption B(i), eventually as n → ∞, ψ n (t)/ψ n (1) =f e (t/a n )t/f e (1/a n ) ≤M t, if t ≥ 1.
Thus, for n large enough,
which is eventually (as n → ∞) bounded from above by Lemma 6 Given the assumptions for Theorems 1 and 2, if (7) holds in addition, then for any uniformly bounded nonnegative function L(·) which is symmetric around zero and non-increasing over the positive domain, we have
Proof. We show only that
because the proof over (−∞, 0) follows in the same way by virtue of the symmetry of L( · ).
Without loss of generality, we let L(0) = 1 (otherwise, divide L(x) by L(0)). Let m satisfy a m δ n = 1. (Again note that the domain of a n is extended to R + and that m → ∞ as n → ∞.) Then 
Since both n and m tend to infinity, both ψ n (1) and ψ m (1) converge to ψ(1), we have
But because a m δ n = 1 and a n δ n → ∞, we have a −1 n /a −1 m = a m /a n → 0, and thus by (7) we havē f e (a −1 n )/f e (a −1 m ) → ∞, which, by (11), implies that ( √ n/a n )/( √ m/a m ) → 0. This last result and (10) imply (9), and therby complete the proof.
Lemma 7 Under (7), ( √ n/a n )Â n → p 0.
Proof. Due to Lemma 3, it suffices to show that ( √ n/a n )Ã n → p 0. (Note that √ n/a n = O(1).)
We shall show that ( √ n/a n )E Ã n → 0. We note that ( √ n/a n )E Ã n is bounded by 1 n n t=1 E √ n a n K(s)f t (δ n s)ds X t 2 ≤ √ n a n K(s)f e (δ n s/σ * )ds · 1 n n t=1 Eσ −1 t X t 2 .
The second term is obviously O p (1), and the first term converges to zero by Lemma 6.
Proof of Theorem 2(ii).
We have B n = [a n (β 1n −β 2n )] [( √ n/a n )Â n ]Ĉ −1 [( √ n/a n )Â n ] · [a n (β 1n −β 2n )] ⇒ 0 by Theorem 1 and Lemma 7.
B List of Companies Included in the Empirical Application
The following lists the companies of each industry included for our empirical analysis. The number of companies is provided in parentheses for each industry. 
All companies
Companies with symmetric density
