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ABSTRACT
We address the question of 3D face recognition and expression
understanding under adverse conditions like illumination, pose,
and accessories. We therefore conduct a campaign to build a
3D face database including systematic variation of poses, dif-
ferent types of occlusions, and a rich set of expressions. The
expressions consist of a judiciously selected subset of Action
Units as well as the six basic emotions. The database is de-
signed to enable various research paths from face recognition
to facial landmarking and to expression estimation. Preliminary
results are presented on the outcome of three different landmark-
ing methods as well as one registration method. As expected,
observed non-neutral and non-frontal faces demand new robust
algorithms to achieve an acceptable performance.
KEYWORDS
3D face database – Facial expressions – Facial landmarking –
Face recognition
1. INTRODUCTION
The history of automated face recognition dates back to the early
1960s. The overwhelming majority of these techniques are based
on 2D face data. The early approaches were focused on the ge-
ometry of key points (eyes, mouth and nose) and relations be-
tween them (length, angles). In the 1990s, the principal compo-
nent analysis (PCA) based eigenface algorithm was introduced
and it became a standard reference in face recognition. De-
spite the plethora of 2D algorithms, there is not yet a fully reli-
able identification and verification method that can operate un-
der adverse conditions of illumination, pose, accessories and ex-
pression. Two solutions to this impasse consist in i) Exploring
new modalities, such as 3D facial data; ii) The use of multi-
biometrics, that is, the employment of more than one biometric
modality and their judicious fusion.
Recently face recognizers using 3D facial data have gained
popularity due to their lighting and viewpoint independence.
This has also been enabled by the wider availability of 3D range
scanners. The 3D face processing can be envisioned as a sin-
gle modality biometric approach in lieu of the 2D version or in
a complementary mode in a multi-biometric scheme. Another
goal application of 3D facial data is the understanding of facial
expressions in an affective human-computer interface.
Based on the ideas above, two main goals are addressed in
this project:
1.1. 3D Recognition of Non-cooperative Persons
Most of the existing methods for facial feature detection and per-
son recognition assume frontal and neutral views only. In these
studies data are therefore collected from cooperative subjects,
who expose their faces in a still position in front of the scanner,
frontal poses, and avoid extreme expressions and any occluding
material. This may be uncomfortable to subjects. In fact, the
second generation techniques vie for improved quality of life
via biometry, hence enrollment and updating should proceed in
ways that do not encumber the subject. On the other extreme, a
subject, aware of person identification cameras, may try to es-
chew being recognized by posing awkwardly and worse still, by
resorting to occlusions via dangling hair, eyeglasses, facial hair
etc. Also, the 3D data may have different translation, rotation or
scaling due to the controlled environmental parameters such as
the acquisition setup and device properties. Both the natural, un-
controlled behaviour of subjects and the mimics and acrobatics
of the eschewer seriously damage the performance of both 2D
and 3D recognition algorithms. Furthermore, we believe that
3D capture of face data can mitigate significantly most of these
effects. Using a database built specifically for this purpose, we
test the performance of 3D face identification algorithms as well
as those of automatic landmarking and registration under non-
frontal poses, in presence of facial expression, gestures and oc-
clusions.
1.2. Facial expression understanding
Understanding of facial expressions has wide implications rang-
ing from psychological analysis to affective man-machine inter-
faces. Once the expression is recognized, it can also be neutral-
ized for improved person recognition. Automatic recognition of
facial expressions is challenging since the geometry of the face
can change rapidly as a result of facial muscle contractions. Ex-
pressions are often accompanied by purposeful or involuntary
pose variations of the subject’s face. 3D representation of the
human face contains more information than its 2D appearance.
We conjecture that not all shape changes on the facial surfaces
due to expressions are reflected in the 2D images. Certain sur-
faces deformations, bulges and creases, especially in the smooth
areas of the face, are hard to track in 2D while they are apparent
on 3D data.
Among the facial signal processing problems, we want to
address to the above stated goals by providing solutions to the
following problems:
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1.3. 3D face registration
3D shapes need to be aligned to each other and should be brought
into a common coordinate frame before any comparative analy-
sis can be made. The 3D face registration is the process of defin-
ing a transformation that will closely align two faces. First of all,
the permissible transformations should be set. Rigid transforma-
tions allow only for translation, rotation or scaling. Non-rigid
transformations go one step further and allow patchwise defor-
mation of facial surfaces within the constraints of estimated lan-
ndmark points. Secondly, a similarity measure should be de-
termined that favors successful recognition. Different similar-
ity measures are possible for registration techniques such as the
point-to-point or point-to-surface distances.
1.4. 3D face landmarking
Facial landmarks are essential for such tasks as face registra-
tion, expression understanding and any related processing. In
general, registration process is guided by a set of fiducial points
called landmarks [1] that are used to define the transform be-
tween two surfaces. The registration techniques that are exam-
ined in the scope of this project make use of a set of landmark
points that are labeled for each face surface to be aligned. Pre-
liminary studies of landmarking of uncontrolled facial expres-
sions [2] indicate that it remains still as an open problem.
1.5. 3D facial expression and face recognition database con-
struction
There are very few publicly available databases of annotated 3D
facial expressions. Wang et. al [3] studied recognition of ex-
pressions by extracting primitive surface features that describe
the shape. They use their database dedicated to expressions BU-
3DFE [4]. It includes only emotional expressions (happiness,
surprise, fear, sadness, anger, disgust) with four intensity levels
from 100 people.
In this project, we aim to study a more comprehensive set of
expressions by covering many expressions based on Facial Ac-
tion Coding System (FACS) [5] in addition to the six basic emo-
tional expressions. There are 44 Action Units (AUs) defined in
FACS. AUs are assumed to be building blocks of expressions,
and thus they can give broad basis for facial expressions. Also,
since each of them is related with activation of distinct set of
muscles, they can be assessed quite objectively. We also include
various poses and occlusion conditions. We have collected data
from 81 subjects, preprocessed and manually landmarked the
data. We have defined the metadata standard. We have also
performed basic registration and classification tests. This multi-
expression and multi-pose database, which will eventually be
made public, will be instrumental in advancing the expression
analysis research and develop algorithms for 3D face recogni-
tion under adverse conditions.
The rest of the report is as follows: Section 2 describes
the database content, and the database structure is detailed in
Section 3. Section 4 gives the necessary details of the data ac-
quisition setup. Landmarking issues are dealt in two separate
sections: Section 5 and 6, respectively, presents manual land-
marking and automatic landmarking techniques. The 3D face
registration method applied to our database is given in Section
7. Finally, Section 8 shows the performance results of registra-
tion, automatic landmarking and recognition. Conclusions are
drawn in Section 9.
2. DATABASE CONTENT
In this project, on the one hand we model attempts to inval-
idate 3D face recognition and any other effort to mislead the
system or to induce a fake character. To this effect, we capture
3D face data imitating difficult surveillance conditions and non-
cooperating subjects, trying various realistic but effective occlu-
sions and poses. On the other hand, we collect 3D facial data
corresponding to various action units and to various emotional
expressions.
The database consists of 81 subjects in various poses, ex-
pressions and occlusion conditions. The images are captured
using Inspeck Mega Capturor II [6], and where each scan is
manually labeled for facial landmark points such as nose tip,
inner eye corner, etc. Our database has two versions:
• Database1 is designed for both expression understanding
and face recognition. Here there are 47 people with 53
different face scans per subject. Each scan is intended
to cover one pose and/or one expression type, and most
of the subjects have only one neutral face, though some
of them have two. Totally there are 34 expressions, 13
poses, four occlusions and one or two neutral faces. In
addition, Database1 also incorporates 30 professional ac-
tors/actresses out of 47, which hopefully provide more
realistic or at least more pronounced expressions.
• Database2 includes 34 subjects with only 10 expressions,
13 poses, four occlusions and four neutral faces and four
neutral faces, thus resulting in a total of 31 scans per sub-
ject.
The majority of the subjects are aged between 25 and 35. There
are 51 men and 30 women in total, and most of the subjects are
Caucasian.
This database can be used for automatic facial landmark de-
tection, face detection, face pose estimation, registration, recog-
nition and facial expression recognition purposes. Hence we
also labeled facial fiducial points manually, and provide this in-
formation with the database.
In the following subsections, the collected facial expres-
sions, head poses and occlusions are explained.
2.1. Facial Expressions
We have considered two types of expressions. In the first set,
the expressions are based on AU of the FACS [5]. However,
within this project a subset of them, which are more common
and easier to enact, is considered. The selected action units are
grouped into 19 lower face AUs, five upper face AUs and three
AU combinations. It is important to note that, for some subjects
properly producing some AUs may not be possible, because they
are not able to activate related muscles or they do not know how
to control them. Therefore, in the database some expressions
are not available for some subjects. Also, unless all the acquired
AUs are validated by trained AU coders, the captured AUs can
not be verified.
In the second set, facial expressions corresponding to cer-
tain emotional expressions are collected. We have considered
the following emotions: happiness, surprise, fear, sadness, anger
and disgust. It is stated that these expressions are universal
among human races [7].
During acquisition of each action unit, subjects were given
explications about these expressions and they were given feed-
back if they did not enact correctly. Also to facilitate the instruc-
tions, a video clip showing the correct facial motion for the cor-
responding action unit is displayed on the monitor [8, 9]. How-
ever, in the case of emotional expressions, there were no video
88
Proceedings of the eNTERFACE’07 Workshop on Multimodal Interfaces, I˙stanbul, Turkey, July 16 - August 10, 2007
1. Lower Face Action Units
• Lower Lip Depressor - AU16
• Lips Part - AU25
• Jaw Drop - AU26
• Mouth Stretch - AU27 (*)
• Lip Corner Puller - AU12 (*)
• Left Lip Corner Puller - AU12L
• Right Lip Corner Puller - AU12R
• Low Intensity Lip Corner Puller - AU12LW
• Dimpler - AU14
• Lip Stretcher - AU20
• Lip Corner Depressor - AU15
• Chin Raiser - AU17
• Lip Funneler - AU22
• Lip Puckerer - AU18
• Lip Tightener - AU23
• Lip Presser - AU24
• Lip Suck - AU28 (*)
• Upper Lip Raiser - AU10
• Nose Wrinkler - AU9 (*)
• Cheek Puff - AU34 (*)
2. Upper Face Action Units
• Outer Brow Raiser - AU2 (*)
• Brow Lowerer - AU4 (*)
• Inner Brow Raiser - AU1
• Squint - AU44
• Eyes Closed - AU43 (*)
3. Some Action Unit Combinations
• Jaw Drop (26) + Low Intensity Lip Corner
Puller
• Lip Funneler (22) + Lips Part (25) (*)
• Lip Corner Puller (12) + Lip Corner Depressor
(15)
4. Emotions
• Happiness (*)
• Surprise
• Fear
• Sadness
• Anger
• Disgust
The expressions marked with (*) are available in both Database1 and
Database2, but the others are only found in Database1.
Table 1: Lower face action units.
or photo guidelines so that subjects tried to improvise. Only if
they were able to enact, they were told to mimic the expression
in a recorded video. Moreover, a mirror is placed in front of the
subjects in order to let them check themselves.
Figure 1: Lower Face Action Units: lower lip depressor (a), lips
part (b), jaw drop (c), mouth stretch (d), lip corner puller (e),
low intensity lower lip depressor (f), left lip corner puller (g),
right lip corner puller (h), dimpler (i), lip stretcher (j), lip corner
depressor (k), chin raiser (l), lip funneler (m), lip puckerer (n),
lip tightener (o), lip presser (p), lip suck (q), upper lip raiser (r),
nose wrinkler (s), cheek puff (t).
Figure 2: Upper Face Action Units: outer brow raiser (a), brow
lowerer (b), inner brow raiser (c), squint (d), eyes closed (e).
Figure 3: Some Action Unit Combinations: lip corner puller +
lip corner depressor (a), jaw drop + lip corner puller (b), lip
funneler + lips part (c).
Figure 4: Emotional expressions: happiness (a), surprise (b),
fear (c), sadness (d), angry (e), disgust (f).
The total of 35 expressions consist of 19 AUs belonging to
lower part of the face (Fig. 1), five AUs from the upper face
(Fig. 2), three AU combinations (Fig. 3) and six emotional
expressions (Fig. 4) as listed in Table 1. In these tables, the
expressions marked with (*) are available in both Database1 and
Database2, but the others are only to be found in Database1.
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Figure 5: Poses: neutral pose (a); yaw rotations of +10◦ (b),
+20◦ (c), +30◦ (d), +45◦ (e), +90◦ (f), -45◦ (g) and -90◦ (h) re-
spectively; pitch rotations of strong upwards (i), slight upwards
(j), slight downwards (k), strong downwards (l); bottom-right
(m) and upper right (n).
2.2. Head Poses
Various poses of head are acquired for each subject (Fig. 5).
There are three types of head which are seven angles of yaw,
four angles of pitch, and two cross rotations which incorporate
both yaw and pitch. For the yaw rotations, subjects align them-
selves by rotating the chair on which they sit to align with straps
placed on the floor corresponding to various angles. For pitch
and cross rotations, we requested the subjects to look at marks
placed on the walls by turning their heads only (i.e., no eye ro-
tation). Thus, we can obtain a coarse approximation of rotation
angles. The head poses are listed Table 2.
1. Yaw Rotations
• +10◦
• +20◦
• +30◦
• +45◦
• +90◦
• -45◦
• -90◦
2. Pitch Rotations
• Strong upwards
• Slight upwards
• Slight downwards
• Strong upwards
3. Cross Rotations
• Yaw and pitch 1 (approximately 20◦ pitch and
45◦ yaw)
• Yaw and pitch 2 (approximately -20◦ pitch and
45◦ yaw)
Table 2: Head poses
2.3. Occlusions
This database also contains several types of occlusions that are
listed in Table 3 and shown in Fig. 6.
For the occlusion of eyes and mouth, subjects choose a nat-
ural pose of themselves; for example, as if they were cleaning
Figure 6: Occlusions: eye occlusion (a), mouth occlusion (b),
eye glasses (c), hair (d).
• Occlusion of eye with hand - as natural as possible
• Occlusion of mouth with hand - as natural as possible
• Eye glasses (not sunglasses, normal eyeglasses)
• Hair
Table 3: Occlusions
their eyes or they were surprised by putting their hands over their
mouth. Second, for the eyeglasses occlusion, we made so that
subjects used different eyeglasses from a pool. Finally, if sub-
jects’ hairs were long enough, we have also scanned their faces
with hair partly occluding their face.
3. THE STRUCTURE OF THE DATABASE
In many image retrieval database applications two approaches
are widely used. One is storing any image-like data onto hard
disk and the rest of the data to an RDBMS (Relational Database
Management System) while the second approach is storing im-
age and its metadata directly on the hard disk. While the first
one provides easy querying, it has the disadvantage of using
and managing third-party RDBMS software. Also not every
RDBMS may work properly in cross-platform systems. In addi-
tion it necessitates knowledge of using SQL (Structured Query
Language). We suspect that not all researchers are well versed
in SQL. For these reasons we decided to use the second alterna-
tive, that is, storage of images and their metadata on the hard-
disk. For this purpose, data storage and mapping structures are
designed and a traditional database design used in RDBMSs is
considered. In this design we make use of primary key and weak
referencing. A primitive referential integrity is used inside the
software for preventing redundancy and making relations be-
tween tree-like structures. The first version of the design is given
in Appendix 12.1.
One can map the entire database and the storage structure
based on the above design. We choose to use XML structure in
data storage because in addition to having a human readable for-
mat XML is also commonly used in non RDBMS applications
in the recent years. A record is a row in a table, each column
in a record shows us an attribute of the record. Every table de-
fines its attributes and lists its data after declaration of attributes.
Content of the subject table exported from Subject.xml is given
as an example in Appendix 12.2.
Populating the database manually is always very hard and
thus a problematic application. One can easily commit errors
during acquisition and processing stages. In order to overcome
this problem we decided to write a program using our database
structure which helps the acquisition application. Class diagram
of the program shows that it is a general time-saving stratagem.
Initial class designs involve inheritance of the form structures
for easy usage and also involve usage of basic anti-patterns like
Singleton for assuring that only single instances of Business
Classes exist inside the program for managing data sessions. A
schema of the class diagram is found in Fig. 7.
90
Proceedings of the eNTERFACE’07 Workshop on Multimodal Interfaces, I˙stanbul, Turkey, July 16 - August 10, 2007
Figure 7: A schema of the class diagram. Business classes
are used for constructing the objects like Subject, Session and
Records. Since these objects are used as object construction ar-
chitecture, each class has its persistency structure, letting it to
be written to database in any change. This is a standard mech-
anism called “Reflection” in “Object Relational”
In order to write a quick code in limited time we decided to
use .net 2.0 framework and C# as the programming language.
We couldn’t try the cross platform compatibility of the code us-
ing Mono in Linux, but we’ve implemented the code in cross
platform manner. The LandMark querying part of the software
is finished for the use of participants during Manual - Auto-
matic Landmarking comparisons. For landmarking users have
no chance but add the destination directory names as input to
their software. After using our software user will be able to
query the system by gender, occlusion or any structure they want
and save the results to a document which can be input to their
implementations. After having such an input document they can
easily test their algorithms on the data they exactly want. While
querying and finding the data directory paths is working prop-
erly, exporting this structure to an input file will be implemented
with the acknowledgements coming from the users who want to
test their landmarking algorithms on the database. Some screen
shots of the software is shown in Fig. 8, 9 and 10.
As a conclusion, the proposed database structure does not
need any third-party component or querying structure. Since
it is XML based, it is human readable, and can also be used
in many acquisition database structures owing to its easy and
generic implementation. We hope the structure we’ve proposed
will evolve and become a database structure for similar research
applications.
4. DATA ACQUISITION
Facial data are acquired using Inspeck Mega Capturor II 3D,
which is a commercial structured-light based 3D digitizer de-
vice [6]. It is able to capture a face in less than a second. Our
acquisition setup is displayed in Fig. 11. Subjects are made to
sit at a distance of about 1.5 meters away from the 3D digitizer.
To obtain a homogenous lighting directed on the face we use a
1000W halogen lamp without any other ambient illumination.
However, due to the strong lighting of this lamp and the de-
vice’s projector, usually specular reflections occur on the face.
This does not only affect the texture image of the face but can
also cause noise in the 3D data. To prevent it, we apply a spe-
cial powder to the subject’s face which does not change the skin
Figure 8: User can insert new subjects to the database from this
screen; editing or deleting previously saved subjects is also done
from here.
Figure 9: User can insert the action units used during posing
from this screen. Each action unit, its code and explanation
has to be inserted. This also lets user to relate his/her action
units to be used in their landmarking study to general struc-
ture. This part is vital for researchers for choosing their own
database structure to be used in their landmarking algorithms.
color. Moreover, during acquisition, each subject wears a band
to keep his/her hair above the forehead. This also simplifies the
segmentation of face before 3D reconstruction.
The on-board software in the scanner is used for acquisition
and 3D model reconstruction. Inspeck’s 3D digitizer is based
on an optical principle, which combines Active Optical Trian-
gulation and Phase Shifted Moir (Fig. 12). The surface of the
object must reflect light back to the 3D digitizer. Hence trans-
parent surfaces (like glass) can not be scanned. Certain fringe
patterns, that are shifted versions of each others, are projected
on the 3D surface of an object, and as a result these patterns are
deformed according to object surface. In the Inspeck’s system, a
fringe pattern is in the form of straight vertical lines. All the 3D
information is extracted from these deformed patterns. During
acquisition we employed usually four fringe patterns. However,
sometimes we preferred to use three to diminish the effect of
motion for some subjects.
Once the raw data are acquired, three stages of processing
(called PreProcessing, Processing and PostProcessing in the de-
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Figure 10: Querying of the image data of manual landmarks and
sorting due to subject or pose. User can query the data paths
related to subject and their poses to be used in landmarking.
Software user can select the subjects and the action units he/she
wants to relate during landmarking. This query returns the user
paths of the data they want to use.
vice’s jargon) are carried out to obtain the 3D information (Fig.
13). In the PreProcessing stage, first the phase function is cal-
culated (top right image in Fig. 13). Consequently the depth
information is measured by using some reference points, called
parallax points (top left image in Fig. 13). Most of the time we
allowed the Inspeck software to detect these parallax points au-
tomatically; however, we reverted to manual marking in case of
doubt. Next, an Interest Area is selected for the face image. We
set this zone manually by creating one or more polygons that de-
fine it (top middle image in Fig. 13). A clearly defined Interest
Area is very helpful to remove the background clutter. Thus we
can cancel out extra streaks, which come from the digitizing of
the background area.
After segmenting the face, phase unwrapping operation is
performed to obtain 3D data in the Processing stage. However,
during phase unwrapping some discontinuity errors, which are
erroneous depth levels associated with discontinuous surfaces,
may occur. The verified discontinuities are fixed by sequential
push or pull operations.
Finally in the Post-Processing stage, the so-far processed
data, currently in machine units, is converted to a data set in
geometric parameters (millimeters). To convert the data into
milimeters we determine a reference from a set of candidate
reference (parallax) points. Generally, the point which has the
highest confidence value is selected and the geometric parame-
ters of the other points in the image are determined accordingly.
Also, in this stage we sometimes perform simple filtering op-
erations to correct slight optical distortions. Whenever serious
distortions occurred we preferred to re-capture the data.
The result is exported in the form of “.net” file, which is a
specific file format for the data-processing software of Inspeck
Inc. [6]. The output file stores the 3D coordinates of the vertices
together with color information as a related separate texture out-
put file in “.bmp” format.
Since there might be problems for some of the scans, FAPS
preprocessing has been done simultaneously with data acqui-
sition. If a problem is observed on the data then that scan is
repeated on the spot. Some commonly occurring problems are
as follows (Fig. 14):
• Movement during acquisition: The Inspeck hardware is
Figure 11: Acquisition setup. At the left 3D Digitizer, which is
mounted on a tripod, is seen. A mirror, an LCD display and a
1000W halogen lamp are placed below, above and behind of it
respectively. A seat is positioned about 1.5 meters away from
the 3D Digitizer. On the floor, just below the seat, yellow straps
are placed according to rotation angles.
Figure 12: 3D model reconstruction. On the left are the raw data
containing texture and 4 frames with shifted fringe pattern. The
last picture shows parallax points. After processing by Inspeck
Faps software we obtain the 3D model.
adjusted to capture four pictures that later constitute the
raw data for 3D face images and one more picture of tex-
ture image. During acquisition, the subject must stay still
(better hold the breath), so that the pictures are consistent
with each other. Otherwise the wavelike defects occur
globally around the face. In this case the acquisition is
repeated.
• Hair occlusion: Fringes projected on hair becomes unde-
tectable, hence the corresponding parts on the 3D image
is noisy. Hair occluded parts are included in the face seg-
mentation, since avoiding them is not possible. However,
with smoothing operation we can obtain less noisy data.
• Hand occlusion and open mouth: In the case of hand
occlusion and open mouth, depth level changes sharply
over the edges, causing a discontinuous fringe pattern. In
the 3D image, hand and tongue are constructed at wrong
depth levels.
• Facial hair and eyes: Beards, eyebrows and eyelashes
cause small fluctuations. Also eyes can not be kept con-
stant because of high light intensity, resulting in a spiky
surface on the eyes. These problems are ignored, not ad-
ditional filtering processes are applied.
• Eyeglasses: Fringe pattern can not be reflected back from
transparent surfaces. Eyeglasses seem to deform the area
they cover on the face. The resulting noisy surface is
included in the face segmentation.
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Figure 13: Reconstruction by FAPS. Pre-processing (top row),
processing (middle row) and post-processing (bottom row)
stages. Top row: Parallax points, polygon to define the region
of interest, phase image. Middle row: Depth image, parallax
points, 3D shape, 3D texture. Bottom row: A scanned phase
from different view points after post-processing such as hole fill-
ing.
5. MANUAL DATA LANDMARKING
All of our face images are landmarked manually in order to be
used in various training and testing methods as ground truth.
On each face scan, 24 points are marked provided that they are
visible in the given scan. The landmark points are listed in Table
4 and shown in Fig. 15.
1. Outer left eye brow 2. Middle of the left eye brow
3. Inner left eye brow 4. Inner right eye brow
5. Middle of the right eye brow 6. Outer right eye brow
7. Outer left eye corner 8. Inner left eye corner
9. Inner right eye corner 10. Outer right eye corner
11. Nose saddle left 12. Nose saddle right
13. Left nose peak 14. Nose tip
15. Right nose peak 16. Left mouth corner
17. Upper lip outer middle 18. Right mouth corner
19. Upper lip inner middle 20. Lower lip inner middle
21. Lower lip outer middle 22. Chin middle
23. Left ear lobe 24. Right ear lobe
Table 4: Landmark points manually labeled on each scan.
Landmarking software is implemented as a MATLAB GUI.
This software is designed so that all landmark points can be
marked guided by a reference template image for the landmarks
in Fig. 15. This scheme helps us avoid errors which can oc-
cur when marking many landmark points over lots of images.
The 3D coordinates corresponding to the 2D marked points on
the texture image is extracted automatically using this software.
Here we make the assumption that 2D image and 3D data are
registered although they are not 100% registered.
Figure 14: Commonly occurring problems during image acqui-
sition and face reconstruction. At top of the figure, noise due to
hair, movement, and facial hair is seen on the face scans. At the
bottom left, a mistake in the depth level of the tongue, and at the
right, its correction is displayed.
Figure 15: Manually marked landmark points.
In the end of manual landmarking, we obtain 2D and 3D
locations of 24 facial fiducial points for every scan of every sub-
ject. The landmark data structure is stored in a MATLAB “mat”
file, one for each subject. The same data is also saved in “text”
file format in order not to force the users to MATLAB.
6. AUTOMATIC LANDMARKING
Face detection, normalization or registration should be performed
before any face recognition algorithm. ICP (Iterative Closest
Point) [10] and TPS (Thin Plate Spline) [11] are the mostly used
3D to 3D registration methods. However, they perform well
only when the models being registered are very close to each
other since these methods are sensitive to initialization condi-
tions. Thus, a rough registration should be performed before the
fine registration by ICP or TPS methods.
Colbry, Stockman and Jain [12] proposed a rough regis-
tration method based on 3D anchor points detected from the
face data before application of ICP. They detected facial fea-
tures based on their shape indexes, intensity values and spatial
relations where they used both 3D shape and 2D image outputs
of the scanner in order to locate anchor points. Similarly, Lu and
Jain [13], Chang et. al. [14] and Boehnen and Russ [15] used
3D and 2D information together in order to extract facial anchor
points. In most of these methods, detection usually starts from a
single point and then followed by an order of other points. For
example in [13], first nose was needed to be detected so that the
eye and mouth corners could be detected next. Nose tip was
detected as follows: First, pose was quantized into some num-
ber of angles. Then, the point with the maximum projection
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value along the corresponding pose direction was found. Fi-
nally, based on the nose profile, the best candidate for a nose tip
was selected. After locating the nose tip, other points are located
by considering the spatial relationships among the points, shape
indexes for these points obtained from 3D data and cornerness
for these points determined from the intensity image. In [14],
eye cavities were detected first by investigating the mean and
Gaussian curvature values and by using some heuristics. Then,
nose tip was detected as being a peak which has a spatial rela-
tionship with the eye pits. In [12], facial points are detected
based on their mean and Gaussian curvature values indepen-
dently and, again, to resolve between multiple detections, spatial
relations between the anchor points were considered. This was
done by a relaxation algorithm where some rules were used for
anchor points and relations between them in order to eliminate
incorrect sets of anchor points.
In this project we applied three different methods for au-
tomatic landmarking. There are 24 goal landmark points each
of which is marked manually on the ENTERFACE07 database.
Although seven of the landmark points are considered to be the
most fiducial ones, each method deals with its own set of points.
The three competitor methods are briefly described below and
their test results are presented in Section 8 (Testing and Evalua-
tion Section).
6.1. Statistical Automatic Landmarking (SAL)
This method exploits the face depth maps obtained by 3D scans.
In the training stage, an incremental algorithm is used to model
patches around facial features as mixture models. These mix-
ture models are, in turn, used to derive likelihoods for landmarks
during testing [16]. The likelihood tests yield the seven fiducial
feature points (inner and outer eye corners, nose tip and mouth
corners) and the remaining 15 landmarks are estimated based on
the initial seven fiducial ones by back-projection. For enhanced
reliability, the seven landmarks are first estimated on a coarse
scale, and then refined using a local search [17]. Furthermore,
incorrect localizations are detected and fixed with the GOLLUM
Algorithm [18]. GOLLUM Algorithm uses smaller number of
points to check all point localizations. The assumption is that
these points contain statistically discriminatory local informa-
tion, and can be independently localized. An example result is
shown in Fig. 16.
In a second tier application of the GOLLUM algorithm, the
locations of 15 additional feature points are estimated. These
points are based on the coordinates of the seven fiducial ones.
The initial seven points contain richer statistically discrimina-
tory local information and can thus be independently localized,
whereas the remaining 15 points have much weaker image evi-
dence around them, hence they need the structural information
of the former ones. In Fig. 17 all of these landmark points are
shown.
Figure 16: Depth map of the face image (a), statistically located
feature points (b) and corrected feature points on the face (c).
Figure 17: A total of 22 feature points is landmarked (b) by
using automatically landmarked 7 feature points (a).
6.2. Robust 2D Landmarking (RL)
This method is quite similar to the method described in previ-
ous subsection, in that it is also a two-tier method which cap-
tures first the seven fiducial landmarks. It also proceeds from
an initial coarse evaluation on 80x60 images to a refined version
of 640x480 resolution images. The fiducial ones are the four
eye corners, the tip of the nose, and the two mouth corners [2].
This method differs from the one in previous subsection as fol-
lows: we use templates for each landmark consisting of a subset
of DCT coefficients and we obtain scores (likelihoods) employ-
ing SVM classifiers. In the coarse localization, 8x8 DCT blocks
are extracted and trained separately for each facial landmark.
We permit initially four candidates corresponding to the highest
peaks in the matching score map of each landmark. This is in
order not to miss any feature points. The 4x7 = 28 landmark
candidates are reduced to a final seven based on an exhaustive
graph search technique. Two methods are proposed for this task:
Probabilistic Graph Model-I and Probabilistic Graph Model-II.
In PGM-I, we first find a subset of the most reliable landmarks
based on the anthropomorphic data learned during a training ses-
sion and then estimate the position of the missing landmarks. On
the other hand, PGM-II is designed for simpler scenarios, with-
out variety in illumination and poses. It systematically searches
for the seven feature landmark among the four peaks of the sim-
ilarity score map. Facial feature landmarks are determined ac-
cording to companion features, called the support set for that
feature. Once the coarse-stage landmarks are located we pro-
ceed with the refinement stage on the original high-resolution
image. The search proceeds with a 21x21 window from around
the coarse localization points. Each configuration formed by re-
liable landmarks is set to origin, scaled to a fixed length and ro-
tated. Since this procedure makes the configuration independent
of the pose and scale of the face, this algorithm achieves high
accuracy even under various poses and for this reason is called
robust 2D landmarking. In our future work, we aim to apply
this method to 3D scans and extend our algorithm to cover the
remaining 15 features as the method in the previous subsection.
6.3. Transformation Invariant 3D Feature Detection (TIFD)
In transform and scale invariant feature detection algorithm, 3D
fundamental elements such as peaks, pits and saddles are ex-
tracted with their scale information from the 3D scan data. With
a predefined graph structure based on a group of fundamental el-
ements and their special relationships, we can construct a topol-
ogy of these elements which could then be used to define the
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object. And this graph structure can be used for object detec-
tion, registration and recognition purposes.
The method finds the mean (H) and Gaussian (K) curvatures
[10, 13] on the surface. Afterwards using Gaussian pyramiding,
the H and K values are computed for the higher scales. In all of
the scale levels, fundamental elements (peaks, pits and saddles)
are found using H and K values as in [10, 13]. In Fig. 18, the
higher levels of these fundamental elements are depicted with
color (blue: peak, cyan: pit, red: saddle ridge, yellow: saddle
valley) and are shown on the 3D surface. We name this 3D vol-
ume a “UVS space” where “u” and “v” are surface coordinates
and “s” is for scale. By extracting the connected components in-
side this UVS volume, we obtain the fundamental elements with
their position and scale information. The details of the algorithm
are given in [19] and [20].
For the ENTERFACE’07 project, we have created a 3D topol-
ogy for the human face as formed by one peak, two pits and one
saddle which represent the nose, the eye pits and the nose sad-
dle, respectively. A four node graphical model is constructed
where each fundamental element is a node in the graph and spa-
tial relationships between the fundamental elements are carried
by the edges between the nodes. The spatial relations between
a node couples are the position difference between the nodes
normalized by scale, normal difference between the nodes and
scale difference. These values are modeled statistically from the
training scans. Then during testing, a graph search is accom-
plished on the topology obtained from the test scans. As the
topology for a human face is formed as having two eye pits, one
nose saddle and one nose peak, among the 1peak-2pits-1saddle
combinations, the most probable combination is selected as the
correct model.
Thus, using this restricted topology, we can detect two in-
ner eye corners, middle of nose saddle and top of the nos. These
differ from the labeled landmark points but the latter can be ex-
trapolated easily. Since the location of face is found in the 3D
scan data as well as landmark points, pose estimation and regis-
tration can be performed easily afterwards.
Figure 18: Left: 3D surface structure centers colored by their
types (blue: peak, cyan: pit, red: saddle ridge, yellow: saddle
valley) and the graph representing the face, Right: UVS volume
shown over the 3D data. Each level represents a layer in the
scale space. Connected components are found inside this vol-
ume in order to extract the fundamental elements, namely peaks
(blue), pits (cyan), saddle ridges(red) and saddle valleys (yel-
low).
7. AFM BASED ICP REGISTRATION
In any 3D face processing, be it face recognition or expression
understanding, the registration of faces is a crucial step. ICP (It-
erative Closest Point) [10] and TPS (Thin Plate Spline) [11] are
the most frequently used 3D-to-3D registration methods. How-
ever, these methods perform satisfactorily only when the models
to be registered are very close to each other since these methods
are initialization dependent. Thus, a coarse registration is a must
before any further fine registration via ICP or TPS methods. And
this coarse registration is usually obtained by automatic land-
marking defined in the previous section.
Even though Iterative Closest Point algorithm has a high
computational cost, its ease of implementation and accurate end-
results make it a preferred method in the registration of 3D data.
The ICP method finds a dense correspondence between a test
surface and a gallery surface by transforming the test surface to
fit the gallery while minimizing the mean square error [10]. The
transformation is rigid, consisting of a translation and a rotation.
Because this transform with six degrees of freedom is nonlinear,
the error minimization problem has to be solved by means of
iterative methods.
The most accurate results obtained so far in the literature,
make use of a one-to-all registration in which a test shape is
aligned separately to each of the faces in the gallery and the test
face is compared to each gallery face separately. To overcome
the computational cost of one-to-all registration, in [21] it was
proposed to use an average face model (AFM). In the registra-
tion with AFM, a single registration of a test face is adequate to
align it with all the pre-registered faces in the gallery. Motivated
by this work on registration via AFM, in [22] it was proposed
to use multiple AFMs for different facial categories to increase
the accuracy of registration. Multiple AFMs can be achieved
either by manually grouping the faces into different categories
or by clustering them into classes in an unsupervised manner.
The latter approach is a more accurate one, in which the dis-
criminating facial properties existing in the dataset are acquired
automatically. Although this method was not used during eN-
TERFACE’07, it is particularly suited to the dataset because of
its many inherent variations. We will apply it in the future.
8. TESTING AND EVALUATION
The database of 3D face scans have been processed with condi-
tioning operations. In addition, they contain ground-truth land-
marks; hence they can potentially be used for testing in various
tasks such as face detection, automatic facial feature detection,
registration, face recognition and facial expression estimation.
During the eNTEFACE’07 project we have limited ourselves to
testing automatic landmarking and registration algorithms due
to time limitations. Work on other tasks will be completed in
the near future.
8.1. Landmarking Tests
For the comparative evaluation of landmark localizers, we have
used a normalized distance. We divided the localization error,
measured as Euclidean distance between the manually marked
and automatically estimated landmark positions by the inter-
ocular distance. A landmark is considered correctly detected
if its deviation from the true landmark position is less than a
given threshold, called the acceptance threshold. This thresh-
old itself is typically a percentage of the inter-ocular distance.
Curves obtained in this manner are used to present the success
of the algorithms (Fig. 19, 21 and 22).
For automatic landmarking tests, we chose 66 subjects that
possessed multiple frontal and neutral poses. The same subjects
were used for both training and testing. More specifically, we
trained our algorithms using one neutral frontal pose from each
subject, and then tested it using alternate neutral frontal poses,
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which were not used for training. In addition, we also tested the
landmarking on three difficult categories: one from action units
(open mouth, AU27), one from rotations (+20◦ yaw) and one
from occlusion scans (mouth occlusion).
8.1.1. Statistical Automatic Landmarking (SAL)
In the training step of Statistical Automatic Landmarking, neu-
tral poses of 40 subjects, in our 3D Face & Expression Database,
have been used. To evaluate the success of the Statistical Auto-
matic Landmarking algorithm, a test set has been prepared. The
testing set consists of:
• 20 subjects for neutral pose
• 20 subjects for neutral pose with glasses,
• 20 subjects for neural pose with eye or mouth occlusion.
According to test results, it is seen that results with the neutral
pose with occlusion is better (Fig. 19). Because of the statistical
nature of the algorithm, initial landmarking step is processed
similarly for all poses. In other words, occlusion in the pose
does not affect statistical initial landmarking. After statistical
initial landmarking, fine localization process corrects the mis-
placed feature points by using the depth map. In this step, a pose
with occlusion can be corrected more efficiently than a neutral
pose. Because there are several local minimas around the mouth
in the neutral pose and this decreases the efficiency of the fine
localization algorithm. Namely, mouth occlusion (by hand) pro-
vides to get rid off local minimas around mouth. As a result,
we can say that if the pose and the pose angles are stable, this
approach gives good results for the poses with occlusions.
Figure 19: Statistical Automatic Landmarking test results. Re-
sults for neutral pose, with mouth occlusion and with eye glasses
occlusion is shown in as green, red and blue curves respectively.
8.1.2. Robust 2D Landmarking (RL)
In this section, we presented results of our automatic landmark-
ing algorithm tested on eNTERFACE Database. We have used
68 samples with neutral poses as training set. For each sam-
ple, DCT coefficients of manually landmarked points were com-
puted and then, we trained an SVM classifier with these coeffi-
cients. In order to verify the robustness of proposed algorithm,
we tested our classifier on samples with different poses. The
testing set consists of:
• 12 subjects for rotation (+10◦ yaw rotation),
• 28 subjects for facial action unit (mouth stretch),
• 28 subjects for eye or mouth occlusion.
In Fig. 20, output of the algorithm is shown for some represent-
ing poses. As expected, the best results are obtained for neutral
poses. In Fig. 21, performance of the feature localizer versus
acceptance threshold is given for three testing set. According to
results, the proposed method is more robust to facial expressions
and occlusion rather than rotation.
Figure 20: Landmarking outcomes of the automatic feature lo-
calizer for neutral pose, yaw, rotation, mouth stretch and eye
occlusion, respectively from left to right.
Figure 21: Performance of 2D Landmarking. Red: pose with
expression, Blue: mouth or eye occlusion, Green: rotation.
8.1.3. Transformation Invariant 3D Feature Detection (TIFD)
In order to test the performance of the TIFD method on the eN-
TERFACE’07 scans we have made some of experiments. Be-
forehand, we have trained the system using 66 neutral scans
taken from 66 different people. By training, we mean extrac-
tion of a statistical model for the relations between the nodes,
namely the nose peak, the nose saddle and the eye pits by train-
ing a Gaussian Mixture Model [20]. During testing, the method
searches for a quarted of a peak, a saddle and two pits which are
statistically similar in terms of relative scale and relative orien-
tation to the trained model of neutral scans.
For testing, we have used three groups of scans. The first
group included the scans with the expression of mouth open-
ing. Since opening the mouth does not change the locations of
the four nodes or does not occlude them, the success rates were
very high. We have used 25 models of different people having
this expression. In Fig. 22, red curve depicts the success rate
for this experiment. By success rate, we mean the average suc-
cess among all feature points. If the difference between the four
points of the detected quartet and their four originally marked
points are below a threshold, the success is “one” for that model;
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otherwise it is zero. The success rate is calculated among 25
models as an average and taking different error thresholds for
success, the curve is depicted.
The second model group included the faces with poses where
faces are rotated by 20◦ around the y-axis (yaw rotation). In
this case, the right eye pit gets occluded. However TIFD al-
gorithm still detects a pit near that region, but as center of the
eye pit is occluded, the localization slightly fails. As expected,
the success rates for the posed faces deteriorate due to this phe-
nomenon. We have used 24 posed models of different people. In
Fig. 22, green curve depicts the success rate for this experiment.
Finally we have tested the algorithm on mouth occlusion.
Mouth occlusion profoundly distorts the geometry of the facial
surface. On the other hand, since we have searched for the nose
peak, nose saddle and the eye pits and since these regions are not
occluded; the success rates for landmarking on these types of
scans were very high. We have used 19 mouth occluded models
of different people. In Fig. 22, blue curve depicts the success
rate for this experiment.
Figure 22: Performance 3D feature detection results with
(TIFD). Plot red: action unit (open mouth, AU27), green: one
from rotations (+20◦ yaw) and one from blue: occlusion scans
(mouth occlusion).
8.2. Registration Tests
The ICP registration based on the use of an AFM can be summa-
rized as in Fig. 23, where a test face is registered to an AFM be-
fore a comparison with the gallery faces that have already been
aligned with the model.
The depth image of the AFM generated from the first neu-
tral samples belonging to each subject is given in Fig. 24 (a).
The construction algorithm proposed by [22] is based on initial
alignment by Procrustes analysis and fine registration by TPS
warping.
To explore the effect of pose and facial action variations on
3D face recognition, four different face subsets were used for
registration and classification simulations. One subset consisted
of faces with a pose variation of 10 degrees. Another one was
Figure 23: The AFM-based registration approach.
Figure 24: The AFM constructed from neutral samples of FR
database. (a) The depth image for the AFM, (b) the AFM with
the calculated landmarks. These landmarks will be used for ini-
tialization in the registration phase.
the subset of faces with “jaw drop” facial action unit. The other
face subset had faces with eye(s) occluded. To compare the ef-
fects of these different facial variations, a subset of neutral faces
was also used in simulations. The gallery set consisted also of
neutral faces (but different samples from the neutral test sub-
set). The set of landmarks used for the initial registration by
Procrustes analysis can be seen in Fig. 24 (b). The initialization
of faces with eye occlusion was handled with fewer landmark
points that existed in each face (excluding the eye corners for
the eye that was occluded by hand). The seven landmarks (inner
and outer eye corners, the nose tip and the mouth corners) were
also used for initialization before TPS warping that is used for
AFM construction.
Faces in each test subset and the gallery were registered to
the AFM by ICP. The registered faces were also cropped ac-
cording to the average model. A classification simulation was
performed based on point set distance (PSD), which is an ap-
proximation to the volume difference between faces after regis-
tration. Each test face was classified as the closest gallery face.
The recognition rates for various ranks are plotted in Fig. 25.
In Table 5, the rank-1 recognition rates for each face subset are
given.
It is claimed that by using 3D data instead of 2D, pose vari-
ations can be eliminated. The registration is the key method to
overcome the problems that will arise from pose changes. As
seen from these results, a small pose variation can be eliminated
by ICP registration. The slight drop in recognition performance
is due to more noisy data when acquiring data with pose rota-
tion: The nose occludes one side of the face; and the resulting
holes are patched by post-processing, resulting in noisy data.
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In the case of eye occlusion, the initial alignment was handled
with fewer landmark points that were available in each face.
Nevertheless the registration was successful. The low recog-
nition rates were caused by the use of PSD for classification.
It would be more appropriate to use a parts-based representa-
tion that eliminates the affect of the occluding hand. In the case
of mouth opening, the registration was affected a little, while
the movement of landmarks belonging to the mouth area also
caused a transform for the whole face. Also the rigid structure
of ICP is effective in this case. The test face will be aligned
as much as possible to the AFM, but the open-mouth form will
be kept. Therefore in PSD calculations, the mouth area will
augment the distance values, causing the ill-effect on classifica-
tion results. As in occlusion, a parts-based representation would
have been more appropriate.
Figure 25: The recognition rates for various ranks and for dif-
ferent subset simulations.
Pose Occlusion Facial
Neutral Rotation (Eye) Action
(10◦) (Jaw Drop)
Rank-1 97.06 94.12 26.47 44.12
EER 5.75 8.73 44.52 23.84
Table 5: The Rank-1 recognition rates and EER values for each
face subset
9. CONCLUSION AND FUTURE WORK
As future work, we would like to investigate automatic meth-
ods for refining and validating the quality of hand-labeled land-
marks. As with all human-produced annotations, the landmarks
positioned by the labelers are subject to variation. This raises the
issue of inter-rater agreement across different raters. We would
like to perform appropriate inter-rater comparison and develop
automated methods for refining rater input.
The 3D database created during this month-long project will
be a very valuable resource for our future work on expression
analysis. Including many AUs from FACS and also the six emo-
tions, this database encompasses a rich set of facial deforma-
tions. Existing research has focused on recognizing prototypical
expressions (e.g., the so called six basic emotions). Poses con-
taining various action unit combinations will help us extend the
scope of automatic facial expression analysis. As future work,
we intend to explore how wider range of expressions can be rec-
ognized using 3D surface data.
The present face database will be put to three different tests:
• 2D-3D Expression Understandings: 3D information can
also be combined with the corresponding 2D texture to
improve recognition. Moreover, this database can be very
useful for developing algorithms that use 2D images for
expression recognition. Most existing 2D systems per-
form well with frontal face images but fail under consid-
erable out of plane head rotations. We would like to find
ways of exploiting 3D information to develop pose in-
dependent systems. Consequently, we expect to advance
the state of art in automatic expression recognition using
our database.
• Automatic 2D-3D Landmarking: Facial feature point lo-
calization is an intermediate step for registration, face
recognition and facial expression analysis. Since cor-
rect localization directly affects the performance of the
face analysis algorithms, landmarking should be robust
with respect to changes in illumination, pose and occlu-
sions. Although there have been advances in automatic
2D/3D landmarking algorithms, there are still open prob-
lems. For example, existing algorithms generally work
well with frontal and neutral poses; but fail in poses with
rotation and facial expressions. We envision the 3D data-
base to be a useful resource in the course of developing
and testing 3D-aided 2D or 3D automatic landmarking
algorithms that can deal with variations due to pose, illu-
mination and occlusions.
• Registration: This database; including different poses,
expressions and occlusions for each subject, is a good
test case for registration of faces. The facial surfaces cor-
responding to different facial groups can be tested to ex-
amine the effect of registration of each facial surface dif-
ference. Also the multiple AFM-based registration ap-
proach from [22] can be adapted to the different groups
in this database.
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12. APPENDICES
12.1. Database design
• Database:
(Since the whole system may be composed of different
databases we’ll have a structure called database.)
– DBID: Primary Key that will be given by system
– DBName Folder - Mapping to the initial folder struc-
ture of the database
– StartDate - If the different databases evolve this
may be needed for date retrievals
– EndDate
– SessionNumber
• Subject:
– SubjectID: Primary Key that’ll be given by system
– Name:
– Middle Name:
– Surname:
– Birth date:
– Gender:
– Profession: Actor or a normal human
– Approval for Publication:
• SessionList:
– List ID: Primary key.
– List of the sessions of the database. It will be situ-
ated under the database folder and will hold all the
session list structure necessary to undertake ses-
sion architectures.
– Folder record path of related session.
• Session:
– SessionID: Primary Key that’ll be given by system
– SubjectID: Refers to the subject table. ( referential
integrity a subject have many sessions / 1-n map-
ping)
– Facial Hair: Yes / No If facial hair then Facial Hair
situation Beard, Mustache, beard + mustache Fa-
cial Hair Degree Degree: 1 ( Low ) - 2 ( Normal ) -
3 ( very Much )
– Hair: 0 ( No hair ) - 1 ( Normal ) - 2 ( Very Much )
– Earing: Yes/No
– Session Folder: Maps to the version folder where
all the session data are located.
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– SessionDate
– SessionCode
– RecordFolder: Name of the folder holding the records
of the session.
• Action Unit:
– AUID - primary key
– Code - Code of the action unit
– Explanation
– Image Path
– Video Path
• Records:
– RecordID: primary key
– SessionID Referential integrity for finding the owner
session.
– AUID ( The ID of the record that comes from Ac-
tion Unit Table)
– recordfile name of the corresponding record file
– Applicable or Not? The stored 3D image is not
proper.
12.2. XML Based Subject Table Example
<?xml v e r s i o n = ” 1 . 0 ” s t a n d a l o n e =” yes”?>
<NewDataSet>
<xs : schema i d =” NewDataSet ” xmlns =”” xmlns : xs =” h t t p
: / / www. w3 . org / 2 0 0 1 / XMLSchema” xmlns : msdata =” urn
: schemas−m i c r o s o f t−com : xml−msdata”>
<xs : e l e m e n t name=” NewDataSet ” msdata : I s D a t a S e t =” t r u e
” msdata : U s e C u r r e n t L o c a l e =” t r u e ”>
<xs : complexType>
<xs : c h o i c e minOccurs =”0” maxOccurs =” unbounded”>
<xs : e l e m e n t name=” S u b j e c t”>
<xs : complexType>
<xs : sequence>
<xs : e l e m e n t name=”ID ” t y p e =” xs : s h o r t ” minOccurs =”0”
/>
<xs : e l e m e n t name=”Code ” t y p e =” xs : s t r i n g ” minOccurs
=”0” />
<xs : e l e m e n t name=”Name” t y p e =” xs : s t r i n g ” minOccurs
=”0” />
<xs : e l e m e n t name=”SurName ” t y p e =” xs : s t r i n g ”
minOccurs =”0” />
<xs : e l e m e n t name=” MiddleName ” t y p e =” xs : s t r i n g ”
minOccurs =”0” />
<xs : e l e m e n t name=” B i r t h D a t e ” t y p e =” xs : da teTime ”
minOccurs =”0” />
<xs : e l e m e n t name=” Gender ” t y p e =” xs : s h o r t ” minOccurs
=”0” />
<xs : e l e m e n t name=” P r o f e s s i o n ” t y p e =” xs : s h o r t ”
minOccurs =”0” />
<xs : e l e m e n t name=” A p p r o v a l C o n d i t i o n ” t y p e =” xs :
b o o l e a n ” minOccurs =”0” />
</xs : sequence>
</xs : complexType>
</xs : e lement>
</xs : cho i ce>
</xs : complexType>
</xs : e lement>
</xs : schema>
<S u b j e c t>
<ID>0</ID>
<Code>S00001</Code>
<Name>Lale</Name>
<SurName>Akarun</SurName>
<MiddleName />
<B i r t h D a t e>2006−02−16T00 :00 :00+02:00< / B i r t h D a t e>
<Gender>0</Gender>
<P r o f e s s i o n >1</P r o f e s s i o n>
<A p p r o v a l C o n d i t i o n>t r u e </ A p p r o v a l C o n d i t i o n>
</ S u b j e c t>
<S u b j e c t>
<ID>1</ID>
<Code>S00002</Code>
<Name>I l k a y </Name>
<SurName>Ulusoy</SurName>
<MiddleName />
<B i r t h D a t e>2006−02−16T00 :00 :00+02:00< / B i r t h D a t e>
<Gender>0</Gender>
<P r o f e s s i o n >0</P r o f e s s i o n>
<A p p r o v a l C o n d i t i o n>t r u e </ A p p r o v a l C o n d i t i o n>
</ S u b j e c t>
</NewDataSet>
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