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Abstract
A k-dependent dominating set D in a graph G=(V; E) is a set which is both k-dependent
and dominating, where a set is k-dependent if the maximum degree of a vertex in the subgraph
〈D〉 induced by D is at most k, and a set D is dominating if every vertex not in D is adjacent
to at least one vertex in D. This paper introduces the concept of k-dependent domination and
establishes close relationships between k-dependent domination and the standard concepts of
domination and irredundance in graphs. Computational complexity questions corresponding to
the decision problems associated with k-dependent dominating sets and k-dependent irredundant
sets are also answered. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let G=(V; E) be a ;nite simple graph and let k be a non-negative integer. We follow
the notation of [9]. If S ⊆ V (G), then 〈S〉 will denote the subgraph induced by S. If H
is any subgraph of G and x∈V (H), then degH (x) will denote the number of neighbors
of vertex x in H and 
(H) will denote the maximum degree of a vertex in H . A set
S is said to be a dominating set if every vertex v not in S has at least one neighbor
in S. The minimum (maximum) cardinality of a minimal dominating set in G is the
domination number (upper domination number) of G and is denoted by (G) ((G)).
The condition which makes a dominating set minimal is that of being irredundant,
which was ;rst studied in [1]. If x∈X ⊆ V (G), let PN (x; X )=N [x] − N [X − {x}].
A set X is said to be irredundant if PN (x; X ) = ∅ for every vertex ∈X . A vertex
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in PN (x; X ) is called a private neighbor of x with respect to X . The minimum and
maximum cardinalities of a maximal irredundant set in G are denoted by ir(G) and
IR(G), respectively.
A set S is called k-dependent if 
(〈S〉)6 k. If 
(〈S〉)= 0 then we say that S is
an independent set. We let i(G) and 0(G) denote the minimum and maximum cardi-
nalities of a maximal independent set of vertices in G. Consistent with the approach
taken in this paper, these two numbers are more appropriately seen as the minimum
and maximum cardinalities of (minimal) independent dominating sets of G. Cockayne
et al. [1] were the ;rst to relate the six basic invariants of irredundance, domination
and independence for any graph G.
ir(G)6 (G)6 i(G)6 0(G)6(G)6 IR(G): (1)
A k-dependent dominating set D in G is a vertex subset which is both k-dependent
and dominating. Every graph has a k-dependent dominating set for any non-negative
integer k, since every maximal independent set is a (minimal) k-dependent dominating
set. Therefore, let k(G) denote the minimum cardinality of a k-dependent dominating
set of G. The maximum cardinality of a minimal k-dependent dominating set of G
is denoted by k(G). The concept of k-dependence was ;rst de;ned by Fink and
Jacobson in [6], and the invariant k(G) was introduced by the same authors in [7] as
i(k; 1;G). They were considering a model of domination (k-dependent-n-domination,
and so n would replace the 1 in i(k; 1;G)) in which every vertex outside the dominating
set is required to have at least n neighbors inside the set. In this paper we will be
considering ordinary domination and so will use the simpli;ed notation. They also
de;ned the k-dependence number of G to be the maximum cardinality k(G) of a set
of vertices which is k-dependent. It follows therefore that k(G)6 k(G).
In [4] Favaron furthered the study of k-dependent-n-dominating sets. In that pa-
per a k-dependent set was called (k + 1)-independent. In particular, ikn(G) and I
k
n (G)
denoted the minimum and maximum cardinalities of sets of vertices which are both
(k − 1)-dependent and n-dominating. There is no requirement that these sets be mini-
mal with respect to the two properties. However, for every graph G it follows directly
from the de;nitions that k(G)= ik+11 (G) and 
k(G)6 I k+11 (G). In addition, Favaron
de;ned ik(G) to be the minimum cardinality of a (k − 1)-dependent set in G which is
maximal with respect to inclusion. It follows immediately that k(G)6 ik+1(G).
2. Relationships between k-dependent domination parameters
In this section we will establish a re;nement of (1) by showing that a string of
invariants ;ts between the second and third and between the fourth and ;fth terms of
(1). In particular, we will prove that if G is a graph with maximum degree 
, then
(G)= 
(G)6 
−1(G)6 · · ·6 1(G)6 0(G)= i(G) (2)
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and
0(G)=0(G)61(G)6 · · ·6
−1(G)6
(G)=(G): (3)
In addition, we will derive bounds relating any two of the numbers in (2). As a result,
for cubic graphs we give a new upper bound on the independent domination number
in terms of the domination number.
Lemma 2.1. If D is a minimal k-dependent dominating set of G; then D is both a
minimal dominating set and a minimal (k + 1)-dependent dominating set of G.
Proof. Assume that D is a minimal k-dependent dominating set of G, and let x∈D.
Then D − {x} is not a k-dependent dominating set, yet 
(〈D − {x}〉)6
(〈D〉)6 k.
Thus it follows that D−{x} does not dominate G. Therefore, D is a minimal dominating
set of G, and D is clearly (k + 1)-dependent.
The next corollary follows immediately and, together with the observation that every
subset of V (G) is 
-dependent, veri;es (2) and (3).
Corollary 2.2. For every non-negative integer k and every graph G; k+1(G)6 k(G)
and k(G)6k+1(G):
Actually, more can be said about the values at the lower end of (2) and the upper
end of (3). Statement (i) of the next result is a special case of Theorem 1:2 of [4], and
statement (ii) follows from the observation that a minimal dominating set is irredundant
and so must be (
− 1)-dependent.
Theorem 2.3. Let G be a graph with maximum degree 
¿ 2: Then
(i) [4] (G)= 
−2(G); and
(ii) (G)=
−1(G):
Let H be the graph obtained by adding two vertices of degree one adjacent to each
vertex of K3: Then 
(H)= 4 and (H)= 2(H)= 3¡1(H)= 4: This shows that in
general the result in (i) above cannot be improved. The Cartesian product G=Km K2,
m¿ 3, is a graph of maximum degree 
=m for which it is straightforward to show
that 
−2(G)¡(G). That is, while the three lower values in (2) are equal, only the
largest two in (3) are necessarily equal. In fact for this graph
2= (G)= i(G)= 0(G)=1(G)= · · ·=
−2(G)¡
−1(G)=(G)=m:
In trying to gain a better understanding of (2) and (3) it would be helpful to know
how rapidly the values can increase. In addition, we would like to know which se-
quences of numbers can be achieved by some graph. Toward this end we ;rst establish
the following result.
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Theorem 2.4. If G is any connected graph with maximum degree 
 and r is an
integer such that 06 r6
− 3; where 
¿ 3; then
r(G)6max{r; (
− r − 1)(G)− (r + 1)(
− r − 2)}:
Proof. Let A be a minimum dominating set of G: If A is also r-dependent, then
r(G)= (G), and r(G)¿ (
− r − 1)(G)− (r + 1)(
− r − 2) if and only if r(G)
(
− r − 2)¡ (r + 1)(
− r − 2), that is, if and only if r(G)6 r:
Thus we assume 
(〈A〉)¿ r+1: Let x be a vertex in A such that deg〈A〉(x)¿ r+1:
Let Q=N (x) ∩ (V − A) and let P= {w∈Q|N (w) ∩ A= {x}}: Note that P is the
private neighborhood of x with respect to the minimal dominating set A and so P is
non-empty. Let R be a minimum r-dependent dominating set of the subgraph 〈P〉, and
let A′=(A− {x}) ∪ R. Observe that |R|6 |Q|6
− (r + 1).
It follows that the set A′ is a dominating set of G and 〈A′〉 has fewer vertices of
degree at least r+1 than does 〈A〉: Let B be a minimal dominating set of G such that
B ⊆ A′. Then
|B|6 |A′|= |A| − 1 + |R|= (G)− 1 + |R|6 (G) + 
− r − 2:
Note that all the vertices y of B such that deg〈B〉(y)¿ r + 1 are in A, and for such a
vertex deg〈B〉(y)= deg〈A−{x}〉(y). Continue to repeat the above (at most |A| − (r + 1)
times) with B in place of A until no more vertices of degree larger than r exist in the
minimal dominating set. The result is an r-dependent dominating set D, and so
r(G)6 |D|6 (G) + (|A| − (r + 1))(
− r − 2)
= (
− r − 1)(G)− (r + 1)(
− r − 2):
We now establish a relationship between any two consecutive terms of (2).
Theorem 2.5. For any graph G of maximum degree 
 and any r such that 06 r6

− 3; r(G)6 ((
− r)=2)r+1(G):
Proof. Let A be a r+1-set of G. If A is r-dependent, then r+1(G)= r(G) and the
conclusion holds with strict inequality since 
 − r¿ 3: If A is not r-dependent, let
X be the set of vertices x in A such that deg〈A〉(x)= r + 1 and let Y be a maximum
independent set of 〈X 〉: The set A − Y is r-dependent since every vertex of X − Y
has at least one of its r + 1 neighbors in Y: There are |Y |(r + 1) edges between Y
and A− Y , and since A is (r + 1)-dependent |Y |(r + 1)6 |A− Y |(r + 1). Thus |Y |6
|A|=2.
Let P=NV−A(Y )− NV−A(A− Y ) and let R be a minimum r-dependent dominating
set of 〈P〉: Then R dominates P and A−Y dominates V −P. Therefore, R∪(A−Y ) is a
dominating set of G which is also r-dependent since there are no edges between A−Y
and R. Note that |R|6 |P|6∑y∈Y deg〈V−A〉(y)6∑y∈Y (
−(r+1))= |Y |(
−r−1):
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Thus,
r(G)6 |A| − |Y |+ |R|6 |A| − |Y |+ |Y |(
− r − 1)
= |A|+ |Y |(
− r − 2)6 |A|+ |A|
2
(
− r − 2)
= |A|
(

− r
2
)
=
(

− r
2
)
r+1(G):
It is known that in the class of cubic graphs i(G) − (G) can be arbitrarily large
even if we assume G is 3-connected (cf. [2]). However, a special case of the above
theorem provides an upper bound for i(G) in terms of (G) when G has maximum
degree three. The complete bipartite graph K3;3 shows that this bound is sharp. In
fact, it can be shown that K3;3 is the only connected cubic graph achieving the upper
bound.
Corollary 2.6. For any graph G with maximum degree 
=3; i(G)6 32(G):
Theorem 2.7. For any graph G with maximum degree 
¿ 4; i(G)6 (
=2)2(G) if

6 6; and i(G)6 ((2
− 3)=3)2(G) if 
¿ 7:
Proof. Let A be a minimum 2-dependent dominating set of G, let X be a maximum
independent set of 〈A〉 and let Y =A − X . The subgraph 〈A〉 consists of s compo-
nents which are isolated vertices, paths and cycles. For each such component Ai, let
Xi =X ∩ Ai and let Yi =Y ∩ Ai =Ai − Xi: Let P=NV−A(Y ) − NV−A(X ) and let R be
a maximum independent set of 〈P〉. The independent set Z =X ∪ R dominates G and
hence i(G)6 |Z |: We have
|R|6 |P|6
∑
y∈Y
degV−A(y)=
s∑
i=1
∑
y∈Yi
degV−A(y)=
s∑
i=1
%i;
where %i =
∑
y∈Yi degV−A(y): Note that degV−A(y)6
−degA(y) and degA(y)¿ 1 for
every y∈Y . Hence |Z |= |X |+ |R|6∑si=1 (|Ai| − |Yi|+ %i): Let &i = |Ai| − |Yi|+ %i:
If |Ai|=1, then |Yi|= %i =0 and &i = |Ai|=16
=2|Ai|: If Ai is a path of odd order,
then each of the |Ai| − 1=2 vertices of Yi has degree two in 〈A〉, %i6 |Yi|(
− 2) and
&i6 (|Ai|+ 1)=2 + (
− 2)(|Ai| − 1)=2= (
− 1)|Ai|=2− (
− 3)=2¡
|Ai|=2: If Ai is
a path of even order, then Yi consists of |Ai|=2− 1 vertices of degree two in 〈A〉 and
one vertex of degree one in 〈A〉. Hence &i6 |Ai|=2+ (
− 2)((|Ai|=2)− 1)+ (
− 1)=
((
− 1)|Ai|=2)+16
|Ai|=2: If Ai is an even cycle, then Yi consists of |Ai|=2 vertices
of degree two in 〈A〉, and &i6 |Ai|=2+ |Ai|(
−2)=2= |Ai|(
−1)=2¡
=2|Ai|: Finally,
if Ai is an odd cycle, then each of the (|Ai|+1)=2 vertices of Yi has degree two in 〈A〉,
and &i6 (|Ai|−1)=2+(|Ai|+1)(
−2)=2= (
−1)|Ai|=2+(
−3)=26 (2
−3)|Ai|=3,
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since |Ai|¿ 3: Therefore, in all cases &i6max{
=2; (2
− 3)=3}|Ai|, and so
i(G)6 |Z |6
s∑
i=1
&i6
s∑
i=1
max
{


2
;
2
− 3
3
}
|Ai|
= max
{


2
;
2
− 3
3
}
|A|=max
{


2
;
2
− 3
3
}
2(G):
For a graph of maximum degree 
=4, the above theorem gives a relationship
between the domination number and the independent domination number. This rela-
tionship follows since for such a graph, = 
−2 = 2:
Corollary 2.8. For any graph G with maximum degree 
=4; i(G)6 2(G):
3. k-dependent irredundance
The notion of a subset of vertices of a graph being irredundant was ;rst conceived
by not requiring the set to be dominating but satisfying the condition which must be
true in order for a dominating set to be a minimal dominating set. If we take the same
approach to minimal k-dependent dominating sets we get the following de;nition. A
subset M ⊆ V (G) is called a k-dependent irredundant set if M is both k-dependent and
irredundant. Such a set is a maximal k-dependent irredundant set if no proper superset
of M is k-dependent irredundant. That is, a k-dependent irredundant set M is maximal
k-dependent irredundant if for every T such that M ⊂ T , either 
(〈T 〉)¿k or T is
not irredundant. We note that each of the properties k-dependent and irredundant is
hereditary, and so to show that a k-dependent irredundant set M is maximal, it suHces
to prove that M ∪ {x} is not k-dependent irredundant for every x∈V (G)−M .
For an integer k such that 06 k6
(G), we de;ne the k-dependent irredundance
number to be the maximum cardinality of a k-dependent irredundant vertex set in
G. This number is denoted by IRk(G): The lower k-dependent irredundance number
irk(G) is the minimum cardinality of a maximal k-dependent irredundant set in G. The
relationships
irk(G)6 k(G) and k(G)6 IRk(G) (4)
follow immediately from the following lemma. The lemma is proved by observing that
a minimal k-dependent dominating set D is k-dependent, and by Lemma 2.1 is also a
minimal dominating set. Thus D is a maximal irredundant set and hence is a maximal
k-dependent irredundant set.
Lemma 3.1. Every minimal k-dependent dominating set in a graph G is also a max-
imal k-dependent irredundant set in G.
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Lemma 3.2. A set M ⊆ V (G) is a maximal 0-dependent irredundant set if and only if
M is a maximal independent set. If G has maximum degree 
¿ 1; then the collection
of maximal irredundant sets in G coincides with the collection of maximal (
− 1)-
dependent irredundant sets.
Thus, when k =0 we see that the k-dependent domination and irredundance parame-
ters coincide with the usual independent domination numbers. In addition, for k =
−1
the k-dependent irredundance numbers are the usual irredundance numbers.
Corollary 3.3. For any graph G of maximum degree 
;
(i) ir0(G)= i(G)= 0(G);
(ii) 0(G)=0(G)= IR0(G);
(iii) ir(G)= ir
−1(G)= ir
(G) and
(iv) IR(G)= IR
−1(G)= IR
(G).
Let G be a graph with maximum degree 
, and let 06 r ¡ s6
− 1: If M is an
r-dependent irredundant set with |M |= IRr(G), then M is also s-dependent irredundant.
The next result follows immediately.
Theorem 3.4. Let G be a graph and let r and s be integers such that 06 r ¡ s6

(G)− 1: Then IRr(G)6 IRs(G):
Thus, the sequence {IRk(G)}
(G)−1k=0 is always non-decreasing. The following example
shows that it can be strictly increasing. Let G=Kn K2, the Cartesian product of Kn and
K2, for n¿ 3. Let A= {v1; v2; : : : ; vn} and B= {w1; w2; : : : ; wn} be the two cliques of
order n with matching edges viwi for 16 i6 n: Then 
(G)= n, 0(G)= 2=1(G)=
2(G)= · · ·=n−2(G), and n−1(G)=(G)= n: For each r such that 16 r6 n− 1,
it can be shown that {v1; v2; : : : ; vr+1} is a maximum r-dependent irredundant set and
so IRr(G)= r + 1:
Consider, for example, the general situation for a graph G with 
(G)= 4 depicted
in Fig. 1. The arrows indicate the relationships between parameters. For example,
ir1(G)→ 1(G) means ir1(G)6 1(G):
Fig. 1 contains all the relationships that hold in general. That is, the sequence
{irk(G)}
(G)−1k=1 need not be a non-increasing sequence. In fact, even though (G)=

−1(G)= 
−2(G) always holds by Theorem 2.3 and ir(G)= ir
−1(G) by Corollary
3.3, it is not necessarily the case that ir
−1(G)= ir
−2(G) or even that ir
−1(G)6
ir
−2(G). The graph G in Fig. 2 has maximum degree 
=4, and ir1(G)= 3= ir2(G),
but ir(G)= ir3(G)= ir0(G)= 4: The set A= {1; 2; 3} is a maximal 2-dependent irre-
dundant set, but A is not a maximal 3-dependent irredundant set since vertex 11 can be
added to A without destroying the property of being irredundant. The lexicographically
;rst maximal 3-dependent irredundant set is {1; 4; 9; 12}.
However, the following theorem shows that the ratio irk+1(G)=irk(G) is bounded.
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Fig. 1. Relationships between parameters for G with maximum degree 4.
Fig. 2. A graph G for which ir2(G)¡ir3(G).
Theorem 3.5. For every graph G and for every non-negative integer k; irk+1(G)6
2irk(G):
Proof. Let I be a maximal k-dependent irredundant set of minimum cardinality. That
is, irk(G)= |I |: Let I1 be the set of vertices in I which have exactly k neighbors in
I , and let I2 = I − I1: Let A ⊆ V − I such that I ∪ A is a maximal (k + 1)-dependent
irredundant set. We establish the theorem by showing that |A|6 |I |, from which it
follows immediately that irk+1(G)6 2|I |=2irk(G):
Let A1 = {x∈A|N (x) ∩ I1 = ∅} and let A2 =A− A1: Let f :A1 → I1 be the function
de;ned as follows: for x∈A1 choose one vertex in N (x) ∩ I1 and denote it f(x): The
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function f is one-to-one since I ∪ A is (k + 1)-dependent. Thus, |A1|6 |I1|: Also, for
each z ∈ I2, degA2 (z)6 k+1, since I∪A is (k+1)-dependent. However, for each x∈A2,
the set I∪{x} is irredundant since I∪A is irredundant, and so I∪{x} is not k-dependent.
By the de;nitions of I1 and A2 it follows that degI (x)= degI2 (x)= k + 1: Thus, there
are (k + 1)|A2| edges between A2 and I2, and it follows that (k + 1)|A2|6 (k + 1)|I2|:
Thus, |A2|6 |I2| and so irk+1(G)6 2 irk(G):
Let k and p be any positive integers. For each vertex x of the clique Kk+1 add
a complete bipartite graph Kp;p and make all vertices of one of the color classes
adjacent to x. The resulting graph Gk has irk(Gk)= k + 1 (the vertices of the clique
are a maximal k-dependent irredundant set) and irk+1(Gk)= 2k+2. This class of graphs
of arbitrarily large order shows that the given relationship in Theorem 3.5 is tight.
4. Complexity of computing the k-dependent domination parameters
In this section we show that the decision problems corresponding to the following
parameters are all NP-complete: k(G), k(G), irk(G) and IRk(G). For each parameter,
we state the decision problem in the standard INSTANCE-QUESTION format of [8],
and indicate a polynomial time reduction which can be used to show that the decision
problem is NP-complete. We omit many of the subsequent proof details.
MINIMUM K-DEPENDENT DOMINATING SET (MKDS)
INSTANCE: A graph G=(V; E) and a positive integer t.
QUESTION: Does G have a k-dependent dominating set of cardinality at most t?
Theorem 4.1. MKDS is NP-complete.
Proof. We use the same reduction from the NP-complete problem 3SAT given on
p. 34 of [9] to show that MKDS is NP-complete.
Let C= {C1; C2; : : : ; Cm} be a collection of 3-term clauses in the boolean variables
X = {x1; x2; : : : ; xn}. From this instance (C; X ) of 3SAT we construct the following
graph G(C)= (V; E). For each i, 16 i6m, construct a vertex ci, and for each j,
16 j6 n, construct a triangle on the vertices xj; yj; Nxj. Finally, add an edge (ci; xj) if
xj ∈Ci, or an edge (ci; Nxj) if Nxj ∈Ci.
It is easy to see that C has a satisfying truth assignment if and only if G(C) has a
k-dependent dominating set of cardinality n.
UPPER K-DEPENDENT DOMINATING SET (UKDS)
INSTANCE: A graph G=(V; E) and a positive integer t.
QUESTION: Does G have a minimal k-dependent dominating set of cardinality
at least k?
Theorem 4.2. UKDS is NP-complete.
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Fig. 3. The graphs Hi and Bj .
Proof. Let C= {C1; C2; : : : ; Cm} be a collection of 3-term clauses in the boolean vari-
ables X = {x1; x2; : : : ; xn}. From this instance (C; X ) of 3SAT we construct the follow-
ing graph G. For each i, 16 i6m, let Hi be the graph of Fig. 3, and for each j,
16 j6 n, let Bj be a K4;4 labeled as in Fig. 3. In addition, G contains an edge joining
ci to xj1 if and only if xj ∈Ci and an edge joining ci to Nxj1 if and only if Nxj ∈Ci:
The following lemma completes the proof that UKDS is NP-complete.
Lemma 4.3. The instance (C; X ) of 3SAT has a satisfying truth assignment if and
only if G has a minimal 1-dependent dominating set of cardinality at least 4(m+ n):
Proof. Assume that f :X → {T; F} is a satisfying truth assignment for (C; X ). Let
D=
m⋃
i=1
{ui; vi; yi; zi} ∪

 ⋃
f(xj)=T
{xj1; xj2; xj3; xj4}

∪

 ⋃
f(xj)=F
{ Nxj1; Nxj2; Nxj3; Nxj4}

:
Since f is a satisfying truth assignment, every ci is dominated by either xj1 or Nxj1, for
some j. D is a minimal 1-dependent dominating set in G. Therefore, the existence of
a satisfying truth assignment for (C; X ) gives a minimal 1-dependent dominating set
of cardinality 4(m+ n).
Now, assume G has a minimal 1-dependent dominating set D such that |D|¿ 4(m+
n): Let Di =D∩V (Hi) and let D′j =D∩V (Bj): It is easy to see that for each j, |D′j|6 4
and for each i, |Di|6 4: It follows that |Di|=4= |D′j| for each 16 j6 n and each
16 i6m: Assume ;rst that ci ∈Di for some i. Note that Di must dominate wi, and
so D∩{wi; ui; vi; yi; zi} = ∅: If wi ∈Di, then |Di|=2, a contradiction. Thus, either |Di ∩
{ui; vi}|=1= |Di ∩{yi; zi}| or {ai; bi} ⊆ Di and |Di ∩{yi; zi}|=1 or {fi; gi} ⊆ Di and
|Di ∩ {ui; vi}|=1: In the ;rst of these cases it follows that |Di|=3, a contradiction. In
the last two cases PN (ci; D)∩V (Hi)= ∅: That is, ci must have some xj1 or some Nxj1 as
a private neighbor. But in either of these it follows that |D′j|6 3 and so |D|¡ 4(m+n),
a contradiction. Therefore, ci ∈ Di for any i. Assume that for some 16 r6m, Dr ∩
{ar; br; fr; gr} = ∅. We assume without loss of generality that ar ∈Dr: Since |Dr|=4,
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wr ∈ Dr . But now ar ∈Dr , D ∩ {ur; vr ; yr; zr} = ∅ and |Dr|=4 implies that Dr is not
irredundant in Hr . Thus, for every 16 i6m, it follows that Di does not dominate
ci. For each 16 j6 n, either D′j = {xj1; xj2; xj3; xj4} or D′j = { Nxj1; Nxj2; Nxj3; Nxj4}: Also,
for each 16 i6m, Di = {ui; vi; yi; zi}. Let f(xj)=T if xj1 ∈D, and let f(xj)=F if
Nxj1 ∈D. It follows that each clause Ci contains at least one literal that has been assigned
a truth value of T since the vertex ci is not dominated by Di but by some D′j:
MINIMUM MAXIMAL K-DEPENDENT IRREDUNDANT SET (MMKDIRS)
INSTANCE: A graph G=(V; E) and a positive integer t.
QUESTION: Does G have a maximal k-dependent irredundant set of cardinality
at most t?
Theorem 4.4. MMKDIRS is NP-complete; even for bipartite graphs.
Proof. Let k =1 (a similar reduction is possible for any k ¿ 1). Using a technique of
Hedetniemi et al. found in Chapter 9, p. 244 of [10], we construct a reduction from
the NP-complete problem Exact 3-Cover (X3C), as follows.
Let C= {C1; C2; : : : ; Cm} be a collection of 3-element subsets of a set X =
{x1; x2; : : : ; x3q}. From this instance (C; X ) of X3C we construct the following bipartite
graph G(C). For each i, 16 i6m, let Ti be a copy of the path P6, whose vertices are
labeled consecutively ci; di; ei; fi; gi; hi, and for each j, 16 j6 3q, let T ′j be a copy
of the path P4, whose vertices are labeled consecutively uj; vj; wj; xj. In addition, G
contains an edge joining ci to xj if and only if xj ∈Ci.
It can be shown that C contains an exact 3-cover of X if and only if G(C) has a
maximal 1-dependent irredundant set of cardinality at most 4q + 2m. We sketch the
proof of this claim.
Assume that C contains an Exact 3-Cover of X . Let S1 = {vj | 16 j6 3q}. Let
S2 =
⋃{gi; di}, where Ci is not in the Exact 3-Cover of X . Let S3 =⋃{ci; ei; hi}, where
Ci is in the Exact 3-Cover of X . Finally, let S = S1 ∪ S2 ∪ S3.
It can be shown that S is a maximal 1-dependent irredundant set of cardinality
4q+ 2m.
Conversely, let S be a maximal 1-dependent irredundant set of the graph G(C)
of cardinality at most 4q + 2m. It is easy to see that for every element xj ∈X , the
corresponding path with four vertices T ′j satis;es |S ∩ T ′j |¿ 1, and if |S ∩ T ′j |=1,
then the vertex xj must be adjacent to a vertex ci ∈ S. Also, for every subset Ci, the
corresponding path with six vertices Ti satis;es |S ∩ Ti|¿ 2, and if ci ∈ (S ∩ Ti), then,
in fact, |S ∩ Ti|¿ 3. From this it follows that |S|¿ 4q+2m, i.e. |S|=4q+2m, and C
must contain an Exact 3-Cover, de;ned by the set S ∩ {ci | 16 i6m}.
UPPER K-DEPENDENT IRREDUNDANT SET (UKDIRS)
INSTANCE: A graph G=(V; E) and a positive integer t.
QUESTION: Does G have a k-dependent irredundant set of cardinality at least t?
Theorem 4.5. UKDIRS is NP-complete.
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Proof. We use a reduction from the NP-complete problem INDEPENDENT SET, and
a construction used by Fellows et al. in [5], as follows. Given an instance of INDE-
PENDENT SET, i.e. a graph G=(V; E) and a positive integer t, construct the trestled
graph T2(G) in which to every edge uv∈E we add two paths of length three between
u and v.
It is shown in [5] that for any irredundant set S ′ in T2(G) there exists an independent
set S∗ in T2(G) for which |S ′|= |S∗|. It is easy to see that an arbitrary graph G of
size m (i.e. having m edges) has an independent set of cardinality at least t if and only
if the corresponding trestled graph T2(G) has an irredundant set of cardinality at least
t + 2m. But this means that T2(G) also has an independent set of cardinality at least
t + 2m, and this means that T2(G) has a k-dependent irredundant set of cardinality at
least t + 2m. Thus, G has an independent set of cardinality at least t if and only if
T2(G) has a k-dependent irredundant set of cardinality at least t + 2m.
The general questions of the existence of polynomial time algorithms for computing
the values of these k-dependent domination and irredundance numbers, when restricted
to such classes of graphs as trees, bipartite or chordal graphs, and subclasses of chordal
graphs such as permutation graphs and interval graphs, will be the subject of a subse-
quent paper, currently in progress.
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[3]
References
[1] E.J. Cockayne, S.T. Hedetniemi, D.J. Miller, Properties of hereditary hypergraphs and middle graphs,
Can. Math. Bull. 21 (1978) 461–468.
[2] E.J. Cockayne, C.M. Mynhardt, Independence and domination in 3-connected cubic graphs, J. Combin.
Math. Combin. Comput. 10 (1991) 173–182.
[3] O. Favaron, On a conjecture of Fink and Jacobson concerning k-domination and k-dependence,
J. Comb. Theory Ser. B 39 (1985) 101–102.
[4] O. Favaron, k-domination and k-independence in graphs, Ars Comb. 25C (1988) 159–167.
[5] M. Fellows, G. Fricke, S. Hedetniemi, D. Jacobs, The private neighbor cube, SIAM J. Discrete Math.
7 (1994) 41–47.
[6] J.F. Fink, M.S. Jacobson, n-domination in graphs. Graph Theory and Its Applications to Algorithms
and Computer Science, Wiley, New York, 1985, 283–300.
[7] J.F. Fink, M.S. Jacobson, On n-domination, n-dependence and forbidden subgraphs. Graph Theory and
Its Applications to Algorithms and Computer Science, Wiley, New York, 1985, 301–312.
[8] M.R. Garey, D.S. Johnson, Computers and Intractability: A Guide to the Theory of NP-Completeness,
Freeman, New York, 1979.
[9] T.W. Haynes, S.T. Hedetniemi, P.J. Slater, Fundamentals of Domination in Graphs, Monographs and
Textbooks in Pure and Applied Mathematics, Marcel Dekker Inc., New York, 1998.
[10] T.W. Haynes, S.T. Hedetniemi, P.J. Slater (Eds.), Domination in Graphs: Advanced Topics, Monographs
and Textbooks in Pure and Applied Mathematics, Marcel Dekker Inc., New York, 1998.
