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Abstract
The existence of a non-negative integer-valued invariant, called the Map–Jack invariant, for rooted maps
has been conjectured by Goulden and Jackson [I.P. Goulden, D.M. Jackson, Connection coefficients, match-
ings, maps and combinatorial conjectures for Jack symmetric functions, Trans. Amer. Math. Soc. 348 (1996)
873–892]. It has the defining property that, if it is marked by an indeterminate b, then the generating series
for rooted maps in locally orientable surfaces is a particular series, involving the Jack symmetric function
J
(b+1)
λ , that specialises to the generating series for rooted maps in orientable surfaces for b = 0 (and clearly
to all surfaces for b = 1). We propose a candidate Map–Jack invariant η that is determined by depth first
search and by the local topological effect of deleting edges from maps, and give results that support its
candidacy. In particular, we prove its correctness up to face partition. We also show how the algorithm
for determining η may be associated with the Jack symmetric functions. This is achieved by means of the
Laplace–Beltrami operator.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and a conjecture
The invariant of rooted maps considered in this paper is derived from a particular presentation
of the generating series for rooted maps in terms of Jack symmetric functions. We therefore begin
with a brief review of the salient aspects of both maps and Jack symmetric functions.
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A (topological) map m is an embedding of a graph G(m), loops and multiple edges allowed,
with vertices sent to points and edges sent to continuous paths (joining the images of the ver-
tices to which the edge is incident), into a closed surface S(m) without boundary (compact
2-manifold), such that the remainder of the surface has components each of which is homeo-
morphic to an open disk, called a face. The degree of a vertex or a face is the number of edges
with which it is incident, counting with respect to multiplicities. A partition λ is a non-increasing
sequence of non-negative integers (λi)i1 with a finite number of terms that are non-zero. The
face partition φ(m) and vertex partition ν(m) of a map m are the partitions obtained from the
degrees of the faces and vertices, respectively, of m. The number of edges of m is denoted by
n(m). A map is orientable if its surface is orientable, and is non-orientable if its surface is
non-orientable. We use Tutte’s convention [15] that locally orientable means either orientable or
non-orientable. A map is rooted by selecting a side and an end of an edge. The sets of orientable
and locally orientable rooted maps are denoted by O and L, respectively. The subsets of O and
L of maps m with face partition φ and vertex partition ν are denoted by Oφ,ν and Lφ,ν , and
their cardinalities by oφ,ν and lφ,ν . It will also be convenient to work with a purely combinatorial
presentation of a map. We shall call the combinatorial presentation a combinatorial map, and
this is defined in Section 2.
It is occasionally convenient to write λ as (· · ·2m2(λ)1m1(λ)), where mj(λ) is the multiplicity
of j in λ. For λ, its length (λ) is the number of positive parts it has and its weight |λ| is the
sum of its parts. If the weight of λ is n we say that λ is a partition of n, and write λ  n.
Lexicographic order is denoted by  (so that (12) (2)). The monomial symmetric function mλ
at x = (x1, x2, . . .) is mλ(x) =∑π ∏i1 xπii where the sum is over all distinct permutations π of
the partition λ and the power sum symmetric function pλ = pλ1pλ2 · · · is determined by pj (x) =∑
i1 x
j
i . Monomial and power sum symmetric functions each provide a basis for the ring Λ
of symmetric functions. Thus the power sums pj are algebraically independent, so any function
from {pj } to a ring extends to a homomorphism from Λ to the ring. An inner product 〈·,·〉α is
defined on Λ by 〈pλ,pλ〉α = α(λ)∏i imi(λ)mi(λ)! and 〈pλ,pμ〉α = 0 if λ = μ. Jack symmetric
functions J (α)λ are characterised by the following three properties:
(1) 〈J (α)λ , J (α)μ 〉α = 0 if λ = μ,
(2) [mλ]J (α)μ = 0 if λ  μ, and
(3) [m(1n)]J (α)μ = n! if μ  n (when a basis containing y is clear from context, the notation [y]f
indicates the coefficient of y in f ).
Jack symmetric functions of degree 4 or less are given in Appendix A.
1.2. A conjectured Map–Jack invariant η and the main result
Jackson and Goulden [3] introduced the Map–Jack coefficient ψ(α)φ,ν ∈ Q(α), which is defined
by Ψ (α) =∑n0∑φ,ν2n ψ(α)φ,νpφ(x)pν(y)zn where
Ψ (α) = 2αz ∂
∂z
log
∑
zn
[
p(2n)(z)
]∑ J (α)λ (x)J (α)λ (y)J (α)λ (z)
〈J (α), J (α)〉α
. (1.1)
n0 λ λ λ
432 D.R.L. Brown, D.M. Jackson / Journal of Combinatorial Theory, Series B 97 (2007) 430–452They showed that oφ,ν = ψ(1)φ,ν and lφ,ν = ψ(2)φ,ν and then asked whether α has combinatorial
significance in the generic case. Positive evidence that it may is provided by computing the
explicit expressions for ψ(b+1)φ,ν for φ,ν of small weight (see Appendix B or [2,3]) directly from
Ψ (b+1), for these are seen to be polynomials in b with non-negative integer coefficients. These
observations prompted the following.
Conjecture 1.1 (Map–Jack conjecture [3]). There exists an invariant ϑ of rooted locally ori-
entable maps such that
(i) ϑ(m) ∈ N,
(ii) ϑ(m) = 0 if and only if m is orientable,
(iii) ψ(b+1)φ,ν =
∑
m∈Lφ,ν b
ϑ(m)
, and
(iv) ϑ has a natural combinatorial definition.
A Map–Jack invariant is a function ϑ that satisfies Conjecture 1.1.
The main result of this paper is the formulation of an algorithm for computing an invariant η
of rooted maps that we conjecture to be a Map–Jack invariant. This has been verified for all maps
with at most four edges.
Map–Jack invariants also arise in geometry. The virtual Euler characteristics for the moduli
spaces of real and complex algebraic curves can be expressed as a function of b, where b = 1 for
the real case and b = 0 for the complex case [4]. This function is obtained from cell decomposi-
tions of the moduli spaces, and involves an alternating weighted sum of the number of monopoles
(maps with exactly one vertex), with a prescribed number of edges and faces in locally orientable
surfaces, in the real case, and in orientable surfaces, in the complex case. The lifting from rooted
monopoles to the moduli spaces is well understood, so the conjectured existence of Map–Jack
invariants suggests that b also has a natural interpretation. This leads to a natural (and potential
geometrically important) question: what is the geometrical meaning of the coefficients of the
powers of b? For example, we suspect that a knowledge of η may induce, through lifting, a geo-
metrically meaningful construction in the moduli space of real curves. For further discussion, the
reader is directed to [4].
1.3. Organisation of the paper
Section 2 provides the background on the combinatorialisation of maps and gives the back-
ground needed for the definition of η. Section 3 defines the conjectured Map–Jack invariant η
and shows that it is dependent upon rooting. Evidence supporting η as a Map–Jack invariant
is also given. Section 4 shows how the definition of η is associated with Jack symmetric func-
tions, thereby providing further evidence that η is a Map–Jack invariant. The results and their
impact on η are summarised in Section 5. The appendices contain expansions of Jack symmetric
functions computed using the SF package of Stembridge [13].
2. Combinatorial definitions for maps
We begin by recalling a combinatorial definition of a rooted map and some aspects of the
topological definition of a map. For further information, the reader is directed to [5,15]. We
also introduce the definitions of a submap and a directed map, which are used in the defin-
ition of the invariant η. The combinatorial definition of a map is used throughout this paper
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ing them. It will be useful to use m to indicate both a (topological) map and the corresponding
combinatorial map. The distinction between these will be resolved in each instance by the con-
text.
2.1. Rooted maps, combinatorial maps and orientability
Let X be a finite, totally ordered set of even cardinality. The cycle type of a permutation
π : X → X is the partition formed by the lengths of the disjoint cycles (orbits) of π . Let M(X)
be the set of matchings on X, these are fixed-point free involutions. The following definition is
an adaptation of a definition by Tutte [15].
Definition 2.1 (Premap, combinatorial map, rooted map, [3]). An ordered triple (μ1,μ2,μ3) ∈
M(X)3 is a premap on X if μ1μ3 ∈ M(X). The premap m = (μ1,μ2,μ3) is a (combinatorial)
map if the group 〈μ1,μ2,μ3〉 acts transitively on X. The pair (m, r) is a rooted (combinatorial)
map if m is a (combinatorial) map and r ∈ X, and r is called the root.
The elements of X are positions associated with a premap on X. We may think of them as
points attached to each side of each end of an edge, so |X| = 4n(m). The matchings μ1,μ2
and μ3 are the face-move, edge-move, and vertex-move matchings, respectively. An orbit of
〈μ2,μ3〉, 〈μ3,μ1〉, and 〈μ1,μ2〉 is a (combinatorial) face, (combinatorial) edge, and (combi-
natorial) vertex, respectively. Each combinatorial edge is a four element subset of X. The degree
of a combinatorial face or vertex is half its cardinality as an orbit of X. Invariants φ(m), ν(m)
are defined by analogy with topological maps. If Z is an orbit of 〈μ1,μ2,μ3〉, then the premap
(μ1|Z,μ2|Z,μ3|Z), where μi |Z is the restriction of the function μi to the domain Z, is a con-
nected component of the premap m, and is a map on Z.
Associated with each premap m is a graph Γ (m), the matchings graph [3], whose vertex
set is X and edge set is a multi-set {{x,μk(x)}: x < μk(x), k = 1, . . . ,3, x ∈ X} (there may
be multiple edges). The graph Γ (m) is vertex-3-regular and its edges have a natural colouring
specified by the indices of μk .
An isomorphism between a premap (μ1,μ2,μ3) on X and a premap (μ′1,μ′2,μ′3) on X′ is
a bijection ξ :X → X′ such that ξ ◦ μk = μ′k ◦ ξ for 1  k  3, and an isomorphism between
rooted maps has the further condition that ξ(r) = r ′.
A locally orientable surface [15] is a compact 2-manifold. Associated with any combinatorial
map m is a topological map M(m) which is a 2-cell embedding of the underlying graph G(m)
in the underlying surface S(m) of m. The surface S(m) may be obtained by sewing discs to cy-
cles of the matchings graph Γ (m) that are bicoloured in the natural colouring. A bijection, up
to isomorphism, between topological maps and combinatorial maps, is given by a result some-
times known as the Embedding Theorem [5,15]. Since combinatorial faces, edges and vertices
correspond to topological faces, edges and vertices, the modifiers topological and combinato-
rial for the terms map, face, edge and vertex can henceforth be omitted when implied by the
context.
Up to homeomorphism, two parameters, the Euler characteristic χ ∈ Z and orientability, de-
termine locally orientable surfaces. Every orientable surface is homeomorphic to a sphere with
g handles for some integer g  0, the genus, and the Euler characteristic for this surface is
χ = 2 − 2g. Every non-orientable surface is homeomorphic to a real projective plane with g
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orientability of a map m are defined to be that of S(m). Thus, by the Euler–Poincaré formula,
χ(m) = (φ(m))− n(m)+ (ν(m)).
It is easily seen that the underlying surface S(m) is orientable if and only if the matchings graph
Γ (m) is bipartite.
2.2. Submaps
The notion of a submap is required in the definition of the invariants η and β . A ribbon graph
is a topological map with a hole punctured in each face. The map can be reconstructed from the
ribbon graph by sewing disks onto the boundaries of the holes. Any connected subgraph G′ of
the underlying graph G = G(m) induces a ribbon graph, which is obtained by taking the ribbon
graph of m and deleting the disks and ribbons corresponding to vertices and edges, respectively,
that do not belong to G′. The map reconstructed from the ribbon graph of G′ by sewing disks into
the holes is the submap s of m induced by the subgraph G′ of G(m). A map m and its submap s
need not have homeomorphic surfaces.
Although all submaps of an orientable map are orientable, a non-orientable map can have an
orientable submap. Indeed, as we shall see, the invariants η and β depend on the orientability of
certain submaps of a non-orientable map.
If e is an edge of m and the graph G(m) − e is connected, let m − e be the submap of m
containing all the edges of m but the edge e. If G(m) − e is not connected, then it has two com-
ponents. In this case, let m− e be the pair of submaps of m corresponding to the two components
of G(m)− e.
2.3. Directed maps
A directed map d is a map, together with the following additional information: each edge is
assigned a direction, each edge is assigned a label from Nn = {1,2, . . . , n}, and each vertex is
assigned a local orientation. The edge with label i is denoted by ei . The set of all directed maps
is denoted by D.
An edge preserves or reverses local orientations according to whether the local orientation
at one end of the edge can be extended along the length the edge to the other end and be con-
sistent with the local orientation there. In other words, the edge preserves local orientation if a
neighbourhood of the edge has an orientation consistent with the local orientation at each ver-
tex incident to the edge. The left map in Fig. 5(c) has one edge that preserves local orientation,
whereas the edge in the right map reverses local orientation.
A directed map is oriented if all its edges preserve local orientations. If two directed maps
differ only by their vertex orientations, then one is a re-orientation of the other. A directed map d
is orientable if it has an oriented re-orientation, and such a re-orientation is a global orientation.
A directed map is orientable if and only if it is orientable as combinatorial map. An orientable
directed map has exactly two global orientations.
When we encounter a map m whose n edges are labelled with elements from a set S of
positive integers different from Nn, but the map m otherwise meets the conditions for being a
directed map, it will be useful to transform m into a directed map in a canonical way. The typical
example is a submap s of a directed map d where s is not strictly a directed map. The canonical
transformation for these maps is to relabel the edges with labels from Nn in the same increasing
order as the edge labels in S = {i1, . . . , in} so that ij 
→ j .
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The invariant η is defined by
η = β ◦ δ, (3.1)
where the functions β and δ are defined by algorithms in Sections 3.1 and 3.2, respectively, that
act on maps. An additivity property of η is given in Section 3.4 and evidence supporting the
conjecture that η is a Map–Jack invariant is given in Section 3.5.
3.1. The invariant β of directed maps
Let d ∈ D be a directed map, with n  2 edges e1, e2, . . . , en. If d − en is a directed map,
let d′ = d − en. Otherwise, d − en has two components which, with re-indexing of edge labels,
become two directed maps d1 and d2 where d1 is the relabelling of the submap of d containing
edge e1. Let d′ = (d1,d2) in this case. If n = 1, let d′ = ∅. We classify directed maps d into
deletion types, defined below, according to the relationship between d and d′.
Definition 3.1 (Deletion type). Let d ∈ D be a directed map with n edges. The deletion type of
the directed map d is determined by the following exhaustive case analysis:
(1) If n = 1, and:
(a) If d has one vertex, and:
(i) is orientable, then d has loop deletion type.
(ii) is non-orientable, then d has cross-loop deletion type.
(b) If d has two vertices, then d has link deletion type.
(2) If n > 1, and:
(a) If there is a vertex of degree 1 incident to the edge en, then d has leaf deletion type.
(b) If en is not incident to a vertex of degree 1, and:
(i) If the ends of en are incident to two different faces in d′, and:
(A) If d′ has two components, then d has bridge deletion type.
(B) If d′ has one component, and:
• If d′ is orientable, and:
– If d is orientable, then d has handle deletion type.
– If d is non-orientable, then d has cross-handle deletion type.
• If d′ is non-orientable, and:
– If local orientation in d is preserved by en, then d has handle deletion type.
– If local orientation in d is reversed by en, then d has cross-handle deletion
type.
(ii) If both ends of en are incident to the same face in d′, and:
(A) If en is incident with two faces in d, then d has border deletion type.
(B) If en is incident with one face in d, then the d has cross-border deletion type.
Directed maps d of each of these nine deletion types are given in Table 1. (The last column
in the table relates to the partial differential equation (4.3) and is to be ignored for the moment.)
Some conventions used to illustrate directed maps in Table 1 and elsewhere are as follows. Local
orientation at a vertex is indicated using a dotted arc with an arrow. Edge direction is indicated
with an arrow in the centre of the edge. Edges are labelled in the obvious fashion. The surface
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Examples of the nine deletion types and their contribution to ∂D
∂z
in (4.3)
Deletion type Example d (en bold) Corresponding d− en Contribution to (4.3)
Loop ∅ p21v
Cross-loop ∅ bp2v
Link ∅ 2p2v2
Leaf
∑
i1 4ipi+2v ∂D∂pi
Border
∑
i,j1(i + j − 2)pipj ∂D∂pi+j−2
Cross-border
∑
i,j1 b(i + j − 2)pi+j ∂D∂pi+j−2
Handle
∑
i,j1 ijpi+j+2 ∂
2D
∂pi∂pj
Cross-handle
∑
i,j1 bijpi+j+2 ∂
2D
∂pi∂pj
Bridge
⎛
⎜⎝
⎞
⎟⎠ ∑i,j1 2ijpi+j+2 ∂D∂pi ∂D∂pj
is indicated with dashed line polygon or circle. The plane (or sphere) is indicated with a square
without arrows. The projective plane is indicated with a circle, with two arrows placed diametri-
cally opposite in the same direction to indicate that diametrically opposite points on the circle are
to be identified. The torus is indicated with a square, with two pairs of parallel identical arrows
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torus, except that one pair of sides are to identified in the opposite order.
Note that, in all but the loop type and the border type, en is an isthmus, that is, both sides
of en are incident to a single face (see Table 1). Let the deletion type of en be that of d. Let the
deletion type of a general edge ei of d be defined inductively as the deletion type of ei as an edge
of d′ = d − en. (If d′ has two components d1,d2, then the deletion type of ei in d is the deletion
type of the re-labelling of ei in dj .)
Definition 3.2. The invariant β : D → N is defined such that β(d) is the number of edges whose
deletion type is cross-loop, cross-border, or cross-handle.
Clearly, d is orientable if and only if β(d) = 0. Contrapositively, β(d) 1 if and only if d is
non-orientable. An upper bound on β is given by the following lemma.
Lemma 3.3. Let d be a directed map. Then β(d) 2 − χ(d) where χ(d) is the Euler character-
istic of d.
Proof. Assume that d has f faces, n edges, and v vertices. Each of the n edges of d falls into
one of the nine deletion types. The deletion of the edges from d may disconnect d. Let Ci be
the union of the set of directed maps obtained by canonically re-labelling the component maps
of the premap d ↓{e1,...,ei } and a set of edgeless directed maps, one such edgeless map for each
vertex of d not incident to any edge in {e1, . . . , ei}. Let fi and ci be the total number of faces and
components, respectively, in the collection Ci . Each edgeless directed map contributes one face
and one component. Let ki = fi − ci . Then k0 = f0 − c0 = n− n = 0 and kn = fn − cn = f − 1.
Let gi = ki − ki−1. Then f − 1 = g1 + · · · + gn. The effect on number of faces and components
implies
gi =
⎧⎨
⎩
1 if ei is a loop or border,
0 if ei is a leaf, link, bridge, cross-loop, or cross-border,
−1 if ei is a handle, cross-handle.
Thus the number of loops and borders is at least f − 1. Also, as there are v vertices and the tree
edges (links, leaves and bridges) of d form a spanning subgraph, there are v − 1 tree edges. Thus
the number of links, leaves, loops, borders, and bridges is at least (v − 1) + (f − 1), leaving at
most n− (v − 1)− (f − 1) = 2 −χ edges for cross-loops, cross-borders and cross-handles. 
3.2. The function δ
We define the function δ :L → D from rooted to directed maps in two stages, by first defining
a canonical rooted map by means of a canonical isomorphism (labelling) from any rooted map to
a canonical rooted map, and then defining a canonical directed map associated with a canonical
rooted map. Walsh and Lehman [9,10,16] use a similar method to canonically encode rooted
orientable maps.
In terms of the topological map, the algorithm acts as follows. Once the algorithm visits
a position of a vertex for the first time, it alternately steps by μ1 and μ2, cycling around the
vertex. Then it backtracks, if needed, until it can step by μ3 to an unvisited position, which
must necessarily belong to an unvisited vertex. During backtracking, the algorithm might need
to move to different vertices. A forward step by μ3 from x to y is a move along the side of a
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Fig. 2. The five canonical directed maps in δ(L(4),(4)).
face. A new vertex is encountered at y. Then the algorithm cycles around the new vertex, ending
at z = μ2(y). Note that z belongs to the same face containing both y and x. If w = μ3(z) is
unvisited, the algorithm moves to w along the side of this face. Thus the algorithm visits the
vertices incident to this face in cyclic order until an already visited vertex is encountered. The
first position visited is the root vertex, which is assigned label 1. Each new position visited gets
assigned the next available label. This algorithm is depth first search performed on the matchings
graph of the map, using the matching indices as priorities for searching.
We say that an edge of a map is exhausted by the depth first algorithm once all four positions
in the edge have been visited. In the canonical directed map, the labels of the edges are deter-
mined in the order in which they are exhausted by the canonical labelling algorithm. The local
orientation of a vertex is determined by the order that algorithm visits the positions at the vertex.
An edge is directed from the first end visited to the last end visited.
The five maps in L(4),(4) have just one vertex and are given in Fig. 1. (The little arrows in the
face indicate the location of the root position.) The step μ3 is not used and thus the actions of the
canonical labelling algorithm is very simple. The canonical directed maps associated with the
five rooted maps of L(4),(4) are given in Fig. 2.
3.3. The dependence of η on rooting
We show by a small example that ϑ (and therefore η) necessarily depends on rooting. Direct
calculation of the generating series ψ(b+1)(4),(4) for L(4),(4) with (1.1) and Jack symmetric functions in
Appendix A gives ψ(b+1)(4),(4) = 3b2 +b+1. Details of the calculation are given in Appendix A. Thus
the values that a Map–Jack invariant ϑ takes on the set L(4),(4) of five rooted maps a,b, c,d, e
given in Fig. 1 are 2, 1 and 0, occurring with multiplicities 3, 1 and 1, respectively. The underlying
surface of a is the torus, which is orientable, so ϑ(a) = 0. The underlying surface of each of
b, c,d, e is the Klein bottle, which is non-orientable, so ϑ takes the values 2 on three of the four
maps and 1 on the remaining map. Suppose that ϑ does not depend on the rooting of a map.
The rooted maps b and c differ only by their rooting, as do d and e. Thus the supposition implies
ϑ(b) = ϑ(c) and ϑ(d) = ϑ(e). Hence the values ϑ(b) and ϑ(d) both have multiplicity at least 2.
There is only value with multiplicity at least 2, so the values ϑ(b) and ϑ(d) are the same. But
then ϑ(b) has multiplicity at least 4, which is not possible since the highest multiplicity is 3.
Thus a Map–Jack invariant ϑ depends on the rooting of a map.
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Fig. 4. An unrooted map u∗ for which β and η act differently.
Table 2
The deletion types of e1 and e2
m e1 β(δ(m)− e1) e2 η(m)
a loop 0 handle 0
b cross-loop 1 cross-border 2
c cross-loop 1 cross-border 2
d cross-loop 1 cross-border 2
e loop 0 cross-handle 1
3.4. Examples and an additivity property of η
In this section, we complete the calculations of η on L(4),(4), and prove an additive property
of η. We also provide evidence supporting the conjecture that η is a Map–Jack invariant.
We begin with an example of the calculation of η on the five maps in L(4),(4). The application
of δ is given in Fig. 2. The five maps resulting from deletion of e2 are given in Fig. 3. The
subsequent application of β in two steps and the final results are given in Table 2.
The unrooted map u∗ in Fig. 4 is a counterexample to the hypothesis that, for each unrooted
map u, the generating series for directings of u with b marking β is an integer multiple of the
generating series for rootings of u with b marking η. The unrooted map u∗ has two rootings, and
for each rooting η is three. But some directings have β equal to three and others have two.
The following is an additivity property of η. A (topological) map m is separable if a closed
curve in the surface passes once through a single vertex and face, and also separates the surface
into two components each containing edges of m. A (non-separable) block of m is a non-
separable submap maximal with respect to the subset of edges of m. Each edge of m belongs
to a unique block of a map m. The blocks of a map are not necessarily the submaps induced
by the block of the underlying graph: the map a in Fig. 1(a) has one block while its underlying
graph has two blocks. A block b of a rooted map m is a rooted map that is a block of m as a
combinatorial map with a root at the position whose canonical label in m is minimal in b.
Theorem 3.4. [2] Let m be a rooted map and let its blocks be b1,b2, . . . ,bc . Then η(m) =
η(b1)+ η(b2)+ · · · + η(bc).
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labels of each block. Thus the block decomposition of the directed map δ(m) is into directed
blocks δ(b1), . . . , δ(bc) (with appropriate re-labelling). Furthermore, the deletion types of each
edge, regarded as an edge of m and as an edge of a block bi , are essentially the same with respect
to being marked by b. 
3.5. Evidence that η is a Map–Jack invariant
The main evidence we have supporting that η is a Map–Jack invariant is provided by the
following two theorems.
Theorem 3.5. [3] Let n 1 and ν  2n. Then∑
φ2n
ψ
(b+1)
φ,ν = (b + 1)n−(ν)+1
∑
φ2n
ψ
(1)
φ,ν . (3.2)
Theorem 3.5 can be proved [3] using properties of Jack symmetric function (see also [2] for
an adapted proof). Both this theorem and the following are independent of face partition and the
number of faces, but they support the conjecture that η is a Map–Jack invariant in the follow-
ing way. Since the power sum symmetric functions are algebraically independent, the mapping
Υ :pj (x) 
→ 1 can be extended as a homomorphism, and it has the effect of suppressing the face
partition. Let
H(x,y, z;b) =
∑
φ,ν
h
(b+1)
φ,ν pφ(x)pν(y)z
|φ|/2, (3.3)
where h(b+1)φ,ν =
∑
m∈Lφ,ν b
η(m) for φ,ν  2n. Since h(1)φ,ν = oφ,ν = ψ(1)φ,ν , the theorem above
and the theorem below together imply that ΥH = ΥΨ (b+1), confirming a special case of the
conjecture that η is a Map–Jack invariant which, in this notation, can be written as H = Ψ (b+1).
Theorem 3.6. [2] Let n 1 and ν  2n. Then∑
φ2n
h
(b+1)
φ,ν = (b + 1)n−(ν)+1
∑
φ2n
h
(1)
φ,ν . (3.4)
Proof. Let an edge diagram be a quadruple (n,μ,V,T ) where n is a positive integer, μ ∈
M(N2n) is a matching, and V,T ⊆ μ+ = {i ∈ N2n: μ(i) < i} are disjoint sets such that if v ∈ V ,
i ∈ N2n and μ(v) < i < v, then μ(i) < v. If m is a canonical rooted map on N4n, then its asso-
ciated canonical edge diagram, is denoted by ε(m), and is the edge diagram e = (n,μ,V,T )
defined as follows. Let μ(i) = μ3(2i)/2. Let V = {i ∈ μ+: μ2(2i − 1) = 2i − 2} and
T = {i ∈ μ+: 2 | μ3(2i)}. This gives a one-to-one correspondence between edge diagrams and
isomorphism classes of rooted maps. A drawing of an edge diagram consists of the following.
The base line is a horizontal line segment with 2n selected internal points equally spaced. The
matching μ is represented by a set of semi-circular arcs drawn above the base line. If μ(i) = j ,
then one of these arcs has its endpoints at the selected points i and j counting from left to right.
A vertex is placed at the left endpoint of the base line and at each selected point i ∈ V . At each
point j ∈ T , a small × is drawn.
Let Eν be the set of edge diagrams whose corresponding rooted maps have n edges and vertex
partition ν  2n. Let Eoν be the subset of Eν containing edge diagrams such that T = ∅, which is
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the generating series for Eν with b marking η. (Let η(e) = η(ε−1(e)) for any edge diagram e.) Let
o :Eν → Eoν : (n, ,V ,T ) 
→ (n, ,V ,∅). The function o removes twists from edge diagrams by
replacing twisted arcs by untwisted arcs, and therefore gives edge diagrams of orientable maps.
We claim that for each twist-free (orientable) edge diagram eo = (n, ,V ,∅) ∈ Eoν , the generating
series for its pre-image set o−1(eo), where b marks η, is
(b + 1)n−(ν)+1. (3.5)
To prove Theorem 3.6 it suffices to prove the claim (3.5), because the right-hand side of (3.4) is
(3.5) multiplied by the number of edge diagrams in Eoν . The proof is by induction on the number
of arcs n. Suppose n > 1. Let e ∈ o−1(eo). Let a and ao be the rightmost arcs of the edge diagrams
e and eo, respectively. Let e′ = e − a and e′o = eo − ao. Then o(e′) = e′o. There are two cases to
consider: either both a and ao possess vertices, or equivalently that n ∈ V , or they both do not.
Case (a). The arc a possesses a vertex (n ∈ V ). It follows that the edge associated with a
is classified into the leaf type by the invariant β . Therefore, η(e) = η(e′). This holds for all
e ∈ o−1(eo). Therefore the generating series for o−1(eo) equals the generating series for o−1(e′o),
which equals (b + 1)(n−1)−((ν)−1)+1 by induction. This proves (3.5) for this case.
Case (b). The arc a does not possess a vertex (n /∈ V ). Now either a does or does not carry a
twist (n ∈ T or n /∈ T ). Then, depending on the classification by β of the edge associated with a,
η(e) =
{
η(e′) if a has border or handle deletion type,
η(e′)+ 1 if a has cross-border or cross-handle deletion type.
(Note that bridge deletion type of a is ruled out by the canonical labelling algorithm.) Let e˜ be
the edge diagram identical to e except that its rightmost arc a˜ is twisted if a is not, and is not
twisted if a is. (Equivalently, T˜ = T ∪ {n} \ (T ∩ {n}).) Clearly this operation is a pairing, ˜˜e = e
and the effects of deletion of a and a˜ are the same, e˜′ = e′. In fact, e and e˜ are the only two edge
diagram solutions f determined by f′ = e′ and o(f) = eo.
Now note that a is a border if and only if a˜ has cross-border type, and a is a handle if and
only if a˜ has cross-handle type. Thus for all e ∈ o−1(eo): bη(e) + bη(e˜) = (b+ 1)bη(e′). Therefore
the generating series for o−1(eo) is
∑
e∈o−1(eo)
bη(e) = (b + 1)
∑
e′∈o−1(e′o)
bη(e
′).
By the inductive hypothesis, this equals (b + 1)(n−1)−(ν′)+2. 
Theorem 3.6 implies that, if face partition is ignored, that η is a Map–Jack invariant.
4. A further connexion between η and Jack symmetric functions
We now show how the algorithm for determining η is associated with Jack symmetric func-
tions, which provides further supporting evidence that η is a Map–Jack invariant.
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Although η is marked by a generating series H for rooted maps (see (3.3)), it is also fruitful
to consider the following closely related generating series D for directed maps defined by
D =
∑
d∈D
bβ(d)pφ(d)v
(ν(d)) z
n(d)
n(d)! , (4.1)
where pφ = pφ1pφ2 · · · for a partition φ. Vertices are marked by v; edges, which are labelled, are
marked by z, exponentially; the invariant β is marked by b; and faces of degree i are marked by
the power sum symmetric functions pi (which are algebraically independent and, in this section,
can be regarded as indeterminates since none of their other properties are used). Note that D
includes all directed maps, including non-canonical maps. So D enumerates a set different from
the set that H enumerates.
The series D is close to H in the sense that a simple relationship,
D = 1
4
ΘH, (4.2)
appears to hold, where Θ is the homomorphism defined by Θ :pj (y) 
→ 2v and Θ : z 
→ 2z and
Θ :pj (x) 
→ pj . The interpretation for 14Θ as a transformation of enumerative series is to switch
from counting rooted maps to directed maps, by factoring through by appropriate multiplicities.
The substitution pj (y) 
→ 2v suppresses the vertex degree but introduces a local orientation of
vertices. The substitution z 
→ 2z introduces edge directions. The factor 14 accounts for the root
edge and root vertex not needing directing and local orientation, respectively. Edge labels for di-
rected maps are accounted for by the fact that the generating series D is exponential in z whereas
as H is ordinary. These interpretations of the action of 14Θ on enumerative series immediately
prove that D(b) = 14ΘH(b) in the special cases of b ∈ {0,1}, and direct calculations prove the
relationship for terms with low degree in z.
Although D is less refined than H (in not marking vertex partition), it has the advantage that
the coefficients satisfy a recursion. This recursion extends recursions of Tutte [14] and Walsh
[16] for certain subsets of D: planar maps and orientable maps, respectively. This recursion is
expressed in a differential form, whose impact on Conjecture 1.1 is discussed further in Sec-
tion 4.2, in the theorem below.
Theorem 4.1. D satisfies the partial differential equation
∂
∂z
D = (p21v + bp2v + 2p2v2)+∑
i1
4ipi+2v
∂D
∂pi
+
∑
i,j1
(
(i + j − 2)(pipj + bpi+j ) ∂D
∂pi+j−2
+ ijpi+j+2
(
2
(
∂D
∂pi
)(
∂D
∂pj
)
+ (b + 1) ∂
2D
∂pi∂pj
))
. (4.3)
Proof. The proof involves the enumerative consequences of the case analysis of edge deletion.
The left-hand side of (4.3) is
∂
∂z
D =
∑
bβ(d)pφ(d)v
(ν(d)) z
n(d)−1
(n(d)− 1)! .
d∈D
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Fig. 6. Some directed maps with n = 2.
The right-hand side of (4.3) is obtained by summing over all deletion types (there are nine),
and then for each of these deletion types, all instances of the directed map d′ = d − en (or pairs
(d1,d2) in the bridge deletion type), and then for each possible d′, all ways that en can be added
to d′ to form d. To complete the proof, it suffices to verify that the contributions to ∂D
∂z
of each of
the nine deletion types of en are exactly as given in Table 1.
Case (1): d has loop deletion type
The unique directed map d having loop deletion type has one vertex and face partition φ(d) =
(12) and is given in Fig. 5(a). By definition β(d) = 0. Therefore the contribution of this case to
∂D
∂z
is p21v.
Case (2): d has cross-loop deletion type
The unique directed map d having cross-loop deletion type has one vertex and face partition
φ(d) = (2) and is given in Fig. 5(b). By definition β(d) = 1. Therefore the contribution of this
case to ∂D
∂z
is bp2v.
Case (3): d has link deletion type
Each of the two directed maps d having link deletion type has two vertices and face partition
φ(d) = (2). The two directed maps are given in Fig. 5(c) and only differ in whether e1 preserves
or reverses local orientation. By definition β(d) = 0. Therefore the contribution of this case to
∂D
∂z
is 2p2v2.
Case (4): d has leaf deletion type
An example of leaf deletion type with n = 2 is given in Fig. 6(a). When en has leaf deletion
type, en must be attached to a corner of a face of the directed map d′ = d− en. Let i be the degree
of this face. This face of degree i in d′, once edge en is added, is transformed into a face of degree
i + 2 in d. To account for this action enumeratively, pi+2 ∂D∂pi represents the replacement of a face
marked with pi by a face marked with a face marked with pi+2. Each face of degree i has i
corners to which en may be attached. This introduces a factor i. Also, at the end of en opposite to
d′ is a new vertex, which must be accounted for with a factor v. The edge en in d may be directed
towards d′ or away from d′, introducing a factor of 2. Since d is a directed map, the new vertex
of the leaf en may be given a local orientation consistent (along en) with the local orientation in
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i  1 corresponds to a distinct set of directed maps d of link deletion type. The total contribution
to ∂D
∂z
is
∑
i1 4ipi+2v ∂D∂pi .
Case (5): d has border deletion type
An example of border deletion type with n = 2 is given in Fig. 6(b). Let the faces on either
side of en be f1 and f2. Let f1 be the face which is earlier with respect to the local orientation at
the tail of en. Let f1 and f2 have degrees i and j , respectively. Then in d′ = d− en, the removal
of en merges f1 and f2 into a single face f of degree i+j −2. For each face f of each d′, having
degree i + j − 2, there are i + j − 2 corners where the tail of en may be attached. Therefore,
using D to enumerate the choices for d′, differentiating by pi+j−2 selects and removes some
face f in d′, yielding ∂D
∂pi+j−2 ; then, multiplying by (i + j − 2)pipj accounts for the faces in f1
and f2, and the number of choices for the position of the tail of en in the face of f . Over all
values of the degrees i and j , the contribution to ∂D
∂z
is
∑
i,j1(i + j − 2)pjpj ∂D∂p(i+j−2) .
Case (6): d has cross-border deletion type
An example of cross-border deletion type with n = 2 is given in Fig. 6(c). In d′ = d− en, the
corners to which en attaches will belong again to a single face, say f . To construct d from d′,
topologically, a circular hole is cut in the interior of f and a cross-cap is inserted into this hole by
identifying its boundary hole with the circular boundary of a Möbius band. Then en is drawn in
the resulting surface by travelling through the cross-cap that has resulted from gluing the Möbius
band to the hole. Equivalently, attach a narrow ribbon from one segment to another segment of
the boundary of the circular hole, and add a twist to the ribbon, and draw en along this ribbon.
As the resulting surface still has a single hole with one circular topological boundary, a disk is
attached. Let i − 1 and j − 1 be the number of sides of f between the two corners where en is
attached. In the cross-border deletion type, en does not divide the face f , but makes a new face
of degree i + j . Each pair of positive values of i and j represents a distinct possibility for d, so
we sum over all i, j  1. As in the border deletion type, there are i + j − 2, choices of a corner
in f for the tail of en. By definition β(d) = β(d′) + 1, so a factor of b is introduced to account
for the increase in this invariant. Therefore the contribution to ∂D
∂z
directed maps d having the
cross-border deletion type is
∑
i,j1(i + j − 2)bpi+j ∂D∂pi+j−2 .
Case (7): d has handle deletion type
In d′ = d− en, the face f , see Fig. 7(b), decomposes into two faces, see Fig. 7(a). The corners
of d′ to which en’s head and tail are attached belong to distinct faces f+ and f−, of degrees
say i and j , respectively. Topologically, one may add a handle to the surface of d′. The ends
of the handle are inserted into the faces f+ and f−. There are two topologically distinct ways
to do this, depending on the choice of circular direction the ends of the handle are glued to the
surface. We shall shortly determine how to decide which one applies in this deletion type. As
in Fig. 7, the edge en is drawn from the given corner of the former face f−, along the length
of the handle, to the given corner of the face f+. The handle therefore joins the faces f− and
f+, into the single face f of d. The degree of f is i + j + 2, the sum of the degrees of f−
and f+, plus two, for the two sides of en. This accounts for a contribution of pi+j+2 ∂
2D
∂pi∂pj
.
But in d′, the face f+ has i corners, to any of which en can be attached. Similarly, there are j
choices of a corner for f−. Thus we must multiply by ij , to account for all possible d that can
D.R.L. Brown, D.M. Jackson / Journal of Combinatorial Theory, Series B 97 (2007) 430–452 445Fig. 7. Handle deletion type for n = 2.
be obtained from each d′. The faces f+ and f− can have any positive integer degrees, so we
sum over i, j  1. The contribution to ∂D
∂z
is
∑
i,j1 ijpi+j+2 ∂
2D
∂pi∂pj
. The rule for the topological
gluing of the handle, or topological cylinder, to the surface of d′ is as follows. First cut circular
holes out of the surface of d′. The ends of the topological cylinder are identified with the circular
boundaries of these two holes. Once the first end is attached, the second end may be attached in
two ways according to the cyclical direction used to identify the circular boundaries. There is a
unique direction to identify these circular boundaries. If d is orientable, it is the direction that
causes the path along en in d to preserve the global orientation. If d is non-orientable, it is the
direction that causes the path along en to preserve the local orientations of the vertices at both
ends of en.
Case (8): d has cross-handle deletion type
This deletion type is identical to the handle deletion type, except as follows. The edge en must
reverse the orientations that would be preserved for en of handle deletion type. The contribu-
tion is multiplied by b, because β(d) = β(d′) + 1. Hence the contribution to ∂D
∂z
is b times the
contribution of the handle deletion type, and is therefore
∑
i,j1 bijpi+j+2 ∂
2D
∂pi∂pj
.
Case (9): d has bridge deletion type
Two directed maps, say d− and d+, are the components of d − en, where d− and d+ contain
the corner to which is attached en’s tail and head, respectively. As in the handle and cross-handle
deletion types, two faces of degrees i and j in d−en, are joined to form a face of degree i+j +2.
There is the same number ij of choices for the corners of attachment. The joining cylinder is from
surface containing d− to the surface containing d+. The cylinder may preserve the local orienta-
tions of the end-vertices of en or may reverse them, introducing a factor of 2. The edges in d− and
d+ are be re-labelled so that the union of the labels is {1,2, . . . , n− 1}. Enumeratively, this rela-
belling is accounted for by the product lemma (for exponential generating series) since edges in
D are marked exponentially by z. Thus the contribution to ∂D
∂z
is
∑
i,j1 2ijpi+j+2 ∂D∂pi
∂D
∂pj
. 
4.2. Evidence that D is expressible with Jack symmetric functions
The theorem below gives evidence that strongly suggests that D, the generating series for
directed maps with respect to β (which is essentially η) marked by b, may be expressible in
the “same form” as Ψ (b+1) in (1.1), thereby supporting Conjecture 1.1. This is because the Jack
symmetric functions are eigenfunctions of the Laplace–Beltrami operator α , which is defined
below and shown to take a form relevant to the Map–Jack conjecture.
Lemma 4.2. Let αn be an operator whose action on homogeneous symmetric functions of de-
gree r is given by
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1i<jn
x2i ∂
∂xi
− x
2
j ∂
∂xj
xi − xj +
∑
1in
α
2
x2i ∂
2
∂x2i
. (4.4)
The limit α = limn→∞αn exists [11], and is the Laplace–Beltrami operator. The value of the
limit is may also be expressed as the following operator:
α = 1
2
(∑
k1
(α − 1)(k − 1)pkk ∂
∂pk
)
+ 1
2
( ∑
i,j1
pipj (i + j) ∂
∂pi+j
+ αpi+j ij ∂
2
∂pi∂pj
)
. (4.5)
Proof. In the following discussion it is convenient, when clear from context, to write pλ for
pλ(x1, . . . , xn). To study the action of αn on pλ = pλ1pλ2 · · ·, write αn = δ0n + δ1n + δ2n where
δ0n = −(n− 1)r , δ1n =
∑
1i<jn(
x2i ∂
∂xi
− x
2
j ∂
∂xj
)/(xi − xj ) and δ2n =
∑
1in
α
2
x2i ∂
2
∂x2i
are differential
operators of orders zero, one and two, respectively.
Because δ1n is a first order differential operator, its action on the product pλ is determined
by its action on the factors pk . Clearly
x2i ∂
∂xi
pk = kxk+1i , thus δ1npk =
∑
1i<jn k
xk+1i −xk+1j
xi−xj =
k
∑
1i<jn
∑
0lk x
l
i x
k−l
j , which is symmetric in the xi and equal to k(n − 1)pk +
1
2
∑
1lk−1 k(plpk−l − pk). Now treating the pj as indeterminates, this can be rewrit-
ten in form (
∑
k1
k(n−1)pk∂
∂pk
− ∑k1 12 k(k−1)pk∂∂pk + 12 ∑i,j1 (i+j)pipj ∂∂pi+j )pk . Since δ0npλ =
−(n − 1)|λ|pλ = −(n − 1)∑k λkpλ, the operator δ0n equals the first order differential operator
−(n−1)∑k kpk ∂∂pk , so that the term r is eliminated. Therefore δ0n + δ1n = −∑k1 12 k(k−1)pk∂∂pk +
1
2
∑
i,j1 (i + j)pipj ∂∂pi+j , so that dependence on n is removed. Direct expansion shows
δ2npλ =
α
2
(∑
k,l
klpk+l
∂2
∂pk∂pl
+
∑
k
k(k − 1)pk ∂
∂pk
)
pλ.
In this form, αn does not depend on n, so the limit as n → ∞ is well defined, with the form
given in (4.5). 
We now derive a differential equation for the generating series E for disconnected maps.
Theorem 4.3. Let
∇α =
∑
k0
(
2α(v + 1)− 2 + (α − 1)(k − 1))pk+2k ∂
∂pk
+
∑
i,j1
pipj (i + j − 2) ∂
∂pi+j−2
+ αpi+j+2ij ∂
2
∂pi∂pj
(4.6)
and E = e(2/α)D|v 
→v/2, z 
→z/2, then(
∂
∂z
− ∇α
)
E = 1
2α
v
(
p21 + (α − 1)p2 + vp2
)
E. (4.7)
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which ensures that E is well defined as a power series in z. The following notation will be
convenient. Let Hv be the substitution operator for v 
→ v/2. Similarly, let Hz : z 
→ z/2. Let
F be 2/α. Let C0 = p21v + (α − 1)p2v + 2p2v2 and C1 = 4v. Consider F , C0, and C1 to be
operators acting by multiplication. Let dz = ∂∂z . Let p⊥i = i ∂∂pi as in Macdonald [11, Ex. I.5.3(c)].
For two operators f and g let fg :X 
→ f (g(X)) and f ∗g :X 
→ f (X)g(X). With this notation
E = eFHvHzD and (4.3) is(
dz −C1
∑
i1
(
pi+2p⊥i −
∑
i,j1
(
pipj + (α − 1)pi+j
)
p⊥i+j−2
+ αpi+j+2p⊥i p⊥j + 2pi+j+2p⊥i ∗ p⊥j
))
D = C0. (4.8)
The important actions on E are dzE = EFHvdzHzD = EFHvHz 12dzD, pi+1p⊥i E =
EFHvHzpi+1p⊥i D, pipjp⊥i+j−2E = EFHvHzpipjp⊥i+j−1D, and pi+j+2p⊥i p⊥j E =
EFHvHzpi+j+2(p⊥i p⊥j + Fp⊥i ∗ p⊥j )D. Move the terms (α − 1)pi+jp⊥i+j−2 in the double
sum of (4.8) to the single sum as terms (α − 1)(i + 1)pi+2p⊥i . Next, apply HvHz and multiply
the result by EF , to get
(
dz −
∑
i1
((
(i + 1)(α − 1)+HvC1
)
pi+2p⊥i
)
−
∑
i,j1
(
(pipj )p
⊥
i+j−2 + αpi+j+2p⊥i p⊥j
))
E = EFHvC0.  (4.9)
The crucial property of Jack symmetric functions that we invoke is that Jack symmetric func-
tions are eigenfunctions of the Laplace–Beltrami operator α , which may be re-expressed asα =α0 where
αc = 12
(∑
k1
(α − 1)(k − 1)pk+ck ∂
∂pk
)
+ 1
2
( ∑
i,j1
pipj (i + j − c) ∂
∂pi+j−c
+ αpi+j−cij ∂
2
∂pi∂pj
)
.
Further details on Jack symmetric functions are given by Macdonald [11], Stanley [12], Lapointe
and Vinet [8], Knop and Sahi [7], and also [1].
Now
∇α = 2α2 +∑
k1
(
α(v + 1)− 1)pk+2k ∂
∂pk
.
The similarity between ∇α and the Laplace–Beltrami operator α0 (in the sense that ∇α is α0
with a shift in the lower argument and an additional term) is strong combinatorially derived
evidence suggesting how the Jack symmetric functions appear in Ψ (α). Moreover, it also suggests
that the differential equation (4.7) for E is central to showing that η is a Map–Jack invariant.
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We have described a candidate Map–Jack invariant η, and have provided evidence for its
validity in two ways. First, we have established the special case of the conjecture that η is a
Map–Jack invariant, namely ΥH = ΥΨ (b+1) through Theorems 3.5 and 3.6. Second, we have
shown that another special case of this conjecture, namely ΘH = ΘΨ (b+1), can be broken down
into two problems, one combinatorial and the other algebraic, for which we have evidence. The
combinatorial problem is to prove that D = 14ΘH . The evidence for this is that β and η are very
closely related, and that the relation holds for b ∈ {0,1} and for all b for the low degree terms
in z. The algebraic problem is to prove that(
∂
∂z
− ∇α −Λ
)
Z
1
4
ΘΨ (b+1) = 0,
where Λ is the operator applied in the right-hand side of (4.7). The evidence for this is the
close relation between ∇α and α , the correctness of the cases b = 0 and b = 1, and the direct
calculations for low degrees in z. We believe that further investigation of these two problems will
lead to a full understanding of the connexion between η and Jack symmetric functions.
Appendix A. Examples of Jack symmetric functions
The expansions of Jack symmetric functions J (α)λ into the power sum basis for |λ| 4 are
J
(α)
∅ = 1, J (α)(12) = p(12) −p(2), J
(α)
(13) = p(13) −3p(21) +2p(3),
J
(α)
(1) = p(1), J (α)(2) = p(12) + αp(2), J (α)(21) = p(13) + (α − 1)p(21) −α p(3),
J
(α)
(3) = p(13) +3αp(21) + 2α2p(3),
J
(α)
(14) = p(14) −6p(212) +3p(22) +8p(31) −6p(4),
J
(α)
(212)= p(14) +(α − 3)p(212) −αp(22) −2(α − 1)p(31) +2αp(4),
J
(α)
(22) = p(14) +2(α − 1)p(212)+
(
α2 + α + 1)p(22) −4αp(31) −α(α − 1)p(4),
J
(α)
(31) = p(14) + (3α − 1)p(212) −αp(22) +2α(α − 1)p(31) −2α2p(4),
J
(α)
(4) = p(14) +6αp(212) +3α2p(22) +8α2p(31) +6α3p(4).
We now calculate ψ(b+1)(4),(4). By the algebraic independence of power sum symmetric functions
we substitute pj (x) = pj (y) = 0 for j = 4 and pj (z) = 0 for j = 2 in Ψ (b+1). This substitution
does not affect the coefficient ψ(b+1)(4),(4). Values of n other than 0 and 4 in (1.1) do not contribute to
ψ
(b+1)
(4),(4). The terms 〈J (α)λ , J (α)λ 〉α can be calculated directly by means of a formula (see Macdonald
[11]). Noting that [z2]2α z∂
∂z
log(1 + z2A) = 4αA, we have
ψ
(b+1)
(4),(4) = 4α
(
9
2(3 + α)(2 + α)(1 + α)α −
α
(3 + α)(1 + α)2 +
(α − 1)2(α2 + α + 1)
4(2 + α)(2α + 1)(1 + α)2
− α
2
(1 + α)2(3α + 1) +
9α4
2(3α + 1)(2α + 1)(1 + α)
)
(A.1)
which simplifies to 3α2 − 5α + 3 = 3b2 + b + 1.
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We define the rooting partition ρnφ,ν to have a part for unrooted map u in the set Nφ,ν =
Lφ,ν \Oφ,ν of size equal to the number of rootings of u. Thus ρnφ,ν  ψ(2)φ,ν − ψ(1)φ,ν . Comparison
of ρnφ,ν with ψ
(b+1)
φ,ν can be used to show that in many cases that a Map–Jack invariant cannot be
an invariant of unrooted maps. If the partition formed by collecting the coefficients of non-zero
degree terms of ψ(b+1)φ,ν cannot be refined into the partition ρnφ,ν in the sense the latter cannot
be obtained by breaking the parts of the former into smaller parts, then a Map–Jack invariant
cannot be an invariant of unrooted maps for Nφ,ν . As shown earlier, the coefficient ψ(b+1)(4),(4) =
3b2 + b+ 1 gives partition (31) which cannot be refined into ρn(4),(4) = (22). Other indices (φ, ν)
with ρnφ,ν and ψ
(b+1)
φ,ν such that the former is not a refinement of the latter include: ((32), (6))
with (32) and 1 + b + 5b2; ((422), (8)) with (844) and 6 + 6b + 18b2; ((42), (42)) with (424)
and 3 + 3b + 9b2; ((6), (6)) with (12163332) and 13b + 13b2 + 15b3; ((42), (8)) with (86432)
and 19b + 19b2 + 24b3; and ((8), (8)) with (16198194722) and 21(1 + b)2 + 160b2(1 + b) +
105b4. More rooting partitions are given in [2] and these partitions were useful in compiling the
polygonal representations of some of the maps in [6].
Appendix C. Illustration of Theorem 4.1
We now illustrate the use of Theorem 4.1 by first determining the initial terms of D and
then checking that these correspond to the appropriate sets of maps. Let D =∑n1 Dn znn! . The
partial differential equation (4.3) gives a recurrence equation for Dn+1 in terms of D1, . . . ,Dn.
Since [z0] ∂
∂z
D = D1, it follows immediately that D1 = vp(12) + (2v2 + bv)p(2). Similarly, D2 =
[z] ∂
∂z
D, so we have immediately that
D2 = 4p3v ∂D1
∂p1
+ 4 · 2p4v ∂D1
∂p2︸ ︷︷ ︸
leaf deletion type: i=1 and i=2
+2(1 + 2 − 2)(p1p2 + bp3)∂D1
∂p1︸ ︷︷ ︸
border deletion type: {i,j}={1,2}
+ (2 + 2 − 2)(p22 + bp4)∂D1∂p2︸ ︷︷ ︸
border deletion type: i=j=2
+2(1 + 3 − 2)(p1p3 + bp4)∂D1
∂p2︸ ︷︷ ︸
border deletion type: {i,j}={1,3}
+ p4(b + 1) ∂
2
∂p21
D1
︸ ︷︷ ︸
handle and cross-handle deletion types: i=j=1
(C.1)
and thus
D2 = 4vp(212) +
(
4v2 + 2bv)p(22) + (16v2 + 8bv)p(31)
+ (16v3 + 20bv2 + 2(1 + b + 3b2)v)p(4). (C.2)
The coefficients D1 and D2 may be confirmed independently by listing the directed maps
that they enumerate. Four directed maps are enumerated by D1. They are given in Figs. 5(a)–(c).
Three of these are in the sphere, one of loop deletion type (see Fig. 5(a)) and two of link deletion
type (see Fig. 5(c)). The directed maps of link deletion type may be distinguished by whether the
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Unrooted maps with two edges
Unrooted map Index in [6] φ k n Contribution to [pφvk znn! ]D
u1 0 · 3 (212) 1 2 4
u2 0 · 5 (22) 2 2 4
u3 0 · 4 (31) 2 2 16
u4 0 · 6 (4) 3 2 16
u5 1˜ · 3 (22) 1 2 2b
u6 1˜ · 2 (31) 1 2 8b
u7 1˜ · 5 (4) 2 2 4b
u8 1˜ · 4 (4) 2 2 16b
u9 1 · 1 (4) 1 2 2
u10 2˜ · 1 (4) 1 2 2b + 2b2
u11 2˜ · 2 (4) 1 2 4b2
edge preserves or reverses local orientation. The value of β on these three maps is zero and the
face partition for the loop is (12), while the face partition for the links are each (2). The fourth
directed map is in the real projective plane and has cross-loop deletion type (see Fig. 5(b)).
The value of β is one and the face partition is (2). Noting the number of vertices immediately
confirms the value of D1 given above.
Eighty directed maps are enumerated by D2. The eleven distinct unrooted maps with two
edges are given in Table C.1. (Note that φ, k, and n are face partition, number of vertices and
number of edges, respectively.) Each of these may be directed in a certain number of ways.
Different ways of directing an unrooted map may give a different value for β . These eleven
maps, specified by their index number [6], and the additional information about directing them
and the resulting contributions to D2 are given in Table C.1. The contribution to D2 from β from
each unrooted map is determined as follows.
u1–u4, u9: These unrooted maps are orientable, so β(d) = 0 for each directed map d associated
with one of these unrooted maps.
u5–u8: These non-orientable maps have χ = 1, so β(d) = 1 for each directed map d associated
with one of these unrooted maps.
u10: There are four directed maps d associated with this unrooted map. For two of these,
e1 has link type and e2 has cross-handle type, so β(d) = 1. For the other two e1 has
cross-loop type and e2 has cross-border type, so β(d) = 2.
u11: For any directed map d associated with this unrooted map, e1 has cross-loop and e2 has
cross-border types, so β(d) = 2.
Appendix D. Glossary of notation
〈·,·〉α A scalar product defined on Λ.
α A parameter of Jack symmetric functions, with α = b + 1.
a,b, c,d, e The five rooted maps in L(4)(4). A block is also indicated by b.
b An indeterminate marking invariants η and β , with b = α − 1.
β An invariant of directed maps.α0 The Laplace–Beltrami operator.
Γ (m) The matchings graph of a map m.
D.R.L. Brown, D.M. Jackson / Journal of Combinatorial Theory, Series B 97 (2007) 430–452 451D A generating series for directed maps defined in (4.1) with b marking β .
D The set of directed maps.
d A directed map, or one of the rooted maps in L(4),(4).
δ A mapping from rooted maps to directed maps.
ei An edge of a map, in particular the edge with label i in a directed map.
e An edge diagram, or one of the rooted maps in L(4),(4).
η The proposed Map–Jack invariant: η = β ◦ δ.
φ(m) The face partition of the map m.
G(m) The underlying graph of a map.
H A generating series H = H(x,y, z;b) for rooted maps in locally orientable surfaces,
with b marking η.
J
(α)
λ Jack symmetric function indexed by partition λ.
L The set of locally orientable rooted maps.
Lφ,ν The subset of L with face partition φ and vertex partition ν.
lφ,ν The number of maps in Lφ,ν .
Λ The ring of symmetric functions. Also an operator on symmetric functions.
λ,φ, ν Partitions.
, m The canonical labelling function of a map m.
(λ) The length
∑
j1 mj(λ) of the partition λ.
|λ| The weight ∑i1 λi of the partition λ.
λ  n The partition λ has weight n.
M(X) The set of matchings on a set X.
M A topological map.
m A premap, a map, or a rooted map.
m ↓Y A submap induced by a set Y .
mj(λ) The multiplicity of part j in a partition λ.
mλ Monomial symmetric function indexed by partition λ.
μ1,μ2,μ3 The face-move, edge-move and vertex-move matchings of a map or premap.
Nφ,ν The set Lφ,ν \ Oφ,ν of non-orientable maps with vertex and face partition φ and ν,
respectively.
n(m) The number of edges of the map m.
O The set of orientable rooted maps.
Oφ,ν The subset of O with face partition φ and vertex partition ν.
o A function sending a locally orientable edge diagram to an orientable one.
oφ,ν The number of maps in Oφ,ν .
pλ The product pλ1pλ2 · · · of indeterminates pj , which can mark faces or vertices. Also,
the power sum symmetric function indexed by partition λ.
Ψ (b+1) A power series involving Jack symmetric functions defined in (1.1).
ψ
(b+1)
φ,ν A coefficient of the power series Ψ (b+1).
Q(α) The field of rational functions in indeterminate α.
r A canonical rooted map.
S(m) The underlying surface of a map.
s A submap.
ϑ An arbitrary Map–Jack invariant.
1
4Θ A power series transformation for switching from rooted maps to directed maps.
u An unrooted map.
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v, y Indeterminates used to mark vertices.
ν(m) The vertex partition of the map m.
∇α A differential operator.
X The set of positions of a map.
χ(m) The Euler characteristic of a map m.
x A family of indeterminates x1, x2, . . . where pj (x) marks degree j faces.
y A family of indeterminates y1, y2, . . . where pj (y) marks degree j vertices.
z An indeterminate used to mark edges.
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