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Abstract
In this thesis we present novel methods to improve the limitations in Optical
Coherence Tomography (OCT). They are divided into two parts. The first part
deals with the axial resolution limitation in OCT systems. We give a description
of the Fourier Domain OCT (FDOCT), and then we show theoretically how to
enhance the axial resolution in a particular case of a two-layer sample where one
of the two layers is moving continuously, while these two layers are separated
by a distance lower than the physical axial resolution. The second part of the
thesis demonstrates a novel full theoretical model that uses the second order
autocorrelation interferometry technique in nonlinear optics to eliminate the strong
background DC, and therefore enhance the imaging contrast. A femtosecond
laser emits the light at 1300nm wavelength, it travels through a polarized beam
splitter which divides the light in two orthogonal polarizations, one will probe the
reference and the other will probe the sample. By...
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General introduction 
In recent years, Micro Electro Mechanical Systems, known by the 
acronym MEMS have become a trend for microelectronics industries. Many 
kinds of micro-sensors based on MEMS technology [1] have been proposed 
in a wide range of applications such as gas, pressure, current, temperature 
measurements. But the most challenging issue for the industry is the 
packaging and the testing of the inside of these devices, due to its very small 
size and complex structure [2]. One of the major problems concerns the 
characterization of these MEMS, for example the extraction of their 
vibration frequency, the measurement of a step height or shape or the 
detection of inhomogeneity inside the MEMS. The Optical Coherence 
Tomography or OCT method presents a good noninvasive solution to 
characterize these MEMS.  
OCT is based on optical two wave’s interferometry (Michelson). It 
uses broadband light source with a short coherence length, to produce cross-
sectional images at different depth scans. The backscattered light that comes 
from the multiple layers of a sample interferes with the light that is reflected 
by a reference mirror. The axial resolution of an OCT system is inversely 
proportional to the bandwidth of the laser source. 
The complex structure of dynamic MEMS (e.g. accelerometer) 
requires sometimes working with multilayer sample, so it is likely possible 
that the distance between the layers is smaller than the axial resolution, 
which makes it impossible to separate the layers in the tomographic images.   
Another issue is the presence of metal in the front face [3], which prevents 
the light from passing through the MEMS. This can be resolved by doing 
backside imaging, and the light will travel through silicon, which compels us 
to work in the infrared. But this will lead to a detected signal merged with 
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the continuous component (hereafter DC) due to the reflection from the 
unwanted interfaces before hitting the desired layer. This DC contains no 
useful information about the sample, it will affect the sensitivity [4] of the 
imaging system, and it may saturate the detector.  
In this thesis we present novel methods to improve the limitations in 
Optical Coherence Tomography. These novel methods are divided into two 
parts. 
The first part deals with the axial resolution limitation in OCT 
systems. We give a description of the Fourier Domain Optical Coherence 
Tomography (FDOCT), and then we show theoretically how to enhance the 
axial resolution in a particular case of a two-layer sample where one of the 
two layers is moving continuously, while these two layers are separated by a 
distance lower than the physical axial resolution. The idea is based on 
moving one of the layers continuously, and then by performing temporal 
analysis on the detected signal, we show that is possible to separate these 
two layers.  
A complete description of the FDOCT system design is explained. 
The validation of the concept is done by using simulations and experimental 
measurements in this first part. 
The second part of the thesis deals with the DC issue. We present a 
novel full theoretical model that uses the second order autocorrelation 
interferometry technique in nonlinear optics to cancel out the strong 
background DC, and therefore enhance the imaging contrast. A femtosecond 
laser emits the light at 1300nm wavelength, it travels through a polarized 
beam splitter which divides the light in two orthogonal polarizations, one 
will probe the reference and the other will probe the sample. By realizing the 
second harmonic generation, in type II configuration, it is possible to 
eliminate the DC.  The setup is adapted, in an original manner, so as to 
realize interferometric measurements on the sample arm using three waves 
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coupling. A full description of the method with solid theoretical models 
justified by simulation and experimental results is presented in this part to 
validate the proof of concept. 
This part of the thesis shows the possibility to use non-linear 
interferometry in order to provide interferometric measurements on a dark 
field even if strong parasitic light is reflected by the sample. 
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Introduction 
 
Recently, the demand from industrial organizations to characterize 
surface deformation in particular devices such as micro electromechanical 
system (MEMS) has increased [1], but the small size of these components 
has made direct contact with the sample difficult to achieve [2]. For this 
reason, non-contact methods like Optical Coherence Tomography OCT are 
used. OCT is an imaging technique with high spatial resolution [4, 5, 6]; it 
uses interferometric measurements based on low coherence source, in which 
the light is divided into two parts. The first part hits a reference mirror while 
the second probes the sample at a depth corresponding to optical contact, i.e. 
for equal distance traveled in both arms of the interferometer. The depth 
position through the sample can be determined using TDOCT or FDOCT 
[5].  FDOCT method gives a major advantage in measuring the vibration and 
the deformation because of its high acquisition speed (see comparison in 
Appendix D). 
A major limitation in FDOCT is the axial resolution, and the 
presence of silicon constrains us to work with a proper wavelength range 
(1300nm-1600nm) to avoid silicon absorption. This limits the axial 
resolution to a few micrometers, between 4µm and 16µm [4]. As a result, if 
the distance between two layers is smaller than the physical axial resolution 
it would be impossible to discriminate them using this method. In other 
words, it would be impossible to detect the inhomogeneity or the roughness 
of the inner surface, since the two surfaces will be seen as one. 
A solution to such problem is to use a light source with broader 
bandwidth, providing better resolution through reduced coherence length. 
The super luminescent diodes in the infrared have spectral bandwidths of 15-
70nm, which means a corresponding coherence length in a range from 49 to 
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10µm; the quantum-dot SLED with 150nm bandwidth centered at 1.2µm has 
demonstrated a resolution of 4µm [7], but it suffers from insufficient power. 
Hui Wang et al. demonstrated a combined multiple-SLED broadband light 
source [8] at 1300nm with 145nm bandwidth (5µm axial resolution) with 
over 10mW of power. Femtosecond Ti:sapphire lasers achieved resolution 
lower than 1µm, but the centered wavelength was in the visible (800nm) 
which is not suitable for working with Silicon. These approaches depend on 
the extent of the spectral width of the source. 
Other methods propose the improvement of the axial resolution 
without changing the source. Hitzenberger et al. suggested measuring the 
thickness of a thin foil located behind a dispersive medium [9]. Using the 
dispersion, we increase the width of the coherence envelope and therefore 
we improve the axial resolution, this method has its limitation when the 
source is not Gaussian, because the shape of the source has an influence on 
the exact width of the coherence envelope. Another method was proposed by 
Zhang et al. based on destructive interference [10]. It uses the superposition 
of interference of the signal light with three reference mirrors instead of one; 
however if the wavelength fluctuation is larger than 10nm this method is not 
recommended.  Chang et al. proposed a theoretical three–step method to 
enhance the axial resolution of an OCT system [11], but this method needs a 
movable arm so it cannot be applied to the Fourier-domain OCT. Bousi et al. 
proposed a method which works on time domain OCT; it improves the axial 
resolution by a factor of 7. It is based on step-frequency encoding using 
frequency shifting [12]. These methods cannot achieve a super resolution 
which is essential for the detection of inhomogeneity in MEMS. 
Many methods have been proposed for dynamic MEMS 
characterization. Shavrin et al. proposed a stroboscopic white-light 
interferometry to characterize out-of-plane surface vibration [13]. Using the 
temporal analysis of the phase they extracted the amplitude of the MEMS 
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vibration with a precision of few nanometers. Zhong et al. introduced a new 
technique for quantitatively characterizing the vibration and the inner 
structure of a sample in real time [14]. They used the FDOCT to characterize 
vibrations with a frequency up to 250Hz with an axial resolution of 1µm. 
This method works fine, but the central wavelength 650nm was far from our 
goal which is the infrared. 
To overcome this physical limitation, we propose a novel method 
that can extract the frequency and improve the axial resolution. This method 
can be applied to dynamic MEMS only and uses the FDOCT setup. The idea 
is to activate one of two closely lying surfaces (this can be done electrically). 
The OCT signal is then acquired as a function of time and then processed in 
the Fourier domain in order to isolate the component that oscillates at the 
driving frequency from the other component. By using this method, which 
will be explained later in more details, we can improve the axial resolution 
of our OCT system and we will be able to resolve the two surfaces. 
Figure 0.1 shows the idea of our method. The red peak represents 
the reflected intensity from the fixed layer noted as layer 2; the blue peak 
represents the reflected intensity from the oscillating layer noted as layer 1. 
We see clearly that the distance between the two peaks is lower than the 
axial resolution; therefore we observe only the black curve which contains 
the information about layer1 + layer 2. 
By applying the Fourier transforms from time to frequency domain, 
and since one of the two layers is oscillating continuously, we will be able to 
isolate and separate the two peaks (layers), therefore improving the axial 
resolution. 
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Figure 0.1 Reflectivity versus depth for two layers where the distance is within the axial 
resolution, on the right: Separation of the two layers 
 
This part contains two chapters. 
 In chapter 1 we introduce the Fourier domain OCT, then we develop 
the novel theoretical model to improve the axial resolution.  
This model is based on a two layers sample.  
 In chapter 2 we describe the experimental setup used to realize the 
proof of concept of this method. We show experimental results 
which validate the concept. 
 Equation Section (Next) 
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1. Fourier Domain and sub-axial resolution 
In this chapter, we introduce the Fourier Domain Optical Coherence 
Tomography. We describe the principles of FDOCT and its limitations, and 
then we talk about the axial resolution issue. We then show how to make 
temporal analysis of a dynamic sample, to extract the frequency and 
amplitude of the oscillation. We finish by explaining the theory on how to 
improve the axial resolution using temporal analysis. 
1.1 Overview 
 
 Optical coherence tomography (OCT) is a non-invasive optical 
imaging method that obtains depth structures even in weakly diffusing 
samples (often used in ophthalmology); it uses the light with shorter 
wavelength to reach higher axial resolution. On the other hand, the 
attenuation in the sample is higher when the wavelength is short, therefore 
the OCT can achieve 1-3mm penetration depth in transparent samples [4].  
OCT is a technique that uses Michelson interferometry; it was first 
introduced by Huang et al. in 1991. It is based on the interference between 
the recombined broadband light field from a reference arm mirror and the 
sample arm as presented in Figure 1-1.  We observe interference fringes 
when the optical path lengths of the sample and reference arm coincide 
within the coherence length, which can be determined by the temporal 
coherence of the light source. The axial resolution of an OCT interferometry 
for a specific central wavelength is inversely proportional to the bandwidth 
of the light source [4, 5, 6]. The variation of the refractive index between 
layers in the sample will appear as intensity peaks in spatial domain when 
performing the Fourier transform of the interference signal in the case of 
FDOCT. 
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OCT can be used as 2D or 3D imaging technique, where the 2D 
image can be observed by using a galvanometric scanner, which will 
perform lateral scans in the two directions (horizontal and vertical direction) 
which are perpendicular to illumination axis.  
The 3D image is obtained by acquiring one depth scan; the depth 
scan can be done by using a translating mirror to change the reference path 
length, therefore to match the multiple optical paths within the layers of the 
sample. This method is called Time Domain OCT. We can also obtain depth 
information using Fourier domain OCT, where the broadband interference is 
acquired with spectrally separated detectors as a function of the 
wavenumber. Then by performing a Fourier transform of the acquired data 
from the wavenumber domain to the spatial domain we will get the depth 
information. Note that in this case there is no need for any mechanical 
movement of the reference mirror, and the depth scan can be done with a 
single measurement. 
 
Figure 1-1 Michelson interferometer, Time Domain OCT 
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1.2 FDOCT principles 
 
In FDOCT we do not need a moving reference mirror to scan the 
reference path through depth; this gives a major advantage against the time 
domain OCT  (see Appendix D)[15]. FDOCT has also a better SNR 
comparing to TDOCT [15]. The axial depth profile is obtained from the 
Fourier transformation of the spectrum. We use a broadband light source, 
and the interferometer output spectrum is detected using an array of 
detectors (CCD line camera).  Combined with a spectrometer the depth 
profile is measured from that spectrum without moving the reference arm 
mirror. It is possible to acquire video images using a high speed CCD 
camera. 
 
Figure 1-2 Schematic figure of the Fourier Domain OCT system 
 
A typical OCT is shown in Figure 1-2. The interferometer is 
illuminated by a polychromatic wave; the light is split by a 50/50 beam 
splitter in an ideal situation. A part of the light will probe the fixed mirror 
considered as the reference arm, the other part will probe the multilayer 
sample. We define the field in each part of the interferometer: 
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Light field from the source:  
 
 
( ) ( )
j kz
inE k s k e  (1.1) 
Reference field: the field after reflection by the fixed mirror 
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Sample field: the field after reflection by the multilayer sample 
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The sum in this equation comes from having multiple interfaces with 
different reflection coefficients. 
     is the source spectrum,     is the reflection coefficient from each layer 
of the sample, and    is the reflection coefficient from the reference arm;    
and     are the positions of the reference and  
   sample reflector, 
respectively, k is the wavenumber and N is the number of layers. 
The light fields from the reference and the sample arms are mixed in the 
coupler and travel to the detector. Optical detectors are sensitive to the 
square of fields, therefore: 
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 (1.4) 
Note that the detector photocurrent        depends on the wavenumber due 
to the use of a grating. 
By combining equations(1.1), (1.2), (1.3) and (1.4) we obtain:  
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 (1.5) 
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where  
2
( )S k s k is the source power spectral density, RR is the 
reference arm’s reflectivity, and RSi is the individual interface’s reflectivity 
in the sample arm. 
Equation (1.5) can be written as follows: 
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 (1.6) 
The first line represents the non-interferometric spectral signal; it is 
the DC term which corresponds to the reflection from each arm regardless 
the presence of interferences. In reality the reflection from the sample arm is 
negligible compared to the reflection from the reference arm; therefore the 
reflection from the reference arm will dominate the DC term. 
The second line represents the cross-interferometric signal, it 
represents the interference between the reference beam and each layer of the 
sample, it is proportional to the sum of the square root of the sample’s 
reflectivity coefficients, and they are typically smaller than the DC 
component, because we consider that the reflection that comes from the 
sample is always smaller than the reflection that comes from the mirror. 
The third line represents the autocorrelation signal; it corresponds to 
the interference between reflections on different layers of the sample, which 
is present regardless the presence of the reference. But it can be negligible if 
we choose a proper reference reflectivity. In other words, if the coefficient 
,R n mR R (Reference arm’s reflectivity is a lot larger than the individual 
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interface’s reflectivity of the sample arm), the third line or the 
autocorrelation will be negligible.  
The source power spectral density is assumed to have a Gaussian 
form or can be reshaped numerically to a Gaussian; it is convenient to use 
such form in modelling, because it approximates the spectrum of the actual 
light sources and also has useful Fourier transform: 
  
2
0
2
0
1
(
1
)
k k
k
k
ke k kk e
k k
S

 
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 (1.7) 
0k  represents the central wavenumber of the light source spectrum , k
represents its spectral bandwidth and   corresponds to the convolution 
symbol. We calculate its inverse Fourier transform or what is called the point 
spread function (PSF): 
      
2 2
0 02 2z TF S k .
j k z j k zz ke e H z e        (1.8) 
where z is the distance between the beam splitter and the object and 
 
2 2z kH z e  . Hereafter we note the optical path z’=2z. 
The main characteristic of the PSF is its full width at half maximum 
(FWHM), which corresponds to the coherence length (axial resolution) of 
the light source defined by:  
 
2
02ln(2)
cl

 


 (1.9) 
Here, 0 02 / k   is the center wavelength of the light source and  is its 
wavelength bandwidth, defined as the FWHM of its wavelength spectrum. 
 z   is a complex number with an amplitude 
2 2z ke  and a phase 02k z  
which is linear versus z  when taking into consideration that z  is smaller 
than     . 
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The detected intensity spectrum from equation (1.6) is then Fourier 
transformed into the spatial domain, to reconstruct the depth-resolved optical 
structure of the sample. 
 Considering that the sample contains two layers only, we obtain:  
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1 2
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Hereafter we consider that the auto-correlation term is negligible, we justify 
this by choosing a proper reference with dominant reflective coefficient  
(
1 2 12R S RS S S
R R and RR RR  ), therefore (1.10) becomes: 
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(1.11) 
 
1.3 Temporal analysis of a dynamic sample 
 
We show in Figure 1-3 the A scan (Intensity versus depth) of a two- 
layers sample, it is based on the equation found in(1.11). The peak at zero 
corresponds to the DC term; the peak at the position 2(zR-zS1) corresponds to 
the interference between the layer 1 and the reference mirror, and the 
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position 2(zR-zS2) corresponds to the interference between the layer 2 and the 
reference mirror. The relative displacement of each sample interface from 
the reference position is multiplied by 2, which can be explained by the 
round trip of the light to each interface. Each peak has a Gaussian shape with 
FWHM (full width at half maximum) equal to the coherence length; this 
comes from the PSF function ( )z . The symmetric shape of this figure is 
explained by the mathematical definition of the Fourier transform, the 
complex conjugate artifact comes from the fact that the detected intensity is 
real, so its Fourier transform should be Hermitian symmetric. The falloff 
sensitivity or the decreasing in the intensity of each peak versus the depth 
comes from the spectrometer which has a limited spectral resolution, which 
can be modelled by a Gaussian function. The convolution of this Gaussian 
with the spectrum intensity
1
 will lead to a decrease in the intensity away 
from the optical contact [16].  
 
Figure 1-3 Intensity versus depth, the two layers are spatially separated in the Fourier 
domain 
 
The contribution of each layer to iD(z) can be written as a complex 
number with amplitude and a phase, therefore: 
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↔          (
      
 
      
) where r  represents the spectral 
resolution of the spectrometer; it corresponds to the FWHM spectral resolution. 
z’ 
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Where   1,2 1,21,2  2R S R SA R R H z z z    
And   1,21,2 0 0 1,222 R Sk z z Xz k      
with  
1,21,2
 2 2 R SX z z z   ; 
Note that the phase expression of each peak is dependent on the 
depth position. It is possible to set X1,2=0 if z=(zR-zS1,2). This means that if 
we locate the exact position of the center of the peak 1 or 2, its phase 
becomes equal to zero. 
If we suppose now that the second layer is moving periodically, its 
phase expression changes and it becomes: 
  2 0 2 02 (2 )pk X a sin f t    (1.13) 
Where pa  is the vibration amplitude and 0f  its frequency. 
The Fourier transform of this phase expression from time domain to 
frequency domain: 
    02 0 2 0 0( )  2 ( ) ( )TF
pk a
t f k X f f f f f
j
          
 (1.14) 
We are able from this equation to extract the amplitude ap and the 
frequency  f0 of the dynamic interface, by applying a band-pass filter to the 
oscillating component in (1.14). 
  
1.4 Sub axial resolution using temporal analysis 
 
We consider this time that the two layers are not spatially separated 
in the Fourier domain, in another words the distance between the two layers 
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is lower than the coherence length, see Figure 1-4. In fact the contributions 
of the 2 layers are overlapped when we plot the intensity versus depth. 
 
Figure 1-4 Intensity versus depth, the distance between the two layers is smaller than the 
coherence length 
 
Since the two layers are located within the coherence length, the two 
complex numbers described previously become a single number, so by using 
equation (1.12) we can write: 
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 (1.15) 
In order to determine the phase of this expression, we suppose that 
the approximation 02 1pk a
1
  is valid. This is justified by the fact the 
amplitude vibration pa  is no more than a few nanometers in our 
experimental setup. 
We recall the definition of the n
th
 order Bessel as a function of the first kind: 
                                                 
1
 The amplitude ap should be lower than 260nm if the central wavelength is 1550nm. 
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 , it becomes:  
  0 0 02 (2 ) 202p
jk a sin f t j qf t
q p
q
e J k a e
 


   (1.17) 
By developing the Bessel function to the first order: 
 
0 0 0 0
2 (2 ) 2 2
0 01
pjk a sin f t j f t j f t
p pe k a e k a e
      (1.18) 
By combining (1.18) and (1.15)  we obtain: 
 0 1 0 0 0 2
2 2 2 2
1 0 0 21
j k X j f t j f t j k X
Layer p pZ Ae k a e k a e A e
        (1.19) 
Now by doing the Fourier transform from time domain to frequency domain 
we get: 
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 (1.20) 
We present in Figure 1-5 the Fourier transform of LayerZ  from time 
domain to frequency domain. The frequency f0 can be determined directly 
from this figure by locating the red peak. A2k0ap represents the amplitude 
calculated at the frequency f0 
which is proportional to A2 if the product k0ap 
is fixed. Note that the value k0 is known and is equal to 2π/λ0. 
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Figure 1-5 Fourier transform of the complex number resulting from the combination of the 
two peaks 
 
 
Now by applying a band pass filter to the oscillating component, 
then by operating the inverse Fourier transform of equation (1.20) will get 
the position of the hidden layer and its reflectivity, see Figure 1-6. So ap can 
be calculated directly by knowing the value of A2. 
 
 
Figure 1-6 Inverse Fourier transform after applying a band-pass filter to isolate the 
oscillating component 
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1.5 Summary 
 
In this chapter, we presented the FDOCT. We then explained the 
step-by-step theoretical calculation to obtain the depth intensity profile. We 
also showed the graph of this intensity profile vs depth and commented each 
part of this figure. We then described and demonstrated theoretically how to 
extract the frequency and the amplitude of the motion of a dynamic sample. 
We ended up by demonstrating how to improve the axial resolution using 
temporal analysis on a dynamic sample. We summarize our strategy by the 
following steps: 
 We perform the first FT on the spectrum intensity from wavenumber 
domain to depth domain, to obtain the reflectivity of combined 
layers versus depth. 
 We acquire the temporal signal from both layers versus time 
 We perform the second FT on the temporal signal from time domain 
to frequency domain. 
 We apply notch filtering to the oscillating component 
 We perform inverse FT on the filtered signal to the depth domain to 
locate the hidden layer. 
 
Equation Section (Next) 
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2. Experimental proof of concept of sub-
axial resolution 
 In this chapter we describe the Fourier Domain OCT setup and we 
give a brief description of its essential elements. We then quantify the 
characteristic of this setup by determining the spatial and the axial 
resolutions. We then show some experimental results to validate the proof of 
concept using a dynamic sample consisting of a mirror mounted on a piezo 
actuator. 
 
2.1 Experimental setup 
 
 
Figure 2-1 Diagram of FDOCT system. In the sample arm we have a fixed silicon wafer just 
before a mirror mounted on a piezo crystal 
 
 
Figure 2-1 represents the schematic diagram of our Fourier-domain 
optical coherence tomography setup. The light from a fibred broadband laser 
source is sent into a Michelson interferometer through a two-way fiber 
optical splitter. The divergent light from the fiber optic will go from the 
direction 1 to 2 to pass through a biconvex lens which collimates the beam. 
The light is then reflected by two mirrors mounted on a galvanometric 
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scanner. The light continues passing a telescope and is then split into a 
reference and a sample beam by a beam-splitter (50/50). Both the object 
image and reference image are formed at the entrance slit of a broadband 
CCD-based spectrometer (iHR320). Interference occurs when both the 
object image and the reference image are spatially matched in size and 
orientation, and their optical path lengths are matched within the coherence 
length of the light source. 
The light travels through a silicon sample of 200μm thickness with 
front and back polished surfaces.  The light then hits a mirror attached to a 
piezo actuator which can be activated by a low frequency generator that acts 
as the vibration exciter. The reflected light from the reference arm interferes 
with the one from the sample arm, through the fiber-optic splitter in the 
direction 2 to 3. Thus a spectrometer combined with a CCD camera detects 
the return of the light. The acquisition is controlled using a Labview 
program. 
We enumerate and give a brief description of the essential pieces of our 
setup: 
 
 Camera 
The selection criteria of the camera were: a high speed of 
acquisition, maximum sensitivity in the Fourier domain of our source and a 
high number of pixels. For this purpose, we have chosen SUI LDH NIR 
digital line scan camera manufactured by Goodrich Sensors Unlimited 
(USA)
1
. It has a high speed scanning rate (46000 A-scans/s), based on a 
1024 pixels linear array, 47 kHz readout rate. The wavelength response 
range is from 0.8 to 1.7 microns. 
 
                                                 
1
 http://www.sensorsinc.com/downloads/SU-LDH.pdf 
33 
 Spectrometer 
We have used the iHR320 Horiba
1
 grating spectrometer in 
transmission mode. The focal length of the iHR320 is 0.32m and is 
designed for great image quality; it gives the spectral measurements and it 
can perform multi-tracking experiments with up to 20 fiber inputs. We have 
chosen the minimum and the maximum wavelength of our grating 
symmetrically around the central wavelength 1550nm of the laser source, 
therefore: 
0 / 2 1550 105 / 2  1497.5min nm      
0 / 2 1550 105 / 2  1602.5max nm       . 
The spectral coverage with 25.6mm CCD length is 105nm, so we have 
a dispersion of 105/25.6=4.10nm/mm. 
 2D scanner 
We used a XY Galvanometric Motor VM500+
2
 with a 4-6mm clear 
aperture. It offers high dynamic performance along with high accuracy and 
instrument grade performance. It has a maximum scan angle of 40 degrees, 
an offset drift with 50 µRadians/
o
C in average and small step time around 
200µs. 
 Laser source:  
The light source is an important part of the OCT system. OCT imaging 
requires a broad bandwidth and a short low-coherence length, note that the 
penetration depth is proportional to the wavelength. Working with Silicon 
requires infrared wavelengths. We have in our laboratory two broadband 
                                                 
1
 http://www.horiba.com/us/en/scientific/products/optical-spectroscopy/spectrometers-
monochromators/ihr/ihr320-imaging-spectrometer-198/ 
2 http://www.camtech.com/index.php?option=com_content&view=article&id=87&Itemid=75 
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sources, ASE (Amplified Spontaneous Emission) and a Fianium. Both laser 
systems are fiber connected.  
The ASE source has a maximum power output of 37.5mW, a central 
wavelength 1550nm, and a full width at half maximum (FWHM) of 14nm, 
which is obtained after reshaping numerically the measured spectrum to a 
Gaussian form, see Figure 2-2. The magnitude versus depth is presented in 
the Figure 2-3, which is obtained by operating the Fourier transform of the 
reshaped Gaussian spectrum from Figure 2-2. We present only the part that 
interests us for the determination of the axial resolution 76z µm  . 
The Fianium source has a maximum power output of 4 W; it is 
connected to a fiber Bragg grating
1
 filter with multiple outputs (many 
central wavelengths) including 1550nm and 1370nm. For the 1550nm we 
have a full width at half maximum (FWHM) of 55nm which is obtained 
after reshaping the measured spectrum to a Gaussian form, see Figure 2-4. 
This source provides an axial resolution of 19z µm  , see Figure 2-5. 
 
 
Figure 2-2 ASE amplitude spectrum versus 
wavelength 
 
Figure 2-3 FFT of the reshaped Gaussian 
spectrum, magnitude versus depth 
 
                                                 
1
 A fiber Bragg grating (FBG) is a type of distributed Bragg reflector constructed 
in a short segment of optical fiber that reflects particular wavelengths of light and 
transmits all others. 
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We have adopted the ASE source since it has a bigger axial 
resolution, which is more suitable for our proof of concept. 
 
 
Figure 2-4 Fianium amplitude spectrum versus 
wavelength 
 
Figure 2-5 FFT of the reshaped Gaussian 
spectrum, magnitude versus depth 
 
 
2.2 Setup characterization 
     
 
2.2.1 Lateral resolution 
 
  The lateral resolution depends on the numerical aperture of the 
optics used in the system; it is determined by the degree of light focusing 
onto the sample.  
The microscope objective used in our setup to acquire the images, 
has a numerical aperture of 0.4(20X). The theoretical transverse resolution is 
then 2.4µm
1
. The experimental transverse resolution can be obtained by 
imaging a Mire test. The USAF 1951 resolution test target
2
 consists of many 
groups of 3 bars targets, each group has six elements; the smallest element 
                                                 
1
 The transverse resolution is based on the Rayleigh criterion and it can be calculated
0.61
x
NA

 
 
2 http://en.wikipedia.org/wiki/1951_USAF_resolution_test_chart 
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detected using the intensity profile across the 3 bars, leads us to determine 
the resolution using the formula: 
 
1
62
element
group
resolution


   (2.1) 
We acquired a volume of dataset scans across the test target by using 
it as a sample in the setup described in Figure 2-1. The acquisition is 
realized using a Labview program. The highest frequency that could be 
visually resolved is in group 7 element 6, see Figure 2-6, and it is justified 
by plotting the intensity profile across the 3 bars versus pixels; the result is 
shown in Figure 2-7. By using the equation (2.1) , the minimum resolution is 
estimated to be 4.2 µm. Note that we have inserted a telescope to obtain this 
number, but we were limited by the space in our setup, the difference comes 
probably from not having perfect optical alignment.  
                  
Figure 2-6 Image of the 
Mire captured by our 
setup 
 
Figure 2-7 test element 7-6, intensity profile versus pixel 
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2.2.2 Sensitivity Fall Off 
 
  The fall off is determined by the spectral resolution of the 
spectrometer, it’s one of the main disadvantages of FDOCT; we talked about 
this previously in Figure 1-3. By using the same power and by positioning 
the same reflector at different depths we get different signal magnitudes. The 
signal magnitude in the z space is reduced when positioning the reflector 
away from the zero path length difference.  
This is due to the interference washout at large path length 
differences, and is dependent on the finite size of individual pixels and the 
spectrometer optics which determines the spectral sampling. We used the 
ASE laser presented earlier in Figure 2-2. We see a series of different axial 
profiles (A lines) versus depth which are combined in Figure 2-8, for which 
we used the classic OCT setup. For each position of the reflector we 
acquired the imaging depth using our FDOCT setup with the help of the 
CCD camera combined with the Spectrometer.  
To understand why we observed this fall off in the sensitivity, we 
present in Figure 2-9 , the effect of different focusing optics on the detected 
interference modulation resulting from different positions of the sample. On 
the left: we have an ideal case where the focused Gaussian beam is the 
smallest and is contained within one pixel (around the optical contact), so the 
sensitivity is high. On the right (far from the optical contact): we have a 
large focal spot resulting in a loss of light and spectral cross talk between 
pixels, in this case the sensitivity is smaller compared to the ideal case. 
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Figure 2-8 fall off curve, different magnitude from the same reflector at different position. 
 
 
Figure 2-9 How the focusing affects the detected interference modulation. Left: the normal 
case where the focus is contained inside the pixel. Right: large focus results in loss of light. 
The choice of the spot light color is for illustration only. 
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This experience shows that in order to obtain maximum sensitivity 
we need to work with an interferometer with equal arm lengths.  
 
2.2.3 Calibration of the piezo (electric) actuator 
The piezo is an important part of our setup because it constitutes, 
combined with the silicon slice, our sample. The silicon slice was not used 
for the calibration, only the mirror that was fixed on the piezo was used. 
Using the same setup described in Figure 2-1, the reference arm is a static 
mirror and the mirror mounted on a piezo without the silicon slice is our new 
sample. The piezo is connected to a function generator with a range from 0 
to 10 volt. We show in Figure 2-10 the response of the piezo displacement 
versus the voltage. The piezo is calibrated by setting the frequency of the 
generator at 14 kHz for all the measurements; each measurement is obtained 
in 3 steps: 
 Acquire the spectrum1 (Intensity versus wavenumber) 
 Perform the Fourier transform2 of the spectrum in order to get the 
intensity versus depth. 
 Locate numerically the peak3 which corresponds to the vibrating 
mirror surface. 
  Now by calculating the Fourier transform of the phase variation of 
the located peak versus time, we use the equation (1.14) to extract the 
frequency and the amplitude.  
By analyzing Figure 2-10, the piezo should be used between 2 and 
8V, to maintain its linear response; above 8V we observe nonlinear response 
                                                 
1
 We use the Labview program 
2
 This is done using a Matlab code applied to the extracted data 
3
 In fact we will observe the DC peak at the center and the second peak that 
corresponds to the interference between the sample and the reference mirror 
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from the piezo, where we observe a maximum displacement around 66nm, 
and below 2V we don’t have sufficient amplitude.  
 
 
Figure 2-10 Displacement of the piezo versus voltage,  
the frequency was maintained at 12 kHz 
 
 
2.3 Proof-of-concept experimental results  
 
Our aim behind this setup is to validate the proof of concept of the 
subaxial resolution theory. So we have used the silicon wafer as the first 
layer and the mirror mounted on a piezo as the second layer. Then by 
approaching the two layers so that the distance between them becomes 
smaller than the coherence length of the broadband source, it will be no 
more possible to distinguish them in the spatial Fourier domain. Therefore 
by activating the piezo at given frequency we will get the axial profile as a 
function of time, and by using the method presented in section 1.4 we will be 
able to get the information about each layer. 
We consider two cases:  
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 Large step displacement: The distance between two consecutive 
steps is larger than the half of the wavelength, so we cannot use the 
phase information. The amplitude is used in this case. 
 Small step displacement: The distance between two consecutive 
steps is smaller of the half of the wavelength. The phase is used in 
this case. 
2.3.1 Large step displacement 
 
Using the sample formed by the silicon slice and the moving mirror, 
we now place the moving mirror close to the silicon sample at a distance 
smaller than the axial resolution of the source, see Figure 2-11. The moving 
mirror is oscillating continuously at 14 kHz frequency; its amplitude (peak to 
peak) is 63nm which has been set by applying an 8V peak to peak to the 
piezo. (We used the calibration curve to extract this value, see Figure 2-10). 
We call large step a displacement between position 2 and position 1 
in steps that are larger than half of the central wavelength estimated at 
0.7525µm. 
In order to extract the position of the hidden layer, we chose a step 
of 3µm. For each position we applied the method described in section 1.4 
where we use the amplitude and not the phase since the step is larger than 
0.7525µm, then by using a Matlab code we were able to separate the two 
layers numerically, see Appendix A. 
Figure 2-12 shows the result obtained when applying the algorithm 
of reconstruction, to a situation where the distance between the two layers is 
within the coherence length. As we see, the maximum amplitude of the 
moving piezo is observed at the position 585 (in pixel unit), which 
corresponds to the position of the second layer which is undetectable in the 
spatial Fourier domain (depth profile z). In theory the form of the 
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reconstructed curve has to be Gaussian, but in our experiment, the 
reconstructed spectrum presents at some points, jumps which is probably due 
to the noise of our system. In fact we observed experimentally staircases (the 
same position) when taking steps smaller than the distance between two 
pixels in the spatial Fourier domain, which was estimated to be around 
11.5µm
1
, but if we take steps larger than 11.5µm, the staircase disappears 
and we will observe the red curve in Figure 2-13. Note that the axial 
resolution was estimated to be 76µm, see Figure 2-3. By applying our 
method we are able to go down to a resolution of 6µm which is 
approximately 13 times better than the static axial resolution. 
 
Figure 2-11 Experimental setup which shows the large steps. The system (piezo+mirror) is 
oscillating continuously at each position. 
 
This method can potentially improve the axial resolution to a value 
equal of 6 m  (the half of the distance between two pixels in the spatial 
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domain). This limitation cannot be avoided if we use the amplitude and not 
the phase, and it comes from the values of the minimal and the maximal 
wavelength of the spectrometer.  
 
Figure 2-12 Illustration of how the reconstruction works; the maximum corresponds to the 
real position of the dynamic sample 
 
 
 
 
Figure 2-13 Reconstruction of the unresolved layer for many positions; the steps was 3µm 
which is larger than half of the wavelength, 0.7525µm 
 
 
(µ
m
) 
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2.3.2 Small step displacement 
 
Using the same setup, the moving mirror is oscillating at the same 
frequency 14 kHz, with amplitude of 63nm. We call small step a 
displacement in steps smaller than half of the central wavelength 0.7525µm. 
We show in Figure 2-14 the displacement of the moving mirror in 
real time using the phase, when we applied different small steps. Before each 
step we see a variation of the displacement, which is due to the fact that the 
piezo is oscillating, combined with the noise of our setup. Note that the true 
unwrapped phase is observed after a displacement of 0.7525µm. 
Figure 2-15 illustrates the result of the reconstruction of the second 
layer at a different position; we took a step of 50nm which is lower than 
0.7525µm. The red curve represents the theoretical result. The experimental 
data presented in blue fit correctly the expected result. The standard 
deviation between the measurement and the theoretical result is 65 nm. 
 
 
Figure 2-14 Phase shifting (displacement) versus time in real time, arbitrary step lower than 
half of the center wavelength, 0.7525µm 
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Figure 2-15 Reconstruction of the unresolved layer for many positions, the steps was 50nm 
which is smaller than half of the wavelength, 0.7525µm 
 
2.4 Summary 
 
We started this chapter by describing the FDOCT setup and its 
elements; we then characterized our setup by quantifying the experimental 
lateral resolutions, and the fall-off sensitivity. We then showed experimental 
results to validate the proof of concept. For large steps, we were able to 
reconstruct the position at a resolution of 6µm. For small steps, the 
resolution was 65nm. 
Our IR FDOCT setup can perform also the tomography on a 
multilayer sample; this setup will then be used also in the second part. It will 
serve to compare the distance between two consecutive nodes of Fizeau 
fringes in both linear and nonlinear interferometry, and this will help to 
validate and calibrate the systems described in part II of this thesis. 
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Introduction 
 
A difficulty often encountered in interferometric methods used for 
tomography like OCT, consists in the reflected waves at the interfaces 
(z1….zn-1) included in the signal, even if what interests us is the interface zn. 
The sample is assumed to be n semi-reflective layers at the position z1<z2…. 
<zn-1, each with a reflection coefficient for the field amplitude ρ1, ρ2,….. ρn. 
The DC and the autocorrelation signal that come from these 
interfaces (z1….zn-1) contain no information about the desired interface zn, 
they will reduce the sensitivity [15] and might contribute to saturate the 
detector.  
 
Figure 2-16 Schematic of multilayer sample in a Michelson interferometer 
Many methods have been proposed to work around such problem. 
Wojtkowski and Leitgeb proposed algorithms that retrieve t he phase 
using multiple interferograms with known phase [17] or 90
o
 phase shift 
created by translating the reference mirror [18], to get complex signals 
which can eliminate the DC and the autocorrelation signal. But these 
algorithms need high stability systems and they decrease the imaging speed 
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due to the mechanical movement of the reference mirror. To improve this 
method, Sarunis et al. presented simultaneous access to non-complementary 
phase  components of the complex interferometric signal using 3x3 fiber 
couplers [19], later Vakoc et al. demonstrated a method that employs 
polarization-based optical demodulation which allows the separation of 
signals from positive and negative depths to 50dB better in sensitivity [20], 
and not long ago a dual detection full range FDOCT was presented [21]. 
Alternatively, another techniques based on carrier frequency were proposed, 
Jun Zhang et al. proposed the enhancement of the signal to noise ratio by 20 
dB in FDOCT using an electro optic phase modulator [22], they have used 
an appropriate carrier frequency that affects the signal but not the DC nor the 
autocorrelation term, so it is possible to separate the two terms in the final 
result. 
Other OCT systems have been illustrated to improve the imaging 
capabilities, or to increase the contrast for specific applications. The 
polarization-sensitive OCT splits the polarization states of the detected 
interference to enhance the contrast in birefringence samples; it can measure 
the thickness of a birefringent retinal nerve fiber to diagnose glaucoma [23-
24]. Another setup known as second harmonic OCT (SH-OCT) was 
reported, which combines the SHG nonlinear scatterings of a sample with 
the coherence gating of OCT to enhance the contrast of collagen [25-30]. 
We present in this part a novel method that can completely cancel out the 
DC and enhance the contrast using nonlinear optic gate. The strong sample 
reflection can be eliminated, and at the same time we can preserve the 
weaker sample reflection from sites of interest, leading to better image 
quality. 
The nonlinear optic gate is a very popular phenomenon; it is very 
useful for femtosecond pulse characterization methods, like for example 
frequency-resolved optical gating (FROG) and second order autocorrelators 
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[31]. The superposition between the incident light beams for both methods 
generates a nonlinear signal only if the interaction in the nonlinear medium 
is perfectly synchronized to realize the temporal overlap of these intense 
pulses.  
Nonlinear optic gating is widely useful in time-resolved imaging 
[32]. It works by filtering temporally the sample scattering light with a 
separate gating pulse in a non-linear medium. The time-resolved technique 
has been used to perform imaging through scattering media using different 
nonlinear phenomena [33-36]. 
The idea of our novel method is to mix in a nonlinear type II crystal, the 
laser beams from the two arms of the Michelson interferometer. By 
exploiting the polarization properties of the light, it is possible to make this 
frequency conversion efficient only to the superposition of the two beams 
from the reference arm and the one from the interface zn. This can be done 
by realizing the optical contact, or in other words by setting the position of 
the reference mirror at equal distance from the beam splitter as the interface 
zn,. Thus, the component of the converted signal comes only from the 
interference between the experimentally significant beams from the two 
arms of the interferometer. This allows us to isolate the useful signal 
component, which contains the tomographic information. Moreover, the 
frequency conversion permits recording the signal at a visible wavelength 
(650nm), while the sample is probed in the infrared (1300nm). From an 
experimental view, this is interesting because of the possibilities offered by 
sensitive detectors in the visible which exceed widely the most sensitive 
detectors in the infrared. 
But the obtained signal contains no information about the phase 
because the pure type II SHG phenomenon excludes interferences; therefore 
we don’t observe any Michelson fringes between the reference arm and the 
sample arm. Nonlinear and linear fringes can be observed using the type II 
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SHG by turning the crystal around the light propagation axis. This will result 
in not eliminating completely the auto doubled signal from each arm 
(background noise); therefore it affects the contrast of the nonlinear fringe. 
The contrast can be controlled and it is a function of the rotation angle and 
the delay between the two arms of the interferometer. 
A full description of the type II SHG phenomenon is presented, and 
then a detailed explanation of the theoretical model on how linear and 
nonlinear fringes can be obtained using second order autocorrelation 
interferometry, and what the parameters are that affect their contrast. 
We demonstrate the dark field interferometry method in our setup; this 
method is based on creating fringes in the sample arm and setting the 
nonlinear crystal angle to zero to eliminate the undesired backscattered light. 
This method requires working with three waves coupling, this is why we 
used our FDOCT linear setup to calibrate and understand the nonlinear 
setup. 
This part is divided into 3 chapters: 
 In chapter 3 we explain the theory of the second harmonic 
generation; we give a full description on how to compute the 
effective nonlinear coefficient and the phase matching for the type II 
condition. 
 In chapter 4 we give a novel theoretical demonstration for nonlinear 
interferometry using second order autocorrelation function. We 
illustrate using simulations for many considerations, the dependency 
of the fringes contrast and the DC on the angle between the ordinary 
or the extraordinary axis and the field’s polarization at the entrance 
of the crystal. We conclude that in order to work with dark field 
background, no fringes can be observed. Therefore the necessity to 
create before doubling, fringes in test arm only. 
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 In the last chapter 5 we show the experimental setup to validate the 
theoretical study and the concept. We validate the dependence of 
nonlinear fringes on the angle and the delay between the two arms of 
the interferometer. Then later we switch to work in dark field where 
no Michelson fringes are observed, so we show the possibility to 
obtain fringes in black background using Fizeau fringes generated in 
the sample beam. We have used Fizeau fringes in our linear FDOCT 
and in our nonlinear setup to answer the question about the real 
distance between two consecutives fringes in the nonlinear setup 
(fundamental or second harmonic). We show a final application of a 
step measurement by doing nonlinear tomography with the 
suppression of the DC using Fizeau fringes, combined with 
femtosecond gate method. 
Equation Section (Next) 
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3. Nonlinear optics theory for the type (II) 
SHG 
In this chapter, we start by introducing the nonlinear optics, and then 
we explain the principle of type II SHG. We later present how to write and 
calculate the polarization components for the BBO case, and how to use the 
crystal orientations, the ordinary and the extraordinary axis. We then show 
how to calculate the nonlinear effective coefficient, and we finally end up by 
presenting the phase matching condition. 
3.1 Overview 
 
Nonlinear optics is an important field of optics that describes how 
atoms and molecules respond nonlinearly to an intense radiation field. I will 
explain in a few lines the difference between linear and nonlinear optics then 
I will switch back to nonlinear optics. 
In a homogeneous medium, a monochromatic wave travels along a 
straight line. The propagation velocity of this wave is given by c / n, where n 
is the refractive index which depends on the arrangement of the atoms and 
the distribution of electrons in the medium. Whenever an electric field is 
applied to the medium, the distance that separates the electrons from the 
nucleus changes. If this field is oscillating (e.g. electromagnetic wave), the 
electrons of the medium will oscillate and will radiate another field 
proportional to the incident electric field; these two fields are phase shifted.   
 This phase shift is equivalent to a smaller propagation velocity. If 
the intensity of the incident beam is low, such that the electric field 
associated with the light beam is much smaller than the intra-atomic field, it 
can be shown that the phase shift is independent of the intensity of the light 
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beam. This is the case of the linear optics, and we enumerate some 
properties:  
 Refractive index, absorption, refraction and transmission coefficient 
are independent of the incident light beam 
 There is no change in frequency through the medium 
 Superposition principle: harmonic waves will become independent 
and can be combined (their linear combinations satisfy the wave 
equation).   
 
When the intensity of the electric field associated with the light wave 
becomes comparable to the intra-atomic electric field, the electrons 
distribution across the medium can be modified, this is the regime of 
nonlinear optics, and we enumerate some properties: 
 A change in the refractive index 
 The optical properties (refractive index, absorption, refraction…) 
depend on the magnitude of incident light 
 The superposition principle is no more valid  
 Changes in frequency (color) will operate through the nonlinear 
medium. 
The first observation of the nonlinear effect was stated in 1961 when 
Franken observed the second harmonic generation in quartz [37], see Figure 
3-1. 
 
Figure 3-1 Experimental setup of  Franken el al . 
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3.2 Polarization 
 
  The polarization is induced by an interaction between the light field 
and the medium, this polarization characterizes the response of the medium 
to the radiation excitation [38]. 
 When the external light field intensity is sufficiently high in 
comparison with the intra-atomic electric field, the polarization can be 
written as a power series of the electric field [39]: 
 
(1) (2) 2 (3) 3
0( ) ( ( ) ( ) ( ) ...)P t E t E t E t        (3.1) 
where 0  is the dielectric coefficient in vacuum, and
( )i is the tensor of the 
i
th 
order
 
electric susceptibility. The components can be written: 
 
(1) (2) (3)
0( ) ( ...)i ij j ijk j k ijkl j k lP t E E E E E E        (3.2) 
In order to describe the nonlinear process, we must solve the wave 
propagation equation which results from the Maxwell’s equations: 
 
2 2
0 0 02 2
E P
E
t t
  
 
  
 
 (3.3) 
In this inhomogeneous wave equation, the polarization ( )P t  
produces an acceleration of the electrons which induces the emission of an 
electromagnetic wave field. Since ( )P t  contains nonlinear terms, by solving 
the equation above, we will be able to generate new frequencies. 
Some examples of non-linear processes are shown in the next table: 
 
Order Tensor Effects Applications 
1 (1)  Absorption, linear emission Optical fiber 
 
2 
 
(2)  
Second Harmonic Generation 
2 ; ,    
Frequency doubling 
Electro-optic 
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Pockels effect: ( ; ,0)   modulator 
 
 
 
3 
 
 
 
(3)  
Third Harmonic Generation 
3 ; , ,     
 
Four-wave mixing 
4 1 2 3; , ,     
 
Optical Kerr effect 
Nonlinear 
spectroscopy 
 
 
Stimulated Raman 
effect 
 
Ultra-fast optical 
ports 
 
3.3 Second Harmonic Generation (SHG) 
 
Our research focuses mainly on the type II SHG phenomena; its 
principle is shown in Figure 3-2, which shows the underlying quantum 
process: two photons ω are absorbed and one photon 2ω is emitted. In other 
words,  
 
Figure 3-2 Second Harmonic Generation principle 
If two orthogonal fields are applied to a type II nonlinear crystal, we 
will get a polarization at the doubled frequency, therefore we can write: 
 
(2)
0 1 2(2 ) ( ). ( )NL ijkP E E      (3.4) 
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where 
(2)
ijk  is the tensor of the second order electric susceptibility.  
We define the nonlinear effective coefficient as ijkd which can be calculated 
by: 
(2)
0ijk ijkd   . The determination of the elements of the tensor ijkd  
depends on the crystallographic structures of the materials. In 
centrosymmetric crystals ijkd =0, and for crystals with noncentrosymmetric 
structures, ijkd  is a 3x3x3 tensor. This tensor can be reduced to a 6x3 matrix 
by considering n=jk which can take values between 1 and 6 [39]. In this case
ijk ind d , and we can write 
1, 2, 3, 4, 5, 6xx yy zz yz zy xz zx xy yxn n n n n n n n n          
Therefore, ind matrix becomes: 
11 12 13 14 15 16
21 22 23 24 25 26
31 32 33 34 35 36
in
d d d d d d
d d d d d d d
d d d d d d
 
 
  
 
 
 
Using this matrix, the polarization becomes: 
(2 )
(2 )
(2 )
x
y
z
P
P
P



 
 
 
 
 
  
1 2
1 2
11 12 13 14 15 16
1 2
21 22 23 24 25 26
1 2 1 2
31 32 33 34 35 36
1 2 1 2
1 2 1 2
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
x x
y y
z z
y z z y
z x x z
x y y x
E E
E E
d d d d d d
E E
d d d d d d
E E E E
d d d d d d
E E E E
E E E E
 
 
 
   
   
   
 
 
  
  
     
   
 
  
 (3.5) 
If we develop the matrix product, the polarization components become: 
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11 1 2 12 1 2 13 1 2 14 1 2 1 2
15 1 2 1 2 16 1 2 1 2
( ) ( ) ( ) ( )
( ) ( )
x x x y y z z y z z y
z x x z x y y x
P d E E d E E d E E d E E E E
d E E E E d E E E E
    
   
 
 (3.6) 
 
21 1 2 22 1 2 23 1 2 24 1 2 1 2
25 1 2 1 2 26 1 2 1 2
( ) ( ) ( ) ( )
( ) ( )
y x x y y z z y z z y
z x x z x y y x
P d E E d E E d E E d E E E E
d E E E E d E E E E
    
   
 
 (3.7) 
 
31 1 2 32 1 2 33 1 2 34 1 2 1 2
35 1 2 1 2 36 1 2 1 2
( ) ( ) ( ) ( )
( ) ( )
z x x y y z z y z z y
z x x z x y y x
P d E E d E E d E E d E E E E
d E E E E d E E E E
    
   
 
 (3.8) 
   
In our work we used a BBO crystal with point group 3m-C3c which 
has the following din tensor [39]: 
 
 
15 22
22 22 15
31 31 32
0 0 0 0
0 0 0
0 0 0
in
d d
d d d d
d d d
 
 
  
 
 
 (3.9) 
In this case we can deduce that 
11 12 13 14 23 25 26 34 35 30 0d d d d d d d d d d           
And the non-vanishing coefficients are: 
15 16 21 22 24 31 32 33, , , , , , ,d d d d d d d d  
The relationship between the coefficients is: 
16 22 21 22 24 15, ,d d d d d d       
Therefore the polarization components in this case become: 
 
15 1 2 1 2 22 1 2 1 2( ) ( )x z x x z x y y xP d E E E E d E E E E    (3.10) 
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   22 1 2 22 1 2 15 1 2 1 2( )y x x y y y z z yP d E E d E E d E E E E     (3.11) 
 
   31 1 2 31 1 2 33 1 2( )z x x y y z zP d E E d E E d E E        (3.12) 
 
3.4 Uniaxial crystals and index ellipsoid 
 
  In an anisotropic crystal the applied electric field and the 
polarization direction have different directions. The displacement field can 
be written as a function of the external field: 
 
11 12 13
21 22 23
31 32 33
x x y z
y x y z
z x y z
D E E E
D E E E
D E E E
  
  
  
   
 
   
 
   
 (3.13) 
Where 0 (1 )ij ij     is the dielectric permeability tensor, ij is the 
electric susceptibility described previously. We can write: 
 i ij jD E  (3.14) 
i, j can take the values 1,2 and 3 and they stand for x=1,y=2 and z=3. 
The energy density is defined by: 
 
1 1
2 2
i ij jU ED E E   (3.15) 
In the principal coordinate system ij [39]: 
 
11
22
33
0 0 0 0
0 0 0 0
0 0 0 0
x
ij y
z
 
  
 
   
   
    
   
   
 (3.16) 
Therefore we can write: 
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2 i ij j x x x y y y z z zU ED E E E E E E E E          
And by replacing iE with i
i
D

  
 
22 2
2
yx z
x y z
DD D
U
  
    (3.17) 
 
Nonlinear crystals are nonmagnetic materials
1
 
 
2 2 2, ,x x y y z zn n n      (3.18) 
nx, ny and nz are the principal refraction index, we define the principal axis x, 
y and z: 
 
22 2
2 2 2, ,
2 2 2
yx z
DD D
x y z
U U U
    (3.19) 
Using (3.17) we get: 
 
2 2 2
2 2 2
1
x y z
x y z
n n n
    (3.20) 
This relation is called the index ellipsoid equation. 
Since we work with a BBO crystal, we jump directly to uniaxial 
crystals where there is no difference between nx and ny, it is called the 
ordinary refractive index and we write: 
 o x yn n n   (3.21) 
zn  is called the extraordinary index of refraction, we have: 
 e zn n  (3.22) 
In the BBO case, no>ne  this is what we call negative biaxial crystal. 
                                                 
1
 r rn   , for nonmagnetic material 1r   
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We show in Figure 3-3 the electric field for ordinary and 
extraordinary waves in uniaxial crystals. Note that the extraordinary index is 
function of θ; on the other hand the ordinary one is constant. Using the 
ellipsoid equation described in (3.20) we can write [40]: 
 
2 2
2 2 2
1 cos ( ) sin ( )
( , ) ( ) ( )e o en n n
 
   
   (3.23) 
For the BBO, Sellmeier relations for no and ne as a function of  (µm)
1
 are: 
 
2 2
2
2 2
2
0.01224
2.3753 0.01516
0.01667
0.01878
2.7359 0.01354
0.01822
e
o
n
n




  

  

 (3.24) 
Both depend on the temperature in the case of BBO, the relations: 
 
6 6( ) ( )16,6.10 9,3.10o edn dnand
dT C dT C
   
   (3.25) 
We see clearly that no  is larger than ne (negative uniaxial crystal) 
 
 
Figure 3-3 An uniaxial birefringent crystal. The principal plane of the crystal is the plane of 
the wave vector k and the optical axis of the crystal. An ordinary polarized wave has a 
polarization perpendicular to this plane and an extraordinary polarized wave has 
polarization in the principal plane.  
                                                 
1
 http://www.optical-components.com/BBO-crystal.html 
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3.5 The effective nonlinear coefficient 
 
The calculation of this coefficient is made to understand what are the 
hypothesis and the parameters, that affect this coefficient, and to relate these 
to our goal to understand the effect of rotating the crystal on the contrast of 
the nonlinear fringes. 
We start by looking at the expression of the polarization which is 
quite complex, if we take for example the equations (3.10) , (3.11) and 
(3.12), it contains a lot of summation which involve the nonzero matrix 
elements and the polarization components of the interacting waves. These 
complex equations can be simplified into a new expression: 
 1 2( ) ( )effP d E E   (3.26) 
where deff contains all the summation that has been done for a defined 
crystal.  
So by considering the BBO type II crystal for the second harmonic 
generation, we have two linearly polarized plane waves with amplitudes E
o
 
and E
e
 propagating in a BBO crystal at an angle m  to the optical axis. We 
consider also that the plane formed by the optical axis and the e-ray (E
e
) 
field makes an angle  with the x axis, and the o-ray (Eo) is perpendicular to 
the e-ray. In the next paragraph we will calculate the nonlinear second order 
polarization for the BBO crystal type II coupling. 
Figure 3-4 shows the direction of the electric fields in negative 
uniaxial crystals (ordinary and extraordinary waves). We can write the 
components of each field, we get: 
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Ordinary
( ) ( ).sin( )
( ) ( ).cos( )
( ) 0
o o
x
o o
y
o
z
E E
E E
E
  
  

 
 
  
 
 
(3.27) 
 
 Extraordinary
( ) ( ).cos( ) cos( )
( ) ( ).cos( )sin( )
( ) sin( )
e e
x m
e e
y m
e
z m
E E
E E
E
   
   
 
  
 
  
 
 
(3.28) 
Under the phase matching condition which will be explained later, 
the BBO type II crystal will allow only the coupling of an ordinary wave 
with an extraordinary wave. Using the three components of the polarization 
described in equations(3.10), (3.11) and(3.12), and by considering that the 
field 1 is E
o
 and the field 2 is E 
e
 we obtain: 
 
2 2
15 22sin sin (cos sin cos cos )
o e o e
x m m mP d E E d E E         
 (3.29) 
 
22 15(cos cos sin cos cos sin ) cos sin
o e o e
y m m mP d E E d E E         
  (3.30) 
 31 ( sin cos cos sin cos cos ) 0
o e
z m mP d E E            (3.31) 
  
If we rewrite the polarization components with respect to the ordinary and 
the extraordinary axis we get: 
 sin cos
o
x yP P P     (3.32) 
 sin ( cos sin )cos
e
z m x y mP P P P        (3.33) 
By substituting (3.29), (3.30), and (3.31) into (3.32) and (3.33) we obtain: 
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2 2
15
3 2
22
(sin sin sin cos )
(cos sin 3cos cos sin )
o o e
m m
o e
m m
P d E E
d E E
   
    
 
 
  (3.34) 
 
15 22( sin cos sin 3 )
o o e
m mP d d E E      (3.35) 
 
Figure 3-4 The ordinary and extraordinary electric fields in uniaxial crystals. x,y and Eo are 
in the orange plane, kω, z and Ee are in the blue plane 
And: 
 
 
 
15
2 3
22
sin sin cos cos sin sin cos
3cos cos sin cos cos cos
e o e
m m m
o e
m m m
P d E E
d E E
      
     
  
 
 
 (3.36) 
 
2
22 cos cos3
e o e
mP d E E     (3.37) 
Using the definition of the deff described in (3.26), the effective 
nonlinear coefficient for type II phase matching comes directly from (3.35) 
and (3.37): 
Mode: o e e    
 
2
22 cos ( )cos(3 )eff md d     (3.38) 
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Mode: o e o   
 15 22sin( ) cos( )sin(3 )eff m md d d      (3.39) 
These two expressions already exist in the literature [41]. We conclude 
that if we rotate the crystal around the wave direction kpump (see Figure 3-3), 
the nonlinear effective coefficient will not be affected. It depends only on the 
two angles:  
 θ the angle between the optical axis and the kpump 
 φ the angle between the plane (formed by the extraordinary wave 
and the optical axis), and the x axis. 
3.6 Phase matching 
 
There are two types of phase matching, type I and II. 
Type I is the type of phase matching in which two waves with the 
same polarization generate a new wave of different frequency, see Figure 
3-5 (a). In type II, we combine two waves with orthogonal polarizations; see 
Figure 3-5(b). In the type I, the polarization is oriented along z and given by:  
 1 2( ) ( ) ( )
i kz
effP z d E z E z e
  (3.40) 
Where 3 1 2k k k k     
The phase matching condition for type I is  
 3 1 2 3 3 1 1 2 20k k k k n n n           (3.41) 
In the type II, the polarization is given by: 
 
.
3 1 2( ) ( ) ( )
i k r
effP r d E r E r e
  (3.42) 
Where 3 1 2k k k k     
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The phase matching condition for type II: 
 3 1 2 3 3 3 1 1 1 2 2 20k k k k n u n u n u           (3.43) 
 
Figure 3-5 Phase matching, (a) type I-(b)  type II 
3.6.1 Type II phase matching o+e 
   
→    
 
  We are interested in the phase matching for the type (II) BBO, where 
we have the coupling of two polarizations to the ordinary and the 
extraordinary axis. The output generated is oriented in this case along the 
extraordinary axis ( o e e   ), we recall the phase matching condition [40]: 
 
1
(2 , ) ( , ) ( )
2
e m e m on n n
         (3.44) 
Using equation (3.23) we can write 
 
2 2
2 2 2
2 2
2 2 2
cos ( ) sin ( )1
;
(2 , ) (2 ) (2 )
cos ( ) sin ( )1
( , ) ( ) ( )
m m
e m o e
m m
e m o e
n n n
n n n
 
   
 
   
 
 
 (3.45) 
 
Combining equation (3.44) and (3.45) we get: 
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1 1
2 2 2 22 2
2 2 2 2
cos ( ) sin ( ) cos ( ) sin ( )1
( )
(2 ) (2 ) 2 ( ) ( )
m m m m
o
o e o e
n
n n n n
   

   
     
       
     
 (3.46) 
There is no analytical expression for the angle θ, only a numerical 
solution can be found using this relation. 
3.6.2 Type II phase matching o+e 
   
→    
 
The polarization at the output of the crystal is oriented with respect 
to the ordinary axis. In this case the phase matching condition is : 
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(2 ) ( ) ( )
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Using equation (3.45) we get 
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 The solution is 
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 (3.49) 
3.7 Summary 
 
  We introduced the nonlinear optic by comparing its property to the 
linear optic. Then we explained the Second Harmonic Generation 
phenomena and we illustrated the expression of the components of the 
polarization in this case. We later showed for the type II coupling using the 
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BBO crystal how to calculate the nonlinear effective coefficient; this 
coefficient does not depend on the rotational angle of the crystal around the 
wave direction. We finally discussed the phase matching condition for the 
two possibilities in the type II.  
Equation Section (Next) 
 
4.  Nonlinear interferometry-Theory and 
simulation 
In this chapter, we first introduce the autocorrelation technique and 
we explain its use for pulse characterization [42-44]. Then we show that it is 
possible to create nonlinear fringes using the second order autocorrelation 
interferometry technique. Measurements with nonlinear fringes were already 
presented in the literature, for example Santran et.al determined the 
nonlinear refractive index of photo-thermo refractive glass using collinear-
orthogonal-polarization-pump-probe (COP3)[45]. By measuring the signal at 
the doubled frequency (nonlinear term) they estimated the refractive index 
n2.. Diels et.al used the interferometric second order autocorrelations to 
control and measure ultrashort pulse shapes (amplitude and phase) [46]. We 
describe in this chapter the orthogonal polarization second order 
interferometry for shape and displacement measurements; we give new 
analytical expression for the autocorrelation function for different situations, 
such as unbalanced return fields,  balanced return fields, dispersion in one 
arm, asymmetry of the envelope and the mix between these previous case.    
Then we analyze using simulations the dependency between the 
crystal angle and the contrast of the fringes. We later discuss the different 
parameters that affect the contrast of both linear and nonlinear fringes, such 
as the delay, the balancing coefficient of the return fields, the group velocity 
dispersion and the degree of asymmetry of the pulse envelope. 
 
4.1 Introduction to the autocorrelation technique for fast 
pulses characterization  
 
A photo-detector cannot have access to the temporal profile of a 
femtosecond pulse; it can only detect the energy. The time response of the 
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detector is always much longer than the pulse duration, for this reason 
another method is required to determine the substructure of the pulses 
(arrival time and phase), in order to reconstruct completely E (t). 
The basic method consists of measuring the autocorrelation-function 
of the pulse, which can be acquired using a Michelson interferometer (see 
Figure 4-1). 
A 0.1 µm displacement of the moving mirror produces a temporal 
displacement of 0.33fs (0.67fs if we consider the round trip in the Michelson 
interferometer). 
 
At the first order autocorrelation, the detected intensity is given by: 
   
*
1( ) t t t tI E E E E dt 

 

     (4.1) 
where E (t) is the complex electric field emitted by the laser, and τ is the 
time delay between the two arms of the interferometer. 
We see that the domain of the integral is   because in the case of 
femtosecond phenomena the time response of the detector is much slower 
(µs- ns), allowing extension of the integration to infinity. By developing  
(4.1) we obtain: 
*
1
1
( ) 2 2
2 2 ( )
t t t
t
I I dt E E dt
I dt G


 

 


 
 
 

 (4.2) 
where       is the first order autocorrelation as a function of the field. By 
using the Fourier transform of this function we get the spectral power 
distribution (spectral intensity): 
   
2
1G E      (4.3) 
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Figure 4-1 Michelson interferometer with delay 
 
 But this is not enough to determine the pulse duration. Knowing the 
width of the spectral intensity will only give a minimum limit of the pulse 
duration t  : 
.t K     (4.4) 
where the value of K depends on the shape of the envelope [47-48] (see 
Table 1). 
Note that the minimum of this inequality is reached when the 
spectral phase of the pulse is constant. An example of a first order 
autocorrelation signal is presented in Figure 4-2. 
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Square rect
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   
  
   
 
 
 
 
 
 
 
 
 
  
   
     
Table 1different values of K for different pulse shapes. t0  represents a fixed duration 
parameter. Criterion of full width at half maximum has been employed 
 
 
Figure 4-2 First order autocorrelation signal 
The interferometric signal detected by the photodiode can have a 
resolution of the order of femtosecond; therefore we are able to have indirect 
observation of the ultrafast phenomena. 
In order to characterize completely the pulse, we need to have access 
to all the other orders of the autocorrelation signal      . At the second 
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order, it is the square of the field that is autocorrelated and then detected as 
intensity. We distinguish two types: Collinear polarization autocorrelation 
(type I) and non collinear polarization autocorrelation (orthogonal 
polarization type II). To obtain the second order for both methods we can 
use the second harmonic generation; the induced polarization can then be 
written: 
Collinear Polarization        
2(2 ) eff sP d E    (4.5) 
Orthogonal Polarization        
(2 ) eff o eP d E E    (4.6) 
  Where Es is the total electric field in the case of collinear polarization, in 
this case a nonlinear type I crystal is used. Eo, Ee are the two orthogonal 
fields with respect to the ordinary and the extraordinary axis, in this case a 
nonlinear type II crystal is used. 
In the next paragraph I will explain briefly the second order 
autocorrelation with collinear polarization, and then I will switch to the 
crossed orthogonal polarization which is our main study to generate 
nonlinear fringes. 
Figure 4-3 illustrates the experimental scheme of the collinear 
polarization autocorrelation. The input pulse is divided through a beam 
splitter into two fields where one of them is progressively delayed.  The 
recombined field from the two arms is then focused into a type I nonlinear 
crystal where SHG will take place, therefore we get a field proportional to 
 
2
t tE E   and then a photodiode will detect the intensity at the doubled 
frequency. We write the intensity as: 
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Figure 4-3Experimental layout for collinear autocorrelation 
 
 
2
2
2 ( ) t tI E E dt



    (4.7) 
  Let’s assume that the complex field can be written as follows, described by 
an amplitude 
tA  and a phase φ: 
( )j t
t tE A e
    (4.8) 
By developing 2 ( )I   we get: 
     
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t tI A e A e dt
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  
  
 
 
  
 (4.9) 
We can divide this expression into two parts: the interferometric 
part, which contains a coherence term oscillating at ω (linear fringes), and a 
coherence term oscillating at 2ω (nonlinear fringes), and the non 
75 
interferometric part (background) which is determined by the pedestal and 
the envelope.  
If 0   we obtain the maximum intensity: 
416 tMax A dt


    
If    we obtain the minimum intensity: 
42 tMin A dt


   
 
The contrast of the collinear second order autocorrelation is 
therefore 8:1. This form is quite general; it is used to ensure the proper 
functioning of a second order autocorrelator.  
To determine the duration of the pulse through the interferometric 
second order autocorrelation signal, we can apply a low-pass frequency filter 
to remove the interferometric part. The filtered signal is called the second 
order autocorrelation intensity signal.  
4.2 Crossed orthogonal polarization autocorrelation 
 
We present in this section the interferometric method to generate 
nonlinear fringes in an original manner. The reason we want to generate 
fringes is to have access to the phase information and to be able to make 
tomographic measurements to characterize samples like MEMS. 
The theoretical model is demonstrated and explained in details. New 
analytical expressions are presented for the first time. These analytical 
expressions combined with simulations will serve to analyze the contrast of 
the fringes and identify the parameters that can be used to control it. 
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4.2.1 Theoretical demonstration of linear and nonlinear 
fringes in the case of orthogonal polarizations 
 
 
 
Figure 4-4 shows the setup for the crossed orthogonal polarized 
autocorrelation. We combine two orthogonal fields in a classic 
interferometer with a polarizing beam splitter (PBS). The PBS will separate 
the two orthogonal polarizations so that each polarization will probe an arm 
of the interferometer. At the output of the nonlinear crystal we get a field 
proportional to the product of these orthogonal fields, see equation(4.6). 
Knowing that the photodiode will then detect the energy, therefore we get 
the second order autocorrelation function as: 
2
( ) eff o eG d E E dt


    (4.10) 
 In order to observe fringes in this case, we need to rotate the crystal 
around the axis which corresponds to the direction of the laser; this will be 
explained hereunder. 
Figure 4-4 crossed orthogonally polarized autocorrelationdiagram 
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If we turn the crystal around the laser propagating axis, we have to 
rewrite the components of the field with respect to the ordinary (o) and the 
extraordinary (e) axis, because the type II crystal allows only the coupling of 
an ordinary wave and extraordinary wave that arrive synchronously on the 
crystal, so we get: 
 
 
0  
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By injecting Eo and Ee in the equation (4.10) we obtain ( )G   
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θ 
o 
e 
 𝑬𝒕 
𝑬𝒕 𝝉 
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We define the complex electric field: 
( )
j t
t t
j t
t t
E A e
E A e

 
 

 


 (4.13) 
Where tA  is the envelope (amplitude) of the pulse and     
By replacing these parameters in the previous equation (4.12) we get: 
2 2 2
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
 (4.14) 
This relation [49] constitutes the principal equation for the type II 
autocorrelation interferometry. It can be divided into 3 parts: 
 
2 2
4 4 2 2( )sin 2 4 2cos 2t t t tDC A A A A dt  

 

 
    
  
 
2
2 22 cos 2 sin 2t tNonlinear term A A dt  



   
 
2 22 sin 4 cos ( )t t t tLinear term A A A A dt  

 

    
The DC, the coherence term oscillating at ω (Linear term or linear 
fringes) and the coherence term oscillating at 2ω (Nonlinear term or 
nonlinear fringes) depend on the rotation angle of the crystal around the field 
direction.  
Note that the equation (4.14) already exists in the literature [49], but 
it has not been demonstrated nor proven experimentally, and only a special 
case of a balanced return field was explained, i.e 
t tA A  , in which case the 
linear term vanishes. We added previously the full demonstration, and then 
we will be adding in the next section the metrology using nonlinear fringes 
by introducing new other cases such as: unbalanced return fields, dispersion 
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in the sample arm and non-symmetric pulse. Then later we will show 
experimental results which validate these cases. 
4.2.2 Unbalanced return field case 
 
In this consideration we suppose that we have 
 Symmetrical Gaussian pulse envelope 
 Unbalanced return field 
 No dispersion  
A  Gaussian envelope can be written as: 
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 (4.15) 
Where a1 and a2 are two coefficients that multiply the two 
orthogonal fields, they give unbalanced control of the return fields from each 
arm and u corresponds to 0.601*FWHM of the time pulse. By putting these 
parameters in (4.14) we get ( )G  : 
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 (4.16) 
Knowing that
2
2
t
ue dt u 
 

 . The first integral (a):  
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Therefore the autocorrelation function becomes: 
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We can divide equation (4.17) into 3 terms 
 Linear term: 
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 DC:  
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 Nonlinear term: 
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We illustrate in Figure 4-5 the linear term as a function of the delay and the 
angle (a1=1 and a2=3). We do not observe linear fringes if the angle is equal 
to 0
o
 or 45
o
, and the maximum contrast is observed when the angle is 22.5
o
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Figure 4-5 Linear term as function of the delay and the angle. a1=1, a2=3 
Figure 4-6 illustrates the nonlinear term as a function of the delay and the 
angle. We see that nonlinear fringes disappear at the angle zero, then it rise 
to reach the maximum contrast when the angle is 45
o
. 
 
Figure 4-6 Nonlinear term as a function of the delay and the angle 
Figure 4-7 illustrates the DC term as a function of the delay and the angle. 
We see that the DC is minimum when the angle is zero and reaches its 
maximum when the angle is 45
o
. 
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Figure 4-7 DC term as a function of the delay and the angle 
By using
2 2
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  , the Fourier transform of the 
autocorrelation function ( )G f can be written:  
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(4.18)  
 Where f0 is the central frequency of the laser beam. 
And finally we get: 
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 
(4.19) 
By comparing the maximum amplitude A(f0) at the frequency f0 and the 
maximum amplitude A(2f0) at the frequency 2f0, we get:  
     
 
2 2 2 2
1 2 1 2 1 20
2 2 2 2
0 1 2 1 2
sin 4 2 4sin 2 cos 2( )
(2 ) 3 sin (2 ) 3 sin 2
a a a a u a aA f
A f a a u a a
   
  
 
   
0 1 2
0 2 1
( ) 4
(2 ) 3 tan(2 )
A f a a
A f a a
  (4.20) 
We define the balance coefficient
1
2
1
a
r
a
  , therefore we get  
2
0
0
( ) 4 1
(2 ) 3 tan(2 )
A f r
A f r

   (4.21) 
In Figure 4-8, we represent the maximum ratio of the linear fringes 
over the nonlinear fringes, when the rotation angle of the crystal is equal to 
33
o
. If the balance coefficient r is equal to 1 (balanced return field) the linear 
fringes vanish completely, but when we unbalance the two fields, the linear 
fringes rise and dominate over the nonlinear fringes. For example when r is 
equal to 0.4 this ratio is equal to 2. 
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Figure 4-8 Ratio between linear and nonlinear fringes, where         
√ 
⁄  or θ=33 
We can conclude also that: 
If θ=00 or 900: 
2 2
2 2 4
1 2( ) 4
u f
G f a a u e

    
both linear and nonlinear fringes vanish. 
If θ=450: 
     
2 2
0 0( 2 ) ( 2 )
4 4 2 2 4 4
1 2 1 2( )
u f f u f f
G f a a f a a u e e 
    
    
 
 
 
 we observe only nonlinear fringes at the doubled frequency 2f0. 
In fact the angle 45
o
 is very critical, that’s why further calculation 
was made for this specific angle, by considering that the beam splitter 
polarizer has some imperfection in its extinction ratio
1
. 
                                                 
1
 The extinction ratio (ER) is the ratio of the maximum transmission of a linear polarized 
signal when the polarizer’s axis is aligned with the signal to the minimum transmission when 
the polarizer is rotated by 90° 
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 Beam splitter polarizer with imperfect polarizations 
 
Let’s consider an imperfect polarization in the polarized beam splitter, 
see Figure 4-9. Each field at the entrance of the crystal consists of the 
desired field with the strong value and a small part of the undesired field, so 
we can write:  
 
1
2
t t
t t
E E E
E E E






 
 
                                  (4.22) 
 
 
 
 
Where α and β correspond to the extinction ratio of the beam splitter. 
If the crystal is turned at 45
o
 we rewrite the fields with respect to the 
ordinary and the extraordinary axis: 
       1 2
2 2
1 1
2 2
e
t tE E E E E          (4.23) 
       1 2
2 2
1 1
2 2
o
t tE E E E E          (4.24) 
The nonlinear polarization is calculated in this case: 
      2 2 2 2
1
.E 1 1 2
2
e o
t t t tE E E E E            
  (4.25) 
The autocorrelation function: 
θ 
o 
e 
𝑬𝟏 
𝑬𝟐 
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(4.26) 
By replacing the two complex fields with the expressions defined in 
(4.13) we obtain: 
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 (4.27) 
From this last equation, we see that the linear fringes are still present 
even if the angle is 45
o
. A simulation will come later to illustrate the 
sensitivity of this imperfect polarization. 
 
Figure 4-9 Schematic of the polarizations after passage through the PBS with non-optimal 
extinction ratio 
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4.2.3 Balanced return field case 
 
 Symmetrical Gaussian envelope 
 Balanced return field 
 No dispersion is taken into consideration 
By considering a balanced return field (a1= a2) the expression of 
( )G   calculated previously in equation (4.17) becomes [49]: 
2
2
2 2 2
4
1( ) a sin 2 ( 2cos 2 cos 2 sin 2 )
u
effG d u e w

     
 
    
 
(4.28) 
We see clearly that the third part (linear term) vanishes completely 
from the equation(4.28), which means that we will observe only nonlinear 
fringes at the frequency 2f0. 
4.2.4 Dispersion in one arm 
 
Since we are interested to work with Silicon, we considered now: 
 Symmetrical Gaussian envelope 
 Balanced return field 
 Dispersion is taken into consideration in one of the two arms 
(propagation through silicon). 
In these conditions we can write: 
 The non-dispersive arm: 
2
2
1,
t
j t u
t t tE A e where A a e


    (4.29) 
 We used for the dispersive arm the definition and method from 
Siegman [50]: 
    
2
'( )( )
2 .
z t zj t zj t
t tE A e a e e
    
 
   
   (4.30) 
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We recall the propagation constant β as a function of the frequency 
and its first and second derivatives: 
2 3 2
2 2 2
( ) ;
2
dk d k n
k n and
c d d c
 
   
   

     

 
And the altered Gaussian pulse parameter after traveling a distance z:  
 
1
2( ) 2z u j z

    
We rewrite ( )z  as: 
2
2 4 2 2 4 2 2
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u j z
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For simplification we define: 
2
2 4 2 2
4 2 2
1
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4
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4
u
h u z
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u z
m z




 
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 
                                 (4.31) 
h can be seen as the new 0.601FWHM  under dispersion, α(alpha) is the 
parameter responsible for the dispersion or the chirp effect, and z is the 
thickness of silicon. Using equation (4.30) we can write: 
2
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( )
2
2
1( )
t m
h
tA a e
z t m

   


 
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                (4.32) 
We note 
2
2 2 1( )m z m t m           
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By using all these previous assumptions, we inject the equations (4.29) and 
(4.30) in the previous equation (4.14) , we get ( )G  : 
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 (4.33) 
 
To compute analytically this integral, a lot of notations were taken into 
consideration. See details in Appendix B. The final expression is given by: 
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(4.34) 
 
We recall the expressions of all the symbols: 
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4.3 Simulations 
 
Some simulations of the previous sections were done based on the 
parameters of our setup; the wavelength of the femtosecond laser is 1300nm 
and the parameter u is 60fs (FWHM=100fs). Note that in all the following 
graphs, the vertical axis has an arbitrary unit. 
The goal behind the simulations is to give a full understanding of the 
nonlinear fringes’ theory and metrology, to give a prediction on how the 
fringes will look like in experiment, and to show what affects the contrast of 
the fringes, which is our goal after all, to enhance the quality of the images 
in tomographic measurements. 
4.3.1 Unbalanced return field 
 
  We present in Figure 4-10 the second order autocorrelation signal 
for different rotation angle, see equation(4.17). We considered an 
unbalanced return field with a 10% difference (a2=1.1*a1). As we see when 
the angle is set to zero we do not observe any fringe, and the FWHM can be 
estimated to 100fs. By changing the angle to 15
o
 we observe both linear and 
nonlinear fringes, the nonlinear fringes are observed as a dense pattern on 
top, while linear fringes produce the lighter pattern below it; this comes from 
the fact that the nonlinear fringes have the double frequency of linear 
fringes. We see that for an angle of 30
o
 the contrast of these fringes becomes 
bigger, and the maximum contrast is observed when the angle is set to 45
o
, 
where we observe only nonlinear fringes. 
In order to compare the contrast of both linear and nonlinear fringes, 
we illustrated in Figure 4-11 the fast Fourier transform using Matlab of all 
the 4 cases plotted in Figure 4-10, and we plotted the same graph using the 
analytical formula in equation (4.18) ( see graphs in Appendix E). As we see 
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when the angle is set to 15
0
 or 30
0
 we observe two peaks, one at the 
frequency f0 and the second at the doubled frequency 2f0. We zoomed on 
both
1
:  the linear peak when the angle is 15
0
 and the nonlinear peak when the 
angle is 30
0
. The nonlinear peak has a wider Gaussian envelope in the 
Fourier domain compared to the linear peak; this comes directly from the 
equation  (4.17) . The envelope of the linear peak can be written: 
 
22 2
04
3
u f f
e
 
  
The corresponding 
3ln 2 0.459
FHWM
u u
   
And the envelope of the nonlinear peak is: 
 
22 2
0u f fe
 
 
 The corresponding 
2 ln 2 0.53
FHWM
u u
   
 
 The contrast of nonlinear fringes is more important compared to linear 
fringes for the configuration a2=1.1*a1, and this contrast becomes more 
important when the angle rises. The maximum of the linear peak is reduced 
when we switch from the angle 15
o
 to 30
o
; this result comes directly from 
equation(4.21). Notice that when the angle is 45
o
 the linear fringes vanish 
completely. 
                                                 
1
 The Gaussian envelope does not depend on the angle; we chose a different angle in 
the envelope comparison to have better observation since we are limited by the 
space in each graph. 
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  Figure 4-10 Autocorrelation function for different rotation angle . 
Unbalanced return field a1=1 and a2=1.1 
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Figure 4-11 Fourier transform of the autocorrelation function for 
 different rotation angle. a1=1 and a2=1.1. 
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In Figure 4-12 we demonstrate how fringes will look like when both linear 
and nonlinear fringes are present. We chose the angle 30
o
 and then we 
converted the simulation of the autocorrelation function to a bitmap image 
using Matlab. Knowing that the nonlinear fringes have the double frequency 
of the linear ones, we conclude that each vertical line corresponds to a 
nonlinear fringe, and when the line becomes darker
1
 this means that we have 
the coincidence of linear and nonlinear fringes, which add up at this position. 
 
 
 
 
Another simulation was made by changing the coefficient a2=1.3a1. We see 
clearly in Figure 4-13, that the contrast of the linear fringes becomes 
important compared to nonlinear fringes. The Fourier transform of the 
autocorrelation function is shown in Figure 4-14 where we see that the 
contrast of linear fringes is more important when the angle is 15
o
, thus when 
the angle is 30
o
 both linear and nonlinear fringes have almost the same 
contrast, and same as before the linear fringe vanishes when the angle is 45
o
. 
 
                                                 
1
 The nonlinear fringes are repeated two times compared to the linear one. 
Figure 4-12 prediction of the form of fringes when the angle is 30. a1=1 and a2=1.1 
96 
 
 
Figure 4-13 Autocorrelation function for different rotation angle for 
 unbalanced return field a1=1 and a2=1.3 
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Figure 4-14 Fourier transform of the autocorrelation function for different  
angles. a1=1 and a2=1.3. 
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We illustrate in Figure 4-15 the prediction of the fringes when a2=1.3a1 and 
the angle is set to 30
o
. The red ellipse corresponds to the nonlinear fringes 
only and the blue ellipse corresponds to the mixing of linear and nonlinear 
fringes. Since the linear term this time is slightly equal to the nonlinear term, 
it explains why the sum of linear and nonlinear term (blue ellipse) is 
dominant and quite darker over the nonlinear term only (red ellipse) which is 
almost invisible.  
 
 
Further analysis when the angle is around 45
o
 (Near maximum 
doubling) and the effect of the delay 
If we look back at the equation(4.17), it can be divided into 3 terms: 
 DC term :  
    
2
24 4 2 2 2 2
1 1 2 1 2( ) sin 2 4 cos (2 )
2 2
u
u u
G a a a a e
 
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
  
 (4.36) 
 Nonlinear term: 
 
2
22 2 2
2 1 2( ) 2 cos(2 )sin (2 )
2
u
u
G a a e

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
   (4.37) 
 Linear term: 
Figure 4-15prediction of the form of the fringes when the angle is 30. a1=1 and a2=1.3 
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
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We take for example θ=440, a1=1 and a2=3, in other words we are at the 
near maximum self-doubling with unbalanced return field. Figure 4-16 
shows that the linear term presented in the red curve is almost negligible 
when comparing it to the nonlinear term presented in the blue curve, this is 
true when we work around the optical contact (delay=0s). But when we are 
far from the optical contact the two terms become almost the same, which is 
due to the fact that the two terms have different exponential envelopes, the 
nonlinear envelope 
2 2ue  is more decreasing than the linear envelope
2 20.75 ue  . 
 
Figure 4-16 Autocorrelation function at the near maximum self-doubling vs the delay θ=440, 
a1=1 and a2=3 
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Figure 4-17 illustrates the prediction of the fringes in this case, we see at the 
center of the image that the nonlinear fringes are dominant, because each 
vertical line corresponds to a nonlinear fringe and all these lines have nearly 
the same contrast, but at the right of the image far from the optical contact 
we see that the contrast becomes different, where we observe linear and 
nonlinear fringes. If the vertical line is very intense it means linear + 
nonlinear fringes, and if it is less intense it means only nonlinear fringe, this 
is explained as before by the difference between the two exponential 
envelopes. 
 
 
Figure 4-17 Prediction of the form of fringes in the case of θ=440, a1=1 and a2=3 
 
By setting this time θ=420, a1=1 and a2=3, we observe in Figure 4-18 a 
major difference compared to the previous case: the linear term presented in 
the red curve is quite comparable to the nonlinear term presented in the blue 
curve. When the delay is around zero the nonlinear term is slightly larger 
than the linear one, but when it is far from zero the two terms are equal. 
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Figure 4-18 Autocorrelation function at the near maximum self-doubling vs the delay .θ=420, 
a1=1 and a2=3 
 
Figure 4-19 Prediction of the form of fringes in the case of θ=420, a1=1 and a2=3 
Figure 4-19 illustrates the prediction of the fringes in this case (θ=420, a1=1 
and a2=3). Around the optical contact, the most intense line corresponds to 
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linear + nonlinear fringes, and the line with less intensity corresponds to 
nonlinear term only. The difference in contrast comes from the presence of 
the linear term with a large value. 
 
Imperfect polarization in the polarizer beam splitter extinction 
ratio 
We illustrate in this paragraph the effect of having imperfect 
polarization in the beam splitter extinction ratio. This default will lead to 
observe linear fringes even if the angle is 45
0
. The simulations are based on 
the equation derived in(4.27). 
 
 
Figure 4-20 the effect of the extinction ratio in the PBS on the presence of linear fringes even 
when the angle is 450.α=0.02 and β=0 
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Figure 4-20 shows a comparison between the linear term and the 
nonlinear term if the coefficient α is equal to 0.02 and the balance 
coefficients are equal to 1 and 2. We see that the linear term in the red curve 
is nearly negligible when it is compared to the nonlinear term in the blue 
curve; the autocorrelation function is presented in the green curve. 
Another simulation was made by changing only the coefficient α to 
0.06. It is shown in Figure 4-21 that the linear term becomes comparable to 
the nonlinear term. Note that if α=β the linear term will vanish at the angle 
45
0
. In other words if the default appears in each arm equally the linear term 
will not be present when the angle is 45
0
. 
 
 
Figure 4-21 the effect of the extinction ratio in the PBS on the presence of linear fringes even 
when the angle is 450.α=0.06 and β=0 
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4.3.2 Balanced return fields 
 
This consideration consists of setting the two coefficients a1 and a2   equal to 
1, which means that the fields returning from each arm are equal. We recall 
the expression of the autocorrelation function: 
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The maximum of G (τ) at zero delay:  
max( ) 4G   
The minimum of G(τ ) at zero delay:  
   2 2 4min G cos    
The pedestal of G(τ ) when the delay is large enough:  
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The contrast of the nonlinear fringes for zero delay is: 
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It can be easily demonstrated 
1
 that the maximum contrast is 
obtained when the angle is 45
0
.  
We presented in Figure 4-22 the contrast of the nonlinear fringes as 
a function of the delay and the angle, we see that the maximum contrast is 
obtained when the delay is zero and the angle is 45
o
. 
From these equations we see that the pedestal is proportional to the 
square of the sinus of twice the angle, the maximum pedestal and the 
                                                 
1
  By deriving the contrast: 
 
0
d contrast
d
  we obtain θ=450 and the contrast is 
therefore equal to 1 
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maximum contrast are obtained when the angle is 45
o
. By looking at the 
Figure 4-23 and Figure 4-24, we only observe nonlinear fringes in this case. 
 
 
` 
Figure 4-22 Contrast of the nonlinear fringes as a function of the delay and the angle 
106 
 
Figure 4-23 Autocorrelation function for different angles of rotation. 
Balanced return field 
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Figure 4-24 Fourier transform of the autocorrelation function for  
different angle. Balanced return field 
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In Figure 4-25 we show the form of the fringes in this case; we observe only 
nonlinear fringes. Each vertical line corresponds to a nonlinear fringe with 
equal intensity. 
 
Figure 4-25 Prediction of the form of fringes for the case of  
balanced return field 
4.3.3 Dispersion in one arm 
 
  The simulation for this consideration was based on the equation 
(4.34). We considered the dispersion parameters of Silicon at 1300nm 
wavelength [51], we have chosen a sample with a thickness z=400µm. Then 
we vary the dispersion coefficients h and α determined by the term d2n/dλ2 
defined in the equation(4.31). 
Figure 4-26 illustrates the second order autocorrelation function for 
different rotation angles when the coefficient d
2n/dλ2 is set to 1.95*1012µm-2. 
We observe a shift to the left which is due to the thickness z of the sample.    
The FWHM of the autocorrelation function is now wider than before 
and it is estimated to 150fs; the new value depends on the parameter h 
defined in the equation(4.31). Note that we considered a balanced return 
field (a1=a2=1). Same as before, if the angle is set to zero we do not observe 
any fringes, and when the angle is set to 45
o
 we only observe nonlinear 
fringes with a maximum contrast. But when the angle is set to 15
o
 or 30
o
 we 
observe linear and nonlinear fringes. 
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Figure 4-27  shows the Fourier transform of the autocorrelation 
function presented in Figure 4-26. We observe only one peak when the angle 
is 45
o
 which corresponds to the nonlinear fringes. When the angle is 15
o
 or 
30
o
 we observe both linear and nonlinear fringes, note that the height of the 
linear fringes peak is inversely related to the angle. We showed a zoom of 
the linear fringes peak when the angle is 15
o
; we observe 3 smaller peaks 
which form this large peak.  This is due to the mathematical expression 
found in (4.34) which has many envelopes, and because of the dissymmetry 
that comes from the presence of the dispersion in one arm only. 
Nevertheless the presence of a positive chirp in the field of the 
sample arm, mixed with the chirp-chirp field from the reference arm was not 
observed in the autocorrelation function.  To understand this let us look back 
to the first part of the linear term which contains linear fringes from the 
equation (4.34): 
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by splitting it into two factors:  
 Envelope: 
2 2 2
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 Linear fringes with chirp effect:  
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Figure 4-28 illustrates how the modulus of these two terms looks 
like in the Fourier domain. The red curve corresponds to the modulus of the 
Fourier transform of the linear term with chirp effect (B), the black curve 
corresponds to the modulus of the Fourier transform of the envelope (A) and 
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the green one represents the modulus of the Fourier transform of the product 
(A.B). The chirp has disappeared in the final result. 
 
Figure 4-26 Autocorrelation function when dispersion is  
taken into consideration. d2n/dλ2 =1.95x1012µm-2  
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Figure 4-27 Fourier transform of the autocorrelation function  
 when the dispersion is taken into account d2n/dλ2 =1.95x1012µm-2 
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Figure 4-28 explanation of the concealing of the chirp effect. 
Another simulation was made by multiplying the coefficient d
2n/dλ2 
with a factor of 10, the new d
2n/dλ2 =1.95x1013µm-2 µm-2. In Figure 4-29 and 
Figure 4-30 we observe that the autocorrelation function becomes wider. In 
the previous case the FWHM was estimated around 150fs, thus now the new 
value is around 1200fs. The contrast of the linear fringes dominates on the 
nonlinear fringes presented in dB scale when the angle is 15
0 
or 30
0
 .We see 
clearly that no chirp is observed in our autocorrelation function. 
We show at the end in Appendix C, an example when both 
unbalanced return field and dispersion are considered at the same time. The 
unbalanced return field will enhance the contrast of the linear fringes, see 
Figure 5-46 and Figure 5-47. 
We can conclude from above that the presence of group velocity 
dispersion in the sample arm is not a real issue; it will influence the presence 
of linear fringes even if we set the return field coefficient a1 and a2 to one. 
The contrast of linear fringes varies as a function of the rotation angle of the 
crystal and the dispersion coefficient.  
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Figure 4-29Autocorrelation function when dispersion is taken into consideration. 
 d2n/dλ2 =1.95x1013µm-2  
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Figure 4-30 Fourier transform of the autocorrelation function when the dispersion is taken 
into account. d2n/dλ2 =1.95x1013µm-2 µm-2 
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4.3.3 Asymmetric Gaussian pulse envelope 
 
We define an asymmetric Gaussian [52] envelope by the following 
expression: 
    
2
2
2
tanh
t
d d t
tA e
 

  
  (4.39)    
Where  and d determine the asymmetry level. Note that we have 
considered the approximation that the sum d FWHM   . 
Hereafter we define the level of asymmetry by  
1s
d
r
FWHM FWHM

    
This coefficient is always less than one, and when it is equal to 0.5 
the envelope becomes symmetric, i.e. d   
 
Note that in this consideration we have performed a numerical 
integration based on the expression derived in(4.14). 
 
 Balanced return fields 
 
In this part no dispersion was taken into account; the two balance 
coefficients are equal to 1.  
The autocorrelation function was calculated as a function of the 
rotation angle of the crystal and the level of asymmetry. 
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We started our simulation by taking the level of asymmetry equal to 
0.4, we present in Figure 4-31 the amplitude of the time pulse in this case, 
where we see clearly that the envelope is dissymmetric. 
 
Figure 4-32 shows that the second autocorrelation function is 
symmetric, despite the asymmetry of the envelope; this is well known as a 
property of autocorrelations. The same conclusion stands as before, we 
observe a maximum contrast when the angle is 45
o
 and no fringes are 
observed when the angle is zero.  
 
Figure 4-31 Amplitude of the field in the case of asymmetric Gaussian.  
The level of asymmetry is set to 0.4 
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Figure 4-33 illustrates the Fourier transform of the autocorrelation 
function in this case, we see that the linear fringes are present but not so 
important compared to the nonlinear one, and the amplitude decreases with 
the angle. When the angle is 45
o
, we observe one peak only which 
corresponds to the nonlinear fringes. 
 
Figure 4-32 Autocorrelation function for asymmetric Gaussian envelope. rs=0.4 
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Figure 4-33 Fourier transform of the autocorrelation function, for 
the asymmetric envelope. rs=0.4 
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Figure 4-34 Amplitude of the field in the case of asymmetric Gaussian. The level of 
asymmetry is set to 0.2 
Another simulation was done by changing the asymmetry coefficient 
rs=0.2, the new envelope in shown in Figure 4-34. We see that we have 
more weight on the right compared to the left; the left part is almost linear, 
and thus the right part appears to be the right hand side of a Gaussian. 
We see in Figure 4-35 that the autocorrelation function remains 
symmetric; the amplitude of the autocorrelation function at the angle zero 
has doubled compared to the situation when the asymmetry coefficient was 
0.4. When the angle is set to 15
o
 or 30
o
, the shape is different compared to 
the previous case. We see here more weight (more contrast) at the minimum 
level of the autocorrelation function, which is due to the presence of linear 
fringes with increased intensity. By looking to its Fourier transform 
presented in Figure 4-36, we see that the linear fringe peak is bigger than 
before, and it decreases with the angle and it vanishes completely when the 
angle is 45
0
. 
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Figure 4-35 Autocorrelation function for asymmetric Gaussian envelope. rs=0.2 
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Figure 4-36 Fourier transform of the autocorrelation function for  
asymmetric envelope. rs=0.2 
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To confirm the previous analysis, we plotted the ratio between linear 
and nonlinear fringes versus the level of asymmetry when the angle of the 
crystal is 15
o
; the result is presented in Figure 4-37. We see that when rs=0.5 
we do not observe linear fringes and the ratio is zero, this is due to the fact 
that the envelope is symmetric for this value. But when we choose a value 
far from 0.5, this ratio becomes more important, e.g. the ratio is equal to one 
when the level of asymmetry is set to 0.22 
 
Figure 4-37 Ratio between linear and nonlinear fringes as a function of the level of 
asymmetry 
 
 Dispersion is taken into account in the sample arm 
The asymmetry level of the envelope was set to rs=0.2, and the 
dispersion parameter d
2n/dλ2=1.95e12. The results are shown in Figure 4-38 
and Figure 4-39. 
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Figure 4-38 Cross-correlation function for asymmetric envelope and dispersion is taken into 
consideration in the sample arm. 
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Figure 4-38 shows that the autocorrelation function is no more 
symmetric compared to the previous case when no dispersion was included. 
By looking to its Fourier transform in Figure 4-39 we do not see a major 
difference in both linear and nonlinear peak compared to the situation 
without dispersion in Figure 4-36. 
 
Figure 4-39 Fourier transform of the autocorrelation function for different angles. 
Asymmetric Gaussian + dispersion 
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Figure 4-40 illustrates the ratio of linear over nonlinear fringes 
versus the dispersion coefficient; this ratio is linearly proportional to the 
dispersion coefficient, e.g. this ratio is equal to one when d
2n/dλ2=6e12µm-2. 
 
Figure 4-40 ratio between linear and nonlinear fringes versus the dispersion coefficient. 
Asymmetry level rs=0.2 
4.6 Summary 
 
  As a conclusion to this chapter, we have given a full analysis of the 
second harmonic generation type II interferometry using the autocorrelation 
technique. We have shown that in order to eliminate the DC which 
contributes to saturate the detector, the type II crystal must be set at the angle 
zero, when the two orthogonal fields which come from each arm coincide 
with the ordinary and the extraordinary axis. By doing so, no fringes are 
observed; so if we turn the crystal around the field direction we can generate 
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both linear and nonlinear fringes, but the DC will come back again. Linear 
fringe’s contrast can be controlled using the balance coefficients a1 and a2, 
and it can be eliminated when these coefficients are equal. We then showed 
that the presence of group velocity dispersion in the sample arm or having 
non symmetric pulses will lead to observing linear fringes regardless of the 
balance coefficient. The contrast of these fringes is proportional on the 
dispersion coefficient and the level of asymmetry. We showed also that if we 
set the angle to 45
o
, the linear fringes will vanish no matter what other 
effects are considered, while we observe the maximum self-doubling and the 
maximum contrast of nonlinear fringes. Nevertheless if we consider that the 
polarizer beam splitter has imperfect polarizations and that the extinction 
ratio value is not negligible it will lead to having linear fringes at the angle 
45
0
. 
Since eliminating the DC will eliminate the fringes, alternative 
methods like shearing or Fizeau interferometry [53] combined with the 
femtosecond gated method can generate fringes and eliminate the DC at the 
same time. This can be done by realizing the shearing or the Fizeau fringes 
in the sample arm before doubling. The shearing method consists in 
interfering two superposed images of the object, shifted spatially. A Fizeau 
interferometer consists in placing two reflecting surfaces facing each other. 
The reflected light from the rear-surface of the transparent first reflector is 
combined with that reflected by the front surface of the second reflector to 
form interference fringes.  
In the next chapter, we will show that we have adopted the Fizeau 
fringes in our setup for simplicity, and because our goal is to prove the 
feasibility of the femtosecond gated method for interferometric 
measurements.  
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5. Experimental setup and results 
 
In this chapter, we first introduce the experimental setup used for the 
proof of concept, and then we describe its important elements. One of the 
important elements of the setup is the femtosecond laser [54-58] source, 
which is why the laser chain components are described briefly. We then 
explain the Fizeau interferometry principle [53] and we describe the sample 
used to generate Fizeau fringes. We later present the experimental results; 
some of the results concern the autocorrelation function, these results 
validate the dependency of the contrast of the linear or nonlinear fringes, 
with the rotation angle of crystal and the delay created between the two arms 
of the interferometer. The second part of the results concerns the metrology 
with the nonlinear fringes, which are generated from the Fizeau 
interferometer combined with the femtosecond gated method. Generating 
Fizeau fringes in the sample arm requires us to deal with three-wave 
coupling in nonlinear fringes. This why The FDOCT setup imaging system 
described in the first part has been used as a reference to make a comparison 
between fringes in linear and nonlinear optics, and verify the theory about 
the fringes’ periodicity. 
We finally present an application to measure the edge of a Nickel 
layer using linear FDOCT Fizeau fringes and nonlinear gating method. This 
application is a test of feasibility of this novel method. 
5.1 Setup 
 
We assembled a second order crossed polarized autocorrelator. A 
schematic of the experimental setup is shown in Figure 5-1. The 
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femtosecond pulsed laser beam passes through a half-wave plate, which will 
rotate its linear polarization and thereby control the two coefficients a1 and 
a2 of the field in each arm. The beam is then separated in the two arms of the 
interferometer by a polarizing beam splitter (PBS). At the exit of the PBS, 
the two beams will pass through a quarter-wave plate. The initial linear 
polarization becomes circular at the exit of the plate. 
The first beam will then probe the sample (mirror mounted on a 
piezo) with a circular polarization; when it travels back through the quarter 
wave plate, its polarization becomes linear and orthogonal to the incoming 
polarization. The PBS will work like a mirror (while it was a transmitter at 
the entrance). In the other arm, we have the same phenomenon where the 
beam is reflected by a fixed mirror, and after its second passage through the 
quarter wave plate, the polarization becomes orthogonal to the incoming 
polarization and the PBS will therefore act like a transmitter (while it was 
mirror at the entrance). 
The two beams are then recombined and, cross a biconvex lens. This 
lens focuses the photons on the BBO doubling crystal. The light comes in at 
800nm (resp. 1300nm) wavelength, thus the light will exit the crystal at 
400nm (resp. 650nm) wavelength. There will be second harmonic generation 
only if the two pulses arrive synchronously on the BBO type II crystal. This 
beam passes through an infrared-blocking filter which transmits only the 
doubled radiation and is then captured by a photo detector. 
Two types of femtosecond lasers have been used in our experiments. 
The reason is that the laser at our disposal in UCL has 800 nm wavelength 
and the autocorrelation experiment did not require the 1300 nm wavelength. 
The experiments with silicon using Fizeau fringes had to be done in the 
University of Vigo in Spain where a 1300 nm fs laser was available.  
In order to observe the autocorrelation function we used a modular 
piezoelectric actuator (Thorlabs DRV181) with a resolution of 20 nm and a 
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travel distance of 80 microns. We acquired the data using a digital 
oscilloscope (Tektronix DSO X 3104), which can export up to 65000 points. 
And we used the nonlinear BBO type II crystal with the following tensor: 
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Figure 5-1Experimental setup for nonlinear fringe measurements as a function of the rotation 
angle of the crystal 
5.2 Femtosecond laser 
 
  The mechanism of a laser is based on stimulated emission. The 
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interaction between a photon with an atom in an excited state results in 
creating a new photon after de-excitation of the atom. This new photon has 
the same frequency, phase, polarization and direction as the incident photon. 
In the presence of an active medium for the stimulated emission, a pumping 
process to favor a population inversion inside an optical cavity, will generate 
lasing if the gain of the active medium resulting from the round trip is larger 
than the round-trip losses of the cavity. 
 
Figure 5-2 On the left: The stimulated emission principle. On the right: 
The different modes in a laser cavity 
The oscillation of the laser may result in more than one longitudinal 
mode at the same time, in other words the output of the laser contains then a 
number of frequencies, see Figure 5-2. These frequencies verify the 
boundary condition where the cavity length is an integer multiple of half 
wavelength. We can write: 
 .
2
m
c
f m
L
  (4.40) 
 
Where m is an integer, L is the cavity length, and c is the speed of the light. 
In common multi-mode lasers, each mode has a random phase and will 
oscillate regardless of the others. The resulting fields of each oscillating 
mode gives rise to a noise-like output, due to constructive and destructive 
interference between these modes, see Figure 5-3. On the other hand if we 
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control the phases of these modes, we can obtain a more effective output; 
this technique is called the mode-locking. 
 
Figure 5-3 Fluctuating output of a multi-mode laser. 
5.2.2 Mode locking 
 
When the phases of the multi-mode laser are chosen to be fixed in a 
way to obtain a constructive interference at a specific moment and a 
destructive interference at other moments, the laser output will perform as a 
pulse train. By considering equal amplitude for each mode and locked 
phases, the resulting field is: 
 
 0 0
0 0( )
N N
j q t j t jq t
q N q N
E t E e E e e
       
 
    (4.41) 
Where E0 represents the amplitude of each mode, ω0 is the angular frequency 
of the central mode,  is the spacing frequency between modes, q is the 
order of the mode. 
Note that we have a geometrical progression sum; the intensity is 
calculated from the electromagnetic field for 2N+1 modes in phase: 
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The intensity function is periodic, the period is given by 2 /T   
; the pulse duration is approximated by  2 / 2 1t N     . We show in 
Figure 5-4 and Figure 5-5 the output intensity versus time for different 
values of N. 
 
Figure 5-4 the output intensity versus time, the number of modes is 15 
 
Figure 5-5 the output intensity versus time, the number of modes is 31 
Let us suppose now that the oscillating modes have non-equal 
amplitude. It is convenient to suppose that these amplitudes have a Gaussian 
distribution, the resulting field expression becomes: 
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The sum can be calculated as an integral, we obtain: 
   0j t jq tqE t e E e dq
    (4.44) 
The integral in this expression is a Fourier transform. Since qE  is a 
Gaussian distribution, the output intensity will be also a Gaussian, and we 
obtain: 
    
2 2 2( ) expI t E t t t     (4.45) 
where t represents the duration of the pulse at half maximum. 
5.2.2 Laser chain 
 
  The equipment of a powerful infrared femtosecond laser is very 
complex. The light must travel across many optical elements before having 
the mid-infrared wavelength. I would give a brief description on the 
operation of this laser. The different modules that compose the femtosecond 
laser system of Vigo are presented in Figure 5-6. 
 
 
Figure 5-6 diagram of the femtosecond laser chain 
 
 Millennia pump laser 
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This module includes a resonant laser cavity, a crystal doped with 
Nd:YVO4 and a doubling crystal (LBO). Figure 5-7 illustrates the diagram 
of the inside of the pump laser. The optical source Millennia consists of 
diode laser arrays which penetrate in a series of fiber optics. These fibers 
will be combined together to be sent into the cavity. In this cavity, the laser 
beams are focused on the crystal Nd:YVO4 which absorbs the light of the 
diode laser; as a result the crystal will provide a very intense continuous 
radiation, and the emitted light will be amplified by the stimulated emission 
to generate a radiation at 1064 nm. The LBO crystal in the upper cavity will 
convert this radiation into green light at 532 nm. 
 
Figure 5-7 Schematic inside the unit Millennia [54] 
 Tsunami laser oscillator 
Titanium Sapphire crystal 
The crystal used for short pulse lasers is the sapphire crystal doped 
with Titanium (Ti
3+
:Al2O3) which has a very wide emission band between 
700 nm and 1100 nm. It is a very solid refractory material with excellent 
thermal conductivity. 
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Mode locking 
The mode locking is due to nonlinearities of Kerr effect in the laser 
crystal. In fact, when the power density increases in the cavity, and thus in 
the crystal, a nonlinear variation of its refractive index appears [55]: 
 0 2n n n I   (4.46) 
Where n0 is the refractive index of the crystal, n2 its nonlinear index and I is 
the intensity of the light pulse.  
From this equation and knowing that a Gaussian beam has a non-
uniform intensity distribution, the refractive index will change across the 
beam profile; for example it is bigger in the center of the beam than at the 
edge. This effect can be linked to an autofocusing convex lens which will 
modify the spatial profile of the beam. In other words the beam diameter is 
smaller in pulsed mode compared to continuous mode. If we place a 
collimator in the cavity whose aperture is smaller than the diameter of the 
continuous beam but larger than that of the pulsed beam, it will attenuate a 
lot the continuous mode and very little the pulsed one. So by favoring the 
latter regime the laser will operate in a pulsed manner. Therefore the laser 
can switch to a system of short pulses when the nonlinear Kerr effect is 
exploited. 
 
Description of the laser cavity 
 
Figure 5-8 represents the cavity of the laser oscillator using Kerr 
Lens Modelocking (KLM). The cavity consists of a crystal, four prisms, 
mirrors and a spatially selective collimator for the intracavity profile beam 
selection. 
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The light that comes from the pump laser Millennia enters the 
oscillator and is reflected by a series of mirrors through the Ti:Sapphire 
crystal. The emitted photons from the crystal are directed using mirrors 
towards the resonant cavity, and then penetrate in a series of prisms to 
compensate the group velocity dispersion, introduced by the passage of the 
pulses through refractive materials and multi-layer coatings. A tuning slit is 
inserted between the prisms to adjust the wavelength. To initiate the pulsed 
mode, the beam passes through an acousto-optical modulator to generate a 
temporal modulation. Just before the output, the laser beam passes through a 
beam splitter that sends part of the beam towards a photodiode coupled to an 
electronic driver, for the control of the laser. Finally, the laser beam enters a 
Brewster window to exit the laser cavity [57]. 
 
Figure 5-8 Scheme of the Tsunami [56] 
 Pump Laser Empower 
 
This laser is based on Nd: YLF crystal. Diode lasers pump the 
crystal; the electrons of neodymium atoms are excited and emit laser light at 
1053nm. The mirrors in the laser cavity have a very high reflectivity for this 
wavelength. The inside of the laser Empower is shown in Figure 5-9. 
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Figure 5-9 scheme of the Empower laser[58] 
An acousto-optical modulator is a block of fused silica which acts as 
phase diffraction grating when vibrating at a frequency close to the 
ultrasonic. We use here the diffraction phenomena of the light by a sound 
wave in order to create pulses. The ultrasonic wave is generated by a 
piezoelectric sensor. 
 
 Chirped amplifier and regenerative SpitFire 
 
To amplify ultra-short laser pulses, a CPA (Chirped Pulse Amplifier) 
is used in general. In this type of amplifier, see Figure 5-10, the pulse from 
the oscillator is, first extended temporally using a stretcher (a combination of 
gratings). Then it is amplified in Ti-Sapphire power amplifier. The resulting 
pulse will pass through another combination of grating to be recompressed. 
The evolution of the pulse shape during the process is shown in Figure 5-10. 
The reason for the temporal broadening of the pulse is to avoid 
nonlinear effects in the amplification, to limit excessive power and finally 
avoid too fast passage of the pulse in the amplifier medium that would not 
benefit from all the available gain therein. 
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Figure 5-10  Example of an amplifier device with chirped frequency 
 
 OPA parametric amplifier 
 
  At the output of the SpitFire, the pulses will be used to pump a 
parametric amplifier and thus to produce pulses with adjustable wavelength. 
The OPA consists of a Sapphire crystal, a BBO non-linear crystal and a 
multipass cavity. 
The 800nm beam in OPA is divided into three beams using two 
beam splitters. The first portion of the beam (less than 5% of the initial 
intensity) is focused on the Sapphire crystal and will produce a continuous 
white light. The second portion of the 800 nm beam (which is about 15% of 
the initial intensity) is mixed with white light in the BBO crystal, resulting in 
an amplification of a region of the white light spectrum. The BBO crystal 
orientation will determine the wavelengths of the white light that will be 
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amplified. The near infrared light produced is amplified when mixed with 
the remainder of the 800 nm beam in the BBO crystal at the second passage. 
The principle of the parametric amplifier is based on a principle very 
different from that of the laser. The gain of an OPA comes directly from a 
nonlinear interaction.  
5.3 Thin air wedge sample and Fizeau principles 
 
 
A thin air wedge is formed by two reflective plates, placed one upon 
another so they touch at one side, and are separated by a thinner object on 
the opposite side, see Figure 5-11.  
 
Figure 5-11  thin air wedge 
Hereafter, only the simplified case of a perpendicular incident light 
is considered. The normal incident light is divided into two parts, one part is 
reflected by the upper plate surface and the other part goes through to reach 
the lower plate surface where it is reflected. 
The geometrical path difference for normal incidence is: 
2 . 2geom LS n d d    
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where nL=1. 
Since the air layer is very thin, we can consider that AB BC d   , where d 
is the thickness of the air layer. 
 
Observation using reflection 
Since the light at the point B is reflected from a higher refractive 
index to a lower refractive index, we should add a half wavelength (180
o
 
phase change) to the path difference. The final path length is therefore: 
 
2
2opt
S d                       (4.47) 
Constructive interferences are observed if: 
 
. ( 0,1,2,3...)
2d .
2
(2 1). ( 0,1,2,3...)
4
opt
k
S k k
k
d k k




  
  
  
 (4.48) 
Destructive interferences are observed if: 
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 (4.49) 
The first dark fringe (destructive interference when k=0) is located 
at the edge of the corner, if the interferences are observed by reflection. The 
difference between two consecutive dark fringes (resp. bright fringes) is : 
dk+1-dk=λ/2. 
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5.4 Results and validation 
5.4.1 Contrast of the Michelson Nonlinear fringes versus the 
angle for Balanced return field 
 
This experiment validates the simulations presented in Figure 4-23. 
We used the setup described previously in Figure 5-1. The femtosecond 
laser at UCL with 800 nm central wavelength has been used in this setup. 
  The interferometric signal is observed by a Silicon PIN photo-
detector [59]; this latter has an active area of 13 mm
2
, a wavelength range 
from 350 to 1100 nm with peak sensitivity at 970 nm, a rise time of 14 ns 
and an output voltage between 0 to 10V . Choosing different angles for the 
crystal, we obtained results shown in Figure 5-13,Figure 5-14, Figure 5-15 
and Figure 5-16. These measurements were done by scanning periodically at 
low frequency back and forth, a mirror fixed on the Thorlabs (DRV181) 
piezo actuator. This scanning creates the delay between the pump and the 
probe pulses; as expected the contrast of the nonlinear fringe is a function of 
the angle. 
When the angle is set to zero, see Figure 5-12, the field E1 (resp.E2) 
that comes from each arm is oriented along the ordinary axis (resp. 
extraordinary axis), therefore we do not observe interference. By turning the 
crystal, E1 (resp. E2) is decomposed into two components E1o and E1e (resp. 
E2o and E2e), along each axis. Decompositions of the field between E1o and 
E2o (resp. E1e and E2e) must first be done respectively to the ordinary and 
extraordinary, before type II wave-mixing. As a result the doubled signal 
will contain self and non-self-doubling components. When the angle is set to 
45
o
 we observe a maximum intensity for self-doubling and the maximum 
contrast for the nonlinear fringes. 
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The FWHM of the autocorrelation function is around 100 fs, and it is 
determined from Figure 5-13. Despite that the angle in this measurement is 
0
o
, we observed some fringes; this comes probably from not choosing 
perfectly the angle zero since the angle of the crystal is chosen each time 
manually using a mechanical system, or maybe it comes from the improper 
orientation of the crystal. 
In Figure 5-14 we present a zoom to show the interference fringes, 
the distance between two adjacent consecutive minima is 400 nm which 
corresponds to the half of central wavelength used in our setup. 
 
Figure 5-12 the direction of the two orthogonal fields and their components when we turn the 
crystal 
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Figure 5-13 Autocorrelation function when the angle is set to zero (Balanced return field) 
 
Figure 5-14 Autocorrelation function when the angle is set to 150 (Balanced return fields) 
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Figure 5-15 Autocorrelation function when the angle is set to 300 (Balanced return fields) 
 
Figure 5-16 Autocorrelation function when the angle is set to 450 (Balanced return fields) 
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Figure 5-17 Fourier transform of the measured signal for each angle (Balanced return fields) 
 
We present in Figure 5-17 the fast Fourier transform of each 
measured signal. The same result was obtained using simulations in Figure 
4-24. The peak observed at zero frequency represents the DC component, 
which becomes maximal when the angle is 45
0
. On the other hand, the 
contrast of the nonlinear fringes at the doubled frequency is also proportional 
on the angle and has its maximum when the angle is set to 45
o
.  
 
5.4.2 Experimental Linear and nonlinear Michelson fringes 
versus delay 
 
 Coherence length of the femtosecond laser of Vigo 
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Figure 5-18 Autocorrelation bell of the femtosecond laser. 
 
Figure 5-18 illustrates the autocorrelation bell of the femtosecond 
laser. In blue we present the experimental measurements and the fit with a 
Gaussian bell in red. These measurements were done by using a Michelson 
setup; both arms contain of a mirror, where the position of one of them can 
be controlled mechanically.  The type II crystal was positioned at the angle 
zero where no Michelson fringes are observed. For each position of the 
reference mirror we measure the light intensity using a power-meter. 
From this figure, we observe that the full width of the correlation 
bell at the floor level is approximately (7.03-6.96) mm=70µm. The FWHM 
is equal to 20µm, that converts to (20µm x 2x 100fs /30µm =133fs). 
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 Linear and nonlinear Michelson fringes versus delay 
 
These measurements were done to confirm the dependence between 
the contrast of the fringes and the delay. It is based on the theory found in 
equations (4.37) and(4.38), and it was explained and illustrated through 
simulations in Figure 4-17 and Figure 4-19. 
The same setup presented in Figure 5-1 has been changed in order to 
do these measurements. The femtosecond laser
1
 is centered at 1300 nm, its 
autocorrelation bell was presented in Figure 5-18  the piezo is replaced by a 
mirror fixed on a translating stage to vary the delay and the photodetector is 
replaced by a CCD camera to acquire images. 
We show in Figure 5-19, Figure 5-20 and Figure 5-21 the evolution 
of the contrast of the Michelson fringes when the angle of the crystal was 
around 45
0
, which means that we have the maximum contrast and the 
maximum self-doubling. Note that we considered an unbalanced return field 
(a1=3a2). 
If the delay is equal to -2 µm (near the optical contact), we observe 
only the nonlinear fringes illustrated by the vertical lines with equal 
intensity. By moving the translating mirror the delay increases by 2µm, the 
optical delay causes a difference in the contrast, indicating the optical 
contact (delay=0 and maximal contrast). Then if we continue to increase the 
delay far from the optical contact to 20µm, the linear fringes will dominate 
over the nonlinear fringes, which are observed in Figure 5-21. The linear 
fringes have half spatial frequency than the nonlinear fringes. Note that the 
CCD has activated the AGC (automatic gain control) which cancels partially 
the difference in intensity between images. 
 
                                                 
1
 This experiment was done with the laser chain of the University of Vigo-Spain. 
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Figure 5-19 Maximum contrast of the 
Michelson fringes at the maximum self-
doubling. Delay=-2µm 
 
 
Figure 5-20 Maximum contrast of the 
Michelson fringes at the maximum self-
doubling. Delay=0µm 
 
 
Figure 5-21 Maximum contrast of Michelson fringes at the maximum self-doubling. 
Delay=20µm 
 
5.4.3 Experimental Fizeau fringes in linear OCT to calibrate 
the nonlinear OCT setup 
 
In order to compare and understand the linear and nonlinear fringes, 
we used the sample described in Figure 5-22.  In fact we know that in linear 
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optic the distance between two consecutive fringes is equal to half of 
wavelength, but in nonlinear optic we have a three-wave coupling scheme.  
So in order to understand how the three waves couple in nonlinear 
optic, these measurements were performed. The sample is composed of two 
layers (disk) of silicon separated by two pieces of paper, to realize a thin air 
wedge. The thickness of the gap was 69 µm which is compatible with the 
full width of the correlation bell at the floor level of the autocorrelation 
function estimated in Figure 5-18. This sample is mounted on a piezo 
controlled by a DC voltage, which can exert a pressure on the rear surface of 
the second plate. This pressure can create a shift in the fringes due to the 
change of the path length. 
Note that a cross was carved on the rear surface of the first plate for 
in order to identify the interface by imaging. 
 
Figure 5-22 3D and 2D view of the sample used for Fizeau pattern 
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 Linear OCT Fizeau fringes 
The images illustrated in Figure 5-23 and Figure 5-25 were obtained 
through our FDOCT imaging setup described in Figure 2-1 in the first part 
of the thesis, after replacing the sample arm with our new sample described 
in Figure 5-22.  The FDOCT works
1
 by acquiring the signal as a function of 
the wavenumber and then by performing Fourier transform; we can obtain 
the sample reflectance as a function of the depth. So it is possible 
numerically using the Fourier transform to select only the tomographic 
information that comes from the second layer which contains the Fizeau 
fringes. 
   In those images, we observe a part of the cross carved at the back of 
the top plate, and the parallel Fizeau fringes with equal distance. The ASE 
broadband laser source described in Figure 2-2 has been used, after 
reshaping its spectrum into symmetrical Gaussian, the central wavelength 
was estimated λ0=1550nm.  
Then by applying a 30 volts voltage to the piezo actuator presented 
in Figure 5-22, it creates a pressure which tilts the bottom wafer by 
compressing the paper spacer. We can see a parallel shift of the fringes, 
which demonstrates that these fringes are effectively Fizeau fringes. The 
intensity profile between the same two points from both images is presented 
in Figure 5-24 and Figure 5-26. It represents the intensities of the pixels 
across a line chosen between two specific points. The x axis corresponds to 
the distance across the line, and the y axis is the pixel intensity. We see 
clearly a shift from the position (in pixel) 26 to 52 and 118 to 144. 
 
                                                 
1
 The FDOCT was explained in the first chapter of the thesis. The images were 
obtained using the scanning mirror and then by reconstructing pixel per pixel the 
images 
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Figure 5-23 linear Fizeau fringe 
which is taken from our FDOCT. 
The applied voltage is 0V 
 
Figure 5-24 Intensity profile when the applied 
voltage is 0V 
 
  
Figure 5-25 Fizeau linear fringe 
which is taken from our FDOCT. The 
applied voltage is 30V 
 
Figure 5-26 Intensity profile when the applied   
voltage is 30V 
 
Knowing that the distance between two adjacent minima 
corresponds to half of the wavelength, we can calculate the shift of the 
fringes when we change the voltage from 0V to 30V: 
 144 118 1550
.  219nm 9nm
92 2

   
The uncertainty is estimated by evaluating the distance between two 
pixels in nm. 
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 Nonlinear Fizeau fringes 
 
The same sample is now inserted in our nonlinear setup presented in 
Figure 5-32. The photodetector is replaced by a CCD camera to perform 
imaging, the femtosecond laser has a central wavelength of 1300 nm to avoid 
the silicon absorption, and the crystal was set at the angle zero to realize the 
minimum self-doubling. The femtosecond pulse is sent to a polarizer beam 
splitter which divides the input field among two orthogonal polarizations. 
One of the fields (presented in green) probes the reference mirror mounted 
on a translation stage, and the other one probes our multilayer sample. The 
return from the multilayer sample consists of three fields: the wavefront 
from the front face of the sample 1 (in blue), the wavefront from the rear 
face of the sample 1 (in red) and the wavefront from the front face of the 
sample 2 (in black). The optical contact is realized between the reference 
mirror and the mid-space between the rear face of the sample 1 and the front 
face of the sample 2. The Fizeau fringes are observed between the red and 
the black wavefront. 
The Second Harmonic Generation in a BBO crystal type II ensures 
that the signal that comes from the front face of the sample (blue color) is 
eliminated and only the useful component (Fizeau fringes) is doubled. 
We present in Figure 5-27 and Figure 5-29 the nonlinear Fizeau fringes for 
the voltages 0 and 30V; the corresponding intensity profiles are presented in 
Figure 5-28 and Figure 5-30. 
Therefore the shift of the fringes when we change the voltage form 
0V to 30V is: 
 98 86 1300
.  236nm 20nm
33 2

   
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Figure 5-27 Nonlinear Fizeau 
fringe. The applied voltage is 0V 
 
Figure 5-28 Intensity profile when the applied voltage 
is 0V 
 
Figure 5-29 Nonlinear Fizeau 
fringe. The applied voltage is 30V 
 
Figure 5-30 Intensity profile when the applied voltage 
is 30V 
 
We have confirmed in both imaging methods that the shift in the 
fringes is the same when the voltage has changed from 0 to 30V. Therefore 
we can conclude, as predicted, that the distance between two consecutive 
adjacent fringes is equal to half of the laser source wavelength in linear and 
nonlinear Fizeau fringes. 
Note that the images obtained from the FDOCT setup were acquired 
using a two axis scanner; on the other hand the images obtained from the 
femtosecond setup were acquired using a CCD camera. The CCD camera 
has a larger field of view when we compare the images with those obtained 
from the FDOCT. 
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5.4.4 Tomographic application using femtosecond gated 
method and FDOCT method. 
 
  The sample described in Figure 5-31 is inserted in our FDOCT setup 
and the nonlinear imaging setup to generate Fizeau fringes. This sample 
contains a first homogeneous Nickel coating on the front face of the second 
wafer and then a second Nickel layer which creates an edge of 265nm in the 
second sample. This edge was measured using the DEKTAK 150 
(BRUKER) stylus profilometer: (265  1) nm, see Figure 5-33. The reason 
we chose the Nickel is that its transmittance
1
 is equal to zero. 
 Since the slope of the air wedge sample will stay the same, the 
distance between two adjacent minima will have the same value, except 
when the light beam is scanned around the edge. Knowing that the thickness 
will change abruptly when we traverse the edge, this will be displayed as a 
change of the phase value, and therefore we will observe a unique shift in the 
Fizeau fringes. 
 
 FDOCT setup 
 
The Fizeau fringes using our FDOCT imaging are shown in Figure 
5-34. This tomographic image is obtained after selecting numerically, using 
the Fourier transform, the information that comes from the rear face of the 
first sample and the front face of the second  sample.  The inhomogeneity 
present in the bottom of the image corresponds to the black mark that we 
have made to identify the position of the edge. The line in the middle 
indicated by the red arrow corresponds to the edge. This is justified by the 
fact that the distance between two consecutive fringes has increased when 
measured around the edge. 
                                                 
1
 http://refractiveindex.info/legacy/?group=METALS&material=Nickel 
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Figure 5-34 illustrates the intensity profile of the image. It generates 
the intensities of the pixels across a line chosen around the edge. We observe 
many minimum peaks with different intensity indicating the black lines in 
the image. The minimum intensity peak marked with the red circle 
corresponds to the edge. 
Knowing that the distance between two adjacent minima is half the 
wavelength, we can compute the step height (height of the edge) that 
separates the two Nickel layers: 
 38,6 28,5 *1550
274 27
2*28,5
step nm nm

    
 Nonlinear optic imaging setup (femtosecond gated method) 
The same sample described in Figure 5-31  is now inserted in our 
nonlinear setup presented in Figure 5-32. As explained before, by realizing 
the optical contact between the reference mirror and the Nickel layer, the 
BBO crystal type II will ensure that the signal that comes from the front face 
of the sample (blue color) is eliminated and only the useful component 
(Fizeau fringes) is doubled. 
We illustrate in Figure 5-35 the nonlinear Fizeau fringes that come 
from the air wedge sample. We observed the black dot on the left of the 
image which hides the Fizeau fringes; the edge is represented by the 
horizontal line in the middle with low intensity indicated by the red line. The 
distance between the Fizeau fringes has increased around the edge and it can 
be seen on the right where we plotted the intensity profile of a line across the 
edge.   
We see many minimum peaks in the intensity profile, indicating the 
Fizeau fringes and the edge; the edge has the minimum peak.  
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Knowing that the distance between two consecutive fringes is equal 
to half of the laser wavelength except when working around the edge, we 
can estimate the height of the edge: 
 
54 39 1300
step . 250nm 17nm
39 2

    
 
 
 
Figure 5-31 Air wedge sample, it consists of two layers presented in the blue colors, two 
small papers pieces in the pink color to create a slope, Nickel layer to generate an edge, and 
a black ink mark to locate the edge 
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Figure 5-32 Experimental layout 
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Figure 5-33 Measuring the step edge using the DEKTAK 150(BRUKER). 
 
 
 
Figure 5-34 On the left: Linear Fizeau fringes which are captured by the FDOCT system. On 
the right: Intensity profile across the fringes and the edge 
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Figure 5-35 On the left: Nonlinear Fizeau fringes which are captured by the Nonlinear gated 
system at the minimum self-doubling. On the right: Intensity profile across the fringes and the 
edge. 
 
5.5 Background elimination and interferometric 
capability in optical coherence tomography 
 
 Dependence of the correlation on the delay 
We present in this section a series of images (Figure 5-36) of another 
zone of the same silicon wafer sandwich with the nickel step of 265 nm 
(horizontal) and the edge of both nickel depositions (vertical), Figure 5-37. 
Different delays, measured by the translation of the reference mirror in m, 
were selected. We assigned the “optical contact” or zero-delay arbitrarily to 
one of the two central images in which the average intensity and fringe 
contrast are higher. Then if we move away from the optical contact, the 
intensity diminishes in both directions (up and down) and practically 
disappears when the displacement is about 35 m from the optical contact.  
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x=-30m 
 
x=-20m 
 
x=-10m 
 
x=-5m 
 
x=-0m 
 
x=5m 
 
x=10m 
 
x=20m 
 
x=30m 
 
x=40m 
Figure 5-36 Series of images showing the contrast of the images as a function of the delay 
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Figure 5-37 silicon wafer sandwich with nickel step of 265 nm (horizontal) and edge of both 
nickel depositions (vertical) 
 Analysis 
 
We present here an analysis of the series of images presented in 
Figure 5-36. We chose the first five images from position 6.804 mm to 6.839 
mm. For each image we reconstructed the intensity profile along the Fizeau 
fringes and then we performed a Fourier transform (FFT in Matlab) of the 
intensity profile. We illustrate in Figure 5-38 the five images and the FFT of 
their intensity profile. The nonlinear peak is located at the frequency 64 
(arbitrary unit), it reaches the maximum value 67.3dB when the position is 
6.839 mm indicating the optical contact. We can see that the contrast can be 
controlled as a function of the position, and the difference in contrast 
between the position where no fringes are observed and the position at the 
optical contact can be estimated to be around 37.3 dB (see image 5 below). 
Note that the camera was always operated in the automatic gain mode. 
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position =6,804mm  
 
position =6,814mm  
 
position =6,819mm  
 
position =6,829mm 
 
Nonlinear peak 
163 
 
position =6,839mm 
 
Figure 5-38 FFT of the intensity profile of different images for different positions. 
 
5.7 Summary 
 
We have designed a nonlinear interferometry setup based on the second 
order autocorrelation technique. We used this setup to validate the 
theoretical model which we developed previously. We have shown the 
dependency between the contrast of the fringes and the angle of the crystal 
and with the delay created between the two arms. The contrast of the 
Michelson nonlinear fringes is maximal when the angle is 45
o
. We also 
presented a novel setup to work with dark field interferometry which permits 
to cancel out the DC and to improve the contrast; this was done by 
generating the Fizeau fringes in one arm and by turning the crystal to reach 
the zero angle. We explained in the case of the dark field interferometry how 
the waves couple in the case of three-wave coupling. The useful Fizeau 
fringes can be selected physically by moving the reference arm to realize the 
optical contact with the desired scattered light. A test of feasibility was made 
on a thin air wedge composed of two Silicon samples, where we measured 
the height of a Nickel layer with a good precision. The same test was 
performed using the FDOCT setup to calibrate and validate the nonlinear 
setup. 
37.3dB 
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Conclusion and perspectives 
 
In the present thesis, a novel method was presented and developed to 
improve the axial resolution of an FDOCT imaging system, and another 
novel method was validated to eliminate the strong backscattered light that 
comes from the first layer in a multilayer sample. 
A setup for the FDOCT was assembled in our laboratory. It uses the 
return of the light to reconstruct the images pixel per pixel using a two-axis 
galvanometric scanner, and a linear CCD camera combined with a 
spectrometer. The lateral resolution of the setup was estimated to 4.2 µm.  
A proof-of-principle experiment using this setup demonstrated the 
possibility of improving the axial resolution for a broadband source using a 
dynamic bilayer sample for MEMS applications. Our two-layer sample 
consisted of a silicon sample and a mirror mounted on a piezo actuator. Two 
cases were considered, and in both cases the distance between the two layers 
was smaller than the axial resolution of our broadband source: 
 When the step between the two positions of the dynamic mirror was 
bigger than 775nm (half of wavelength), we were able to resolve the 
two layers and therefore improve the axial resolution to a limited 
value determined by the distance between two pixels in the spatial 
Fourier domain. The improvement factor was estimated around 13, 
in comparison to regular OCT, where the resolution is defined by the 
coherence length. 
 For steps smaller than 775 nm the position of the two layers was 
resolved, modulo half of wavelength, with a resolution of 65nm. The 
limitation comes from the noise of our system. 
This setup has been also used as a reference to understand and 
quantify the Fizeau fringes in nonlinear optics.  
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Further work can be done with this setup; we can for example repeat this 
experiment with another source at our disposal which is the Fianium 
supercontinum broadband laser source. We can apply this method to an 
actual dynamic MEMS sample like an accelerometer, to measure the 
amplitude and the frequency of an oscillating accelerometer. We can also 
detect the inhomogeneity or the imperfection inside MEMS, and therefore 
evaluate if replacement or improvement of the fabrication process is needed. 
Another novel method was illustrated and developed in detail in this thesis, 
to improve the contrast of an imaging system by canceling the non-useful 
backscattered light from the front face of a multilayer sample. The amount of 
the backscattered light that is eliminated from the imaging detector can be 
controlled so that the high intensity reflection from the sample can be 
rejected from the depth scan, which permits to reach a better sensitivity. 
A full novel theoretical model was presented in this thesis which 
explains how the user can control the amount of the uninteresting strong 
scattering sites within the sample. The optical gating is based on the use of a 
femtosecond laser combined with a Michelson second order autocorrelation 
technique and a nonlinear type II BBO crystal under phase matching 
condition. The selection of the weaker scattering sites of interest within the 
sample can be realized through the optical contact, by setting the length of 
the reference arm equal to the position of the desired scattering surface 
measured from the polarized beam splitter.  
We have theoretically demonstrated that the strong undesired 
scattered beam (DC) can be controlled by turning the crystal around the light 
propagation axis.  The contrast of the linear and nonlinear Michelson fringes 
is dependent on the angle. In order to eliminate completely the DC, the angle 
must be set to zero as measured between the light field polarization vector 
and the ordinary axis of the BBO crystal. It has been also demonstrated that 
the Michelson fringes will vanish when the angle is set to zero. So to achieve 
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full elimination of the DC and obtain fringes at the same time, the fringes 
must be created in the sample arm already. This can be done using Fizeau 
fringes which is one of the well-known techniques in interferometry. 
A second order Michelson autocorrelator setup was used to analyze 
the quality of generated fringes. We showed that the contrast of the nonlinear 
fringes is dependent on the crystal angle and has its maximum when the 
angle is 45
0
. We illustrated also using this setup the effect of the return field 
balancing coefficient and the delay on the appearance and the contrast of the 
linear fringes.  
An application was studied, based on a thin air wedge formed by two 
silicon samples where a first Nickel layer was covering the front face of the 
second sample, and a second Nickel layer was covering only partially half of 
the surface, forming an edge of 265 nm. Using the nonlinear gate, the strong 
scattered light from the front face of the first plate was eliminated, while the 
weaker light of interest was frequency doubled. This weaker light contains 
the Fizeau fringes which should be equidistant between each other, except 
when working around the edge. This shift among the fringes can be 
quantified to measure the height of the edge within the sample which was 
determined to be 260nm, in excellent agreement with the value obtained 
with a profilometer. 
We have also used the FDOCT setup as a reference to confirm the 
Fizeau fringe spacing value in nonlinear optics. The measurement of the 
height was 273 nm in this case, which was confirming the physical 
description of the non-linear approach. 
The FDOCT setup has the advantage of being inexpensive, but the 
acquired signal contains the reflected light from all the layers. It can 
nevertheless be numerically filtered using a Fourier transform of the detected 
signal, to retrieve only the desired signal on a particular depth position. But 
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if the undesired scatterings are very strong it may contribute to saturate the 
detector. 
The femtosecond gate method shows on the other hand a great 
potential for future applications. The undesired scattering is physically 
eliminated before arriving to the detector. A comparison between different 
existing methods and our method is presented below in Figure 5-39. 
An alternative technique as shearing interferometry can be used 
instead of Fizeau fringes. The application of the Fizeau technique in imaging 
is limited, since it works only on a thin wedge sample. On the other hand the 
interference pattern in a shearing interferometer is realized by superimposing 
two images of the object wavefront. Nevertheless, numerical analysis is 
needed to correct the wavefront errors, and a laser with high degree of 
spatial coherence is needed because the interference occurs between the 
reflections from different parts of the object wavefront. The idea of using the 
shearing interferometry is not yet ready for application, but some 
experiments can be conducted with our setup to prove its feasibility. 
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Figure 5-39 Comparison between our method and what exists already in the literature 
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Appendix A. Algorithm for separating two layers within 
the coherence length. 
 
In the figures below, we see the different steps of the method. By hypothesis, 
the distance between the two layers is smaller than the axial resolution. The 
amplitude versus depth of many tomograms is presented in Figure 5-40, 
where we clearly see that the two layers are indiscernible. We proceed by 
studying the movement of a pixel versus time. A sample of 5000 images is 
taken (the step time depends on the frequency of the camera which is 
47khz,). This gives us the temporal evolution of this pixel versus time. This 
pixel contains the information about the two layers, where we know that one 
is moving and the other is not, so by taking the Fourier transform of the 
temporal movement of this pixel we can get the information of the second 
layer (moving layer) at the right frequency. The reconstruction is plotted 
versus the depth direction step by step from Figure 5-41 to Figure 5-45 . By 
repeating this procedure for many pixels we are able to get more information 
on the hidden layer and knowing that the amplitude will be maximal at the 
center, we obtain the information of the position of the invisible layer. 
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Figure 5-40 At the left: 5000 images presented with one acquisition where each image 
represents the amplitude versus depth. At the right: the vibration amplitude  
of a point A chosen versus time 
 
Figure 5-41 Reconstruction of the second layer, step 1. Each data corresponds to the 
amplitude variation at specific depth z. 
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Figure 5-42 Reconstruction of the second layer, step 2 
 
Figure 5-43 Reconstruction of the second layer, step 3 
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Figure 5-44 Reconstruction of the second layer, step 4 
 
Figure 5-45 Reconstruction of the second layer, step 5 
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Appendix B. Unbalanced case: Eq (4.33) to (4.34) 
 
 
We have to split the integral in the equation (4.33) into 3 parts: 
The first can be calculated easily and it is equal to  
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By changing the t variable with 1t t n   , (II) becomes 
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(III-b) can be obtained similarly and the result is 
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Therefore (III) becomes 
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  (0.4.54) 
So the final expression of the autocorrelation function in the case of 
dispersion: 
183 
 
2 2 2
1 1
2 42
11
2 2
4 4 2
1 2
2
1 1
24 2
11 4 22
2 2 2
11 2 1 1 1
2 2
1
2
1
1 2
( ) sin (2 )
2
2 1
cos 2
2
sin (2 )
2 2 1
sin 2
2
2 cos (2 )
2 sin(4 )
g l
gm
u h
G a u a h
l f
m
f
e
fa a g e l f
m
f
a
a a



 




 





 
     
     
    
                 
  

2 2 22
2 21
2 42 2
2
2 2 22
3 31
2 42 2
3
2
2 2
2 23
212 23
2
2 2 2
2 2
2
2
3 3
2 23
312 33
2
2
3 3 3
2 2
3
1
cos
2
1
sin
2
1
cos
2
1
sin
2
g lm
gu h
g lm
gu h
l f
m
fg
e e
f l f
m
f
l f
m
fg
a e e
f l f
m
f














    
   
  
 
     
  
   
   
  
  
     
  

 
 
 
 
 
 
 
 
 
 
 
  
 
 (0.4.55) 
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Appendix C. Autocorrelation function for both 
asymmetry and unbalanced return field 
 
 
Figure 5-46 Autocorrelation function when dispersion unbalanced return field are  
taken into consideration. d2n/dλ2 =1.95x1012µm-2 
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Figure 5-47  Fourier transform of the autocorrelation function when the dispersion and 
unbalanced return field are taken into account. d2n/dλ2 =1.95x1013µm-2 
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Appendix D. TDOCT VS FDOCT 
 
Time Domain Optical Coherence 
Tomography 
Fourier Domain Optical coherence 
Tomography 
 Movable sample arm  
 Limited acquisition speed 
 Photo-detector 
 Lower sensitivity 
 Fixed sample arm 
 Faster acquisition speed 
 CCD camera detector 
 Better sensitivity(+10dB) 
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Appendix E. Fourier transform of the autocorrelation 
function using the formula (4.18) 
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