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ABSTRACT 
A branched cont inued fraction (BCF) is defined and some of  their properties are shown. This 
branched cont inued fraction corresponds to the double power series• One theorem of  Van Vleck 
is transformed for the case of  double power series and BCF. 
1. INTRODUCTION 
In recent years a considerable number of papers have 
been published in which authors defined the Pad& 
type approximants for analytic functions of several 
variables (cf. [2], [3], [4], [61). Their defmitions are 
based upon the so-caLled "defining equations" chosen 
in such a way that the number of equations i equal to 
the number of unknown coefficients. This assumption, 
however, leads to lack of uniqueness in the defmed 
Pad&type approximants, and, following this, to dif- 
ficulties in numerical computations. 
In our paper we shall present adefinition of the so- 
called branched continued fractions (BCF). The frac- 
tions have been obtained by substituting coefficients 
b i in continued fraction 
b 0 + 
a I 
a 2 
b I + - -  
b 2 + 
O 
(i) 
by new continued fractions. 
The presented construction is a modification of 
branched continued fractions defined by Skorobo- 
gat'ko [1]. The idea of the modification reminds us 
of definitions presented by O'Donohoe [7] and 
Kutschminska [5], still, the form of the BCF we 
have obtained is different• 
The BCF presented in [5], [7] and in our paper are 
closely connected with double power series. The ob- 
tained class of rational functions of two variables may 
be treated as an analogue of the diagonal sequences 
of Pad~ approximants for analytic functions of one 
variable. 
2. DEFINITION AND PROPERTIES OF BRANCHED 
CONTINUED FRACTIONS 
Let K i, i = 1, 2 . . . .  be the continued fractions 
K i= l+- -  
1 + - -  (2) 
1+ 
We denote the n-th approximants of these fractions as 
i i 
An = 1 + a l  
(3) Ki(n) = i 
B n 1+ 
i= 1, 2 . . . .  and Ki(0 )-- 1. 
i " +a  
n 
Definition 1.1 
The expression of the form 
a 1 
a 2 
K I+ 
K2+ 
(4) 
with K i de£med as above we call a branched continued 
fraction (BCF). 
The n-th approximant of the BCF (4) is defined as 
P__n_n= al 
Qn K I ( [ -~ I  ) + 
"" ([-~--l) ~i+I "+K i + Ki+l([~]) +•. 
• + . . . .  
(s) 
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where n = 1, 2 . . . .  and [x] is an "entier" function. 
A branched continued fraction is called convergent iff 
Pn 
(i) there exists a finite limit lira (in case all 
n-* .0 Qn 
the coefficients are complex constants), 
Pn (ii) Q--~ are defined in the domain D z ¢~2 and the 
sequence ~Pn} 00 converge almost uniformly 
"Qn 'n=l  
in D (in case the coefficients are functions of two 
variables). 
For the continued fractions Ki, i= 1, 2 ... .  we have 
the determinant formula [11, p. 16] which gives 
k k k k 1 a k 
An Bn-1 - An -1 Bn = (-1)n + _ "'" ank (6) 
with k, n = 1, 2 .. . . .  We shall Fred generalization f
(6) for BCF. 
Let Pn(i) denote part of the n-th approximant (5) 
qn (i) 
beginning with the i-th level. We have 
Pn (i) 
- Ki ( [~1)  + 
a i 
Qn(i ) -1 Pn (i+ 1) (7) 
Qn (i + 1) 
i = 2, ..., n - 1, and applying (6) we obtain 
Pn(i) Pn-l( i)  n-i-1 n- i -2 
- ([-~c2-l)- Ki_I(tT])} Qn (i) Qn_l (i) {Ki-1 
{ Pn (i + 1) Pn-1 (i + 1) 
- ai" Cn-l ,n(i+ 1) Qn(i+ 1 ) Qn_ l ( i+l )  } 
"Pn(i+l) Pn 1 (I+ 1), 
=e  n -a i .Cn_ l ,n ( i+ l )  tQ~+I )  Qn-~+-~ 
where i = 2 ..... n -2, (8) 
Cn_ l ,n ( i+ l  ) Qn-1, n(i+ 1) Qn (i+ 1) = and 
Pn -1,n (i + 1) Pn (i + 1) 
n 
e i = 
[~]+1 all -1 i-1 
"'" a [n - i -  I 1 
-1) 
i -1 i-1 
when [ n:~---~l] ¢ [ ~ ]  
0 when in - i - l ]  = [ n - i -2 ]  
" 2  
Now, using formula (8) (n- l )  times, we would obtain 
our generalization f (6). It is convenient to present i  
for even n and odd n separately 
P2k P2k -1 _ 
Q2k Q2k-1 ala2 "'" a2kC2k-l '  2k (2' 3 ..... 2k) 
2i .. .a2 i C2k_l,2k(2 ..... 2i+1) 
"" + (-1)k- i+ 1 al a2 "'" a2ia l  k-i B2 i B2 i 
k - i -1  k- i  
2 
... + (-1) k ala 2 0~ ... ~Xk_ 1
C2k-I, 2k ( 2, 3) 
2 
Bk_ 1 B22 
, (9) 
P2k + 1 P2k 
Q2k+l Q2k-a la2""a2k+lC2k '2k+l (2  ..... 2k+1) 
... + (_l)k-i al ...a2i+ 1 a2i + 1 
a2i+ 1 C2k,2k + 1(2 ..... 2i+2) 
"'" - i  B2i+1 B2i+1 
k - i -1  k - i  
... + (-1) k a I a~... a~ C2k, 2k + 1 (2) (10) 
B~_I B~ ' 
k = I, 2 ..... Cj,j + 1(2 ..... I) = cj,j + 1(2) ... Cj,j + 1(I), 
Cj,j +1(2 ..... j +1) = Cj,j +1( 2 ..... j ) .  1 
l+a j+ l  
We can see that if all a! i,j = 1, 2 ... .  vanish then 
J 
formulas (9) and (10) are transformed into (6). 
3. S-BRANCHED CONTINUED FRACTIONS AND 
DOUBLE POWER SERIES 
Let 
blZ 
1+ 
b2z (11) 
1 + ~  
1+ 
be a regular S-continued fraction (all b i ~ 0). The n-th 
approximant Pn.(z) of(11) is a rational function and 
Qn (z) 
its Taylor power series expansion i  the origin has the 
form 
Pn(Z) _ oo  
dk zk . (12) 
Qn(Z) k=0 
The power series 
oo  
f(z) = k~=0 ckzk (13) 
is called regular if all the determinants 
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Ak= 
P 
c k , Ck+ 1 . . . .  , Ck+p 
Ck+l , Ck+2 . . . . .  Ck+p+ 1 
Ck+ p , Ck+p+l . . . . .  Ck+2p+l 
(14)  
are not equal to zero for k = 1, 2 and p = 0, 1,.... 
We say that the continued fraction (11) corresponds 
to the power series (12) if for n = 0, 1 .... 
c i = d i, i = 0, 1 ..... n. (15) 
Theorem 3.1 ([11, p. 2021) 
There is one-to-one correspondence b tween the 
family of all regular power series and the family of 
regular S-continued fractions. 
We shall now establish an analogue of this theorem 
for double power series and BCF. For this purpose let 
us begin with constructing a BCF corresponding to
the double power series in the sense of equalities (15). 
Let 
k 1 
= CklX Y F (x, y) k =0 (16) 
be the double power series. 
Lemma 3.1 
Let c00 ¢ 0 and we put Ckl=0 for k < 1. There 
OO 
exists a reciprocal series G (x, y) = ~ k 1 k+l=0 gkl x Y 
such that F (x, y) G (x, y) - 1 and gkl = 0 for k < 1. 
Proof of this lemma is obvious. From the set of equa- 
tions determining coefficients gkl we obtain the recur- 
rence formulas 
g00-  c00 
i 
Z gk_l+j ,k_ lCl_ j  +i,l j=O 
1 k - I~ 
gk+i ,k  c00 1=1 
i-1 
- j~0  gk+J, k c i - j '0  i ,k= 0, 1 ... . .  (17) 
In particular, coefficients gk, 0' k = 0, 1 ..... depend 
only on the coefficients Ck, 0" We may treat Ck, 0 as 
coefficients of the one variable power series 
fl(x) = F(x, 0). 
Remark I
Coefficients gk,0' k = 0, 1 .... are equal to the coef- 
ficients of the power series gl (x), reciprocal to the 
series fl(x) = F(x,0). 
Remark 2 
The series G(x, y) defined in lemma 3.1 exists if and 
only if there exists a power series gl(x), reciprocal to 
fl(x) = F (x, 0). 
Now, let us take into consideration a part of (16) with 
Ckl for which k > 1 
Z Cklxky 1. (18) F l (x ,y)= k > 1 
If Cl, 0 =/: 0 then from lemma 3.1 we have 
Tkl xkyl= Cl, 0x 
Ck lxky l=c l ,0Xk> ll~ Cl,0 GI(x'Y) k>l  
where Ekl = Ck + 1,1 and Gl(X, Y)=k ~ l  g(kll)xkyl is 
the reciprocal series for ~ Tk-~l xky I. Further, if 
k~ l  Cl, 0 
g(1) =/=0 thenGl(X,y ) oo ~,(1) 
1,0 = k~0t'kk (xy)k 
_(1) x 
(1) k gl, 0 _(1) E g---(k~) xkyl = k= gkk(XY) + + 
~Sl, 0x k ;* 1 _(1) 0 G2(x,y) 
Sl, 0 
.. (2) k 1 where G2(x, y)= k~ I gkl x y .  If the coefficient g~,~) 
is not equal to zero, we obtain in the same way the 
o~ (2) (xy) k and series ~ ~. ,  the series power G3(x, Y). k=0 
The construction presented above is possible insofar 
as the coefficients ~(P) '1,0' P = 1, 2 .... do not vanish. It 
follows from remark 2 that the coefficients are not 
equal to zero if the series fl(x) = F 1 (x, 0) is regular. 
(P) "x ,k Not all of the power series Z gkk ~ y) must 
k=O 
necessarily be regular. However we shall expand them 
into corresponding continued fractions. These frac- 
tions will have the form 
alP (xy) r i 
-(P) 
k=O gkk (xy)k ~ 1 + 
i + aP2 (xy)r2 
1+ 
(19) 
In case a power series with an index p is regular, all the 
r i i = 1, 2 . . . .  are equal to unity. 
The above presented material shows, that for a given 
series (18) for which fl (x) = F 1 (x, 0) is regular, there 
exists a BCF of the form 
a lx  
a 2 x 
K 1 (xy) + (20) 
K 2 (xy) + 
where Ki(xy ) is defined in (19). This method of con- 
struction guarantees that the obtained BCF is unique. 
For the reverse, let (20) be the given BCF. We call it 
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S-branched continued fraction (S-BCF). We assume 
here that all Ki(xy), i = 1, 2 .. . .  are regular. This 
assumption may easily be omitted and we need it on- 
ly in order to simplify our notations. 
Let us consider the difference (Pn + Pn Qn+ll Qn ) between 
the (n + 1)-th and the n-th approximants of S-BCF 
(20). It is a rational function and from (9) and (10) 
the numerator's polynomial has coefficients with 
xky 1, k + 1 g n equal to zero. It follows that 
Pn + 1 Pn xkyl 
- Z bkl 
Qn+l  Qn k+l>n+l  
and further 
n x k yl I xk yl P__9_ n 2; Ckl + ~ 
Qn (x'Y)= k+l=0 k+l>nC " 
k>l  
It proves that there exists a series k~> lCkl xky I cor- 
responding to the S-BCF in the sense that coefficients 
of the n-th approxirnant of (20) are identical with 
coefficients of the series up to the terms with 
xky 1, k+lgn .  
We have now 
.o (S).x .k g(S) kl 
Gs(x,y )=k=~0gkk [ y) + k l+ l ,k lX  
°(s) 
Ok + 1,k 
k = 0 g(S) 
k 1 + 1,k 1 
~,(s) 
xkr ~ ~'k+r,k (xy)k ... + g(S) 
kr + r, kr k=0 g(S) 
k r + r, k r 
r+ l  2; g-(~)+r+l~l xkyl .  + ~(s) 
Sr + 1,0 x k > 1 g(S) 
r+ l ,0  
Then the s-th level in the corresponding BCF has the 
form 
Ks + ~,(s) xkl K(1) + + o(s) k r K(r) 
~'kl + 1,k 1 s "'" ~'kr + r, kr x s 
as+r+ 1 x 
Ks+r+ 1 + 
as+ r+ 2 x 
Ks+r+2 + 
where K (i), i = 1 . . . . .  r are continued fractions of the $ 
variable (xy). 
(xy) k 
Theorem 3.2 
There is one-to-one correspondence b tween the 
family of all double power series F(x, y) for which 
both the power series fl (x) = F (x, 0) and 
gl (Y) = F(0, y) are regular and the family of the 
sums of S-BCF of the form 
a lx  b lY  
K0(xY) + + 
a2x b 2 Y 
Kl(XY) + - -  Ll(XY) + - -  
K2(xY) + L2(xY) +. 
(21) 
where K0(xY ), Ki(xY ), Li(xY ), i = 1, 2 .... are con- 
tinued fractions of the variable xy. 
Vroof 
We write the power series F (x, y) as a sum 
~= Ckk(XY) k+ x 2; C-kl 
F(x,Y)=k 0 c10 k>l  c10 
Z ~kl xkyl 
+c01Y k~l  c01 
x k yl 
(22) 
and we then apply the procedure given above to each 
part of (22). 
In the end we shall consider a case when one of the 
power series, say fl (x), is not regular. Then, if for 
,,(s) = 0, i=1 ..... randg~S) 0~0,  the seriesGs(x,y ) oi,0 1, 
we have 
4. CERTAIN CONVERGENCE THEOREM 
We present here a generalization of the Van Vleck 
theorem [9] which gives the dependence between the 
domains of convergence of the S-BCF and correspond- 
ing double power series. 
Theorem 4.1 
If the S-BCF (21) converge in a dosed bidisc 
D= ( (x ,y )~2:  Ix l~r  1, lyl ,~r2) tothefunc- 
tion R(x, y) which is analytic in the neighbourhood 
of D, then the corresponding double power series is 
convergent at least in D and its sum is the value of the 
fraction. 
1'roof 
There exists N O such that the Taylor double power 
series for Pn (x, y) are uniformly convergent in D 
Qn 
for n > N 0. From the Weierstrass theorem [9, p. 288] 
for analytic functions of several variables, the (k, l)-th 
derivatives of these functions are uniformly convergent 
in D to the 
a k+l  ~Pn Y)}I~ ak+l  {R(x,y)} n ; ,N  O 
(x, ax%---T , 
It follows from the correspondence b tween our S-BCF 
and the double power series F (x, y) that the coefficient 
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containing xiyj in the power series for Pn (x, y) is 
equal to cij, i + j  < n. Thus Qn 
a i+ j '  {P_~n ] 
lira (x,y)} = i ' j '  
n -~m Ox iay j  Mn x=O " "ci j  ' 
y=O 
i,j =0 ,1  . . . . .  
It gives 
oo ] xky 1 2; 1 Bk+l__ (R(x,y)~ x= 
R(x 'Y )=k+l=O k! l !  axkityl ly O0 
oo  
= ~ Cklxkyl = F(x,y).  
k+l=O 
And this proves our theorem. 
REFERENCES 
1. BODNAKCUK P. I., SKOKOBOGAT'KO W. Ja. : 
Branched continued fiactions and their ~pplications, 
Kiev, Naukowaja Dumka, 1974 (in Ukrainian). 
2. CHISHOLM J. S. K., McEWAN J. : Proc. Roy. So¢. 
London, A, 336 (1974), 421-452. 
3. GONC~AR A. A. : Mat. Sb. T. 93 (135), No. 2 (1974), 
296-313 (in Russian). 
4. HUGHES JONES R. : Jour. Appr. Theory, Vol. 16, No. 
3 (1976), 201-233. 
5. KUTSCHMINSKAJA K. J. : Dokl. Akad. Nauk. USSR, 
No. 7, set. A. (1978), 614-617 (in Russian). 
6. LUTTERODT C. H. : J. Math. Anal. Appl., 53 (1976), 
89-98. 
7. MURPHY J. A., O'DONOHOE M. R. : J. Comp. Appl. 
Math., vol. 4, no. 3 (1978), 181-190. 
8. PEKKON O. : D/e Lehre yon den Kettenbruchen, 
Chelsea, 1950. 
9. SABAT B. W. : Introduction to the complex analysis, 
Moscow, Nauka 1969 (in Russian). 
10. VAN VLECK F. V. : Annals of Math., (2), Vol. 3, 
(1901). 
11. WALL H. S. : Analytic theory of continued fractions, 
Van Nostxand, New York, 1948. 
Journal of Computational nd Applied Mathematics, volume 6, no 2, 1980. 125 
