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The aim of this paper is to use the abstract Theorem 2 in [20] (see 
Theorem 1.1 in Section I), concerning the solvability of semilinear equations 
at resonance involving A-proper mappings, to prove the existence of strong 
solutions for certain ordinary differential equations which appear in various 
applications. The type of sufficient conditions given in Sections 2 and 3 are 
motivated by a recent paper by DeFigueiredo and Ni 13 ] for semilinear 
second-order elliptic equations of the form 
Lu -f(u) = h(x) (xE QcR”) 
and dealing with reasonance problem at the first eigenvalue of L and with f 
bounded. 
In Section 1 we state our abstract theorem which is then used in Section 2 
to study the solvability of the BVProblem at resonance of the form 
x(4) + ,I?) -f(t, x, XC’) ...) xC4)) = y(t), x(0) = x(n) = x’*‘(o) = x(2’(x) = 0 
(1) 
allowing f to have a linear growth in all of its variables. It is known (see 171) 
that the boundary value problems (BVPs) of the type (1) appear in certain 
problems of elasticity. The general outline of our method is similar to that of 
the earlier work of [ 10-121 and of the authors [ 19-211 for periodic BVPs. 
The bulk of the work consists in obtaining a priori estimates for the solutions 
of (1) under rather general conditions on f. 
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In Section 2 we use Theorem 1.1 to study the solvability of the BVP at 
resonance of the form 
x” + x -f(t, x, x’, x”) = y(t), x(0) = x(n) = 0, (2) 
under various conditions on f and y. When f is independent of x” the 
solvability of (2) has been studied earlier by a number of authors (see 
I49 6,221 and the literature listed therein). In particular, when 
f(t, x, x’, x”) z f(x), the existence of solutions for (2) for any y in L,(O, n) 
has recently been established in [22] and earlier in [4] under conditions on 
f(x) which are more restrictive than those given in this paper (for detailed 
comparison see Remark 3.2). 
It should be mentioned that the main novelty and the usefulness of our 
results for the BVPs (1) and (2) is that we allow the nonlinear f to depend on 
the highest-order derivatives and that in certain cases our method yields a 
constructive solvability of (1) or (2) via the Galerkin method. Let us add 
that when f in (1) is independent of xC4) or f in (2) is independent of x”, then 
in view of the Sobolev Imbedding Theorem the basic assumption (a) in 
Theorem 1.1 below is always satisfied and consequently we can deduce from 
our results some of the results obtained earlier by other authors using the 
Schauder fixed point theorem, the Leray-Schauder degree theory or the 
Mawhin’s coincidence degree theory for L-compact mappings (see [6, 221 
for the description of these other approaches and for the literature contained 
therein concerning the solvability of semilinear equations at resonance). 
1 
In this section we introduce the relevant definitions and state an abstract 
result of [20, Theorem 2.2) which we shall use and which deals with the 
solvability of the semilinear equations 
Lx-Nx=y (y E x, x E D(L) n G), (1.1) 
where X, Y are real Banach spaces, L: D(L) cX+ Y is a not necessarily 
bounded Fredholm map of index 0 with N(L) # {O}, G c X is a bounded and 
open set which is symmetric about 0 E G, N: G c X-t Y is a nonlinear map 
such that L - AN: cn D(L) -+ Y is A-proper with respect to a suitable 
admissible scheme r. 
We recall that if {X,} c D(L) and {Y,} c Y are sequences of oriented 
finite-dimensional spaces, Q,: Y --t Y,, a linear projection for each n E Z’ , 
then the scheme r= {X,,, Y,,, Q,} is said to be admissible provided that 
dimX,=dimY,, for each nEZ+, dist(x, X,)+ 0 for each x E D(L) and 
Q, y + y for each y in Y, where -+ is used to denote the strong convergence. 
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The following class of A-proper mappings introduced by the first author 
(see [ 131) proved to be very general and quite useful in the solvability 
(sometimes constructive) of various classes of differential equations (see [.5, 
14, 16, 17, 19, 201 for rec_ent results). 
Let G, 3 GnD(L), G, - Gn D(L), aG, z aGnD(L) and for each 
nez+ let G,=GnX,,cG,, G,,=GnX,,cGD and aG,,=aGn 
X,, c aG,. Note that G, is an open and bounded set in X, with closure G, 
and boundary aG,, in X,. However, GD is not the closure nor aG, the 
boundary of G, in X. 
DEFINITION 1.1 [13]. A map T: GD + Y is said to be A-proper w.r.t. r 
iff T,=Q,r],:G,cX,-+ Y, is continuous for each n and if 
{x!j ] x,,~ E G,,} is any bounded sequence in X such that-Tnj(xnj) -+ g for some 
g m Y, then there exist a subsequence {x~~,~)} and x E G, such that xnjtk, + x 
in X as k-r co and Tx=g. 
Using the theory of the generalized degree for densely defined A-proper 
mappings from [ 161, the following result which we shall use has been proved 
in [20]. Before we state this result, let us first note that since L is Fredholm 
of index 0, there exist closed subspaces Xi c X and Y, c Y with dim YZ = 
dim N(L) such that X = N(L) @ Xi and Y = Y, @ R(L). Let Q be a 
continuous projection of Y onto Y,. 
THEOREM 1.1. Let yE Y, let L:D(L)cX+Y, GcX and r be as 
stated above. Let N: C% Y be a bounded and continuous mapping such that 
(a) L - 1N: Gt, c X+ Y is A-proper w.r.t. rfor each A E [O, 11, 
(b) Lx#ANx+1yfirxEaG, andIIE(0, l), 
(4 [QN(x)+QY,+ [QN<-x>+Qwl <Oforx~WJn%,, 
where [ , ] is some bounded bilinear form on Y x X. 
Then there exists an x E c?, such that (1.1) holds. Moreover, if (1.1) has 
no solution on c?G,, then there exists an integer FZ, E Z+ such that for each 
n > n, the equation 
Q&x-Q,,Nx=Q,y W& Q,uE Yn> (1.2) 
has a solution x, E 0, such that x,, + x E G, for some subsequence {nj) and 
Lx - Nx = y (i.e., Eq. (1.1) is feebl$ approximation-solvable w.r.t. r). 
Remark 1.1. If it is somehow known that x E G, is the only solution of 
(1.1) in G,, then using the A-properness of L -N one can show that the 
entire sequence {x,} converges to x, i.e., the Galerkin-type method in 
applicable to (1.1). This fact adds another dimension to the importance of 
the theory of A-proper mappings. 
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2 
In this section we use Theorem 1.1 to study the solvability BVP at 
resonance of the form 
xC4) + xc*) -f(t, x, x(l) )...) x(4)) = y(t), x(0) = x(71) = x(2)(0) = x(*)(11) = 0, 
(2.1) 
where x(j)(,) = Djx for j = 1,2,3,4, under various conditions on the function 
f: [0, z] x R5 -+ R under which (2.1) has a solution in the Sobolev space 
Wi(O, n) for a given y in Y = L,(O, n). 
We first recall that the linear eigenvalue problem 
x(4) + Ax(*) = 0, x(0) = x(71) = x’*‘(o) = x’*‘(n) = 0, 
which is known to play an important role in the buckling problems of 
compressed rods, has the eigenvalues A,, = n2 and the corresponding eigen- 
functions given by g,,(t) = sin nt for n = 1, 2,..., with 14,) forming a complete 
orthogonal system in W;(O, n) and in L,(O, rr) (see [ 11). 
To restate the BVP (2.1), as an equivalent operator equation in suitable 
Hilbert spaces to which Theorem 1.1 is applicable, we let 
x = {x E w;<o, ?r) ( x(0) = X(?r) = x(2)(0) = X”‘(77) = O}, y = J&(0,4, 
where X and Y are Hilbert spaces with respective inner products (., .) and 
(., v)4 given by 
(u, u) = jo= u(t) u(t) dt, (u, u)4 = j. (ZP, uy. 
Now, we define the linear mapping L: D(L) = X + Y be Lx = xc4) + xc*). It 
follows from the above that L is a bounded Fredholm mapping of index 0, 
N(L) = {c sin t ] c E R }, R(L) = {y E Y 1 I; y(t) d(t) dt = 0}, where 4(t) E 
B,(t) = sin t, X = N(L) @Xi and Y = N(L) @ R(L). Now, it is easy to prove 
that the map K: X-+ Y, defined by Kx = xC4), is an isomorphism between X 
and Y. Let (Y,,, Q,} be a projectionally complete scheme for Y and let 
{X,} c X be such that Y,, = K(X,) for each IZ in Zt , where Q, is an 
orthogonal projection of Y onto Y,,. In view of the preceding remark, we 
may take for Y,, the linear span of {$, ,..., 4,} in Y and for X, c X the linear 
span of M,,..., 9,) in X for each IZ E Z+ since {$,,I are also the eigen- 
functions of the operator K (see [ 11). Then Q, y +y for each y E Y, 
dist(x,X,)=inf{]]x-v]]4]vEX,}-+0 for each x in X and 
r, = {X,, Y,, Q,} is an admissible scheme for (X, Y). Moreover, since 
(Lx, Kx) > llx\14 - (xc3), xt3)) for x E X, the map L: X+ Y is A-proper w.r.t. 
r, (see [13]). If L,-L],,:X, + Y, then since R(L) and X, are Banach 
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spaces and L;‘: R(L)-+X, is a closed mapping, it follows from the Banach 
closed graph theorem that L; ’ is bounded, as a map from R(L) to X, and 
we denote its norm by IjL;‘JI = IIL;1]ir,2~x. 
To obtain the estimate of /) L; * ]I and other estimates we need the following 
known inequalities (see [8]). 
LEMMA 2.1. For each x E X such that j”; x sin t dt = 0, we have the 
following inequalities: 
(I x(j) (I > 2 (I x(j- ‘) )I for j= 1, 2, 3,4. 
Concerning the nonlinearity f in (2.1), we assume that f satisfies the 
following condition: 
(Cl) f: [0,7r]xR’ -+ R is a Caratheodory function and there are 
constants a, &,,..., b, E R4 with 
(a) JIL;‘J( [C:=O (@/I9 dt + n/&2) bi] < &G/19, where di = 
(J$i 4’) - “* for i = O,..., 4, and 
@I If(f,Po>P~,->P4 \ )] <a + C;=, bi Jpi( for a.e. t E [0, n] and pi E R. 
Now, it follows from (Cl) and the results on Nemytskii operators that 
N: X -+ Y, given by Nx(t) =f(t, x ,..,, xt4)) for a.e. t E [0, n] and x E X, is 
continuous and bounded. The above discussion implies that the solvability of 
BVP (2.1) is equivalent to the solvability of the operator equation 
Lx-Nx=y (xEX,yE Y). (2.2) 
Using Theorem 1.1 we now prove the following result for Eq. (2.1). 
THEOREM 2.1. Suppose that y E Y is such that J”; y sin t dt = 0 and 
suppose that in addition to (Cl) we assume that: 
(C2) L - AN: X-+ Y is A-proper w.r.t. P, for each 1 E (0, 11. 
(C3) There exists a constant s0 > 0 such that 
0) J;f(t, x,..., xc4)) $(t) dt # 0 for x E X with Ix(t)/ > so@(t) for 
t E [O, 7r]. 
(ii) l;; f (t, c# ,..., ~ti’~‘)$ dt . Jz f (t, -c# ,..., -c~‘“‘)/J dt < 0 with I cl = 
@ r for any fixed r > M, where M > 0 is a known constant M= 
M(cl, c2, cj, c;, s,,) given by (2.9) below with c, = a fi + (I yl/, c2 = I(L;‘JI, 
c3 = C4=o (Cj”;d 4/)-l” bi, c; = m (C4=o bi) and $(t) = sin 1. 
Then the BVP (2.1) has a solution x in X. Moreover, tf x is the only 
solution of (2. l), then x = lim,,, x, in X, where x, E X,, is a solution of the 
Galerkin-type equation (1.2). 
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COROLLARY 2.1. Condition (C3) can be replaced by 
(C4) There exists a constant s, > 0 such that 
I “f(t, x ,..., x’~))# dt . j;f(t, -x ,..., -x’~))$ dt < 0 0 
for all x E X with Ix(t)1 > s,$(t) where 4(t) = sin t. 
Proof of Theorem 2.1. We first claim that if x E X is solution of 
Lx=ANx+Ay for some A E (0, l), (2.3) 
then IIx\~~ GM, where A4 is a constant given in (C3). 
Indeed, let x(t) = s$ + w  be a solution of (2.3) with w  E R(L) n X, . Since 
Lw = Lx we see that, in view of (C 1) and (2.3), 
llwll, < ~2 IlLxll &c, IlNx +YII <c, 
II 
a + i bi Ix’i)l + IYI 
i=O II 
Qc, (~~+ll~ll+ )$ b’llx’i’ll) 
i=O 
Gc2 [cl + i bdlsl IM”‘II + Ib@W]. 
i=O 
Since C4=o bi IsI II#“‘II = @Is] JJ:=, bi = c; IsI and by Lemma 2.1, the 
inequalities II wci) /I > 2 II w’~-‘) II hold for i = l,..., 4 and w  E R(L) n X, one 
easily shows, by using Lemma 2.1, that 
II wll: =go IIw’i)l12 > (g 44-j) II wq2 (i = 0, l,..., 4), 
i.e., 
II w “-i)lI < go 4’)-“2 lIwIl4 (i = 0, l,..., 4). 
The above discussion implies that 
Since 1 - c2cs > 0, it follows from the last inequality that 
IIwll4~c4I~l+c,~ (2.4) 
where c, E c2c;/( 1 - c2cj) and c, = c, c2/( 1 - c2 cj) are known constants 
independent of x and I with cl, c2, c3 and c; given in Theorem 2.1. Now, in 
view of (2.4), to establish our claim it suffices to show that IsI is bounded. 
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To prove this we note that since w(0) = 0 and W(Z) = 0, it follows from the 
equality IV(~) = si w’(s) ds and Lemma 2 in [211 that 
i.e., 
I @)I G + J- & (cl ISI + cd (2.5) 
Similarly, since w’(t,) = 0 for some t, E (0, rc), it follows from 
w’(t) = ii, w”(s) ds that I w’(t) < fi I( w” II < m 1) w  114, i.e., 
I w’(t)1 < & (c, ) s l + CJ). (2~5) 
Now, choose y E (0, rr) such that tan y = &i/%6 and let (sl > so. Then for 
i E [0, y) or for t E (n - y, rc] we have 
(Is\-So)/9’/-Iw’(fl 
E co ISI -c,, (2.7) 
where 
7l 
c,=cosy- J 
c2 4 
21 1 - c2c3 = 
cos y - C2(Cj cos y + &ijz cj) > o 
1 - c2c3 
in view of (Cl) and the fact that cos y= dm and c, = so cos y+ 
@i x (c,cJ(I - c2c3)). Thus, if we assume that 1s 1 > c7/c6, then (2.7) 
implies that 
~I~l-~o)ld’I-I~‘~~)l~~ for t E [0, JJ) or t E (x - y, nl. (2.8) 
Now, using the mean value theorem we have for t E [0, y), 
(ISI - so)9 f w(t) = (ISI - So)bw) - !@)I * [w(t) - w(O)1 
= l(lsl -so> F(t,) f w’(t,)lt 
> [(IsI - so) IO’(tAl - I w’(t,)llt 2 0 (0 < f, < t) by (2.8). 
BOUNDARY VALUE PROBLEMS AT RESONANCE 79 
Similarly, for t E (rr - y, n] (and since d(n) = w(n) = 0), it suffices to 
consider t E (7~ - y, x) and observe that for such t we have 
(I sl - so) w> * w = (Is I - ~OMW - $wl f [N> - W>l 
= [(ISI -so> $‘(b) f W’(h)10 - 71) 
2 [(ISI -so> I@‘(b)l - IW’(f*Il(~ - f) 
20 (7c - y < f < t, < 7r). 
On the other hand, for t E [y, rr - y] we have, in view of (2.5) 
~(lsl-~U)sin7-J~(e(l~I+c,) 
=tany cosy(Js]-sJ- 
[ 
&-(c,ls+e,)] 
= tan y[c, Is] -c,] > 0 
since Is ( > c,/c, by assumption. Now, since the constant 
j$,y 
1 
O’ 
we see that if x(t) = s$(t) + w(t) is a solution of (2.3) and s > M,, then for 
all t E [0, n], we have the inequality (s - so)4 + w  > 0, i.e., x(t) > s,#; while 
if s<O and (s)>M,, then (Is]-s,&-w=(-s-so)#-w>O or x(t)= 
se + w  < -so@ for t E [0, K]. This means that Ix(t)] > s,#(t) for all t E [0, x] 
if Is] > Mr. Hence, condition (i) of (C3) implies that J”;f(t, x(t),..., xc4’(t)) 
d(t) dt # 0. Since s; Lx ((t) dr = 0 and jt~~#(t) dt = 0, multiplying (2.3) by 4 
and integrating the result from 0 to rc we get IEf(t, x,..., xc4))# dt = 0. This 
contradiction implies that if x(t) = s$ + w  is a solution of (2.3) then 
(.s < M, . It follows from this and (2.4) that 
IIxll4 = IISO + MI4 Q IIwII4 + lsl 11~114 G c4 Isl + c5 + I& 
409/98/l-6 
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A simple calculation shows that the constant M is given by 
sg @/19 (1 - c*cJ + \/-/r/21 tic, 
x@/19-c,(c,@/19+@ic;)+ 1”F:c; 
(2.9) 
Thus, the above discussion shows that condition (i) of (C3) of Theorem 2.1 
implies condition (b) of Theorem 1.1 for G = {x E X ] J]x((, < r} for any fixed 
r>M. 
We now claim that (ii) of (C3) implies condition (c) of Theorem 1.1. 
Indeed, since Y = N(L) @ R(L) with N(L) = {c sin t ) c E R }, it is not hard to 
show that the orthogonal projection Q:Y -+ N(L) is given by a(t) = 
(2/n)[j”; y(s) sin s ds] sin t. To verify (c) of Theorem 1.1, let the bilinear form 
[,]onYxXbedefinedby 
[u, x] = 6 u(t) x(t) dt. (2.10) 
Now, if x E N(L)n 8G, then x(t) is of the form x(t) = c@(t), (Ix]], = 
Jc] ]]#]I4 = (c] (57r/2)“2 = r with /cl = (2/5rr)“* r > (2/57c)“* M > s, because 
(2/5x)‘/* M > M, > s0 and thus 
IxWl = I cl et> a Mt> for all t E [0, K]. (2.11) 
This, (2.10) and the fact that QJ = 0 show that for any x(t) = c# in 
N(L) n 3G we have 
[QNx, x] = c@, c# ,..., c$‘“‘)# dt # 0, 
[ QN(-x), x] = c ,(;f(t, -cQ ,..., -cf”‘)# dt # 0. 
It follows from this and (ii) of (C3) that 
[QWh xl IQW-x), xl < 0 for x E N(L) f7 8G. 
Thus, by the first part of Theorem 1.1, there exists x E X such that x satisfies 
Eq. (2.1) for a.e. t E (0, n]. 
Now, to prove the second part of Theorem 2.1 we observe that if in the 
definition of the set G we take r > M, then (2.3) has no solution on aG and 
so in this case, by the second part of Theorem 1.1, we can assert that the 
BVP (2.1) is feebly approximation-solvable w.r.t. l-k. Moreover, if (2.1) has 
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a unique solution in G, then a Galerkin-type method is applicable to (2.1) to 
obtain a constructive solvability of (2.1) as was noted in Remark I, 1. 
Q.E.D. 
Proof of Corollary 2.1. It is obvious that condition (C4) implies 
condition (i) of (C3) in Theorem 2.1. Now, if r > M for M given by (2.9) 
then for any x(t) = c#(t) with JcI > (2/5x)” r it follows from (2.11) that 
Ix(t)1 = Jc) 4(t) > s&(t) for all t E [0, n]. In view of this, condition (ii) of 
(C3) follows from (C4). Consequently, Corollary 2.1 follows from Theorem 
2.1. Q.E.D. 
Going over the proof of Theorem 2.1, we see that if we do not assume that 
1; y(t) sin t dt = 0, then the following variant of Theorem 2.1 is valid. 
THEOREM 2.2. Suppose that in addition to (Cl) and (C2) we assume 
that 
(C5) To each y there is s0 > 0 (depending on y) such that 
(3 ft [f& x,..., d4)) - y ]# dt # 0 fir all x E X with lx(t)/ > s,gi(t), 
(ii) 1; If@, qk..., c#(~)) - ~19 dt . lo” If& -qL., -4’“‘> -Y 14 dt < 0 
withlcl=m f n r or anyfixed r > A4 where M is as in Theorem 2.1. 
Then the conclusions of Theorem 2.1 for (2.1) hold. 
COROLLARY 2.2. Condition ((3) can be replaced by 
(C6) There exists s,, > 0 (depending on y) such that 
I oz [f(t, x,..., xc4)) - y ]# dt . I oz If(4 -x,..., xc4)) - y]$ dt < 0 
for all x E X with Ix(t)1 > s0#(t) for all t E [0, z]. 
Remark 2.1. The assertions of Theorems 2.1 and 2.2 and of Corollaries 
2.1 and 2.2 remain valid if inequality (a) in (C 1) is replaced by 
(al) $ [, (qdi+-&)bi] CT* 
To establish the validity of Remark 2.1, it suffices to show that IIL ; ’ I( = 
IIWII Lz+x< fl. To show this, let XE X be such that SExsin t dt =0 
(i.e., x E X,), let Lx = xc4) + x(‘) and let us estimate the largest c E (0, 1) 
such that 
(Lx, Lx) 2 c* 11~11: for all x E X,. (2.12) 
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Since (Lx, Lx) = ]) x (4y2 + (Jx(2)//2 - 2 IJx(q2, we see that for (2.12) to hold 
we have to choose c so that 
l(x(4)/12 > +$ )/x(3))12 and /lx(2)l12 a&T (/I-d2 + llxll’>. 
Since, by Lemma 2.1, ]]x(j) ]/ * > 4 (] x (j-l) ]I2 for j = 1, 2, 3,4, it follows that 
c* + 2 
-j-yX”‘II’<~ ;‘_‘,’ +l/x(4y 
and 
&F wll* + M’> < & ($ + &) (lx”l(* 
and c has to be chosen so that ((c’ + 2)/(1 - c’)) . (l/4) < 1, i.e., c2 < 2/5, 
and ($/I -c*)) . (5/16) < 1, i.e., c2 < 16/21. Hence, if c2 < min{2/5, 
16/21} = 2/5, then (2.12) holds and this implies that ]]L;‘]],2+x < fl. 
Remark 2.2 on (C2). Iff in (2.1) is independent of xc4) (i.e.,J is of the 
form f(t, x, x(I), xc*), xc3)), then the map N: X-+ Y given by 
Nx =f(t, x,..., xc3)) for x E X is compact since X is compactly imbedded into 
C3([0, xl>, and so in this case condition (C2) always holds since 
L -LN: X-+ Y is A-proper w.r.t. r, for each 1 E R. Thus. in this case 
Theorems 2.1 and 2.2 and Remark 2.1 yield the following: 
COROLLARY 2.3. Suppose y E R(L) and f satisfies 
conditions: 
(Hl) J [0,x] x R4 -+ R is a Caratheodory function 
constants a, b, ,..., b, E R ’ with 
for i = O,..., 3, such that 
the following 
and there are 
(bl) If(t,po,..., p,)l< a + C bi (piI for a.e. t E [O, ~1, pi E R. 
i=O 
Assume further that f satisfies either (C3) or (C4). 
BOUNDARY VALUE PROBLEMS ATRESONANCE 83 
Then the BVP 
xC4) + xc*) -f(t, x, x(l), x(2), x(3)) = y(t), x(0) = x(0) = x(2)(0) = x”‘(n) = 0, 
(2.13) 
has a solution x E X which satisfies (2.13) for a.e. t E (0, z). If instead (C3) 
or (C4), we assume that (C5) or (C6) holds, then the conclusion of Corollary 
2.3 holds without the assumption that y E R(L). 
Note that if y and f are continuous, then x(t) is in fact a classical solution 
of (2.13). 
As another consequence of Theorems 2.1 or 2.2 we have 
COROLLARY 2.4. Suppose that all the hypotheses of Theorems 2.1 or 2.2 
are satisfied except for (C2) which is replaced by either (H2a) or (H2b) 
where: 
(H2a) There exists a constant a E [0, 1) such that for a.e. t E [0, z] 
M,Po,..., P39P4) -f@rPov9 P3~q4)1[P4-q41>-aIP4-q412 for all 
~0 ,..., ~4, q4 E R. 
(H2b) There exists a function a: (0, W) + [0, 1) such that [ f(t, par..., 
P3YP4) -f(t,PoW P~,~~)I[P~-~~I a-a(s)lp,-q,l*fora.e. tE [0,x1 and 
foral~po,...,p3,p,,q4~R with lp4-qJ>s. 
Then the conclusions of Theorems 2.1 and 2.2 hold. 
Proof To deduce Corollary 2.4 from Theorem 2.1 or 2.2, it suffkes to 
show that TA E L - AN: X+ Y is A-proper w.r.t. I’, for each k E (0, 1 ] when 
either (H2a) or (H2b) holds. This fact is established in the same way as in 
[ 181 when (H2a) holds and as in [ 191 when (H2b) holds. 
We complete this section with the following result for the BVP: 
x(4) + x(*) -f (t, x) = y(t), x(0) = x(0) = x”(0) = x”(n) = 0. (2.14) 
COROLLARY 2.5. Suppose y E R(L) and f is such that: 
(H3) f: [0, IZ] x R + R is continuous and there are constants a and b, 
in R’ with b, < (@/z). (m/19)[fl- l/m] (~1.15775) such 
that 
If(t,p)lGa+boI~l for tE [0,x] andallpER. 
(H4) f(t,p)p < 0 (orf(t, PIP > 0)for all P E R and t E 10, ~1, 
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Then BVP (2.14) has a solution in X. 
If we additionally assume that 
lim f(t,p) = +a~ and lim f(t,p) = -co uniformlyfor t E [0,x], 
p-to0 
(2.15) 
p--w 
then BVP (2.14) has a solution in X for each y in Y. 
Proof: To prove the first assertion of Corollary 2.5 we first note that 
(H3) implies (Hl) in Corollary 2.3 for f(t,p) with d, = 1, di = 0 and bi = 0 
for i = 1,2,3. Thus, it s&ices to show that (H4) implies (C4) of Corollary 
2.1. In fact, since f(t,p)p < 0 for all p E R and all t E [0, n], we may 
suppose that there exists s, > 0 and s2 < 0 such that f(t, s,) < 0 and 
f(t, q) > 0 for all t E [0, ~1, for otherwisef(t, s) = 0 for s < 0 or f(t, s) = 0 
for s > 0 and all tE [0, n]. And in this case (as in [3]) we may construct 
solutions to the problem (2.14) in the following way. Since y E R(L), the 
vector w  = L-‘y lies in C3([0, K]) by the Sobolev Imbedding Theorem and 
therefore, as in the proof of Theorem 2.1, one can show the existence of 
s > 0 such that x, z s#(t) + w(t) > 0 and x- z -sqb(t) + w(t) < 0 for all 
t E [0, x]. If f(t, s) = 0 for s > 0, then x+ is a solution of (2.14), while if 
f(t, s) = 0 for s < 0, then x- is a solution of (2.14). Alternatively if there are 
numbers s, and s2 as specified above take s0 such that s, > s, and -s, < s2 
and let x E X be any vector such that Ix(t)/ > s,$(t) for all t E [0, rc]. Then 
either x(t) > s,@(t) or x(t) ,< -s,#(t) for t E [0, n]. 
Suppose first that x(t) > s,$(t)(>O). Then, since f(t,p)p > 0 for all p, 
f(t, x(t)) < 0 for all t E [0, rr] andf(t, x(t)) 4(t) < 0 since 4(t) = sin t > 0 for 
t E [0, rr]. Hence ltf(t,x) 4(t) dt < 0. Now, let t, E (0, n) be such that 
X(f3) = maxoGtG, 40. Then x(tJ > so maxogrcn i(t) = so > s, > 0 =x(O) 
since x E X. Hence, there exists t, E (0, t3) such that x(t,) = s, and therefore 
f(t, x(t,)) < 0 and f(t, x(tJ) #(t4) < 0 for all t E [0, rr]. This implies that 
I;f-‘(t, x) i(t) dt < 0. Now, suppose that x(t) ,< -s,#(t) for all t E [0, rr]. 
Then -x(t) > s,#(t) for t E [0, rr] and thus, by (H4), f(t, -x(t)) > 0 and 
f(t, -x) Q(t) > 0 for all t E [0, rc]. Hence l;f(t, -x) q(t) dt > 0. Now, let 
t, E (0,x) be such that -x(t,) = minoGIG,(-x(t)). Then -x(t,) < 
minoG,G,[-so((t)] = so[minoG,,J-4(t))] = -so < sz < 0 = -x(O). Hence 
there exists t, E (0, t5) such that -x(t& = sz and therefore f(t, -x(t,)) > 0 
and f(t, -x(Q) #(t6) > 0 for all t E [0, z]. This implies that jtf(t, -x) 
4(t) dt > 0. Hence J;f(t, x)$ dt . j;f(t, -x) d(t) dt < 0 for x E X with 
Ix(t)/ > s,#(t) for t E [0, 11, i.e., (C4) of Corollary 2.1 holds. Hence, by 
Corollary 2.3, BVP (2.14) has a solution in X, i.e., the first conclusion of 
Corollary 2.5 holds. 
To prove the second part of Corollary 2.5 when we do not assume that 
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y E R(L), we have to show that under the additional hypothesis (2.15) there 
exists s,, > 0 (depending on y) such that 
jr If@, x) -Y]# dt e j; If@, -xl -1~14 dt < 0 (2.16) 
for x E X with Ix(t)1 > s,,#(t) for t E [0, n]. 
Let E E (0, $(;lr - m)), let m = min(#(t): E < t < 71 - E}, and choose 
M > 0 so that mM > IIyII. N ow, in view of (2.15), there exists r0 > 0 such 
that f(t,p) < -M for p < -r, and t E [0, rc]. Set s; = ro/m and let x E X be 
such that x(t) < -sAti(t) for all t E [0, rr]. We know that for t E [E, rt - E] we 
have x(t) < -s;@(t) = -(r,,/m) 4(t) < -rO and thus f(t, x(t)) < -M for 
t E [E, 71 - E]. Let us estimate the integral I+ = J”,X [f(t, x(t)) -y(t)] 4(t) dt 
for x(t) < --sAyi(t). Now, it follows from the equality 
J ; [f (t, x(t)) - y(t)1 4(t) dt 
E * = (i j + 0 ,-,) [f(t,xW>4@)1 dt + j*-‘f(t4t)M(t)dt- j) dt E 
=I, +I,- jKy$dt 
0 
and the fact that f(t, x(t)) < 0 since x(t) Q +,4(t) for t E (0, rr] that I, < 0 
and 
I, = j’-‘f (t, x(t)) g(t) dt < -M jnee g(t) dt < -mM(n - 2~) 
E E 
J 
- 
=mM(2&-n)<-mM 4. 
Since J; JJ# dt < /I y ]I . 1) d (I = v’i$ ]I y I], it follows from the above that 
since mM > (( y((. 
To complete the proof of (2.16) we next note that, by (2.15), there exists 
t-r > 0 such that f(t,p) > M for p > rl and t E [0, n]. Set s; = rl/m and let 
x E X be such that x(t) < -s{#(t) for t E [O, z]. Then -x(t) 2 s{i(t) and so, 
by (H4), f (t, -x(t)) > 0 and f(t, -x(t)) 4(t) > 0 for t E [0, ~1. As before we 
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note that for t E [E, rr - F] we have -x(t) > si#(t) > s,$‘m = (r,/m)m = r, 
and thus f(t, -x(t)) > A4 for t E [E, 7c - E]. Now, we estimate the integral 
I- = or [f(t, -x) -y(t)] 4(t) dt 1 
for x(t) < -s{ #(t). 
The preceding remarks imply that 
[f(t, -x> 4(t)] dt + j-“-h> -xl 40) dt - j-onMr) dt 
2 0 + mM(n - 26) - /I y]l &>&l,&>O. 
The above discussion shows that if we choose S, = max{s;, s;), then (2.16) 
holds for all x E X with x(t) < -Fe@(t) for all t E [O, ;~r]. 
Similarly one shows the existence of Z,, > 0 such that (2.16) holds for all 
x E X with x(t) > &,$(t) for all t E [0, n]. Thus choosing s,, = max{&, &} we 
see that (2.16) holds for all x E X with Ix(t)1 > sO$(t) for all t E [0, n] and 
thus the validity of the second part of Corollary 2.5 follows from the second 
part of Corollary 2.3 when f is independent of x(j) for j = 1, 2, 3. 
If instead of the assumptionf(t,p)p < 0 for all t E [0, n] and all p E R we 
assume that f(t,p)p > 0 for all t E [0, rr] and all p E R, then the same 
argument applies and thus the conclusion of Corollary 2.5 is also valid in 
this case. Q.E.D. 
3 
In this section we indicate briefly how Theorem 1.1 and the same 
approach as that used to study the solvability of BVP (2.1) or (2.12) can 
also be used to establish the existence of strong solutions to the BVP 
x” + x -f(t, x, x’, x”) = y(t), x(0) = X(7r) = 0 (3.1) 
under conditions on the function J [0, z] x R’ --) R similar to that used in 
(C3) or (C4) when y E L,(O, X) is such that J;y sin t dt = 0 and to that in 
(C5) or (C6) when y @ R(L). 
Indeed, let g = {x E W:(O, n): x(0) =x(z) = O), let Y = L,(O, z) and 
define the bounded linear mapping L: k -+YbyLx=x”+xforxEfi. We 
recall that the linear eigenvalue problem 
-xl’ = Ax x(0) = x(?r) = 0, 
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has eigenvalues A,, = ,* and the corresponding eigenvectors {4”(t)} = {sin nt} 
for n E Z+ with (0,) forming a complete orthogonal system in ti and in Y. 
It is known that L is Fredholm of index 0, N(L) = {c sin t ( c E R }, R(L) = 
{y E Y ) 1: y(t) O(t) dt = 0) with 4(t) = sin t, fi = N(L) @ H, and 
Y = N(L) 0 R(L). It is also know that the map Kx = x” is an isomorphism 
between fi and Y. Furthermore, if {X,, Q,} is a projectionally complete 
scheme for Y and {X,} c fi is such that Y, = K(<,,) for each n E Z’, then 
I-‘, = {X,, Y,, Q,} is an admissible scheme for (H, Y) and L: Z-+ Y is A- 
proper w.r.t. r, (see [13]). Now, if L, = L IH,: H, + Y, then L;’ is a 
i;u-$ed map from R(L) to fi and we denote its norm by IJL ; ’ 11 s 
1 Y-H. 
THEOREM 3.1. Suppose that y E R(L) and suppose further that the 
following conditions hold: 
(Dl) f: [O,z] x R3 -+ R is a Caratheodory function and there are 
constants a, b,, b, , b, E R ’ with 
Cc) IIW $+ [ = -)bd-(&+-j&3 fi 
such that for a.e. t E [0, n] and all pO,p, ,pz E R we have 
(d) I~(~,P~,P~,P~)I <a + Cf=,bi IPiI* 
(D2) L - IN: fi + Y is A-proper w.r.t. r, for each ,I E (0, 11. 
(D3) There exists a constant so > 0 such chat 
(k) jtf(t, x, x’, x”) 4(t) dt # 0 for all x E X with Ix(t)1 >, s,#(t) 
(kk) j;f(t, cq4 c#‘, c#“)# dt . I;Tf(t, -c$, -co’, -c@“)o dt < 0 
with (cl = *Mf or any fixed r > M, where M > 0 is a known constant 
given by 
ME 
u- % + c2ci 1 
so \/20/21(1 - c2c3) + &r c2c1 
1 -c2c3 ~Epl-c,(c,@pl+fic;) + 1 “5:c3y 
where cI=afi+IIYIL c2=IlL;111, ~3 = (l/\/zi> b, + (l/$> b, + b,, 
c; =&-$i (b, + b, + b2). 
Then (3.1) has a solution x in fi and the Galerkin method applies ifx is 
unique. 
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The proof of Theorem 3.1 follows from Theorem 1.1 and exactly the same 
argument as that used to prove Theorem 2.1 and so we omit the details. 
As in Section 2.1 one shows that the following assertions hold. 
Remark 3.1. (A) Condition (D3) can be replaced by: 
(D4) There exists a constant so > 0 such that 
i 
“f(t, x, x’, x”)# dt . jzf(t, -x, -x’, -x”)# dt < 0 
0 0 
for all x E X with lx(t)/ > s,qi(t) for all t E [0,7r]. 
(B) The analogues of Theorem 2.2 and Corollary 2.2 also hold for 
BVP (3.1) provided that (D3) or (D4) holds for some so > 0 (depending on 
y) when the nonlinearity f is replaced by f - y. 
(C) For Theorem 3.1 and its consequences to be practically useful we 
must estimate the norm I/L ; ’ I(y.+fi. Since 
c: = I(L;‘Il;,*= sup II wllz [ 
Ilw”IIZ + llw’lIZ + 11412 
Itl=HglJILwII?= wEJ* (Iw”(12 - 2 lIw’l(* + I(wJ12 I 
= sup 
[ 
1+ 3 II w/II2 
WEH, lIW”l12-211W’I12+IIWl12 
]<[I+++, 
by virtue of the fact that )I w”JI* > 4 (I w’l)*, we see that c2 = /IL ;‘/I < @. 
Therefore, Theorem 3.1 and assertions (A) and (B) in Remark 3.1 remain 
valid if inequality (c) in (Dl) is replaced by the computable inequality 
Let us add that condition (D2) of Theorem 3.1 holds if in addition to 
(Dl) the function f(t, x, x’, x”) satisfies the condition of the type (H2a) or 
(H2b). In particular, iff is independent of x”, i.e., f is of the formf(t, x, x’), 
then the map N: E?-+ Y defined by Nx =f(t, x, x’) for x in k is compact, by 
the Sobolev Imbedding Theorem, and consequently L - AN: I?-+ Y is A- 
proper w.r.t. r, for each 1 E R. Thus, for the BVP 
x” + x -f(t, x, x’) = y(t), x(0) = x(n) = 0, (3.2) 
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the following result follows from Theorem 3.1 and its consequences. We 
state it here explicitly since under present conditions it appears to be new 
and should prove useful in various applications. 
COROLLARY 3.1. Let y E R(L) and suppose that f in (3.2) is such that 
(D5) f: [0, n] x R* + R is continuous and there are constants 
a, b,, b, E R with 
such that for t E [0, z] and pO, p, E R we have 
Cd21 If(t,po,pl)l~a+b,lp,Itb,I~,I. 
Assume furhter that f satisfies either (D3) or (D4). 
Then the conclusion of Theorem 3.1 holds. If either (D3) or (D4) holds for 
some s,, > 0 (depending on y) when f is replaced by f - y, then the conclusion 
of Corollary 3.1 remains valid without the condition that y E R(L). 
We complete this section with the following special case of Corollary 3.1 
for the BVP 
x” + x -f (t, x) = y, x(0) = x(n) = 0, (3.3) 
which is an analogue of Corollary 2.5. 
COROLLARY 3.2. Suppose y E R(L) and f is such that: 
(D6) J [0, rt] x R --t R is continuous and there are constants 
a, b, E R’ with b, < 4 \/zT/(217r + 20) (~0.2535) such that If(t,p)( < 
a t b, ]p] for t E [0, rt] and all p E R. 
(D7) f (t,p)p < 0 (or f (t,p)p > 0) for all p E R and t E [0, z]. 
Then BVP (3.3) has a solution in fi. If we additionally assume that f(t,p) 
satisfies condition (2.15), then BVP (3.3) has a solution x in ti for each y in 
Y. Further, the Galerkin method applies to (3.3) if x is unique. 
Note that if y(t) is also assumed to be a continuous function, then x(t) is 
actually a classical solution of (3.3). 
We omit the proof of Corollary 3.2 since it is proved in exactly the same 
way as Corollary 2.5. We add that our condition on b, in (D6) is the same 
as condition (~2) in (DS) of Corollary 3.1 when b, = 0 and f is independent 
of x’. 
Remark 3.2. When f in (3.3) is independent of t, the solvability of BVP 
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(3.3) was recently established in 1221 and earlier in [4] by totally different 
approaches under the following more restrictive conditions on f( p): 
(i) f is continuous, odd, and monotone on R, 
(ii> limp,,./“(p) = 00, 
(iii) If(p)1 < a + b, I pl for p E R. 
It was shown in [22] that if hypotheses (i)-(iii) hold with 
6, ( [n//2 + (rr2/12 + 5/8)i” + 4/3]-’ (%0.24337), then there exists a 
solution of (3.3). In 141, b, has to be taken less than 
&,‘%(fl(n”* + 8))-‘(~0.0962). 
Remark 3.3. It is interesting to note that even when f(t,p) is 
independent of t and uniformly bounded in p the conclusion of the first part 
of Corollary 3.2 (or of Corollary 2.5) is not valid when the hypothesis (D7) 
(or (H4)) is weakened to the assumption 
f( p)p < 0 (or f(p)p > 0) for pER and 
Indeed, consider the following example (cf. [3]): 
IpI>d>O. (3.4) 
Then f(p) is continuous, uniformly bounded and f(p)p < 0 (or f(p)p > 0) 
for IpI > 2, but the Dirichlet BVP (3.3) for this S, where y 1 4, has no 
solution since j;f(~) sin t dt > 0 (or ftf(x) sin t dt < 0), and so the 
necessary condition Jgf(x) sin t dt = 0 can never be satisfied. Yet condition 
(3.4) is sufficient for the existence of the periodic solutions (see 
19, 10, 12, 191). 
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