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1. INTRODUCTION
Let W … RN (N \ 2) be a bounded, connected, smooth domain, and let
Dp be the p-Laplacian defined by Dpu=div(|Du|p−2 Du). We consider the
existence of positive solutions of the quasilinear eigenvalue problem
−Dpu=lf(u) in W, u=0 on “W (1.1)
for 1 < p <., l > 0, under appropriate smoothness conditions on f.
By a positive solution of Eq. (1.1) we mean a pair (l, u) in R+×C10(W¯)
satisfying Eq. (1.1) in the weak sense and with u > 0 in W.
This problem appears in the study of non-Newtonian fluids. The quan-
tity p is a characteristic of the medium. Media with p > 2 are called dilatant
fluids and those with p < 2 are called pseudoplastics. If p=2, they are
Newtonian fluids (see, for example, [12] and its bibliography.) Other
applications of such problems are found when seeking soliton-like solutions
of Lorentz invariant equations; see [1, 2].
In this paper we allow f to change sign, in particular we assume f
satisfies the following conditions.
(F1) f(0)=0; there are precisely two numbers 0 < r1 < r2 such that
f(r1)=f(r2)=0 and f > 0 in (r1, r2), f < 0 in (0, r1), limsQ 0+f(s)/sp−1
=−m < 0, fŒ(s) < 0 near s=0, −. < lims Q r −1 f(s)/(r1 − s)
p − 1 < 0,
0 < limsQ r+1 f(s)/(s−r1)
p−1 <..
(F2) >r2r f(s) ds > 0 for every r ¥ [0, r2). We denote by mˆ ¥ (r1, r2)
the unique number such that > mˆ0 f(s) ds=0.
Such problems have been extensively studied by many authors; see, for
example, [17–24, 27, 29, 33–35, 38, 39].
In [17], it was shown that (F2) is a necessary condition for the existence
of a positive solution ul of (1.1) with max ul ¥ (r1, r2]. In the present paper
we obtain a uniqueness result for positive solutions of (1.1) whose
maximum is close to r2 under the extra condition:
(F3) There exists d > 0 such that fŒ(s) < 0 in (r2−d, r2) and there
existsM> 0 such that f(s) [M(r2−s)p−1 for 0 < s [ r2.
A typical example of f satisfying (F1)–(F3) is
f(s)=˛ −msp−1 |a−s|p−2 (a−s) |1−s|p−2 (1−s), for p \ 2
−msp−1(a−s)(1−s), for 1 < p < 2,
where 0 < a < 1/4.
Furthermore, we obtain, by the mountain pass lemma, the existence of a
second positive solution u l of Eq. (1.1) and we study the structure of u l.
The main results of this paper are the following theorems.
Theorem A. Let f ¥ C0([0,.)) 5 C1((0,.)) satisfy (F1)–(F3). Then
for each nonnegative function z ¥ C.0 (W) with max z ¥ (r1, r2), there is
l0=l0(z) > 0 such that for all l > l0, (1.1) possesses exactly one solution u¯l
satisfying z < u¯l < r2 and limlQ. max u¯l=r2. Moreover, for any compact
set K … W, u¯l Q r2 in K as lQ..
Theorem B. Assume p > 2, W … RN (N \ 3) is a convex domain, and f
satisfies the conditions (F1)–(F3). Then, for l sufficiently large, there exists a
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positive solution u l – u¯l, which is a mountain pass solution of (1.1) for the
functional
Jl(u)=
1
p
F
W
|Du|p−l F
W
F(u) 1where F(u)=F u
0
f(s) ds2 .
Moreover, r1 <maxW u l < r2, and u l has the following properties:
(i) Cg1l
−N/p [ Jl(u l) [ C1l−N/p for 1 < p < N, where Cg1 > 0, C1 > 0
are independent of l,
(ii) Cg1l
−(1+p/q) [ Jl(u l) [ C1l−N/p for p \N and any q > 0, where
Cg1 > 0, C1 > 0 are independent of l,
(iii) >W u pl dx [ C2l−N/p for some constant C2 > 0 independent of l.
Theorem C. Let p > 2, W be as in Theorem B, and suppose f satisfies
(F1)–(F3) and
(F4) (s−r1) fŒ(s)−(p−1) f(s) < 0 for s ¥ (r1, r2).
Suppose that u l is the solution obtained in Theorem B which is such that for
a sg > 0 satisfying r1+sg < mˆ, the set Wl, r1+sg={x ¥ W : u l > r1+s
g} is a
connected convex set. Then, for l sufficiently large, u l has only one local
(hence global) maximum point Pl ¥ W, dist(Pl, “W) \ h > 0; u l Q 0 outside
any neighbourhood of Pl and u l(Pl)Q w(0), where w is the unique positive
(radial) solution of
Dpw+f(w)=0 in RN, wQ 0 as |x|Q., (1.2)
with r1 < w(0) < r2. More precisely, u l(l−1/p ·+Pl)Q w( · ) uniformly in
C1loc(Wl) where Wl={y: l
−1/py+Pl ¥ W}.
The existence and uniqueness of the positive radial solution w with
w(0) > mˆ, wŒ(0)=0 , wŒ(r) < 0 for r > 0 of Eq. (1.2) under the assumptions
(F1)–(F3) and (F4) with p > 2 have been obtained in [20]. It is also shown
in [20] that
lim
rQ.
sup w(r) e(
m
p−1
−g)
1/p
r <.
for any g ¥ (0, m/(p−1)) and
lim
rQ.
wŒ(r)
w(r)
=−1 m
p−1
21/p.
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Such kinds of uniqueness results have also been obtained in [13] with some
assumptions on f different from those in [20]. The main results in [20]
are closely related to those in [8, 36], for p=2.
In [20], it was proved that when W=B, the unit ball of RN, f satisfies
the conditions of Theorem C, (1.1) has precisely two positive solutions, and
they are both radial. The following result, Theorem 2 from [4], was used in
[20].
Theorem D. Let p ¥ (1,.) and let f=f(s) be continuous and bounded
on R+0 and satisfy:
(a) if f(S)=0 for some S > 0, then there is a function b ¥ Ap such
that
f(s) [ b(S−s) for 0 [ s [ S,
where
Ap=3b ¥ C(R+0 ); b(0)=0, b is nondecreasing and
F 1
0
(sb(s))−1/p ds=+.4 .
Assume that u ¥W1, p(RN) 5 C1(RN) satisfies
−Dpu=f(u), u \ 0 in RN. (1.3)
Suppose that lim|x|Q. u(x)=0, u > 0, and there is some number d˜ > 0 such
that f(s) is nonincreasing for 0 < s < d˜ and f(u( · )) ¥ L1(RN). Then u is
radially symmetric about some x0 ¥ RN.
Theorem D was established by using a new rearrangement technique
called continuous Steiner symmetrization (see [3, 4]) together with the
maximum principle for the p-Laplacian. Note that b(s)=Msp−1 ¥ Ap. For
other radially symmetric results similar to Theorem D for 1 < p < 2, we
refer to [11, 41].
As in [20], we shall assume that x0=0 and 0 ¥ W. Otherwise, we may
use a simple transformation to make this true. Theorem D and the results
in [20] imply that Eq. (1.2) has precisely one positive radial solution w
with wŒ(r) < 0 for r > 0 and w(r)Q 0 as rQ..
We call u¯l in Theorem A a large solution of (1.1) and u l in Theorem B a
small solution of (1.1).
When p=2, Theorem A has been obtained by Clement and Sweers [6]
by using the strong maximum principle, the strong comparison principle,
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and the sweeping principle of Serrin for the Laplacian D. When p ] 2 such
nice features seem to be lost or at least difficult to verify. Clement and
Sweers [6] obtained uniqueness of solutions of (1.1) with p=2 by use of
Leray–Schauder degree theory. They first showed that any solution ul is
isolated and then calculated the index of ul. To prove the isolatedness of
ul, they used linearization of the equation at ul. We cannot use such a
method when p ] 2 since the linearization of our equation seems to be very
complicated. We have obtained some uniqueness results for problem (1.1)
under the assumptions that f is increasing in (0,+.) (see [23]) or W is
a ball or an annulus (see [18, 20, 24]). The problem seems to be more
difficult without such special assumptions.
It follows from a strong maximum principle in [34] and [44] that if f
satisfies (F3) and ul is a positive solution of (1.1), then ul < r2 in W. If
f(s) ’ C(r2−s)k with 0 < k < p−1 for s near r2, a flat core of ul may
occur. That is, E={x ¥ W : ul(x)=r2} ]” (see [26, 29]). Notice that if
p > 2, f ¥ C0([0,.)) 5 C1((0,.)) satisfies (F1)–(F2) and fŒ(r2) < 0, then
f does not satisfy (F3). This case is difficult since we need information
about the flat core of the large solution; we will leave the discussions
to [22].
Theorems B and C have been studied in the case p=2 by many authors;
see, for example, [10, 25, 30–32]. We overcome many technical difficulties
here for p > 2.
2. SWEEPING OUT RESULTS
In this section we give some results which are useful for the proofs of the
main theorems.
Lemma 2.1. Assume that f satisfies (F1) and (F2). Let (l, u) be a positive
radial solution of the problem
−div(|Du|p−2 Du)=lf(u) in B, u=0 on “B, (2.1)
where B is the unit ball in RN, satisfying max u [ r2. Then
(i) if max u < r2, uŒ(r) < 0 for r ¥ (0, 1],
(ii) if max u=r2 there exists 0 [ r0 < 1 such that u — r2 in [0, r0],
uŒ(r) < 0 for r ¥ (r0, 1].
Proof. Since u is a positive radial solution of Eq. (2.1), u satisfies
−(|uŒ|p−2 uŒ)Œ−N−1
r
|uŒ|p−2 uŒ=lf(u). (2.2)
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Let y ¥ [0, 1) be a point such that uŒ(y)=0. Multiplying both sides of
Eq. (2.2) by uŒ and integrating on (y, 1), we obtain
(1−1/p) |uŒ(1)|p+F 1
y
N−1
t
|uŒ(t)|p dt+l F 0
u(y)
f(s) ds=0.
This implies that u(y) > mˆ, the unique number such that > mˆ0 f(s) ds=0. In
particular u(0) > mˆ.
If uŒ(r1)=0 and uŒ(r2)=0 for 0 [ r1 < r2 [ 1 then multiplying by uŒ on
both sides of Eq. (2.2) and integrating on (r1, r2), we have
F r2
r1
N−1
t
|uŒ(t)|p dt+l F u(r2)
u(r1)
f(s) ds=0. (2.3)
This is impossible if u(r2) > u(r1). Hence there cannot exist a local
minimum since it would have to be followed by a local maximum. Also
max u=u(0) and so u is decreasing for small r > 0.
Since the strong maximum principle need not hold for our operator (see
[27]), there may exist 0 < r0 < 1 such that u(r)=u(0) in [0, r0]. This
constant value must be r2. This is impossible in case (i).
In case (i) we claim that uŒ(r) < 0 for all r ¥ (0, 1). Indeed, if not, we let
r3 be the first point with uŒ(r3)=0, so that u is decreasing on (0, r3) and
u(r3) > mˆ. Therefore f(u(r)) > 0 for r ¥ (0, r3). Writing Eq. (2.1) in the
form
−(rN−1 |uŒ|p−2 uŒ)Œ=lrN−1f(u)
and integrating on (0, r3) we obtain
F r3
0
rN−1f(u(r)) dr=0.
This contradiction shows that no such r3 exists. The rest of case (ii) is now
clear. L
Lemma 2.2. Assume that f satisfies (F1). Then there is no positive radial
solution u(r) of Eq. (2.1) satisfying u(1)=0, uŒ(1)=0 for u > 0 in (0, 1),
and uŒ < 0 in (1− dˆ, 1), dˆ > 0.
Proof. Suppose that there exists a solution u satisfying the listed
properties. Then
u(r)=l1/(p−1) F 1
r
5s1−N F 1
s
tN−1(−f(u(t))) dt61/(p−1) ds
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for r ¥ (1− dˆ, 1). Since f(u) \ −(m+1) up−1 for sufficiently small u > 0, we
have
u(r) [ l1/(p−1)((m+1)/N)1/(p−1) [(1−rN)/rN−1]1/(p−1) (1−r) u(r),
for r ¥ (1− dˆ, 1). Thus, u — 0 in (1− dˆ, 1) for dˆ sufficiently small. This is a
contradiction. L
Let e > 0 (which will be chosen to be sufficiently small below). We
make an extension fe of f such that fe satisfies fe=f on [0, r2] and the
following conditions which we refer to as (Fe):
fe is bounded,
fe(s) — e for s ¥ (−., −1]
fe ¥ C1(−1, 0), fe(s) ¥ (0, e) and is decreasing for s ¥ (−1, 0)
lim
sQ 0 −
fe(s)/(|s|p−2 s)=−m
fe(s) < 0 for s ¥ (r2,.)
Fr2
r
fe(s) ds > 0 for r ¥ [−1, 0].
Moreover,
lim
sQ (−1)+
(fe(s)− e)/(s+1)p−1=0 for p > 1
and for 1 < p < 2,
lim
sQ (−1)+
f −e(s)=0.
Since
f(s)/s=(f(s)/sp−1) sp−2,
fe(s)− e
(s+1)
=
fe(s)− e
(s+1)p−1
(s+1)p−2,
we have
lim
sQ 0
f −e(s)=0, lim
sQ −1
f −e(s)=0 for p > 2,
lim
sQ 0
f −e(s)=−m, lim
sQ −1
f −e(s)=0 for p=2
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and
lim
sQ 0+
f −e(s)=−., lim
sQ −1
f −e(s)=0 for 1 < p < 2.
Therefore, fe ¥ C1(−.,.) for p \ 2 and fe ¥ C1((−.,.)0{0}) for
1 < p < 2. Moreover, since limsQ 0 fe(s)/(|s|p−2 s)=−m, we have
f −e(s) ’ |s|p−2 for s near 0.
Thus, we can choose M> 0 sufficiently large such that fe(s)+M |s|p−2 s is
increasing on (−., r2].
Lemma 2.3. Let fe be defined as above. Then there exists e0 > 0 such
that for 0 < e < e0 and m > 0 sufficiently large (m is independent of e), there
exists vm, e ¥ C1(RN), radially symmetric, which satisfies:
−div(|Dvm, e |p−2 Dvm, e)=m(fe(vm, e)− e) in RN,
vm, e(0) ¥ (r1, r2),
vm, e(1)=−1.
Moreover, either v −m, e(r) < 0 for r > 0 or v
−
m, e(r) — 0 in [0, rm, e] with
0 [ rm, e < 1, v −m, e(r) < 0 for r > rm, e, limeQ 0 limmQ. maxW v m, E=r2.
Proof. We first choose e > 0 such that f˜e(s)=fe(s−1)− e satisfies (F1)
and (F2) (with −m in (F1) being 0 here). In fact, since fe satisfies (Fe), we
see that f˜e(0)=0. For e > 0 sufficiently small, there exists hi(e) > 0
(i=1, 2) satisfying hi(e)Q 0 as eQ 0 such that f˜e(r1+1+h1(e))=0
and f˜e(r2+1−h2(e))=0 and f˜e < 0 in (0, r1+1+h1(e)), f˜e > 0 in
(r1+1+h1(e), r2+1−h2(e)), and f˜e < 0 in (r2+1−h2(e),.). Moreover,
Fr2+1−h2(e)
0
f˜e(s) ds=F
r2+1−h2(e)
0
fe(t−1) dt− e(r2+1−h2(e))
=F 0
−1
fe(s) ds+F
r2 −h2(e)
0
fe(s) ds− e(r2+1−h2(e)).
Since limeQ 0 h2(e)=0, it follows that
lim
eQ 0
5F 0
−1
fe(s) ds+F
r2 −h2(e)
0
fe(s) ds− e(r2+1−h2(e))6 > 0
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as >r20 fe(s) ds > 0 and >0−1 fe(s) ds [ e. Thus there exists e0 > 0 such that
Fr2+1−h2(e0)
0
f˜e(s) ds=F
r2+1−h2(e0)
0
fe(t−1) dt− e0(r2+1−h2(e0)) > 0.
Therefore, >r2+1−h2(e)0 f˜e(s) ds > 0 for 0 < e < e0. Similarly we obtain
Fr2+1−h2(e)
r
f˜e(s) ds > 0 for r ¥ [0, r2+1−h2(e)).
Here we use the facts that >r2 −h2(e)r fe(s) ds \ >r2 −h2(e)0 fe(s) ds for r \ 0 and
that >0r fe(s) ds \ 0 if r ¥ [−1, 0). Therefore, as in the proof of Lemma 5.1
below, there exists a positive radial solution wm, e ¥ C10(B) of
−Dpu=mf˜e(u) in B, u=0 on “B,
where B is the unit ball in RN, wm, e is a global minimizer of the functional
Ie(u)=
1
p
F 1
0
rN−1 |uŒ|p dr−m F 1
0
rN−1F˜e(u(r)) dr,
where F˜e(u)=>u0 f˜e(s) ds, and satisfies
max wm, e ¥ (r1+1+h1(e), r2+1−h2(e)] … (r1+1, r2+1)
and max wm, e Q r2+1−h2(e) as mQ+.. (Note that limeQ 0+ hi(e)=0 for
i=1, 2.) The limit of max wm, e follows from an argument similar to that in
the proof of Lemma 5.1 below.
From Lemmas 2.1 and 2.2 we have the following: w −m, e(r) < 0 for
r ¥ (0, 1] if max wm, e < r2+1−h2(e); there exists 0 [ rm, e < 1 such that
wm, e — r2+1−h2(e) in [0, rm, e] and w −m, e(r) < 0 for rm, e < r [ 1 if
max wm, e=r2+1−h2(e). Here we use the facts that
lim
sQ 0+
f˜e(s)/sp−1=0 for p > 1
and that Lemma 2.2 still holds when −m in (F1) is equal to 0.
Set vm, e(r)=wm, e(r)−1 for r ¥ [0, 1] and
vm, e(r)=˛ −1+(rd−1) ·d−1 ·w −m, e(1) for r ¥ (1,.) if p ]N,
−1+log r ·w −m, e(1) for r ¥ (1,.) if p=N,
where d=(p−N)/(p−1). Since fe− e=0 on (−., −1], one verifies that
vm, e is the required function. This completes the proof. L
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Definition 1. We call a function v a subsolution (supersolution) of the
problem
−Dpu=lg(u) in W, u=0 on “W
if
(i) v ¥W1, p(W) 5 C0(W¯),
(ii) v [ ( \ ) 0 on “W, and
(iii) >W(|Dv|p−2 Dv Df−lg(v) f) dx [ 0 (\ 0) for every f ¥ D+(W),
where D+(W) consists of all nonnegative functions in C.0 (W).
We write (1.1)e to denote the problem (1.1) with f replaced by fe.
Corollary 2.4. Let (m, vm, e) be as in Lemma 2.3, and let am, e ¥ (0, 1) be
the unique zero of vm, e. Then for y ¥ W and l > m ·apm, e ·dist(y, “W)−p,
wm, e(l, y; x) :=vm, e((l/m)1/p · (x−y)), x ¥ W (2.4)
is a subsolution of (1.1)e.
Proof. We omit the subscripts m and e on w and v in the following for
simplicity. The function w(l, y) ¥ C1(W) satisfies
−div(|Dw|p−2 Dw)=l(fe(w)− e) in W;
hence >W(|Dw|p−2 Dw Df−lfe(w) f) dx [ 0 for all f ¥ D+(W). Since
w(l, y) < 0 on “W for l > map ·dist(y, “W)−p, w(l, y) satisfies the definition
of subsolution. This proves the corollary. L
Next we prove an appropriate version of the sweeping principle of
Serrin.
Proposition 2.5. Let e > 0 and fe be as above, let u with supW u < r2 be
a supersolution of the problem −Dpu=fe(u), u=0 on “W, and let
A={vt: sup
W
vt < r2, t ¥ [0, 1]}
be a family of subsolutions of
−Dpv=l(fe(v)− e) in W, v=0 on “W
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satisfying vt < 0 on “W for all t ¥ [0, 1]. If
(i) tW vt is continuous relative to the || · ||0-norm,
(ii) u \ v0 in W¯, and
(iii) u – vt, for all t ¥ [0, 1],
then u \ vt in W¯ for all t ¥ [0, 1].
Proof. Set E={t ¥ [0, 1]; u \ vt in W¯}. By (ii), E is nonempty. More-
over, E is closed. By the conditions on fe, there existsM> 0 such that
ge(s) :=fe(s)+M |s|p−2 s
is strictly increasing on [0, r2] since limsQ 0 |fe(s)|/(|s|p−2 s) <..
As u > vt on “W for all t ¥ [0, 1], it follows that there exists y > 0
independent of t such that u \ vt+y on “W. Let w=vt+y. We choose y > 0
such that
[M(|vt+y|p−2 (vt+y)− |vt |p−2 vt)− e] [ 0
in W for all t ¥ [0, 1]. Then for t ¥ E, we have
−Dpu+lM |u|p−2 u \ lfe(u)+lM |u|p−2 u
\ lfe(vt)+lM |vt |p−2 vt
\ −Dpvt+le+lM |vt |p−2 vt
\ −Dpw+lM |w|p−2 w.
The weak comparison principle [5] implies that u \ vt+y in W. Thus,
u \ vt+y in W¯. Since tW vt is continuous with respect to the || · ||0-norm,
this shows that E is also open. Hence E=[0, 1]. L
Remark 2.6. (1) It is easily seen that Proposition 2.5 is valid for every
small e > 0.
(2) We can obtain a similar sweeping principle when u with
supW u < r2 is a subsolution of (1.1) and A={vt; supW vt [ r2, t ¥ [0, 1]} is
a family of supersolutions of
−Dpv=l(f(v)+e) in W, v=0 on “W
satisfying vt > 0 on “W by reversing the remaining inequalities.
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3. ASYMPTOTIC BEHAVIOUR OF POSITIVE SOLUTIONS
OF (1.1) WHEN l IS LARGE
In this section we shall study the asymptotic behaviour of the positive
solutions of (1.1) when the parameter l is large.
In the following we always assume that W is a bounded connected smooth
domain in RN. We denote by t(x) the distance from x ¥ W to the boundary
“W and by s(x) the point of “W (s(x)=x if x ¥ “W) which is closest to x
(which is uniquely defined if x is close enough to “W). We choose d0 > 0 so
small that the boundary strip {x ¥ W : 0 < t(x) < d0} is covered (and only
covered) by the straight lines in the inner normal direction ns(x) and
emanating from s(x).
Let xg ¥ W and define lg=m dist(xg, “W)−p and for l > lg let
zl=w(l, xg), where m and w are as defined in Corollary 2.4.
Lemma 3.1. Let fe satisfy (F1)–(F3) and (Fe). Then
(i) for l > lg, (1.1)e possesses a maximal solution ul ¥ [zl, r2],
(ii) there exist lgg > lg, c > 0, and y ¥ (r1, r2) such that for l > lgg
every solution ul ¥ [zl, r2] of (1.1) satisfies
ul(x) >min(cl1/p dist(x, “W), y) for all x ¥ W. (3.1)
Proof. By Corollary 2.4, for l > lg we have zl is a subsolution of (1.1)e
and zl < r2. Since r2 is a supersolution of (1.1)e and there exists M> 0
such that fe(s)+M |s|p−2 s is strictly increasing in (minW zl, r2], by a
monotone method as in [5, 17, 40], there is a maximal solution
ul ¥ [zl, r2] for l > lg. This proves (i).
Since W satisfies a uniform interior sphere condition, there exists g0 > 0
such that W=1{B(x, g); x ¥ Wg} for g ¥ (0, g0], where Wg={x ¥ W;
dist(x, “W) > g}. Set
lgg=max(lg, mapg−p0 ), c=m
−1/p inf{(a−r)−1 v(r); r ¥ [0, a)}, y=v(0)
with m, v, and a as in Corollary 2.4. Note that c > 0, since v > 0 on [0, a)
and vŒ(a) < 0.
Let ul be a solution of (1.1)e, l > lgg, and ul ¥ [zl, r2]. Since for l > lgg,
Wa(m/l)1/p is arcwise connected (note that xg ¥ Wa(m/l)1/p) and since w(l, y) is a
subsolution for y ¥ Wa(m/l)1/p, with w(l, y) < 0 on “W, by Proposition 2.5 we
obtain
ul > w(l, y) in W for all y ¥ Wa(m/l)1/p.
12 GUO AND WEBB
(Note that w(l, y) is a subsolution of the problem
−Dpv=l(fe(v)− e) in W, v=0 on “W.)
Hence, an argument similar to that in [6] implies
ul(x) > cl1/p dist(x, “W) for all x ¥ W0Wa(m/l)1/p,
ul(x) > y for all x ¥ Wa(m/l)1/p,
which completes the proof. L
Remark 3.2. It follows from Eq. (3.1) that the maximal solution ul is
positive for l > lgg, and that max ul ¥ (r1, r2] for l sufficiently large. This
implies that ul is a positive solution of (1.1).
Let k be the eigenfunction corresponding to the first eigenvalue n1 of
−Dpv=n |v|p−2 v in B, v=0 on “B,
where B denotes the unit ball in RN. Let k be normalized so that
max k=1. It is well known that k > 0 in B, k is radially symmetric, and
k(0)=1.
Lemma 3.3. Let u satisfy −Dpu=lfe(u) in an open set WŒ … W. Let
s, e > 0 (with e sufficiently small) be such that fe(s)− e \ s(s−a)p−1 for
s ¥ [a, b]. Suppose that u(x) > a for x ¥ WŒ. If x0 ¥ (WŒ)(n1/(sl))1/p, then
u(x0) > b.
Proof. Set h(x0, l, t; x)=a+tk(((sl)/n1)1/p (x−x0)) for x ¥ B˜ and
t ¥ [0, b−a], where B˜ is the ball B(x0, (n1/sl)1/p). We claim that the set
{h(x0, l, t); t ¥ [0, b−a]} is a family of subsolutions of the problem
−div(|Dv|p−2 Dv)=l(fe(v)− e) in B˜, v=u on“B˜ (3.2)
and the closure of B˜ is contained in WŒ. Then, by a method similar to that
in the proof of Proposition 2.5, we would obtain u(x0) > b. So it remains to
show that h(x0, l, t) is a subsolution of Eq. (3.2). This can be seen from a
routine calculation and the fact that u > a=h(x0, l, t) on “B˜. L
Lemma 3.4. Let fe satisfy (F1)–(F3) and (Fe). For every d˜ > 0 there is a
c(d˜) > 0 such that for all solutions ul of (1.1)e, l > lgg, and ul ¥ [zl, r2], the
following inequality holds
ul(x) >min(c(d˜) l1/p dist(x, “W), r2− d˜) for all x ¥ W,
where lgg and zl are as in Lemma 3.1.
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Proof. If r2− d˜ < y, we are done with c(d˜)=c as in Lemma 3.1.
Otherwise, by (F1), there exist s, e > 0 (e sufficiently small) such that
fe(s)− e > s(s−y)p−1 for all s ¥ [y, r2− d˜] since fe(s) > 0 in [y, r2− d˜].
(Note that s depends on e.) Let n1 be as in Lemma 3.3. Using Lemma 3.3 with
WŒ=Wkl −1/p, k=c−1y, and Lemma 3.1, since (WŒ)(n1/(sl))1/p=W((n1/s)1/p+k) l −1/p,
we obtain
u(x) > r2− d˜ for all x ¥ W((n1/s)1/p+k) l −1/p .
By (3.1) we have
u(x) > c(d˜) l1/p dist(x, “W) for all x ¥ W0W((n1/s)1/p+k) l −1/p (3.3)
with c(d˜)=min{c, y((n1/s)1/p+k)−1}. This completes the proof. L
Now we consider the problem
−(|yŒ|p−2 yŒ)Œ=f(y), y(0)=0, y(.)=r2. (3.4)
By arguments similar to those in the proof of Lemma 3.1 in [24], we
see that Eq. (3.4) has a unique solution z0(t) when f satisfies (F1)–(F2).
Moreover, z0 satisfies either
(A) z0 > 0, z
−
0 > 0 in (0,.) and limtQ. z0(t)=r2, or
(B) z0 > 0, there exists t¯ > 0 such that z
−
0 > 0 in (0, t¯), z
−
0(t¯)=0, and
z0 — r2 in [t¯,.).
Remark 3.5. Case (B) cannot occur when f satisfies (F3). In fact, from
the first integral of Eq. (3.4), we have
|z −0(t)|
p+pŒF(z0(t)) — C, t ¥ (0,.),
where 1/p+1/pŒ=1. Therefore,
|z −0 |
p=pŒ(F(r2)−F(z0)).
Since F(r2) > F(s) for 0 < s < r2, we have
F z0(t)
0
(F(r2)−F(s))−1/p ds=(pŒ)1/p t.
Since >r20 (F(r2)−F(s))−1/p ds=. when f satisfies (F3), (B) cannot occur.
If x ¥ W and x is near “W, x can be uniquely written in the form
x=s+tns where s=s(x) ¥ “W, ns=ns(x) denotes the inward unit normal
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vector to “W at s(x), and t=t(x) is small and positive. We will make
frequent use of these coordinates. If l > 0, define gl(x)=z0(l1/pt) if x is
near “W and gl(x)=r2 otherwise.
Proposition 3.6. Let f satisfy (F1)–(F3). For every small e˜ > 0, there is
l¯=l¯(e˜) > lgg such that if l \ l¯ and ul ¥ [zl, r2] is a positive solution of
(1.1), then
(1− e˜) gl [ ul [ (1+e˜) gl. (3.5)
Proof. It is clear that if ul is a positive solution of (1.1) with ||ul ||. [ r2,
then ul is a solution of (1.1)e for any small e > 0. We also know that
||ul ||. < r2 by the strong maximum principle in [44] (this can be obtained
by the argument similar to that in the proof of Proposition 4.2). For
convenience, we omit the subscript l on ul below.
By Lemma 3.4, it remains to prove the result for points whose distance
from “W is of order l−1/p. To prove this, we construct sub- and super-
solutions. The key step in the proof below is to establish the sweeping out
results.
Near “W, we use the s, t coordinates. In these variables,
Dpu=(|u
−
t |
p−2 u −t)
−
t+b(s, t) |u
−
t |
p−2 u −t+[(|u
−
t+u
−
s |
p−2 u −t)
−
t−(|u
−
t |
p−2 u −t)
−
t]
+b(s, t)[|u −t+u
−
s |
p−2 u −t−|u
−
t |
p−2 u −t]+terms involving s derivatives,
where u −t=
“u
“t , u
−
s=
“u
“s . By the conditions imposed on f, there exists M> 0
such that g(s) :=f(s)+Msp−1 is increasing in (0, r2].
If a¯ < z −0(0) but is close, using the first integral of Eq. (3.4) we easily
prove that the solution z˜ of Eq. (3.4) with z˜(0)=0, z˜ Œ(0)=a¯, first increases
to a number near r2 but less than r2 and then decreases to zero (see [24]).
Hence there is l˜ near r2 and t˜ > 0 such that z˜(t˜ )=l˜, z˜ Œ(t˜)=0. Since
(|z˜ Œ|p−2 z˜ Œ)Œ=−f(z˜(t˜)) ] 0, z˜ Œ(t˜) changes sign at t˜. Hence if m is close to 1
and b is small, the solution z¯ of
−(|xŒ|p−2 xŒ)Œ−b |xŒ|p−2 xŒ+Mxp−1=mg(x(t)), x(0)=0, xŒ(0)=a¯
(3.6)
increases until t¯ where z¯ Œ(t¯)=0 and z¯(t¯ ) is close to r2 but less than r2.
Define
g˜l(x)=˛ z¯(l1/pt), if x is close to “W and 0 [ t [ l−1/p t¯,
z¯(t¯ ), otherwise,
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where x=s+tns if x is near “W. (Thus g˜l is constant except near “W.)
Suppose we can show that, if l is large and u ¥ [zl, r2] is a positive solu-
tion of (1.1), then u \ g˜l. Since z˜ is close to z0 on compact intervals if a¯ is
near z'0 (0), m is near 1, and b is small, then we obtain that u \ (1− e˜) gl for
l large. This will prove half of Proposition 3.6.
By choosing b < 0 and m < 1, we have g˜l ¥ C1. Moreover, there is
c ¥ (0, 1) such that u \ g˜cl for l large by the proof of Lemma 3.4. Now we
show that
u \ g˜jl for j ¥ [c, 1]. (3.7)
A sweeping principle similar to that of Proposition 2.5 will give (3.7). We
only need to show that if j ¥ [c, 1] and u \ g˜jl in W, there exists t > 0 such
that
u− g˜jl \ te0 in W, (3.8)
where e0(x) is the unique positive solution of the problem
−Dpe0=1 in W, e0=0 on “W.
Our conclusion (3.7) will be obtained from the continuity of g˜jl and “g˜jl/“n
under the norms || · ||L.(W), || · ||L.(“W) (respectively) with respect to j ¥ [c, 1]
where n(x)=−ns(x) is the outward normal vector to “W at x (note that
s(x)=x).
In fact, since u(x)=0, g˜jl(x)=0 for x ¥ “W, and g(s) is increasing for
s ¥ (0, r2], it follows from the strong maximum principle in [44] that
“u
“n < 0,
“g˜jl
“n [ −(cl)
1/p z¯ Œ(0) < 0 on “W.
Thus, there exists a one-sided neighbourhood Ll of “W contained in W (we
may choose Ll … {x ¥ W : 0 < t < t¯l−1/p} … {x ¥ W : 0 < t < d0}) such that
“u/“(−ns(x)) < 0 and “g˜jl/“(−ns(x)) < 0 for x ¥ Ll. For x ¥ Ll,
−div(|Du|p−2 Du)−{−div(|Dg˜jl |p−2 Dg˜jl)}
=l(f(u)−jmf(g˜jl))+jl[b(s, t)(jl)−1/p−b](z¯ Œ((jl)1/p t))p−1
+jl(1−m) Mg˜p−1jl .
16 GUO AND WEBB
Since the first term on the right hand side of the above identity is 0 on
“W and the second term is positive (for l sufficiently large), there is a one-
sided neighbourhood Lgl … Ll of “W such that the right hand side of the
above identity is nonnegative for x ¥ Lgl . On the other hand, since
u− g˜jl=0 on “W and
−div(|Du|p−2 Du)−{−div(|Dg˜jl |p−2 Dg˜jl)}=−L(u− g˜jl)
(see [23]) where L is a uniformly elliptic operator in Lgl , by the maximum
principle for L, we have (“/“n)(u− g˜jl) < 0 on “W. This implies that there
exist t1 > 0 and L
gg
l … Lgl such that
u(x)− g˜jl(x) \ t1e0(x) for x ¥ Lggl . (3.9)
Choose a smooth domain Wl … W with “Wl … Lggl . Then, there exists y1l > 0
such that u \ g˜jl+y1l on “Wl. Defining Wj={x=s+tns ¥ W; t > (jl)−1/p t¯},
without loss of generality we may assume Wj …… Wl.
We claim that
u(x) > g˜jl(x) for x ¥ Wj. (3.10)
In fact, we know that g˜jl — z¯(t¯ ) in Wj. Suppose that there exists x0 ¥ Wj
such that u(x0)=z¯(t¯). We consider two cases: (i) x0 ¥ Wj and (ii) x0 ¥ “Wj.
In case (i), letting w=u−z¯(t¯), we have w \ 0 in Wj and w satisfies
−Dpw=lf(u) > 0 in Wj
since u \ z¯(t¯ ) > r1 in Wj. The strong maximum principle in [17] implies
w — 0, that is u — z¯(t¯ ) in Wj.
This is a contradiction since f(z¯(t¯)) ] 0. In case (ii), we know N(u− g˜jl)(x0)
=0 since x0 is a minimum point of u− g˜jl. But also u− g˜jl=w in Wj
and the Hopf type of maximum principle (see [17]) implies “w“n (x0) < 0,
where n is the outward normal to “Wj (“Wj is smooth for l large since “W is
smooth). This is clearly impossible. Thus, our claim (3.10) holds.
Now we consider the domain Wl 0Wj. It is clear that there exists y (2)l > 0
such that
u− g˜jl \ y (2)l on “(Wl 0 W¯j).
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We also have, for x ¥ Wl 0Wj,
−div(|Du|p−2 Du)+lMup−1−{−div(|Dg˜jl |p−2 Dg˜jl)+lMg˜
p−1
jl }
=l(g(u)−g(g˜jl))+l(1−jm) f(g˜jl)
+jl[b(s, t)(jl)−1/p−b](z¯ Œ((jl)1/pt))p−1+lj(1−m) Mg˜p−1jl
=l(g(u)−g(g˜jl))+l(1−jm) 5f(g˜jl)+j(1−m)1−jm Mg˜p−1jl 6
+jl[b(s, t)(jl)−1/p−b](z¯ Œ((jl)1/p t))p−1.
Define mj(s)=f(s)+
j(1−m)
1−jm Ms
p−1. Since j(1−m)1−jm \ h˜ > 0 for j ¥ [c, 1], if we
choose M sufficiently large, we have that mj is also strictly increasing in
(0, r2] for all j ¥ [c, 1]. Thus, mj(g˜jl) \ 0 in W. Since g is strictly increasing
in (0, r2], we see that g(u) \ g(g˜jl) in W¯l. On the other hand, since
0 < m < 1, c [ j [ 1, and b < 0, there exists t˜ > 0 (depending upon m, l,M)
such that
l(1−jm) mj(g˜jl)+jl[b(s, t)(jl)−1/p−b](z¯ Œ((jl)1/p t))p−1 \ t˜ in Wl 0Wj.
Similar arguments to those in the proof of Proposition 2.5 imply that we
can choose yl > 0 so that u \ g˜jl+yl in Wl 0Wj. This implies that there
exists t2 > 0 such that
u(x)− g˜jl(x) \ t2e0(x) for x ¥ Wl. (3.11)
Our claim (3.8) is obtained by choosing t=min{t1, t2}. Hence, (3.7) holds.
To prove the estimate in the opposite direction, we use another family of
functions. If a¯1 > z
−
0(0), it is easy to show from the first integral that the
solution z˜1 of Eq. (3.4) such that z˜1(0)=0, z˜
−
1(0)=a¯1, increases till it hits
y=r2. Once again, by continuous dependence, the solution z¯1 of Eq. (3.6)
such that z¯1(0)=0, z¯
−
1(0)=a¯1 increases till it hits y=r2 at t=t¯1, provided
m is near 1 and b is small. We define
g¯l(x)=˛ z¯1(l1/p t), if 0 [ t [ l−1/p t¯1,
r2, otherwise.
By choosing m > 1 and b > 0 and using arguments similar to the above, we
obtain
u [ g¯jl in W, for j ¥ [1, c] (3.12)
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provided it is possible to choose c > 1 such that u [ g¯cl for l large and
all positive solutions u ¥ [zl, r2] of (1.1) with maxW u < r2. (Note that
g¯jl ¥W1, p0 (W) 5 C0(W¯).)
We only need to show that if j ¥ [1, c] and g¯jl \ u in W, there exists t > 0
such that
g¯jl−u \ te0 in W, (3.13)
where e0 is as above. In fact, since maxW u < r2, it follows that g¯jl > u
in Wj, where Wj={x=s+tns ¥ W : t > (jl)−1/p t¯1}. Also, by arguments
similar to those in the proof of the left inequality of (3.5), there is a one-
sided neighbourhood Lˆl of “W contained in W such that
g¯jl−u \ t1e0(x) for x ¥ Lˆl, where t1 > 0.
Choose a smooth domain Wl … W such that “Wl … Lˆl. Then, there exists
yl > 0 such that g¯jl \ u+yl on “Wl. Without loss of generality, we assume
that Wj …… Wl. It is clear that g¯jl > u on “Wj. Now, for x ¥ Wl 0Wj,
−div(|Dg¯jl |p−2 Dg¯jl)+lMg¯
p−1
jl −{−div(|Du|
p−2 Du)+lMup−1}
=l(g(g¯jl)−g(u))+l(jm−1) 5f(g¯jl)+j(m−1)jm−1 Mg¯p−1jl 6
+jl[b−b(s, t)(jl)−1/p](z¯ −1((jl)
1/p t))p−1
provided m > 1 and b > 0. Let mj(s) be as above. Since
j(m−1)
jm−1 >
m−1
m for
j ¥ [1, c], forM sufficiently large, we have that mj is also strictly increasing
on (0, r2] for all j ¥ [1, c]. Thus, mj(g˜jl) \ 0 in W. Since g is strictly
increasing on (0, r2], we see that g(g¯jl) \ g(u) in W¯l. Since m > 1, 1 [ j [ c,
and b > 0, there exists t˜ > 0 (depending on m, l,M) such that
l(jm−1) mj(g¯jl)+jl[b−b(s, t)(jl)−1/p](z¯
−
1((jl)
1/p t))p−1 \ t˜ in Wl 0Wj}.
(Note that g¯ −jl((jl)
1/p t) has a discontinuity when t=(jl)−1/p t¯1; however,
the presence of a jump of g¯ −jl((jl)
1/p t) here is not a difficulty since
g¯ −1((jl)
1/p t) \ aˆ > 0 in W0Wj.) Similar arguments to those in the proof of
Proposition 2.5 imply that we may choose yl > 0 so that g¯jl \ u+yl in
Wl 0Wj. This implies that there exists t2 > 0 such that
g¯jl(x)−u(x) \ t2e0(x) for x ¥ Wl.
Thus, (3.13) is obtained by choosing t=min{t1, t2}. This also implies
(3.12).
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Now we show that it is possible to choose c > 1 such that u [ g¯cl for
l large and all positive solutions u in (0, r2] of (1.1). It is easy to see that
this reduces to showing that there is K0 > 0 such that u(x) [K0l1/pt if
u is a positive solution of (1.1), x is near “W, and l is large. Obviously, it
suffices to prove the result for t [K1l−1/p. For arbitrary x0 ¥ “W, let
X=l1/p(x−x0) and u˜(X)=u(x); then
−div(|Du˜|p−2 Du˜)=f(u˜) in W˜l, u˜=0 on “W˜l,
where W˜l={X: l−1/pX+x0 ¥ W}. By a blow-up argument as in [7], the
stretching only flattens the boundary as lQ.. Since 0 ¥ “W˜l and
||u˜||. [ r2, we apply the regularity result of Proposition 2.2 of [17] to see
that Nu˜ is bounded on the bounded subsets of W¯˜l which contain neigh-
bourhoods of 0 on “W˜l. Hence, in the original variables, ||Nu||. [K0l1/p on
the subsets of W¯ which contain neighbourhoods of x0 on “W. The required
estimate for u near “W now follows since “W is compact. This completes the
proof. L
4. PROOF OF THEOREM A
We first show the existence of a positive solution z < ul < r2 of (1.1) for
each z satisfying the conditions in Theorem A. From the definition of z,
there exist t ¥ (r1, r2) and a ball B(x0, r) … W such that z > t in B(x0, r)
and z(x0)=maxW z(x) ¥ (r1, r2). Let w(l, x0) be as in (2.4). We know that
w(l, x0) is a subsolution of Eq. (1.1)e for l > map dist(x0, “W)−p. Therefore,
it follows from the sub- and supersolution argument, Lemma 3.1, and
Remark 3.2 that for l > lggx0 (with x
g replaced by x0) there exists a maximal
positive solution ul of Eq. (1.1) in [w(l, x0), r2] such that
ul(x) >min(cl1/p dist(x, “W), y) for x ¥ W.
Hence there exists l1(z) > l
gg
x0 such that
: “z
“n
: < : “ul“n : on “W,
and thus,
ul(x) > z(x) for x ¥ W0Wa(m/l)1/p.
Since y > z(x0), we see that for l > l1(z), ul(x) > z(x) in W. This implies
existence.
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Now we show that for any e˜ > 0 we can choose l(z, e˜) such that when
l > l(z, e˜), any solution u ¥ (z, r2] (we omit the subscript l) of Eq. (1.1)
has the behaviour of Proposition 3.6; that is, (3.5) holds.
First note that z > t in B(x0, r). Let s, e > 0 (e sufficiently small) be such
that f(s)− e > s(s−t)p−1 for s ¥ [t, y], where y is as in Lemma 3.1. For
l > l2(z) :=((n1/s)1/p+m1/pa)p r−p,
with m defined in Lemma 2.3 and a defined in Lemma 3.1, Lemma 3.3
shows that for any u ¥ (z, r2],
u(x) > y for x ¥ B(x0, a(m/l)1/p) … B(x0, r−(n1/s)1/p l−1/p).
Observe that w(l, x0) < u in W for l > l2(z). In fact, we know that
w(l, x0) [ y in B(x0, a(m/l)1/p) and w(l, x0) [ 0 for W0B(x0, a(m/l)1/p).
The proof of Lemma 3.1 implies that the conclusion of Lemma 3.1 holds
for u if l > l3(z)=max{l2(z), mapg
−p
0 }. The proof of Proposition 3.6
implies that for any e˜ > 0, there exists l(z, e˜) > l3(z), such that for
l > l(z, e˜), the behaviour of Proposition 3.6 holds for u.
We now prove uniqueness of ul. We shall assume that p ] 2, the
uniqueness result for p=2 is known from Theorem 2 of [7].
Suppose there are sequences {ln} with ln Q. as nQ. and
{uln} — {un}, {u
g
ln
} — {ugn} which are solutions of (1.1) with l=ln and
with un – ugn in W and un, ugn ¥ (z, r2]. (The maximum principle implies
that maxW un < r2 and maxW u
g
n < r2.) Without loss of generality, we
assume that un is the maximal solution; thus, u
g
n [ un. Let wn=(un−ugn )/
||un−u
g
n ||.. Then, wn \ 0 in W and ||wn ||.=1. Therefore, wn satisfies the
problem
−L(wn) :=−5a ijn ““xj wn6xi=lnfŒ(tn) wn in W, wn=0 on “W, (4.1)
where a ijn (x)=>10 (“a i/“qj) [sDun+(1−s) Dugn] ds and a i(q)=|q|p−2 qi
(i=1, 2, ..., N) for q=(q1, q2, ..., qN) ¥ RN, tn ¥ [ugn , un], L is a degenerate
elliptic operator, and
F
W
C
ij
a ijn (x)
“wn
“xi
“wn
“xj
dx \ 0.
Now we show that if gn ¥ W is such that wn(gn)=1, then
dist(gn, “W)Q 0 as nQ.. (4.2)
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In the contrary case, there exists a compact set K …… W such that gn ¥K
for all n large (choose a subsequence if necessary). Since un Q r2 and
ugn Q r2 in K (by Proposition 3.6), we have fŒ(tn) < 0 in K as nQ. (by
(F3)). Also, for n sufficiently large, we can find a small neighbourhood D
of K in W such that fŒ(tn) < 0 on D¯ and max“D wn < 1. Let w˜n(x)=
(wn(x)−max“D wn)+. We have w˜n ¥W1, q0 (D) 5 C0(D¯) (for any 1 < q [.)
and there exists An … D with meas(An) ] 0 and w˜n(x) > 0 for x ¥ An.
Multiplying both sides of Eq. (4.1) by w˜n and integrating on D, we derive a
contradiction.
Now we use a blow-up argument as in [7] to deduce that (4.2) can not
occur and thus we have uniqueness. Let In={x ¥ W : wn(x)=1}. In are
closed nonempty sets. Let gn ¥ In be such that
dist(gn, “W)=dist(In, “W),
and let g˜n be the point of “W closest to gn. Suppose g˜n Q g˜ ¥ “W (for a sub-
sequence). Choose coordinates such that Tg˜(“W)={x ¥ RN : x1=0} and
ns(g˜)=ng˜=e1=(1, 0, ..., 0). By choosing subsequences if necessary, there
are two cases to be considered:
(i) l1/pn d(gn, g˜n)Q. as nQ.,
(ii) l1/pn d(gn, g˜n) [ Z, 0 < Z <. for n sufficiently large.
In case (i), we have from Proposition 3.6 that un(gn) \ r2−d/4,
ugn (gn) \ r2−d/4 when n is sufficiently large, where d is as in (F3). This and
Proposition 3.6 imply that we can choose open sets Wn …… W such that
In … Wn, max“Wn wn < 1 and
r2−d/2 [ un(x) < r2, r2−d/2 [ ugn (x) < r2 for x ¥ Wn (4.3)
and n sufficiently large. Since fŒ(s) < 0 for s ¥ (r2−d/2, r2), we derive a
contradiction by the arguments similar to those in the proof of (4.2).
For case (ii), we change variables setting Xn=l1/pn (x− g˜n). Note that this
change depends on n. Let u˜n(Xn)=un(x), u˜
g
n (X
n)=ugn (x), w˜n(X
n)=wn(x),
and t˜n(Xn)=tn(x). We have that w˜n satisfies the problem
−Lˆn(w˜n) :=−5a˜ ijn “w˜n“Xnj 6Xni=fŒ(t˜n) w˜n, w˜n=0 on “W˜n,
where
W˜n — {Xn=l1/pn (x− g˜n) : x ¥ W},
a˜ ijn (X
n)=F 1
0
“a i
“qj
[tDXn u˜n+(1−t) DXn u˜
g
n] dt
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and q, a i(q) are as above. Note that, in the new coordinates, w˜n(Zn)=1,
where Zn=l
1/p
n (gn− g˜n) is at distance at most Z from 0. Using Proposi-
tion 3.6 and a geometric argument similar to that in the proof of
Theorem 2 of [7], we now show that u˜n Q z0, u˜
g
n Q z0 in C
1
loc(T1) as nQ.,
where T1={x ¥ RN : x1 > 0} and z0 is the unique positive solution of (3.4).
In fact, if q˜ ¥ int T1, then, for large n, xn(q˜) :=g˜n+l−1/pn q˜ ¥ W and is
close to “W. By elementary geometry, xn(q˜)=s(xn(q˜))+tnns(xn(q˜)), where
s(xn(q˜)) ¥ “W is near g˜, tn=l−1/pn (q˜1+o(1)), and q˜1 is the first component
of q˜. Recall that g˜n is near g˜ and ng˜=e1. By Proposition 3.6 and the
definition of g˜n, we have un(g˜n+l
−1/p
n q˜)=z0(q˜1)+o(1), and this holds locally
uniformly in q˜ on intT1. This implies u˜n(Xn)Q z0 in C
0
loc(T1) as nQ. and
similarly for u˜gn . The equations satisfied by u˜n and u˜
g
n and the regularity of
the p-Laplacian (see [17]) imply that u˜n Q z0, u˜
g
n Q z0 in C
1
loc(T1) as nQ..
Moreover, we claim that w˜n converges in C
1
loc(T1) to a nontrivial non-
negative bounded solution w˜ of
−Lˆ(w˜) :=−5aˆ ij(x) “w˜“xj 6xi=fŒ(z0(x1)) w˜ in T1, w˜=0 on “T1.(4.4)
In fact, it follows easily that a˜ ijn Q aˆ
ij in C0loc(T1) as nQ., where aˆ ij(x)=
“a i/“qj (z −0(x1), 0, ..., 0) and thus, aˆ ij=0 if i ] j and aˆ11=(p−1) |z −0 |p−2,
aˆ ii=|z −0 |
p−2 for i ] 1. Since z −0(x1) > 0 for all 0 [ x1 <., we have that Lˆ is
uniformly elliptic on any compact subset of T1 and so is Lˆn for n sufficiently
large. Thus our claim can be obtained from the regularity of uniformly
elliptic operators and a blow-up argument similar to that in the proof of
Theorem 1.1 of [15] or that in the proof of Theorem 2 of [7]. Here w˜ is
nontrivial because w˜n(Zn)=1 and d(0, Zn) [ Z. It is easily shown that
fŒ(tn(x))Q fŒ(z0(x1)).
Now we show that w˜ does not exist. The proof is divided into three steps.
These steps are closely related to those in the proof of Proposition 2 in [7].
Step 1. We first find a solution uˆ of
−(p−1)(|z −0 |
p−2 uŒ)Œ=fŒ(z0) u (4.5)
which is positive on [0,.) and is not bounded as x1 Q..
By differentiating the equation satisfied by z0 with respect to x1, we see
that z −0 is a solution of Eq. (4.5). We know that z
−
0(x1) > 0 for x1 ¥ [0,.)
and z −0(x1)Q 0 as x1 Q.. Let w denote the solution of Eq. (4.5) satisfying
w(0)=0, wŒ(0)=1. Since z −0(x1) > 0 on [0,.), the Sturm comparison
theorem implies that w(x1) > 0 for x1 > 0. Hence, if we can show that
w(x1)Q. as x1 Q., we can define uˆ=z −0+w and this step will be
QUASILINEAR ELLIPTIC EIGENVALUE PROBLEMS 23
proved. The fact that w is not bounded as x1 Q. can be obtained from the
facts that
[(p−1) |z −0 |
p−2 (z −0wŒ−wz'0 )]Œ — 0 in [0,.),
(p−1)|z −0 |
p−2 (z −0wŒ−wz'0 ) — (p−1)(z −0(0))p−1 > 0
and |z −0(x1)|
p−2 z −0(x1)Q 0, |z
−
0(x1)|
p−2 z −0(x1)Q 0 as x1 Q..
Step 2. If Eq. (4.4) has a nontrivial bounded nonnegative solution v
and x1 > 0, then v can be chosen so that T(x1) — supy ¥ RN−1 v(x1, y) is
achieved.
Obviously, there exist yn ¥ RN−1 such that v(x1, yn)Q T(x1) as nQ..
Let v˜n(x1, y)=v(x1, yn−y). It is easy to see that v˜n is a solution of
Eq. (4.4) and that
v˜n(x1, 0)Q T(x1)= sup
y ¥ RN−1
v˜n(x1, y) as nQ..
We now use an argument similar to that in our blow-up constructions to
choose a subsequence of v˜n converging on compact subsets of T1 to a non-
negative bounded solution v¯ of Eq. (4.4). Moreover, v¯(x1, 0)=T(x1) by
our choice of v˜n. Since it is easy to see that
sup
y ¥ RN−1
v¯(x1, y) [ sup
y ¥ RN−1
v˜n(x1, y)=T(x1),
we see that supy ¥ RN−1 v¯(x1, y)=v¯(x1, 0). This proves Step 2. Note that our
argument shows that sup{v¯(x1, y): y ¥ RN−1} [ T(x1) for all x1 \ 0. This
will be useful later.
Step 3. We show that w˜ does not exist. If w˜ exists, using the notation of
Step 2, we consider r(x)=w˜(x)/uˆ(x1), where uˆ is the function defined in
Step 1. Applying standard elliptic estimates on balls of radius 1/2 and half
balls with centres at points where x1=0 and of radius 1, we see that Nw˜
is bounded on T1. (Recall that w˜ is bounded on T1 and z
'
0 (x1) > 0 for
x1 ¥ [0,.); hence Lˆ is uniformly elliptic on any compact subset of T1.)
Thus w˜ is uniformly continuous on T1 and hence T(x1) is continuous. By
Step 1 and the boundedness of w˜, it follows that limx1 Q. T(x1)/uˆ(x1)=0.
Thus, since T(0)=0, we can find 0 < x˜1 < x¯1 such that
sup{T(x1)/uˆ(x1) : 0 [ x1 [ x¯1}=T(x˜1)/uˆ(x˜1).
By Step 2, w˜ can be chosen so that w˜(x˜1, y) achieves its maximum on RN−1
at 0. (Our construction of the new w˜ may decrease T(x1) for x1 ] x˜1 but the
maximum will still be attained at x˜1.) By our construction, r(x) achieves its
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maximum on {(x1, y): 0 [ x1 [ x¯1, y ¥ RN−1} at the interior point (x˜1, 0).
However, since uˆ satisfies Eq. (4.5), a simple calculation shows that r
satisfies an elliptic equation
(p−1)(|z −0 |
p−2 r −x1 )
−
x1+2(p−1) |z
−
0 |
p−2 (uˆŒ/uˆ) r −x1+(p−1) |z
−
0 |
p−2 DN−1r \ 0,
where DN−1 denotes the Laplacian in the y variables. Hence, by applying
the maximum principle on compact sets, we see that r(x1, y) is constant if
0 [ x1 [ x¯1, y ¥ RN−1. This is impossible since r=0 when x1=0. This
completes the proof.
Remark 4.1. From the proof of Theorem A we see that if z1, z2
¥ C.0 (W) with max zi ¥ (r1, r2) (i=1, 2) and there exist xi ¥ W and some
r > 0 such that zi > t > r1 in B(xi, r) … W, then we can choose l0 :=
l0(z1)=l0(z2) such that for l > l0, (1.1) has exactly one large positive
solution z1 < u¯l < r2 and z2 < u¯l < r2 in W. (Note that the relation between
l0(z) and z in the proof of Theorem A depends only on r. Then we can
choose l(z1, e˜)=l(z2, e˜) so that l0(z1)=l0(z2).)
Now we obtain the following proposition.
Proposition 4.2. Let f satisfy (F1)–(F3). Then there exists sg > 0
independent of l (sufficiently large) such that if ul is a positive solution of
(1.1) with maxW ul ¥ (r2−sg, r2) then ul — u¯l.
Proof. Suppose there exists sequences ln Q. and {uln} such that
uln (] u¯ln ) is a positive solution of (1.1) for each n=1, 2, ... and
maxW uln Q r2 as nQ..
Let xn ¥ W be a point at which maxW uln is attained. For convenience, we
divide the proof into two cases.
Case 1. {xn} is bounded away from “W.
We define the functions Un(x)=uln (l
−1/p
n x+xn) in B(0, Rn), where
Rn=l
1/p
n dist(xn, “W). Since Rn Q. as nQ., Un is well defined in B(0, R)
for any R > 0 if n is sufficiently large. By assumption 0 < Un < r2, Un(0)=
maxW uln Q r2 as nQ. and Un satisfies DpUn+f(Un)=0 in B(0, R) for all
sufficiently large n. Note that {f(Un)} is bounded in the L.-norm; thus by
the regularity of the p-Laplacian (see [17]) we obtain (by choosing a sub-
sequence) that Un Q U in C1(B(0, R)) as nQ. where U, with 0 [ U [ r2,
satisfies DpU+f(U)=0 in B(0, R) and U(0)=r2. Since
−Dp(r2−U)+M(r2−U)p−1=−f(U)+M(r2−U)p−1, (4.6)
it follows from (F3) that the right hand side of (4.6) is nonnegative. The
strong maximum principle in [44] implies that U — r2 in B(0, R).
QUASILINEAR ELLIPTIC EIGENVALUE PROBLEMS 25
On the other hand, if n is sufficiently large, u¯ln is the unique solution
in the order interval [w(ln, xn), r2]. (This can be seen from the
proof of Theorem A. In fact, since l1/pn dist(xn, “W)Q. and Un Q r2 in
B(0, 2am1/p), then u¯ln > y in B(xn, a(m/ln)
1/p), where y=vm, e(0) < r2, and
m, a, and vm, e are defined in Corollary 2.4. This implies that u¯ln > w(ln, xn)
for n sufficiently large.) Thus, uln (x) < w(ln, xn)(x) < y at some point
x ¥ B(xn, a(m/ln)1/p). But this implies that Un(x) < y at some point
x ¥ B(0, am1/p) and therefore, {Un} cannot possess a subsequence which
converges to r2 uniformly in B(0, am1/p). This yields a contradiction and
completes the proof of Case 1.
Case 2. xn Q x¯ ¥ “W as nQ..
To make use of the same argument as in Case 1, it suffices to show that
l1/pn dist(xn, “W)Q. as nQ.
(for a subsequence). If not, we have that there exists 0 < Z <. such that
l1/pn dist(xn, “W) [ Z (4.7)
(choosing a subsequence if necessary). Define u˜ln (x)=u(l
−1/p
n x+x˜n) with
x˜n=s(xn) ¥ “W. By a blow-up argument similar to that in the proof of
Theorem A, we have that there exists U˜ such that u˜ln Q U˜ in C
1
loc(T1) as
nQ. and U˜ satisfies the problem
DpU˜+f(U˜)=0 in T1, U˜=0 on “T1, (4.8)
where T1={x: x1 > 0}, as in the proof of Theorem A. By our assumption,
there exists x0 ¥ T1 with dist(x0, “T1) [ Z such that U˜(x0)=r2. Now
arguments similar to those in Case 1 imply that U˜ — r2 in T¯1. This contra-
diction implies l1/pn dist(xn, “W)Q. as nQ.. L
5. EXISTENCE OF u l
In this section we will use the mountain pass lemma to obtain the
solution mentioned in Theorem B. For convenience, we change (1.1) to the
singularly perturbed form. Let e=1/l. Then (1.1) becomes
− eDpu=f(u) in W, u=0 on “W. (5.1)
Denote the positive solution u¯l obtained in Theorem A by u¯e so that u¯e is a
positive solution of Eq. (5.1).
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Define Je: W
1, p
0 (W)Q R by
Je(u)=
e
p
F
W
|Du|p−F
W
F(u),
where F(u)=>u0 f(s) ds. We first show that u¯e is a global minimizer
of Je(u). Since we only consider positive solutions ue of Eq. (5.1) with
||ue ||. [ r2, we assume that f — 0 for s < 0 and s > r2.
Lemma 5.1. For e > 0 sufficiently small, u¯e is the global minimizer of
Je(u). Moreover, Je(u¯e) < 0.
Proof. Since f is bounded in [0, r2], Je is sequentially weakly lower
semicontinuous and coercive on W1, p0 (W) and so Je possesses a global
minimizer, which we denote by ue. From the regularity of the p-Laplacian
(see [17]), ue ¥ C10(W). We claim that ue=u¯e for e sufficiently small. If not,
there exists a sequence {em} such that em Q 0 as mQ. and uem – u¯em . Then
by Proposition 4.2, there exists sg > 0 (small) such that maxW uem < r2−s
g
for m=1, 2, ... .
For s > 0, define Ws={x ¥ W : dist(x, “W) < s} and choose a > 0 such
that |Wa| >r2r1 f(s) ds < |W| >r2r2 −sg f(s) ds. This is possible since >r2r2 −sg f(s) ds
> 0 and |Wa|Q 0 as aQ 0. Next we choose w ¥ C.0 (W) such that w=r2 in
W0Wa. Then we have
Jem (w)−Jem (uem )
=
em
p
1F
W
|Dw|p dx−F
W
|Duem |
p dx2−1F
W
F(w) dx−F
W
F(uem ) dx2
=
em
p
F
W
|Duem |
p dx−1F
W0Wa
F(r2)+F
W
a
F(w) dx−F
W
F(uem ) dx2
=
em
p
F
W
|Dw|p dx−5F
W
(F(r2)−F(uem )) dx+F
W
a
(F(w)−F(r2) dx6
[
em
p
F
W
|Dw|p dx− |W| Fr2
r2 −s
g
f(s) ds+|Wa| Fr2
r1
f(s) ds < 0
for m sufficiently large. Thus Jem (w) < Jem (uem ), contradicting the fact that
uem is a global minimizer.
Now we claim that
Je(u¯e)Q −F(r2) |W| < 0 as eQ 0.
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Since f(r2)=0, for every eˆ > 0 sufficiently small, there is dˆ > 0 such that
for s ¥ (r2− dˆ, r2), f(s) < eˆ. Also, from Lemma 3.4, there is cˆ(dˆ) > 0 such
that for e sufficiently small,
u¯e > r2− dˆ in W0W cˆ(dˆ) e
1/p
.
We easily see from a blow-up argument that
max
W
cˆ(dˆ) e1/p
e1/p |Du¯e | [ C
for any C >maxx1 ¥ [0,.) z
'
0 (x1). In fact, we will show that
max
W
cˆe1/p
e1/p |Du¯e | [ C
for C=maxx1 ¥ [0,.) z
−
0(x1)+1 (for example) for every cˆ > cˆ(dˆ). If not, there
exist cˆ > cˆ(dˆ) and sequences {en} and {u¯en} such that, if
e1/pn |Du¯en (xn)|=max
W
cˆen
1/p
e1/pn |Du¯en (x)|,
then e1/pn |Du¯en (xn)| > C. Define X
n=e−1/pn (x− x˜n) and u˜n(X
n)=u¯en (x),
where x˜n=s(xn) ¥ “W. We know from the proof of Theorem A that u˜n Q z0
in C1loc(Tcˆ) as nQ. (we can choose subsequences if necessary), where
Tcˆ={x ¥ T1; 0 < x1 < cˆ}. Since e1/pn |Dx u¯en |=|DXn u˜n |, we have that
e1/pn |Du¯en |Q z
−
0(x1) in C
0
loc(Tcˆ) as nQ..
This also implies
max
W
cˆen
1/p
e1/pn |Du¯n | [ C.
This contradicts our assumption above.
Multiplying both sides of Eq. (5.1) by u¯e and integrating on Ee :=
W0W cˆ(dˆ) e
1/p
, we have
e F
Ee
|Du¯e |p=F
Ee
f(u¯e) u¯e+e F
“W cˆ(dˆ) e
1/p
0“W
u¯e |Du¯e |p−2 (Du¯e, n)
< eˆr2 |W|+r2e1/pC.
Moreover,
e F
W
cˆ(dˆ) e1/p
|Du¯e |p [ C |W cˆ(dˆ) e
1/p
|=o(e1/p).
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This implies that
e F
W
|Du¯e |p=1F
Ee
+F
W
cˆ(dˆ) e1/p
2 |Du¯e |p [ eˆr2 |W|+O(e1/p).
Thus,
e F
W
|Du¯e |pQ 0 as eQ 0.
From Proposition 3.6 we have
F
W
F(u¯e)Q F(r2) |W| as eQ 0,
as claimed. L
Theorem 5.2. Assume that N \ 3, p > 2, and f satisfies (F1)–(F3). Then
there exists a positive solution u e of (5.1) with u e – u¯e and ||u e ||. > r1.
Proof. Let E=W1, p0 (W). For r ¥ [0, 1/2), we consider the functional
Je, r: EQ R with
Je, r(u)=
e
2
F
W
r |Du|2+Je(u).
Clearly, for any e and r, Je, r is of class C1 and Je, r(0)=0.
We prove that for any e > 0, 0 < r < 1/2, Je, r(u) satisfies the Palais–
Smale condition (P-S) in E [37]. In fact, let {um} … E be a sequence such
that
|Je, r(um)| [ C and J −e, r(um)Q 0 as mQ. for some constant C.
From the inequality
e
2
F
W
r |Dum |2+
e
p
F
W
|Dum |p dx=Je, r(um)+F
W
F(um) dx
[ |Je, r(um)|+F(r2) |W|,
we immediately see that {um} is bounded in E.
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We now show that {um} has a convergent subsequence in E. Since f — 0
for s [ 0 and s \ r2, {f(um)} is bounded in L.(W). By arguments similar to
those in the proof of Proposition 2.2 of [17], we have that
A−1e, p, r: L
.(W)Q C10(W)
is compact, where A−1e, p, r is the inverse operator of − e div((r+|D· |
p−2) D · )
under the Dirichlet boundary condition. (Notice that Proposition 2.2 of
[17] deals with the regularity of A−1e, p, 0 (i.e., r=0), but the conclusions
remain valid for r ¥ [0, 1/2). Since in the proof of Proposition 2.2 of [17],
the author used the regularity results from [28, 42, 43], one can easily
check that the results are also true for r ¥ [0, 1/2).) This implies that there
exists a subsequence {f(umi )} of {f(um)} in L
.(W) such that {A−1e, p, rf(umi )}
is a convergent sequence in E. Therefore, the fact that J −e, r(umi )Q 0 implies
umi −A
−1
e, p, rf(umi )Q 0 in E. Thus, {umi} is a convergent sequence in E. This
implies that Je, r satisfies the (P-S) condition.
For 2 < p < N, by the conditions that limsQ 0+f(s)/sp−1=−m< 0, and
f(0)=0, we can choose constants C > 0 and q=p2/(N−p) such that
Je, r(u) \ (e/p) F
W
|Du|p dx−F
W
F(u) dx \ (e/p) ||u||p−F
W
C |u|q+p dx.
(5.2)
Since E is continuously embedded in Lq+p(W), we have
Je, r(u) \ (e/p) ||u||p−F
W
C |u|q+p dx \ (e/p−CŒ ||u||q) ||u||p.
Taking g=(he) 1/q where 0 < h < 1/(2pCŒ) and a=(e/p − CŒgq) gp
\ C −1eN/p, we obtain Je, r(u) > 0 if 0 < ||u|| < g and Je, r(u) \ a if ||u||=g.
For p \N, and for every q > 0, (5.2) still holds. Since, by the Sobolev
embedding theorem, E is continuously embedded in C0(W¯), we have that
Je, r(u) \ (e/p) ||u||p−F
W
C |u|q+p dx
\ (e/p) ||u||p−CŒ(W) ||u||q+p.
\ (e/p−Cœ ||u||q) ||u||p.
Choosing g=(he)1/q where 0 < h < 1/(2pCœ) and a=(e/p−Cœgq) gp
\ C −1e1+p/q we obtain Je, r(u) > 0 if 0 < ||u|| < g and Je, r(u) \ a if ||u||=g.
Note that a is independent of r in both cases.
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Next we show that there is e ¥ E0{u ¥ E : ||u|| [ g} such that Je, r(e) [ 0.
Let u¯e0 — u¯l0 be the solution of the problem
−div(|Du|p−2 Du)=l0f(u) in W, u=0 on “W
obtained in Theorem A with e0=1/l0. Then max u¯e0 is near r2 if e0 is
sufficiently small. Moreover, for a fixed e0 > 0, it follows from Lemma 5.1
that Je0 (u¯e0 ) < 0. Since e0 >W |Du¯e0 |pQ 0 as e0 Q 0, then e0 >W r |Du¯e0 |2Q 0
for any r ¥ [0, 1/2) (note that p > 2). This implies that for every
r ¥ [0, 1/2), there is e0 > 0 such that Je0, r(u¯e0 ) < 0.
Now define
Ue(x)=˛ u¯e0 ((e0/e)1/p x), if x ¥ (e/e0)1/p W,
0, if x ¥ W0(e/e0)1/p W.
Note that 0 ¥ W and (e/e0)1/p W … W if e < e0. For 0 < e < e0, we have
Ue ¥ E. Then it follows that
Je, r(Ue)=
e
2
F
(e/e0)
1/p
W
r |Du¯e0((e0/e)
1/p x)|2 dx+
e
p
F
(e/e0)
1/p
W
|Du¯e0((e0/e)
1/p x)|p dx
−F
(e/e0)
1/p
W
F(u¯e0 ((e0/e)
1/p x) dx
=(e/e0)N/p 5(e/e0)(e0/e)2/p (e0/2) F
W
r |Du¯e0 |
2+Je0 (u¯e0 )6
< (e/e0)N/p Je0, r(u¯e0 ) < 0.
This implies that Ue satisfies our requirement. In fact, we have
e ||Ue ||p=(e/e0)N/p e0 ||u¯e0 ||
p,
and so,
||Ue ||=(e/e0) (N−p)/p
2
||u¯e0 ||.
Therefore, for p < N, we have ||Ue || > g if we choose 0 < h <
(1/e0) ||u¯e0 ||
p2/(N−p). For p \N, we easily see that ||Ue || > g for 0 < h <
1/(2pCœ).
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Now we apply the mountain pass lemma [37] to the functional
Je, r and obtain a critical point u e, r with critical value Je, r(u e, r)=infg ¥ C˜
maxu ¥ g([0, 1]) Je, r(u), where C˜={g ¥ C([0, 1]; E) : g(0)=0, g(1)=Ue}.
Since f is bounded, by regularity of the p-Laplacian, (see [17]), we have
that u e, r ¥ C1, a(W¯). It is clear that for 0 < e < e0 (e0 is independent of r)
and any r ¥ [0, 1/2), u e, r is a nontrivial solution of the problem
− e div((r+|Du|p−2) Du)=f(u) in W, u=0 on “W. (5.3)
Moreover, the maximum principle implies 0 < u e, r [ r2. Since
er F
W
|Du e, r |2+e F
W
|Du e, r |p=F
W
f(u e, r) u e, r,
then
||u e, r ||W1, p0 (W) [ C,
where C depends on e but is independent of r. By arguments similar to
those in the proof of Proposition 2.2 of [17], we have ||u e, r ||C1, b(W) [ C for
0 < b < 1 where C depends on e but is independent of r. (Such results can
be obtained directly from [28, 42, 43].) This implies that for 0 < e < e0,
u e, r Q u e in C1(W¯) as rQ 0.
Since Je, r(u e, r) \ a > 0, a is independent of r, and
Je, r(u e, r)Q Je(u e) > a as rQ 0,
we know from Lemma 5.1 that u e – u¯e. Moreover,
Je(u e)=inf
g ¥ C˜
max
u ¥ g([0, 1])
Je(u).
From the maximum principle we have maxW¯ u e > r1. L
Remark 5.3. Taking r=0, we see that the conclusion of Theorem 5.2
holds also for 1 < p [ 2. We present a bad version of Theorem 5.2 here in
order to obtain the asymptotic behaviour of u e as eQ 0 below.
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6. PROOF OF THEOREM B
To obtain the first claim of Theorem B, we define g: [0, 1]Q E by
g(t)=tUe. Then we have
Je(tUe)=
e
p
F
(e/e0)
1/p
W
tp |Du¯e0 ((e0/e)
1/p x)|p dx
−F
(e/e0)
1/p
W
F(tu¯e0 ((e0/e)
1/p x)) dx
[ (e/e0)N/p 1 e0p FW |Du¯e0 (x)|p dx−F(r1) |W|2 [ C1eN/p,
and thus Je(u e) [maxt ¥ [0, 1] Je(tUe) [ C1eN/p. Since Je(u e) \ a, claims (i)
and (ii) of Theorem B hold.
To show (iii) of Theorem B, we first define a class of perturbations gh(s)
(with h > 0 small) of f(s) such that
c(h)+f(s) [ gh(s) [ f(s)+C(h) for s ¥ [0, r2+1) (6.1)
and gh satisfies (H 1)–(H 4) in Theorem A.5 of the Appendix for any h > 0
sufficiently small, where c(h), C(h) ¥ C0([0, 1/8]) satisfy c(0)=C(0)=0
and C(h) \ c(h) > 0 for 0 < h [ 1/8.
We denote the three zeros of gh by r0(h), r1(h), and r2(h). Then it is
clear that
0 < r0(h) < r1(h) < r1 < r2 < r2(h) (6.2)
and
lim
hQ 0
r0(h)=0, lim
hQ 0
|ri(h)−ri |=0 for i=1, 2, (6.3)
where r1, r2 are the positive zeros of f. Moreover, for any h > 0, there is a
unique m(h) ¥ (r1(h), r2(h)) such that
Fm(h)
r0(h)
gh(s) ds=0.
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Note that the zeros of gh depend on h; we assume that gh is chosen so that
there exists C > 0 independent of h such that
|gh(s)| [ C |s−ri(h)|p−1
for s near ri(h) and i=0, 1, 2. Moreover, we assume that
lim
sQ r0(h)
+
gh(s)/(s−r0(h))p−1=−m1(h) < 0
and m2 [ m1(h) [ m3 for all h small, where 0 < m2 [ m3 are independent
of h.
For example, if f is the example given in the Introduction, we may
choose the perturbations gh(s) (h > 0 sufficiently small) to be
gh(s)=˛ −mk1h(s) k2h(s) k3h(s), for p \ 2,
−m |(s−h)|p−2 (s−h)((a−h)−s)((1+h)−s), for 1 < p < 2,
where
k1h(s)=|s−h|
p−2 (s−h),
k2h(s)=|(a−h)−s|
p−2 ((a−h)−s), 0 < a < 1/4,
k3h(s)=|(1+h)−s|
p−2 ((1+h)−s).
(Note that for p > 2, gh ¥ C1((0,.)) 5 C0([0,.)).)
We will use the following lemma.
Lemma 6.1. Let p, W be as in Theorem B and u e be the positive solution
obtained in Theorem 5.2. Then there exists eg such that for 0 < e < eg,
u e satisfies
: “u e
“n (x)
: [ (C/e) e−se −1/p for all x ¥ “W, (6.4)
where C and s are independent of e and n(x)=−nx denotes the outward
normal vector at x ¥ “W.
Proof. We show that there exists r˜ > 0 independent of e such that
lr˜=sup
W
r˜
u e < mˆ, (6.5)
where mˆ ¥ (r1, r2) is such that > mˆ0 f(s) ds=0.
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By the moving plane method near “W, as in the Appendix, we can
find s˜ > 0 independent of e and r such that for any y ¥ W s˜={x ¥ W :
dist(x, “W) < s˜}, there is a fixed-size cone Ky … W s˜ with vertex at y and
u e, r(y)=minx ¥Ky u e, r(x).
From the proof of Theorem 5.2, for 0 < e < e0, u e, r Q u e in C1(W¯) as
rQ 0 and u e has the same properties as u e, r. Thus, for any y ¥ W s˜, there is
a fixed-size cone Ky … W s˜ with vertex at y and u e(y)=minx ¥Ky u e(x).
Let d˜ ¥ (0, mˆ−r1). We claim that there exists 0 < e1 < e0 such that for
0 < e < e1, supWs˜ u e < r1+d˜. To see this, fix y ¥ W s˜ and choose a positive
radially symmetric function f ¥ C.0 (W) so that supp f …Ky and r1 <
max f < r1+d˜. Then there exists x˜1 ¥Ky and r˜ > 0 such that f \ t > r1
in B(x˜1, r˜) …Ky. By Theorem A, there exists a constant e1=e1(f) < e0
such that, for 0 < e < e1, u¯e is the unique solution between f and r2.
Suppose that for 0 < e < e1, u e(yŒ) \ r1+d˜ at some point yŒ ¥ W s˜. Then
u e \ r1+d˜ in KyŒ and consequently u e > fŒ for some fŒ ¥ C.0 (W), which is a
translation of f. Since Ky and KyŒ have the same fixed size, then there
exists x˜2 ¥KyŒ such that B(x˜2, r˜) …KyŒ and fŒ \ t > r1 in B(x˜2, r˜) (since fŒ
is a translation of f). Remark 4.1 then implies e1(f)=e1(fŒ). This gives
u e — u¯e, a contradiction. Let r˜=s˜. Thus, (6.5) holds.
Now fix a point xg ¥ “W. Without loss of generality, we may assume that
xg=0 and n(xg)=e1=(1, 0, ..., 0), where n(x) is the outward normal
vector at x ¥ “W.
To construct a family of supersolutions to Eq. (5.1), we consider the
following ordinary differential equation with an arbitrary small h > 0
e (|wŒ|p−2 wŒ)Œ+gh(w)=0 in (0, c), wŒ(0)=0, w(c)=r0(h), (6.6)
where 0 < c < r˜ is independent of e and h. From Theorem A.5 there exists
e¯(h) > 0 such that for 0 < e < e¯(h), (6.6) has a solution wh, e with the
following properties:
(1) |wh, e−r0(h)| [ Ce−s/e
1/p
in any closed subinterval of (0, c], where
C > 0, s > 0 are independent of e and h,
(2) wh, e(0)Q m(h) as eQ 0.
(From the proof of Theorem A.5, s in (1) depends on m1(h), but since
m2 [ m1(h) [ m3, we can choose s in (1) that does not depend on h, but s
depends on m2.)
We claim that we can choose e¯ > 0 independent of h such that for
0 < e < e¯, properties (1) and (2) of wh, e still hold. In fact, we easily see that
wh, e−r0(h) satisfies the problem (A.19) in Corollary A.7. Then if we
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choose e¯ as in Corollary A.7, we have from Corollary A.7 that if 0 < e < e¯,
then (1) and (2) hold. Choosing eg=min{e1, e¯}, we have (6.5), and properties
(1) and (2) hold for 0 < e < eg and any small h > 0.
We now define wh, e, t(x)=wh, e(x1+t) for 0 [ t [ c. Clearly wh, e, t satisfies
eDpu+gh(u)=0 in W
−
t=W 5 {x ¥ RN : x · e1=x1 > −t}
and there exists t0 > 0 (depending on h and e) such that wh, e, t0 > u e in W
−
t0
(since m(h)Q mˆ as hQ 0, we can choose h so small that m(h) > lr˜). By the
sweeping out result as in Proposition 2.5, we have
wh, e, c \ u e in W −c. (6.7)
In fact, by the convexity of W, W −t=W 5 {x ¥ RN : − t < x1 < 0} and for
any t0 [ t1 [ c, wh, e, t1 (x)| x1=−t1=wh, e(0)=m(h)+o(1) > u e(x)| x1=−t1 for e
sufficiently small, wh, e, t1 | “W > u e | “W. Thus, arguments similar to those in the
proof of Proposition 2.5 imply that
wh, e, t1 (x) \ u e(x) for x ¥ W
−
t1 and t1 ¥ [t0, c].
This implies that (6.7) holds.
By compactness of “W and the properties of wh, e, c, we obtain from (6.7)
that
u e [ r0(h)+Ce−s/e
1/p
in Wc/2. (6.8)
Since C and s are independent of h, letting hQ 0, we have
u e [ Ce−s/e
1/p
in Wc/2. (6.9)
(Note that r0(h)Q 0 as hQ 0.) On the other hand, it follows from (6.7)
that
w0, e, c \ u e in W −c, (6.10)
where w0, e=we is the solution given in Corollary A.7. (In fact, we can
show that wh, e Q we in C1([0, c]) as hQ 0). Since xg ¥ “W −c, it follows from
(6.10) that
“u e
“n (x
g) [
“w0, e, c
“n (0)=w
−
0, e(c). (6.11)
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Notice that w0, e satisfies problem (A.19) of the Appendix. It follows from
Corollary A.7 that
w −0, e(c) [ (C/e) e−se
−1/p
,
where C and s are independent of e. This completes the proof. L
Remark 6.2. The proof of Lemma 6.1 also implies that the maximum
of u e can not be attained near “W. In fact, the proof of Lemma 6.1 shows
that maxW¯c/2 u e < r1. A similar argument to that in the proof of Lemma 7.2
implies that if x0 ¥ W is a local maximum point of u e, then u e(x0) > r1.
Proof of part (iii) of Theorem B. Pohozaev’s identity for u e (see [16]),
(1−N/p) e F
W
|Du e |p dx+N F
W
F(u e) dx=e(1−1/p) F
“W
|Du e |p (x · n) ds,
and (i) and (ii) of Theorem B and Lemma 6.1 imply that
e F
W
|Du e |p dx=NJe(u e)+e(1−1/p) F
“W
|Du e |p (x · n) ds
< CeN/p+C
e
p
eN/p < CeN/p.
Next, for each 0 < s < mˆ − r1, we define We, r1+s — {x ¥ W : u e(x) >
r1+s} and we shall prove that |We, r1+s | < Ce
N/p for some C > 0 indepen-
dent of e. Choose k > 0 independent of e such that f(u e) > k in We, r1+s/2;
this is possible by assumptions (F1)–(F3) and Proposition 4.2, since we
know from Proposition 4.2 that maxW u e < r2−s1 with s1 > 0 independent
of e. Then we have
|We, r1+s | <
2
s
F
We, r1+s
(u e−r1−s/2) dx <
2
s
F
We, r1+s/2
(u e−r1−s/2) dx
[
2
ks
F
We, r1+s/2
f(u e)(u e−r1−s/2) dx
=
2e
ks
F
We, r1+s/2
−(u e−r1−s/2) div(|Du e |p−2 Du e) dx
<
2e
ks
F
We, r1+s/2
|Du e |p dx <
2e
ks
F
W
|Du e |p dx [
2C
ks
eN/p.
QUASILINEAR ELLIPTIC EIGENVALUE PROBLEMS 37
Noting that there is a constant K > 0 such that up [ −KF(u) for
0 [ u [ r1+s, we have
F
W
u pe dx=F
W0We, r1+s
u pe dx+F
We, r1+s
u pe dx
[ −K F
W0We, r1+s
F(u e) dx+F
We, r1+s
u pe dx
[KJe(u e)+K F
We, r1+s
F(u e) dx+F
We, r1+s
u pe dx
[KC1eN/p+(rp2+KF(r2)) |We, r1+s |
[ CeN/p,
and our proof of part (iii) of Theorem B is completed.
Remark 6.3. We easily see that u e < u¯e in W as eQ 0. Thus, u e is a
small solution.
7. PROOF OF THEOREM C
Let xe be a point at which u e attains a local maximum. We know that
{xe} is bounded away from “W. Let Ue(x)=ue(e1/px+xe). By a compact-
ness argument, as in the proof of Proposition 4.2, we see that Ue(x)Q U in
C1loc(R
N), where U with 0 < U < r2 is a positive solution of the equation
DpU+f(U)=0 in RN. Moreover, it follows from >W u pe dx [ CeN/p and the
change of variable that >RN Up dx [ C. We know from the proof of (iii) of
Theorem B that
e
p
F
W
|Du e |p dx [ CeN/p.
Thus, by the change of variable, we obtain >RN |DU|p dx [ C. Therefore,
U ¥W1, p(RN) 5 C1(RN).
Now we show that f(U) ¥ L1(RN). In fact, it follows from the assump-
tions in Theorem C that there exists a sg with r1+sg < mˆ such that We, r1+sg
is a connected convex set. Then the continuity of u e implies that we can
choose a convex domain Oe …… We, r1+sg with boundary suitably smooth
such that maxWe, r1+sg 0Oe u e < mˆ. We claim that
u e [ Ce−se
−1/p
in W0We, r1+sg, (7.1)
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where C and s are independent of e. In fact, for a fixed xg ¥ “Oe, without
loss of generality, we may assume that xg=0 and n(xg)=e1=(1, 0, ..., 0),
where n(x) is the outward normal vector at x ¥ “Oe. We choose c > 0 such
that
W1 :={x ¥ W, x · e1=x1 > 0} … {x ¥ RN : x · e1=x1, 0 < x1 < c} (7.2)
and “W 5 {x1=c} ]”. Define
W −t=W 5 {x ¥ RN : x · e1=x1 > c−t}
and
wh, e, t(x)=wh, e(x1+t− c) for 0 [ t [ c
where wh, e is the solution of (6.6). Clearly wh, e, t satisfies
eDpu+gh(u)=0 in W
−
t
and there exists a small t0 > 0 (depending on h and e) such that wh, e, t > u e
in W −t0 . Arguments similar to those in the proof of Lemma 6.1 imply that
wh, e, c \ u e in W −c. (7.3)
Therefore, the compactness of “Oe and the properties of wh, e, c imply that
u e [ r0(h)+Ce−se
−1/p
in W0Wr1+sg, (7.4)
where s and C are independent of e and h. Letting hQ 0, we obtain our
claim (7.1).
Now, with the help of (7.1), we show that
F
W
u p−1e dx [ CeN/p (7.5)
for C independent of e. In fact, from the proof of (iii) of Theorem B we
have
|We, r1+sg | [ Ce
N/p.
On the other hand, by (7.1) we also have
F
W
u p−1e dx=F
W0We, r1+s
g
u p−1e dx+F
We, r1+s
g
u p−1e dx [ CeN/p. (7.6)
QUASILINEAR ELLIPTIC EIGENVALUE PROBLEMS 39
This implies that >RN Up−1=dx [ C. Since |f(s)| [Msp−1 for s ¥ [0, r2],
we have
F
R
N
|f(U)| dx [M F
R
N
Up−1 dx [ C. (7.7)
Theorem D implies that U is radially symmetric (since the fact that
fŒ(s) < 0 for s near 0 in (F1) implies that there exists d˜ > 0 such that f is
nonincreasing for 0 < s < d˜). Since max U ¥ (r1, r2−s), it follows from
[20] that U(x) — w(r) is the unique positive (radial) solution of (1.2). L
We now give an estimate for Je(u e).
Lemma 7.1. We have
0 < Je(u e) [ eN/p[I(U)+o(1)], (7.8)
where I(U)=1p >RN |DU|p− >RN F(U), F(u)=>u0 f(s) ds, and U, with max U
¥ (r1, r2−s), is the unique positive (radial) solution of Eq. (1.2) in
W1, p(RN) 5 C1(RN).
Proof. The main idea in this lemma is similar to that in the proofs of
Proposition 3.2 of [9] and Theorem 3.5 of [25]. Note that a1, u e in
Proposition 3.2 of [9] are 0 here. We have from [20] that the problem
eDpu+f(u)=0 in B, u=0 on “B,
where B is the unit ball in RN, has exactly two positive radial solutions uˆ1e
and uˆ2e for e sufficiently small. Moreover, we also know from [20] that uˆ
1
e
and uˆ2e satisfy (uˆ
1
e )Œ (r) < 0, (uˆ2e )Œ (r) < 0 for r ¥ (0, 1]; uˆ1e is the maximal
positive solution (and is close to r2) on B; mˆ <max uˆ
2
e < r2 and if we let
U˜e(r)=uˆ
2
e (e
1/pr), then U˜e Q U in C
1
loc(0,.) as eQ 0. The arguments in the
proofs of Theorems 5.2 and B imply that uˆ2e is a mountain pass solution.
(To obtain the symmetry results, in [20], the author used the results in [3]
and [4].) Moreover, the proofs of Lemma 6.1 and (iii) of Theorem B imply
that for any 0 < sg < mˆ−r1, there exists C˜=C(sg) > 0 independent of e
such that the set {r ¥ [0, 1) : uˆ2e (r) > r1+sg} … [0, e1/pC˜). The proof of
(7.1) implies that uˆ2e (r) [ Ce−se
−1/p
for e1/pC˜ [ r [ 1, where C and s are
independent of e. Hence if we use the radial functional Jˆe for the equation
and use the minimax on all nondecreasing paths joining 0 and Uˆe(x), where
Uˆe(x)=˛ uˆ1e0 ((e0/e)1/p x), if x ¥ (e/e0)1/p B,
0, if x ¥ B0(e/e0)1/p B,
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for some small e0 > 0 with e < e0, the energy cˆe=Jˆe(uˆ
2
e )=e
N/p(I(U)+o(1)).
(This can easily be obtained by the same argument as in the proof of
Proposition 3.2 of [9]. Note that Uˆe is a radial function, U decays
exponentially as rQ., and uˆ2e is exponentially small in any closed interval
in (0, 1].) Define p e1(t), p˜(t)=(1−l(x)) p
e
1(t) to be as in the proof of
Proposition 3.2 of [9]. Then, from the proof of Theorem 5.2, we have
Je(p˜(1))=Jˆe(Uˆe) < 0.
Furthermore, also from that proof, we have ||p˜(1)|| > g, where g is as in
that proof. Therefore,
Je(p˜(t))=Jˆe(p
e
1(t)).
Hence,
Je(u e)=ce [ eN/p(I(U)+o(1)). L
The next lemma is similar to Lemma 4.2 of [30].
Lemma 7.2. Let f ¥ C1(Bb) (Bb is the ball with centre 0 and radius b) be
a radial function and satisfy fŒ(0)=0 and (|fŒ(r)|p−2 fŒ(r))Œ < 0 for
0 [ r [ b. Then there exists d1 > 0 such that if k ¥ C1(Bb) satisfies
(i) Dk(0)=0 and
(ii) ||div(|Dk|p−2 Dk−|Df|p−2 Df)||L.(Bb) < d1,
then Dk ] 0 for x ] 0.
Proof. By replacing kxj and fxj in the proof of Lemma 4.2 of [30] by
|Dk|p−2 kxj and |Df|
p−2 fxj , the proof of this lemma follows easily from the
cited proof. L
Applying this lemma and Theorem D, we can show that if P1e , P
2
e are
two local maximum points of u e, then
e−1/p |P1e −P
2
e |Q. (7.9)
as eQ 0.
We first claim that if Pe is a local maximum point of u e, then
u e(Pe) > r1. In fact, since Pe is a local maximum point of u e, there is a ball
Bt=Bt(Pe) …… W with t > 0 sufficiently small (which may depend on e)
such that “u e/“n [ 0 on “Bt(Pe). Then multiplying both sides of (5.1) by u e
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and integrating on Bt, we obtain >Bt f(u e) u e dx > 0. This implies that there
exists 0 < t0 [ t such that f(u e) > 0 on Bt0 . Thus, u e(Pe) > r1. This also
implies that P1e and P
2
e are bounded away from “W.
Now defining U1e (y)=u e(e
1/py+P1e ), we see that U
1
e Q U in C
1
loc(R
N) as
eQ 0. We also know that for any R > 0,
||div(|DU1e |
p−2 DU1e −|DU|
p−2 DU)||L.(BR) Q 0 as eQ 0
since f(U1e )Q f(U) in BR as eQ 0. To obtain (7.9), as in the proof of
Lemma 4.2 of [30], we only need prove that U1e has exactly one local
maximum point in BR. This fact can be obtained by arguments similar to
those in the paragraph immediately after the proof of Lemma 4.2 of [30]
and using Lemma 7.2. (Note that (|UŒ(r)|p−2 UŒ(r))Œ < 0 for r ¥ [0, b] and
some b > 0 (since (|UŒ|p−2 UŒ)Œ (0) < 0 (see [20])), so that U has exactly one
local maximum point in RN.)
The proof that u e has only one local maximum point in W (and thus the
proof of Theorem C) is obtained by arguments similar to those in the proof
of Theorem 1.1 of [9]. (Note that a1, a2, and u e in the cited theorem are
0, r1, and 0, respectively, in our case.)
APPENDIX A
Theorem A.1. Let p > 2, W be a convex domain with smooth boundary.
Let ue, r ¥ C1(W¯) be a positive solution of the problem
− e div((r+|Du|p−2) Du)=f(u) in W, u=0 on “W, (A.1)
where 0 < e < e0 (with e0 as in the proof of Theorem B), r ¥ (0, 1/2). Then
there exists s > 0, independent of r and e, such that for any y ¥ Ws, there is a
fixed size cone Ky … W with vertex at y and ue, r(y)=minx ¥Ky ue, r(x).
Theorem A.1 follows from Theorem A.2 and an idea similar to that in
the proof of Lemma A in the Appendix of [25].
We first show that the moving plane method can be used near “W. We
first introduce some notation as in [14]. Let c be a unit vector in RN and Tl
be the hyperplane {c · x=l}. For l large, Tl is disjoint from W¯. Let the
plane move continuously toward W, preserving the same normal, that is,
decrease l, until Tl begins to intersect W¯. From that moment, at every stage
the plane Tl cuts off fromW an open capS(l). LetSŒ(l) denote the reflection
of S(l) in the plane Tl. For convenience, let c be the unit vector
(1, 0, ..., 0) and assume maxx ¥ W¯ x1=l0.
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Theorem A.2. Let p > 2, W be a convex domain with smooth boundary
“W. Let ue, r ¥ C1(W¯) be a positive solution of (A.1). Then there exist d > 0
independent of r and e such that for l0−d [ l < l0,
“ue, r
“x1
< 0 on S(l). (A.2)
The lemma below shows that the moving plane procedure can be started.
Lemma A.3. Let e > 0, r ¥ (0, 1/2) be fixed, and x0 ¥ “W with
n1(x0) > 0. For some a > 0 assume ue, r is a C1 function in Wa where Wa=W 5
{|x−x0 | < a}, ue, r > 0 in W, and ue, r=0 on “W 5 {|x−x0 | < a}. Then there
exists d > 0 (depending on e and r) such that in W 5 {|x−x0 | < d},
(ue, r)x1 < 0.
Proof. Since ue, r > 0 in W, necessarily, (ue, r)n [ 0 on S :=“W 5
{|x−x0 | < a}, and hence (ue, r)1 — (ue, r)x1 [ 0 on S, for by decreasing a if
necessary, we may assume n1 > 0.
If the lemma were false there would be a sequence of points x jQ x0, with
(ue, r)1 (x j) \ 0. For j large, the interval in the x1 direction going from x j
to “W hits S at a point where (ue, r)1 [ 0. Consequently, we have
(ue, r)1 (x0)=0. Letting g(s)=f(s)+Msp−1 with M> 0 sufficiently large,
from the assumptions of f, g is strictly increasing on (0, r2). Therefore,
− e div((r+|Due, r |p−2) Due, r)+Mu
p−1
e, r \ 0 in W.
By a modified version of the strong maximum principle in [34] and [44]
we get (ue, r)n < 0 on “W and so (ue, r)1 (x0) < 0, a contradiction. L
The next lemma implies that the moving plane procedure can be
continued.
Lemma A4. If for some l satisfying lg < l < l0,
(ue, r)1 [ 0 and ue, r(x) [ ue, r(xl) but ue, r(x) – ue, r(xl) in S(l),
then ue, r(x) < ue, r(xl) in S(l) and (ue, r)1 < 0 on W 5 Tl.
Proof. Let ve, r(x)=ue, r(xl) and we, r(x)=ve, r(x)−ue, r(x). Then we, r(x)
\ 0 in S(l). We also have that we, r satisfies the equation
− e Sij
“
“xi
5(rdij+a ije, r(x)) “we, r“xj 6+M(p−1) tp−2e, r (x) we, r \ 0 in S(l),(A.3)
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where te, r(x) ¥ (ue, r(x), ve, r(x)) and a ije, r(x) is as in [23]. Since r > 0, we
have that the operator in (A.3) is uniformly elliptic. Since we, r=0 on
Tl 5 W it follows from the maximum principle that we, r > 0 in S(l) and
(we, r)1 > 0 on Tl. But on Tl, (we, r)1=−2(ue, r)1, and the lemma is
proved. L
Now, by Lemmas A.3 and A.4, we give the proof of Theorem A.2 using
an idea similar to that of [14]. In fact, if
lgg=inf{l: l < l0; (ue, r)1 < 0, ue, r(x) < ue, r(xl) for x ¥ S(l)},
it follows from the arguments of [14] that at least one of the following
occurs:
(i) SŒ(lgg) becomes internally tangent to “W at some point P not
on Tlgg,
(ii) Tlgg is orthogonal to “W at some point Q ¥ Tlgg 5 “W.
Note that lgg is independent of e and r. The proof of Theorem A.2 now
follows from the compactness of W¯.
In the proof of the following theorem we use C and s to denote positive
constants which are independent of e but may change line to line.
Theorem A.5. Assume that p > 2 and h ¥ C1((0,.)) 5 C0([0,.))
satisfies
(H 1) h(0) > 0, J sQ 0+ h(s)/sp−1 > 0.
(H 2) There are exactly three numbers 0 < z1 < z2 < z3 such that
h(zi)=0 for i=1, 2, 3, there exists sˆ > 0 and M> 0 sufficiently large such
that hŒ(s) < 0 for s ¥ (z3− sˆ, z3) and h(s) [M(z3−s)p−1 for s ¥ [0, z3].
(H3) There exists s˜ > 0 such that hŒ(s) < 0 for s ¥ (z1− s˜, z1+s˜)0{z1},
limsQ z+1 h(s)/(s−z1)
p−1=−m1 < 0, and h(s) [M(z1−s)p−1 for s ¥ [0, z1];
h(s) [M(z2−s)p−1 for s ¥ [0, z2].
(H4) >z3z1 h(s) ds > 0.
Then for a given c > 0, there exists e¯ > 0 such that for 0 < e < e¯, the ordinary
differential equation
e(|wŒ|p−2 wŒ)Œ+h(w)=0 in (0, c), wŒ(0)=0, w(c)=z1 (A.4)
possesses a positive solution we(x) with the following properties:
(i) we(0)Q m as eQ 0, we(0) ¥ (m, z3), w −e(x) < 0 for x ¥ (0, c),
where m ¥ (z2, z3) is the unique point such that >mz1 h(s) ds=0.
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(ii) |we−z1 | < Ce−s/e
1/p
in any closed interval in (0, c], where C > 0,
s > 0 are independent of e. Moreover,
|w −e(c)| [ (C/e) e−se
−1/p
. (A.5)
Proof. Let h˜(s)=h(s+z1). It follows from the assumptions on h
that z2−z1, z3−z1 are the only two positive zeros of h˜. Moreover,
>m−z10 h˜(s) ds=0.
Now we consider the initial value problem
(|vŒ|p−2 vŒ)Œ+h˜(v)=0 in (0, R), v(0)=a, vŒ(0)=0. (A.6)
Since h˜ satisfies the conditions (F1)–(F3) (with r1=z2−z1, r2=z3−z1), it is
known from [20, 21] that there exists a unique solution va of (A.6) for
a ¥ [m−z1, z3−z1).
For a ¥ [m−z1, z3−z1) define
I−={a: ,0 < R <. such that va(R)=0},
I0={a: va(x) > 0, v
−
a(x) < 0 for every x > 0 and limxQ. va(x)=0},
I+={a: ,R > 0 such that v −a(R)=0 and 0 < va(R) < a}.
From the first integral of the equation in (A.6), we see that
I+ 2 I− 2 I0=[m−z1, z3−z1), I−=(m−z1, z3−z1), I0={m−z1}.
This implies that vm−z1 satisfies limxQ. vm−z1 (x)=0. By arguments similar
to [20], we see that
lim
xQ.
sup vm−z1 (x) e
( m1p−1−g)
1/p
x <. (A.7)
and
lim
xQ.
v −m−z1 (x)
vm−z1 (x)
=−(m1/(p−1))1/p (A.8)
for any g ¥ (0, m1/(p−1)). This implies that vm−z1 decays exponentially fast
at ..
Setting ya(x)=z1+va(x), ya is a solution of
(|yŒ|p−2 yŒ)Œ+h(y)=0 y(0)=z1+a, yŒ(0)=0. (A.9)
Moreover, y −m−z1 (x) < 0 for x ¥ (0,.) with ym−z1 (0)=m and ym−z1 −z1
decays exponentially fast at .. On the other hand, for a ¥ (m−z1, z3−z1),
(A.9) has a solution ya for which there exists Ra such that ya(Ra)=z1
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and ya > z1 in [0, Ra) (since I−=(m−z1, z3−z1)). By the continuous
dependence of ya and Ra on a, we see that limaQ (m−z1)+ Ra=. and
limaQ (m−z1)+ ya(0)=m. These imply that there exists R¯ sufficiently large
such that for any R > R¯, (A.9) has a solution yR(x) with yR(R)=z1 and
yR(0)Q m as RQ.. Defining e=(R/c)−p, e¯=(R¯/c)−p, and we(x)=
yR((R/c) x) for 0 < e < e¯, we have that we is a positive solution of (A.4)
and limeQ 0 we(0)=m. This shows (i).
To prove (ii), we need the following sweeping out result.
Lemma A.6. Assume that p > 2 and h satisfies (H 1)–(H 4). Let [a, b]
be a closed interval in R and {vt ¥ C1(0, c) 5 C0([0, c]), max vt < z3−z1;
t ¥ [a, b]} be a family of positive functions such that
e(|v −t |
p−2 v −t)Œ+h(z1+vt) \ 0
for all t ¥ [a, b]; vt satisfies v −t(x) [ 0 for r ¥ (0, c). If u ¥ C1((0, c)) 5
C0([0, c]) satisfies u > 0 in [0, c) and uŒ(x) < 0 for x ¥ (0, c] with
max u < z3−z1 and
e(|uŒ|p−2 uŒ)Œ+h(z1+u) [ 0 in (0, c)
u \ vt at x=c for all t ¥ [a, b] and
u \ va in [0, c]
then u \ vb in [0, c].
Proof. The proof of this lemma is similar to the proof of the general-
ized sweeping principle of Serrin in [18]. Let h˜(s)=h(z1+s). By the
assumptions on h, there exists M> 0 such that l(s) :=h˜(s)+Msp−1 is
strictly increasing on [0, z3−z1]. Since uŒ(x) < 0, v −t(x) [ 0 for x ¥ (0, c], if
t ¥ [a, b] is such that u \ vt in [0, c], then we have
− e(|uŒ|p−2 uŒ)Œ+Mup−1 \ l(u) \ l(vt) \ − e(|v −t |p−2 v −t)Œ+Mvp−1t .
For any x0 > 0 small, we have that
− e(Y(t, uŒ, v −t) (u−vt)Œ)Œ+MY(t, u, vt) (u−vt) \ 0 in [x0, c), (A.10)
where Y(t, y, z)=(p−1)>10 |ty+(1−t) z|p−2 dt. The operator in (A.10) is
uniformly elliptic. This gives the conclusion of this lemma in [x0, c).
Letting x0 Q 0 completes the proof. L
Now we give the proof of (ii). We shall show that for any x1 ¥ (0, c),
|we−z1 | [ Ce
−( m1p−1−g)
1/p
e
−1/p(x1/2).
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Define w¯e(x)=vm−z1 (e
−1/px). Then w¯e(x) [ Ce−(m1/(p−1)−g)
1/p
e
−1/px. On the
other hand, (we−z1)−1 (m−z1)Q 0 as eQ 0. Thus, we(x1/2)−z1 < m−z1
for sufficiently small e > 0, and consequently we(x)−z1 < w¯e(x−x1/2)
for x ¥ (x1/2, c] by the sweeping out result in Lemma A.6. In fact,
vt(x) :=we(x+t)−z1 for t ¥ [0, c] are a class of solutions of
e(|vŒ|p−2 vŒ)Œ+h(z1+v)=0
and vt(c)=0 for t ¥ [0, c] (we assume that we(x)−z1 — 0 for x > c).
Moreover, vc=we(x+c)−z1 < w¯e(x−x1/2) for x ¥ (x1/2, c]. Then,
Lemma A.6 implies that v0(x) [ w¯e(x−x1/2) and thus
we(x1)−z1 [ w¯e(x1/2) [ Ce
−( m1p−1−g)
1/p
e
−1/p(x1/2).
This also implies that for any closed interval K … (0, c] there exists s > 0
(depending on K) such that for x ¥K,
|we(x)−z1 | [ Ce−se
−1/p
.
This completes the proof of (ii).
Now we show (A.5). Define we(x)=z1+ve(x). Then ve satisfies the
equation
e(|v −e |
p−2 v −e)Œ+h˜(ve)=0 in (0, c). (A.11)
Let ke=−(|v
−
e/ve |
p−2 v −e/ve). By a routine calculation, we have
k−p/(p−1)e k
−
e=
h˜(ve)
e |ve |p−1
k−p/(p−1)e +(p−1). (A.12)
−(p−1)(k−1/(p−1)e )Œ=
h˜(ve)
e |ve |p−1
k−p/(p−1)e +(p−1). (A.13)
Since limsQ 0 h˜(s)/sp−1=−m1 < 0, v
−
e < 0 in (0, c], and ve Q 0 in [x
g/2, xg]
as eQ 0 for any xg ¥ (c/2, c), there exists e¯ > 0 such that
h˜(ve)
vp−1e
> −(m1+1) in [xg/2, xg]
for all 0 < e < e¯. Suppose that k−p/(p−1)e [ (p−1) e/(2(m1+1)) in
[xg/2, xg]. Then
−(p−1)(k−1/(p−1)e )Œ=−
(m1+1)
e
k−p/(p−1)e +(p−1), (A.14)
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and thus,
(k−1/(p−1)e )Œ < − 12 in [xg/2, xg]. (A.15)
Integrating (A.15) on (xg/2, xg), we have
k−1/(p−1)e (x
g)−k−1/(p−1)e (x
g/2) < −(xg/4). (A16)
This is a contradiction since under our assumption the left hand side of
(A.16) tends to 0 as eQ 0. This also implies that there exists x˜ ¥ (xg/2, xg)
such that
k−p/(p−1)e (x˜) >
(p−1) e
2(m1+1)
. (A.17)
Then we have
|v −e(x˜)|
p <
2(m1+1)
(p−1) e
(ve(x˜))p < (C/e)p e
−pc4 ( m1p−1−g)
1/p
e
−1/p
(A.18)
since x˜ > xg/2 > c/4. As xg ¥ (c/2, c) is arbitrary and |v −e(c)|p < |v −e(x)|p
when x is near c (note that h˜(s) < 0 for s ¥ (0, z2−z1)) then (A.18) implies
(A.5). This completes the proof of Theorem A.5. L
Choosing z1 in Theorem A.5 to be 0, the following corollary is easily
obtained.
Corollary A.7. Assume p > 2 and f satisfies (F1)–(F3). Then for a
given c > 0, there exists e¯ > 0 such that for 0 < e < e¯, the ordinary differential
equation
e(|wŒ|p−2 wŒ)Œ+f(w)=0 in (0, c), wŒ(0)=0, w(c)=0 (A.19)
possesses a positive solution we(x) with the following properties:
(i) we(0)Q mˆ as eQ 0, we(0) ¥ (mˆ, r2), w −e(x) < 0 for x ¥ (0, c), where
mˆ ¥ (r1, r2) is the unique point such that > mˆ0 f(s) ds=0.
(ii) |we| [ C e−s/e
1/p
in any closed interval in (0, c]. Moreover,
|w −e(c)| [ (C/e) e−se
−1/p
, (A.20)
where C and s are independent of e.
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