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Abstract
Modeling the spontaneous evolution of morphology in natural systems and its preservation by propor-
tionate growth remains a major scientific challenge. Yet, it is conceivable that if the basic mechanisms
of growth and the coupled kinetic laws that orchestrate their function are accounted for, a minimal
theoretical model may exhibit similar growth behaviors. The ubiquity of surface growth, a mechanism
by which material is added or removed on the boundaries of the body, has motivated the development
of theoretical models, which can capture the diffusion-coupled kinetics that govern it. However, due to
their complexity, application of these models has been limited to simplified geometries. In this paper,
we tackle these complexities by developing a finite element framework to study the diffusion-coupled
growth and morphogenesis of finite bodies formed on uniform and flat substrates. We find that in this
simplified growth setting, the evolving body exhibits a sequence of distinct growth stages that are rem-
iniscent of natural systems, and appear spontaneously without any externally imposed regulation or
coordination. The computational framework developed in this work can serve as the basis for future
models that are able to account for growth in arbitrary geometrical settings, and can shed light on the
basic physical laws that orchestrate growth and morphogenesis in the natural world.
1. Introduction
From the life cycle of a living organism to that of an engineered artifact, the evolution of material
systems is driven by competing processes of growth and decay. When these processes are coupled to
simultaneously occurring adaptations, such as accumulation of mechanical stresses, deformation, diffu-
sion, and chemical reactions, predicting the evolution of the material system becomes a nontrivial task.
In the animal kingdom, these growth processes are often described as either morphogenesis (Turing,
1952; Cross and Hohenberg, 1993), or proportionate growth (Sadhu and Dhar, 2012; Bischofberger
and Nagel, 2016). The former refers to changes in shape of an evolving body, such as the breakage
of symmetry in an embryo1, and the latter to changes in size that preserve the overall shape, such as
the growth of a child into an adult. From the biological viewpoint, the orchestration of these complex
growth processes is encoded in the DNA (Johnson and Tabin, 1997; Metzger and Krasnow, 1999).
∗Corresponding author.
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1An embryo is initially spherical in its blastula stage.
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Nonetheless, in recent years mechanics has emerged as a key player in driving natural growth (Savin
et al., 2011; Tallinen et al., 2016; Budday et al., 2014), thus potentially providing a link between the
biological growth factors and the physical growth process, and in turn providing basic understanding
that can guide the development of intelligent fabrication technologies that mimic natural growth.
In this work, we focus our attention on material systems that can grow or degrade by reactions that
occur on the boundaries of the body (i.e. surface growth) while accounting for the influence of diffu-
sion through the bulk of the body that is needed to ‘feed’ the growth, and the resulting development of
mechanical stresses. Despite the ubiquity of their manifestations that range from examples of growth
and morphogenesis in nature (Thompson, 1917) and to a multitude of engineering applications, these
growth processes remain poorly understood. In nature, actin gel in eukaryotic cells grows by persis-
tent polymerization that pushes against the cell membrane (Noireaux et al., 2000; Tomassetti et al.,
2016). This surface growth mechanism is also responsible for cell motility (Mogilner and Oster, 1996,
2003). Recent studies have shown that the rate of degradation of biopolymer particles in the oceans
is mediated by mechanical stresses (Abi-Akl et al., 2019b; Cordero and Stocker, 2017). Addition of
layers underneath the bark of a tree and the growth of sea shells and horns serve as additional examples
(Skalak et al., 1997, 1982; Moulton et al., 2012). In engineering, examples range from the formation
of a solid electrolyte interface that limits battery life (Horstmann et al., 2018), to drug delivery systems
(Slaughter et al., 2009; Li and Mooney, 2016), and emerging fabrication techniques induced by frontal
polymerization (Robertson et al., 2018; Goli et al., 2019).
In all of the examples mentioned above, the interaction between a solid backbone (e.g. a polymer
network) and a diffusing fluid (e.g. a solvent) affects the rates of growth and degradation. The theoreti-
cal representation in the bulk must therefore account for both species (as in Hong et al. (2008); Chester
and Anand (2010); Duda et al. (2010); Stracuzzi et al. (2018)), and the representation on the boundaries
of the body should allow for chemical reactions between them, while obeying mass conservation re-
quirements. Using this approach, Abi-Akl et al. (2019a) presented a general continuum framework for
modeling the kinetics of surface growth with coupled diffusion. Various alternative approaches to mod-
eling surface growth have been proposed (DiCarlo, 2005; Ciarletta et al., 2013; Holland et al., 2013;
Papastavrou et al., 2013a; Swain and Gupta, 2018; Skalak et al., 1982, 1997; Menzel and Kuhl, 2012;
Moulton et al., 2012; Tomassetti et al., 2016; Ganghoffer and Goda, 2018; Sozio and Yavari, 2017;
Abeyaratne et al., 2020; Ateshian, 2007) and are reviewed in more detail by Abi-Akl et al. (2019a).
Recently, Sozio and Yavari (2019) presented a geometric theory that captures the nonlinear me-
chanics and incompatibilities induced by accretion, and studied various growth scenarios for given
vector fields of the growth velocity. Using a different approach, Zurlo and Truskinovsky (2017, 2018)
study different methods for controlling the accretion process and the resulting non-Euclidean bodies
that form. In contrast, the theoretical formulation in the present work does not prescribe the kinematics
of growth. Instead, it employs a kinetic law that relates between the growth velocity and its thermody-
namic conjugate: the driving force of growth. The thermodynamically consistent form of the kinetic
law is then chosen in accord with the specific mechanism of accretion.
To study the chemo-mechanically coupled growth process, Abi-Akl et al. (2019a) specialized the
general model to a specific initial-boundary value problem of uniaxial growth. It was shown that
although two separate time scales appear in the formulation (i.e. the diffusion time scale, and the growth
time scale), the system rapidly adapts through a diffusion dominated response to arrive at a ‘universal
path’ that is independent of initial conditions; as it evolves along this path, growth and diffusion act
harmoniously. The specific growth patterns considered in earlier work (Abi-Akl et al., 2019a; Abi-
Akl and Cohen, 2020) can be described by a single spatial coordinate and were thus amenable to both
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analytical and numerical investigation (using a finite difference scheme). To account for more complex
geometries, in this paper we develop a finite-element model. We restrict our attention to 2D growth
settings (i.e. generalized plane-strain) and take advantage of our a priori knowledge on the existence
of a ‘universal growth path’, to reduce the complexity of the numerical simulation.
The developed model decouples the growth process into diffusion-deformation and growth steps.
Every diffusion-deformation step is solved as a boundary value problem in quasi-equilibrium. Applying
the growth velocities resulting from the diffusion-deformation solution to the material domain leads to a
new material geometry, which then is remeshed. Subsequently, the next diffusion-deformation problem
is solved on the new mesh. A simplified approach for adding material on a flat rigid growth surface is
shown to ease the computation by neglecting the development of residual stresses due to differential
growth along the association surface. It is then confirmed that this effect is negligible in the considered
growth settings.
The paper is organized as follows: in Section 2, we define the problem setting and briefly recapit-
ulate the governing equations that were developed by Abi-Akl et al. (2019a). Then, in Section 3, we
discuss the numerical solution of the highly nonlinear and coupled system of equations while high-
lighting the procedure to capture the time evolution of the domain. The results of three representative
simulations are presented in Section 4. Following validation of the model against analytical results for
the 1D case, growth of more general 2D systems with varying boundary conditions are portrayed, and
the distinct stages of growth that emerge in these systems are discussed. Finally, we provide concluding
remarks in Section 5.
2. Problem setting and governing equations
Consider a rigid and flat substrate submersed in a solvent. A chemical reaction that can occur on
this substrate promotes the formation of new solid material. As accretion progresses, a mixed species
continuum body is formed. We consider each species to be separately incompressible and distinguish
between the current configuration of the body B, which occupies the region R(t) in the physical space,
and its solvent free (i.e. dry) image RR(t) in the reference space2. Each material point that is attached
to the body in the reference configuration, denoted by X, sustains its location throughout the growth
process, and its mapping to R(t) is denoted by x(X, t).
Previous studies have shown that, due to build up of residual stresses, description of the natural
reference configuration of the grown body may require a higher dimensional reference space (Abi-Akl
et al., 2019a; Tomassetti et al., 2016). In this work we bypass this complexity by focusing our attention
on flat substrates and making a simplifying assumption on the growth process (as described in detail
in Section 3.3). It will be shown that for the considered geometric setting and constitutive model, the
effects that are omitted due to this simplification are negligible. Hence, this approach can be extended
in the future for arbitrary growth surfaces.
2From hereon, quantities in the reference space are denoted by the superscript (·)R.
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Figure 1: Illustration of the grown body in both current and reference configurations. Different regions of the boundary
are shown by different style lines in both configurations. In this illustration, to represent the problem setting used to derive
results in Section 4.2, we set ∂Rp = ∂Rs and ∂Ri = ∂Ru = ∂Ra. However, this need not be the case. For example, the
growth can occur only on a sub-region of ∂Ru, as will be considered in Section 4.1, or the substrate can be permeable.
The deformation gradient is defined3 as F = Grad(x) with the Jacobian J = det(F) representing
the addition of volume due to solvent in the current configuration, and the displacement is given by
u(X, t) = x(X, t) − X. We thus refer to J as the swelling ratio and relate it to φR, the solvent volume
fraction in the reference configuration, by the incompressibility constraint
φR = J − 1, (1)
which assures that J = 1 corresponds to the dry state. The solvent volume fraction in the current state
can be recovered from the transformation φR = Jφ.
The boundary of the body B is denoted by ∂R(t) in the current and ∂RR(t) in the reference con-
figuration. We classify the different (and potentially overlapping) regions on this boundary as follows:
∂Ru(t) - is the association boundary where the material is fixed to the substrate (i.e. u is constrained),
∂Rs(t) - is the unconstrained part of the boundary, which may be subjected to external traction, ∂Rd(t)
- is the boundary on which material can dissociate, ∂Ra(t) - is the boundary on which material can
associate, ∂Ri(t) - is the impermeable region of the boundary, and ∂Rp(t) - is the permeable region.
Clearly, ∂Ru(t) ∩ ∂Rs(t) = ∅ and ∂Rp(t) ∩ ∂Ri(t) = ∅, while ∂Rd(t) ⊂ ∂Rs(t) and ∂Ra(t) ⊂ ∂Ru(t). The
complete boundary can be represented either by ∂R(t) = ∂Ri(t) ∪ ∂Rp(t) or ∂R(t) = ∂Ru(t) ∪ ∂Rs(t), as
illustrated in Fig. 1. The boundary of the body can move in both the current and reference frames. If
we denote a point on the boundary in the reference configuration by Xb(t), then its image in the current
configuration is xb(t) = x(Xb(t), t), and the corresponding velocities of the boundary in the reference
and current configurations are
VR =
dXb
dt
and V =
dxb
dt
, (2)
respectively. These velocities can be related by V = FVR + v where v = ∂x/∂t is the material velocity.
In particular, we denote the velocities of the association and dissociation boundaries by VRa and V
R
d ,
respectively.
3The operator Grad(·) is the gradient with respect to the reference configuration, and grad(·) the gradient with respect to
the current configuration. Similarly, the operator Div(·) is the divergence with respect to the reference configuration, and
div(·) the divergence with respect to the current configuration.
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2.1. Balance laws and boundary conditions
In absence of body forces, momentum balance and corresponding boundary conditions read
Div (S) = 0 in RR(t), (3)
u = u¯ on ∂RRu (t), (4)
S · nR = s¯ on ∂RRs (t), (5)
where S = S(X, t) is the first Piola–Kirchhoff stress tensor. In (4) we prescribe the displacement
constraint on the association surface, such that u¯ is determined by the growth process and the properties
of the growth surface (as will be detailed in Section 3), and in (5) we write the stress free boundary
condition on the free surface of the grown body, where nR represents the outward facing normal to the
boundary in the reference configuration (see Fig. 1).
In absence of an external source, mass balance is written as (Abi-Akl et al., 2019a)
φ˙R + Div(jR) = 0 in RR(t), (6)
µ = µ¯ on ∂RRp (t), (7)
−jR · nR = j¯R on ∂RRi (t), (8)
where jR = jR(X, t) is the volumetric flux of solvent, µ is the chemical potential that drives the flux
(as described in the next section), and j¯R represents the penetrating flux through the inner side of the
boundary. Although ∂RRi is impermeable, the transformation of solvent species into solid species at
this boundary creates a solvent flux that is determined by requiring conservation of volume across the
boundary
j¯R = (J − 1)VR · nR. (9)
Here it is assumed that the solvent outside of the body is stationary.
2.2. Constitutive relations
Following earlier studies (Chester and Anand, 2010; Abi-Akl et al., 2019a; Hong et al., 2008; Duda
et al., 2010) that employ the Flory Rehner approach, the constitutive response of the two species mate-
rial system can be described by its Helmholtz free energy per unit reference volume (Flory, 1942; Flory
and Rehner, 1943)
ψ = ψ(F, φR), (10)
which depends on the deformation of the solid network and concentration of solvent. Constitutive
relations for the Piola Kirchhoff stress and the chemical potential are readily derived using the Coleman-
Noll procedure on the dissipation rate to write
S =
∂ψ
∂F
− pJF−T and µ = ∂ψ
∂φR
+ p, (11)
respectively. Here, the hydrostatic pressure p arises in response to the incompressibility constraint (1).
The solvent flux can be related to the gradient of chemical potential via a thermodynamically con-
sistent kinetic law that satisfies the non-negativity of the dissipation rate, i.e. jR · Gradµ ≤ 0. The
specific response functions used in this work are detailed in Section 2.4.
Various forms of the coupled and nonlinear systems of governing equations described above have
been solved numerically by several authors, to model the swelling of fluid permeated soft solids (Wang
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et al., 2020; Liu et al., 2015b; Papastavrou et al., 2013b; Liu et al., 2015a; Hong et al., 2008; Chester
et al., 2015; Truster and Masud, 2017), and different approaches have been proposed to simultaneously
capture the effects of large deformations, incompressibility and swelling in bodies that are defined by
a prescribed set of material points (i.e. with a constant RR). An additional challenge in this work
is imposed by the time evolution of the domain in both in the current and reference frames. This
evolution is determined by a growth law, which too is nonlinearly coupled to the deformation and
diffusion response, as detailed next.
2.3. Growth law
By specializing the dissipation rate to find the contribution on the boundary of the body, and re-
stricting growth to occur along the normal to the surface in the reference frame a thermodynamically
consistent law for the growth rate should obey the inequality (Abi-Akl et al., 2019a)∫
∂RR
(
SnR · FnR + ∆ψ + Jµ
)
VRdA ≥ 0, (12)
where VR = VRnR, and with the latent energy of growth defined as
∆ψ = ψ+ − ψ−, (13)
where the superscripts (·)+ and (·)− on a quantity denote its limiting values on the outer and inner side
of the boundary, respectively. Since VR is the rate of addition of solid mass (per unit area) we refer to
it as the growth rate. From the above relation, it becomes apparent that the thermodynamic conjugate
to this growth rate is
f = SnR · FnR + ∆ψ + Jµ, (14)
which we refer to as the driving force of growth. We require that inequality (12) is obeyed in any sub-
region of the boundary surface, namely the growth can be described by a kinetic relation VR = G( f )
for which fG( f ) ≥ 0.
2.4. Formulation summary and specific constitutive response
The formulation, written for an arbitrary set of constitutive response functions (i.e. the Helmholtz
free energy ψ(F, φR), the diffusion law, and the growth law G( f )) provides a complete representation of
the time dependent evolution of the two species growing body, by obeying requirements of momentum
balance (3) and mass conservation (6), and for a given set of boundary conditions (4), (5) and (7), (8).
The specific forms of the constitutive response functions used to derive the numerical results in this
work are detailed next. To compare the results of the present work with analytical results from the
earlier study by Abi-Akl et al. (2019a), we apply the same constitutive response functions that were
used therein.
For the response in the bulk, we employ the constitutive response functions which have been pro-
posed for modeling large deformations in fluid permeated polymer networks (Chester and Anand, 2010;
Duda et al., 2010; Hong et al., 2008). Accordingly, we decompose the free energy (10) into an elastic
energy ψe due to deformation of the solid network and a mixing energy ψs, such that
ψ(F, φR) = ψe(F) + ψs(φR). (15)
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The elastic energy is taken as (Flory and Rehner, 1943; Flory, 1942)
ψe(F) =
G
2
[
|F|2 − 3 − 2 ln (detF)
]
, G = nkT, (16)
where G is the shear modulus, n is the number of polymer chains per unit volume, k is the Boltzmann’s
constant, and T is the temperature. The energy of mixing is taken as
ψs(φR) = φR
{
ψ0 +
kT
ν
[
ln
(
1 − 1
1 + φR
)
+
χ
1 + φR
]}
, (17)
where χ is the Flory Huggins interaction parameter, ν is the volume of a solution unit, and ψ0 is the
reference free energy of the solution. On the dissociation boundary (i.e. ∂Rd) we can thus write
ψ+ = Jψ0 where multiplication by the volume ratio (J) assures that the free energy is written per the
same unit volume on either side of the boundary. On the association boundary (i.e. ∂Ra), a chemical
binding potential ψa can locally alter the potential energy and represents the energetic gain due to
association, hence (as in Abi-Akl et al. (2019a)) we take ψ+ = ψa.
Substituting (15) with (16) and (17) into the constitutive relations (11), yields the constitutive re-
sponse functions
S = G
(
F − F−T
)
− JpF−T , (18)
and
µ = µ0 +
kT
ν
[
ln
(
1 − 1
J
)
+
1
J
+
χ
J2
]
+ p, (19)
where µ0 is the chemical potential of the surrounding fluid region. It is assumed to be constant, and in
view of the incompressibility constraint is equal to the reference free energy (i.e. µ0 = ψ0). The above
equation, allows us to write the pressure p in terms of the chemical potential in the useful form
p = µ − µ0 − kT
ν
[
ln
(
1 − 1
J
)
+
1
J
+
χ
J2
]
. (20)
A kinetic law for the solvent flux is chosen to obey the classical form Feynman et al. (1963), which
in the reference frame reads
jR = −Dν
kT
(J − 1)F−1F−TGradµ, (21)
where D is the diffusion coefficient. This diffusion law further implies continuity of chemical potential
across the permeable boundary. Hence, µ¯ = µ0 = µ+ = µ− on ∂Rp.
The kinetic law for growth is chosen to relate the rate of polymerization VR to the driving force
f of equation (14) using the classical Arrhenius form. Both association and dissociation reactions are
considered in view of the dissipation inequality (12), by including two separate exponential terms, to
write
VR = G( f ) = b
2
(
e
νf
kT − e− νfkT
)
= b sinh
(
ν f
kT
)
, (22)
where b > 0 is the reaction constant.
In summary, the constitutive response depends on a set of seven material parameters: G, ν, χ, ψ0,
ψa, D, b and assuming room temperature we have kT = 4 × 10−21 J. For the derivation of results in
this work, we use values in the common range (Chester and Anand, 2010; Hong et al., 2008; Lai and
Hu, 2018) for parameters that describe the bulk response G = 4 kPa, ν = 10−28 m3, χ = 0.2, ψ0 =
−0.4 MPa, D = 10−4 m2 s−1. Parameters that describe the growth kinetics are taken as ψa = −13 MPa,
and b = 10−7 m s−1. The sensitivity analysis in this work will center on varying the boundary conditions
to examine the effect of geometry on the growth process.
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3. Numerical implementation
In addition to the geometric nonlinearities arising from the very large deformations, the governing
equations (3)-(5) and (6)-(8) unveil several nonlinearities in the coupling mechanisms between the
deformation and the chemical potential. On the one hand, an increase (decrease) of the chemical
potential contributes to pressure build-up (drop) in the bulk material. On the other hand, the deformation
of the bulk affects the diffusivity through the bulk via the chemical potential. Moreover, both the
deformation and the chemical potential contribute to the driving force of growth (14), which dictates
the velocity of the boundary and constitutes an additional source of nonlinearity. In this section we
propose a numerical scheme that addresses the challenges emerging in the simulation of this complex
response.
3.1. Weak form of the governing equations
Equations (3)-(5) and (6)-(8) represent two, coupled, boundary value problems for the primal un-
knowns u and µ. We introduce the test functions w and q for the displacement and for the chemical
potential, respectively, which vanish on ∂Ru and ∂Rp, respectively, and obtain the following weak
formulations of the boundary value problems∫
RR(t)
S(u, µ) : Grad w dv =
∫
∂RRs (t)
s¯ · w da ∀w, (23)
and ∫
RR(t)
jR(u, µ) · Grad q dv −
∫
RR(t)
J˙q dv −
∫
∂RRi (t)
(J − 1) VR q da = 0 ∀q, (24)
where we have used (9), to express the conservation of volume at the boundary, and (1), to express the
material incompressibility. In the above integral representation, we have highlighted the dependence of
the stress tensor S and the flux jR on the primal variables u and µ. We recall that S(u, µ) and jR(u, µ)
are given by (18)-(20), which we rewrite in the form
S(u, µ) = G
(
F − F−T
)
− J
(
µ − µ0 − kT
ν
[
ln
(
1 − 1
J
)
+
1
J
+
χ
J2
])
F−T ,
and
jR(u, µ) = −Dν
kT
(J − 1)F−1F−TGradµ,
where F = Grad(u) − I and J = det (Grad(u) − I).
3.2. Time discretization
We propose an iterative algorithm to advance the solution from time t to time t + ∆t. We employ a
first-order discretization of the time derivatives to approximate J˙ at time t + ∆t as
J˙(t + ∆t) ≈ J(t + ∆t) − J(t)
∆t
,
and the boundary velocity VR in (2) at time t + ∆t as
VR(t + ∆t) =
dXb
dt
(t + ∆t) ≈ Xb(t + ∆t) − Xb(t)
∆t
.
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Since the time scale of diffusion is significantly faster than that of growth, we treat equations (23)
and (24) in a fully-coupled fashion, while decoupling them from the time evolution of the domainRR(t).
We have verified that this approach and the results shown in Section 4 are at convergence with respect
to the time step, which confirms that for sufficiently small time steps the evolution of the domain RR(t)
can be treated explicitly without loss of accuracy.
At time t + ∆t, we seek the displacement field u(t + ∆t) and the chemical potential field µ(t + ∆t)
which satisfy the following set of equations∫
RR(t)
S (u(t + ∆t), µ(t + ∆t)) : Grad w dv =
∫
∂RRs (t)
s¯ · w da ∀w, (25)
∫
RR(t)
jR (u(t + ∆t), µ(t + ∆t)) · Grad q dv −
∫
RR(t)
J(t + ∆t) − J(t)
∆t
q dv
−
∫
∂RRi (t)
(J(t + ∆t) − 1) VR(t + ∆t) q da = 0 ∀q.
(26)
To solve the problem in a fully-coupled fashion we adopt a Newton-Raphson iterative algorithm to
advance from one nonlinear iteration to the next until convergence, starting from initial guesses for u
and µ given by the converged solutions at time t.
Upon convergence, we update the domain RR(t) by updating its boundary with
Xb(t + ∆t) = Xb(t) + ∆t VR(t + ∆t)nR(t), (27)
where the velocity VR(t + ∆t) is computed in terms of the newly updated displacement u(t + ∆t) and
chemical potential µ(t + ∆t). The new domain is then remeshed, as described in the next section. The
algorithm to update the displacement, chemical potential and problem domain from time t to time t+∆t
is further summarized in Algorithm 1.
3.3. Space discretization and growth
Our numerical simulations consider the growth of a body with an initially rectangular cross-section
of dimensions wR× lR (in the reference configuration), and assumes generalized plane-strain conditions,
such that the motion occurs only in the plane of the cross-section, i.e. in the (X1, X3) plane. The
association surface spans the width wR along the X1 direction and the initial length, along X3, is lR. We
take advantage of the symmetry of the problem to resolve only half of the domain4.
We perform the space discretization by introducing a triangular mesh of the computational domain
RR. The dimensions of the domain in which growth occurs, i.e. wR and lR, are each divided into
10 elements across with further refinement near the edges. The dimension along X2 is divided into
2 elements and appropriate boundary conditions with no displacements or flux applied to maintain
generalized plane-strain conditions. First order shape functions are used for the chemical potential µ
and second order shape functions for the displacement u.
As discussed in Section 3.2, we solve the fully-coupled set of equations for the displacement and
chemical potential with a Newton-Raphson nonlinear solver. We solve the linearized system with a
4We have confirmed that solution over the entire domain leads to identical results.
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direct solver for the sake of robustness. More precisely, because the fully-coupled linear system is
not symmetric we use a LU-factorization solver for the linear steps. Upon convergence of the non-
linear solver we evaluate the growth velocity at the boundary and accommodate growth by redefining
the domain and creating a new mesh at every time step, based on the solution at the previous time.
Note that this requires to reinterpolate the newly computed swelling ratio J(t + ∆t) on the new com-
putational domain RR(t + ∆t) so that the second integral in Equation (26) can be computed. Since the
finite element mesh is three dimensional while in the considered generalized plane-strain deformation
pattern motion is only permitted in the plane, the growth is reduced to two dimensions. Namely, only
a grown/dissociated surface of incremental thickness is defined at every time step and then extruded
in its normal direction following a volume conserving regularization procedure, as detailed next and
illustrated on Fig. 2.
Figure 2: Schematic showing the construction of the boundaries of the body in the next time step and the volume preserving
regularization.
At every time step, the association boundary in the reference configuration is defined by N points,
AR1 (t), ...,A
R
N(t), and the dissociation boundary in the reference configuration by N points, D
R
1 (t), ...,D
R
N(t).
Since motion is not permitted along X2, the values of ARk,2 and D
R
k,2 are constant in time.
The association boundary of the new domain is determined via two steps. The intermediate step is
AˆRk (t + ∆t) = A
R
k (t) + V
R
a,k (t) · ∆t · nRa,k, ∀k = 1, ...,N, (28)
where the superimposed ˆ(·) denotes the fact that this is an intermediate value, and with the index k going
through all N nodes that lie on ∂RRa . Given the fixed boundary condition on the association surface, the
normal vectors are constant and given by
nRu,k = (0, 0,−1)T , ∀k = 1, ...,N. (29)
The dissociation boundary of the new domain is determined via three steps. The first intermediate step
is
ˆˆDRk (t + ∆t) = D
R
k (t) + V
R
d,k (t) · ∆t · nRd,k(t), ∀k = 1, ...,N, (30)
with the index k going through all N nodes that lie on ∂RRd . Unlike the association surface, the mor-
phology of the dissociation surface changes in time and the normal vectors nRd,k are calculated newly at
every time step. The unnormalized vectors are defined as the outward pointing vector perpendicular to
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the connecting edge between the next and the previous node
nˆRd,k(t) =

R ·
(
DRk+1(t) − DRk (t)
)
, if k = 1,
R ·
(
DRk+1(t) − DRk−1(t)
)
, if k = 2, ...,N − 1,
R ·
(
DRk (t) − DRk−1(t)
)
, if k = N,
(31)
with the rotation matrix
R =
 0 0 10 1 0−1 0 0
 , (32)
and are then normalized to yield
nRd,k(t) =
nˆRd,k(t)
|nˆRd,k(t)|
. (33)
Depending on the direction of the normal vectors, it is now possible that some points obtained from
the first intermediate step (30) have ˆˆDRk,1 (t + ∆t) outside the body in the reference configuration (Fig. 2).
To avoid this, without loss of generality, we define the points to align with the initially defined locations
in the X1 direction, such that DRk,1 (t) = D
R
k,1 (0). To this end, the function Dˆ
R
k,3 (t + ∆t) = f
(
ˆˆDRk,3 (t + ∆t)
)
is linearly inter- and extrapolated to obtain DˆRk (t + ∆t).
Since the association boundary is subjected to a fixed boundary condition, its shape in the current
configuration is preserved over time. Its shape in the reference configuration, however, is only preserved
over time if the growth rate (i.e. VRa,k (t)·∆t·nRa,k(t)) is uniform for all points k on the association boundary.
If growth is not uniform, morphing of the association boundary in the reference configuration leads to
residual stresses. Yet, to reduce the complexity in the present numerical model, we constrain the system
to produce only uniform growth. We implement this assumption by including a volume preserving
regularization in determining the reference location of the boundaries in the next time step
DRk,3 (t + ∆t) = Dˆ
R
k,3 (t + ∆t) + Aˆ
R
k,3 (t + ∆t) − AˆR0,3 (t + ∆t) , ∀k = 1, ...,N, (34)
ARk,3 (t + ∆t) = Aˆ
R
0,3 (t + ∆t) , ∀k = 1, ...,N, (35)
where AR0 is the point where the growth is minimal.
Although this regularization omits the physical effects that may arise in response to nonuniform
growth. This assumption is exact for a chemically uniform association surface, at both the limits of
an infinitely long substrate w/l → ∞ (i.e. uniaxial growth) and a very thin substrate w/l → 0 (i.e.
filament growth). For the present simulations, it will be shown, by post evaluation (in Section 4.3), that
this effect is negligible in all of the considered settings. Nonetheless, future work will expand on the
present framework to account for these effects, which may become significant if the chemical properties
of the growth surface are nonuniform.
3.4. Initialization of the solution procedure
The iterative procedure described in Section 3.2 and summarized in Algorithm 1 has to be initialized
with an initial condition. Finding the initial equilibrium configuration is a non trivial task, which
requires a preliminary iterative scheme that we discuss in this section.
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Algorithm 1 Update of displacement u, chemical potential µ, and computational domain R at every
time step.
Given J(t) and RR(t), do:
1. Compute the updated u(t + ∆t) and µ(t + ∆t) by solving the fully-coupled
nonlinear problem (25) and (26) on RR(t);
2. Update F(t + ∆t), S(t + ∆t), J(t + ∆t) based on u(t + ∆t);
3. Compute the updated boundary velocity VR(t + ∆t) from Equation (22)
based on u(t + ∆t) and µ(t + ∆t);
4. Update the position of the boundary nodes as detailed in Section 3.3 to
obtain RR(t + ∆t);
5. Remesh the new domain RR(t + ∆t) to obtain the new computational do-
main;
6. Reinterpolate the newly computed swelling ratio J(t + ∆t) on the updated
computational domain RR(t + ∆t);
7. Proceed to next time step.
As a first step, the boundary and initial conditions must be prescribed. A characteristic of the growth
surface is the density of solid material formed on it, which can be determined, for example, by the dis-
tribution of chemical binding sites. Hence, the in-plane stretch components (λ¯1, λ¯2) = (λ¯1, λ¯2)(X1, X2)
must be given as a boundary condition. For the present simulation we consider a uniform and isotropic
in-plane stretch λ¯1 = λ¯2 = λ0 and thus the in-plane components of the boundary constraint in (4) are
given by u¯1 = (λ0 − 1)X1 and u¯2 = (λ0 − 1)X2, while the out of plane displacement is determined to ac-
commodate the growth, such that u¯3 = −X3, and thus x3 = 0 on the growth surface. Here the symmetry
surface is defined along X3 and x3.
Due to initial swelling and the constraint to the substrate, the initial configuration itself is not a
trivial homogeneous state, and thus a preliminary numerical scheme is applied to recover the initial
state before allowing growth to commence. To achieve convergence of the strongly coupled and highly
nonlinear system, the preliminary scheme is divided into three steps, as illustrated in Fig. 3. The first
step initiates from the homogeneous dry state with F = I and with the simplified boundary conditions
adapted to represent the uniaxial field by replacing the chemical potential boundary condition (7) with
a displacement boundary condition on ∂Rp \ ∂Rd to allow motion only along x3. We then proceed in a
step-wise manner to accommodate swelling, where each integration step takes as initial guess the result
from the previous step5. Further, this initial step solves only a linearized version of the constitutive
equations (as described in the Appendix). In the second step, the same system is solved with the fully
nonlinear equations while λ1 and λ2 are raised incrementally to the target value λ0. Finally, in the third
5Note that in the preliminary scheme, depending on the number of integration steps, the diffusion need not be fully
equilibrated.
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step the appropriate boundary conditions are used to obtain the solution for the full 2D geometry.
Figure 3: Illustration of the problem setting in current and reference frames, and preliminary scheme for derivation of initial
current configuration via three steps. In the initial reference configuration the layer has a dry length of lR and the dry width
of the association surface is wR. The current width is w = λ0wR. Through the growth process the width of the association
surface is held constant in both frames, while lR = lR(X1, t).
Once the preliminary scheme is complete, we proceed to perform the time integration for the growth
process, as described in Section 3.2. Note that in contrast to kinematic growth theories, here no inter-
mediate growth configuration is needed, as both the current and reference configurations evolve simul-
taneously6.
4. Results
In this section, we apply the presented numerical growth simulation framework to four different
settings. First, we verify the numerical framework and compare our results with the analytical results
obtained by Abi-Akl et al. (2019a) for uniaxial growth. Then, we proceed to describe growth in two
dimensions, varying the substrate properties, as defined by the stretch λ0 and the width of the association
surface wR. All other parameter values are kept constant in the presented simulations.
The model is built on the two open-source software components: Fenics, a Finite Element Method
(FEM) software library (Logg et al., 2012; Alnæs et al., 2015); and Gmsh, a 3D finite-element mesh
generator (Geuzaine and Remacle, 2009). The output is then processed using the open-source large
data visualization tool Paraview (Ahrens et al., 2005).
4.1. Uniaxial growth
The theoretical model detailed in Section 3 can be solved analytically in simplified geometric set-
tings. Abi-Akl et al. (2019a) obtained an analytical solution for growth on a flat substrate where the
association surface is unbounded in the X1 and X2 directions such that growth occurs only along X3.
6An intermediate configuration is often used in kinematic growth theories via multiplicative decomposition of the defor-
mation gradient (Menzel and Kuhl, 2012).
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Later, this analytical solution was extended to account for the effect of curvature and substrate defor-
mation, by considering radial growth on deformable spherical substrates (Abi-Akl and Cohen, 2020).
In all cases, it was found that following a rapid diffusion dominated response, the growth process tends
towards a universal path that is independent of initial conditions. Along this universal path growth and
diffusion act harmoniously as the system evolves towards a treadmilling state. In this treadmilling state,
association and dissociation are balanced such that the body no longer changes its dimensions in the
current frame, although association and dissociation reactions persist. In this section, as a validation of
our numerical model, we consider uniaxial growth on a flat substrate and compare our results with the
analytical results from Abi-Akl et al. (2019a).
To constrain the growth to occur only along the X3 direction, we subject the faces of the rectangular
body with nR = (0, 0,±1), to the displacement boundary condition (4) such that u¯1 = u¯2 = 0, and render
them impermeable by applying the boundary condition (8) with j¯R = 0, as illustrated in Fig. 4(a). We
permit association only on the substrate where nR = (0, 0,−1).
Simulations for layers with different initial lengths (lR) were conducted, spanning the time it takes
for diffusion to equilibrate (the width wR does not effect these results), and are represented by the
points in Fig. 4(b). It is expected that the points coincide with the universal path, which is obtained
via the analytical solution, and represented by the black curve. The remarkable agreement, observed
for all cases, provides a validation of our numerical scheme. In the next section we will expand on
these simulations by removing the vertical constraint and allowing for two-dimensional morphologies
to emerge.
Figure 4: (a) Illustration of reference and current configurations for the case of uniaxial growth, as well as corresponding
boundary conditions. Here ∂Rp = ∂Rs and ∂Ri = ∂Ru. (b) Comparison of analytical universal path from Abi-Akl et al.
(2019a) with numerical simulation results, showing the swelling ratio at the association surface (Ja) as a function of the
dry length (lR). Both are normalized by their treadmilling values, as denoted by the superimposed tilde. These results are
obtained using λ0 = 4.96.
4.2. Two-dimensional growth
In the following, we present results for the evolution of a 2D growing system and discuss the
sensitivity of the growth process to the two parameters λ0 and wR, which are properties of the growth
surface. The current and reference configurations in the 2D setting are illustrated in Fig. 1 and later also
in Fig. 3, where additional details on the geometry are provided. Here we consider growth scenarios
for which we set ∂Rp = ∂Rs and ∂Ri = ∂Ru = ∂Ra. In contrast to the uniaxial setting, described
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in the previous section, flux is now permitted through the nR = (0,±1, 0) faces, which are no longer
geometrically constrained.
A representative simulation of the growth process in the current frame is shown in Fig. 5 for a
sample with wR = 2 mm, and λ0 = 4.88. At t = 0 the swollen sample begins to associate/dissociate at
its boundaries. Due to the transformation of solvent into solid material at the association surface, the
solvent content and hence the swelling ratio J is smallest in that region. At the permeable boundary,
continuity of chemical potential leads to a high solvent content and a larger swelling ratio J, with the
maximum value occurring at the corners. The shape that is developed over time depends on the fully
coupled response of the material system. As observed, the net association is maximum at the mid-
section, leading to thickening there, while the net association appears to be minimal near the edges.
This is due to the competition between association and dissociation, and is highly affected by both the
local fields and the orientation of the surface normal, which act together to define the final morphology
of the growing body. A representative mesh (recall that a new mesh is formed at every time step)
is shown for t = 46 h, as well as the corresponding reference configuration at that time. The large
deformations that occur between the two configurations lead to significant nonlinear effects that are
fully captured by the present framework.
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Figure 5: Results for wR = 2 mm and λ0 = 4.88 in the current configuration, with w = λ0wR and the thickness l, at the
edge evolving from 2.5 mm to 2.8 mm. At time t = 46 h, the mesh and the reference configuration are included in the image.
(I) denotes the diffusion-dominated stage, (II) the morphogenesis stage, and (III) the proportionate growth stage. Here the
color map represents the swelling ratio J, corresponding images portraying changes in chemical potential are shown in Fig.
A1 of the Appendix. A video of the simulation is provided in the supplementary material.
In examining the growth process we identify four stages: (I) a diffusion-dominated stage, in which
large and rapid adaptations in swelling, J, occur in response to the sudden change in boundary condi-
tions, (II) a morphogenesis stage, in which changes in morphology are observed while relatively small
changes in swelling occur, (III) a proportionate growth stage, in which the morphology of the dissocia-
tion surface and the swelling field, J, are nearly unchanged while the dimension of the body continues
to evolve by homogeneous addition and removal of material at the association/dissociation surfaces,
and (IV) a treadmilling state, in which both the morphology and the spatial fields remain constant in
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time. The last stage is approached asymptotically, and will be discussed in more detail in the next
paragraph. In contrast to uniaxial growth, which, as explained in the previous section, consists of three
stages, the morphogenesis stage emerges here due to the additional degree of freedom in the deforma-
tion field, whereas the proportionate growth stage is a 2D analogue of the universal path, which has
been observed in the uniaxial settings.
The different stages of growth (i.e. stages I-III) have been consistently observed in all of our simu-
lations and are further clarified in Fig. 6, by comparing the morphological evolution of the body shown
in Fig. 5 with that of a body grown on a substrate with the same width wR = 2 mm, but with a slightly
different imposed stretch λ0 = 4.907. In both cases, the morphology that emerges after the diffusion
dominated stage is shown to be nearly rectangular (yellow regions). Morphogenesis then dominates and
occurs for approximately t ∼ 46 h in both samples. It results in significant thickening of the layer in the
mid region, with minimal net growth near the edges. Interestingly, following this morphogenesis, the
layer with λ0 = 4.907 appears to directly approach the treadmilling state, while the layer with λ0 = 4.88
continues to thicken for the duration of the simulation, but without any appreciable changes in its mor-
phology. The time required for this proportionate growth stage to approach treadmilling is determined
by the chosen initial thickness lR. For the sample with λ0 = 4.907, this initial thickness matches the
final treadmilling thickness at the edges, thus significantly reducing the time needed to arrive at full
treadmilling, by factually skipping the proportionate growth stage. The same initial thickness for the
sample with λ0 = 4.88 first transcends into the proportionate growth stage at 46 h and remains in that
stage for the rest of the simulated timeframe, with approximately constant net growth velocity l˙R. It
can be assumed that this sample will also reach treadmilling eventually. However the evolution up to
this point occurs on a timescale much larger than the one investigated in this work. The amount of time
it takes to complete morphogenesis is the same for both samples, however the path of the two settings
differs largely once the shape is formed. This result also exemplifies the significant sensitivity of the
growth process to the imposed stretch, λ0.
0.5 h
8 h
16 h
24 h
46 h - 
Morphogenesis
Proportionate 
growth
Morphogenesis
λ0=4.907
0.5 h
8 h
16 h
24 h
46 h
67 h 
∞
λ0=4.88
Figure 6: Comparison of results for λ0 = 4.907 against λ0 = 4.88, obtained with wR = 2 mm and shown in the current
configuration.
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Quite remarkably, the four stages of growth observed in our simulations are reminiscent of growth
processes in the natural world, and yet emerge here spontaneously without any externally imposed
regulation or coordination. Skin repair, for example, consists of a sequence of well defined phases
(Lucas et al., 2010; Sorg et al., 2017): the early stage is characterized by an immediate influx of growth
factors; this is followed by the formation of tissue that fills the wound; then, when the wound space is
refilled and the epidermis is restored, the final stage, consists of tissue maturation. These three phases
are analogous to stages I-III in our simulations, while the final healthy result is the treadmilling state
(IV).
  
I
II
III/IV
Figure 7: Sensitivity to prestretch λ0 is shown by examining the evolution of (a) the dry length lR, (b) its rate of change
l˙R, and (c) the swelling ratio at the dissociation surface Jd, for the simulations shown in Figs. 5 and 6 at three different
locations, denoted by A, B, C as illustrated in the inset.
To better understand the sensitivities of the growth process, the results in Figs. 5 and 6 are further
examined in Fig. 7 showing the evolution of the normalized dry length lR, its rate l˙R, and the swelling
ratio at the dissociation surface Jd, for two different values of the prestretch λ0, and at three different
locations; A - the edge, B - the mid line, and C - the symmetry surface (as illustrated). Both con-
figurations undergo a fast diffusion-dominated stage I in the first 0.5 h before they transcend into the
morphogenesis stage II. After 46 h, the simulation with λ0 = 4.88 arrives at the proportionate growth
stage III, where for the duration of the simulation the value of l˙R remains approximately constant. It can
be assumed that, if significantly longer simulation times are considered, it will further develop towards
treadmilling. The material with larger prestretch λ0 = 4.907 also completes morphogenesis at 46 h, but
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after this directly approaches the treadmilling state (i.e. stage IV). Fig. 7(c) shows that after initial dif-
fusion, Jd continues to evolve only during stage II. Since changes in the orientation of the dissociation
surface directly influence the value of Jd, this further confirms that morphogenesis is dominant only in
stage II. Later, Jd approaches a constant value. Notice that during morphogenesis, Jd remains constant
at A, it increases at the symmetry surface and becomes smaller in-between (at B).
Next, we investigate the sensitivity of the model to the width of the association surface wR. Figs.
8(a,b) show the evolution of dry length over time as well as the (approximate) treadmilling length for
different values of wR. Fig. 8(c) shows the (approximate) treadmilling morphologies of bodies grown
on substrates with different width wR. A larger width of the association surface results in a larger
final length, which, as shown in Fig. 8(b), exhibits a linear relation. However, since the analysis is
limited to four example cases, it is possible that this observed linearity is limited to the considered
region dimensions. Finally, from these results it is evident that the width of the association surface is a
well-suited tool to control the final dimensions of the grown material.
  
(a) (b)
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(c)
Figure 8: Material evolution for different dry widths wR with prestretch λ0 = 4.907 and w = λ0wR. (a) Evolution of
dry length at the border (A), the mid-surface (B), and the symmetry surface (C). (b) Approximate treadmilling length as a
function of wR. (c) Approximate treadmilling states, represented in the current configuration.
To further understand the dynamics that lead to the morphological and proportionate changes ob-
served in our simulations, it is insightful to examine the association and dissociation velocities and how
they vary both with time, and along the boundaries, as illustrated in Fig. 9 for the system with λ0 = 4.88
and wR = 2 mm. Notice that the material is shown in the reference configuration and the color map
refers to the magnitude of the vector of the growth velocity, VR. Accordingly, in the proportionate
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growth stage (which starts at at t = 46 h and continues until the end of the simulation), the compo-
nents perpendicular to the substrate, VRd,3 and V
R
a,3, are constant for both velocities along the respective
boundary, yet the magnitudes of the velocity vectors are not.
By examining the relation for the driving force of growth (14), in view of the boundary conditions
on the dissociation surface (i) free boundary (s¯ = 0) in (5) and (ii) continuity of chemical potential
(7), it becomes clear that VRd (u, µ) ≈ VRd (J). In contrast, at the association surface, the spatial and
temporal variations of VRa do not show similar dependence on J and are negligible when compared to
VRd . From our numerical investigation we find that V
R
a (u, µ) ≈ VRa (µ). The swelling ratio J is shown in
Fig. 5 and the chemical potential µ is shown in Fig. A1 of the Appendix. Overall, these dependencies
elucidate the interplay between morphogenesis and the swelling on the dissociation surface, Jd: while
morphogenesis is the main driver of the time evolution of Jd, the changes in Jd, in turn, lead to the
slowdown and eventual conclusion of morphogenesis.
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Figure 9: Evolution of the dissociation and association velocity over time in the reference configuration for wR = 2 mm and
λ0 = 4.88. The boundary normals of the dissociation surface nRd are denoted by light blue arrows at each time, while n
R
a are
shown as dark blue arrows only for 0 h and remain constant over time.
4.3. Influence of the growth regularization step
The regularization step, presented in Section 3.3, removes residual stresses that may be induced by
differential growth along the association surface. Although this assumption becomes accurate for the
limits of an infinitely wide association surface (i.e. uniaxial growth) and for a thin association surface
(i.e. growth of a filament), it remains to determine its influence on growth of finite layers, as considered
in this work.
In the present system, the dry length of material that has been formed at a given point on the
substrate, between the time of initiation of growth (t = 0) and time t, is
∫ t
0
VRa dt. An upper bound
estimation of the differential growth can be obtained as
∆lR(t) ∼ max
{
∆VRa
}
· t, (36)
19
where, max
{
∆VRa
}
is taken as the maximum difference in association velocities between two points
throughout the growth process. Effects of differential growth are expected to be small if ∆lR  wR,
where wR is used as a representative distance between the two points.
To estimate the influence of differential growth in our system, for the discussed setting with λ0 =
4.907, we use the maximum difference in growth rate, which occurs between points A and C of the
association surface (points located as illustrated in Figure 8), and we consider the final time of the
simulation t = 67.5 h. From the simulation results we find that at point A - VRa = 4.758 × 10−8 m s−1
and at point C - VRa = 4.750 × 10−8 m s−1 and thus, ∆VRa = 8 × 10−11 m s−1. This difference is found to
remain approximately constant through time.
For all of the shown simulations, the width in the reference configuration is of the order of wR ∼
1 mm, hence the ratio is
∆lR/wR ∼ 0.01, (37)
Accordingly, in the present setting, the resulting residual stresses can be considered negligible.
Although the above argument cannot capture coupled effects, which in complex growth settings can
drive formation of residual stresses through a positive feedback loop, it provides a strong indication
that residual stresses have a negligible effect on growth of finite layers with the considered material
properties. Further advancement of the numerical method is required to determine the limits of this
assumption and to consider growth on nonuniform substrates.
5. Concluding remarks
In this paper, we developed a numerical framework for simulating the evolution of bodies that can
grow and dissociate due to chemical reactions that occur on their boundaries. The presented framework
captures the coupled effects of large deformations and diffusion on the response in the bulk and on
the kinetics that drive the boundary reactions. Three main ingredients are incorporated to facilitate
the numerical integration in both space and time: (i) The coupling between the nonlinear diffusion
and deformation fields in the bulk is treated via finite element discretization; it is initiated for given
initial body dimensions via a specialized scheme and then solved using an iterative time-marching
method consisting of a Newton-Raphson linearization. (ii) The rates of association and dissociation
determined by the kinetic relation are used to determine the evolution of the integration domain and
simplified via a volume preserving regularization step, which is shown to provide accurate results in the
considered material system. (iii) The new domain is updated explicitly and remeshed upon convergence
of the Newton-Raphson iterations at every time step. Upon validation of the numerical framework in
comparison with analytical results obtained for a uniaxial growth setting, we present simulations of
growth of finite bodies in a generalized plane-strain setting and exam sensitivities of the growth process
to properties of the association surface. From these simulations, four distinct stages of growth emerge;
a rapid diffusion-dominated stage is followed by a morphogenesis stage, then a proportionate growth
stage appears and exhibits minimal changes in shape, until a treadmilling state is attained. These growth
stages that spontaneously appear in our simulations which include only the basic mechanisms by which
material systems may grow and evolve, exhibit a striking similarity to growth processes that occur in
nature, hence these results can potentially help interpret observations of growth. While the present
approach is shown to apply for growth of finite bodies on flat uniform substrates, future work should
center on extension of this model to arbitrary geometrical settings.
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Appendix
A.1. Linearization
As described in Section 3.4, the configuration that the iterative procedure is initialized with is non-
homogeneous, due to initial swelling subjected to the substrate constraint. To obtain this configuration,
a preliminary numerical scheme facilitates convergence by using a linearized version of the constitutive
relations, as detailed next. To simplify the momentum balance equation we write the linearized form
of (20), using the following Taylor expansion
ln (1 − x) = −
∞∑
n=0
1
n + 1
xn+1, (A1)
which is valid for 0 ≤ x < 1. Then, taking x = 1/J in (A1) yields
ln
(
1 − 1
J
)
= −1
J
− 1
J2
− O
(
1
J
)3
. (A2)
Under the assumption that J  1, higher order terms can be neglected and this finally leads to the
expression
p = µ − µ0 − kT
ν
(
χ − 0.5
J2
)
, (A3)
which can then be inserted into equation (18).
To simplify the evaluation of mass balance (6), the reduced form of the flux becomes
jR = −Dν
kT
Gradµ. (A4)
Next, we simplify the energy of mixing (17) using (A1), which after dropping higher order terms and
inserting the relation φR = J − 1 reads
ψs(J) = (J − 1)ψ0 + kT
ν
(
χ − 1 − χ
J
+
1
J2
)
(A5)
which is then inserted into equation (22) as part of the driving force f .
A.2. Chemical potential field
Fig. A1 illustrates the evolution of the chemical potential from diffusion to treadmilling. Note that,
due to the chemical potential boundary condition (7), µ is constant along the dissociation boundary.
The transformation of solvent to solid material at the association boundary leads to a reduced chemical
potential, with the minimum value occurring at the midpoint. Unlike volume change J, the chemical
potential µ does not undergo a significant evolution on the association or dissociation surface once
diffusion has equilibriated after 0.5 h.
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Figure A1: Evolution of the chemical potential for wR = 2 mm with prestretch λ0 = 4.88 in the current configuration. (I)
Diffusion-dominated stage, (II) morphogenesis, (III) proportionate growth.
A.3. Evolution up to treadmilling
For the sample with λ0 = 4.907 and initial thickness lR = 0.5 mm, treadmilling is achieved imme-
diately after morphogenesis, thus circumventing the proportionate growth stage.
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Figure A2: Evolution of the swelling ratio, J for wR = 2 mm with prestretch λ0 = 4.907 in the current configuration.
Different stages of growth are shown: (I) Diffusion-dominated stage, (II) morphogenesis, and (IV) treadmilling, approached
at t > 46 h. The corresponding video is provided in the supplementary material.
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