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component (~28 % of the mean precipitation) whereas the 
observations show a predominantly semidiurnal (12-h) 
component with a much smaller amplitude (~10 % of mean 
precipitation). The choice of LSM has a large influence on 
the simulated diurnal cycle in summer with the remaining 
physics schemes showing very little effect. The magnitude 
of the LSM effect in summer is as large as 35 % on average 
and up to 50 % at the peak of the cycle. While neither of the 
two LSMs examined here capture the harmonic content of 
the diurnal cycle of precipitation very well, we find that use 
of the RUC LSM results in better agreement with the obser-
vations compared with Noah.
Keywords Physics parameterizations · Regional climate 
model · Diurnal cycle of precipitation · Temperate maritime 
climate · British Isles · Weather research and forecasting 
model
1 Introduction
The diurnal cycle of precipitation is an important and fun-
damental cycle in Earth’s climate system which affects 
surface temperature range (Dai et al. 1999b), surface radia-
tion (solar and terrestrial) and surface hydrology (Dai et al. 
1999b). It has been studied extensively using surface and 
satellite measurements (Wallace 1975; Dai and Wang 1999; 
Dai et al. 1999a; Dai 2001a, b; Yang and Slingo 2001; 
Svensson and Jakob 2002; Dai et al. 2007; Twardosz 2007; 
Kikuchi and Wang 2008; Yaqub et al. 2011).
These studies show that most ocean regions have a weak 
diurnal cycle with a midnight to early morning peak in both 
seasons and a mean-to-peak amplitude between 10 and 
30 % of the daily mean precipitation amount. Continental 
regions typically have a diurnal cycle with a morning peak 
Abstract The diurnal cycle of precipitation is an impor-
tant and fundamental cycle in Earth’s climate system, yet 
many aspects of this cycle remain poorly understood. As 
a result climate models have struggled to accurately simu-
late the timing of the peak and the amplitude of the cycle. 
This has led to a large number of modelling studies on the 
diurnal cycle of precipitation which have focussed mainly 
on the influence of grid spacing and/or convective param-
eterizations. Results from these investigations have shown 
that, while grid spacing and convective parameterizations 
are important factors in the diurnal cycle, it cannot be fully 
explained by these factors and it must also be subject to 
other factors. In this study, we use the weather research and 
forecasting (WRF) model to investigate four of these other 
factors, namely the land surface model (LSM), microphys-
ics, longwave radiation and planetary boundary layer in 
the case of the diurnal cycle of precipitation over the Brit-
ish Isles. We also compare their impact with the effect of 
two different convective schemes. We find that all simula-
tions have two main problems: (1) there is a large bias (too 
much precipitation) in both summer and winter (+19 and 
+38 % respectively for the ensemble averages), and (2) 
WRF summer precipitation is dominated by a diurnal (24-h) 
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in winter and an afternoon-evening peak in summer. Fur-
thermore, the mean-to-peak amplitude of the diurnal cycle 
in winter is much weaker than in summer; the summer val-
ues can range between 30 and 100 % of the daily mean pre-
cipitation amount.
There are exceptions to these observations and the diur-
nal cycle of precipitation in the Midwestern United States is 
one of the most widely known and studied examples. In this 
region, the warm season maximum occurs in the early morn-
ing rather than late afternoon. Numerous studies of this devia-
tion (Dai et al. 1999a; Carbone et al. 2002; Lee et al. 2008) 
suggest that it arises from the eastward propagation of mes-
oscale convective systems originating in the Rocky Moun-
tains in conjunction with the low-level jet east of the Rock-
ies. Other regional differences exist (Oki and Musiake 1994; 
Dai et al. 1999a; Dai 2001a; Walther et al. 2013; Evans and 
Westra 2012) and many of these have been attributed to local 
effects such as land–sea breezes and mountain–valley circu-
lations (Dai and Deser 1999; Mapes et al. 2003; Evans and 
Westra 2012). Although many characteristics of the diurnal 
cycle of precipitation are well known, both global climate 
models (GCMs) and regional climate models (RCMs) strug-
gle to simulate the diurnal cycle of precipitation.
All models simulate the cycle with some success but 
there are large discrepancies. For example, most models 
simulate a maximum that occurs too early, with an ampli-
tude that is too large over land and too small over oceans 
(Dai and Trenberth 2004; Collier and Bowman 2004; 
Walther et al. 2013; Jeong et al. 2011; Diro et al. 2012). 
While the overall amount of simulated precipitation can 
be close to the observed values, the frequency of precipita-
tion occurrence is often too high and the average intensity 
of each occurrence is too low. Many studies (e.g. Dai et al. 
1999a; Brockhaus et al. 2008; Clarke et al. 2007; Diro et al. 
2012) have attributed this to an overly sensitive precipitation 
trigger mechanism in the models. Another well known fea-
ture of all models is that the diurnal cycle of warm season 
precipitation is more difficult to simulate than the winter 
diurnal cycle. These modelling challenges demonstrate that 
the current understanding of detailed regional characteris-
tics and physical mechanisms that underlie the diurnal cycle 
remains incomplete.
This has led to a large number of modelling studies on 
the diurnal cycle to improve the agreement with observa-
tions and thereby elucidate the mechanisms that underlie the 
diurnal cycle of precipitation. In recent years it has received 
increased attention because an accurate representation of 
the amplitude and phase of the diurnal cycle is widely con-
sidered a good test of many aspects of the physical param-
eterizations in climate models (Collier and Bowman 2004; 
Brockhaus et al. 2008).
Many modelling studies have focussed on the influence 
of convective parameterizations and/or grid spacing on the 
diurnal cycle. Reducing the grid spacing has been shown to 
improve the model’s ability to simulate the diurnal cycle of 
precipitation (Lee et al. 2007; Rauscher et al. 2010; Walther 
et al. 2013; Kendon et al. 2012; Dirmeyer et al. 2012). 
This is often attributed to the enhanced representation of 
complex terrain and land surface processes (Kendon et al. 
2012). Furthermore, reducing the grid spacing to ‘convec-
tion resolving’ values (i.e., <~5km) can also improve the 
simulation of precipitation through improved representation 
of small scale convective processes (Brockhaus et al. 2008; 
Clarke et al. 2007; Kendon et al. 2012). Although increasing 
the horizontal resolution has been shown to reduce the bias 
in the simulated diurnal cycle, some bias still remains.
Warm season precipitation, which is the most difficult to 
simulate (Bukovsy and Karoly 2011), is largely controlled 
by convective processes at small spatial scales. For this 
reason a large number of studies (e.g., Liang et al. 2004; 
Brockhaus et al. 2008; Dirmeyer et al. 2012) have focused 
on the influence of convective parameterisation on a model’s 
ability to simulate the diurnal cycle. These studies indeed 
show that simulated precipitation is sensitive to cumulus 
schemes and the skill of a scheme can depend on different 
climate regimes (Liang et al. 2004). In the case of the Brit-
ish Isles, Katragkou et al. (2015) report that all simulations 
in a weather research and forecasting (WRF) multi-physics 
ensemble which included three different cumulus schemes 
exhibited a wet bias.
Fewer studies have focused on the remaining parameteri-
zation categories since they are widely considered to have 
less influence on the diurnal cycle of precipitation. Diro 
et al. (2012) used the Regional Climate Model version 4 
(RegCM4) to investigate the sensitivity of their simulations 
over Central America to the land surface models (LSM), 
community land model (CLM) and biosphere–atmosphere 
transfer scheme (BATS). Their research showed that total 
precipitation was sensitive to the land surface schemes. Fur-
thermore, both simulations reproduced the amplitude of the 
observed cycle reasonably well but a systematic bias in the 
phase was common to both schemes. A study by Gianotti 
et al. (2012) which used the Regional Climate Model ver-
sion 3 (RegCM3) showed that different LSMs [the bio-
sphere–atmosphere transfer system version 1e (BATS1e) 
and the integrated biosphere simulator (IBIS)] influenced 
the model’s ability to simulate the diurnal cycle with IBIS 
better than BATS1e.
In this study, we use the WRF model (ARW version 3.1; 
Skamarock et al. 2008) to investigate the impact of LSM, 
longwave radiation, microphysics, planetary boundary layer 
(PBL), and cumulus schemes on the diurnal cycle of pre-
cipitation. We focus specifically on the British Isles which 
is classified by the Köppen–Geiger system (Peel et al. 2007) 
as a temperate/mesothermal climate with significant precipi-
tation in all seasons. This region was chosen based on the 
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availability of quality, high resolution observations which 
are described in Sect. 2. The results of our WRF simulations 
are compared with these observations to assess WRF’s abil-
ity to simulate the cycle and its response to different param-
eterizations. Section 2 outlines details of the model set up 
and the observations. In Sect. 3, we compare precipitation 
amounts, frequency and intensity over the British Isles from 
our WRF multiphysics ensemble to hourly station data. 
Section 4 examines the influence of WRF parameterisations 
on the modelled diurnal cycle. We complete our study by 
exploring possible explanations for the different responses 
to the parameterisations examined.
2  Data and analysis methods
Our study of the diurnal cycle of precipitation is based on 
dividing each day into 3-h periods along the lines adopted 
in previous studies (e.g. Dai et al. 1999a; Evans and Westra 
2012). In this case an occurrence is defined as an amount 
>0.1 mm in a 3-h period. The total precipitation in a 3-h 
period divided by the number of occurrences gives the 
intensity per occurrence in that 3-h period. We focus exclu-
sively on winter (DJF) and summer (JJA) precipitation 
because summer is a known challenge for RCMs and winter 
is its contrasting season.
Previous studies on precipitation in the British Isles 
(Alexander and Jones 2000; Jones et al. 2014) have identi-
fied different climatic regions with similar rainfall charac-
teristics. In this study, the effect of different climatic regions 
on the diurnal cycle of precipitation was investigated using 
the clustering technique employed by Argüeso et al. (2011) 
and Perez et al. (2014). Four different regions were identi-
fied with cluster groupings as follows: 3 stations in the 
North West of Great Britain, 8 stations in the North East, 
14 stations on the West coast, and 43 stations in the East 
and South-East. The differences between the 3-hourly pre-
cipitation values of the clusters at all eight times were small 
compared with the uncertainties of those values. Proceeding 
with the four clusters in this circumstance would be mean-
ingless, and the analysis of all 68 stations was undertaken 
without disaggregation.
Harmonic analysis (e.g., Wallace 1975; Dai et al. 1999a; 
Yang and Slingo 2001; Collier and Bowman 2004; Diro 
et al. 2012) was applied to the simulated and observed data 
to quantify the percentage of variance explained by the diur-
nal (24-h) and semidiurnal (12-h) components. The average 
of each set of eight 3-hourly samples was subtracted from 
the set, and the resulting series as a function of time, t, in 
hours was fit using least squares regression to the following 
function:
where a24(a12) and φ24(φ12) are the amplitude and phase 
respectively of the diurnal (semidiurnal) harmonics.
2.1  Modelled data
A complete description of the WRF multiphysics ensemble 
used in this study can be found in Mooney et al. (2013), and 
only a brief summary is included here for completeness. 
The ensemble consists of thirteen WRF simulations driven 
by ERA-Interim (Dee et al. 2011) over the period 1989–
1995. The simulations cover the European domain shown 
in Fig. 1. This domain complies with the World Climate 
Research Programme (WCRP) coordinated regional cli-
mate downscaling experiment (CORDEX) region 4 (http://
wcrp-cordex.ipsl.jussieu.fr/images/pdf/cordex_regions.pdf) 
a24 cos(2pi(t − φ24)/24)+ a12 cos(2pi(t − φ12)/12),
Fig. 1  a Map of Europe showing the (Euro-CORDEX) modelled 
domain (dashed black lines) and British Isles Rockel regions (Chris-
tensen and Christensen 2007) (solid blue lines). b Map of the Brit-
ish Isles Rockel region showing the WRF grid (light grey lines), the 
MIDAS stations (red) and UK Upper Air Network stations (blue dots) 
used in this study
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which uses a grid spacing of 0.44°. Previous studies on the 
effects of higher spatial resolution have reported no clear 
benefit unless the grid spacing is approximately 6 km or 
less (Walther et al. 2013; Jaeger et al. 2008). The compu-
tational cost of such a high resolution over a large domain 
for an extended period when several parameterizations are 
being investigated is difficult to justify. As discussed in 
Mooney et al. (2013), the model is allowed to spin up for 
1 year and the period covering 1990–1995 is used in the 
analysis. Table 1 summarises the parameterizations used in 
each of the 13 simulations. All simulations use the commu-
nity atmosphere model (CAM) shortwave radiation scheme 
(Collins et al. 2004). Two schemes have been included from 
each of the other five parameterization categories in WRF in 
an attempt to assess the level of sensitivity to each category. 
The two microphysics schemes employed are the Morrison 
two-moment scheme (Morrison et al. 2009) and WRF single 
moment 3-class scheme (WSM3; Hong et al. 2004). They 
are a good example of a computationally demanding com-
plex scheme and a relatively simple scheme, respectively. 
Likewise, the two PBL schemes chosen—Yonsei University 
(YSU; Hong et al. 2006) and the Mellor–Yamada Nakanishi 
and Niino Level 3.0 (MYNN3) scheme (Mellor and Yamada 
1982; Nakanishi and Niino 2004) are quite distinct from 
each other. Of the four LSMs available in this version of 
WRF, Noah (Ek and Mahrt 1991) and the rapid update cycle 
(RUC; Smirnova et al. 1997, 2000) are the only two that are 
suitable for regional climate modelling and are the most fre-
quently used LSMs in WRF climate simulations (Bukovsy 
and Karoly 2009; Jin et al. 2010; Zeng et al. 2012; Evans 
and Westra 2012). The two longwave radiation schemes 
examined—rapid radiative transfer model (RRTM; Mlawer 
et al. 1997) and community atmosphere model (CAM; Col-
lins et al. 2004) are the two most suitable schemes available 
in WRF version 3.1 for regional climate simulations. We 
also examined the impact of two different cumulus param-
eterizations (CP) schemes—the Kain–Fritsch (CP) scheme 
(Kain and Fritsch 1990; Kain 2004) and the Betts–Miller–
Janjic scheme (Betts 1986; Betts and Miller 1986; Janjic 
1994). The results of these simulations are compared with 
the observational data described in the following section.
For comparison with the observations, simulation values 
are obtained by calculating the seasonal (winter or sum-
mer) 3-hourly average of the relevant parameter over every 
grid box that contains one of the observing stations shown 
in Fig. 1b. Comparing seasonal averages over tens of grid 
boxes with an average over an equal number of observing 
stations avoids the problem of the incomparability of pre-
cipitation at a single point with the amount averaged over an 
individual grid box which is also prone to ‘noise’ caused by 
synoptic and mesoscale variability that may blur the convec-
tive peak (Brockhaus et al. 2008).
2.2  Observational data
Hourly data used in this study was obtained from the UK 
Met Office Integrated Data Archive System (MIDAS; Met 
Office 2012) land and marine surface station data. This is 
a database of land and marine surface observations from 
the UK Met Office station network and a selection of other 
stations from around the world. Stations are archived with 
daily, hourly or sub-hourly observations depending on the 
availability of the measurements. In our study of the Brit-
ish Isles, we used only those stations that recorded hourly 
Table 1  Physical parameterisations schemes used in each of the WRF simulations
W3 WRF single moment 3-class scheme (WSM3), Mo Morrison two-Moment scheme (Morrison), Ys Yonsei University (YSU), My Mellor–
Yamada Nakanishi and Niino Level 3.0 (MYNN3), No Noah land surface model (NOAH), Ru rapid update cycle (RUC) LSM, Rr rapid radiative 
transfer model (RRTM), Ca community atmosphere model (CAM), BMJ Betts–Miller–Janjic
Simulation name Microphysics PBL scheme Land surface model Longwave radiation Cumulus scheme
W3_Ys_No_Rr WSM3 YSU Noah RRTM Kain–Fritsch
W3_Ys_No_Ca WSM3 YSU Noah CAM Kain–Fritsch
W3_Ys_Ru_Rr WSM3 YSU RUC RRTM Kain–Fritsch
W3_Ys_Ru_Ca WSM3 YSU RUC CAM Kain–Fritsch
Mo_Ys_No_Rr Morrison YSU Noah RRTM Kain–Fritsch
Mo_Ys_No_Ca Morrison YSU Noah CAM Kain–Fritsch
Mo_Ys_Ru_Rr Morrison YSU RUC RRTM Kain–Fritsch
Mo_Ys_Ru_Ca Morrison YSU RUC CAM Kain–Fritsch
Mo_My_No_Rr Morrison MYNN3 Noah RRTM Kain–Fritsch
Mo_My_No_Ca Morrison MYNN3 Noah CAM Kain–Fritsch
Mo_My_Ru_Rr Morrison MYNN3 RUC RRTM Kain–Fritsch
Mo_My_Ru_Ca Morrison MYNN3 RUC CAM Kain–Fritsch
W3_Ys_No_Rr_B WSM3 YSU Noah RRTM Betts–Miller–Janjic
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data and covered more than 80 % of the time period. These 
criteria resulted in a total of 68, 38 and 36 eligible stations 
(shown in Fig. 1b) for precipitation, air temperature and 
relative humidity respectively. Whisker and boxplots for the 
observations were calculated based on 1000 bootstrapped 
samples and provide an estimation of the confidence inter-
vals around the observed values.
Radiosonde data was obtained from the UK Upper Air Net-
work (Met Office 2006) which is comprised of eight opera-
tional stations that record data up to four times per day. How-
ever, only three of these stations (Camborne, Hillsborough and 
Stornoway shown as blue dots in Fig. 1b) cover more than two-
thirds of the time period investigated in this study.
3  Results
3.1  Observed seasonal mean diurnal cycle of the British 
Isles
Figure 2 shows the modelled and observed total amount of 
precipitation, occurrence and intensity for winter (left pan-
els) and summer (right panels) averaged over the 68 stations 
shown in Fig. 1b. The corresponding ERA-Interim data 
(blue line) are also included in the plots. ERA-Interim val-
ues are offset in time with respect to the WRF values as they 
are available at different intervals to the WRF simulations. 
Precipitation in the British Isles is primarily frontal and 
orographic in origin, with convective precipitation evident 
only in summer (de Leeuw et al. 2014). Figure 2d–f show a 
primary peak in the total amount, occurrence and intensity 
of summer precipitation between 1400 and 1700 UTC. Also 
evident is a secondary peak between 0200 and 0500 UTC. 
Observations for western Europe reported by other studies 
(e.g., Kiely et al. 1998; Svensson and Jakob 2002; Walther 
et al. 2013) also show a diurnal and semi-diurnal cycle of 
summer rainfall with a primary peak in the mid-afternoon 
and a secondary peak near dawn.
Table 2 summarises the results of the harmonic analysis 
in which the phase of each harmonic indicates the time of 
maximum value of that component. The percentage values 
in the rows labeled 24-h amplitude (and 12-h amplitude) 
are the contribution of that component to the variance. In 
summer, total precipitation is a combination of a diurnal 
(24-h) component and a semidiurnal (12-h) harmonic which 
is almost twice as large. This contrasts with winter which 
consists primarily of a diurnal cycle with little evidence of a 
semi-diurnal component. The diurnal cycle of total amount 
of winter precipitation has a broad peak that occurs between 
0800 and 1700 UTC. The broad shape of this peak, which 
will be discussed further in Sect. 4, is a result of the offset 
in the timings of the peak in precipitation occurrence and 
intensity.
3.2  Modelled seasonal mean diurnal cycle of the British 
Isles
Figure 2 also shows the modelled diurnal cycle of total 
amount of precipitation, occurrence and intensity per occur-
rence in winter and summer. These modelled results represent 
only those grid boxes which contain station data. It is clear 
from Fig. 2a–f, that WRF generally overpredicts the total pre-
cipitation and the number of occurrences but underpredicts the 
intensity of occurrence in both seasons. ERA Interim shows a 
similar trend. Furthermore, there is a much greater spread in 
the WRF simulations of the summer diurnal cycle compared 
to winter. In both seasons, WRF generally simulates the tim-
ing of the primary peak between 1400 and 1700 UTC cor-
rectly but it does not simulate the secondary peak in summer 
that is evident in the observed record between 0200 and 0500 
UTC. WRF also overestimates the amplitude of the summer 
diurnal cycle by a factor of at least three on average.
Table 2 highlights the main differences between the 
observations and the ensemble average in winter and sum-
mer. It shows that WRF captures the observed diurnal cycle 
of total winter precipitation but poorly represents the warm 
season diurnal cycle. In summer, the modelled precipitation 
is dominated by the 24-h harmonic whereas the 12-h com-
ponent is far more prevalent in the observations. Addition-
ally, the simulated amount of precipitation and number of 
occurrences are too large by approximately 40 and 120 % 
respectively.
Overprediction of precipitation in regional climate mod-
els can arise from a wet bias in the driving data (Gianotti 
et al. 2012). However, this is an unlikely explanation as 
Fig. 2 shows that ERA-Interim does not have a large wet 
bias. Although, ERA-Interim does not capture the observed 
diurnal cycle well, the average total precipitation for 
ERA-Interim in summer (18.6 mm) and winter (28.2 mm) 
compares favourably with the observations in summer 
(18.7 mm) and winter (27.9 mm).
Figure 2b shows that all WRF simulations poorly repro-
duce the characteristics (amplitude and phase) of the diurnal 
cycle of precipitation occurrence in winter. The character-
istics of the same cycle in summer (Fig. 2e) are also poorly 
simulated and WRF fails to capture the semi-diurnal cycle 
evident in the observed record. Furthermore, WRF models 
a peak time of 2000–2300 UTC in the occurrence of winter 
precipitation and a peak time of 1100–1400 UTC in sum-
mer. This is in contrast with the observations which show 
a peak between 0800–1100 UTC in winter and 0200–0500 
UTC in summer.
Figure 2c shows that in winter WRF captures the diur-
nal cycle of precipitation intensity very well with a peak 
at 1400–1700 UTC which agrees with the observed record. 
Similarly, WRF simulates the amplitude of the 24-h win-
ter intensity variation of 0.02 mm/h which agrees with the 
P. A. Mooney et al.
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observed amplitude (see Table 2). Figure 2f shows that 
WRF captures the timing of the primary peaks of intensity 
in summer, but over-predicts the amplitude. Figure 2b, c 
show that WRF over-predicts the occurrence of winter pre-
cipitation and under-predicts the intensity during winter. 
While these opposing biases tend to cancel each other to 
some extent, total precipitation amount is still overesti-
mated by WRF.
Table 2 also includes results of harmonic analysis for 
ERA-Interim driving data. In winter, ERA Interim agrees 
Fig. 2  a Diurnal cycle of total amount of precipitation (in mm during 
the 3 months of winter) averaged over 68 stations in the British Isles 
over the entire winter (DJF) period for observations (boxplots), 13 
simulations listed in Table 1 (red and green lines), ensemble average 
(black line) and ERA-Interim (blue line). Whisker and boxplots for 
the observations were calculated based on 1000 bootstrapped samples 
for each 3-h time interval. Error bars on the ensemble average are the 
standard deviation of the 13 simulations for the 3-h interval. ERA-
Interim values are offset with respect to the WRF values as they are 
available at different intervals to the WRF simulations. b As in a but 
showing the number of occurrences (threshold ≥0.1 mm) in each 3-h 
time interval over the entire winter period. c As in a but showing the 
intensity of precipitation per occurrence in each 3-h time interval. d–f 
As in a–c but for the summer (JJA) season
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remarkably well with the observations for average total 
precipitation, while the WRF ensemble average is approxi-
mately 20 % too high. However, the distribution of the 
explained variance between the diurnal and semidiurnal 
components in WRF is much closer to the observations than 
ERA Interim. This trend is also evident in the number of 
occurrences and in the intensity per occurrence in winter.
In summer, ERA Interim also agrees with the obser-
vations for the average total precipitation, and the WRF 
ensemble is too high by nearly 40 % in this season. The 
distribution of the explained variance between the diur-
nal and semidiurnal components in both ERA Interim and 
the WRF ensemble is quite different to the observations in 
summer. Both WRF and ERA-Interim show very dominant 
diurnal components and negligible semidiurnal components, 
whereas the observations have a dominant semidiurnal com-
ponent. However, WRF shows better agreement with the 
distribution of the harmonic content of total precipitation 
and intensity per occurrence compared with ERA Interim.
In this section we have described the general behav-
iour of the WRF model. There are substantial differences 
between the simulations which are explored in the following 
section.
4  Influence of WRF parameterizations on the 
modelled seasonal mean diurnal cycle 
of precipitation
Figure 3a–f show the influence of the LSM on the diurnal 
cycle of the total amount of precipitation, number of occur-
rences and intensity per occurrence in both winter (left 
panels) and summer (right panels). The ensemble aver-
ages of the WRF simulations which use Noah and those 
which use RUC are plotted as continuous lines with error 
bars representing the maximum and minimum bounds of 
the 6 simulations in each ensemble. This facilitates easy 
comparison of modelled and observed values (boxplots) of 
the diurnal cycle of (a) total precipitation, (b) the number 
of occurrences and (c) the intensity per occurrence in each 
3-h period in both winter and summer. Figure 4a–f show 
the influence of the microphysics parameterizations on the 
diurnal cycle of precipitation using the format of Fig. 3a–f, 
while Figs. 5a–f, 6a–f and 7a–f show the influence of long-
wave radiation, PBL, and cumulus schemes respectively on 
the modelled diurnal cycle of precipitation.
4.1  Influence of land surface models
Figure 3a–c show that the LSM have a negligible impact in 
winter. This agrees with a study by Jin et al. (2010) which 
showed that winter precipitation over the western United 
States simulated by WRF was largely unaffected by four 
different LSMs. Jin et al. (2010) also showed that WRF con-
sistently overestimated precipitation in agreement with our 
results in Sect. 3.
In contrast to winter, Fig. 3d–f show that LSMs clearly 
influence the model’s ability to simulate the diurnal cycle 
of precipitation in summer. In summer, simulations using 
RUC clearly agree better with the observed diurnal cycle 
of total precipitation and number of occurrences than sim-
ulations using Noah. Figure 3d shows that simulations of 
average total precipitation during the night time (2000–
0800 UTC) using the RUC LSM are in good agreement 
with observations but daytime values are almost 30 % in 
excess. This result agrees with Gianotti et al. (2012) who 
found that RegCM3 simulations of the Maritime Con-
tinent were sensitive to LSMs. On the other hand Diro 
et al. (2012) reported that, while certain aspects of pre-
cipitation over Central America were sensitive to the land 
surface schemes, when using the RegCM4 model they 
observed little impact on the diurnal cycle of precipitation 
in their simulations. The very different geographic region 
employed in the latter case may be the explanation of the 
different outcome in that instance.
The LSMs show no influence on the timing of the 
primary peak of the diurnal cycle of total amount and 
intensity but they do influence the peak timing in the 
number of occurrences. In this instance, Noah and RUC 
simulate different timings but neither of them capture it 
accurately.
4.2  Influence of microphysics schemes
Figure 4a–f show that the two microphysics schemes 
(WSM3 and Morrison), chosen because they represent 
widely differing complexity and computational cost, have a 
negligible influence on the diurnal cycle of precipitation in 
winter and a small influence on summertime precipitation. 
In summer, both schemes poorly reproduce the character-
istics of the diurnal cycle of total amount but simulations 
using the Morrison scheme have a slightly smaller bias than 
those using WSM3. The large range in summer of the four 
simulations for each microphysics scheme (indicated by 
the error bar in Fig. 4d, e) results from the large difference 
between the LSMs (described in Sect. 4.1) in each group 
of four. Figure 4e shows that microphysics has a negligi-
ble impact on the diurnal cycle of precipitation occurrence 
in summer. However, Fig. 4f shows that the microphysics 
schemes marginally influence the model’s ability to simu-
late the amplitude of the diurnal cycle of intensity. Simula-
tions using the Morrison scheme have an amplitude closer 
to the observed cycle but it has a larger bias than those sim-
ulations using WSM3.
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4.3  Influence of radiation schemes
Similar to the microphysics schemes examined, the two 
longwave radiation schemes—rapid radiative transfer model 
(RRTM) and community atmosphere model (CAM)—do 
not influence WRF’s ability to simulate the diurnal cycle of 
wintertime precipitation (Fig. 5a–c). In summer, the char-
acteristics of the diurnal cycle are also unaffected by the 
longwave radiation schemes (Fig. 5d–f). Nonetheless, it is 
clear that simulations using CAM have a larger bias in the 
Fig. 3  a–c Observed (boxplots) and modelled (lines) diurnal cycle 
of precipitation: a total precipitation, b number of occurrences and c 
intensity per occurrence in each 3-h period in winter for the ensemble 
mean of the 6 simulations (see Table 1) that use the Noah LSM (red) 
and RUC LSM (green). Error bars on the simulations represent the 
maximum and minimum bounds of each ensemble mean. Points for 
Noah (RUC) LSM are offset by 30 min early (late) to improve the 
clarity of the plots. d–f As in a–c but for summer
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number of occurrences compared with RRTM (Fig. 5e). 
However, this bias is offset in the total amounts of precipita-
tion by the smaller intensity values of the simulations using 
RRTM (Fig. 5f). The large range of the six simulations for 
each longwave radiation scheme in summer (indicated by 
the error bar in Fig. 5d and e) results from the difference 
between the LSMs (described in Sect. 4.1) in each group of 
six.
Fig. 4  a–c Observed (boxplots) and modelled (lines) diurnal cycle 
of precipitation: a total precipitation, b number of occurrences and c 
intensity per occurrence in each 3-h period in winter for the ensemble 
mean of the 4 simulations (see Table 1) that use the WSM3 micro-
physics (grey) and Morrison microphysics (cyan). Error bars on the 
simulations are the maximum and minimum bounds of each ensem-
ble mean. Points for WSM3 (Morrison) scheme are offset by 30 min 
early (late) to improve the clarity of the plots. d–f As in a–c but for 
summer
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4.4  Influence of planetary boundary layer schemes
Figure 6a–c show that the two PBL schemes employed 
in this study—Yonsei University (YSU) and the Mellor–
Yamada Nakanishi and Niino level 3.0 (MYNN3)—do 
not influence WRF’s ability to simulate the diurnal cycle 
of winter precipitation. Furthermore, the diurnal cycle 
of summertime precipitation amounts and intensity are 
also unaffected by the PBL schemes. Only the diurnal 
cycle of occurrences is marginally influenced by the 
Fig. 5  a–c Observed (boxplots) and modelled (lines) diurnal cycle 
of precipitation: a total precipitation, b number of occurrences 
and c intensity per occurrence in each 3-h period in winter for the 
ensemble mean of the 6 simulations (see Table 1) that use the RRTM 
longwave radiation scheme (purple) and CAM longwave radiation 
scheme (green). Error bars on the simulations are the maximum and 
minimum bounds of each ensemble mean. Points for RRTM (CAM) 
scheme are offset by 30 min early (late) to improve the clarity of the 
plots. d–f As in a–c but for summer
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PBL schemes. Once again, the large range of the four 
simulations for each PBL scheme (indicated by the error 
bar in Fig. 6d, e) in summer results from the difference 
between the LSMs (described in Sect. 4.1) in each group 
of four.
4.5  Influence of cumulus schemes
It can be seen in Fig. 7a–c that neither cumulus scheme has 
a significant impact on the simulated diurnal cycle in winter. 
Figure 7d–f show that in summer, the Betts–Miller–Janjic 
Fig. 6  a–c Observed (boxplots) and modelled (lines) diurnal cycle 
of precipitation: a total precipitation, b number of occurrences and c 
intensity per occurrence in each 3-h period in winter for the ensemble 
mean of the 6 simulations (see Table 1) that use the YSU PBL scheme 
(navy) and MYNN3 PBL scheme (plum). Error bars on the simula-
tions represent the maximum and minimum bounds of each ensemble 
mean. Points for YSU (MYNN3) scheme are offset by 30 min early 
(late) to improve the clarity of the plots. d–f As in a–c but for summer
Diurnal cycle of precipitation over the British Isles in a 0.44° WRF multiphysics regional…
1 3
scheme produces marginally more precipitation than the 
Kain–Fritsch scheme. This results from producing slightly 
fewer occurrences and a higher intensity per occurrence than 
the Kain–Fritsch scheme. There is a small difference in the 
amplitude of the two simulated diurnal cycles of intensity but 
the timing of the peak is the same for both simulations. The 
simulated diurnal cycles of amount and occurrence in summer 
are also largely unaffected by the different cumulus schemes.
Fig. 7  a–c Observed (boxplots) and modelled (lines) diurnal cycle 
of precipitation: a total precipitation, b number of occurrences and c 
intensity per occurrence in each 3-h period in winter for the simula-
tion (see Table 1) using the Kain–Fritsch cumulus scheme (yellow) 
and Betts–Miller–Janjic cumulus scheme (dark olive green). Points 
for Kain–Fritsch (K–F) scheme are offset by 30 min early (late) to 
improve the clarity of the plots. d–f As in a–c but for summer
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4.6  Influence of LSMs on convective precipitation, 
relative humidity and temperature
As shown in the previous sections, WRF’s ability to simu-
late the summertime diurnal cycle is affected more by LSMs 
than either microphysics, PBL, cumulus or longwave radia-
tion. The role of LSMs is to redistribute the incoming solar 
radiation flux between reflected solar radiation, surface 
longwave emission, latent and sensible heat fluxes, based 
on the principles of water balance and energy balance. The 
two LSMs examined here include a soil temperature scheme 
and moisture in four (Noah) or six (RUC) layers, frozen soil 
physics and either fractional snow cover (Noah) or multi-
layer (RUC) snow. Soil levels in Noah are 10, 30, 60 and 
100 cm, whereas those in RUC are 0, 5, 20, 40, 160 and 
300 cm. Soil temperature and moisture in Noah are com-
puted by a prognostic equation which includes the effects 
of snow cover and permafrost. RUC solves the thermal dif-
fusion equation and Richards moisture equation at six lay-
ers to obtain soil temperature and moisture. The soil texture 
and vegetation types are the same for both LSMs with the 
WRF preprocessing package using 16 soil categories and 
the 24-category USGS land-cover dataset. Greater detail on 
the differences between the two LSMs are included in Zeng 
et al. (2012).
In this section we investigate the influence of the LSM 
on convective and non-convective precipitation, relative 
humidity at 2 m, surface temperature at 2 m and atmos-
pheric profiles. Figure 8a–f show non-convective (left 
panels) and convective (right panels) precipitation in 
summer for total amounts, number of occurrences and 
intensity per occurrence. Both non-convective and con-
vective precipitation are clearly influenced by the LSMs. 
The Noah LSM produces significantly greater amounts of 
precipitation and more occurrences than the RUC LSM. 
This is most pronounced near the peak of the cycle in the 
convective precipitation. Both types produce too much 
precipitation but convective precipitation clearly pro-
duces more near the afternoon peak. This suggests that 
convective processes are primarily responsible for the 
large discrepancy between the simulations and observa-
tions. Night time precipitation is dominated by the non-
convective component with the total amounts and occur-
rences of non-convective precipitation showing an early 
morning peak. Conversely, daytime precipitation is domi-
nated by convective precipitation which peaks in the late 
afternoon. This afternoon convective peak is much larger 
than the non-convective morning peak and this results in 
a single afternoon peak when both types are combined 
together and hence the dominant diurnal harmonic noted 
in Sect. 3. Figure 8c and f show that both convective and 
non-convective precipitation have a late aftenoon peak in 
the intensity per occurrence.
Table 3 highlights a fundamental problem with both 
LSMs in summer; they are dominated by the 24-h compo-
nent (~80 % explained variance) whereas the 12-h com-
ponent is far more prevalent in the observations (~60 % 
explained variance). The main reason for a transition from 
a dominant 24-h component in winter to 12-h component 
in summer is the presence of an early morning peak in pre-
cipitation which is not observed in winter. An early morn-
ing precipitation peak has been reported by several authors, 
e.g., Kiely et al. (1998), Svensson and Jakob (2002), Twar-
dosz (2007) and Walther et al. (2013). Considering only 
the non-convective precipitation from the WRF simula-
tions improves the agreement with the observations (the 
two right-hand columns in Table 3) by reducing the large 
bias, but it does not address the imbalance in the ratio of the 
24–12-h component.
Figure 9a, b show the modelled and observed diurnal 
cycle of relative humidity (RH %) at 2 m in both winter 
and summer respectively, while Fig. 10a, b show the cor-
responding temperature data at 2 m (T2). The observed rela-
tive humidity has a maximum in the early morning and a 
minimum in the early afternoon, while temperature observa-
tions at 2 m show a minimum at dawn and a maximum in 
the afternoon in agreement with Rohan (1987). Brockhaus 
et al. (2008) have pointed out that the diurnal cycle of spe-
cific humidity can be interpreted as an evaporation driven 
peak with a superimposed dip at the time of maximum PBL 
growth and associated entrainment of dry air from above. 
WRF simulations accurately capture the amplitude of both 
the RH % and T2 cycles and the timings of their peaks and 
trough as shown in Figs. 9 and 10. Simulations that use the 
RUC LSM yield RH % values that are very close to the 
observations in summer whereas Noah values are ~8 % too 
high at the dip. The corresponding T2 values for Noah are 
approximately 2 °C too low at the dip whereas RUC val-
ues again agree quite well with the observations as shown 
in Fig. 10b. The combination of excess humidity and lower 
temperatures are a likely cause of the large precipitation 
bias when using the Noah LSM in summer (Fig. 3d) com-
pared with RUC values. Similar results were reported by 
Brockhaus et al. (2008) who compared diurnal cycles from 
the community land model (CLM) regional climate model 
with hourly data at several stations in Switzerland. They 
noted an underestimation of the diurnal temperature range 
and a cold bias of 1–3 K, which resulted in a boundary layer 
that is too shallow. A cold bias in diurnal temperature was 
observed in GCM-driven simulations of CLM for most of 
western Europe by Jacob et al. (2007). However, the British 
Isles and Eastern Europe were found to be exceptions in that 
instance.
In our results for winter the situation is reversed with 
Noah values of RH % and T2 closer to the observations 
than RUC. However, differences between simulations using 
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RUC and Noah LSM are negligible in winter with both 
yielding precipitation amounts that are approximately 40 % 
too high throughout the diurnal cycle. Winter precipitation 
in the British Isles is dominated by orographic and frontal 
precipitation with relatively small contributions from con-
vective precipitation (de Leeuw et al. 2014). Since winter 
Fig. 8  a–c Diurnal cycle of non-convective and total precipitation 
modelled by WRF: a total precipitation, b number of occurrences 
and c intensity per occurrence in each 3-h period in summer for the 
ensemble mean of the simulations that use the Noah LSM (dark 
red for non-convective precipitation and faded red for total precipi-
tation) and RUC LSM (dark green for non-convective precipitation 
and faded green for total precipitation). Error bars on the simula-
tions represent the maximum and minimum bounds of each ensemble 
mean. Points for Noah (RUC) LSM are offset by 30 min early (late) 
to improve the clarity of the plots. d–f As in a–c but for convective 
precipitation
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Table 3  Results of harmonic analysis of observed and WRF simulated total, convective and non-convective precipitation for summer only with 
Noah and RUC LSMs
The figures in parentheses are the 1 − σ uncertainties on the quoted values estimated from the least-squares fit. The percentage values in the 
rows labeled diurnal (and semidiurnal) amplitude are the contribution of that component to the variance
Observed WRF Total precip. WRF convective precip. WRF Non-convective
Noah LSM RUC LSM Noah LSM RUC LSM Noah LSM RUC LSM
Summer precipitation
 Diurnal average (mm) 18.7 (1.6) 29.4 (8.2) 21.8 (3.6) 13.6 (8.4) 8.2 (4.4) 16.0 (2.2) 13.4 (2.4)
 24-h amplitude (mm) 1.0 (0.3) 9.8 (0.2) 4.5 (0.2) 10.4 (0.2) 5.6 (0.1) 2.9 (0.2) 3.1 (0.1)
 24-h phase (h) 11.2 (1.1) −10.5 (0.04) −10.6 (0.1) −9.3 (0.01) −8.5 (0.01) 8.3 (0.3) 7.0 (0.1)
 12-h amplitude (mm) 1.8 (0.3) 3.1 (0.2) 1.6 (0.2) 3.8 (0.2) 1.6 (0.1) 0.6 (0.2) 0.5 (0.1)
 12-h phase (h) 3.8 (0.4) 3.1 (0.2) 3.9 (0.2) 2.9 (0.1) 3.5 (0.1) −3.6 (0.3) −5.3 (0.2)
Explained variance
 Diurnal (24-h) 22 % 80 % 77 % 77 % 81 % 83 % 85 %
 Semidiurnal (12-h) 61 % 8 % 10 % 10 % 7 % 4 % 2 %
Fig. 9  a Relative humidity in winter (observed—boxplots) and the ensemble mean of the WRF simulations (lines) with the Noah LSM (red 
line) and RUC LSM (green line). b As in a except for summer
Fig. 10  a Surface air temperature in winter (observed—boxplots) and the ensemble mean of the WRF simulations (lines) with the Noah LSM 
(red line) and RUC LSM (green line). b As in a except for summer
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precipitation is predominantly a result of large-scale atmos-
pheric processes, the modelled diurnal cycle is mostly unaf-
fected by parameterizations.
Previous research (Brockhaus et al. 2008) on the possible 
links between biases in atmospheric profiles and triggering 
of convective precipitation showed that lower atmospheric 
temperatures would reduce water holding capacity and 
increase the likelihood of precipitation. Figure 11 shows 
skew-T/logP plots at midnight and midday for observed 
and modelled data at three stations during summer in our 
domain. The modelled data in these plots show two WRF 
simulations that are representative of those simulations 
which use NOAH (W3_Ys_No_Rr) and those which use 
RUC (W3_Ys_Ru_Rr). In general, modelled atmospheric 
temperatures are colder than observations, and modelled 
dewpoint temperatures are higher than the corresponding 
observations at the surface and at higher altitudes (results 
for Stornoway shown in row 3 of Fig. 11 are atypical in this 
respect). This is consistent with the higher levels of precipi-
tation predicted by the simulations compared with observed 
values. Near the surface, atmospheric profiles using Noah 
tend to have lower temperatures and higher dewpoint tem-
peratures than those that using RUC, which is again consist-
ent with the results shown in Figs. 9b and 10b. Our results 
are also consistent with observations of Jin et al. (2010) in 
which land surface processes were found to strongly affect 
temperature simulations, which impacted precipitation. 
Differences between the two sets of simulated profiles are 
reduced at higher levels. Examination of skew-T plots for 
all stations up to a pressure level of 100 hPa (not shown) 
Fig. 11  a–f Skew-T/log-P plots 
of atmospheric profiles from a 
simulation using NOAH (red; 
W3_Ys_No_Rr) a correspond-
ing simulation using RUC 
(green; W3_Ys_Ru_Rr) and 
observed radiosondes (blue) in 
the boundary layer at Camborne 
(row 1), Hillsborough (row 2) 
and Stornoway (row 3) at mid-
night and midday for summer 
over the period 1990–1995
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indicates good agreement between simulated and observed 
environmental temperatures. However, modelled dew-
point temperatures are 2–5 °C higher than observed values 
which could explain the increased frequency of modelled 
precipitation.
5  Summary
We have simulated the diurnal cycle of precipitation in 
both summer and winter over the British Isles using the 
WRF model for thirteen different parameterization com-
binations—two LSMs, two microphysics schemes, two 
radiation schemes, two cumulus and two PBLs. In all cases, 
WRF significantly overestimates precipitation, in some 
instances by more than 100 %. There are too many occur-
rences of precipitation and the intensity per occurrence is 
too low in every simulation. Possible explanations for this 
include grid spacing, an overly sensitive trigger mecha-
nism in the convective scheme and a wet bias in the driving 
data. A wet bias in the driving data is an unlikely explana-
tion as analysis of the diurnal cycle in ERA-Interim does 
not show a wet bias. Increasing the model horizontal reso-
lution has been shown to reduce a wet bias (Kendon et al. 
2012; Walther et al. 2013; Dirmeyer et al. 2012), but it is 
only when it reaches ‘convection resolving’ values that the 
improvement is clearly observed. Since winter precipitation 
in the British Isles is predominantly a result of large-scale 
atmospheric processes—a point supported by our param-
eterization results—model resolution alone is unlikely to 
be the origin of the wet winter bias in WRF. This is sup-
ported by the work of Chin et al. (2010) who examined the 
wet winter bias in WRF over California. Their investigation 
of the influence of grid resolution (12 and 2 km) on the bias 
showed that low resolution runs tended to underpredict pre-
cipitation in coastal regions and overpredict it elsewhere in 
California while the high resolution simulations increased 
model precipitation everywhere.
Summer precipitation in the British Isles receives a 
greater contribution from convective processes compared 
with winter and is subject to more small scale effects. As 
a result, parameterizations have a greater influence in this 
season.
Of the parameterizations examined here—land surface 
schemes, microphysics, longwave radiation, cumulus, and 
PBL—only the land surface schemes had a significant influ-
ence on the diurnal cycle of precipitation, and only in the 
summer season. Simulations involving the Noah LSM pro-
duced total precipitation amounts that were on average up 
to 7 % (40 %) further from the observations than RUC in 
winter (summer).
In an effort to understand the impact of LSMs in the 
warm season, we examined the diurnal cycle of convective 
and non-convective precipitation, temperature and relative 
humidity. We found that Noah produced convective pre-
cipitation more frequently, had colder surface temperatures 
and higher humidity than RUC in summer. Skew-T profiles 
showed very little difference between simulations that used 
the Noah LSM and RUC LSM at higher levels. These results 
suggest that the WRF simulations with the Noah LSM could 
be overestimating evapotranspiration at the expense of sen-
sible heat (Brockhaus et al. 2008). In conclusion, this study 
has shown that accurately reproducing the diurnal cycle of 
precipitation remains a challenge with a clear need for more 
studies on the detailed regional characteristics and the phys-
ical mechanisms that underlie the cycle.
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