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Abstract
In this thesis a range of phenomena related to molecular adsorption on
silicon surfaces is investigated. The majority of the studies are performed
in response to experimental results, where, using newly developed meth-
ods within the framework of density functional theory, we aim to elucidate
some of the underlying physics as well as test the performance of the chosen
methodology. The studies cover a range of subjects such as molecularly me-
diated pinning of surface geometry, single molecular adsorptions, molecule
migration via exited states and nally an analysis of coverage dependent
adsorption phenomena, where interactions between molecules are mediated
by the surface or enacted via dipole interactions. The main molecules of our
simulations were water, ethylene, acetylene, and benzene, as well as halo-
genated hydrocarbons. We studied processes at two dierent surfaces, the
Si(111)7×7 surface, and the Si(100)c(4×2) surface.
Finally we simulated and characterized one type of grain boundary ob-
served experimentally for a set of photovoltaic absorbers (CuInSe2) and
kesterite and stannite(Cu2ZnSnSe4 or Cu2ZnSnS4) in order to resolve the
open question of how these grain boundaries inuence eciencies of the pho-
tovoltaic device.
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Chapter 1
Introduction
1.1 Historical overview
One of the great moments in the development of science was certainly the
invention of the computer, which not only revolutionized the way we work,
but also the way science is conducted. In the last decade parallelization
of computer processing has been the next grand step allowing access to
computational power of previously inconceivable magnitude. Parallelization
in high performance computing overcomes the limits of single processors
and gives access to methods allowing us to solve problems of quite stunning
complexity.
This progress in computational technologies coupled with advances in
software engineering opens new routes in the development of most scientic
disciplines, reforming the scientic method itself.
The success of the scientic method can be attributed to self-correction,
through which science aims at the best tting model. Based on accumulated
empirical knowledge, through repeated observation of nature, the conclusions
are drawn. These conclusions eventually contribute to formation of more ac-
curate scientic theory. Up until the time computers became widely available
experiments were the only means of scientic investigation and theory used
mostly as a tool for interpretation. Due to the nature of experiments, which
often are subject to ne tuning of the apparatus and experimental proce-
dure, considerable time is usually required. The computer simulation allows
one to greatly extend the theoretical side and to accelerate the feedback part
of the process. It also provides the mechanism, by which the accuracy and
the level of detail is greatly improved. Furthermore, if successful replication
of the real phenomena is achieved, the simulation can be used as an inde-
pendent research tool. In this way the usual order of scientic procedures is
often reversed: trial simulations can gauge the consequences and potential
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processes linked to a particular setting, and can thus be used to guide ex-
periments. This is happening today in many elds of physics and chemistry,
in chemistry most notably in catalysis, organic and inorganic chemistry, and
surface chemistry.
Of course the range of possible environments and systems accessible to
computer simulations is limited. Even so, there are plenty of problems that
are approachable and to which the questions have not yet been provided.
Based on a chosen theory a computational algorithm is built which allows
the reconstruction of the experimental set-up or more likely just a selected
part of it.
This thesis is based on the results obtained from computational ab-initio
quantum mechanical methods, specically on the very successful density
functional theory, which is introduced in a dedicated chapter. The theoretical
and computational aspects are introduced in the rst part of the thesis.
The second part is concerned with specic systems of interest and the
obtained results. For the most part of the thesis the systems discussed
can be categorized as a part of surface science where the range of dierent
phenomena are analysed, with the exception of the last chapter which talks
about bulk structures.
1.2 Overview
The presentation encompasses the following systems: in Chapter 7 the
silicon surfaces will be introduced to provide the background of the later
presented results. In Chapter 8 a further analysis of the Si(100) surface
will be provided in the context of surface pinning phenomena by dissoci-
ated water molecules. Chapter 9 describes adsorption of single molecules
to determine the basic properties of the investigated systems. The single
molecule study is very important for understanding the basic characteristics
of the investigated system. It allows one to simplify the problem to just
the moleculesurface interaction without having to consider the intramolec-
ular interactions thus greatly reducing its complexity. This type of work is
necessary before including any extra variables present in the higher cover-
age regime when molecular interactions may become signicant. Only after
having a well understood foundation, is it reasonable to focus on the inter-
actions of molecules. In the next chapter such high coverage systems are
investigated, rstly with the analysis of benzene adsorption Chapter 10,
investigating the surface mediated interactions and, secondly, with the sec-
ond part of Chapter 8 investigating high coverage water adsorption. In the
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nal chapter, Chapter 11, the subject of photovoltaic thin lms absorbers is
introduced, and the analysis of one particular grain boundary type is under-
taken for a group of thin lm photovoltaic absorbers, which are the subject
of intense research in photovoltaics today.
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Part I
Theoretical background
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Chapter 2
Introduction
2.1 Solid state theory
Solid state physics and chemistry are governed by the laws of quantum me-
chanics (QM). Ideally, it would therefore be preferential to model them by
QM alone. However, obtaining a full QM description of many-body systems
is not always possible due to the inherent computational complexity. This is
the reason why many of the large systems are still described using classical
models based mainly electrostatic interactions. Currently, new and more
sophisticated methodologies and computational tools are being developed,
which allow more problems to be tackled by genuine QM methods.
There are two main philosophies in approaching quantum mechanical
problems. The rst one is called ab-initio (latin: from the beginning) and
it is a purely theoretical approach. The input to ab-initio calculations is
limited only to the fundamental constants and atomic numbers of nuclei. The
accuracy of the results obtained using this method depends on the model's
capacity to correctly represent the wave function, which is indirectly limited
by the computational power available.
The alternatives to this purely theoretical approach are semi-empirical
methods, which use some empirical data to either increase the accuracy of the
obtained results, or to simply limit the computational cost. However, since
the results obtained using these methods are experimentally deduced, they
are often system sensitive. In my studies I mainly used ab-initio method.
However, semi-empirical methods have been employed to correct for the dis-
persion interaction. In this chapter I will introduce the origins and foun-
dations of the theories used in electronic structure calculation leading to
Density Functional Theory (DFT), which is the core of all the calculations
in the thesis. I will also introduce some technical details involved in per-
forming DFT calculations together with extensions to the general theory,
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and more specialised topics such as, scanning tunnelling microscopy, nudged
elastic band, and delta self consistent eld methods.
2.2 Many-body wavefunctions
In order to fully appreciate the complexity of a many-body system, it is
natural to rst outline a many-body formulation of the Schrödinger equation
(SE). Let us consider a simple form of the SE, which is a time independent
representation of a spin-less and non-relativistic many body system, with M
atoms and N electrons. Such an equation reads:
ĤΨ(r,R) = EΨ(r,R), (2.1)
where the wavefunction Ψ depends on coordinates r of N electrons and
R of M nuclei,
r = (r1, r2, .., rN ),R = (R2,R2, ..,RM ). (2.2)
The total kinetic energy in such a system is dened as a sum of the
kinetic energies of all electrons and all nuclei,
Ekin =
M∑
k=1
P 2k
2Mn
+
N∑
i=1
p2i
2me
. (2.3)
The potential energy is attributed to the electrostatic interactions be-
tween all the charges, which yields three possible interactions: ionion,
electronelectron, and electronion:
Epot =
1
2
M∑
k1 6=k2=1
1
4pi0
Zk1Zk2e
2
|Rk1 −Rk2 |
+
1
2
N∑
i1 6=i2=1
1
4pi0
e2
|ri1 − ri2 |
−
M∑
k=1
N∑
i=1
1
4pi0
Zke
2
|Rk − ri|
. (2.4)
In contrast to two other contributions the nuclei-electron potential energy
contribution is negative due the attractive nature of this interaction. There
may also be additional terms to the Hamiltonian due to the inuence of
external electric or magnetic elds. These, however, are not considered here.
The Hamiltonian for the total energy can be expressed as the sum of all
component Hamiltonians namely two kinetic components and three potential
energy components.
Ĥ = Ĥk,n + Ĥk,e + Ĥp,n−n + Ĥp,n−e + Ĥp,e−e (2.5)
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Ĥ =−
M∑
k=1
~
2
Mk
∇2
Rk
−
N∑
i=1
~
2
2me
∇2
ri
+
1
2
M∑
k1 6=k2=1
1
4pi0
Zk1Zk2e
2
|Ri1 −Ri2 |
+
1
2
N∑
i1 6=i2=1
1
4pi0
e2
|ri1 − ri2 |
+
M∑
k=1
N∑
i=1
1
4pi0
Zke
2
|Rk − ri| (2.6)
Considering the evaluation of the above equations for N electrons and
M atoms it becomes apparent that for only a few atoms one is already faced
with very large amount of variables. Solutions for realistic systems thus will
be impossible. In order to overcome this issue a variety of approximations
need to be used.
2.2.1 Born-Oppenheimer Approximation
The Born-Oppenheimer (BO) approximation is one of the most fundamental
approximations of computational chemistry. It is based on the recognition of
the large dierence in mass between electrons and ions and the times-scales
that are involved in their dynamics. The large mass dierence is causing
nearly instantaneous reaction in electrons while keeping the positions of ions
xed by comparison. Thus, in many cases in condensed matter problems,
the nuclei can be treated adiabatically i.e. the dynamics of electronic wave-
functions can be seen as if it takes place in a static ionic potential energy
landscape.
This implies the possibility of dividing the ionic and electronic degrees
of freedom, which allows their independent treatment,
Ψ(R, r) = ψn(R)ψe(r). (2.7)
The ionic kinetic energy term can be neglected, or if necessary treated
as a small perturbation. This signicantly simplies the system. The rst
step in applying the adiabatic approximation is to exclude the ionic kinetic
energy contribution from the Hamiltonian. The electronic wave function
depends parametrically on the specic position of the nuclei. Consequently,
a SE applying to electrons alone can be formulated:
Heψe = Eeψe (2.8)
and the electronic Hamiltonian is
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Ĥe =−
N∑
i=1
~
2
2me
∇2
ri
+
1
2
N∑
i1 6=i2=1
1
4pi0
e2
|ri1 − ri2 |
+
M∑
k=1
N∑
i=1
1
4pi0
Zke
2
|Rk − ri| (2.9)
After introduction of the BO approximation one can nd the ground
state conguration in a variational minimization of energy,
min


〈
ψe|Ĥe|ψe
〉
〈ψe|ψe〉

 = E, (2.10)
while the optimal ionic coordinates can be found via the negative deriva-
tive of the total energy of the systems with respect to the ionic position RI
which provide the force on the nuclei.
F = − dE
dRI
(2.11)
Although the BO approximation signicantly simplies many-body prob-
lem, all the electrons are still treated as separate and interacting entities
leaving one with a signicant computational challenge. There is no con-
ceivable way to extend the many-body wavefunction methodology to any
realistic condensed matter problem including at least 1001000 electrons.
The BO approximation alone is not sucient, other approximations need to
be present or the many-body wave function needs to be avoided altogether.
2.2.2 Wavefunctions and density functionals
In general, in modern studies of electronic structure two dierent routes
can be recognized. On the one hand, there are wavefunction-based methods
following the work of Hartree, Fock and Slater. On the other hand there are
density-based methods derived from work of Thomas, Fermi, and Dirac, and
later formulated in a Density Functional Theory (DFT) by Kohn and Sham.
The wavefunction approach, known under a name of HartreeFock (HF), is a
linear combination of wavefunctions, represented by a set of basis functions.
The electron wave functions are anti-symmetric in nature, thus change their
sign upon exchange. In order to satisfy the Pauli exclusion principle, the
antisymmetric property of the wavefunction is encapsulated by utilization of
a Slater determinant,
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Ψ(r1, r2, . . . , rN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣
χ1(r1) χ2(r1) · · · χN (r1)
χ1(r2) χ2(r2) · · · χN (r2)
.
.
.
.
.
.
.
.
.
.
.
.
χ1(rN ) χ2(rN ) · · · χN (rN )
∣∣∣∣∣∣∣∣∣∣∣
. (2.12)
where χN are orthonormal spin orbitals, each a product of a spacial or-
bital and the spin up or spin down function. In DFT, the electrons are no
longer expressedf as complex wavefunctions but as a real electron density.
This oers substantial computational advantage over wavefunction based
methods. Similarly to HF, DFT has achieved a great recognition and has
proven to be valid in a wide range of condensed matter systems, calculat-
ing binding energies of molecules and the band structure of solids or even
molecular systems in biology. DFT oers a complementary perspective on a
quantum system. It focuses on quantities in 3dimensional space, principally
on the ground-state electron density, and provides a simpler and more intu-
itive visualization of even larger systems. It so far has proven its reliability
in many similar systems to the ones investigated here, with limited com-
putational cost. For this reason it is the method of choice for calculations
performed in this thesis .
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Chapter 3
Density functional theory
The initial work on DFT was reported in two publications: the rst by Walter
Kohn and Pierre Hohenberg in 1964 [1] regarding the fundamental theorems.
The second one by Walter Kohn and Lu Sham in 1965 [2] giving rise to the
Kohn-Sham (KS) equations. The introduction of KS equations gave rise to
the new eld of DFT, which together with the concepts of pseudopotentials
(Section 5.6), supercells (Section 5.1) and iterative minimization techniques
(Section 3.4) have revolutionized the theory of condensed matter.
In this section the basic ideas behind DFT will be introduced. It is
important to remember, however, that DFT is not the rst theory to include
electron density. But in contrast to its predecessors, such as the model
proposed by Thomas and Fermi, it is for the rst time meant to be exact. It
proposes the density as a fundamental entity mapping it uniquely onto the
wavefunction,
ψN (r1, r2, ..., rN )↔ ρ(r), (3.1)
and it is based on the proof that the knowledge of the ground state density of
electrons is sucient to determine all observable properties of an electronic
system. This means that we do not need the full wavefunction but only the
electron density, and that any observable of the many-body wavefunction
ψ0,N can be formulated as a functional of density ρo(r)
O0 = O [ρ0] (3.2)
Since this is not a trivial conclusion it requires a mathematical proof of
validity.
3.1 Hohenberg and Kohn Theorems
The rst proofs for the above postulates were presented by Hohenberg and
Kohn in the form of two simple theorems.
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3.1.1 Existence theorem
One assumes ρ(r) to be a non-degenerate ground state density of N electrons
placed in the external potential V1(r), which is corresponding to the ground
state wavefunction with its energy eigenvalue E1:
E1 =
〈
ψ1|Ĥ1|ψ1
〉
=
〈
ψ1|T̂ + Û |ψ1
〉
+
〈
ψ1|V̂ |ψ1
〉
=
ˆ
ψ∗1
(
T̂ + Û
)
ψ1dτ +
ˆ
ψ∗1V1ψ1dτ
=
ˆ
ψ∗1
(
T̂ + Û
)
ψ1dτ +
ˆ
V1n(r)τ. (3.3)
Here, T̂ is the kinetic energy and Û is the electronelectron interaction
energy. They operate independently of a external potential V̂ . If one as-
sumes another potential producing another ground state wavefunction ψ2 is
represented by the same electron density ρ(r), then a similar equation for
E2 can be formulated:
E2 =
〈
ψ2|Ĥ2|ψ2
〉
=
ˆ
ψ∗2
(
T̂ + Û
)
ψ2dτ +
ˆ
V2n(r)dτ (3.4)
Since the ground state wavefunction is non-degenerate the following can
be deduced:
ψ1 6= ψ2 (3.5)
E1 <
〈
ψ2|Ĥ1|ψ2
〉
= E2 +
ˆ
(V1(r)− V2(r))n(r)dτ (3.6)
and
E2 <
〈
ψ1|Ĥ2|ψ1
〉
= E1 +
ˆ
(V2(r)− V1(r))n(r)dτ (3.7)
from this it follows that:
E1 + E2 < E1 + E2. (3.8)
Thus, by the reductio ad absurdum, the existence of the second potential
V2, giving rise to the same electron density is disproved. This proves the
existence of a unique relation between the external potential and the electron
density. This leads to the conclusion that the ground state charge density
provides a complete description of the system properties via the solution of
a time independent Schrödinger equation. Thus any ground state property
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is a functional of the electron density. This theorem only proves, that a
functional representation exists, however it does not dene what it is.
3.1.2 Variational Theorem
In this theorem the variational energy minimization is discussed in terms of
the positive electron density, which integrates to the total electron number
N in the system.
N = N [ρ(r)] =
ˆ
drρ(r) (3.9)
If one assumes the existence of a ground state ρ0(r), it is the density
of electrons that determines the total ground state energy E0. We know
that ρ(r) can be calculated from the square of the ground state N-electron
wavefunction.
E0 = E0[ρ(r)] =
〈
ψ0|Ĥ|ψ0
〉
(3.10)
knowing that the energy expectation value of the ground state wavefunc-
tion and the energy functional of the density obtained from this wavefunction
denes uniquely (for a non-degenerate case) the ground state energy of the
system. Let us propose another wavefunction ψ1(r) and another correspond-
ing density ρ1(r), which by the variation principle will necessary give a higher
energy:
E0 = E[ρ0(r)] =
〈
ψ0(r)|Ĥ |ψ0(r)
〉
<
〈
ψ1(r)|Ĥ |ψ1(r)
〉
= E[ρ1(r)] = E1
(3.11)
From this it follows that the total energy of the system can be found by a
minimization with respect to ρ(r), and that the minimum energy corresponds
to the system with the correct electron density ρ0(r)
3.2 N, V representability and constrained search
Despite the fundamental nature of the above proofs of DFT theory, the
HK theorems raise many questions regarding the one-to-one correspondence
between the electron density and the external potentials. There have been
a few generalizations showing that in fact the HK theorem is only a limited
case. Fortunately, in most calculations these limits are not an issue. The
one failure of HK formulation which is often discussed regards the degenerate
wavefunction for which one can no longer talk about the uniqueness of the
ground state expectation value.
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This problem has been tackled by Levy and Lieb (LL) [3, 4]. The
HK formulation is based on the assumption that the density ρ(r) is V 
representable, which means that the density is dened by some external po-
tential.The LL theorem provided an alternative formulation in which instead
of a V representable density the minimization algorithm only required the
Nrepresentability. By such a denition they avoided the problem of how an
arbitrary density, integrable to number of N electrons, could be represented
by the ground state of a smooth external potential.
Employing this idea it is possible to constrain the search of the ground
state wavefunction from the full space to the sub-space limited to all the
wavefunctions which construct the same electron density ρ(r). In that way
the minimizations can be performed in two steps instead of one, greatly
decreasing the cost of calculation.
E0 = minρ
{
minψ→ρ
[〈
ψ|T̂ + Û |ψ
〉
+
ˆ
V (r)ρ(r)dr
]}
(3.12)
E0 = minρE [ρ] (3.13)
The LL formulation is dened for any density that is derivable from the
wavefunction ψN of N electrons, therefore it is Nrepresentative. While
LL eliminates the V representability condition from the domain of varia-
tion, nonetheless the density of the minimum energy solution is still V 
representable, agreeing with HK even for the degenerate case.
If ψ can be calculated from ρ and vice-versa then both functions con-
tain exactly the same information. The ground state wavefunction not only
reproduces the ground state density but also minimizes the energy of the
system.
3.3 Self-consistent Kohn-Sham equations
Up to this point, we know that the density ρ(r) can be used to fully represent
a many-body system, thus reducing the many-body problem to a singlebody
problem. HK and LL have proved that a system can be exactly described
only by means of ρ(r), but it was still left unclear how this can be done.
DFT can be implemented in many ways, from which the most widely used is
the Kohn-Sham approach. Interestingly, this approach does not exclusively
work in terms of the charge density but employs also a special type of wave
functions called KohnSham orbitals. As a consequence, DFT looks like a
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single particle theory although many particle eects are still included via the
so-called exchange-correlation potential.
In order to accommodate the electron interaction the Hamiltonian is
Ĥ = Ts + Veff (3.14)
where Ts is the kinetic energy of non-interacting electrons, while Veff is an
eective potential of following form,
Veff = Vext + VH + VXC . (3.15)
where the Hartree potential is (in atomic units)
VH(r) =
ˆ
ρ(r′)
|r − r′|d
3r′ (3.16)
and the exchange-correlation potential is
Vxc(r) =
δExc[ρ(r)]
δρ(r)
(3.17)
Vext is an external ionic potential. The exchange-correlation potential
Vxc is a functional of the electron density, with the electron density dened
as follows.
ρ(r) =
∑
i
| φKS(r) |2 (3.18)
The Kohn-Sham equations are used iteratively. They provide the frame-
work for nding the exact density and energy of the ground state of the
system.
(−~2∇2/2m+ Veff )φKS(r) = EKSφKS(r) (3.19)
The Kohn-Sham equations map many-electron systems onto a system
of non-interacting electrons moving in the eective potential due to all the
other electrons. As shown by Hohenberg and Kohn, DFT is an exact refor-
mulation of the interaction for a many-electron ground state problem but the
diculty lies in the formulation of the unknown exchange-correlation energy
functional.
The Kohn-Sham eigenvalues are not strictly speaking the energies of the
single electron states but rather the derivatives for the total energy with
respect to the occupation numbers of these states. DFT calculations are fo-
cused on iterative solution of the eigenvalue problem once an approximate ex-
pression for exchange correlation energy is given. The minimum energy of the
total functional is the ground state energy and the obtained electron density
18
is the exact ground state single particle density. The exchange-correlation
potential is given as the functional derivative of exchange correlation energy
functional with respect to density.
The meaning of KS orbitals is often confused with a standard wave-
function representation. It is important to highlight the fact that the KS
eigenvalues are introduced as completely articial objects. They are results
of auxiliary single body equations, even though the eigenfunctions (KS or-
bitals) yield the correct density. The density has a strictly physical meaning
while KS eigenvalues provide only semi-quantitative information of the en-
ergy spectrum. Given this nature of KS eigenvalues it is surprising that they
provide a reasonable approximation to the energy levels.
DFT is a very popular method for band structure calculations in solid
state physics. It has also been shown to be in good agreement with experi-
mental studies. It has been also used to perform band structure studies in
this thesis. Nonetheless, it is important to remember that the extent of its
validity is not yet clearly known. DFT also is not a rigorous many-body
theory but a mean eld theory. The neglect of the derivative discontinuity
by LDA and GGA functionals leads to an underestimation of the band gap
which is most severe in metal oxides or strongly correlated systems.
3.4 Solutions to Kohn-Sham equation: Algorithms
In the process of solving the KS equations a few essential components have
to be taken into account for ecient and accurate calculations.
• Introduction of eective valence-core potentials via pseudo-potentials,
approximating the core electrons
• Choice of periodic boundary conditions or isolated clusters
• Choice of basis set for one-electron wave-functions: de-localized plane
waves, or localized atomic orbitals
• Ecient diagonalization of Hamiltonian matrix obtained from the rep-
resentation of the one electron Schrödinger equation in the basis set
In any numerical implementation a many-electron problem has to be
solved iteratively. The reason is the inherent non-linearity of the funda-
mental KohnSham equations. While in a single step of the iteration the
KohnSham eigenvalues and eigenvectors can be calculated on the basis of
an existing density distribution, the summation of the charge density over all
eigenstates creates a new potential. The nal result can thus not be predicted
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from one iteration only. The rough structure of an electronic self-consistent
iteration cycle is the following [5].
1. From an existing distribution of ions and electron density ρ0 construct
the various components of the potential: the external potential Vext
(summation over ions, e. g. by Ewald summation), the Hartree po-
tential VH (solving the Poisson equation for the charge distribution)
and the exchangecorrelation potential Vxc (determined point by point
from the density distribution). The sum of all potentials gives the
eective potential in the single-electron KohnSham equation:
Veff (r) = Vext(r) + VH(r) + Vxc(r) (3.20)
2. Solve the corresponding KohnSham equations either by matrix inver-
sion if the Hamiltonian is represented in a discrete basis set, or by
some other method e.g. using trial solutions and a predictor-corrector
scheme:
(
− ~
2
2m
∇2 + Veff
)
ΦKS(r) = EKSΦKS(r) (3.21)
3. Calculate the total energy from the various contributions. The to-
tal energy in a system is described by a sum over the eigenvalues of
occupied states and some corrections:
Etot,step =
N∑
i
EKS,i − EH [ρ] + Exc [ρ]−
ˆ
Vext(r)ρ(r)dr (3.22)
4. See if the energy is equal to the previous one. If yes stop the iter-
ation. Check the energy dierence between the obtained energy and
the energy calculated of the previous step. If it is smaller then the
set threshold value stop the calculation. The ∆E are usually set small
around 1meV for good quality calculations
5. If the dierence is still larger, then sum up all density contributions
from the occupied states and create a charge density:
ρnew (r) =
N∑
i
|ΦKS,i(r)|2 (3.23)
6. Admix a part of the new charge density to the old charge density ρ0
to create a charge density ρ1: This procedure is called mixing. It
is necessary to retain numerical stability of the simulation. Several
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schemes exist to admix a new charge density to the original one. In
some of those schemes an array of charge densities is kept and mixed
in such a way that the dierence between the densities gradually goes
to zero.
ρ1 (r) =Mix [ρ0 (r) , ρnew (r)] (3.24)
7. With this density go back to step 1.
The selfconsistent electronic iteration procedure is usually embedded
in a cycle aimed at achieving the ground state positions of all ions. In
this case the HellmanFeynman forces (see Appendix I for details)on
the ions are calculated after the electronic ground state is achieved, and
the ions moved according to the forces acting on them. Depending
on the system, the electronic selfconsistency cycle in today's codes
takes about 1050 iterations. Ionic relaxation depends strongly on the
initial guess for the ionic positions and can take from about 10 to a
few hundred cycles.
3.5 Exchange and Correlation
DFT oers a way to avoid the enormous complexity arising from electron-
electron interactions in many-body systems and substitutes it with the ef-
fective one electron potential, a functional of the electron density only. Al-
though the exact form of the functional is not known, its various approxi-
mations have allowed prediction of many properties of molecules and solids.
In the search for the perfect functional a wide variety of approximations has
been created. The functionals proposed so far are usually more valid for spe-
cic systems and tasks, dividing them into separate groups. Some of these
functionals are not strictly ab-initio and include empirical parametrizations
enabling them to obtain results of higher accuracy, or they decrease the cost
of the calculations. While these methods are fairly successful for very similar
systems they can produce highly inaccurate results for inadequate ones. A
good example of this problem would be a functional such as B3LYP [6, 7],
which is the most popular functional in the quantum chemistry commu-
nity for calculations of small molecules, while producing inadequate results
for systems containing a homogeneous electron gas. The other approach to
design the exchange-correlation functionals is to reproduce as many exact
constraints of the many-body system as possible. This approach aims to
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produce functionals with a much more exible range of applications, their
creation is however not without diculties [8].
Although DFT is an exact description in principle, all problems are hid-
den in dening the exchange-correlation energy functional EXC(n). The
great success of DFT depends on the unexpected accuracy of simple ap-
proximations. The rst approximation was based on the local density ap-
proximation (LDA) using the exchange correlation energy of a homogeneous
electron gas with the density equal to the local density. The LDA has been
very successful in the solid state, but does not work well for molecules where
there are strong variations in their electron density. This weakness was par-
tially removed by the construction of gradient corrected functionals such as
GGA and semi-empirical approximations including explicit exchange such
as B3LYP [6, 7], which was very successful in modelling molecular systems,
or HSE03 [9] and HSE06 [10] for solid state systems. The development
of better and yet computationally cheap functionals is still very much in
progress.
3.5.1 Local density approximation
The local-density approximation is the simplest method for the description
of exchange correlation energy [8]. In this approximation the exchange-
correlation energy is obtained by assuming that the energy per electron at
r, Exc(r), is equal to the energy per electron of in homogeneous gas of the
density equal to the density of electrons at this the same point, ρr
Exc[ρ(r)] =
ˆ
xcρ(r))ρ(r)d
3
r (3.25)
with
εxc(r) = ε
hom
xc [ρ(r)] (3.26)
Considering that a homogeneous electron gas is far from a real density
distribution, the LDA approximation has nevertheless been highly successful
in dealing with a broad range of systems. The reason why the uniform
electron gas has such a prominent place in DFT is that it is the only system
for which we know the form of the exchange and correlation energy functional
exactly or at least to very high accuracy.
Despite the success of LDA, the homogeneous density was clearly not
sucient for many systems exhibiting strong electron density variation; a
new method was needed, if one aimed to approach more chemical systems.
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3.5.2 General gradient approximation
This approximation is an extension to the LDA, in which the exchange cor-
relation energy was based on local density only. In this case the additional
local information included the gradient of density ∇ρ(r). In this case the
functional is able to account for the nonhomogeneous electron density of
the real system. The name general gradient approximation is reserved for
the group of functionals which can be dened in the following way:
EGGAxc [ρα, ρβ ] =
ˆ
f (ρα, ρβ ,∇ρα,∇ρβ) dr. (3.27)
Furthermore, the exchangecorrelation functional can be divided into
separate exchange and correlation parts. It is important to realise that in
both cases one is dealing with complex mathematical constructs which have
been chosen to suit the boundary conditions and to obtain system specic
performance. One should be aware that in this case the results of calculations
are more important than the underling physics, and it is these results which
often determine the mathematical model. There exist a group of dierent
functionals which operate within a GGA frame-work for which each exchange
or correlation energy can be separately accounted for. For the exchange
interactions, empirically based functionals can be used such as PW91 by
Perdew et al. [11], and CAM(A), CAM(B) by Handy and co-workers [12]. In
addition there are purely theoretical functionals which instead of empirically
aided parametrizations use rational functions of reduced density gradients.
The most prominent of this kind are PBE by Perdew, Burke, and Ernzerhof
[13], or its revised form revPBE proposed by Zhang and Wang [14], or
recently its version RPBE [15]. From this variety the PBE and RPBE have
been functionals of choice in this work.
3.5.3 Spin extension
So far the theorems introduced here were formulated for spinless densities;
however, there also exists an extended approach to the DFT in which the
electron density is a sum of the two separate densities representing spinup
and spindown states. This is essential in a theory of atoms and molecules
with a net spin dierent from zero and in solids with magnetic ordering.
n(r) = n(r, ↑) + n(r, ↓) (3.28)
Even though from a purely theoretical point of view the exact functional
will not depend on the spin densities (as long as the external potential is
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spin independent), the approximations to it will benet from the additional
exibility of having two instead of one variable. In particular for an open shell
system with an unequal number of α (spin up) and β (spin down) electrons,
a functional of the two spin densities consistently leads to more accurate
results. But an improvement is also seen for certain systems in which the
number of electrons is even, such as H2 molecules at large separation, for
which the unrestricted functionals perform signicantly better because they
allow symmetry breaking.
Just as for the simple spin compensated situation where the ρα(r) =
ρβ(r) =
1
2ρ(r) there are related expressions for the exchange and correlation
energies per particle of the uniform electron gas characterised by ρα(r) 6=
ρβ(r), the so called spin polarized case.
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Chapter 4
Dispersion interaction
As discussed above the choice of the exchange-correlation functional is very
important for the simulation outcome [16]. While for large homogeneous
systems, such as simple metals and semiconductors a local density approx-
imation is appropriate, for inhomogeneous systems like transition metals,
ionic crystals, compound metals, surfaces, interfaces and some chemical sys-
tems semi-local approximations such as a generalized gradient approxima-
tion (GGA) work much better. These two standard methods are cheap and
easily applicable for periodic systems. However, since they are not able to
describe dispersion interaction properly, they cannot be used for modelling
soft matter systems, van der Waals complexes and biomolecules. In this
case another extension of the method, including also non-local interactions
is necessary. These non-local interactions can be also a decisive contribution
in the determination of the structure of highest stability, in particular in
metastable chemisorbed systems, such as the one investigated here. It has
been shown that although many abinitio methods are quite successful in
predicting bonding energies, they perform rather poorly when estimating the
dispersion interactions.
The dispersion interaction plays a very important role in many self as-
sembly processes, ranging from simple organic molecule adsorption to protein
folding, and its understanding seems to be an essential step on the way to
evolve some intuition on how and when the correction should be incorpo-
rated in the calculations as not to miss any important phenomena. In gen-
eral, dispersion interactions are described as interactions between two dipole
moments within the electron distribution of atoms or molecules. The sim-
plest model of dispersions is the interaction of two Drude oscillators where
the instantaneous interaction between them creates an attractive interaction
between them. The dispersion interaction can take the form of the series
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expansion Edisp = −C6R6 − C8R8 − C10R10 − ... where higher order terms can be
neglected. The Leonard-Jones potential is often used among chemists to
describe the interaction between atoms or charge-neutral molecules. It is
commonly expressed in the following fashion:
VLJ = 4
[(σ
r
)12
−
(σ
r
)6]
(4.1)
where  is the depth of potential well σ is the distance close to the particle
at which the potential is zero. The R6 term approximates the potential from
the dispersion forces while R12 corresponds to the repulsive Pauli exclusion
force arising from the electron cloud overlap.
It has been shown in recent studies, utilizing extensions to density-
functional approaches for vdW interactions, that this method is suitable
to describe adsorption energies, bulk moduli and elastic constants of layered
materials like graphite, boron nitride and MoS2 [17]. It has also been con-
cluded that in most cases the use of post-GGA methods is sucient to obtain
accurate results. However, self-consistent methods can be used in systems
strongly inuenced by dispersion interactions where the VdW would aect
HellmanFeynman forces during ionic relaxation calculations [18].
4.1 Non-self consistent method
The non self consistent method employed in this work is based on the ap-
proach developed by Langreth and Lundqvist where the energy values ob-
tained from standard DFT calculations are updated by the vdW corrected
correlation energies calculated separately for local and non-local interactions:
ETOT = ESCF − EPBEc + ELDAc + Enlc (4.2)
Here, ESCF is the total energy obtained from the DFT/GGA simula-
tion, and Enlc is the non-local correlation energy calculated within the vdW
code. The local part obtained using the local density approximation ELDAc
substitutes earlier calculated EPBEc . E
nl
c is expressed as the two-centred
integral:
Enlc =
1
2
ˆ
ρ(r)φ(r, r′)ρ(r′)d3rd3r′ (4.3)
This feature was implemented in VASP by Klimes [19]
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4.2 Self consistent method DFT-D
The self-consistent method used in a work present in the following chapters
was based on semi-empirical Grimme corrections [20], where dispersion cor-
rections take the form of C6R−6. Within this method density functional
theory is restricted to calculate the short range correlation energies, while
medium to long range correlation energies are described by damped empirical
potentials given by
Edisp = −s6
Nat−1∑
i=1
Nat∑
j=1+1
Cij6 /R
6
ij ∗ fdmp(Rij) (4.4)
Here, Nat is the number of atoms in the system, C
6
is the dispersion
coecient for pair of atoms, s6 is a scaling factor depending on the functional
used, and Rij is the distance between interacting atoms. The f represents a
damping function of the following form:
fdmp(Rij) = 1/(1 + e
−d(Rij/Rij−1)) (4.5)
The total energy is then given by:
ETOT = EDFT + Edisp (4.6)
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Chapter 5
Technical aspects
5.1 Periodicity: Bloch theorem
Periodicity plays a very important role in computational analysis. The iden-
tication of the symmetry allows one to minimize the computational cost by
avoiding multiple calculations of the same problem.
Many of the systems in condensed matter physics as well as chemistry
are periodic (e.g. crystals, wires, tubes, polymers). The symmetry of these
systems can be used, and their size reduced to the smallest repeatable unit.
Usually this is done by reduction to the unit-cell or surface super-cell size but
sometimes its multiples are necessary to more accurately model the phenom-
ena of interest. This type of case may include: isolated molecules, molecules
on the surface, defects, doping where one often does not want to model such
unrealistic systems with 20 % doping or defect concentration. In these cases
a larger unit cell may be required to reduce the interactions between defects,
molecules, etc., from the neighbouring periodic images. Although this tech-
nique is far from ideal it is certainly a good approximation for a large enough
cell. In the calculations of isolated molecules or surfaces high quality results
are reached by introducing a large vacuum in between the periodic images,
thus decreasing the moleculemolecule or surfacesurface image interaction
to a negligible value.
In the single-electron description in a periodic potential V (r) = V (r+R),
the Hamiltonian is invariant under the lattice translations. Which means
that it commutes with the translational operator.
[
Ĥ, R̂T
]
, R̂T = n1a1 + n2a2 + n1a2 (5.1)
n1, n2, n3 = 1, 2, 3, ... (5.2)
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According to Bloch's theorem [5] the wavefunction can then be written
as a product of a plane wave and the lattice periodic function,
ψ
k
= exp(ikr)u
k
(r) (5.3)
where u
k
(r) has the same periodicity as the potential, which in the re-
ciprocal space leads to:
ψ
k
=
∑
G
C
k+G exp(ir(k+G)) (5.4)
where C is a Fourier coecient and G is reciprocal space lattice vector.
The important conclusion from Bloch's representation is that although the
wave function phase is not transitionally invariant the charge density ρ(r) =
ψ(r)ψ(r)∗ is. Therefore, the use of Bloch theorem allows for the periodic
representation of systems with (r+R) translational symmetry such as the
electron density in a periodic lattice potential.
5.2 Density of states
The density of states is the number of states per unit energy per unit volume.
Under the periodic boundary condition the volume of each wavevector point
in three dimentional space is
δk = (
2pi
L
)3 (5.5)
In the reciprocal space the number of states in the shell from k to k+ dk
is
dN = 2(
L
2pi
)3intk+dkk dk (5.6)
Then for the dispersion relationE(k) = ~2k2/2m, one can obtain the
following density of states
g(E) =
1
L3
dN
dE
=
1
2pi2
(
2m
~2
)3/2E1/2. (5.7)
5.3 Basis set
5.3.1 Plane wave versus local functions
The basis can be formed from a set of plane waves or some localized functions.
Both of the methods have advantages and disadvantages, depending on the
system and the research interest. Within the plane wave methods it is easy
to change between real and momentum space, through utilization of the Fast
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Fourier Transforms (FFT). The kinetic and potential energy are then rep-
resented diagonally. Plane waves oer very simple convergence control and
their adjustment through a cut-o energy. The Hellmann-Feynman forces [5]
can also be easily calculated with respect to ionic coordinates and superpo-
sition errors from the local basis set are avoided. For convergence the nodal
character of the valence orbitals needs to be eliminated and ion-electron in-
teractions described by pseudo-potentials. While some regard plane wave
methods as an unnecessary approximation, some are sceptical about local-
ized basis sets due to incompleteness and superposition errors. Local basis
sets have certain advantages compared to plane wave basis set, and they
allow analytical integration of 1/r singularities of Coulomb potentials thus
allowing fast calculation of exact exchange.
5.3.2 Plane wave basis set
Through the introduction of the Bloch theorem the single electron wavefunc-
tion can be expanded in terms of a discrete basis set. In order to describe
the system perfectly, the basis set should be innite. In practice this is ap-
proximated. Plane waves are especially appropriate for systems with long
range periodicity. In such conditions they provide intuitive understanding
as well as algorithms for practical calculations.
Because many of the condensed matter systems oer long range peri-
odicity it is natural to express them using periodic functions such as 3-
dimensional plane waves. Using the fact that any periodic function can be
expanded into a complete set of Fourier components an eigenfunction can be
written as follows:
ψi(r) =
∑
q
ci,q × 1√
Ω
exp (iq · r) ≡
∑
q
ci,q × |q〉, (5.8)
where ci,q are the expansion coecients of the wavefunction in the basis
of orthonormal plane waves |q〉, which satisfy the orthonormality condition:
δq,q′ =
1
Ω
ˆ
Ω
exp
(−iq′ · r) exp (iq · r) ≡ 〈q'|q〉. (5.9)
By inserting the eigenfunction into the KS equation (Equation (3.19))
and multiplying by 〈q′| we obtain the KS equation in Fourier space,
∑
q
〈q′|Ĥ|q〉ci,q = εi
∑
q
〈q′|q〉ci,q = εici,q′ . (5.10)
from that, the plane wave representation of kinetic energy is expressed
as
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〈q′| − ~
2
2me
∇2|q〉 = ~
2
2me
|q|2δ
q,q′ , (5.11)
Due to the periodicity of the crystal and its eective potential Veff the
only allowed Fourier components are those with the wavevectors in the re-
ciprocal space of the crystal. Veff is expressed as follows.
Veff (r) =
∑
m
Veff (Gm)exp(iGm · r), (5.12)
where Gm is a reciprocal lattice vector and
Veff (G) =
1
Ωcell
ˆ
Ωcell
Veff (r)exp(−iG · r)dr (5.13)
with Ωcell representing the volume of a reciprocal unit cell. The matrix
element of the eective potential is
〈q′|Veff |q〉 =
∑
m
Veff (Gm)δq′−q,Gm (5.14)
from which it becomes apparent that it can only be zero if the dierence
between q and q′ is a reciprocal lattice vector Gm. Redening a q to:
q = k+Gm,q
′ = k+Gm′ , (5.15)
the matrix equation can be written,
∑
m′
Hm,m′(k)ci,m′(r) = εi(k)ci,m(k). (5.16)
In this way the solutions have been transformed to a set of independent
equations for each k-point within the Brillouin zone, where
Hm,m′(k) = 〈k+Gm|Ĥ |k+Gm′〉
=
~
2
2me
|k+Gm|2δm,m′ + Veff (Gm −Gm′), (5.17)
is a matrix element of the Hamiltonian. The equations (5.16) and (5.17)
are a system of linear equations, which can be solved via diagonalization and
yield a set of eigenvalues εi(k), one for each dened k point. On the basis
of these equations the band structure can be calculated where the index i
represents the band number of each calculated k-point value.
When one uses plane wave sets it becomes apparent than although the
accuracy of the solutions depends on the number of PW basis function, the
components for small kinetic energies are more important that large ones,
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with their weight factor approaching zero for increasing energies. For that
reason the plane wave basis set can be truncated. It is thus a viable option
to introduce an energy cut-o value. Then the number of plane waves in the
basis set is limited,
|k+G|2
2
< Ecutoff . (5.18)
This process allows not only for a discrete but also a nite representation
of the wavefunction. The use of Ecutoff within the DFT code allows easy
control over regulation of the accuracy optimizing of the convergence.
5.4 k-point sampling
The convergence and accuracy of the calculation is also dependent on the
choice of k-points. If the sampling is not sucient to achieve convergence,
the grid can be set denser, until the error due to the k point sampling be-
comes insignicant and the calculation result converges to a certain value. In
general the number of k-points required for convergence is inversely propor-
tional to the size of the unit cell. In DFT calculations the k-points can be set
manually or according to one of the schemes for the k-point grid generation,
with the most common one introduced by Monkhorst and Pack [21].
5.5 Electron bands and Brillouin zones
For perfect periodicity within the lattice one is able to obtain the reciprocal
lattice via Fourier transform. The states in the system are now characterized
by the wavevector with a specic eigenenergy or eigenfrequency. Due to the
periodic boundary conditions certain energies are forbidden. The obtained
dispersion relation can be divided into bands characterizing the properties
of electrons. The dispersion relation is described within the Brillouin zone
characterizing the periodic nature of a given reciprocal space. The solution
of the matrix eigenvalue problem gives rise to a discrete set of eigenvalues
εi(k) which vary with k forming a unique electronic band structure.
The presence of various symmetries for the one-electron Hamiltonian re-
duces the number of inequivalent k points in the rst Brillouin zone. For
that reason it is only necessary to consider the k-points in the irreducible
Brillouin zone (IBZ), while the states and energies for other k-points can
be obtained through symmetry operations. Typically one visualizes bands
along the symmetry lines in IBZ. Practically this of course can't be done in
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a continuous manner and to obtain accurate band characterization one has
to accurately enough sample the k-space along the directions of interest.
5.6 Pseudo-potentials
The idea of pseudo-potentials (PP) is to simply allow cheaper computational
analysis of many-atom systems without sacricing any of the details of chem-
ical or physical systems. It is known that atoms in a chemical bond engage
primarily due to the interaction of their valence electrons, and that the in-
teraction of the core electrons is very small. This allows a greater exibility
when describing the core electrons. The main concept of PP is to add the
tightly bound core electrons to the strong potential for the nuclei and in eect
reproduce the eective ionic potential acting on the valence electrons only.
The pseudo-potentials can be generated beforehand and then applied in the
DFT calculation, thus reducing the cost. PP have been used both in plane
wave and localized basis methods for quite some time, and although their
use is very common, the process of the production of pseudo-potentials is
not a straightforward one. The pseudo-potentials quality is matched against
all-electron calculations. The major diculty in the use of pseudo-potentials
is due to the non-linearity of exchange interactions between valence and core
electrons. In systems with high valence-core electron overlaps extensive cor-
rections are necessary. One of the methods of dealing with this problem is
to utilize projector augmented waves.
5.7 Projector augmented waves
The projector-augmented wave method, st published by Blochl [22], is an
attempt of creating a method combining the eciency of pseudo-potential
(PP) methods and the accuracy of full-potential linearised augmented-plane-
wave (FLAPW) methods. Unlike PP, PAW accounts for the nodal features
of the valence orbitals and ensures orthogonality between the valence and
core wavefunctions. In PAW all valence electron wavefunctions ψAEi are
constructed from pseudo wave functions through the linear transformation.
|ψAEn 〉 = |ψPSn 〉+
∑
i
(|ϕAEi 〉 − |ϕPSi 〉) 〈pPSi |ψPSi 〉 (5.19)
where pseudo wavefunction ψPSi (of band index n) is a variational quan-
tity expanded in the plane waves. ψPSi is identical to the all electron wave-
function ψAEn outside of the sphere of a PAW-potential (which has a radius
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of about half of the atomic-separation), while inside of the sphere, it is only
a bad approximation to the wavefunction. The all electron partial waves
ϕPSn are solutions to the spherical scalar-relativistic Schrödinger equation
for non-spin polarized atoms while the pseudo (PS) partial waves ϕPSn are
node-less and identical to the AE partial waves outside of the sphere of the
PAW-potential and match continuously inside of it. The pi is a projector
function which is constructed such that 〈pPSi |ϕPSj 〉 = δij and 〈r|pPSi 〉 = 0 for
r larger then the radius of the PAW-potential sphere.
Within the PAW method the charge density corresponding to the all
electron eigenstate ψAEn , ρ(r) = 〈ψAEn |r〉〈r|ψAEn 〉 is composed of the three
contributions to ψPSi , ϕ
PS
n and ϕ
AE
n ;
ρ(r) = ρψPS (r) + ρϕAE (r)− ρϕPS(r). (5.20)
As discussed by Kresse [23] the PAW method gives results that are
almost indistinguishable to the US-PP for materials in which the charge
density closely resembles that of the reference system within the core region.
However, for the materials with strong electro-negativity dierences or sys-
tems with large magnetic moments PAW shows superiority over the ultrasoft
pseudo-potential (US-PP). For the calculation in this thesis PAW potentials
(as implemented in VASP) have been used due to their accuracy comparable
to FLAPW, but under signicantly reduced cost [23].
5.8 Delta Self-Consistent Field method : excited
states
Another area in which DFT struggles is for systems not in their ground state.
The problem of including the excited states has been approached in dierent
ways, however, it often suers from high costs or computational limitations.
The most promising methods, because of their low cost, compatible to stan-
dard ground state calculations for tasks such as the excited state molecu-
lar energies calculations are Constrained DFT and the Self-consistent eld
method ∆SCF. For the rst one an additional potential is used to achieve the
desired amount of electrons in the area. In the ∆SCF scheme, however, the
position of the electrons is controlled by the occupation of the Kohn-Sham
(KS) states [24].
In this thesis in section 9.3, the method used is an extended ∆ Self-
Consistent Field method. The DSCF method closely resembles standard
DFT; its advantage is that electrons are not restricted to occupy the lowest
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possible orbitals. It allows one to place one or many electrons in higher lying
KohnSham orbitals. With this additional freedom it is possible to localize
the excited state of adsorbed molecules and perform calculations from which
resonance energies can be estimated. Furthermore, from the calculated forces
it can be deduced if the resonance is responsible for molecular dynamics.
In actual calculations the density of a specied orbital φs(r) is added to
the total density in each step of the self-consistency cycle [24].
ρ(r) =
∑
n
fN−1(T, εn) | φn(r) |2 + | φs(r) |2 (5.21)
N is the total number of electrons and fN−1(T,φ) is the Fermi-Dirac
distribution of the N-1 electron system. φs is our chosen orbital occupied by
an electron, which is taken from the Fermi level to keep the system neutral.
To get the correct band energy φs(r) needs to be expanded in terms of KS
orbitals,
|φs >=
∑
n
cns|ψn >, cns = 〈ψn|φs〉 (5.22)
and the band energy becomes,
εs =
∑
n
|cns|2εn. (5.23)
5.9 Computational software
5.9.1 Vienna Ab initio Simulation Package
In this thesis all the calculations have been performed mainly using Vi-
enna abinitio simulation package (VASP). VASP is based on a Fortran
code is a versatile quantum simulation environment based on the density
functional theory. It is a complex package for performing ab-initio quantum-
mechanical simulations using pseudo-potentials or the projector-augmented
wave method and a plane wave basis set. In calculations performed for this
thesis the interaction between ions and electrons have been described by the
projected augmented wave (PAW). PAW method allows for a considerable
reduction of the number of plane-waves per atom for transition metals and
rst row elements. The size of the basis-set can be kept very small even for
transition metals and rst row elements like C and O.
Forces and the full stress tensor can be calculated with VASP and used
to relax atoms into their ground-state. As in any plane wave program, the
execution time scales like N3 for some parts of the code, where N is the
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number of valence electrons in the system. In VASP, the pre-factors for the
cubic parts are almost negligible leading to an ecient scaling with respect
to system size.
As for the Brillouin-zone sampling VASP oers a range of meshes and
schemes from explicit kpoint denition to automatic mesh determination
providing a exible choice depending on the individual requirements. The
above mentioned features are only brief outline of the whole package, much
more information on VASP can be found on the VASP web site where one
can access a practical guide as well us other useful resources on the VASP
[30], while the overview of the main methods is provided in the article by
Kresse and Furthmüller [31, 32].
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Chapter 6
Scanning Tunnelling
Microscopy
6.1 Background informations
In order to obtain atomic scale resolution with a scanning probe instrument
(see Fig. (6.1)), a signicant change in probe sample interaction needs to
be observed within the scale of atomic units. The only interactions sensitive
enough to such small displacement are chemical forces and tunneling currents
and both are giving rise too two important methods, namely the scanning
tunneling microscope (STM) and the atomic force microscope (AFM). Both
of these methods are of tremendous importance and have revolutionised the
eld of surface science. In this work, however, we shall only be concerned
with the rst one. In surface science one of the most fundamental problems
is an accurate determination of the surface structure. To this end, STM
has been the leading method. STM oers high resolution of direct and real
images making it one of the most favourable tools of surface analysis.
This is how it works. An atomically sharp tip is brought close to the
surface and a voltage is applied. The potential dierence between surface
and tip causes the appearance of a tunnelling current, which is exponentially
dependent on the tipsurface distance. This makes it possible to accurately
determine the topography of the surface. The surface is scanned line by
line and a full surface landscape is obtained. The scanning can be done in
two modes depending on the expected topography of the system. Either the
current or the height of the tip (z coordinate) is kept xed while the other
variable is mapped on the scanned xyplane.
Although from these images the interpretation may often seem straight-
forward this is not always a case, and it is important to understand the exact
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relation between the current, the tip and the surface of an investigated ma-
terial. Depending on the potential dierence the electrons participating in
the tunnelling are chosen from certain "origin" states of the occupied states
in the emitting material to their "destination" states to which they tunnel.
Thus the availability of states on both sides of the junction is a necessary
condition for tunneling to occur. From this, it is apparent that tunnelling
current is a result of the topography of the surface; its atomic species, as
well as its local electronic properties.
Figure 6.1: Ilustration of scanning tunnelling microscopy operation [27]
Because of the vacuum between the tip and the sample in an STM,
interactions of the electrons can be considered small and the problem can
be treated using perturbation models. The tunneling current to rst order
perturbation theory is
I =
2pie
~
∑
µ,ν
f(Eµ) [1− f(Eν + eV )]× |Mµν |2 δ(Eµ − Eν), (6.1)
where f(E) is the Fermi function, V is the applied voltage, Mµν is the tun-
neling matrix element between states ψµ of the probe and ψν fo the surface,
and Eµ is the energy state of the state ψµ in the absence of tunnelling.
With the current computational power the calculations of the electronic
structures of the tip and the surface are feasible and the Bardeen method
could by applied. Unfortunately, there is still is not enough information
about the exact structure of the tip of the probe. For this reason the most
commonly used technique of STM simulation is based on a very simple model
proposed by Terso and Hamann in 1983 [28, 29]
To simplify the Bardeen method Terso and Hamann have restricted
38
the geometry of the tip to one s-like orbital. This simplication and the
corresponding simplied calculation of the tunneling matrix element Mµν
yields the following expression for the tunneling current:
I ∝ e2κR
∑
n
|ψn(r0)|2 δ (εn − εF ) = e2κRn(r0, εF ) (6.2)
where κ is the inverse decay length for the tip wave function in vacuum, R
is local radius of probe's curvature. The decay length itself depends on the
work function φw and the applied bias ∆V according to:
κ =
√
2me|φw −∆V |
~
(6.3)
where the φw is the work function Equation 6.2 shows that the tunneling
current is proportional to the local density of states of the surface, n(r0, εF ).
Despite its simplicity this relation is very often a quite accurate description of
STM images. Its drawback, however, is that it does only allow for qualitative
comparisons.
6.2 BSKAN
All the STM simulations in this thesis have been performed using bSKAN by
W. Hofer. bSKAN is written in modular form and is currently implemented
in Fortran 90. It is an ecient tool for scanning tunnelling microscopy
simulations, written on the basic of Bardeen treatment of tunneling current,
and includes a Terso-Hamann approximation. For more informations see
the bSKAN guide [34].
39
Part II
Analysed systems
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Chapter 7
Silicon surfaces
This chapter is aimed as an introduction to the silicon surfaces discussed in
this thesis. It outlines some basic phenomena observed on the clean surfaces
and provides the structural informations calculated in preliminary studies.
7.1 Silicon: chemical properties
Silicon is a tetravalent chemical element with the symbol Si and atomic num-
ber 14. It is less reactive than its chemical analogue carbon, the non-metal
directly above it in the periodic table, but more reactive than germanium,
the element directly below in the table. Silicon is the eighth most common
element in the universe by mass and second most abundant element on earth
after oxygen accounting for 25.7 % of the Earth's crust by weight. However,
silicon very rarely occurs as a free element in nature. It is most commonly
present in a form of silicon dioxide (silica) or silicates [35].
Silicon is widely used in its available forms for building and, in the ce-
ramic industry in the production of porcelains and quartz based lime-glass.
The other silicon compounds are silicon carbides and a whole class of silicon-
based polymers called silicones. Puried silicon is a base of modern technol-
ogy, a corner stone of current electronics and the computing industry. As
one would expect silicon also plays its part in the physics and chemistry of
life, mostly as a trace element for animals but more importantly in the biol-
ogy of plants. The crystalline silicon has relatively high melting and boiling
temperatures of 1687 K and 3538 K, respectively.
Similarly to germanium and carbon, silicon crystallizes in a strong but
brittle diamond cubic structure with a lattice parameter of 5.43 Å. Silicon is
a metalloid with much lower electro-negativity than carbon (1.7 compared
to 2.5 on the Allred and Rochow scale) allowing for many forms of chemical
bonding. Like carbon it typically forms four bonds but it can also accept
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additional electrons and form ve and more bonds [35]. Its tetra-bonded
chemistry provides opportunities for exible combinations with other ele-
ments and gives rise to structurally complex chemistry, thus being the most
likely candidate for an alternative biochemistry.
Its shell structure consists of 1s, 2s, 2p, and 3s orbitals, which are com-
pletely lled, and a 3p orbital which contains only two electrons, adding up
to four valence electrons. Silicon has a negative temperature coecient of
resistance, since the number of free charge carriers increases with tempera-
ture. The electrical resistance of single crystal silicon signicantly changes
under the application of mechanical stress due to the piezoresistive eect
[35]. Recently it has been also discovered that silicon can exist in another
anisotropic 2d form called silicene [36].
The electronic band structure of bulk Si has been widely studied both
experimentally and theoretically [37, 38, 39, 40]. The energy of a band
gap at 0◦C is 1.2 eV while at room temperature it is 1.1 eV [41]. Due
to the importance of silicon in modern industry the study of its properties
have been of great value. Here, we are concerned with the analysis of its
surface properties. The terminated bulk structure, when exposed to vacuum,
usually undergoes some a reconstruction to reduce its total energy. If the
reconstruction places the empty states below the Fermi surface or occupied
states above it a band bending is expected and electrons ow from or to
the bulk until the built-up electric eld becomes strong enough to create
an equilibrium. This built up eld therefore corresponds directly to the
band bending. Surface dangling bonds can be reduced by the formation of
dimers or can be saturated by another species such as hydrogen. The bond
hydrogenation causes bonding states to move to the valence band and empty
states into the conduction band which attens the band. Even though surface
reconstruction minimizes the amount of dangling bonds, the shifted atomic
conguration also generates surface stress which is energetically costly. For
that reason not all reconstructions are easy to predict, and the most stable
solutions often are due to a balance between bond saturation and surface
stress.
7.2 Si(111)(7×7) surface reconstruction
The Si(111) surface cleavage and associated reconstruction was a topic of
scientic debate for many years described by a well established theoreti-
cal model called dimer adatom stacking fault (DAS). This model was rst
published by Takayanaki et al. in 1985, and instead of very simple pattern
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arising from the bulk structure it proposed a new arrangement of atoms in
the top three layers forming a large (7×7) unit cell, shown in Figure ( 7.1)
[42]. The DAS model accounts for many features observed by STM, where
the most visible atoms correspond to adatoms and the dark areas surrounded
by hexagons of adatoms correspond to corner holes (Figure 7.2).
The trademark of this reconstruction is the existence of a 3fold symme-
try of faulted and unfaulted top layer atoms with respect to the corner hole
(CH), responsible for very characteristic triangular patterns visible in STM
images (Fig. 7.2). For the purpose of this work a short code in python was
written to generate the reconstructed Si(111)(7×7) surface for given bulk
unit-cell lattice parameters, with a number of bulk layers and a hydrogenated
bottom layer. In order to achieve a (7×7) reconstruction the rst bilayer of
the (111) surface cleavage has to be reorganized, this is done in four discrete
steps:
1. Loss of 4 corner atoms resulting in creation of characteristic deep va-
cancies at the apex of the unit cell called corner holes
2. Dimerization of side atoms
3. Rearrangement of atoms in one half of a supercell creating a faulted
stacking
4. Addition of 12 ad-atoms.
The obtained reconstruction is then added to a number of bulk bilay-
ers and terminated with hydrogen atoms for saturation of dangling bonds
(Fig. 7.2).
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Figure 7.1: Si(111)(7×7) surface reconstruction model proposed by
Takayanaki [42]. First three layers of atoms represented as follows: dashed
lling  ad-atoms, black lling  rest-atom, white lling  reconstucted bi-
layer, dots  bulk bi-layer.
Figure 7.2: Scanning tuneling microscopy image of the Si(111)(7×7) surface
reconstruction. Two triangles representing the surface super cell where the
dierent brightness is due to the periodic fault in top layer stacking. The six
outer bright atoms in each triangle represent ad-atoms and the tree dimer
ones represent rest atoms [43]
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Figure 7.3: The top and side view of the (111) surface reconstruction with
the side views presenting the detailed characteristic of layered arrangement
and the nature of the stacking fault. The top layer of a faulted half of a
supercell changes its stacking sequence from (bulk: ...AaBbCc) AaBbC to
(bulk: ...AaBbCc) AaBbA.
7.3 Si(100)  c(4x2) surface reconstruction
The Si(100) surface is the most common facet of a silicon crystal. In a
reconstructed surface it minimizes its energy by the formation of dimers
from top layer atoms, so that the number of dangling bonds is reduced by
50%. The surface is composed of Si-Si dimer rows, while dimers in their
energetic groundstate form a buckled c(4×2) structure (Fig 7.4). At room
temperature, however, the surface involves asymmetric buckling vibrations
of the dimers, in eect causing a ip-op motion between opposite buckling
congurations. The ip-op motion cannot be seen directly in an STM due
to the low time-resolution, although its result can be inferred from averaged
surface images of at dimers, appearing to posses (2×1) symmetry [44]. The
reconstructed surface utilized in the clean surface and molecular adsorbtion
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calulations was also generated using written by python script. The process is
however much simpler in comparison to a Si(111)(7×7) reconstruction, since
it involves only dimerization, buckling and bulk surface hydrogenation. The
obtained initial atomic arrangements were relaxed by VASP in two stages,
rst xing all atoms except hydrogen passivating the bottom layer, and then
keeping hydrogen together with the two bottom layers xed, while all other
layers underwent relaxation. The kpoint sampling was limited to Γ point
and energy cut o was set to 350 eV.
Figure 7.4: Si(100)c(4×2) reconstruction. Beige atoms represent the top re-
constructed layer of silicon atoms, forming rows of dimers buckled in opposite
directions. The left row mirrors the right row forming a ctype reconstruc-
tion. Grey atoms represent second, third and fourth silicon layer.
The surface buckling is not only characteristic of Si(100) it has also been
observed on Ge(100), therefore some of the results highlighted in the follow-
ing are transferable between these system. At low temperature the buckling
is static and can be easily observed in experiments. It takes the most en-
ergetically favourable symmetry forming a c(4 × 2) super-cell [45]. This
observation has been also conrmed in theoretical studies of other dierent
possible phases [46]. During the dimerization the charge is transferred from
the lower to the higher Si atom within the dimer; this asymmetry in local
charge is also causing an asymmetry of the atomic arrangement. As shown
in the Fig. 7.6, the local density of states (LDOS) peak for the up atom
(pink line in the gure) in the dimer is in the valence band, while for the
down atom (blue line in the gure) it is in the conduction band. On the
same plot we also included the LDOS of atoms in a at dimer conguration
(green), obtained from a at dimer unit cell calculation, which shows a tran-
sition between the up and down results with the LDOS peak shifted closer
to the Fermi level. The dimer up and down buckling also aects the second
atomic layer, where the atoms change their position due to the geometry of
the dimers. The atoms under the up atoms are pulled up, while atoms under
46
the down atom are lowered as seen in Fig. 7.5.
Figure 7.5: The illustration of the buckling inuence on the the top layer
of Si(100)(4x2) reconstruction, the beige atoms represent the dimer atoms
with brighter ones being buckled up and darker buckled down. The grey
atoms represent rst layer beneath the dimers, while the arrows indicate the
necessery shift of these atoms to accomodate the buckling.
Employing an Ising model Fu at el. have estimated that at room tem-
perature the dimers have sucient energy to oscillate between the opposite
buckling with a frequency of about 3× 106Hz [46].
7.3.1 Pinning
Although the fast oscillations do not allow one to observe this characteristic
c(4×2) zigzag structure in room temperature STM images, this is not always
the case when dealing with defects or adsorbates. On many occasions, it
has been observed that dimer oscillation can be aected and buckling can
become apparent even at room temperature. Depending on the temperature
and the strength of pinning, the observed eects can have local (just a few
dimers) or much broader character responsible for creating domains of in
or anti phases (see Fig. 7.7). Controlling and understanding the dierent
Si(100) phases is of great signicance due to its potential to be utilized in
applications such as molecular electronics, quantum computing or quantum
optics [47]. Even though the low temperature STM has repeatedly proven
that Si(100)c(4×2) is a factual ground state phase [45], the phase can be
aected by a specic molecular adsorption. In the literature this process
is referred to as dimer pinning when the buckling oscillation is limited in
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Figure 7.6: Si(100)c(4x2) reconstruction, a comparison between a localized
density of states for Si atoms buckled up or down (Gaussian broadening with
a width of 0.2 eV).
a specic direction. So far, it has been shown that the restricted buckling
can contribute to changed geometry/reactivity induction of surface electric
dipoles and double row in or anti phase relation [47].
Previous work has shown that when the symmetry of the surface is bro-
ken by a defect or a step edge a regionally xed buckling may occur [45, 48].
Hossain at el. present no crossdimer row correlation, thus showing no ev-
idence of a strong interaction between the rows. The observation regards
molecular adsorption in which the two neighbouring molecules create pin-
ning of the dimer row. The distance and the position of molecules aect
the result of in phase or out of phase pinning. This eect is observed at the
temperature of 300K, and the molecule used is (CH3)2NCH2CH2N(CH3)2
(N,N,N ′, N ′−−tetramethylethylenediamine) (TMEDA) results in visible
pinning ranging 12 dimmers away from adsorption site. The rst introduced
model of induced dimer pinning was based on an Ising-type model and has
been mostly concerned with dimerdimer interaction rather than molecule
dimer interactions. This has been recently expanded to molecules and will be
further discussed in the following section [49, 50]. The relationship between
the surface and the adsorbate has been proven to be much more complicated
than initially assumed when not only the geometry but also the character of
the individual bonds or polar interactions play a signicant role. Smith et
al. have shown that full knowledge of pinning could help to determine the
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Figure 7.7: STM images taken by Hossain et al. showing the adsorptions
of small amounts of TMEDA molecules at 65K, bias −2V and tunnelling
current 0.2nA. The pinning caused by the molecule is responsible for creation
of two phases: c(4x2) and p(2x2). [47]
molecular adsorption of acetylalehyde and acetone, in which a clear distinc-
tion could be derived on the basis of buckling signatures in between the (2+2)
cycloaddition or enolate mediated geometries [50]. The approach based on
the Isling model has been shown to be a powerful tool. This method could
be used for dierent molecules and is expected to be applicable also on other
surfaces exhibiting buckling, such as Ge(100), allowing the determination of
the pinning strength and its directionality.
7.3.2 Defects
The clean Si (100) surface has several types of common imperfections such
as step and point defects, all of which could inuence surface properties or
locally present processes. Due to the enormous importance of Si in current
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industry, the issues related to the crystal purity and structural perfection
are of wide interest. Despite detrimental properties of defects in some appli-
cation, they have been shown to be the active site for both bulk and surface
processes and can be used as catalytic centres, guides or markers in a self
assembly process. A proper understanding of existing impurities and defects
is essential for applications where impurities are an integral element of the
nal material/device.
In the case of Si(100), point defects have been categorized into three
types: A, B and C. The A and B types represent single and double dimer
vacancies [51, 52]. The origin of the C type defect was initially ambigu-
ous, there were a few dierent models proposed such as vacancies [53, 54],
surface or subsurface foreign atoms [55, 56] and water adsorption [57]. In
the past decade a general conclusion has been reached and the C defect has
been identied as a reaction site for a water molecule. This will be further
discussed in more detail in Section 8.1.
In order to further investigate the buckling phenomena a series of dierent
studies were performed investigating the structural and energetic character-
ization of the system.
The systems of choice are dissociated water and two of its further tran-
sition states observed by both Sobotik and Warschkow at. el. [58, 59]
which is particularly interesting due to the presence of strong pinning ef-
fects. In addition to these studies we have performed an electronic structure
analysis to investigate the origin of pinning. Most of the studies have been
performed on the Si(100)c(4×2) surface although occasionally a at dimer
surface Si(100)(2×1) was used.
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Chapter 8
Surface pinning and water
adsorption.
8.1 Water adsorption on Si(100)
Due to the importance of wet oxidation processes for the creation of SiO2
layers, studies of water adsorption on Si(100) have received considerable at-
tention. Water has been both appreciated as a reactant and catalyst, which
makes it a key element in oxidation schemes [35]. Moreover it is also widely
recognized as a surface contaminant due to its high residual concentration
in Ultra High Vacuum (UHV) setups, which makes it desireble to know its
eect on surface properties or surface processes. Historically there have been
some concerns whether the adsorption of water is dissociative, which today
are resolved and proven to be the case. The earlier proposed option was
the on-dimer (OD) conguration in which the molecule dissociates on two
dangling bonds of the same dimer. The STM study of this conguration sug-
gested that adsorbed water appears identical to features previously assigned
to single dimer surface defects [62, 63]. The other proposed conguration
was inter-dimer (ID) with a molecule dissociating on the nearby dangling
bonds of in-line neighbouring dimers which is also known under the name of
C-defect. Subsequent DFT calculations showed that both of these congu-
rations are stable [64].
The water adsorption is accomplished in a two step process in which at
rst the whole molecule is adsorbed and then it undergoes dissociation to H
and OH. The process of dissociation can be described by means of transition
state theory in which the total transition rate can be represented as a sum
of a quantum tunneling rate and a rate due to thermal uctuations.
The motion of the dimer can be described by the same model without
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the tunnelling eect.
According to one calculation of the transition barriers, the transition to
either OD or ID congurations is almost identical [65]. The minimum energy
path (MEP) was investigated with the Climbing Image Nudged Elastic Band
method (CINEB with water physisorption above down and up buckled Si
atom). It has been consistently shown the DOWN Si atom is mediating in
adsorption, when the oxygen attacks on the higher Si atom within the dimer
it causes the dimer switch followed by adsorption [66, 67] The MEP shows
that the oxygen attack is eective from any position with respect to the Si
dimer, conrming the experimentally observed high rates of reaction [67].
The sticking coecient of water is constant until saturation, suggesting a
mobile mechanism for reaction. Because of its high mobility and reactivity,
water can be a signicant problem when in just one hour under the partial
pressure of 10−11mbar of residual water it already creates a 2 % surface
coverage.
However 0.24eV higher energetic stability of OD vs ID does not explain
the ve times higher probability of ID adsorption. From the kinetic perspec-
tive the reaction barrier is 0.02 eV lower for ID which is still quite small to
explain the behaviour. It has been suggested that this inequality in principle
could be accounted for by H atom tunnelling similarly to the one shown for
NH3 adsorption [68]
The subject of dimer oscillation has been analysed in the recent work by
Yu, providing some inside on the impact that dimer oscillation may have on
the water dissociation pathways into ID and OD congurations, and it has
been demonstrated that this eect may even lead to population reversal. Yu
also suggested that the dimer's dynamics should be considered in analysis of
other polar molecules on a Si(100) surface [69].
Although we consider Yu's point as an important consideration, we do
not agree with his interpretation of the presented data in which he attributes
all of the observed features to only two distinct processes. In fact, and as
shown in earlier work, water dissociation is usually much more complex than
that [58, 59]. It has been specically shown that the elevations of the surface
temperatures allows a series of transformations to occur which lead to surface
dimer oxidation SiOSi or even hydrogenation of this dimer HSiOSi
H, which has been observed experimentally [70].
52
8.1.1 Computational details
In calculations presented here a set of dierent unit cells have been used to
compare the dierent possible pinning. Four unit cell cells were generated
using writen by me python script as presented in Fig. 8.1. Each unit cell
composes of eight layers of Si atoms saturated from the bottom with H
atoms, the unit cell is extended to nine or ten dimer rows to provide at
least three dimers on each side of the adsorbate. The length of each is
created in such a way as to preserve the buckling at the periodic boundary
thus avoiding any unnatural eects which could occur otherwise. Due to a
signicant number of atoms the unit cell includes only a single dimer row.
Ions were relaxed using PAW-PBE as implemented in VASP until the residual
forces were less than 0.02 eV/Å. The H atom layer and two bottom layers of
Si atoms xed in their bulk positions. The k point sampling was performed
with 1 x 3 x 1 mesh and the energy cut of was set to 350 eV.
Figure 8.1: Four dierent buckling congurations for the OH, H interdimer
adsorption of dissociated water molecule on Si(100)(2×1) surface; in a) and
b) the molecule breaks the buckling phase, while in c) and d) the phase
is preserved. The unit cells are always created to preserve phase upon the
periodic transformation. The beige atoms represent the dimer atoms with
brighter ones being buckled up and darker buckled down, the black atoms
represent rst layer beneath the dimers.
In order to account for the dierent unit cells while comparing total
energies, the contribution to the total energy from additional atoms was
calculated. The approximated energy was obtained as a dierence of total
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OH and H
Energy meV
E1 (a) in Figure 8.1 0
E2 (b) in Figure 8.1 45
E3 (c) in Figure 8.1 4
E4 (d) in Figure 8.1 14
Table 8.1: Results of calculation for adsorption energies of dissociated water
molecule on Si(100) - c(4×2) surface in comparison with other theoretical
results.
energies from two clean surface calculations, eight and ten dimer divided by
to to represent the energy dierence per extra dimer, which was equal to
97.11 eV.
∆E =
E10 − E8
2
(8.1)
The unitcells with even number of dimers were chosen to account for the
continuity of the buckling phase.
8.1.2 Results
From the obtained results presented in the Table 8.1 the most stable congu-
ration predicted is E1 ( a) in Fig. 8.1), this is in agreement with experiment.
Furthermore the switch of pining from a) to c) is 0.01 eV more likely than a)
to d) which means that the pinning on the H side is expected to be stronger
than on the OH side, this is also observed in experiments (see Fig. 8.2). Our
results conrm that the phase of buckling most preferably gets broken and
that the pinning strength on both sides is asymmetric.
We have investigated the impact of the adsorbate on the change of local
density of states (LDOS) in the vicinity of the adsorbate. By comparing the
atom projected DOS we have found that the changes are very minor and
are restricted to the dimer directly involved in adsorption and the atoms
below that dimer. The neighbouring dimer atoms DOS are unaected, this
conclusion applies to all the adsorptions that follow in this thesis unless
stated otherwise. The exceptions to this are not resulting from molecule
surface charge transfer but from the dipole interactions between the molecule
and a Si dangling bond, such as the one discussed below.
As presented for the H side buckling in Fig. 8.3 there is no observable
change in the density of states for Cdefect adsorption ( Fig. 8.1). From
the comparison of peaks for UP (occupied states) and DOWN (unoccupied
states) atoms it is evident that the overlap of the colour lines (neighbouring
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Figure 8.2: STM images taken by Warschkow et al. showing lled and empty
states for −2V and 2V respectively at current 0.3nA of water Cdefect on
Si(100) surface. [58]
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Figure 8.3: LDOS of UP and DOWN dimer Si atoms on Si(100) surface
with C-defect on it. The considered atoms are neighbouring to a dimer with
H adsorbate (see a) in Fig. 8.1) while REF_UP and REF_DOWN are a
reference up and down atoms far away from the adsorbate. The up buckled
atoms are on the positive axis while down are on the negative one.
dimer) and black plots (far away reference dimer) are almost identical. For
the OHside Fig. 8.4 however, a slight shift in the density is observed which
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can be attributed to the dipole moment of the OH group. The OH dipole
moment is known to be about 1.5 D. Then the potential in the vicinity of
the dipole will be
V (R) ≈ 1
4piε0
qd · Rˆ
R2
(8.2)
where R is a distance from the centre of the dipole moment, one can
estimate that the potential at 4.0 Å will be 0.25 V if the direction of the dipole
was exactly in the direction of measurement. In reality the electron cloud
is disperse and the direction varies therefore this value represents only the
higher limit. The shift measured in between the UP peak and the REF_UP
peak is about 0.21 V which is in good agreement with the approximated
value. Furthermore the adsorbed OH group pointing toward the dangling
bond has been observed to induce buckling up, while the OH group pointing
in the opposite direction induces buckling down [66].
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Figure 8.4: LDOS of UP and DOWN dimer Si atoms on Si(100) surface
with Cdefect on it. The considered atoms are neighbouring to a dimer with
OH adsorbate (see a) in Fig. 8.1) while REF_UP and REF_DOWN are a
reference up and down atoms far away from the adsorbate. The up buckled
atoms are on the positive axis while down are on the negative one.
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8.2 High coverage water on Si(100)
8.2.1 Introduction
As recently shown by Gallet and co-workers high coverage water adsorption
oers a wide range of patterning. In the STM image presented by them
(Fig. 8.5) a set of signatures can be distinguished for a dierent dimer dan-
gling bond saturation. The possible combinations can be attributed to two
H atoms per dimer, two OH groups, or one H and one OH attached to the
dimer. Occasionally, individual dangling bonds are preserved [164].
In our observation as well in earlier studies it has been shown that OH
groups have a tendency to orient themselves orthogonally to the dimer bond
direction [165]. In this section we aim at investigating this behaviour in
high coverage cases where many OH groups are able to interact with each
other, with H atoms, and with isolated dangling bonds. We have performed
structure relaxations and from the relaxed geometry simulated the STM
images.
8.2.2 Computational details
We have recreated the features proposed in the experimental results in
Fig. 8.5 and created a unit cell containing each of the above mentioned
signatures. The cell used is composed of seven layers of Si atoms hydro-
genated from the bottom, with two dimer rows, a total of eight Si dimers.
The STM images were performed using TersoHamman approximation as
implemented in bSKAN.
8.2.3 Results
During the ionic relaxation, a clear movement of the OH moieties is ob-
served. Although this process is very slow and requires over a thousand
ionic iterations. The general observation for the high coverage scenario is
that OH groups preferentially align along the dimer rows if adjacent to an-
other OH group. As seen in the structural illustration Fig. 8.6 the dipoles
also interact on the dimer.
Analysing the experimental images of single dissociated water (Fig. 8.2)
it is evident that it is possible to identify both the OH and H adsorption
sites of the Cdefect, due to the characteristic drop shape feature, and the
asymmetric dimer pinning. The problem is that the STM feature does not
arise from the adsorbate but from an empty dangling bond on the adsorbed
dimer. When investigating full adsorption, a majority of dangling bonds are
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Figure 8.5: STM images of high coverage of water on Si(100)2×1 by Gallet
et al. (a) Image (8.5 nm × 4.0 nm) of watersaturated n doped surface
scanned at bias voltageV = −2.3V and I = 0.57nA, showing occupied states.
(b) Same as (a) but with enhanced contrast to show the alignment (red
rectangles) and zigzag (green rectangles) patterns made of HSiSiOH
units. (c) Line prole through the location marked by the red arrows in (a),
encompassing from left to right, HSiSiOH, HOSiSiH, and HSi
SiOH units. (d) H and OH distribution along a dimer row, showing the
coexistence of HSiSiOH, HSiSiH and HOSiSiOH units [164]
saturated, therefore neither the drop feature nor the pinning are visible.
So far no account of the OH direction has been discussed in the exper-
imental investigation and the existing high coverage STM images. In this
thesis as well as in earlier works it has been observed that the OH bond
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Figure 8.6: The relaxed unitcell of high coverage water adsorption on
Si(100)-(2×1) surface with simulated STM images for the bias voltage of
V = −1.5, −2, 1.5 and 2.0 for LDOS = 1 ×107states/(eVm3).
is rotated along the surface [166]. Here, we want to further investigate the
eect. As visible in Fig. 8.5 the feature variation is quite signicant where
the brightness of the OH and H features varies considerably. From the pre-
sented STM images no OH direction can be clearly determined. This lack of
denition regarding OH orientation may be caused by the thermal uctua-
tion and clarication of this subject using a low temperature STM would be
required. When investigating the simulated STM images Fig. 8.6 a similar
observation can be made. In both positive and negative bias images the
feature representing H atoms is considerably lower while the OH group's
signature is varied. For negative biases the height of the features are similar
for all OH singularly occupied dimers while the two doubly occupied dimer
oer distinct shape, one is symmetrical while the other is not. The variation
between the OH signature is even more prominent at positive voltages where
not just a shape but the height varies considerably.
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Chapter 9
Single organic molecules on
silicon surfaces
9.1 Molecules on surfaces
Before investigating surface chemistry let us rst outline the basis of what
is responsible for the molecular reactivity in the rst place. How can we
predict if the ambient molecule will, or will not attach to the surface. The
sticking probability of Si atoms arriving at the clean Si surface at thermal
speed is practically 1, but this does not have to be the case for other atoms
or molecules and can also dramatically change upon surface reconstruction.
In general, the ability of the surface to accept an adsorbate is controlled
by the local electronic structure, the geometry of the surface and theirs
vibrations of which the rst two are a subject of a following chapter. In
the rst approximation, the key factors are: the electronegativity dierence
between the reaction species and the availability of electrons for the charge
transfer caused by this dierence. For example the highly electronegative
oxygen will prefer a Si atom with occupied dangling orbital close to the
Fermi energy Ef , so that the O atom can acquire an electron from Si with
maximum energy gain.
The character of the reaction between the surface and the adsorbate is
likely to change in the course of the adsorption. There is a dependence of the
adsorption rate on the exposure time due to the varying coverage, it is well
known that some adsorbate species may stick better when agglomerations
in the form of islands are already present on the surface. The same applies
for dierent adsorption rates resulting from adsorption on special sites such
as defects, dislocations or ridges which are often the rst to be occupied. In
the case of island formation the adsorption rate is dependent on the amount
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of island already present on the surface [35].
In general, the adsorption of molecular species proceeds though several
stages. The free molecule may become physisorbed, chemisorbed, or dis-
sociatively chemisorbed on the surface. These states can most of the time
be separated by energy barriers which further permits the determination of
their transition rates, sticking probabilities and reaction pathways.
Physisorption is the weakest form of adsorption. It is characterized by
lack of true chemical bond instead the molecule bonds to a substrate thought
the Van der Waals or Coulomb forces. Because the molecule makes no chem-
ical bond with the surface it can often migrate eciently over the surface.
The analysis of molecular physisorption is an important eld of surface sci-
ence which is a driving force behind self assembled networks on metallic
surfaces or molecular imprinting techniques when the physisorbed molecules
template the later chemisorbed atomic pattern. Even at large distances a
mutual attraction between the atom and the surface exists that arises from
the interactions of polarizable solid with the dipole from the quantum me-
chanical uctuation of the atomic charge distribution and vice versa.
In contrast to physisorption, a chemisorbed molecule does make a chem-
ical bond. The molecule however retains its identity without breaking into
separate pieces. For some molecules this adsorption state is not a nal one
and under the right conditions they further undergo dissociation into moi-
eties such as H2O described in sec 8.1 .
9.2 1,2dibromoethane on Si(111)
In this work we aimed to provide some clarication and an explanation of the
unusual behaviour observed experimentally in which the chemisorbed, ph-
ysisorbed or mixed adsorptions were observed in the one per corner hole
(OPCH) pattern, even so there has been another ve empty adsorbtion
sited (there is six adatoms per corner hole). The molecule involved was ph-
ysisorbed 1,2dibromoethene which gave rise to the bromination of corner-
hole (CH) Si atoms. The observed phenomena suggested some mechanisms
responsible for the characteristic one per corner hole adsorption. The knowl-
edge of the underlying atomic processes could be of great value for a better
control in selfassembly and nano manufacturing process. Although adsor-
bate repulsion has been observed, so far it has been restricted to metallic
surfaces only. On metallic surfaces the molecular repulsion can be referred to
dierent processes. The presence of the weak repulsion with forces of around
5 meV at 10 Å distance can be attributed to the standing electron waves,
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while stronger interactions can be attributed to electrostatic interaction be-
tween molecules that have acquired charge from the surface [71, 72, 73].
The other reason may be dipolar interactions of about 20 meV at 15 Å, in
this case the strength of this interaction is doubled due to the imagedipole
interaction [74]. In our situation we deal with a semiconductor surface and
the distance between the opposite ad-atoms at the corner hole is 13.4 Å. In
recent works it has been shown that the charge injection into the surface us-
ing the STM tip can result in hopping of chlorine atoms [75], or a non-local
removal of chlorobenzene molecule [76]. Non local activation of a metastable
adsorbtion of hydrogen on Si(100)(2×1):H surface was also observed [77].
9.2.1 Experimental ndings
As presented by McNab et al. in STM images [78], the physisorbed molecule
preferentially attaches itself to one of the adatoms located by the corner hole
Fig. 9.1. In general no more then a single molecule attaches to the same
corner hole, but exceptional double adsorptions have been also observed. It
is dicult to explain this behaviour from the perspective of the electrostatic
repulsion of molecules adsorbed at the same corner hole. The repulsion would
be expected to be quite weak due to the large diameter of a corner-hole, thus
the observed phenomena would be more likely related to a surface mediated
eect.
It is expected that the single adsorption creates a signicant change in
the corner hole environment making secondary adsorption highly unlikely. In
coverage studies a threshold for the surface saturation has been observed at
about 80 % for both the bromination and preceding it 1, 2dibromoethene
physisorption further supporting the presence of signicant repulsion. Ad-
ditionally, the statistical analysis of the bromination provided evidence for
the mobile precursor. Due to the mobility of the molecule it is expected that
the minimum energy conguration is reached.
The experimental data show there was no site selectivity between ad-
sorptions on ad-atoms of the faulted or unfaulted part of the Si surface.
When physisorbed, 1, 2dibromoethene molecules undergo a thermally in-
duced chemical reaction and brominate the nearby ad-atoms Fig. 9.2. In no
case has any residual part of molecule been observed after the bromination of
the surface. According to experimental results obtained by McNab and co-
workers the bromination of a CH adatom is highly favoured over the middle
adatoms. The ratio of reacted Br atoms occupying the corner-hole adatoms
to those occuping the middle adatoms is around 13, making it relatively un-
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likely. For this to happen a strong thermodynamic or kinetic preference is
required. Here again as in molecular adsorption, no selectivity is observed
between the faulted and unfaulted sites.
In experiment of a partially brominated surface exposed to the 1, 2
dibromoethene, the OPCH pattern was still preserved. In the mixed dBrE
and Br there was occasional double occupancy but 93.8 % was still singular.
Figure 9.1: Scanning tuneling image of physisorbed dibromoethane molecules
on Si(111)(7×7). The image was taken at 110 K with a bias voltage of+2.5
V and a current of 0.2 nA [79].
9.2.2 Computational details
The calculations were performed using the Vienna Ab initio Simulation Pack-
age (VASP) [80, 32] with Generalized Gradient Approximation (GGA) and
Perdue Burke Ernzerhof Projector Augmented Wave (PBEPAW) poten-
tials. The energy cut o was set to 300 eV, the inter ionic forces were
minimized until the reached value was smaller than 0.02 eV/Å with the
k point sampling restricted to the gamma point due to large unitcell size.
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Figure 9.2: Scanning tuneling image of chemisorbed Br atoms on Si(111)
(7×7) reconstructed surface. The image was taken in 298 K with bias voltage
+2.5 V and current 0.2 nA [79].
The generated unit cell Fig. 7.2 was prepared by at rst xing all the Si
atoms and relaxing the H atoms then xing the bottom two layers together
with H atoms while the top layers were relaxed. The unit cell contains 49
H atoms and 298 Si atoms and has a size of A1 = (13.539, 23.449, 0.000),
A2 = (−13.539, 23.449, 0.000) and A3 = (0.000, 0.000, 32.000) Å.
1,2 dibromoethane exists in two forms, as rotational isomers of gauche
and trans type (Fig. 9.3) . In the gas phase their relative populations is in
proportion of 1 to 9 respectively [81]. I present the structural analysis for
both isomers in the Table 9.2.2.
Due to very low energy dierences, both isomers are expected to be
present on the surface with their population ratio possibly inuenced by the
interactions with the surface. The calculated gas-phase energy dierence is
98 meV making the trans isomer more stable due to the lesser strain. In the
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Figure 9.3: Two rotational isomers a) gauche1,2dibromoethane b) trans
1,2dibromoethane.
trans gauge
angles (◦) (◦)
BrCC 108.8 113.2
HCH 110.3 109.8
bond length Å Å
BC 1.97 1.97
CC 1.51 1.51
CH 1.1 1.11
Table 9.1: The structural characterization of two rotational isomers a)
gauche1,2dibromoethane b) trans1,2dibromoethane.
adsorption congurations the relative stability is expected to change due to
the interaction with the surface and the repulsive vs attractive interaction
for hydrogen and bromine atoms.
The most prominent feature of the isosurface of the potential landscape
are adatoms, while the lower features represent rest atoms. The corner hole
atoms create an indent in which the height dierence between the adatom
and the corner hole atom is around 4 Å.
9.2.3 Simulated congurations
In my analysis I have considered a series of physisorption congurations
which are presented in Fig 9.4  9.9. From the experimental images it is
visible that the prole of the occupied corner holes is symmetrical in relation
to one of six radial axes ( axis connecting CH central atom and CH adatom)
thus the adsorbates need to be positioned in an appropriate way to match
the image symmetry. Under close inspection all the observed features are
characterized by a dark spot in the place of a CHadatom, one can also
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d1 d2 Ea
Å Å meV
trans CH adatom and rest-atom, (Fig. 9.4) 3.89 4.00 66
gauche CH adatom and rest-atom, (Fig. 9.5) 3.14 3.34 70
gauche CH adatom CH interior, (Fig. 9.6) 3.37 3.75 -28
gauche CH interior, (Fig. 9.7) 3.29 3.61 94
trans two mid adatoms, (Fig. 9.8) 3.37 3.54 122
trans CH interior wide, (Fig. 9.9) 3.37 3.54 58
Table 9.2: The structural analysis of 1,2dibromoethane adsorbates on
Si(111)(7×7) together with the relative adsorption energies Ea. The dis-
tances d1 and d2 represent the separation of the each Br atom from a closest
Si surface atom.
d Ea
Å eV
Br faulted CH, (A at (Fig. 9.10) 2.27 2.67
Br faulted middle, (B at Fig. 9.10) 2.27 2.67
Br unfaulted CH, (C at Fig. 9.10) 2.28 2.62
Table 9.3: The structural analysis for Br adsorption on Si(111)(7×7): Br
Si bond length d and relative adsorption energies Ea.
distinguish a slight variation in that some adsorption presents a very darker
feature and slightly apart from the neighbouring CHadatoms, while others
have an additional dim spot still present at the place of CHadatom. It is
unclear whether this is due to the experimental imprecision or is in fact a
representation of dierent congurations.
In order to elucidate possible congurations a series of dierent geome-
tries were tested. The molecular adsorption energies were calculated in ref-
erence to the energy of the trans molecule 10 Å above the surface (middle
of the unitcell's vacuum region), these are shown in Table 9.2. The same
methodology also applies for the calculation of adsorption energy of the Br
atom (Table 9.2.3). Most of the adsorbed molecules were positioned in such
a way as to correlate with the experimental STM image, ie, the molecules
are placed so as to reduce the density of states available to the STM tip
above the adatom and produce the symmetrical image with respect to the
radial axis. Other congurations were also tested as benchmark studies.
Four of these congurations were considered, some trans while others
were gauche. The results of our studies are presented in the Table. 9.2.
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The rst series of geometries are positioned on the radial axis, with the
rst two congurations a trans and a gauche molecule positioned above
corner-hole add atoms and directed outward Fig. 9.4 and Fig. 9.5. The
adsorption energies are similar for both trans and gauche congurations at
66 and 70 meV respectively. It is known that the physisorbed molecule has
a limited impact on the electronic structure of the surface. Therefore it
is reasonable to consider a scenario, in which geometrical restrictions alone
prevent secondary CH adsorption. For that reason we investigated two ge-
ometries positioned to the inside of the corner-hole Fig. 9.6, Fig. 9.7. In this
case the CH adatoms interior turned out not to be stable while the adsorp-
tion energy of the molecule within the corner hole is 90 meV. Additionally
two other conceptually possible congurations were tested, from which one
was adsorbed between mid-adatoms Fig. 9.8 and one was adsorbed in the
corner hole, perpendicular to the symmetry axis Fig. 9.9 Here, surprisingly,
the rst turned out to be the most stable conguration with 122 meV, while
the other was less stable at 58 meV. On the basis of the obtained results, one
can conclude that there is a large variation of possible physiorbed geometries,
with very similar energetics. The most stable geometry, however, contradicts
experimental observations, in which CH adsorption is more stable then mid
adatoms adsorption.
The obtained results therefore are unable to unambiguously conrm the
preferable conguration in the experiments. In conclusion, standard DFT
methodology in which van der Waals forces are not included turns out not to
be accurate enough in examination of 1, 2dibromethene physisorption on
Si(111)(7×7) surface. For all physisorptions the distance of the Br atom
to the nearest surface atoms is between 3.3 and 4.0 Å as presented in the
Table 9.2.
Additionally bromine chemisorption was also tested (Table. 9.2.3) and it
shows that energetics are independent of the location of the adatom, whether
it is a mid or CH adatom. The comparison between faulted and unfaulted
half shows a dierence of 0.05 eV, showing there is no signicant selectivity
between faulted or unfaulted halfs.
9.2.4 Conclusions
In summary the results presented here show that no single unambiguous
geometry could be found from the perspective of standard DFT calculations.
The stable congurations obtained are in agreement with the experimental
proles in two cases: the CH adatom and rest atoms congurations, for both
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trans and gauche molecule. It seems also possible that the central CH atom is
involved in the adsorption, which supports a geometrical hindrance scenario
due to hole saturation. As for bromine adsorption, no preference between
the mid and CH atom is observed supporting the thesis that the selective
bromination is an eect of CH selective 1, 2dibromoethene physisorption.
Due to the computational expense of these calculations and a presumed
need for thicker unit cells the investigation was terminated at this point.
Subsequently, increased computing power coming to bear on a much larger
cell was able to pin down the energetics to subtle changes in the subsurface
arrangement which fully accounted for the eect. This work was published
only recently by M. Ebrahimi et al. [82].
Figure 9.4: Top and side view of simulated physisorbed trans1,2
dibromoethane above corner-hole adatom and neighbouring central corner-
hole atom. .
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Figure 9.5: Top and side view of simulated physisorbed gauche1,2
dibromoethane between corner-hole adatom and rest atom.
Figure 9.6: Top and side view of simulated physisorbed gauche1,2
dibromoethane between corner-hole adatom and neighbouring interior
corner-hole atom
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Figure 9.7: Top and side view of simulated physisorbed gauche1,2
dibromoethane between corner-hole adatom and neighbouring central corner-
hole atom.
Figure 9.8: Top and side view of simulated physisorbed trans1,2
dibromoethane between two mid-adatoms.
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Figure 9.9: Top and side view of simulated physisorbed trans1,2
dibromoethane between corner-hole atoms.
Figure 9.10: Top and side view of the three simulated bromine adsorptions:
a) faulted corner-hole, b) unfaulted corner-hole c) unfaulted mid-adatom.
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9.3 Ethylene on Si(100)
This section is concerned with thermal and electron stimulated migration
of ethylene molecules. Adsorbate migration is a fundamental step in many
surface phenomena, including self-assembly, material growth, phase sepa-
ration and heterogeneous catalysis. Migration has been interpreted pre-
viously in the work of other laboratories as diusion via sequential ran-
dom hopping [83]. Real-space and even real-time observations of surface
diusion have been achieved using scanning tunnelling microscopy (STM)
[84, 86, 87, 88] and ultrafast laser spectroscopy [88, 89, 90]. In all these cases
of diusion, the direction of motion is random, and it is also short-range ( 5
Å), even on smooth metal surfaces [84, 86, 87, 88, 89, 90, 91, 92, 93].
In other studies recoil away from surfaces has been studied under the
name of DIET (desorption induced by electronic transitions) [94]. These
studies have provided valuable insights into the dynamics of surface diusion
due to thermal, electronic, or optical processes. Recoil towards surfaces is
implied by the frequent observation in recent studies of electron-induced
surface reactions [95]. Here, however, a directed long-range recoil in the
plane of the surface is analysed, which is a genuinely novel phenomenon.
The novelty resides not only in the long-range in-plane recoil, but also in the
observation of reactions at a substantial distance from the originating events.
This contrasts with frequent observations, in previous work, of localized
chemical reactions [96, 97, 98]. The dierence arises from the fact that in the
present instance the exothermic process at rst yields a mobile physisorbed
species, which only later reacts, whereas in the case of a localized reaction a
chemical bond forms immediately adjacent to the reagent molecule.
9.3.1 Experimental observations
Chemisorption of ethylene on Si(100) has been the subject of extensive ex-
perimental studies [98, 100, 101, 102, 103], while theoretical simulations
supporting the evidence have been obtained [104, 105]. It has been shown
that ethylene attaches to the surface by opening its pibond and forming
two CSi σbonds. There are two observed congurations, one where the
molecule is adsorbed between two dimers, the more common one, where it
adsorbs directly on top of a single dimer, which is about 90 % of the total
ethylene population adsorbed at room temperature which also agrees with
this studies. This section's focus is to investigate the cause of long-distance
molecular migrations induced by the tunneling current, for voltages below a
threshold of−3V. According to experimental STM data by K. R. Harikumar,
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John C. Polanyi and Amir Zabet-Khosousi the molecule, at rst adsorbed
directly above the Si dimer, while stimulated migrates for distances as far
as 200 Å. According to experimental results this is a one electron process,
and the migration of the molecule has a directional preference, as shown in
Figures 9.11 and 9.12.
The experimental data have also shown a signicant temperature depen-
dence, as presented in Fig. 9.12. The elevation of the temperature altered
the outcome of electron-stimulated events. The desorption probability rises
from 5 to 10 and 15 % from 25◦C to 100◦ C, to 150◦ C, respectively. More im-
portantly, the radial and angular distributions change signicantly. Radially
the exponential distance dependency decays while the angular distribution
becomes sharper. At 25◦ C the angular distribution exhibits broad peaks at
0◦ and 63◦. At 100◦ C the peaks moved toward larger angles and at 150◦
C the migration was dominant in the 90◦ direction, which is along the CC
bond of the initially adsorbed conguration.
Some of the experimental observations provided by Polanyi et al. were
concerned with molecular migrations as a result of dihalogenation of the Si
surface, the considered halogens were F , Cl, Br. This process took place at
a temperature of 25◦ C. Upon dosing with di-haloethene two new surface fea-
tures were observed. There have been no features that could be attributed to
the intact adsorption of the di-halogen-ethylene (DXE) molecules. Further-
more, it has been recognized that the separation between the chemisorbed
halogens and the migrated molecules similarly to the electrically stimulated
ethylene molecule is up to 80 Å distant from the nearest halogen pairs.
The work done here is focused on the analysis of the excited states lo-
calized in the bond between the molecule and the surface, for the energies
above the threshold of −3 V. The investigated scenario for the observed phe-
nomenon was the possibility of a resonance of the tunnelling electron with
the anti bonding state causing the SiC bonds to break, while also induc-
ing a torque on the molecule, causing its rotational excitation and thus far
migration. The observed long range migration often even surmounts surface
defects, other chemisorbed species or elevated terraces.
The observation that recoiling ethylene migrates over distances as great
as 200 Å surmounting steps and exhibits directional preference suggests that
the molecule moves ballistically rather than diusively. Diusive motion in-
volves sequential short range hopping in random directions, scattering the
absorbates from its initial recoil direction. Additionally, on the Si(100) sur-
face one would expect the preferred direction to be along the dimer row due
to the lower diusion barrier. This however does not correlate well with
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Figure 9.11: Bias dependent STM images of chemisorbed ethylene. Electron-
induced ethylene migration [106]. a) STM image ( +2.0 V, 0.2 nA, 25◦ C)
showing three intra-dimer (circles) and one inter-dimer (oval) chemisorbed
ethylene on Si(100). b) STM image of the same area after an electron pulse
(−3.0 V, 0.2 nA, 0.5 s). The local pulse location is marked by a lightning
bolt. A white arrow shows migration of the pulsed ethylene by 41 Å over
a few surface features. Dashed lines above and below the images indicate
the middle of a dimer rows. c), d) STM images of (−1.7 V, 0.1 nA, 25◦C)
of identical areas c) before and d) after an electron pulse (−3.5 V, 0.1 nA,
2 s) on the chemisorbed ethylene. White arrows shows ethylene migration
by 104 Å onto an upper terrace. e) Yield of electron induced migration as a
function of surface bias. A threshold of −3.0 V obtained assuming a linear
threshold law. f) Rate of election induced migration obtained at a bias of
−3.2 V as a function of current. A linear relation is observed indicative of a
single electron process. Solid lines represent the best linear ts to the data.
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observed data. To account for the observation a dierent mechanism has
been proposed in which the molecule rotates upon recoil, which drives it in
to cartwheel motion perpendicular to the direction of the surface.
Initially a part of the kinetic energy would be stored in rotational motion
reducing the probability of desorption. The distance of a migration would
depend on the rate of transfer of this rotational energy to the surface. This
in-elasticity is expected to decrease over distance until the molecule is no
longer able to escape the attractive potential of the surface atoms.
In order to support this scenario we have analysed the mechanism by
which an initial rotation could be induced. The proposed scenario for rolling
of ethylene molecules would have to be caused during the process of asym-
metric bond breaking, which would create a torque on the molecule and
initiate a rolling motion.
9.3.2 Theoretical methods
Theoretical simulations of the ground state of ethylene, the ground state
of DFE physisorbed on the surface, and the nal state of a reacted DFE
molecule were performed using VASP [30, 32, 23]. A 4 × 4 supercell of
Si(100) was simulated using a slab of eight layers with the bottom layer
passivated by hydrogen. The adsorbate molecules and three surface layers
were relaxed until forces on individual atoms were below 0.02 eV / Å. The
cuto energy was set to 350 eV.
The simulations used generalized gradient approximation (GGA) ex-
change correlation potentials and projector augmented waves to obtain the
electronic ground state [107], and typically integrated the surface Brillouin
zone of the system with only the gamma point. Based on obtained ge-
ometries, the origin of the torque was explored and the excited states of the
ethylene molecule were simulated by the Delta Self-Consistent-Field (DSCF)
method as implemented in GPAW. The ethylene calculations in GPAWwhere
executed by Haiping Lin while NEB calculations of DFE were executed by
Werner Hofer. The NEB simulations were undertaken with the VASP code
using the same setings as specied earlier [25].
9.3.3 Results
The transiently occupied orbital was identied from the pool of unoccupied
orbitals in the energy range from HOMO to HOMO+3.5 eV; it is shown in
Figure (9.13).
Figure (9.14b) shows the results of calculations for a negatively-charged
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Figure 9.12: Radial and angular distribution of electron-induced migration
at various temperatures [106]. a), b), c) Radial distribution (bin size 15 Å
at a) 150◦ C b) 100◦ C and c) 25◦ C. Solid line is an exponential t to the
data. d) Angular distribution at 150◦ C (solid line) , 100◦ C (dashed line),
50◦ C (dotted line).
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Figure 9.13: The gure presents a charge density of band 353 which was
chosen as the main state participating in the process of electron stimulated
migration [106]. Its energy is 3.08 eV above the HOMO level, and its shape
is asymmetrical around the molecule, where the majority of the density is
localized on one of the CSi bond (calculated in GPAW).
chemisorbed ethylene following a Frank-Condon transition, i.e. without re-
laxation of the nuclei. The energy of the ionic state is calculated to be 3.08 eV
above the ground state, in excellent agreement with the observed threshold
for electron-induced reaction. The charge distribution in the excited state
shows asymmetric charge localizations on the two CSi bonds. The higher
charge density on one CSi bond is accompanied by a larger repulsive force
(0.17 eV/Å) on the C atom, creating a net torque that could initiate motion
along the direction of the CC bond axis. The observed outcome depends,
however, on the integral of this and subsequent forces in the negatively-
charged state, and also following reversion to the ground potential-energy
surface.
This was conrmed by means of a nudged elastic band calculation (NEB)
for the reaction path-ways of diuoroethene in the process of asymmetric
recoil during uoridation of the Si dimer a) Figure 9.14a.
9.3.4 Conclusions
In conclusion, we demonstrate theoretical support for the long-range mi-
gration of ethylenic molecules on Si(100), induced by six surface reactions
involving CC pibond formation. We show the generality of migration for
(i) the thermal reaction of three related dihaloalkanes and (ii) the electron-
induced reaction of a series of three related chemisorbed alkenes at the same
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Figure 9.14: DFT calculation of thermal and electron induced recoil of ethy-
lene [106]. a) Calculated minimum-energy path for the thermal dissociation
of DFE on Si(100). Twelve NEB congurations from the initial state step 0
to the nal state (step 11) were calculated. The presented slides present how
the reaction proceeds. White arrows show dierential forces on the carbon
atoms. b) is a calculated charge distribution in the rst excited state of
chemisorbed ethylene on Si(100). White arrows represent forces on carbon
atoms due to a Franck-Condon transition from the ground to the excited
state.
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surface. Each migratory event led at its terminus to a diσbound ethylene
(90 % intradimer, 10 % interdimer). Migration distances averaged 29 Å
for the room-temperature surface, increasing to 87 Å for the 150◦ C surface
and extending up to 200 Å. This long-range migration occurs despite the
well known roughness of this surface that makes possible STM observation
of adsorbates on Si(100) at room temperature. The observed migration is
energized by the formation of a CC pibond. For electron-induced recoil
of ethylene the migration is directed along the initial CC bond axis in the
chemisorbed state. The mechanism for the migration gives evidence of be-
ing rolling, rather than translation, of recoiling physisorbed molecules across
the surface, because obstacles are surmounted and end-to-end inversion is
exhibited. The rotation is induced by torque during the recoil of ethylene
following surface di-halogenation (in three examples examined) or during the
electron-induced recoil of the ethylenic molecules from their surface counter-
parts (in three further examples). Evidence of this torque comes from DFT
calculations performed for both the thermal and electron-induced reactions.
These ndings open up possibilities for the use of chemical energy to direct
long-range adsorbate migration across surfaces, and also oer a new means
with which to study adsorbatesurface interactions during the course of sur-
face migration. Directed molecular movement over many tens of Angstroms
followed by chemical reaction oers a means to promote reaction at a dis-
tance. Additionally, the understanding of long-range migration should assist
in applications that require substantial movement across a surface, such as
molecular nanomachines [108, 109].
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9.4 Acetylene on Si(100)
In this work we investigate a range of possible acetylene geometries on the
Si(100) surface together STM simulations. So far, this system has received
much attention because of its relevance to developing technologies. In this
respect, various chemical processes and molecular congurations have been
analysed due to their importance for applications in molecular electronics, or
towards a comprehensive method of chemical and physical functionalisation
[110]. The adsorption of simple hydrocarbons such as acetylene was found
to be essential for analysis of the rst stages in organic lm growth.
9.4.1 Existing experimental and theoretical data
Due to its triple CC bond, the acetylene molecule on Si is very reactive. It
has been concluded that during acetylene chemisorption the stability of the
silicon dimer bond is not aected [111]. It bonds to the Sidimer by changing
the hybridization of the carbon electrons from sp3 to sp2. According to
early experimental accounts of acetylene adsorption, a di-σ-bonded molecule
was believed to be the only stable conguration. However subsequent STM
images and a careful examination have shown that this assumption may
not be correct. In two articles by Terborg et al.[112] and by Xu et al.
[113] it was claimed that two adsorption congurations exist, namely a di-
σ-bonded (Figure 9.15, c and d) bonded to two Si atoms and a tetra-σ-
bonded (Figure 9.15, f and g) conguration bonded to four Si atoms. This
led to the proposition of stable tetra-coordinated congurations, which we
shall call the pedestal and "rotated pedestal" (Figure 9.15, f and g). Due
to the unclear interpretation of experimental results, a series of theoretical
studies have been conducted [114, 115, 116, 117, 118, 119, 120, 121]. The
results of these simulations are summarized in Table 9.4. Adsorption energies
of dierent congurations considered in theoretical studies using dierent
theoretical methods are consistently higher for the di-σ than for the tetra-σ
conguration. However, despite the agreement of theoretical studies upon
the energetics, the interpretation of available STM images is still somewhat
unclear [117, 120].
Notwithstanding the large number of published results, there are still
controversial issues to address such as the appearance of the molecule in
scanning tunneling microscopy (STM) images [118, 122, 123], or the inuence
of van der Waals (vdW) interactions on the energetics. VdW interactions
have only recently been implemented in density functional theory (DFT)
calculations, and it has been demonstrated that they may change the surface
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and adsorbate distance and therefore have a nonnegligible eect on the nal
result [124]. For these reasons we have decided to revisit the problem of
acetylene adsorption on Si(100) with the improved theoretical methods to
our disposition today.
The Si(100)-(2×1) surface is reconstructed due to the formation of dimers
from top layer atoms, so that the number of dangling bonds is reduced by
50% (for more details see section 7.3. The surface is composed of SiSi
dimer rows, which in their energetic groundstate form a buckled c(4×2)
structure. At room temperature however, the surface involves asymmetric
buckling vibrations of the dimers, in eect causing a ip-op motion between
opposite buckling congurations. Due to the low time resolution of an STM,
the surface is then imaged as a (2×1) reconstruction [44].
(a) (b) (c) (d) (e) (f) (g)
(a) Double bridge 3.19
(b) Double rotated bridge 3.72 2.79 2.93 3.35
(c) Bridge 2.89 2.63 2.97 3.1 3.2 2.75
(d) Rotated bridge 2.53 2.87 2.5 2.63 3 2.45
(e) Ring 2.53
(f) Pedestal 2.13 1.04 1.2 0.5 1.8 1.3
(g) Rotated pedestal 2.04 1.71 2.0 1.4 2.14 2.5 2.15
([125]) R-bridge Si -ring 3.08
Table 9.4: Overview of theoretical adsorption energies (eV) of single acety-
lene molecules on Si(100)-(2×1). (a) Lu [125], (b) Morikawa [114],(c) Hofer
[115], (d) Mezhenny [120], (e) Cho [116], (f) Kim [118], (g) Sorescu [119].
The bracketed letters next to the names refer to the conguration in the
Figure 9.15. The R-bridge Si-ring conguration is the one proposed by Lu,
where in addition to a standard rotated bridge the conguration contains a
pair of uncoordinated Si-bonds.
In order to clarify the controversial issues we have performed a series
of theoretical calculations. The rst part of our analysis is focused on the
investigation of dierent possible congurations and their energetic stabili-
ties. We employed standard DFT, with the addition of post-process vdW
simulations based on the LangrethLundqvist functional and also compared
this set of simulations with DFT enhanced by semi-empirical simulations of
vdW interactions. Subsequently, the most stable congurations were chosen
for STM simulations.
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Figure 9.15: Adsorption congurations of acetylene C2H2 on Si(100)(2×1):
(a)double bridge  two adjacent bridge adsorption, (b) double rotated bridge
 two adjacent rotated bridge, (c) bridge  directly above single dimer, (d)
rotated bridge  between two ends of dimers adjacent in the dimer row, (e)
ring  two acetylene molecules bonded in the four C ring between two dimers,
(f) pedestal  four bonded parallel to the Si dimers, (g) rotated pedestal 
four bonded perpendicular to Si dimers, (h) twisted bridge  diagonally
between two dimers.
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9.4.2 Theoretical methods
Because of the simplicity of the system in our investigations we mainly
used non-self-consistent post-GGA methods to account for vdW interac-
tions, which were, however, benchmarked against self-consistent iterations
with semi-empirical vdW methods.
In post-GGA, the vdW functional is an approximation for the correlation
energy alone [17], while the exchange energy is taken from standard GGA
calculations. However, the right avor of the GGA needs to be applied
in order to avoid an overestimation of the exchange part of the binding
energy [126, 127]. The DFT method used for the relaxation and for the
calculation of electronic structure in our studies is the Vienna Ab-Initio
simulation package (VASP) [31, 32]. In all simulations we employed PBE
and RPBE functionals for exchange-correlation potentials and the projector-
augmented-wave (PAW) method. The ionic relaxation was performed until
the Hellman-Feynman forces reached values smaller than 0.02 eV/Å. The
Si(100) surface, with its buckled dimer reconstruction, was mimicked by a
c(4×2) supercell. The lattice constant was 5.46 Å [128]. The surface slab
consisted of eight layers with a 19 Å, vacuum, the last two layers were kept
xed during relaxation. The bottom layer was passivated with two hydrogen
atoms per silicon atom. The Brillouin zone sampling was limited to the
gamma point.
Due to the requirement of accurate charge density representations also
for the core regions, it was necessary to use a high resolution Fourier grid
in the simulations. To this end the energy cuto was set to 600 eV, in this
case the neighbouring grid points of the real space grid have a separation
of less than 0.1 Å. Based on the obtained charge densities the nal step
in our calculations was the calculation of vdW interactions. This approach
allows adjustment of the resolution depending on the radial and angular
coordinates of the atoms which minimizes the computational expense with
negligible changes in accuracy [18]. Energy values obtained from standard
DFT calculations in this step are updated by the vdW corrected correlation
energies calculated according to 4.2.
The above two-step simulations were repeated for eight dierent cong-
urations  bridge, rotated bridge, pedestal, rotated pedestal, twisted bridge,
double bridge, double rotated bridge and ring  shown in Figure (9.15). In
addition to simulations with non-self-consistent vdW corrections, we also
performed self-consistent relaxations using semi-empirical Grimme correc-
tions [20], where dispersion corrections take the form of C6R
−6
as described
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in section 4.2.
9.4.3 Results and Discussion
Adsorption energies for single molecules were obtained with respect to a ref-
erence system composed of a clean surface and a single molecule placed in
the middle of the vacuum. For multiple adsorptions the reference system
similarly contained one molecule in the vacuum range while the other one
was already adsorbed on the surface. All calculations were performed on a
c(4×2) buckled ground state of Si(100). The coverage for single and double
adsorption then corresponds to a coverage of 0.125 ML and 0.25 ML, respec-
tively. The rst set of adsorption energies is based on non-self-consistent
calculations and presented in Table 9.5. We nd that the most favourable
adsorption conguration for acetylene is the double rotated bridge congura-
tion (Figure 9.15). It is worth pointing out that there is an energy dierence
of 0.36 eV between the bridge and the double bridge far apart (Figure 9.16),
which reects the limited size of our unit cell: even the largest distance
between two molecules in our unit cell does not completely decouple the
molecules. Given the limitations of computational resources, this cannot be
prevented. There is also a small dierence in energy between adjacent and
far apart double bridge congurations, slightly favouring the more distant
setup, indicating a small repulsive potential, which is due to lattice strain.
The pedestal and rotated pedestal congurations are much less stable. The
same applies to the twisted bridge. These three congurations have therefore
been excluded in the subsequent analysis.
Figure 9.16: Ilustration of the unit cell of Si(100)(2×1) with two acetylene
C2H2 molecules adsorbed in bridge congurations above Si dimers located
far apart from each other.
To gauge the validity of the non-self-consistent vdW simulations, we also
performed calculations using semi-empirical but self-consistent methods for
all congurations with adsorption energies above 2.0 eV. The results of our
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E(eV/molecule)
(a) Double bridge 2.65
(b) Double rotated bridge 3.17
(c) Bridge 3.08
(d) Rotated bridge 2.55
(e) Ring from rotated bridge 2.12
(f) Pedestal 0.65
(g) Rotated pedestal 1.39
(h) Twisted bridge 1.16
Double bridge far apart 2.72
Table 9.5: Results of calculation for adsorption energies of acetylene on
Si(100) using non-self-consistent vdw-DF. The bracketed letters next to the
names refer to the conguration in the Figure 9.15.
calculations are presented in Table 9.6. Simulations have been performed
using both, RPBE and PBE functionals. As seen in Table 9.6 the dier-
ence in energies for most congurations is between 0.2 and 0.3 eV. For the
ring congurations we nd slightly higher dierences of 0.4 eV, presumably
because in this case the molecule is closer to the surface. Comparing self-
consistent and non-self-consistent methods for the vdW interactions, we note
very good agreement to within 0.1 eV for most congurations. However, the
bridge turns out to be less stable by 0.26 eV and the ring more stable by
0.48 eV (see Table 9.7).
We have also analysed the bond length and its dependence on the method
used. The bonds of interests are shown in Figure 9.17. The values for
standard PBE (geometry used for non-self-consistent vdw), PBE+vdw and
RPBE+vdw are included in Table 9.8. The general conclusion here is that
the use of RPBE in the relaxation process produces sparser systems by
slightly increasing the bond lengths with respect to PBE. Comparing PBE
and PBE+vdW (non-self-consistent and self-consistent geometries) we nd
that all bonds are shortened except the CH bonds. Self-consistent simu-
lations based on Grimme corrections depend to some extent on the cuto
radius: they tend to overestimate vdW corrections for short bondlengths,
and to underestimate them for long bondlengths. In our view this is the
case for the bridge and the ring from the rotated bridge, which both show
the largest energy dierence between self-consistent and non-selfconsistent
total energy values. In principle, all parameters in the simulations could
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be analysed by a method developed by Hanke et al. [129]. However, since
the ring from the rotated bridge, which shows the largest dierence, is actu-
ally not backed by experimental data, we have omitted this analysis in the
present work.
ERPBE EPBE dierence
(eV/mol) (eV/mol) (eV/mol)
(a) Double bridge 2.47 2.72 -0.25
(b) Double rotated bridge 2.99 3.21 -0.22
(c) Bridge 2.56 2.82 -0.26
(d) Rotated bridge 2.25 2.57 -0.32
(e) Ring 2.20 2.60 -0.40
Double bridge far apart 2.46 2.74 -0.28
Table 9.6: Comparison of adsorption energies from self-consistent dispersion
correction calculation for PBE and RPBE functional DFT-D for dierent
congurations of acetylene on Si(100)(2×1). The bracketed letters next to
the names refer to the conguration in the Figure 9.15.
Enon−sc Esc dierence
(eV/mol) (eV/mol) (eV/mol)
(a) Double bridge 2.65 2.72 0.07
(b) Double rotated bridge 3.17 3.21 0.04
(c) Bridge 3.08 2.82 -0.26
(d) Rotated bridge 2.55 2.57 0.02
(e) Ring 2.12 2.6 0.48
Double bridge far apart 2.72 2.74 0.03
Table 9.7: Comparison of adsorption energies between self-consistent
and non-self-consistent method for dierent congurations of acetylene on
Si(100)(2×1) . The bracketed letters next to the names refer to the cong-
uration in the Figure 9.15.
9.4.4 STM simulations
In our theoretical work we aimed at analysing the experimental ndings
of Mezhenny (Figure 9.18), who presents three visually distinct congura-
tions together with their line proles [120]. Experimentally, the acetylene
molecules appear as depressions compared to the non-reacted dimers, one
conguration occupying an area corresponding to a single dimer (Figure 9.18,
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Figure 9.17: An example of super-cell used in calculations. The atoms in-
cluded in between dashed lines undergo relaxation, during the self-consistent
van der Waals calculations. The labelled bonds the ones considered in the
discussion and included in Table 9.8.
I) and the other two occupying an area of two adjacent dimers of the same
dimer row (Figure 9.18, II and III). The rst approach to STM simulations
discussed here is based on the TersoHamann approximation [130, 131],
which is restricted to representations of the local density of states (LDOS).
Images of our congurations using the TH method, together with line scans
are presented in Fig. 9.19 for a bias voltage of −1.5 V and in Fig. 9.20 for a
bias of −1.0 V. All images generated are for an LDOS value of 1×10−8/ eV.
The dierences between congurations are unambiguous, and the obtained
images were used to interpret all experimentally observed congurations.
In order to overcome the limitations of a nite unit cell size, which gener-
ally makes it impossible to nd accurate contour values from a single simula-
tion [115], we used a numerical interpolation scheme to mimic the transition
from a non-reacted surface (at the edges of the unit cell) to a reacted surface
(at the position of the molecule). While adjacent dimers are slightly higher in
the reacted contour, they appear unchanged in the interpolated contour. We
nd that a double rotated bridge conguration has a similar shape and line
scan (Figure 9.19, b) as feature III, observed experimentally (Figure 9.18).
However, for a bias voltage of −1.5 V the depth of the experimental depres-
sion is 0.6 Å, while it is 0.25 Å, theoretically. But this dierence is partly
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H-C C-C C-Si Si-Si
PBE
Double R-bridge 1.096 1.364 1.924 2.436
Bridge 1.094 1.36 1.919 2.365
R-bridge 1.096 1.365 1.937 2.465
Ring 1.097 1.580(‖) 2.006 2.362
1.575(⊥)
PBE + vdW
Double R-bridge 1.099 1.362 1.919 2.414
Bridge 1.097 1.359 1.911 2.362
R-bridge 1.098 1.362 1.925 2.427
Ring 1.100 1.579(‖) 1.997 2.353
1.574(⊥)
RPBE + vdW
Double R-bridge 1.100 1.368 1.928 2.425
Bridge 1.099 1.364 1.921 2.367
R-bridge 1.100 1.369 1.943 2.449
Ring 1.101 1.587(‖) 2.010 2.361
1.583(⊥)
Table 9.8: Bonds length measurement for dierent congurations using stan-
dard PBE functional for relaxation with and without vdW correction.
due to an elevation of about 0.2 Å, of adjacent dimers in the experiments,
which are used as reference heights (graph E-E' on Figure 9.18). It is known
that bonding of molecules to silicon can lead to charging of adjacent dimers
which then increase in apparent height [99]. In our simulations, the eort to
reproduce also this feature in the experiments would become prohibitively
expensive, as it requires the use of hybrid functionals and a doping of the
silicon surface. Moreover, it has already been established in the cited paper
what the origin of this eect actually is.
The other adsorption conguration with a double dimer footprint (Figure
9.18, feature II) which shows an asymmetric prole, can be attributed to a
rotated bridge (Figure 9.19, d). In this case, there is no increased height for
neighbouring dimers and our linescan in the direction across the dimers with
a depth of 0.3 Å is in good agreement with experimental values. For the
perpendicular direction the depth of the depression is 0.4 Å , again in good
agreement with experiments.
The last conguration in the experiments (Figure 9.18, feature I), where
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Figure 9.18: The experimental STM images [120] of acetylene C2H2 adsorp-
tion on Si(100)-(2×1) at -1.0 V sample bias.
the reacted site is 0.2 Å lower than adjacent dimers, is the bridge cong-
uration (Figure 9.19, c), where we nd a feature which has no apparent
height compared to adjacent dimers. This can be understood considering
the intrinsic limitation of DFT in simulating the width of the band gap of
semiconductors. It is well known that DFT has the tendency to underes-
timate the band gap, which in our calculations would mean to sample the
densities of states further away from Fermi level than in the experimental
scans. For that reason, considering the experimental band gap of 1.1 V and
the DFT band gap of about 0.6 V we decided to perform simulations also at
−1.0 V bias and obtained following results (Figure 9.20).
All depressions in this case become deeper. The double rotated bridge 0.4
Å , the rotated bridge 0.4 Å and the bridge 0.1 Å , which with additionally
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Figure 9.19: Simulated STM images for a density of states of 1 × 10−8/
eV and a bias voltage of −1.5 V. The dotted lines on the right represent
linescans across the images on the left. (a)double bridge  adsorption at
two adjacent bridges, (b) double rotated bridge - adsorption at two adjacent
rotated bridges, (c) single bridge  directly above a single dimer, (d) single
rotated bridge  between two ends of adjacent dimers in a dimer row, (e)
ring  two acetylene form a ring of four C atoms between two dimers.
included perturbation of adjacent dimers provides close to perfect agreement
with the experiment. The other two congurations not considered in experi-
mental studies have the following proles; the double bridge conguration is
seen as a protrusion of 0.1 Å for −1.5 V and a depression of 0.1 Å without
considering the perturbation of adjacent dimers, and the ring conguration
is of 0.0 Å height for −1.5 V and a 0.1 Å depression for −1 V bias, again
without considering any additional eects.
9.4.5 Conclusions
We have calculated adsorption energies employing two methods, a self and a
non-self-consistent one, accounting for vdW interactions for a set of possible
congurations of acetylene on Si(100) surface. The obtained results agreed
with the previously published trends without any strong eects on the hi-
erarchy of the possible adsorption caused by vdW interactions. Simulations
showed a good correlation between self and non-self-consistent methods ex-
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Figure 9.20: Simulated STM images using TersoHamman approximation
for density of states 10−8/ eV and bias voltage −1.0 V: The dotted lines
represent linescans along which the prole of the image is presented on the
graphs on the right hand side. (a) double bridge  two adjacent bridge
adsorptions, (b) double rotated bridge  two adjacent rotated bridge, (c)
bridge  directly above single dimer, (d) rotated bridge  between two ends
of dimers adjacent in the dimer row, (e) ring  to acetylenes bonded in the
four C ring between two dimers.
cept for the ring adsorption which deviated by 0.48 or 0.78 eV, depending on
the starting conguration. The most stable congurations have been used
to generate STM images and three of the congurations (double rotated
bridge, rotated bridge and bridge) were very well matched with the exper-
imental ndings. The long prevailing problem, whether the double dimer
depression is a single-molecule adsorption in a tetraσ conguration or a
two-molecule adsorption with a similar double dimer footprint can now be
solved in favour of double adsorptions. Based on the energy calculations
alone the ring conguration is proposed as another candidate for a stable ge-
ometry. However, there is no experimental match at present in the literature.
Concerning STM simulations we highlighted the importance of the voltage
bias adjustment and the charge agglomeration on the adjacent dimers.
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Chapter 10
Towards high coverage:
benzene on Si(100)
In this chapter we investigate some of the fundamental processes that may
accompany high coverage molecular adsorption on semiconductor surfaces,
while revisiting the long debated subject of benzene adsorption on Si(100).
In our work, through calculations of total energies, transition barriers and
simulations of scanning tunnelling microscopy (STM) images, we provide
some new insights on both methodology and physics.
The interaction of a benzene molecule with a Si(100) surface has received
great attention due to the importance of benzene as a model system for
studying molecular adsorption of aromatic hydrocarbon molecules. In spite
of the apparent simplicity of both benzene and the Si(100) surface, the
ground state adsorption geometry of this system has been under debate for
nearly two decades.
The adsorption takes place at the buckled Si(100) surface (see section 7.3)
one would expect orientationdependant reactivity. As shown in sections 7.3.1
on some occasions, molecular adsorbates signicantly inuence or even x
the surface buckling. This Si dimer pinning may, at some range, aect the
surface character and its reactivity [99, 132]. The early experimental ob-
servations using nearedge Xray adsorption ne structure (NEXAFS) mea-
surements, combined with high resolution electron energy loss spectroscopy
(HREELS) and thermal desorption spectroscopy (TDS) revealed that ben-
zene molecules are chemisorbed on a Si(100)(2×1) surface without molec-
ular decomposition and two congurations can be distinguished [133, 134].
Since the early experimental accounts could not unambiguously determine
the adsorption geometries, various theoretical models have been proposed
and investigated [115, 156, 135, 136, 137, 138, 139, 140, 141, 142].
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It has been agreed for all observed congurations that the bonding be-
tween the C and Si atoms is expected to be of σ nature. The geometri-
cally possible adsorptions could be divided into two groups for the benzene
molecule: diσ bonded and tetraσ bonded. In either case, all of the congu-
rations have been considered and investigated in previous theoretical works.
For the diσ bonded molecule on top of the single dimer, a C1, C2 or C1,
C4 pair of C atoms could be engaged, while a C1, C4 pair alone could also
bond in between two dimers along or across dimer rows, or even diagonally
within the row (for visualization aid see Fig. 10.1).
Figure 10.1: Sic(4×2) surface reconstruction and a benzene molecule. The
black frame represent the supercell and cream larger balls represent buckled
up Si atoms.
For the tetraσ bonded case, C1, C2, C4 and C5 atoms could engage in
bonding, bridging two neighbouring dimers in the dimer row or alternatively
a bonding of C1, C2, C3 and C4 atoms could form a tight bridge conguration,
either symmetrical along the row called tight bridge (TB) or a 90◦ rotated
version with respect to it.
On a basis of multiple theoretical investigations, two most stable con-
gurations were determined for which the results are presented in Table
10.1. In each class, the most stable adsorption congurations obtained from
rstprinciple calculations are the standard buttery (SB) and tightbridge
(TB), respectively. As shown in Fig. 10.2, in the SB structure each benzene
molecule reacts with the surface via a [4+2] cycloaddition, that is, the C1
and C4 atoms of benzene form two σbonds with two Si atoms of a dimer.
The remaining C atoms are tilted up and the molecule has a C2v symmetry.
As a result, the C1 and C4 atoms are sp
3
hybridized and two pibonds of the
adsorbate are retained in the tilted C atoms. The TB structure, however,
is a [2+2] cycloaddition product. Each benzene molecule interacts with two
Si dimers with its C1−4 atoms, which are on a plane parallel to the Si sur-
face. The C5 and C6 are sp
2
hybridized and tilted away from the surface.
The adsorbate also shows a C2v symmetry, in which the mirror plane is per-
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pendicular to the [-110] direction. Regardless of the pseudopotentials and
exchange correlation functional used, the TB conguration is energetically
more favoured than the SB conguration in all standard DFT calculations
(Table 10.1). Supported by rst-principle STM simulations, the SB struc-
ture has been assigned to the metastable adsorption state, while the TB
structure is regarded as the ground state [115, 137]. This conclusion oers
a logical explanation for the creation of TB in which SB is an intermedi-
ate state, less strained and thus more kinetically favourable, while TB is
a nal state which is energetically more stable. The evidence supporting
this model can be found in examples of tipinduced conversion and desorp-
tion, demonstrating the possibility of back and forth switching between those
states [143, 144, 145].
Figure 10.2: Adsorption geometry of an isolated benzene molecule on a
Si(100)c(4×2) surface: (a) the SB conguration and (b) the TB structure.
Although through this model an agreement with some experiments was
reached, a fair group of experiments still remain where the TB state is either
not observed or is a secondary state. This inconsistency between experiments
posed new questions and raised doubts about the accuracy of both experi-
mental and theoretical methods. A broad experimental analysis was recently
presented by Nisbet et al. to which we refer the reader for more in depth re-
view of experimental data [146]. Here, we will mostly focus on the theoretical
side and on issues that have been omitted in earlier work. One of the latter
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can be that, since the gradientcorrected density functionals are unable to
describe dispersive interactions, van der Waals interactions between benzene
molecules and the silicon surface are usually not included [147, 148, 149]. In
order to correct for this methodological deciency, Johnston et al. revisited
this system with the van der Waals density functional (vdWDF) [140, 141].
In their calculations, the structural optimization was performed using the
PBE form of GGA and ultrasoft (US) pseudopotentials. The total en-
ergy, however, was calculated to include the dispersion interactions [126]. In
contrast to other results, this work has reported that the SB structure is a
global minimum which is about 0.08 eV more stable than the TB structure
regardless of coverage. It is important to note that the postGGA total
energy vdWDF method employed in Ref. [140, 141] does not allow atomic
relaxations when the van de Waals forces are calculated. Taking into ac-
count the small dierence in the binding energies of two adsorption states,
further structural optimization may play a decisive role in determining the
ground state adsorption geometry. In order to investigate this further in
our work we decided to use selfconsistent DFTD as suggested by Grimme
in Ref. [20]. Here, the van der Waals interactions are included through the
use of C6R
−6
semiempirical dispersion corrections where C6 is a coecient
for xed atom pairs (see Section 4.2 for more details). Since this method
allows ionic relaxations that also take van der Waals forces into account, the
obtained geometry of adsorbed structures, e.g. concerning bond lengths, is
more accurate than that from standard DFT calculations. This methodology
has been employed throughout the work presented here. In Section 10.2, we
also tested the reduced Grimme approach, in which vdW interactions be-
tween substrate atoms are not considered and vdW correction is limited to
the moleculesubstrate interaction.
As to this time, it has been pointed out in few publications that the dis-
crepancy between dierent experiments may be related to coverage, defects
or temperature. On one hand, the results are strongly temperature depen-
dent via the eect on the rate of conversion between two states. Therefore,
at low enough temperatures only single state occupancy would be expected.
On the other hand, there is a dierence in sample preparation between the
STM studies and spectroscopic experiments. The rst usually takes place
at low defect density surfaces and lower coverages, while for the second the
defect density is not considered and the measurements take place at high
coverages. In many publications the unexplained reverse relative SB/TB
population was observed and it was related to the increase of coverage. As
a result, signicant moleculemolecule interactions were suggested, which
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Pseudopotential GGA SB TB Di Ref
(eV) (eV) (eV)
PAW PW91 1.00 1.25 0.25 [155]
NC BLYP 2.04 2.10 0.06 [156]
US PW92 1.12 1.42 0.30 [115]
US PBE 0.82 1.05 0.23 [157]
US PBE 0.92 1.19 0.27 [140]
US RPBE 0.47 0.66 0.19 [140]
US PW91 0.99 1.24 0.25 [140]
Table 10.1: Computed adsorption energies (in eV) of the SB and TB cong-
urations using dierent pseudopotentials and generalizedgradient approx-
imations (GGA).
could aect the energetics of the adsorption or the height of the barrier in
the SB to TB transition. This subject has been for the rst time theoretically
approached by Lee et al. [139].
Here, we expand this discussion and also provide comparisons of DFT vs
DDFT. In Sections 10.5 and 10.6 we investigate the energetics for inline
interactions and the directionality as well as the interrow interaction. We
also provide comparison of the isolated vs full coverage SB to TB transition
barriers.
In response to recently published high coverage studies, in which mixed
SB/TB coverages were investigated [145], we also have performed a series
of STM simulations for which the results are presented and discussed in the
Section 10.7.
Finally, we present the calculations of the newly proposed geometry for
stable benzene adsorption of inter-dimer buttery (IdB) on the Ctype de-
fect [144]. We further expanded on this results and perform structural anal-
ysis of a high coverage version of the IdB conguration for which we also
present simulated STM images in section 10.8.
10.1 Computational details
In this work, all calculations are carried out using the Vienna Abinitio Simu-
lation Package (VASP) [32, 80]. The electronelectron exchangecorrelation
interactions are described with the PBE form of GGA [13]. In order to ac-
curately account for the ionelectron interactions, the projector augmented
wave (PAW) method has been employed [22, 23]. The optimized lattice
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constant obtained from Si bulk calculations is 5.47 Å, which is in agreement
with a previous theoretical study [128]. The molecule and the ve uppermost
layers of Si atoms are allowed to relax in three dimensions.
The energy cuto used in all calculations for the plane waves is 400 eV;
the structural relaxation, carried out with the conjugate gradient method
[150, 151], stops when the forces on each relaxed atom are smaller than
0.01 eV/Å. At the bottom surface of the supercell, all Si atoms are passivated
by two H atoms per Si atom. In all calculations the vacuum range is about
23 Å.
The values of Eads are determined by the following equation:
Eads = Eref − E , (10.1)
where E is the total energy of chemisorbed benzene on a Si(100)c(4×2)
surface, and Eref is the total energy of a reference system, in which the
benzene molecule is kept about 10 Å above the surface.
10.2 Single adsorption
In these calculations, the silicon surface is modelled by a supercell which con-
tains a 12layer Si(100)c(4×2) slab. Each Si layer contains 16 Si atoms and
the surface consists of eight dimers, four per dimer-row. This set up results
in 0.125 and 0.25 dangling bond saturation for SB and TB respectively. For
the technical parameters, we note that, due to the large size of the supercell,
the rst Brillouin zone can be suciently sampled with the Γ point only.
In order to understand the role that van der Waals interactions play in the
adsorption process, three series of DFT calculations have been performed:
(i) standard DFT, (ii) Grimme DFTD and (iii) reduced Grimme DFTD,
in which the van der Waals interactions between Si atoms are excluded. The
calculated binding energies per molecule are summarized in Table 10.2.
Methods SB TB Dierence
(eV) (eV) (eV)
DFT 0.93 1.14 0.21
DFTD 1.55 1.84 0.29
Reduced DFTD 1.52 1.77 0.25
Table 10.2: Binding energies (in eV) of the SB and TB congurations calcu-
lated with dierent methods.
As expected, both adsorption states are stabilized by taking van der
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Waals interactions into account. A comparison of the binding energies ob-
tained from the DFTD and the reduced DFTD calculations shows that
the SiSi van der Waals interactions do not have a signicant eect on Eads
of benzene on Si(100)c(4×2) surface. The increase of adsorption energies
can be ascribed to surfacemolecule dispersion interactions. Importantly,
the DFTD calculations indicate that the TB state is energetically more
favoured than the SB state by around 0.29/0.25 eV for DFDD/reduced
DFT-D, which is consistent with standard DFT calculations. This reveals
that the van der Waals interactions do not change the relative stability of
the SB and TB states. In this work, the parameters which need to be tested
are the free atom radius R0i and dispersion coecient C6ii for Si, C and
H, respectively. Based on our calculation, the uncertainty 4Eads is 0.11 eV.
This means that the TB state is more stable than SB state even if the R0i
and C6ii vary by 5% for all elements [129].
A careful analysis of structural relaxations shows that the van der Waals
forces do not aect the molecular structures of TB and SB states dramati-
cally. The CSi bond lengths are almost unchanged although the van der
Waals interactions among the Si atoms introduce a contraction of the lattice
constant by 1%. A Bader charge analysis also indicates that the local charge
of all molecular atoms does not vary much [152].
10.3 Transition from SB to TB
Once it is established that benzene adsorbs on Si(100)c(4×2) in a SB con-
guration which then turns into the more stable TB, it is then possible to
calculate the transition barrier between the two states and hence the rate
of conversion. In order to do that, we have employed the Nudged Elas-
tic Band (NEB) method (calculations performed by Chiara Panosetti), as
implemented in VASP 5.2.1, proposed by Henkelman and Jónsson [25] to
search for saddle points, that is, transition states, and minimum energy
paths (MEP) between known reactants and products. The NEB, as a chain
ofstates method, is more computationally costly than a single relaxation,
we thus employed a slightly looser convergence threshold of 0.02 eV/Å. The
reaction coordinate was sampled using 3 intermediate replicas, for a total of
5 images (including the initial and nal states), connected through a spring
force of constant k = 5 eV/Å2.
The optimized Minimum Energy Path for the conversion of chemisorbed
benzene from the SB conguration to the TB conguration is shown in
Fig. 10.3. The computed energy barrier is 0.75 eV. Experimentally, the
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conversion barrier was estimated to be around 1.0 or 0.9 eV in two previous
studies [153, 154] respectively, both calculated from the measured rate of
conversion R using the Arrhenius equation,
R = A · exp−Ea/kT (10.2)
assuming the preexponential factor A to be 1013.
However, several non vdWcorrected theoretical studies place the barrier
in a range spanning 0.5 eV (CarParrinello method [156]) to 0.87 eV (Gra-
dient Projector Method [139]) to 1.61 eV (Cluster method [138]). Hence,
within our model, the conversion barrier lies in the range dened by theoret-
ical literature but is underestimated with respect to the experimental values.
However, the geometric features of the transition states are in perfect agree-
ment with the results of Ref. [139]. The high value of cluster calculations
indicates that the stiness of the system, which can be inuenced not only
by its chemical composition and bonding structure, but also by its electronic
structure and dopants, may play an important role in the absolute value
obtained. Structural details of the transition state, compared to that from
Ref. [139], are illustrated in Fig. 10.4 and Table 10.3.
We evaluated the ZPE correction in the harmonic approximation dis-
placing the adsorbate degrees of freedom together with four underlying Si
atoms by 0.005 Å. The Si atoms included in the displacement are those form-
ing the dimer to which the buttery benzene is attached, and the adjacent
dimer toward which the adsorbate bends along the reaction path, which will
become bonded in the tight bridge nal state. The ZPEcorrected classical
activation barrier is 0.67 eV. Using the quantum harmonic partition function
with Wigner's formula [158] including the correction for tunnelling [159], we
obtain an activation barrier of 0.70 eV.
Furthermore, roughly estimating the van der Waals binding energies of
the initial state and the transition state, by means of single point calculations
at the van der Waals optimized geometries, we nd that, subtracting the van
der Waals correction, the barrier increases to 0.79 eV. This is easily explained
considering that in the transition state the molecule is closer to the surface,
more atoms are thus involved in the interaction; the van der Waals binding
energy is then larger for the transition states than for the initial state. This
explains the lowering of the conversion barrier when the dispersion correction
is included in the calculation.
A summary of all the computed conversion barriers is shown in Ta-
ble 10.4.
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Method d1 d2
Gradient projector, no vdW [139] 2.45 Å 2.86 Å
CINEB, vdW 2.50 Å 2.91 Å
Table 10.3: Relevant structural details of the transition state in the conver-
sion of benzene from BS to TB, that is, the lengths of the forming CSi
bonds (cfr. Fig. 10.4). There is substantial agreement between the Gradient
Projector method, which does not include van der Waals, used in [139] and
the Climbing Image NEB used in our calculation.
Method Ea Reference
Experimental I 1.00 eV [153]
Experimental II 0.95 eV [154]
CarParrinello 0.50 eV [156]
Gradient Projector Method 0.87 eV [139]
Cluster method 1.61 eV [138]
CINEB, vdW 0.75 eV 
CINEB + ZPE, classical, vdW 0.67 eV 
CINEB + Wigner, vdW 0.70 eV 
CINEB, no vdW (estimated) 0.79 eV 
Table 10.4: Comparison of conversion barriers from literature with the
present calculations. Our results lie in the range dened by previous theo-
retical calculations, but it underestimates the experimental value.
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Figure 10.3: Computed minimum energy path for the conversion between
BS and TB states of chemisorbed benzene on Si(100)c(4×2) obtained using
Climbing Image Nudged Elastic Band. The conversion barrier (classical) is
0.75 eV.
Figure 10.4: Relevant structural details of the transition state in the con-
version of benzene from BS to TB, that is, the lengths of the forming CSi
bonds. Numerical details are given in Table 10.3.
It is also important to point out that at room temperature the Si dimers
ip quickly up and down. In a theoretical model this feature is not trivial to
consider; our simulation was carried out on a c(4×2) reconstructed surface.
While the adsorption energies are not dramatically aected by the choice
of either reconstruction, especially concerning chemisorption, it is clear that
in a dynamical process involving a reaction path, the dimer ipping may
also have a signicant eect. This eect is particularly evident when an
adsorbed molecule locally pins the surface in either conguration (see, for
example, [132]), which, in this case, is unknown.
Finally, the underestimation of the conversion barrier with respect to
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the experimental value can also be explained considering the limitations of
the chosen theoretical setup. It is known that, in general, the employment
of GGAbased functionals tends to underestimate activation barriers (see,
for example, Ref. [160]). For the purpose of the present work, where we are
mainly interested in investigating coverage eects, the underestimation of the
barrier is not signicantly changed at dierent coverages, which again points
to a general, rather than a specic shortcoming in our theoretical model. We
can thus still compare activation barriers in order to point out the eect of
surface concentration on the transition from the buttery conguration to
the tight bridge (see Section 10.6).
10.4 Adsorption on Cdefect
The clean Si(100) surface has several types of common imperfections, such
as step and point defects, all of which could have an inuence on surface
properties or reactivity.
The Si(100) point defects have been categorized into three types: type A
and B represent single and double dimer vacancy, respectively [51, 52]. The
origin of the Ctype defect was not clear from the beginning; dierent models
were initially proposed, such as vacancies [53, 54], surface or subsurface defect
atoms [55, 56] and water adsorption [57]. Recently, a conclusion has been
reached and the C defect has been identied as a reaction site of a water
molecule commonly also referred to as interdimer dissociation of water (ID).
According to recent observations, the Cdefect is an active site in benzene
adsorptions [144].
In our study, we have performed DFT and DFTD calculations of the
adsorption geometry shown in Fig. 10.5. The adsorbates saturate 0.25 of the
dangling bonds, two by a C-defect and two by an inter-dimer buttery(IdB)
adsorption geometry. The obtained bond length was 1.50 Å for SiH and
1.68, 0.98 Å for SiO and OH, respectively. Both the OH and H are
slightly spread apart in comparison to the Si atoms directly below, repelled
from the axial position by 0.04 Å and 0.05 Å, respectively. The OH group
is pointing in the direction of the neighbouring dangling bond, which is con-
sistent with the studies of the C-defect alone (see section 8.2. The obtained
adsorption energies of IdB on C-defect are 1.20 eV and 1.90 eV for DFT and
DFTD, respectively, which is also 0.06 eV higher than the TB conguration
for both methods.
These values are slightly smaller than results obtained by cluster stud-
ies [144], however still supporting the interdimer buttery as the most sta-
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ble benzene adsorption conguration. Similarly to acetylene molecules on
Si(100)c(4×2), a secondary interdimer adsorbent on the same dimer pair
has increased bonding energy [161]. In this case the reactivity of the inter
dimer buttery (IdB) is increased greatly by ∼ 0.43 eV in comparison to sin-
gle IdB adsorption due the dissociated water occupying the other two atoms
in bonded dimers (Fig. 10.5). From this observation, it is suggestive to as-
sume that some of the increase in the binding energy results from reduced
strain, due to stabilization of two dimers and decreased surface buckling.
This will be further investigated in Sections 10.6, and 10.8.
Figure 10.5: Adsorption geometry of an isolated benzene molecule on C
defect on Si(100)c(4×2) surface. A Cdefect comprises an adsorbed OH
group and H atom on the nearby dangling bonds of neighbouring dimers,
benzene molecules adsorbed in interdimer buttery conguration.
10.5 Line coverage
In this section, we focus on the interaction of a benzene molecule with its
neighbours. In these calculations, we increased the length of the supercell to
double the size used in previous sections, i.e. to eight dimers in a single row.
The Si(100)c(4×2) cell used consisted of 7 layers of Si atoms with 8 dimers
per row, thus a total of 16 dimers per unit cell. Each Si layer contains 32 Si
atoms. Due to the large size of the supercell, the rst Brillouin zone can be
suciently sampled with the Γ point only. The energy cuto used was 350
eV. All the congurations discussed in this section involve adsorptions on
the single dimer-row keeping the other dimer-row unoccupied. In order to
103
understand the role that van der Waals interaction plays in the adsorption
process, two DFT calculations have been performed: (i) standard DFT and
(ii) DFTD. The calculated binding energies per molecule are summarized
in Table 10.5, while adsorbed geometries are presented in Fig. 10.6. Our aim
in performing this calculation was to provide a more complete picture on
higher coverage molecular adsorption and to investigate the possibilities of
interaction between molecules with respect to energetics of adsorption. The
rst analysis presented here concerns the possibility of directional ordering.
Two congurations, labelled with a) and b) in Fig. 10.6, are considered.
In both a) and b) there are four molecules occupying eight out of sixteen
dimers, saturating one dimer row accounting for a coverage of 0.5. In a) all
TB molecules face the same direction along the line, while in b) one of the
molecules is in reversed order. From the adsorption stability it is apparent
that the direction does not inuence the energetics enough to favour either
of these adsorptions (see one way and one odd in a Table 10.5).
By comparing conguration a) and b) one can see that the TB molecule
is reversed, thus its precursor SB molecule must have occupied a dierent
dimer in each case. Earlier studies have shown that the dierence between
these two SB congurations is only ∼ 0.05 eV which also does not support
any directionality [139]. In all following congurations investigated in this
section there are three benzene molecules reacting with eight dimers in one
row as presented in Fig. 10.6 which due to mixed SB, TB character result
in a dierent dangling bond coverage: 0.313, 0.375, 0.375, 0.188, 0.25 for c),
d), e), f) and g), respectively.
Further, we considered whether there is any energetic directional pref-
erence for SB to TB conversion while surrounded by TB benzenes pointing
in a single direction c) in Fig 10.6. In d) and e) this SB transforms to TB
by collapsing to the left and righthand side respectively. The directional
preference has been found to be only 0.026/0.030 eV for DFT and DFTD
showing only a slight sidespecic preference, which is unlikely to have any
statistical signicance. Finally, we have performed SB to TB conversion in
SB environments, here the obtained conversion energies have been found to
be 0.30/0.39 eV, which is ∼ 0.05/0.06 eV more exothermic than the con-
version in a TB environment. This suggests that the SB to TB conversion
energy decreases with an increase in TB population.
In structural analysis of single phase adsorptions of TB or SB no eects
on angles or bond length were observed that could be attributed to the
intermolecular interactions. For the TB geometry (bonded with C1, C2,
C3 and C4) C2Si and C3Si is 2.01 Å and for C1Si and C4Si is 1.99
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Å with the angle C3C4C5 ∼ 110◦ and the unbounded wing including C5,
C6 at 52.5
◦
from the surface plane (47◦ experimental [146]). For the SB
geometry C1Si and C4Si are 1.97-1.98 Å depending on the buckling of
the neighbouring dimers (1.93 Å experimental [146]) while the angle of
the wing from the surface plane is 19.4◦ (15◦ experimental [146]). All the
above DFTD results were consistent with single molecule adsorption. From
comparison of DFT to DFTD the CH and CC and CSi for TB bonds
stayed unchanged while SiSi and SiC for SB shortened on average by 0.01
Å. A structural analysis of mixed high coverages will be given in Section 10.7
when we discuss the relevant STM images.
When studying phenomena on a clean Si(100) surface it is important
to remember that adsorbates may aect the buckling in the neighbouring
dimers. Comparing the height of the buckled dimer atoms of the clean
surface with the atoms of unoccupied dimers on the left and right hand side
of an SB adsorbate in c) in Fig. 10.6, it is observed that the up atoms are
0.1 Å lower while the down atoms are 0.05 Å higher, thus attening the
buckling. The same trend is present on unoccupied dimers in d), e), f) and
g) in Fig. 10.6 where the lowering or raising of atoms are on average around
0.1 Å. The phenomenon of dimer attening or pinning, although it does not
seem to play as important a role in this particular system, will be discussed
in depth in future publications.
Methods DFT DFT-D
(eV) (eV)
one way 0.000 0.000 (a) at Fig. 10.6
one odd 0.008 0.001 (b) at Fig. 10.6
TB environment
SB→ leftTB 0.268 0.345 (c)→(d) at Fig. 10.6
SB→ rightTB 0.242 0.315 (c) →(e) at Fig.10.6
SB environment
SB →TB 0.300 0.389 (f)→(g) at Fig. 10.6
Table 10.5: Full line relative adsorption energy of TB oriented in the same
direction vs one odd TB oriented opposite direction. SB to TB conversion
energy in one directional TB environment. SB to TB conversion energy in
SB environment.
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Figure 10.6: Adsorption geometries of benzene lines. a) Full line of TB ad-
sorbates with the same directional orientation, b) Full line of TB adsorbates
with a second TB oriented in opposite direction to the rest, c), d) and e)
three metastable congurations in directional TB environment for SB, left-
TB and right-TB respectively, f), g) two metastable congurations in SB
environment, SB and TB respectively.
10.6 Full coverage
Full coverage calculations have been performed in order to investigate inter
row interactions as suggested by the work of Self et al. [162]. We have
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obtained the adsorption energy dierences related to correlations between
dimer rows and investigated a few possible phases. The calculations were
performed using a Si(100)c(4×2) unit cell consisting of eight dimers. The
adsorption congurations are shown in Fig. 10.7. Dierent full TB and
full SB coverages were investigated. The energy dierences obtained are
presented with respect to the most stable conguration TB and divided
by four, to give dierence per benzene molecule. The results do not show
any meaningful interaction between benzene adsorbates, suggesting no phase
preference in any SB or TB full surface coverage. The average adsorption
energy for TB is 0.25/0.3 eV higher than for the SB conguration which is
close to the single adsorbate energy dierence of 0.21/0.29 eV for DFT/DFT
D. This shows that with higher coverage line adsorption case in section 10.5
the average stability of TB over SB increases by ∼ 0.04/0.02 eV. From the
structural analysis similarly to the high coverage case no geometrical changes
could be attributed to moleculemolecule interactions. In each case there are
4 molecules per unit cell, diσ bonded congurations a), c) and g) account
for the 0.5 dangling bond coverage (which is a saturation coverage for the
SB geometry) and tetraσ bonded conguration b), d), e), f) and h) account
for 1.0 dangling bond coverage (which is a saturation coverage for the TB or
RTB geometry)
After performing the calculations presented in Section 10.4, we have de-
cided to consider the IdB geometry in full coverage in which double dimer
occupancy could in principle act similarly to the C-defect and stabilize buck-
ling and increase adsorption energy as shown for double acetylene molecular
adsorption by Czekala at el. [161]. In order to do that, the molecules were
arranged in a zigzag pattern as shown in panel g) of Fig. 10.7. The results
(Table 10.6) show that, in fact, the prediction was correct and in compari-
son to single adsorption multiple adsorption increases stability. The average
adsorption energy per IdB vs SB rises from 0.17 to 0.04 eV and from 0.08
to 0.09 eV for standard DFT and DFTD calculations respectively.
Although from an energetic perspective, the IdB presence is much more
expected than another diσ conguration, it is still important to point out
that this possibility is somehow limited due to the rst single adsorption
being less likely to occur. So far this high coverage geometry has not been
considered, neither experimentally, nor theoretically. But it is possible that
this phase has been interpreted as SB in spectroscopic studies, as it has a
similar ratio of pi and σ bonds. In this case, STM experiments will allow an
unambiguous identication.
We have also performed the calculation of another four-sigma bonded TB
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conguration, where the molecule is rotated by 90 ◦. The intention, with this
simulation, was to show that high coverage does not change the adsorption
energetics, unless it saturates both dangling bonds of a dimer without causing
too much strain, as is the case for the zigzag-IdD. Rotated TB (RTB) gave
energies of 0.22 and 0.23 eV for DFT and DFTD respectively, which are
similar to single adsorption. RTB adsorption has not been identied. The
likely cause is that it only arises after conversion from IdB, which, as noted,
is rather unlikely to occur.
Methods DFT DFTD
(eV) (eV)
TB 0.00 0.00 (b) at Fig. 10.7
TBshifted 0.00  (d) at Fig. 10.7
TBreversed 0.00  (e) at Fig. 10.7
TB rev. and shif. 0.00  (f) at Fig. 10.7
SB 0.25 0.31 (a) at Fig. 10.7
SBshifted 0.25 0.31 (c) at Fig. 10.7
IdBzigzag 0.22 0.29 (g) at Fig. 10.7
RTB 0.22 0.23 (h) at Fig. 10.7
Table 10.6: Relative adsorption energies for dierent phases of full coverage
adsorption of TB and SB conguration and one full coverage adsorption of
RTB and zig-zag IDB adsorption. The energies were obtained in reference to
the lowest energy conguration TB therefore the most stable ones are those
with the lowest value. The discussed congurations are presented on Fig.
10.7.
To complete the picture, we investigated the eect of intermolecular in-
teractions on the conversion barrier between SB and TB, performing a NEB
calculation at full coverage. With respect to the isolated adsorption case,
the dierence is that the neighbouring benzene may cause steric hindrance
to the conversion, as well as inuence the buckling of the unoccupied dimer
which could in eect change the activation energy. These calculations were
performed with a c(4×2) supercell including eight dimers in two dimer rows.
The use of two dimer rows is necessary to avoid an artefact due to the bound-
ary conditions. Had we employed a supercell containing only one row, this
would have corresponded to the simultaneous transition of an innite line of
benzene molecules from SB to TB. The initial state consists of four benzene
molecules in the SB conguration, while in the nal state one of the benzene
molecules is converted to the TB conguration.
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Figure 10.7: Adsorption geometries for full coverage of benzene on Si(100)
c(4×2) surface. Panels a) and d) represent standard and shifted SB phases
while b), c), e) and f) represent standard, reversed, standardshifted,
reverseshifted phases of TBtype adsorption, g) IdBzigzag, h) RTB-type
adsorption
The computed conversion barrier at full coverage is 0.74 eV which is only
0.01 eV lower than single adsorption. Hence, the hypothesis of the population
reversal can not be attributed to high coverage molecular interaction as the
eect on the conversion barrier due to the neighbouring benzene molecules
is negligible.
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10.7 STM simulations
In this section we present STM simulations using the TersoHamann ap-
proach [130] as implemented in BSKAN [137] for a bias voltage −1.0 V and
local density of states (LDOS) value of 1×10−8states/eV In order to provide
some additional insight into the STM image interpretations of high coverage
cases in our analysis, we considered groups of mixed SB/TB adsorptions.
The adsorbed congurations together with their STM images are presented
in Fig. 10.8. We chose the geometries in such a way as to provide a full pic-
ture for all the predicted possibilities. In Fig. 10.8 panel a) the mix consists
of righthanded TB's (rTB) and SB's. From the prole of the rst three
molecules (rTB, SB, rTB) one can see how the overlap in the local density
of states (LDOS) could make it dicult to distinguish the exact structure.
It is important to notice that, due to the asymmetry of the structure, the
depression in between the rst two molecules is more prominent than in
between the second two. Additionally, due to a slight repulsion from the
righthand side the SB is tilted to the left (CSi bond angle in respect to
the dimer row is 89.3◦ , and the dierence in height between opposing C and
H atoms is 0.27 and 0.32 Å, respectively). This can also be observed in the
prole of the image. The image of the 3rd and 4th (rTB, rTB) molecules
in a) shows another asymmetric feature which can be used to determine the
direction of the adsorption. Here, the overlap is much weaker than previ-
ously and a stronger depression is visible. The gradient of the left molecule's
prole is lower than the right one. The asymmetry of the feature in between
two rTB or two lTB can therefore be used in interpreting the direction
when lower or higher gradient can determine whether they represent the TB
side which is bonded to the surface or tilted away from it. The image of
4th and 5th (rTB, unoccupied dimer (UD), rTB) can be analysed simi-
larly with respect to the dierent gradients; here, however, the depression is
much deeper and UD states are visible. In Fig. 10.8 panel b) we analyse the
symmetrical arrangements with 1st, 2nd, 3rd (lTB, SB , rTB) and 4th,
5th, 6th (rTB, SB, lTB) molecules creating two characteristic images of
narrow and wide prole.
In both cases there is a large overlap of LDOS creating a high prole.
However, in the second case the prole is wider due to two maxima from
tilted-up sides of TB adsorptions. The prominent depression in between
TB and SB is another distinguishable feature, which is stronger and further
apart for a second case. In Fig. 10.8 panel c) we investigate symmetric TB
adsorptions with an unoccupied dimer in between them (1st, 2nd and 3rd,
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4th molecules). Here the situation is similar to b), creating narrow and wide
versions in the middle; however, UD states exposed in the middle of the
prole are slightly more prominent for this case with a more open prole. In
Fig. 10.8 panel d) we have simulated only a TB population. Here, another
two proles can be distinguished for pairs of 1st, 2nd and 3rd, 4th molecules
(lTB, rTB and rTB, lTB). One can recognize the strong overlap created
between tilted up from the surface parts of the TB's in the rst case and
a wider prole with more prominent middle depression for the second pair.
Finally, in 10.8 panel e) we have examined an SB only population. Here also
two cases can be distinguished with a single and double unoccupied dimer
in between the molecules 1st, 2nd and 2nd, 3rd respectively. All the proles
are in-plane with strong overlap of rst pair and a prominent depression for
a second pair.
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Figure 10.8: Simulated STM images of high coverage mixed SB and TB ad-
sorptions of benzene molecule on Si(100)c(4×2) surface for -1V bias and
isosurface of LDOS 10−8states/eV together with the related structural rep-
resentations.
10.8 Structural analysis
In this section we focus on a further analysis of IdB stability in the higher
coverage geometries. We investigated the structural changes that may ac-
company high coverage adsorption. It is known that due to dimer buckling
the coordinates of the atoms in the layer below have to change, which creates
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a more/less packed environment (down/up buckling) causing the opposite
buckling in the next dimer [49]. It has been demonstrated that adsorbed
molecules can have a strong eect on their surroundings. This in turn could
lead to a more or less stable adsorption site for the next adsorbate. In Table
10.7 we compare a set of parameters for dierent IdB adsorptions in order
to characterize the structural changes and their possible relation with ad-
sorption congurations. At the top of the table we present sIdB (single
IdB) adsorption and the reference to the higher coverage cases. The cho-
sen parameters are two angles of CSi bond α with respect to dimer row
and β with respect to the dimer, and two distances a(Si,Si) between IdB
bonded Si atoms and b(Si,Si) between the two Si atoms in the layer be-
low(see Fig. 10.9). The analysed adsorption are nTBIdB (IdB in narrow
TB environment) Fig. 10.9(a), wTBIdB (IdB in wide TB environment)
Fig. 10.9(b), SBIdB (IdB in SB environment) Fig. 10.9(c) , CIdB (C-
defect adsorption) in Fig. 10.5 and zIdB (zigzag IdB adsorption) in Fig.
10.7(g). The comparison of the α shows very little variation, which would
be expected due to the structural rigidity in this direction. The molecule is
expected to be bent more in the direction described by β, where bonds are
more exible. The maximum bend of ∼ 6 ◦ is observed in the zIdB case
due to the repulsion of adjacent benzene molecules. For a and b distances
the change is more prominent for the nTB and wTB cases, in which
the a distances are increased by 0.04 Å due to the strain induced by the
adjacent tetra-σ-bonded TB molecules. When these results are compared
to the simulated energies, it can be seen that for the n-TB, w-TB and SB
cases the neighbouring molecules add additional strain to IdB, which lower
the adsorption energy making this conguration even less likely than sIdB
by ∼ 0.11 and ∼ 0.17 eV respectively. We conclude that higher coverage
does not reduce the strain, and the increase in energetics of C and z cases
should be attributed to electronic eects mainly, due to the changes in the
electronic structure of the dimer.
In addition to the structural analysis we have also performed STM sim-
ulations of the wTB- , nTB- and SBIdB congurations. In Fig. 10.9 we
considered two structures of IdB with neighbouring symmetrical TB adsorp-
tions (lTB, IdB, rTB and rTB, IdB, lTB) and one with neighbouring
SB (SB, TB, SB). Similar to what was discussed earlier in Fig. 10.8 panel
b) there is a clear distinction between the narrow a) and wide b) prole in
Fig. 10.9. In a) and b) LDOS of TwB is strongly asymmetric with respect to
the dimer row with a narrower prole comparing to SB adsorption, thus not
creating any strong overlap in the LDOS between neighbouring molecules. In
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α β a(Si, Si) b(Si, Si)
(◦) (◦)
sIdB 77.2/78.7 105.8/114.8 3.77 7.71
nTBIdB 77.2 109.8 3.81 7.87
wTBIdB 77.2 110.4 3.81 7.87
SBIdB 77.4/77.7 113.2/113.9 3.78 7.77
CIdB 77.9 110.7 3.77 7.73
C-IdB, vdW 77.9 110.4 3.77 7.73
zIdB 78.6 116.1 3.76 7.74
zIdB, vdW 78.6 116.3 3.77 7.73
Table 10.7: Structural information for group of dierent geometries: single
adsorption of IdB (sIdB), IdB adsorption in narrow TB environment (n
TBIdB) (panel a) in Fig. 10.9), IdB adsorption in wide TB environment
(wTBIdB) (panel b) in Fig. 10.9), IdB adsorption with SB environment
(SBIdB) (panel c) in Fig. 10.9), IdB adsorption on a C-defect C-IdB in
Fig. 10.5, zigzag IdB adsorption (panel a) in Fig. 10.7). Here, α is angle of
CSi bond with respect to dimer row direction, β is an angle of CSi bond
with respect to the involved dimer (two numbers are present if buckling still
persist in underlying structure), A is the distance between both Si atoms
involved in bonding IdB molecule, B is a distance between two pairs of Si
atoms in the layer beneath the Si dimer (see Fig. 10.9).
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c) the overlap is much more prominent with a similar height of the prole for
both SB and IdB thus concealing the IdB's features slightly; the asymmetry
is still visible which is a characteristic signature of the IdB geometry.
Figure 10.9: Simulated STM images of high coverage mixed SB/TB with
TwB adsorptions of benzene molecule on Si(100)c(4×2) surface for −1.0
V bias and isosurface of LDOS 10−8states/eV together with the related
structural representations.
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10.9 Conclusions
In summary, our calculations of the single adsorption geometries agree with
the other results previously obtained using dierent DFT functionals. The
most stable adsorption observed is the tight bridge (TB) in Fig 10.2b), which
is 0.21/0.29/0.25 eV more stable than Standard Buttery (SB) (panel a) in
Fig. 10.2) for DFT, DFTD and reduced DFTD. The transition barrier
obtained is 0.75 or 0.79 eV with and without dispersion correction. Overall,
Grimme's dispersion correction slightly decreases the bond length and con-
tributes to stronger bonding and transition barrier lowering. Additionally we
also corrected the barrier by ZPE contributions and obtained a barrier height
of 0.67 eV and 0.70 eV including the correction for tunnelling. Furthermore,
for the Cdefected surface the calculations of interdimer benzene IdB ad-
sorption has conrmed the proposal of another energetically stable benzene
conguration on the Ctype defects, with adsorption energies of 1.2/1.9eV
which is 0.27/0.35 eV higher than that of SB and 0.44/0.43 eV higher than
IdB alone, for DFT and DFTD respectively. In the light of these results and
cluster calculations presented at Ref. [144], we conrm the strong evidence
for this conguration on Cdefected surfaces. We also highlighted the eect
of increased adsorption energy due to double dimer adsorption, which in this
case has been achieved by OH and H but is also possible by means of other
molecules, as shown in a double sided intradimer adsorption of acetylene
molecule in Ref. [161]. We successfully tested this idea with high coverage
zigzag IdB in Fig. 10.7g) and observed the increase of adsorption energies
to −0.04/0.09 eV in comparison to SB adsorption making it more likely to
appear in this phase than as a single adsorption which is −0.17/ − 0.08 eV,
for DFT and DFTD respectively.
These phenomena can be important not just in hydrocarbon mono-layer
growth but also in other self-assembly applications such as for nanoscale
device manufacturing.An example of this was recently shown by Belcher at
el., where the benzonitrile molecules were used as nucleation and termination
sites for metallic chain-growth [163].
In our high coverage analysis of SB and TB states, we have found no
signicant environmental eect on the activation barrier, energetics or any
directional selectivity in SB to TB conversion. Based on full coverage cal-
culations, we conclude that TB is still the most stable congurations. For
a singlestate full coverage no phase preference has been found, indicating
the observed phases in Ref. [162] are statitically equally probable and the
interactions in between dimer rows are negligible.
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We have also performed a high coverage STM analysis providing all the
possible proles expected in the mixed and singular SB and TB adsorption
and highlighted a range of characteristics that may ease the interpretation
of the geometries. We also presented the mixed SB/TB with IdB adsorption
to provide full description for another analysed adsorption conguration. In
addition we provided structural analysis of the high coverage IdB congura-
tions and concluded, that the neighbouring adsorbates do not stabilize the
IdB but instead creates additional strain further decreasing the adsorption
energy. The gain in IdB stability can be attributed to change in electronic
structure of doubly occupied dimer.
No answer to the problem of high SB populations can be given from the
perspective of any surface mediated interaction. According to the above anal-
ysis, we conclude that benzene adsorption on Si(100) is expected to appear
in a SB conguration at rst as it is kinetically preferable, then, depending
on environmental conditions, it transforms to a TB conguration. It is ex-
pected that for low coverages all adsorbates can undergo transformations.
For high coverage one would expect the nal populations to be a mix. These
results should not be attributed to moleculemolecule interaction, as the to-
tal energy and NEB calculation proves, but should be expected as purely
geometrical restrictions, due to the fact that the SB molecule only needs one
empty dimer to adsorb, while TB needs two. The adsorption of SB may
therefore be possible while the conversion to TB is restricted. This, in eect,
causes mixed populations in high coverage cases. An additional possible fac-
tor could be IdB adsorption which is energetically comparable to SB in a
high coverage zigzag phase which could impact the population ratios in the
spectroscopic studies as presenting the same σ vs pi signature as SB. The
above studies were also performed to test the idea of environmental control
for metastable adsorptions. On the basis of our results, we can conclude
that the surface mediated environmental interactions are not sucient for
eective control of the SB/TB conversion.
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Chapter 11
Thinlm photovoltaic
absorbers
11.1 Introduction
Despite oering an alternative energy source, PV cells are still far from
being aordable without government subsidies. This is because they are
still above the threshold of 1US $ per Watt oered by the standard fossil
fuel-derived electricity. Nevertheless, this is expected to change in the near
future, early this year the price for German PV cells was estimated around 2$
per Watt which is half of the price from 2010 [175]. The rapid rise of Chinese
PV manufacturing further increased competition in global PV market, with
prices of Chinese cells already reaching 1$ per Watt and lower. According
to an observed trend, commonly called Swanson's law, it is suggested that
the cost of a photovoltaic cell falls by 20 % every time the total global
manufacturing capacity doubles. The constant modernization, automation
of large scale production and recent innovations in material science are soon
expected to make PV cells both environmentally and economically viable.
The conversion of sunlight into energy has been a subject of interest for a
few decades now, with Si single crystalline PV cells dominating the market,
although there are a range of dierent technologies now oering alternative
and promising routes to solar energy production. This will open a great
range of applications in the future ( see Fig. 11.1 for a historical overview).
In fact, silicon is not an ideal PV material, because it has an indirect
band gap which reduces its adsorption coecient to 103. The implication of
this is that a direct band-gap material such GaAs, which has an absorption
coecient of 105, can be 100 times thinner than an equivalent Si absorber.
[176]. As shown in Fig. 11.1 solarcell technologies can be divided into single-
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Figure 11.1: Historical accounts of PV solarcell technologies. [177]
or multijunction cells. Furthermore, depending on the material used, they
can be classied into single crystal or thin-lm polycrystalline solar cells; in
addition to these there is a new group of emerging PV technologies, such as
dye-sensitized cells or organic quantum dots cells, which trade very cheap
production cost for still relatively low eciency [178].
This chapter will focus on one of the available technologies, called thin-
lm photovoltaics; which in contrast to the standard Si PV cells are made
of polycrystalline absorbers. These greatly simplify the production process,
that can be done by a range of UltraHighVacuum (UHV) and non-UHV
methods.
According to Powalla et al., thin-lm technologies have a high cost-
reduction potential at high production [179]. The outstanding issue is the
cost and availability of indium and gallium which are the main components
of the best Cu(In,Ga)(Se, S)2 thinlm solar cells [180]. To solve this
problem, a new quaternary material has been proposed. Cu2ZnSn(S, Se)4,
in which every element from the III group (In, Ga) is replaced by a pair
of atoms from groups II and IV (specically, Zn and Sn). In that way the
material is entirely made of abundant elements with the row element price
for Zn 2$ /kg, Cu 7$ /kg, Sn 20 $ /kg, instead of Ga 300$ /kg, In 550 $ /kg,
which oers a signicant cost reduction [181]. These materials have not
been long used as photovoltaic absorbers and the highest eciency reached
so far is 9.7 % [182].
The work presented here is concerned with both groups of PV absorbers
cited above. One of the chosen materials is CuInSe2; an alloy of this has
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been used as a commercial PV absorber and is commonly known as CIGS
which represents the family of Cu(In,Ga)(Se, S)2 materials. The alloying
process has been found to allow the control over the polycrystalline struc-
ture characteristics and phase uniformity, which ultimately resulted in higher
performance of the PV device. Other investigated materials are pure struc-
tures of the CZTS group of alloys which in the longer notations represent
Cu2ZnSn(Se, S)4 compounds.
The basic structure of a CIGS or CZTS thin-lm solar cell is depicted
in Figure 11.2.
Figure 11.2: The general structure of a thin-lm solar-cell.
The most common substrate for supporting PVC is soda-lime glass, 13
mm thick and coated on one side with molybdenum (Mo); this serves as a
metal back contact. The heterojunction is formed between the semiconduc-
tors CIGS or CZTS and ZnO, buered by a thin layer of CdS or ZnS and
a layer of intrinsic ZnO. The CIGS/CZTS is doped p-type from intrinsic
defects, while the ZnO is doped n-type to a much larger extent through the
incorporation of aluminium (Al). In CIGS this asymmetric doping causes
the space-charge region to extend much further into the ZnO. Matched to
this are the layer thickness's and the band-gaps of the materials. The wide
CIGS layer serves as absorber with a band-gap between 1.02 eV (CuInSe2)
and 1.65 eV (CuGaSe2). For CZTS band tuning is still an unresolved issue.
The light absorption is minimized in the upper layers, by the choice of larger
band-gaps: e.g. ZnO = 3.2eV and CdS = 2.4eV , ZnS = 3.5eV . The doped
ZnO also serves as front contact for current collection. Laboratory scale
devices, typically 0.5 cm2 large, are provided with a Ni/Al-grid deposited
onto the front side to contact the ZnO.
Most of thin-lm photovoltaics have so far been developed empirically.
The improvement has often been made by trial and error, only some of
the results were later backed up by theoretical models. This approach may
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change in the near future, with rapidly increasing computational power and
new scientic methods. Theoretical materials science oers a glimpse into
the material world through the quantum lens, allowing quantum design of
the quantum system.
11.2 CIGS
The CIGS compounds crystallize in the tetragonal chalopyrite structure
represented by the I 4¯2d (D122d) space group (see Fig. 11.3). This group
is an isoelectric analogue of III-V binary compound semiconductors. The
CuInSe2 structure could be discussed from the perspective of the zincblend
structure, where each anion is coordinated by two dierent pairs of analo-
gous cations, Cu and In. This coordination leads to the formation of two
dierent cation-anion chemical bonds with two dierent lengths. Since the
Cu−Se bond is stier than In−Se the Se atoms are slightly displaced from
the ideal zincblend positions. The unit cell used is a double of the zincblend
in c direction containing eight Se anions, four Cu and four In cations which
is giving rise to slight anisotropy in the c direction, thus η ≡ c/2a 6= 1.
11.2.1 Phases
In addition to the chalcopyrate structure, another polymorph has also been
observed for CIGS lms, CuAu. It has been found that the chalcopyrate
phase is 0.2 meV/atom more stable then the CuAu type structure and that
this value rises to 0.9 meV/atom in case of CuGaSe2. Polymorphism has
been associated with the reduced performance of the solar cell due to in-
creased interface related recombination. In the case of CIGS it has also been
found that the CuAu phase could cause an overall reduction in the band gap,
therefore even further decreasing the solar cell performances. One way to
counteract the creation of unwanted phases and to increase the cell eciency
is through alloying of Cu(In,Ga)Se2 [183].
11.2.2 Computational details
For the optimization of the bulk unitcell, the calculation have been per-
formed using PBE-PAW potentials and GGA functional with a cut o energy
of 300 eV and 5 × 5 × 3 MonkhorstPack [21] kmesh sampling as imple-
mented in VASP. The ionic relaxation has been performed until the force
per atom has been smaller then 0.01 eV/ Å.
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CuInSe2 Theoretical Experimental [184]
Unit cell size
a=b 5.89Å 5.782Å
c 11.80Å 11.620Å
c/2a 1.005 1.001
Bond lengths
Se-In 2.67Å
Se-Cu 2.45Å
Table 11.1: The structural results for chacopyrite structure of CuInSe2
comparison of experimental data with optimized structure.
11.2.3 Results
The relaxations have been performed until the lattice constants (see Fig.
11.3) The structural parameters obtained are presented in Table ( 11.2.3).
The lattice constants obtained by simulations are in good agreement with
experimental values.
Figure 11.3: Unit cell for CuInSe2  chalcopyrite crystallographic structure.
The dierent atoms are represented by the following colours: brown  Cu,
grey  In, orange  Se.
122
11.3 CZTS
In comparison to the chalcopyrates, the array of the anion atoms is un-
changed in CZTS structures, occupying one half of the tetragonal sites.
There is however a change in the coordination of the cations. This is due to
the substitution of the In atom with a pair of Zn and Sn atoms, introducing
an additional complexity. For every Se atom there are two Cu and one Zn
and Sn cation thus a wider range of alternative phases is possible. This
has been investigated in recent theoretical studies [185, 186, 187, 188]. The
proposed phases can be characterized by the symmetry of I 4¯, I 4¯2m, P 4¯2c,
P 4¯21 and P2 space group. From the above, the kesterite (I 4¯) structure has
been identied both in the experimental and in the theoretical studies as
the most stable. Additionally, another I 4¯2m phase has been found called
stannite [189, 190, 191, 192]. Nevertheless, the exact CZTS crystal struc-
ture identication has not been a straight forward one because Cu+ and
Zn2+ are isoelectronic thus the X-ray diraction is unable to distinguish be-
tween the two phases and alternative experimental techniques are required.
One such technique is neutron diraction which has been successfully used
to identify that both sulphite and selenite based materials crystallize in a
kesterite structure. In recent such studies although the phase have been
identied, a disorder between Zn and Cu sites has also been observed indi-
cating a possibility for short range cationic displacement and deviation from
a major phase [193]. This possibility is supported by the earlier mentioned
theoretical studies which predict the second most stable phase to be P 4¯2c in
which there is a slight intermixing of Cu and Zn atoms within the Cu−Zn
plane.
Here, we decided to investigate the kesterite and stannite phase due to
the signicant structural dierences and yet still competitive energetics, for
details see A and B in Fig. 11.4.
11.3.1 Computational details
For the optimization of the bulk unitcell, the calculations have been per-
formed using PBEPAW potentials and GGA functional with the cut of
energy 300 eV and 5 × 5 × 3 MonkhorstPack [21] k mesh sampling as im-
plemented in VASP. The unit cell size similarly to CIGS is a double of the
zincblend in the c direction containing eight anions Se or S, four Cu , two
Zn and two Sn cations. The ionic relaxation has been performed until the
force per atom has been smaller then 0.01 eV/ Å.
Figure 11.4: Unitcell for Cu2ZnSnS4 or Cu2ZnSnSe4 a) and c) kesterite
(I 4¯) and b) and d) stannite (I 4¯2m) crystallographic structure. The diernt
atoms are represented by the following colours: brown  Cu, grey  Zn, blue
 Sn, orange  Se and yellow  S
11.3.2 Results
From the calculated structural optimization calculations the lowest total
energy structure were obtained for both kesterite and stannite structures.
The results are shown in the table 11.3.2. The dierence between kesterite
and stannite phase is 0.03eV for Cu2ZnSnS4 and 0.15 eV for Cu2ZnSnSe4
thus showing that the Se based compound is much less likely to have phase
mixing than the S based one.
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Cu2ZnSnS4
Kesterite Stannite
Theory Theory Experimental [194]
Unit cell size
a=b 5.48Å 5.47Å 5.427Å
c 10.91Å 10.95Å 10.87Å
c/2a 0.995 1.00 1.001
Bond lengths
SeCu 2.35Å 2.34Å
SeZn 2.36Å 2.43Å
SeSn 2.42Å 2.38Å
Energy 0.00eV 0.03eV
Cu2ZnSnSe4
Kesterite Stannite
Theory Theory Experimental [195]
Unit cell size
a=b 5.78Å 5.85Å 5.688Å
c 11.56Å 11.34Å 11.338Å
c/2a 1.000Å 0.97Å 0.996Å
Bond lengths
SeCu 2.44Å 2.464Å
SeZn 2.50Å 2.52Å
SeSn 2.63Å 2.58Å
Energy 0.00eV 0.16eV
Table 11.2: The structural characterization of kesterite and stannite struc-
ture for Cu2ZnSnS4 and Cu2ZnSnSe4 materials.
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11.4 Grain boundaries
In comparison to the single crystalline structures with a long range period-
icity in polycrystalline materials the periodicity is conserved only within the
grains which in turn can give rise to quantum connement of some states
while conduction for other. The space between individual grains called the
grain boundary (GB) is a transition between grains of a dierent orienta-
tion, dierent phase or even dierent composition. One of the signicant
challenges of thin-lm technology is the full understanding of polycrystalline
structures and a wide range of eects and mechanisms arising from it. One
can easily see why the proper understanding of these interfaces is a neces-
sary step for the understanding of the polycrystalline materials. The grain
boundaries are known to be sinks for both defects and impurities, due to
misalignments and a decreased coordination. One has to consider that some
of the bonds of the interface atoms are not satised creating states often lo-
calized within the band gap. Considering the above one can see why produc-
tion of single crystals which are free from any impurities, gaps, dislocation,
and grain boundaries has been a goal in the production of high eciency
semiconductor devices. In the case of polycrystalline materials these studies
become even more central with imperfections being a signicant part of the
the structure. In this case a skilful control over a GB is a way of dening the
material property. This approach is known as of grain boundary engineering
and has been proven so far to give improved mechanical and chemical prop-
erties of the materials [196]. According to the standard perspective the GBs
in semiconductors are viewed as detrimental to the performance of electronic
devices. In recent work on chalcopyrites, it has been shown that this may
not always be the case and GBs in polycrystalline materials could actually
play a benecial role in the performance of photovoltaic devices [197, 198].
The interest in grain boundaries has undergone signicant expansion in
the last 30 years, with origins traceable back to the development of the
rst polycrystalline photovoltaics. At rst the studies, due the experimental
limitation, were mostly investigating such properties as resistivity, recom-
bination eciency, and I/V characteristics. With the development of more
advanced experimental techniques, detailed studies of GB became possible.
The major interest in the GB are physical processes like charge trapping and
transport. Modelling of the realistic picture is however not straight forward
with signicant interface diversity and interplay of phenomena caused by a
mixture of defects and impurities.
The thin lms are produced in a variety of dierent methods. This
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has a direct impact on the structures created and the characteristics of the
grain boundaries present. The potential for many dierent morphologies and
types of grain boundaries coexisting within the single sample makes both the
experimental and theoretical work challenging.
One type of a grain boundry is a twin boundary. It is the incidence of
highly symmetrical grain boundaries, it is prevalent in diamond-like semicon-
ductors. Twin boundaries are of special interest in the structures analysed
here. They represent the low energy boundaries with a minimal number of
disrupted bonds. All others are more disrupted and chemically active, thus
supporting chemical diusion and electrical recombination and inhibiting or
disrupting the transport over the boundary. Although the twinning rela-
tionship is xed the interface plane between the grains is not, oering a few
dierent boundary types. Since the twin boundaries are highly symmetrical
they can be described by means of tilt, rotation shear or reection. While in
the case of small angle tilt boundaries the number of dislocations increases
with increase of the angle, there are certain angles at which a lattice point
of both sides of the boundary will be superimposed. Which in accordance to
Coincidence Site Lattice (CSL) theory can be described by a ratio of points
in the lattice to the number of points in CSL and is known as the Friedel
index denoted by Σ. In the 1950's the CSL theory was applied extensively
in the study by Kohn for the twin boundaries of diamond and then in late
1980's by Durose in the study of sphalerite [200, 201, 202]. The sphalerite
orientation proposed by the model has been conrmed experimentally for
CdTe [201, 203, 204]. As showed by Hold the mirror plane in sphalerite
would lead to an energetically unfavourable boundary of an anti-phase ori-
entation, this has been further extended in the recent work on the sphalerite
and chalcopyrite where the CSL was used to identify the allowed twin bound-
aries [205]. One coherent and ve incoherent boundaries were proposed while
the coherent one was simulated in further work for a proposed chalcopyrite
as well as structurally similar kesterite and stannite structures.
11.4.1 Experimental overview
The CIGS materials are a good example for thinlms to reach an eciency
competitive with the single crystalline material [206]. The process respon-
sible for the unusually high eciency has been debated for over a decade
(for reviews of the subject see [198, 197]). The most accepted explanation
has been proposed by Zunger and Persson. In their model the valence band
bending would have been present due the neutral 2VCu+ InCu defect states.
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There the valence band oset is caused by the removal of Cu atoms from the
boundary interface, leading to the formation of a neutral barrier for holes
that prohibits the transport of electrons. This reduces the probability of
recombination in the defected area. The proposed model was based on the
formation of the grain boundary interface from two Cu decient (112) polar
surfaces. In such a way that the defects are localized along the two layers of
a (112) interface between two crystal grains, where one grain is shifted with
respect to the other by translation t=0.5b. The formation of this type of
defect would also agree with the fact that the highest eciency cells were
always produced from Cu decient materials [85, 207]. The existence of the
proposed 2VCu + InCu defect complex has recently been been conrmed by
experimental studies which have shown that the GB composition is in fact
Cu decient and In rich while the grain interior stays unchanged [208]. From
high-resolution scanning transmission electron microscopy (HR-STEM) ex-
periments three types of the (112) twin boundary have been distinguished
and are presented in Fig. 11.5.
Figure 11.5: Structural representation of twinboundaries and their corre-
sponding high resolution high resolution transition microscope and electron
energyloss spectrometry of three types of GB identied in the studies per-
formed by AbouRas et al. [208].
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Type I and Type II GB have been identied as Se − Se terminated
lattice planes with the approximate distance between the planes of 2.8 Å and
2.9 Å respectively. For both of them a Cu depletion and In enrichment has
been observed in comparison to the GB interior. Type III have been iden-
tied as Secation terminated lattice planes with the approximate distance
between the planes of 2.0 Å. In this case no signicant In enrichment but a
slight Cu depletion was also observed.
It has has been found that the region of the compositional changes is
very close to the twin boundary plain, ranging in width around 7.08.0 Å
and 8.09.0 Å for I and II which correlates well with the thickness of two
atomic planes.
It has been published on few occasions that the variation of a Cu/(In+
Ga) ratio is responsible for the variation in grain size [209, 210, 211],
similarly to when the ratio of Cu/(Zn, Sn) is varied for CZTS absorbers
[212, 213, 214]. On the basis of a series of measurements of random bound-
aries, Cu and In signals are always anti-correlated which is also strong ev-
idence that site exchange In2+Cu and Cu
2−
In could be the origin for such hole
barrier and increased eciency [208]. Although there is a strong correlation
between the proposed theoretical and the experimental composition of the
boundary this can not be said about the structures proposed. Comparing
Figures 11.5 (experimental GBs) and 11.6b (the theoretical GB proposed
by Zunger) it can be seen that no satisfactory match can be made. Firstly
the type I and II GB are characterized by Se − Se bonding in experiments
and Secation in theory, which is also reected in the dierence in the GB
width. Secondly the characteristic atomic alignment (blue line in Fig. 11.6b)
also diers, for experimental GB type I the atomic lines form a shifted mir-
rored structure while type II forms shifted in line structure. In contrast to
the theoretical model the atoms in the bottom and top halfes of the interface
are in line (blue line Fig. 11.6b). These dierences prove that GB studies
do not yet amount to a fully comprehensive model for CIGS polycrystalline
materials.
Investigations of the CZTS grain boundary so far have shown two types
of scenario: one with a Cu rich grain boundary and a width of about 50Å,
while the other remains unchanged from the bulk composition [215, 216].
The studies of GB in CZTS have just begun and have not been widely
discussed in the literature yet. In recent theoretical studies, based on the
grain boundary models derived from studies of CdTe, Li et al. compared
CIGS and CZTS grain boundaries for a (114) plane GB. They have found
that in this particular type of GB, dangling bonds are present, which in
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the Cu2ZnSnSe4 create more defect levels within the band gap than in
CuInSe2. These would be expected to promote more electronhole recom-
bination and decrease the overall performance of the solar-cell.
11.4.2 Computational setting
The calculations have been performed using unit cells relaxed earlier from
which the larger grain boundaries unit cells were created. The GB unit
cells have been relaxed in the z direction to account for the dierent stack-
ing present in the two GB (one at the middle of the cell and one at the cell
boundary). In order to create a cell in which the interaction between the par-
allel boundaries are limited the cell grain interior consist of nine bilayers (see
Fig. 11.6 and Fig. 11.7). The unit cell contains 144 atoms conserving the bulk
stoichiometry. The unit cell dimensions are 8.33/7.22/61.25 Å for CuInSe2,
8.16/7.07/59.97 Å and 8.16/7.06/59.97 Å for Cu2ZnSnSe4 kesterite and
stannite, 7.74/6.70/56.88 Å and 7.73/6.70/56.87 Å for Cu2ZnSnS4 kesterite
and stannite respectively. The k -point sampling has been made with 5×5×3
grid. The calculations have been made with the PBE-PAW potentials with
an energy cut o 300 eV. The relaxations have been performed until the force
exerted on the atom was smaller the 0.01 eV/Å.
11.4.3 Theory and results
In this section, a coherent twin boundary within the (112) plane has been
considered for both CuInSe2 and the CZTS group of materials. This type
of boundary is also present in sphalerite as a (111) twin boundary. This
is not the case however for chalcoparates in which the anti-site occupancy
of the lattice is present for one in two of the CSL metal columns. In this
case the grain boundary created has a slightly dierent ordering than the
grain (presented in the Fig. 11.6) where for each Se atom there are two
Cu and two In atoms. It has for every four Se atoms two are coordinated
by 3Cu + 1In and 3In + 1Cu atoms and the two by 2Cu + 2In as for the
bulk material. This type of boundary has been chosen to model the type III
boundary observed by AbouRas et al.(see Fig. 11.5).
Similarly as for the chalcopyrates the same structure of the boundary
would be expected in the kesterite or stannite materials which have also
been investigated in this section. For the kesterites, the variation in the
coordination similarly to the CIGS, creates dierent coordinations of the
anions at the grain boundary where for every four Se or S anions there are
3Cu + Zn and Cu + 2Zn + Sn or for the opposite boundary orientation
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Figure 11.6: Unit cell for CuInSe2 chalcopyrate grain boundaries. The a)
panel presents the (112) twin boundary as proposed by the CSL model by
Durose, the grain boundary is highlighted in blue while the grain interior used
in text as reference atoms are highlighted in red. The blue lines represent the
distinct atomic alignment. The panel b) the side tiled view of the boundary
highlighted in blue color in a) is shown. The blue line no. 1 highlights the Se
atoms with their usual coordination 2Cu+2In atoms per Se, while the blue
line no. 2 highlights the atoms with grain boundary specic coordination
3Cu + In and 3In + Cu per Se atom. The plane c) present the modelled
(112) boundary proposed as discused in text. The blue square highlights the
boundary while the line represents the distinct atomic alignment.
3Cu + Sn and Cu + 2Sn + Zn . In the case of stannites the GB ordering
is slightly dierent: for every four Se atoms, two are coordinated by 2Cu+
Zn+ Sn and the other two by 2Cu+ 2Zn and 2Cu+ 2Sn.
Because this type of boundary does not have any defect or dangling
bonds, no trapped defect states are expected to be present within the band
gap [217, 218]. In order to analyse the dierence in the electronic structure
at the grain boundary in comparison to the interior the LDOS for the grain
boundary layer and a bulk layer have been obtained using the atoms as
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Figure 11.7: Unitcell of (112) plain grain boundary based on the CSL
chalcopyrate grain boundary model. The panel a) and b) presents GB of
kesterite, while c) and d) stannite type structures for Cu2ZnSnSe4 and
Cu2ZnSnS4. The grain boundary is highlighted in blue while the grain
interior used as reference atoms are highlighted in red.
highlighted in blue and red in Fig. 11.6a and Fig. 11.7.
The results of this study are shown at Fig. 11.7. Here, the band gap is
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underestimated, therefore an additional 1.0− 1.5 eV (depending on the ma-
terial) would have to be added to t experimental band gaps. More accurate
band gap calculations can be obtained with a higher level approximation
such GGA+U or for hybrid functional HSE03, however this has been ex-
tensively studied in the literature [219, 185]. For the PV application the
photon energy is in the range 1.2 − 3 eV. As shown in the Fig. 11.8 there
is an observable shift of the occupied LDOS closer to the Fermi level for
both chalcopyrate and kesterite materials which is due to the switch in the
Cu coordination of Se where the additional peak in the occupied states is
caused by dstates of Cu atoms. The slight shift toward the Fermi level is
larger in kesterites than in CuInSe2. For the stannite structure the LDOS is
unchanged by the change in coordination from 2Cu+Zn+Sn to 2Cu+2Zn,
while 2Cu+2Sn had no signicant impact on the electronic structure of the
GB. The same characteristics are observed independent of the anion type,
Se or S. In the Fig. 11.9, the total LDOS are shown for each atom. They
reveal that the majority of the occupied states around the Fermi level are
Cu states, while Se, In and Sn are largely unoccupied. The Zn states do
not participate in the electronic structure close to the Fermi level.
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Figure 11.8: The comparison of LDOS projected on the grain boundary
atoms and the grain interior atoms highlighted by blue and red squares in
a) of g. 11.6 and in g. 11.7: a) CuInSe2chalcopyrate, b) CuZnSnSe4
kesterite, c) CuZnSnS4kesterite, d) CuZnSnSe4stannite, e) CuZnSnS4
stannite.
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Figure 11.9: The comparison of LDOS projected on dierent atomic species:
a) CuInSe2chalcopyrate, b) CuZnSnSe4kesterite, c) CuZnSnS4
kesterite, d) CuZnSnSe4stannite, e) CuZnSnS4stannite.
135
11.5 Summary
The (112) twin grain boundary has been simulated for CuInSe2 chalcopyrate
and CuZnSnSe4, CuZnSnSe4 both kesterite and stannite materials. This
boundary agrees well with one of the experimentally observed GB types for
CuInSe2 and is also expected to be present in the CZTS materials. It
has been found that this grain boundary in comparison to the grain interior
has minor dierences in the electronic structure. For the stannite materials
no change has been observed, therefore the GB in this defect free state is
expected to be inactive. For chalcopyrate and even more so for kesterite a
shift of states towards the Fermi level was observed, it is expected that this
could have just a small eect on the photovoltaic performance in specimens
with high GB density.
It is predicted by Zhang et al. that the most important recombination
defect due to its low formation energy and being located 0.34 eV below
the conduction band minimum is InCu. It is, however, also predicted that
this defect would be passivated relatively often due to the formation of the
defect complexes 2VCu + InCu [14]. In future studies of this boundary the
stability of the 2VCu + InCu complex relative to the grain interior should
be considered as well as the VCu which is the lowest energy defect in CIS,
while alternatively for CZTS there is a larger group of low energy defects.
In kesterites there are ve low formation energy defects from which VCu is
in second place after CuZn, then there is additionally ZnSn, VZn and CuSn.
The GB localization of these defects should be studied which could lead to
some interesting results and could more signicantly aect the conductive
characteristics of the boundary [14, 220].
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Chapter 12
Final summary: Closing
remarks
This thesis includes a broad range of simulations. The work started with
the analysis of molecular adsorption on silicon, a wide variety of molecules
adsorbed in varying levels of coverage, it touched the dynamics of diusion
of molecules along this surface in one instance, and it focussed on inter-
molecular interactions and conformation changes due to polar interactions.
This part of the work was driven to a large extent by existing experimental
data and was the core task of my work in a collaboration with a group in
Toronto.
The last part of the work, which analysed the electronic properties of
semiconductors at grain boundaries, arose out of a particular situation during
my PhD, the setup of a new institute for renewable energy with an emphasis
on photovoltaics, and discussions with the group of Prof. Ken Durose on
the importance of grain boundaries for photovoltaic eciencies. As each
individual chapter contained sections discussing the results and summarizing
the main conclusions, I only wish to highlight the main achievements of this
thesis in the closing remarks. These are, in my view:
• Analysis of surface pinning: Here we found that asymmetric pin-
ning can be a valuable tool to identify the geometry of the adsorbate.
In situations where STM proles do not yield a clear identication of
the molecule, calculations of relative adsorption energies and pinning
can oer an alternative route.
• Inter molecule interactions on Si(111): Here we found that only
simulations including dispersion interactions could correctly predict
the preferred adsorption sites. The subsequent increase in precision
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and size of the calculated system, which was performed after this work
was concluded, established that surface mediated interactions via sub-
surface charge transfer is the decisive ingredient
• Adsorption of small molecules of Si(100): We nd that the
double-dimer bond conguration is the most favourable, and that the
inclusion of vdW interactions improves the agreement between experi-
mental and theoretical adsorption energies. Activation barriers for the
conversion between single-dimer and double-dimer adsorption for ben-
zene are within the range of established values, but 200meV too small
compared to experiments.
• High coverage benzene: Here, the surface mediated interactions in
this regime play only a limited role. Activation barriers are largely
unaected by coverage and no signicant steric hindrance is observed.
• Dynamics of diusion: In the study of ethylene on Si(100) we found
that asymmetric desorption and residual torques on the molecules are
probably the main cause of the very large diusion lengths observed.
• Grain boundaries in photovoltaic materials: In the study of (112)
twin boundaries the model proposed by experimenters has been vali-
dated by its total energy. It was also found that the anion coordination
at the grain boundary of chalcopyrite and kesterite is the main driver
for an increase of the LDOS near the bandgap. From a device point of
view this indicates that such grain boundaries have only a minor eect
on the eciency of such solar cells.
It goes without saying that work, in particular in the last eld, is still
incomplete and one would wish that it could be continued with a prospect
of a full understanding of functioning molecular electronics and photovoltaic
devices.
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Chapter 13
Additional material
13.1 Appendix I : Feynman-Hellmann theorem
Once the ground state of the system is reached through a selfconsistent
iteration cycle, KS orbitals can be used to determine the properties of the
system. They can also be used to calculate the net force experienced by the
ions in a not fully relaxed atomic arrangement. The calculation of the forces
is the end step of the selfconsistent DFT cycle at which the calculated
force is used in the process of static minimization or molecular dynamic.
As described earlier, this approach is possible due to BO approximation
(see Secition 2.2.1). In VASP, the ionic forces are determined on the basis
of Feynman-Hellmann theorem, i.e. the forces experienced by the ions are
dened as the derivative of the generalized free energy. The functional F
depends on the KS orbitals φ, the partial occupancies and the ionic positions
r. The set of the orbitals is denoted Φ and the set of partial occupancies as
f. The electronic ground state is dened by the variational properties of the
free energy
0 = δF [Φ, f,R] (13.1)
for an arbitrary variation of the equation it can be written as
∂F
∂Φ
δφ+
∂F
∂f
δf = 0. (13.2)
For arbitrary variation this is true only if both of the partial derivatives
are equal to zero leading to the system of equations which determines Φ and
f at the electronic ground state.
Force =
dF [Φ, f,R]
dR
=
∂F
∂Φ
∂Φ
∂R
+
∂F
∂f
∂f
∂R
+
∂F
∂R
(13.3)
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where at the ground state the rst two terms are equal to zero thus
simplifying the equation to,
Force =
dF [Φ, f,R]
dR
=
∂F
∂R
(13.4)
The force is obtained by calculating the partial derivative of the free
energy while keeping the wavefunction and the partial occupancies xed at
their respective ground state values.
13.2 Appendix II : Nudged elastic band
Common questions considering reactions, whether they are in the gas phase
or on a surface, are the process of bonding, the transition between starting
and nal conguration, and the energy necessary to allow for the transition.
The nudged elastic band method is one of the techniques dealing with these
issues. In its application it is concerned with determining the minimum
energy path (MEP) of the reaction. In the nudged elastic band (NEB)
method a chain of intermediate positions is generated between two stable
congurations (before and after reaction). The generated sets of coordinates
are then updated in accordance to the rst derivative of energy, the minimum
energy path crosses the saddle points dening the transition barrier.
Henkelman and Jónsson in Ref. [25] proposed a method for the search of
saddle points, that is, transition states, and minimum energy paths (MEP)
between known reactants and products. The method requires no prior knowl-
edge of the transition state as it works by optimizing a number of interme-
diate images, initially chosen as appropriate guesses (typically, by linear in-
terpolation of the coordinates between the initial and the nal state), along
the reaction path. Each image converges to the lowest possible energy while
maintaining equal spacing to neighbouring images. This constrained opti-
mization is achieved by adding spring forces along the band between images
and by projecting out the component of the force due to the potential per-
pendicular to the band. An elastic band with N+1 images can be denoted
by {R0,R1...RN} where R0 and RN are xed (initial and nal state). The
total force acting on an image is:
Fi = F
s
i |‖ −∇E(Ri) |⊥ (13.5)
where
F
s
i |‖= k(| Ri+1 −Ri | − | Ri −Ri−1 |) (13.6)
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and
∇E(Ri) |⊥= ∇E(Ri)−∇E(Ri) · τˆi (13.7)
where k is the spring constant and τˆi is the tangent unit vector at image
i.
The Climbing Image NEB or CINEB [26] is an improvement of the NEB
method, within which, after a few iterations, the image imax with the highest
energy is identied as the transition state and hence driven up to the saddle
point by maximizing its energy along the band while minimizing it in all
other directions. When this image converges, it will be at the exact saddle
point. The force on this image is not given by Eqn. (13.5) but by
Fimax = −∇E(Rimax) + 2∇E(Rimax) |‖ , (13.8)
that is, the image does not feel the spring forces along the band; instead,
the true force acting upon this image along the tangent is inverted.
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• Acetylene adsorption on silicon (100)-(4 x 2) revisited
Postgraduate online poster presentation, 2012 (poster presentation)
• Acetylene adsorption on silicon (100)-(4 x 2) revisited
CIFAR Nanoelectronics Meeting, Ban, Canada
November 16, 2010  November 18, 2010, (poster presentation)
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• DFT study of acetylene adsorption on Si(100) surface with consider-
ation of van der Waals interactions.
ECOSS27, (European Conference of Surface Science), Groningen,
Netherlands, August 29  September 3 2010 (oral presentation)
• Ab Initio Electrochemistry Workshop, CECAM-HQ-EPFL, Lausanne,
Switzerland
July 12, 2010  July 14, 2010
• Materials Studio Workshop,
University of Liverpool, UK
12th May 2010,
• ECOSS26 (European Conference of Surface Science) Parma (2009)
158
