In Brief Dotson et al. recorded from 42 cortical areas in monkeys performing a featurebased memory task. They find that taskdependent differences in firing rates are widely distributed, while stimulusspecific changes in firing rates are more restricted and hierarchically organized.
INTRODUCTION
Working memory is essential to cognition. It enables the shortterm retention and utilization of behaviorally relevant information for virtually all cognitive tasks (Baddeley, 2003) . The neural mechanisms that mediate feature-based visual working memory have been intensively studied for several decades (Luck and Vogel, 2013; Sreenivasan et al., 2014; Lara and Wallis, 2015; Christophel et al., 2017) . In non-human primates (NHPs), feature-based mnemonic representations (measured as differences in neural firing rates between stimuli held in memory) have been demonstrated in prefrontal (Fuster et al., 1982; Quintana et al., 1988; Miller et al., 1996; Peng et al., 2008; Salazar et al., 2012; Mendoza-Halliday et al., 2014) , posterior parietal (Sereno and Maunsell, 1998; Salazar et al., 2012; Sarma et al., 2016) , inferotemporal (Fuster and Jervey, 1981; Miyashita and Chang, 1988; Miller et al., 1991 Miller et al., , 1993 , and extra-striate visual cortical areas (Bisley et al., 2004; Mendoza-Halliday et al., 2014) . Functional imaging studies have corroborated and extended these findings in humans (Courtney et al., 1997; Owen et al., 1998; D'Esposito et al., 2000; Postle et al., 2003) .
However, because our understanding of feature-based visual working memory is derived from studies using different tasks, stimuli, and recording techniques, the full extent of the participating circuit and the underlying neural mechanisms remains highly debated. In particular, fMRI-based decoding analyses of the content of visual short-term memory (Harrison and Tong, 2009; Serences et al., 2009; Ester et al., 2015) have revealed involvement of early visual cortex, prompting debate on the nature and role of sensory areas in the storage and maintenance of mnemonic representations. A salient issue is whether featurebased mnemonic representations are present in neural spiking activity in early visual areas (Serences 2016 ). However, the few studies that have made such measurements have reached conflicting conclusions (Bisley et al., 2004; Zaksas and Pasternak, 2006; Mendoza-Halliday et al., 2014) . The role of prefrontal cortex is also heavily debated. Many argue that it is primarily involved in executive functions (Sreenivasan et al., 2014; D'Esposito and Postle, 2015; Lara and Wallis, 2015) , while others emphasize a key role in both executive functions and mnemonic representations (Serences, 2016; Hasson et al., 2015; Christophel et al., 2017) . Finally, because studies of neural spiking activity typically focus on one cortical area at a time, the relative contribution of widely distributed cortical areas to working memory processes is largely unknown. Resolving these issues is necessary for developing a mechanistic theory of how and where working memory processes are carried out.
Here, we focus on two basic questions about feature-based visual short-term memory that remain largely unanswered. Which cortical areas are involved in the neural circuit that mediates visual short-term memory, and how do the individual components of this circuit differ in their functional roles? To address these questions, we performed large-scale microelectrode recordings of neuronal activity in NHPs performing a feature-based visual short-term memory task and determined both the task dependence and stimulus selectivity of the recorded neurons.
RESULTS
We recorded broadband neuronal activity from a total of 42 cortical areas in two NHPs (monkeys E and L) while they performed a feature-based delayed match-to-sample (dMTS) task and an interleaved visual fixation task. The dMTS task required the monkeys to remember a centrally presented sample image (1 of 5 possible images) for a minimum of 800 ms (800-1,200 ms in monkey E; 1,000-1,500 ms in monkey L) before making a choice between a matching and a non-matching image ( Figure 1A ). During the fixation task, occurring on $10% of the trials, the monkeys simply had to fixate the central target for the same duration as the dMTS task. Data were collected using largescale semi-chronic recording devices with up to 256 independently moveable microelectrodes (Dotson et al., 2015 (Dotson et al., , 2017 . Neuronal spiking activity was extracted and sorted offline. Simultaneous recordings were made from up to 12 and 29 different cortical areas in monkeys E and L, respectively. The recording locations and sample sizes, combined from both animals, are shown in Figure 1B (Table S1 ). Sparsely sampled cortical areas, and areas with similar functional properties (e.g., somatosensory areas 1, 2, and 3) were merged with adjacent areas, resulting in a total of 24 different areas/groups combined across monkeys (Tables 1 and S1) . Figure 1C shows an example of eye position signals (bottom) and broadband electrophysiological data sampled simultaneously from microelectrodes located in 27 separate cortical areas in monkey L.
Prior to determining the task dependence and stimulus selectivity of each cortical area, we first identified units that showed modulations in their firing rates locked to microsaccades (Martinez-Conde et al., 2013 ; STAR Methods; Table S1 ; Figures S1 and S2). These microsaccade-modulated (MSM) units occurred in 22 of the 24 cortical areas/groups in our sample but were most common (>10% incidence) in areas V1, V2, DP, and 8L (Figure S2A) . Because of the possible confound introduced by eye movement related activity, we excluded all of these MSM units from our analyses unless otherwise stated. Second, because our recordings in areas V1 and V2 spanned a large portion of the retinotopic map, many of the units in these areas had receptive field locations (i.e., >2 eccentricity) that prevented them from responding directly to the sample stimuli. We therefore identified units in areas V1 and V2 that displayed a short-latency (40-100 ms) excitatory visual response (SLVR) to at least one of the sample stimuli, and we analyzed these units separately from the remaining units in V1 and V2 (STAR Methods; Table S1 ).
Task-Dependent Activity Is Widely Distributed
The first objective of our analysis was to determine the extent to which each unit differentially participated in the two tasks. We assessed this ''task dependence'' by comparing the firing rates during the dMTS task (combined across all 5 stimuli) to the firing rates occurring during the interleaved fixation task, using a 200-ms time bin, stepped every 50 ms (Wilcoxon rank-sum test, p < 0.05, FDR [false discovery rate] corrected). As mentioned above, all MSM units were excluded from this analysis. Figure 2A (I-XII) shows example peri-stimulus time histograms (PSTHs) from units in 9 different cortical areas sampled from both monkeys. Each plot shows the average firing rate for the dMTS (blue) and fixation (red) tasks for an individual unit from the cortical area indicated at the top (significant bins are marked with a black square). In general, the neuronal responses during the two tasks differed substantially, but often in unexpected and heterogeneous ways. For example, the selected units from 9/46V, V2, and V1 (I, X, and XII) conformed to our expectation of a relatively stable rate during the fixation trials and a clear task-dependent modulation of rate during the dMTS task. However, we also found instances of the opposite pattern, where units displayed a stable firing rate during the dMTS task and a robust rate modulation during the fixation task (V [F1] and VI [3] ). Moreover, we found many instances of a more complex multi-phasic relationship between the two tasks. These included cases ranging from a simple push-pull pattern, where a biphasic change in firing rate during one of the tasks was mirrored by a similar but opposite pattern during the other task (II [46v] ). Interestingly, we also found numerous instances of ascending rates during the fixation task in areas of the visual hierarchy as early as V1 (XI). These and many other examples demonstrated that task-dependent changes in rate are widely and heterogeneously distributed across the cortex and that activity during the fixation task is itself highly dynamic, indicating that this task reflects a distinct cognitive process.
To determine the task dependence for each cortical area/ group, we first calculated the incidence of significant differences in firing rates between the two tasks. We then separated the resulting distribution at each time point according to whether each unit's response during the dMTS task was greater than (enhanced) or less than (suppressed) the response during the fixation task. The plots in Figures 2B and 2C show the results of these calculations for ventral prefrontal cortex (vPFC) (n = 124 units). The incidence of task-dependent differences in activity increased rapidly during the sample period to a peak value near 50% and remained near 40% throughout the delay period ( Figure 2B ). The colored bar at the top shows the same data plotted as a heatmap. Figure 2C shows that the incidence of enhancement and suppression relative to the fixation task is split roughly equally throughout the task for vPFC. To visualize the ratio of enhancement to suppression, we calculated a rate modulation index (RMI) as a function of time (shown as a heatmap in Figure 2C ). This is the percentage difference of enhanced (E) and suppressed (S) units at each time bin (RMI = [(#E À #S)/ (#E + #S)] 3 100). To determine if the incidences of these two processes differed from one another, we tested the two counts at each time bin using a binomial test (p < 0.05, FDR corrected). In this cortical area (vPFC), we found no significant differences and conclude that there is an equal distribution of activity during the dMTS task where the firing rates are greater or less than the rates occurring during the interleaved fixation task. We refer to this as balanced activity.
We applied these calculations to all 24 cortical areas/groups ( Figure S3 ). The incidence of significant differences in firing rates revealed widespread differential involvement in the two tasks ( Figure 3A) . Every areal group we studied demonstrated some The first column indicates the group name, and the second column indicates the areas that compose each group. Many of the groups are simply one area. Area names follow Markov et al. (2014a) .
degree of task dependence that could broadly be separated into three types of activity profiles: visually responsive, ramping, and sustained. Visually responsive areas showed clear sample related task dependence, which either tapered off gradually (e.g., V2-SLVR) or remained elevated (e.g., vPFC and AIP/VIP [ventral intraparietal area]) throughout the delay period. In several other areas, the incidence of task dependence began ramping up in the middle of the sample period and continued until the end of the delay (e.g., F2 and F7). Finally, many of the areas simply showed weak but sustained task-dependent activity during all task epochs (e.g., dorsal prefrontal cortex [dPFC] and 7b). Interestingly, primary motor (F1) and somatosensory (1/2/3) areas were also clearly task dependent. Analysis of the differences in firing rates between the two tasks (enhancement or suppression) revealed a more complex pattern of the task dependence across the cortex. To visualize this pattern, we plotted the RMI as a function of time for all 24 areas/groups ( Figure 3B ). We then tested the two counts at each time bin using a binomial test (p < 0.05, FDR corrected) and marked each significant bin with a white cross. As expected, we found that SLVR units in V1 and V2 were strongly enhanced during the sample period but then were suppressed during the late phase of the fixed delay and returned to a balanced state prior to the match onset (bottom of Figure 3B ). The large majority of units in V1 and V2 (i.e., those having receptive field locations >2 eccentricity) were suppressed during both the sample and delay periods, and displayed a rebound enhancement during the match-locked period. A number of other cortical areas also displayed suppression throughout much of the task, including the primary somatosensory areas (1/2/3) and medial posterior parietal areas (7op and 5/MIP [medial intraparietal area]). The remaining cortical areas, including most prefrontal (e.g., vPFC and dPFC) and lateral posterior parietal areas (e.g., AIP/VIP and 7b), exhibited a balanced distribution of enhancement and suppression. To further visualize how these relationships are distributed across the cortex, we plotted the occurrence of enhanced, suppressed, and balanced activity during the end of the fixed delay period (gray shading and arrows in Figure 3B ) on a cortical flatmap ( Figure 3C ). This revealed an interesting pattern during much of the delay period, where early sensory areas are suppressed and the remaining areas are primarily balanced. Thus, while the responses in association areas (e.g., vPFC) are highly dynamic and heterogeneous between the two tasks, they tend to balance out at the population level. Early sensory areas, on the other hand (i.e., V1 and V2, and somatosensory areas 1, 2, and 3), tend to be suppressed at the population level during the delay.
Embedded Hierarchy for Mnemonic Representations
The previous analysis revealed that task-dependent activity is widely distributed. Do the same areas encode the stimulus identity? To address this question, we determined the time course of stimulus-selectivity during the dMTS task by comparing the firing rates across stimuli in 200-ms windows with a 50-ms step (Kruskal-Wallis test, p < 0.05, FDR corrected). As with the previous analysis, all MSM units were excluded from this analysis. Figure 4A (I-XIV) shows example PSTHs with stimulus-selective responses from units recorded in 11 different cortical areas, revealing a striking variety of stimulus-specific responses among both association and sensory areas. Example units in vPFC (I and II) and posterior parietal cortex (VI-IX) displayed highly selective activity in response to the different stimuli that lasts throughout the sample and delay periods. Other units in prefrontal areas exhibit transient selectivity that is superimposed on a background of apparent suppression (III) or that ramps up during the delay period (IV-V). Activity in early visual areas V1, V2, and V4 (X-XIV) also displayed transient and sustained periods of selectivity. This occurred even when the delay-period firing rates were quite low (XI) or ramping up during the delay (XII). To characterize the overall behavior of the data, we calculated the incidence of selectivity as a function of time for each of the 24 cortical areas/groups. The result of this analysis for area vPFC is shown in Figure 4B . And the results for all areas/groups are shown in Figure 5A (also see Figure S4 for line plots of these data). This analysis revealed a pattern of stimulus selectivity that was sparser compared to the widespread distribution of task dependence ( Figure 3 ). Units in V1 and V2 that were excited by the sample stimuli (bottom two plots in Figure 5A , SLVR) displayed a high incidence of stimulus selectivity throughout the sample and well into delay. This delay period selectivity occurred even though the firing rates during this period were typically low and suppressed relative to the fixation task ( Figures 3B and 3C ). Other cortical areas displayed more sustained stimulus selectivity throughout the delay (e.g., vPFC, 8L, AIP/VIP, and 7b) ( Figure 5A ), and a number of areas showed little or no selectivity throughout the task (e.g., F1, 7op, 5/MIP, 1/2/3, and V6A) ( Figure 5A ). To further characterize these effects, we calculated the median incidence of selectivity during the late delay period for all areas/groups ( Figure 5A , gray shading and arrows). This revealed that areas V1-SLVR, V2-SLVR, V4, LIP, 7b, AIP/VIP, F7, 8L, and vPFC have significant delay period selectivity that exceeds an incidence of 5% ( Figure 5B ).
These results suggest that under the conditions of this experiment, a subset of areas contribute to short-term memory maintenance. However, because it was impractical to adjust the position and properties of the sample stimuli to optimally activate each unit simultaneously, differences in the absolute incidence of delay period selectivity may be less informative than expected. Therefore, we chose to analyze the incidence of late delay period selectivity, relative to that occurring throughout the task, in order to determine the contribution of each area to short-term memory maintenance. This measure, illustrated in Figure 6A , reveals that the relative incidence of stimulus selectivity during the late delay period is substantially higher in vPFC than V2-SLVR, even though the absolute incidence of selectivity during this period is marginally higher in V2-SLVR ( Figure 5B ). To see how this measure varies across the cortex, we plotted the relative incidence of delay period selectivity in rank order for those areas/groups with an absolute incidence of delay period selectivity exceeding 5% ( Figure 6B ). This revealed that the relative incidence of stimulus selectivity decays rapidly in early visual areas, while it is more sustained in prefrontal and posterior parietal areas, thereby forming a functional short-term memory hierarchy. The inset in Figure 6B shows an anatomically derived hierarchy from the studies by Markov et al. (2014b) and Chaudhuri et al. (2015) for areas that match or are included in the significant areas/groups. The functional hierarchy agrees well with the anatomical hierarchy. Finally, within this functional hierarchy, we find a high incidence of units with responses that are both stimulus selective and task dependent throughout the task ( Figure S5 ). These analyses indicate that the incidence of stimulus selectivity tends to peak during the sample period and then differentially decays during the delay in a manner that reflects the anatomical hierarchy. We suspected that the latter effect might also be due in part to the recruitment of newly stimulus-selective units during the delay period in areas where this decay is less pronounced (see examples in Figure 4A , III-V and X). To address this question, we identified the first time bin that a unit became stimulus selective. For instance, if a unit responds selectively to the sample stimulus and then remains selective throughout the task, then we only count the first time bin during the sample period that the unit is selective and discard the other time bins from the analysis. This provided us with histograms of the newly recruited stimulus selective units. We normalized these histograms and computed the cumulative sum over time for the areas showing >5% significant delay period selectivity ( Figure 6C ). The time when the cumulative sum reaches 1 indicates how long into the dMTS task selective units continued to be recruited. In Figure 6C , we see that early visual areas peak almost immediately after the sample onset, indicating that no units are recruited during the delay that were not already selective during the sample period (e.g., V1-SLVR and V2-SLVR). Areas higher in the hierarchy contain units that become stimulus selective later in the task throughout the delay period. Figure 6D shows the rank ordered time to the last recruited units (cumulative sum = 1). The results from this analysis match the general hierarchical scheme derived from the relative incidence of delay-period selectivity ( Figure 6B ), with V2-SLVR and V1-SLVR low in the hierarchy; LIP, 8L, and V4 in the middle; and 7b, vPFC, F7, and AIP/VIP at the highest level.
Microsaccades Encode Visual Memories
These results demonstrate that widespread cortical areas involved in visual processing and perception contribute to short-term mnemonic representations. What is the relationship between perception and memory? Specifically, are mnemonic representations entirely abstract, or do they maintain a semblance of the real image (i.e., a shape)? Because the animals routinely made microsaccades (typically <1 degree of visual angle [dva] ) to different portions of the sample images (Figure 1C , bottom plots), we posited that if the mnemonic representations maintain a spatial form, then the eye position during the delay period would encode the remembered image. Figure 7A shows an example of the microsaccade endpoints for two stimuli during a recording session in Monkey L. In the presample period, the microsaccade endpoints are overlapping, while during the sample and delay periods, they are largely nonoverlapping, supporting our hypothesis. To test for this, we used mutual information analysis of the microsaccade endpoints for the same session. This analysis revealed that stimulus-specific microsaccades occur during the sample and late delay periods of the task ( Figure 7B ). The overall incidence of this effect across all recording sessions was similar for both monkeys ( Figure 7C ), demonstrating that eye position following microsaccades reliably encodes mnemonic representations during the end of the fixed delay period. This suggests that the monkeys were scrutinizing their short-term visual memories of the sample stimuli.
These findings, along with the well-established relationship between microsaccades and neural activity (Martinez-Conde et al., 2013) , further imply that microsaccadic eye movements may be an integral part of visual short-term memory. Since we found that microsaccades modulate activity in a large number of the units in our sample (Figures S1 and S2 ; STAR Methods), we sought to determine if these units contribute differentially to stimulus selectivity during the task. (It is important to note that all significant MSM units were excluded from all of the previous analyses.) To accomplish this, we compared the incidence of stimulus selectivity between units that were and those that were not modulated by microsaccadic eye movements (Pearson's chi-square test of independence, p < 0.05, FDR corrected). We restricted our analysis to cortical areas V1, V2, and 8L, which contained a minimum of 25 MSM units (Table S1 ). We did not analyze the MSM SLVR units in V1 and V2 because of low sample sizes (e.g., 10/98 in V1 and 9/107 in V2). This analysis revealed a higher incidence of stimulus selectivity in the MSM units (Figures 7D-7F) . In V1 and 8L, this effect occurs in the sample period and throughout the fixed delay. In V2, the differences occur primarily around the sample offset. These results indicate that MSM units tend to have a higher incidence of stimulus selectivity that extends into the delay period of the task. Finally, given the higher incidence of stimulus selectivity in MSM units, we reran the stimulus-selectivity analyses with MSM units included in order to determine if this had an effect on the functional hierarchy. We found no significant differences in the overall incidence of delay-period selectivity and no change in the functional hierarchy as described in Figures 6B and 6D . This is likely because the MSM units only compose a small fraction of the total units.
DISCUSSION
To elucidate the neural circuit dynamics underlying visual shortterm memory, we developed a large-scale microelectrode recording device that encompasses an entire cerebral hemisphere (Dotson et al., 2017) and analyzed recordings from a total of 42 cortical areas in two NHPs performing a feature-based dMTS task and an interleaved visual fixation task. We find that the cortical circuit defined by the differences in activity between these two tasks (task dependence) is widely distributed, heterogeneous, and dominated by population activity during the dMTS task that is either balanced or suppressed relative to the fixation task. Thus, even a simple cognitive task, such as remembering an item during a brief delay, recruits widespread changes in activity throughout the cortex. Embedded within this large-scale circuit, we identified a functional hierarchy for mnemonic representations. The hierarchy is expressed as an increase in the relative incidence of stimulus selectivity during the delay, and an increase in the latency in which newly selective units are recruited. This hierarchy extends from the early visual cortex to high-level association areas in prefrontal and posterior parietal regions, and it closely matches the hierarchy derived from anatomical measurements of feed-forward and feedback connections (Markov et al., 2014b; Chaudhuri et al., 2015) . Stimulus-selective activity within this hierarchy occurs in conjunction with heterogeneous task-related information ( Figure S5 ). This apparent mixed selectivity may result in high dimensional encoding of all stimulus and task information at each hierarchical level, similar to what has been observed in prefrontal cortex (Rigotti et. al., 2013) . It may also endow these areas with varying degrees of distractor resistance, depending on the concentration and types of mixed selective units (Parthasarathy et al., 2017) . We also identified a behavioral correlate of visual short-term memory. Microsaccadic eye movements during the memory delay encode the stimuli held in memory, and units modulated by microsaccades are more likely to exhibit stimulus-specific activity.
Methodological Caveats
While there are clear advantages to performing large-scale simultaneous recordings of neural activity, our approach also (A) Examples of the incidence of stimulus-specific activity in areas vPFC (top) and V2-SLVR (bottom) (normalized for display purposes). The shaded regions indicate the relative incidence during the late delay period (area under the curve in percentage). (B) Rank-ordered plot of the relative incidence of stimulus-specific activity during the late delay period, split into three categories: low (blue), mid (cyan), and high (red). The inset shows the anatomical hierarchy derived from Markov et al. (2014b) and Chaudhuri et al. (2015) . Areas in the hierarchy are colored based on the same scheme. introduced several experimental limitations that likely influenced our findings. The first concerns the sampling of activity. We collected less data in monkey E than monkey L because of an improvement in the design and implementation of the recording methods during the time spanning the two experiments (see Dotson et al., 2017) . Consequently, our findings for some cortical areas are based on data from one, but not both, animals. Similarly, the sample sizes for some cortical areas required us to combine data among adjacent areas in order to validate our statistical tests. This is not uncommon in some physiological studies of cortex, but it does reduce the specificity of some of our findings. Our experimental design also prevented us from performing population decoding analyses (e.g., Mendoza-Halliday et al., 2014; Parthasarathy et al., 2017), which typically rely on combining data across recording sessions that use the same stimuli or high-density recordings of individual cortical areas.
We also were unable to reliably measure neural activity from the ventral temporal visual pathway, specifically areas TEO and TE. This was due to limitations in the design of the device implanted on monkey E and some failures in the actuator mechanisms in the device used in monkey L. Therefore, we were unable to characterize neural activity in a major division of the cortical pathway underlying feature-based vision and short-term memory.
Additionally, because we sampled neural activity from many different cortical areas simultaneously, it became impractical to tailor the parameters of the experiment (e.g., the location and properties of the stimuli) to each recording site. Thus, many of the recorded neurons may have been unresponsive or weakly responsive to the stimuli and parameters of the task. This likely led us to underestimate the incidence and magnitude of task dependence and stimulus selectivity. However, our method also enabled us to obtain an unbiased estimate of the distribution of task-dependent and stimulus-selective activity over widespread areas of cortex that otherwise may have gone undetected.
Memory Maintenance in V1 and V2
Our findings help to resolve an ongoing debate regarding the contribution of early visual cortical areas to feature-based visual short-term memory. Functional imaging studies in humans have repeatedly demonstrated the ability to decode short-term memory content from primary and early extrastriate areas of visual cortex (Harrison and Tong, 2009; Serences et al., 2009) , even though elevated delay-period activity is largely absent in these areas (Riggall and Postle, 2012) . These findings support the concept that mnemonic representations in these areas may be mediated by top-down input (Mendoza-Halliday et al., 2014) and/or changes in synaptic strength induced by the sample stimulus (see Serences, 2016 for review). However, studies investigating memory-related unit activity in early areas of visual cortex have reached somewhat conflicting conclusions with respect to this hypothesis (Supè r et. al., 2001; Bisley et al., 2004; Lee et al., 2005; Zaksas and Pasternak, 2006; Mendoza-Halliday et al., 2014; van Kerkoerle et. al., 2017) . We find evidence of stimulus-specific spiking activity during featurebased visual short-term memory in V1 and V2. These effects occur at firing rates that are near or below the level of activity measured during the interleaved fixation task (Figures 2   and 3) , arguing against the need to postulate a sub-threshold storage mechanism.
Decoding Items in Memory with Microsaccades
Our findings demonstrate that microsaccades provide a behavioral readout of the stimuli held in memory. These results suggest a tight link between perception and short-term memory maintenance. Mnemonic representations may maintain spatial relationships similar to the perceived images, enabling the monkeys to scrutinize these representations. Similar results have been observed in human subjects imagining a previously seen image (Brandt and Stark, 1997; Laeng and Teodorescu, 2002) . This oculomotor behavior may result in a sensory-motor feedback loop that facilitates the maintenance of visual working memories. This is supported by our finding of a higher incidence of stimulus selectivity in MSM units in areas V1, V2, and 8L. Interestingly, we find this activity among units in V1 and V2 with receptive fields that likely do not overlap with the sample image (i.e., the non-SLVR units). This may help explain why decoding in functional imaging studies can be done in parts of visual cortex outside of where the sample was presented and even in contralateral areas of cortex ). However, because of our experimental design, we were unable to completely separate the role of delay period selectivity from the activity evoked by microsaccadic eye movements. While it is possible that microsaccades are an integral component of short-term memory, they may also operate in parallel and exert little or no influence on mnemonic representations. Future studies that dissociate these roles will be necessary to determine the full relationship between eye movements and shortterm memory.
The Balanced Activity State and Short-Term Memory A prominent result in the task-dependence analysis is that the incidence of enhanced and suppressed activity is typically balanced in association areas and suppressed in sensory areas during the delay period. This may be linked to the neural mechanisms underlying stimulus-specific persistent activity. We see that a fundamental difference arises at either end of the hierarchy. In early visual areas, the relative incidence of stimulus-specific unit activity decays rapidly and selective unit recruitment ceases after the sample presentation, while high-level association areas maintain a higher relative incidence of stimulus selectivity and continue to recruit selective units well into the delay period. These differences match the pattern of balanced and suppressed task-dependent activity. Collectively, these findings suggest that the balance of enhancement and suppression that occurs during the dMTS task, relative to the interleaved fixation task, is a signature of higher-order cortical areas and may contribute to the maintenance of mnemonic representations and short-term memory in general.
Short-Term Memories Are Maintained in a Hierarchy of Cortical Areas
Our analysis of the relative incidence and onset of delay period selectivity enabled us to identify a functional hierarchy for mnemonic representations. What mechanisms produce the functional hierarchy? Functional imaging (Honey et al., 2012) , neurophysiological (Murray et al., 2014) , and modeling studies (Chaudhuri et al., 2015) have all identified intrinsic timescales with a hierarchical ordering. One interpretation of these findings is that they provide a hierarchy of temporal receptive windows of increasing size that enable the accumulation and integration of information over increasing periods of time (Hasson et al., 2015) . Our findings support this interpretation and are consistent with a framework in which most cortical areas, within a modality, contribute to mnemonic representations at timescales that increase in a hierarchical manner. This framework provides a parsimonious explanation for any cognitive task that requires information to be gathered, combined, and remembered.
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
STAR+METHODS KEY RESOURCES TABLE CONTACT FOR REAGENT AND RESOURCE SHARING
Further information and requests for resources and reagents should be directed to and will be fulfilled by the Lead Contact, Nicholas M. Dotson (dotson.neuroscience@gmail.com) .
EXPERIMENTAL MODEL AND SUBJECT DETAILS Subjects
Data was collected from two female macaque monkeys (Monkey E and Monkey L) while microelectrode recordings were performed using a large-scale microdrive system (Dotson et al., 2017) . Further details of the recording technique are provided below. All procedures were performed in accordance with NIH guidelines and the Institutional Animal Care and Use Committee of Montana State University.
METHOD DETAILS

Behavioral task
The monkeys were seated in a primate chair (Gray Matter Research, LLC), head fixed using a cranial head post (Gray Matter Research, LLC), and positioned 57 cm from a 19-inch monitor. MonkeyLogic software was used to run the experiment and record eye position data Eskandar, 2008a, 2008b) . Eye position data was acquired using an infrared eye-tracking system (240 Hz; ISCAN) and converted to degrees of visual angle (dva) in MonkeyLogic. The monkeys were trained to perform a featurebased delayed match-to-sample task ( Figure 1A) . A trial begins when the monkey acquires and holds fixation on a small fixation spot (fixation window diameter = 3 dva). At a latency of 500 ms for Monkey E or 800 ms for Monkey L, one of five possible sample images (size: 2.4x2.4 dva) is presented for 500 ms in the center of the screen (obscuring the fixation point). During the sample period the monkey has to maintain it's gaze in the same 3 dva window used during the fixation period. Sample images were pseudorandomly chosen from a pool of 40 or 100 images for Monkey E or Monkey L, respectively. The animals were familiar with all images. The sample stimulus is followed by a randomized delay, 800-1200 ms for Monkey E and 1000-1500 ms for Monkey L, in which no stimulus is present. During this time the monkeys must maintain gaze on the central fixation point. At the end of the delay period, the fixation target is extinguished and the matching image and a non-matching image (one of the four other images chosen randomly) appear 5 dva from the center of the screen. For Monkey E, the match and non-match were always placed across from each other on the horizontal plane. The location (left or right) of the match and non-match were randomized on each trial. For Monkey L, the images were aligned either vertically, horizontally or diagonally. The location of the match and non-match and the alignment was randomly chosen on each trial. While the match image is visible, the monkey must make a saccadic eye movement to the matching image and maintain fixation for a brief period of time (200 ms for Monkey E and 500 ms for Monkey L). Correct trials were rewarded with a drop of juice. Approximately 10% of the trials did not include stimuli and the monkey simply had to maintain visual fixation on the central spot throughout the trial to receive a reward. In order to easily compare these trials with the match-to-sample trials, we used the same timing structure, except that there was no sample image presented and no match period. The animals completed > 500 correct trials on each session, with behavioral performance typically > 75%. Data used in this report are from 25 and 62 recording sessions from Monkey E and Monkey L, respectively.
Recording techniques
Each animal was implanted with a custom made large-scale recording system containing independently movable microelectrodes spanning the length and width of an entire hemisphere (Dotson et al., 2017) . Each system consists of a form-fitting recording chamber and a microdrive composed of a guide array, an actuator block, a printed circuit board (PCB), and a screw guide. Linear actuators (256 for Monkey E, 252 for Monkey L) are housed in the actuator block, with a separation of 2.34 mm. Each actuator consists of a miniature stainless steel lead screw, a threaded brass shuttle, and a compression spring. For Monkey E, each actuator provided 20 mm of microelectrode travel at a resolution of 8 turns/mm. For Monkey L, actuators had 33 mm or 41 mm of microelectrode travel at a resolution of 5 turns/mm. The recording systems remained on the animals throughout the entire experiment.
Once the monkeys reached criterion performance on the tasks, we carried out a multi-step implantation sequence and began neural recordings when the animals were fully recovered, healthy and performing the task normally. We gradually moved all of the functioning microelectrodes through the dura and into the cortex over a period of 2-4 weeks. This was done in an incremental manner by advancing a subset of 10-30 microelectrodes each day until unit activity was first detected. Once the recording phase of the experiment began, we made small incremental advancements ($50-500 mm) to a varying subset of electrodes on each recording session. We routinely measured microelectrode impedance and ceased advancing a microelectrode whenever its impedance was < $50 kU or > $2 MU. We attempted to adjust the high impedance microelectrodes and recover the signal. If this failed, we considered the actuator or microelectrode to be damaged and did not move these microelectrodes further.
We carried out daily recording sessions 3-5 days/week over a period of $6 and $9 months, in monkeys E and L, respectively. Broadband neuronal activity was recorded simultaneously from all viable microelectrodes (0.1 Hz -9 kHz, sampled at 32 kHz) using a Digital Lynx SX recording system (Neuralynx). The reference and ground connections were tied together and connected to the chamber. This created a distributed reference signal.
Histology
Recording locations were determined by combining records of the microelectrode depths and histological information. When recordings were completed, small electrolytic lesions were made at the tip of all functioning microelectrodes (10 mA DC for 25 s). The animals were then euthanized (Pentobarbital, 100mg/kg; i.v.) and perfused through the heart with phosphate buffered saline (PBS) followed by a solution of 5% paraformaldehyde in PBS. After perfusing the animals, we removed the recording systems without retracting the microelectrodes. We used slightly different procedures for Monkey E and Monkey L to perform the reconstructions.
For Monkey E, following perfusion, the brain was removed, and sunk in a solution of fixative with 30% sucrose several days before being sectioned (60 mm) and stained for Nissl substance (FD Neurotechnologies). To reconstruct the brain, the stained sections were photographed and then imported into Free-D (Andrey and Maurin, 2005) . Sections were manually registered and then electrolytic lesions and microelectrode tracks were marked on the images. This information provided a 3D reconstruction of all the microelectrode tracks. We used this information and the record of microelectrode depths to estimate the microelectrode tip position and identify the recording locations of each microelectrode on each recording session.
For Monkey L, following perfusion, we removed the top of the skull and then cut the brain in half in the coronal plane at Bregma À15 mm. This ensured that during the sectioning process each slice was in the coronal plane and gave us a crude estimate of the anterior-posterior position of each slice. Each half of the brain was then sunk in a solution of fixative with 30% sucrose for several days before being sectioned (60 mm) and stained for Nissl substance (FD Neurotechnologies). During sectioning, we photographed the frozen block-face of the brain in order to preserve the shape of each slice. Stained sections were used to identify electrolytic lesions and microelectrode tracks. The block-face photographs were imported into the Computerized Anatomical Reconstruction and Editing Toolkit (Caret) (Van Essen, 2012) . Each photograph was traced and then annotated with information about the location of electrolytic lesions and microelectrode tracks from the Nissl-stained slices. Then, as with Monkey E, we used the 3D reconstruction and the record of microelectrode depths to estimate the microelectrode tip position and identify the recording locations of each microelectrode on each recording session. For both monkeys, we identified the cortical area or subcortical nucleus for each recording site by comparing the histological reconstructions to the atlas published by Markov et al. (2014a) . The flat-maps in Figures  1 and 2 were created using the Scalable Brain Atlas website (Van Essen, 2012) .
Anatomical hierarchy
The anatomical hierarchy in Figure 6 was derived from Markov et al. (2014b) and Chaudhuri et al. (2015) . Areas V1, V2, V4, 8L, 9/46V, 7b, and F7 were ordered based on results reported by Chaudhuri et al. (2015) . Area LIP was placed above 8L based on the study by Markov et al. (2014b) .
Spike sorting
The technique for spike sorting follows earlier studies (Salazar et al., 2012; Dotson et al., 2014) . First, broadband signals (sampled at 32kHz) were highpass filtered (Monkey E: 500 Hz -9 kHz; Monkey L: 500 Hz -4 kHz). Second, a threshold of 5 standard deviations of the background signal was used to identify spikes. 32 data points were saved for each spike (11 points before and 21 points after and including the minimum). Waveforms were clustered using KlustaKwik (Rossant et al., 2016) . Clusters were merged and artifacts were discarded using MClust (http://redishlab.neuroscience.umn.edu/MClust/MClust.html). To be considered a single unit (SUA), waveforms in the cluster were required to be stable over time, non-overlapping with all other clusters, and have an inter-spike interval histogram with a clear refractory period.
Selection of units
Only units with R 1Hz average firing rates were included in the analysis, in order to insure a sufficient amount of activity to perform the firing rate analyses. Also, only areas with a large number of units or ones that could be reasonably pooled with adjacent cortical areas were included. Subsequently, here we report on a lower number of cortical areas than were actually recorded from Dotson et al. (2017) . The average firing rate was calculated for each unit using all correct working memory trials, from the presample period to the match onset. Units were considered to have a short latency visual response (SLVR) if they demonstrated a large change in firing rate within 50-100 ms after the sample onset. This indicated that their receptive fields were likely within the region covered by the sample stimulus. This was necessary because recordings were made over large areas of V1 and V2. We analyzed these units separately. See Table S1 for the total number of units and the number of units with a short latency visual response in each area.
QUANTIFICATION AND STATISTICAL ANALYSIS
Firing rate analyses All data analysis was performed using MATLAB with both custom and built-in code. Only correct trials were analyzed. Results were similar across the two monkeys, so data was pooled. Areas with a low number of sampled units were pooled with adjacent areas to form a total of 24 areas or areal groups (Table S1 ). Firing rate analyses were performed on each unit, over time, using 200 ms time bins (±100 ms from center of bin), stepped every 50 ms. Time bins went from 250 ms prior to the sample onset to 700 ms after the sample offset (bins 1 to 30), and from 300 ms to 100 ms prior to the match onset (bins 31 to 35). For each analysis, we performed a false discovery rate (FDR) correction over all time bins for each unit individually using the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) . To confirm that the false discovery rate correction was appropriate, we examined the pre-sample period for each area/group. This revealed that during both the task-dependent and stimulus-specific analyses, the incidence of significance was nearly always below 5% at all time bins during the pre-sample period (Figures 3, 5, S3 , and S4).
The task-dependence of each unit, at each time bin, was determined by comparing the firing rates during the match-to-sample trials to the firing rates during fixation trials, using the Wilcoxon rank sum test (p < 0.05). For each area/group, we calculated the incidence at each time bin by dividing the number of significant observations by the number of units. We determined if the differences in firing rates during the dMTS task were enhanced (increased) or suppressed (decreased) with respect to the fixation task by performing a binomial test on the counts of enhanced and suppressed units (p < 0.05). Only time bins that had an incidence of task-dependence > 5% were tested. To visualize these results, we calculated the percentage difference of enhanced and suppressed units [((number enhanced -number suppressed) / (number enhanced + number suppressed))*100]. We refer to this measure as the rate modulation index ( Figure 2B) .
The stimulus-selectivity of each unit, at each time bin, was determined by comparing the firing rates across stimuli, using the Kruskal-Wallis test (p < 0.05). For each area/group, we calculated the incidence at each time bin by dividing the number of significant observations by the number of units. To calculate the normalized incidence we simply divided the incidence at each time bin by the sum across all time bins. We then summed the time bins from 500 to 700ms (bins 26-30) after the sample offset and the match locked period (bins 31-35) to determine the relative incidence during the delay period.
To determine the incidence of units that are both task-dependent and stimulus-selective ( Figure S5 ) we simply found the overlap between the two analyses. Specifically, for each unit, at each time bin we determined if the activity was both stimulus-selective and task-dependent.
To identify how long into the task units were recruited, we made a histogram for each cortical area/group of the first time bin that units were stimulus selective. We excluded the presample period (first four time bins) from the analysis. We then calculated the cumulative sum for visualization and to identify the last time bin that new units were recruited. When the cumulative sum reaches one that signifies that all of the units have been recruited ( Figure 6C ).
To determine if the incidence of stimulus-selectivity in the microsaccade-modulated units was different from the non-microsaccade modulated units, we performed a Pearson's chi-square test of independence at each time bin (p < 0.05). Only a small number of the V1 and V2 microsaccade-modulated units were identified as having a short latency visual response (10/98 in V1, and 9/107 in V2). So, we chose to only analyze the V1 and V2 units without short latency responses. For each area, we performed a false discovery rate correction over all time bins using the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) .
Microsaccade detection procedure
We used an eye movement velocity threshold of 10 dva/s to detect microsaccades. The eye position signals were first lowpass filtered (0-40 Hz) to remove noise. The microsaccades had to last longer than 10 ms and must have occurred at least 50 ms after the previous one (typically they had much longer separations). Since the animals were required to maintain gaze within 1.5 dva of the central fixation dot, the microsaccades were typically < 1dva.
Microsaccade modulation analysis
To identify microsaccade-modulated units, we computed microsaccade locked peri-event time histograms (±200 ms from microsaccade onset, 20 ms non-overlapping bins) using the fixation trials. Since fixation trials used the same timing structure as the match-tosample trials, we used the ''sample offset'' time as a reference point for the analysis. Only microsaccades with an onset time > 200 ms and < 600 ms after sample offset were used (Figures S1A and S1B show the main sequences for both animals). To determine if neural activity was significantly modulated by the eye movements, we compared the observed average firing rates to surrogate distributions (p < 0.05, two-tailed test). Surrogate distributions were computed by randomizing the trials with respect to the microsaccade times. Figures S1C-S1E show examples of units in areas 8L, V2 and V1 that are modulated by the microsaccadic eye movements. We computed 100 surrogates, and then fit a Poisson function at each time bin in order to estimate p values less than 0.01 (smallest p value using just the surrogate distributions is 1/100 = 0.01). Each unit was false discovery rate corrected using the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) . A unit was considered to be microsaccade modulated if > 1 bin was significant. Figure S2A shows the percentage of units in each cortical area/group that are microsaccade-modulated. Figures S2B-S2D show when units in areas 8L, V2, and V1 were modulated with respect to a microsaccade, and if the firing rate was above or below the surrogate distribution. The modulations in area 8L occurred around the time of the microsaccade, consistent with this area's involvement in generating saccadic eye movements. In V1 and V2 there is a suppression followed by an enhancement. These dynamics agree with previous studies (Martinez-Conde et al., 2013) and are likely generated by motor signals to visual cortex rather than retinal input.
Microsaccade pattern analysis
To determine if the microsaccade patterns that occur during the dMTS task are stimulus specific, we used mutual information (MI) analysis of the microsaccade endpoints. MI was calculated using time bins with a 200 ms window (±100 ms from center of bin), stepped every 50 ms. Time bins went from 250 ms prior to the sample onset to 700 ms after the sample offset (bins 1 to 30). At each time bin, we binned the spatial location of microsaccade endpoints into a 10x10 non-overlapping grid that covered 3x3 dva, and then converted these data into a 1D array. This enabled us to easily calculate the mutual information. Mutual information was calculated as follows:
MIðS; RÞ = X s;r PðrÞPðs j rÞlog 2 Pðs j rÞ PðsÞ where, P(r) is the probability of observing the response r (microsaccade endpoint), from the response set R (all possible responses); P(s) is the probability of stimulus s being presented, from the set of stimuli S; P(sjr) is the posterior probability that the stimulus s was presented given the response r. For each bin, only one microsaccade was allowed per trial. Since a response did not always occur in every bin and every trial, P(s) was adjusted accordingly. This allowed us to determine the information gained about the sample image based on knowing the eye position. We assessed statistical significance by comparing the observed MI values to surrogate distributions (p < 0.05). Surrogates were created by randomizing the trial labels and then computing MI. The same number of trials was kept for each label. Each surrogate distribution (1000 surrogates) was fit with a generalized extreme value function in order to estimate p values less than 0.001 (smallest p value using just the surrogate distribution is 1/1000 = 0.001). Each individual recording session was false discovery rate corrected using the Benjamini-Hochberg procedure (Benjamini and Hochberg, 1995) .
