Ofversten presented two kinds of exact F-tests for variance components in unbalanced mixed linear models. Specifically, methods were developed for models with one random factor, nested classifications, and models with interaction between random factors. We discuss generalizations and conceptual simplifications of these methods.
1. Introduction Ofversten (1993) presented methods for obtaining exact F-tests of variance components in three unbalanced mixed linear models. He developed methods for models with one random factor, models with nested classifications, and models with interaction between two random factors. In Section 2, we review and extend Wald's test, which is a generalization of one of Ofversten's methods. Ofversten's other method is a generalization of Khuri (1987 Khuri ( , 1990 and Khuri and Littell (1987) . It does not apply to the one random factor model. In Section 3, we present a unified treatment of Ofversten's second method. This treats all of Ofversten's examples and gives a formal justification to Ofversten's claim that the method extends quite generally. Section 3 also gives a formal condition for when the method does not require resampling from the residuals. The unified treatment is conceptually simpler than Ofversten's treatment in that it uses a single orthonormal basis rather than a series of matrix decompositions that change slightly from example to example. There do not seem to be any particular computational advantages to the unified treatment. The unified treatment also appears to generalize Ofversten's method in that it applies in some cases where Wald's test also applies. Section 4 compares the two tests when both apply. All of the arguments are given in terms of vector space ideas (cf. Christensen, 1987 Here, Y is an n x 1 vector of observable random variables. X, Zl, and Z2 are, respectively, n x p, n x q, and n x s matrices of known quantities. / is a p x 1 vector of unknown parameters whereas -Y1, -2, and e are independent random vectors with
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The null hypothesis Ho: a-2 = 0 can be tested by using ordinary least-squares calculations treating the -yis as fixed effects. Let SSE(X, Zl, Z2) be the sum of squares error from fitting model (2.1). The degrees of freedom error are dfE(X, Zl, Z2). Also, let SSE(X, Z1) be the sum of squares error from the least-squares fit of with degrees of freedom error dfE(X, Z1). The Wald test is simply based on the fact that under Ho
Of course, if the two model matrix column spaces are the same, that is, C(X, Zl, Z2) = C(X, Z1), there is no test because both the numerator sum of squares and degrees of freedom are 0. In particular, if C(Z2) C C(X), the test does not exist. We assume throughout that C(Z2) , C(X). Moreover, the test remains valid when R involves unknown nuisance parameters. Ofversten's nested classification model and interaction between random factors models are both special cases of (2.1) as is his one random factor model if we take Zl to be vacuous. Ofversten used Christensen, 1987, Section 3.8) .
Ofversten's Second Method
We now consider the special case of the model discussed in Section 2 with R = a 2Iq. Then, Cov(Y) V = U2I + U2 Z2Z2 + U2ZiZl. The object of the second method is to obtain an exact F-test for Ho: 0l =. This is of primary interest when C(Zl) C C(X, Z2). If C(Zl) 9 C(X, Z2), a Wald test of Ho :
0 is available by simply interchanging the roles of Zl'yl and Z27y2 in the previous section. If 0(Z1) C C(X, Z2), this interchange does not provide a test because then 0(X, Z2) = (X, Zl, Z2). As developed here, if Ofversten's second method provides a test, that test is valid regardless of the relationship of 0(Z1) and C(X, Z2). A simple generalization of this model is presented at the end of the section. The model with Rf= a2Iq and C(Zi) C C(Z2) is the nested classification considered by Ofversten.
Ofversten's second method involves using a number of matrix decompositions applied to submatrices of previous decompositions. The ideas seem simpler when presented in terms of a single orthonormal basis. Gram-Schmidt the columns of [X, Z2, Zl, I,] to obtain an orthonormal basis for R', say, cl,... , C. Write these as columns of a matrix C = [cl,... , C]. Partition C as C= [Ci, C2, C3, C4] , where the columns of CO are an orthonormal basis for C(X), the columns of C2 are an orthonormal basis for the orthogonal complement of 0(X) with respect to C(X, Z2), the columns of C3 are an orthonormal basis for the orthogonal complement of C(X, Z2) with respect to C(X, Z2, Z1), and the columns of C4 are an orthonormal basis for the orthogonal complement of 0(X, Z2, Z1). Note that if C(Zi) C C(X, Z2), C3 is vacuous.
The basic idea of the second method is to choose a matrix K so that the extended Wald's test from (2.3) can be applied to C2Y + KC0Y. In executing the test of Ho: 0r, -I a, plays the role assigned to a22 in (2.3), a function of U2 and U2 plays the role assigned to U2 in (2.3), and the role of R in (2.3) is vacuous. In particular, for some number A and some matrix K, we want to have This is of the form (2.3). As shown in the Appendix, 02Z2Z202 is a positive-definite matrix, so the test follows immediately from weighted least squares. The test cannot be performed if 02Z1 =0, which occurs, for example, if 0(Zi) c 0(X). Note that 0404Y is the vector of residuals from treating the random -y effects as fixed. Thus, in using KC4Y = KC4C4C4Y, we are using some of the residual variability to construct the test.
To get the degrees of freedom for the test, we identify correspondences between (2.3) and (3.1). There are r(C2) "observations" available in (3.1). In (2.3), the numerator degrees of freedom for the test are r(X, Zi, Z2) -r(X, Z1). With mean zero in (3.1), there is no linear mean structure, that is, nothing corresponding to X in (2.3), Zl from (2.3) is also vacuous in (3.1), and O2Z1 is playing the role of Z2 in (2.3). Thus, the numerator degrees of freedom for the test are r(C2Zl) and the denominator degrees of freedom are r(C2) -r(COZi). In model (3.1), r(C2) = r(X, Z2) -r(X). If C(Zi) C C(X, Z2), it is shown in the Appendix that r(C2Zl) = r(X, Z1) -r(X) and the degrees of freedom for the test are r (X, Z1) -r (X) and r (X, Zi, Z2) -r (X, Z1), respectively.
Observe that C2 Y N (o, U2I + ?2 C2 Z2 Z2 C2 + O2 C2O Zi ZO C2).
In many interesting cases, C2Z2Z2C2 = AI, so that Thus, an ordinary least-squares Wald test is available. Given that a Wald test simply compares models in the usual way, for Ho : 0l = o this test is simply the standard balanced ANOVA test for no fixed -yli effects when -y2 is random.
Analogous orthogonality and containment results hold in more general balanced ANOVAs. For the special case of C(Zl) C C(X, Z2) with C2Z2Z2C2 = AI, a general explicit form for the test statistic is given in (4.3).
In general, C20Z2Z2C2 74 AI, so the test from (3.1) requires C4Y. If we let r(X, Z2, Z1) = t, C4'Y N(O, It is easy to see that C2VC4 = 0, so C2Y and C4Y are independent. To obtain (3.1), simply pick K so that
Obviously one can do this provided that A-1CZ2Z202 -I is a nonnegative definite matrix. A is chosen to ensure that the matrix is nonnegative definite. C2Z2Z'C2 is a positive-definite matrix, so A is taken as its smallest eigenvalue. Then, if we use the eigenvalue, eigenvector decomposition C2Z2Z2C2 = WD(Ai)W' with W orthogonal, A 1c2Z2Z2C2
which is clearly nonnegative definite. Note that this development makes it obvious why A needs to be the smallest eigenvalue. Actually, the test would still work if A was chosen to be any positive number less than the smallest eigenvalue but we want K04Y to increase the variability of 02Y as little as possible, and this is accomplished by taking A as large as possible. In particular, choosing A as the smallest eigenvalue gives KC'Y a singular covariance matrix and thus no variability in at least one direction. Other valid choices of lambda can only increase variability.
Also note that KC4Y = 0 if the eigenvalues of C2Z2Z2C2 all happen to be the same. In this case, KK'= A-1C Z2ZC2-I 0, so K =O. Moreover, C2Z2ZC2= AI, so we get the simpler Wald test alluded to earlier.
The difficulty with the second method is that K is not unique and typically the results of the test depend on the choice of K. In particular, K is a w x (n -t) matrix where typically w r(X, Z2) -r(X) < (n -t) while A-1CZ2Z2C2 -I is a w x w matrix. Thus, we can take
or any number of other matrices.
Modifying Ofversten, a reasonable procedure might be just to pick one of these convenient K matrices but first randomly permute the rows of C4Y. As mentioned by Ofversten, this second method applies quite generally. A proof consists of observing that the test of Ho: 0 = remains valid when X = [Xl, X2], = (3, /'2)', with f1 fixed, 02 -N(0, S), and 02 independent of e and the -yis. This model allows for interaction between two random factors and arbitrary numbers of factors. As before, the method will be most useful when C(Zi) C C(X, Z2); if this is not the case, the simpler Wald test is available. Whenever C'Zl = 0, no test is available. For example, this will occur whenever C(Zi) C C(X), which is precisely what happens when one tries to test the variance component of a random main effect in a three-way ANOVA with all interactions.
Comparison of Tests
When C(Zi) (, C(X, Z2), we have two tests of Ho : 0 2 = o available. (For some alternatives to Wald's test other than that just developed, see Lin and Harville, 1991 .) Let M, P2, Pl, and M1 be perpendicular projection matrices onto C(X), C(X, Z2), C(X, Z2, Z1), and C(X, Z1), respectively. The simple Wald test has the F statistic
The power of the test is quite complicated, but for given values of the parameters the power can be computed as in Davies (1980) . (Software is available through STATLIB.) Intuitively, the power depends in part (and only in part) on the degrees of freedom, r(X, Z2, Z1) -r(X, Z2), n -r(X, Z2, Zl), and the ratio of the expected mean squares,
1? 2 (X ZZ)) (4.1) 0X2 r(X Z2, Zl) -rM Z2).
The basic idea behind F-tests is that under the null hypothesis the test statistic is the ratio of two estimates of a common variance. Obviously because the two are estimating the same thing under Ho, the ratio should be about 1. The F distribution quantifies the null variability about 1 of this ratio of estimates. If the numerator and denominator are actually estimates of very different things, the ratio should deviate substantially from the target value of 1. In fixed effects models, the power of an F-test is simply a function of the ratio of expected values of the two estimates and the degrees of freedom of the estimates. In mixed models, the power is generally much more complicated, but the ratio of expected values can still provide some insight into the behavior of the tests. The ratio in (4.1) is strictly greater than one whenever the test exists and ao2 > 0, thus indicating that larger values of the test statistic can be expected under the alternative. The power of the test should tend to increase as this ratio increases. Note that Y'(P1 -P2)Y = Y'C3CY and Y'(I -P1)Y Y'C4C4Y, so this test uses only C3Y and C4Y. The new test is based on C2Y + KC4Y. Again, exact powers can be computed as in Davies (1980) . As shown in the Appendix, the ratio of the expected mean squares for the new test is
Again, this is strictly greater than one whenever the test exists and o12 > 0. The degrees of freedom for the new test were given earlier. To compare the degrees of freedom for the two tests, observe that 0(X) C C(X, {P2 -2M}Z1) C(X, P2Zl) c C(X, Z2) C C(X, Z2, Z1).
The degrees of freedom for the new test are, respectively, the ranks of the orthogonal complement of 0(X) with respect to C(X, {P2 -M}Zi) and the orthogonal complement of C(X, {P2 -M}Zi) with respect to C(X, Z2). (The first orthogonal complement is C(C2C2Zl) with the same rank as C2Z1, and the second orthogonal complement has rank r(X, Z2) -[r(X) + r(C2Zl)].) The degrees of freedom for the simple Wald test are, respectively, the ranks of the orthogonal complement of C(X, Z2) with respect to C(X, Z2, Z1) and the orthogonal complement of C(X, Z2, Z1). In practice, the simple Wald test would typically have an advantage in having larger denominator degrees of freedom but that could be outweighed by other factors in a given situation. We also see that, in some sense, the new test is being constructed inside C(X, Z2); it focuses on the overlap of C(X, Z2) and C(Zi). On the other hand, the simple Wald test is constructed from the overlap of C(Zi) with the orthogonal complement of C(X, Z2).
In the special case of 0(Zi) C C(X, Z2) with C2Z2Z2C2 = AI, the new method gives the test statistic See the Appendix for a proof. For example, in a two-way ANOVA, X can indicate the grand mean and a fixed main effect, Zl can indicate the random main effect to be tested, and Z2 can indicate the interaction. When the two-way is balanced, C2Z2Z2C2 = AI, and this is just the traditional test.
It should be noted that under Ho: 0l =, C3Y also has a N(0, U2I) distribution so it could also be used, along with C4Y, to adjust the distribution of C2Y and still maintain a valid Ftest. However, this would be likely to have a deleterious effect on the power because then both the expected numerator mean square and the expected denominator mean square would involve positive multiples of ao2 under the alternative.
