Abstract. Let G be a simple complex Lie group with Lie algebra g and letĝ be the affine Lie algebra. We use intertwining operators and Knizhnik-Zamolodchikov equations to construct a family of N-graded vertex operator algebras associated to g. They areĝ ⊕ĝ-modules of dual levels k,k / ∈ Q in the sense that k +k = −2h ∨ where h ∨ is the dual Coxeter number of g. Its conformal weight 0 component is the algebra of regular functions on G. This family of vertex operator algebras were previously studied by Arkhipov-Gaitsgory and GorbounovMalikov-Schechtman from different points of view. We show that the vertex envelope of the vertex algebroid associated to G and level k is isomorphic to the vertex operator algebra we constructed above when k is irrational. The case of integral central charges is also discussed.
introduction
Let g be a simple complex Lie algebra,ĝ be the affine Lie algebra. The aim of this paper is to study a one-parameter family of vertex operator algebras associated to g, which have the structure ofĝ ⊕ĝ-representations with dual central charges as in the works of [AG] , [GMS1, 2] and [FS] .
In [FS] , it is constructed explicitly for sl 2 using Fock space realizations and it decomposes into summands corresponding to the dominant integral weights of g for generic central charges. More specifically one has the following
for k,k / ∈ Q and dual in the sense that k +k = −2h ∨ , where h ∨ is the dual Coxeter number of g. Here V λ,k = U (ĝ) ⊗ U (g⊗C[t]⊕Cc) V λ is the so called Weyl module induced from V λ , the irreducible representation of g with highest weight λ, by letting g ⊗ tC [t] act by 0 and the central element c act as multiplication by the scalar k on V λ . The module induced from V * λ of levelk is denoted by V λ * ,k .
V is naturally N-graded and the top level V 0 = ⊕ λ∈P + V λ ⊗ V * λ can be identified with R(G), the space of regular functions on the simple complex Lie group G associated with g. According to [FZ] the vacuum module V 0,k (resp. V 0,k ) carries the structure of a vertex operator algebra (VOA) and other modules V λ,k (resp. V λ * ,k ) become its representations. In fact the zero block V 0,k ⊗ V 0,k is a vertex subalgebra of V and it generates the two copies ofĝ-actions on V. For generic values of k andk, all the modules involved are irreducible and the space of intertwining operators of the
Hom g (V λ ⊗ V µ , V ν ) (resp. Hom g (V * λ ⊗ V * µ , V * ν )). In Section 2 we construct the vertex operators explicitly by pairing all these intertwining operators together in an appropriate manner (cf. [St] ). More specifically the structural coefficients are the same as those to describe the multiplication in R(G) in terms of intertwining operators for the left and right g-actions. We show the locality of vertex operators by using some knowledge of KnizhnikZamolodchikov equations and therefore prove the following. Theorem 1. Let g be a simple complex Lie algebra and κ / ∈ Q. Set k = κ − h ∨ ,k = −κ − h ∨ , then
is a vertex operator algebra of rank 2 dim(g).
The second half of the paper is based on the work of Gorbounov, Malikov and Schechtman about the chiral algebras of differential operators (cf. [GMS1] , [GMS2] ). They introduced the notion of a vertex algebroid which basically captures the structure inherited by the top two levels of an Ngraded vertex algebra. One can assign a vertex algebroid to a vertex algebra by truncation and conversely it is shown in [GMS1] that one can construct a vertex algebra from a vertex algebroid and the reconstruction functor is left adjoint to the truncation functor. In fact an N-graded conformal algebra is obtained first from the vertex algebroid, then the vertex envelope of the conformal algebra is constructed which already carries the structure of a vertex algebra, and finally the quotient of the vertex envelope by a vertex ideal gives the enveloping algebra of the vertex algebroid. An important example in [GMS2] is the vertex algebroid A g,k associated to the group G and a fixed level k. Its zeroth level is the algebra of regular functions on G and the first level is the direct sum of vector fields T and one forms Ω (as a vector space). Applying the construction functor we get a vertex algebra denoted by U A g,k . Besides the obvious embedding V 0,k ֒→ U A g,k , the vertex algebra V 0,k of the dual level can also be imbedded into U A g,k and their images commute in the appropriate sense (cf. [AG] , [GMS2] ). In particular U A g,k is aĝ ⊕ĝ-module of dual levels k andk.
In Section 3 we further analyze the structure of U A g,k and describe it using generating fields and operator product expansions (OPE). Set A = R(G). Let {τ i } be an orthonormal basis of g with respect to the normalized invariant bilinear form on g which act on A as left invariant vector fields and let {ω i } be the left invariant one forms dual to {τ i }. Let W be the vertex algebra generated by the quantum fields a(z) = a (n) z −n−1 , a ∈ A of conformal weight 0 and τ i (z) = τ i(n) z −n−1 , ω i (z) = ω i(n) z −n−1 of conformal weight 1 with the OPE:
∼ 0 where C ijk 's are the structure coefficients of g with respect to the basis {τ i }. Let I be the vertex ∂-ideal generated by a (−1) b (−1) 1 − (ab) (−1) 1, a (−2) 1− i (τ i a) (−1) ω i(−1) 1 where a, b ∈ A and ab denotes the multiplication of functions, then W/I ∼ = U A g,k . Certainly we can replace the left invariant vector fields or one forms by the right invariant ones and make corresponding changes of the OPE and generators of the vertex ideal I to formulate three other descriptions. Furthermore there is a Virasoro element ̟ ∈ U A g,k 2 satisfying ̟ (0) ̟ = ∂̟, ̟ (1) ̟ = 2̟, ̟ (2) ̟ = 0 and ̟ (3) ̟ = dimg, hence U A g,k is in fact a vertex operator algebra of rank 2 dimg. We show that the Zhu's algebra for U A g,k is isomorphic to the algebra of differential operators on the Lie group G. We also introduce a nondegenerate symmetric bilinear form (, ) on U A g,k compatible with the VOA structure in the sense of [FHL] . When k is irrational, U A g,k coincides with the vertex operator algebra V constructed in Section 2.
Theorem 2. Let g be a simple complex Lie algebra and k / ∈ Q. Let A g,k be the associated vertex algebroid, then as aĝ ⊕ĝ-module
In Section 4 we discuss the case of integral central charges. The construction of the enveloping algebra U A g,k in [GMS1, 2] works for any k (while the Fock space realization in [FS] exists for any nonzero κ, i.e. excluding the critical level −h ∨ ). In particular the "size" of the vertex operator algebra U A g,k does not change, but as aĝ ⊕ĝ-representation it no longer decomposes nicely into summands corresponding to dominant weights, instead it has linkings determined by the shifted action of the affine Weyl group. In particular U A g,k is not generated from the top level A = R(G) as aĝ ⊕ĝ-module. We can get a glimpse of this phenomenon based on the computations done in Section 3. Let O κ be the category of g-integrableĝ-modules of finite length of central charge κ − h ∨ and O q be the category of finite dimensional representations of the quantum group U q (g), where q = exp(iπ/mκ) and m is the ratio of the length of a long and a short root of g, squared.
D. Kazhdan and G. Lusztig proved the equivalence of tensor categories O κ and O q for κ / ∈ Q ≥0 (cf. ). Meanwhile as an easy consequence of a strong semi-infinite duality in [A], S.M.Arkhipov proved that the category of all modules with a Weyl filtration in level k is contravariantly equivalent to the analogous category in dual level −2h ∨ − k. Under this equivalence projective objects in positive level are transformed into tilting modules in negative level (cf. [So] ). These observations lead us to the conjecture that theĝ ⊕ĝ-module structure of the vertex operator algebra U A g,k with integral central charges (not critical) is the same as the bimodule structure of the regular representation of the corresponding quantum group at roots of unity (cf. [Z] ) under equivalence of categories.
My deepest gratitude goes to my advisor Igor Frenkel for his guidance, generosity and patience. I'd also like to thank Konstantin Styrkas for many helpful discussions.
Construction from representations
Let us first recall what a vertex operator algebra is, its representations and the intertwining operators between them. See [B, FB, FHL, FLM, K, LL] for more details and variations in definitions. Definition 2.1. A vertex algebra is an N-graded vector space V = ∞ n=0 V n with a vacuum vector 1 ∈ V 0 , a linear operator ∂ of degree one and a linear map
and the Jacobi identity holds
Note that the Jacobi identity can be replaced by the locality condition (cf. [FB] , [LL] ) that for any u, v ∈ V there exists an N (u, v) ∈ N such that
If in addition there exists a Virasoro element ω ∈ V 2 with
V is called a vertex operator algebra of rank c.
From the Jacobi identity we have Borcherds' commutator formula and iterate formula:
for any u ∈ V, v ∈ M 1 . We denote the vector space of all intertwining operators of the above type by V
Let G be any simple complex Lie group with Lie algebra g. Let P + , W , ω 0 , h ∨ , ρ denote the dominant integral weights, Weyl group, element of maximal length in the Weyl group, dual Coxeter number and half the sum of all positive roots respectively. Let (, ) be the normalized invariant symmetric bilinear form on g which equals
Let V λ denote the (finite dimensional) irreducible representation of g with highest weight λ ∈ P + , which can be regarded as aĝ ≥0 -module by lettinĝ g + act trivially and the central element c act by a scalar k. The induced module
The following is well known (cf. [FZ] ). 
The vertex operator algebra V 0,k is generated by the quantum fields:
with the operator product expansions (OPE):
Recall that the normally ordered product of two fields
where
where :
Lemma 2.5. For k / ∈ Q, the Weyl module V λ,k is irreducible for any λ ∈ P + .
Proof. See Corollary 2.8.3 in [EFK] for example.
such that it can be written as
Proof. See Theorem 3.1.1 in [EFK] or Theorem 1.5.3 in [FZ] for example.
Corollary 2.7. Let k, λ, µ, ν, f, Φ be as in Proposition 2.6, then for any
Proof. Everything follows from the Jacobi identity except the last equation, for which see Theorem 3.2.2 in [EFK] .
Notation 2.8. For λ, µ, ν, γ ∈ P + , we denote Hom
Proof. The isomorphisms are canonical.
Clearly (, ) is non-degenerate and by the identification made in previous lemma, (, ) is the same as the tensor product of natural pairings between V λ and V * λ , V µ and V * µ , V ν and V * ν .
Proof. This is an easy exercise as well.
Let R(G) be the space of regular functions on the algebraic group G. By the Peter-Weyl decomposition R(G) = λ∈P + V λ ⊗V * λ consists of the matrix coefficients of all irreducible finite dimensional representations of G. The following proposition explains how to express the (point-wise) multiplication of regular functions in terms of intertwining operators with respect to the left and right g-actions.
where {f i } is a basis of V ν λµ and {g i } is the dual basis in V ν * λ * µ * with respect to the bilinear form (, ) between V ν λµ and V ν * λ * µ * . Proof. First it is clear that the right hand side does not depend on the choice of basis. Fix a decomposition
. . , m ν } be the projections of V λ ⊗ V µ onto various copies of V ν in it, and let {q j , j = 1, 2, . . . , m ν } be the dual injections of V ν into V λ ⊗ V µ such that p i q j = δ ij on V ν and i q i p i equals the projection of V λ ⊗ V µ onto its ν components. The ν-component in the Peter-Weyl decomposition of
follows that (p i , q * j ) = δ ij which means that {q * i } is the dual basis of {p i }. The proposition follows.
Theorem 2.12. Let g be a simple complex Lie algebra and κ
Here V λ * ,k means the induced representation of V * λ of levelk. We treat λ * as −ω 0 λ. In fact V λ * ,k is isomorphic to the contragredient module V c λ,k (see Definition 2.14) since it is irreducible whenk / ∈ Q. The rest of Section 2 is devoted to the proof of the theorem.
V is obviously N-graded. Choose the vacuum vector 1 = 1⊗1 ∈ V 0,k ⊗V 0,k . We construct the vertex operators by pairing the intertwining operators between V 0,k -modules and V 0,k -modules. Specifically for any
where {f i } and {g i } are dual basis in V ν λµ and V ν * λ * µ * , and
are the associated intertwining operators (see Proposition 2.6). Since ω 0 ρ = −ρ, we havē
, therefore only terms of integral powers of z remain. It is clear that the vertex operators of homogeneous elements satisfy the degree condition.
where the 'bar' is used to denote theĝ-action of levelk. Indeed the vertex operators associated to elements in V 0,k ⊗ V 0,k generate the left and rightĝ-actions on V.
where {u i } is an orthonormal basis of g with respect to the normalized Killing form (, ) (see Proposition 2.4) and let
Since L n ,L n satisfy the Virasoro commutation relations of central charges k·dimg κ andk ·dimg −κ respectively and they commute with each other, L n satisfy the Virasoro relations of central charge
Now it remains to show that any two fields are mutually local. First note that by Corollary 2.7, for any
, it suffices to prove the locality of fields associated to vectors in V 0 due to the following lemma. Proof. This is Proposition 5.5.15. in [LL] or Lemma 2.3.4. in [FB] .
Let a, b ∈ V 0 . If V is a vertex algebra, by consideration of grading, it must be true that a (i) b = 0 for any i ≥ 0, which implies that [Y (a, z 1 ), Y (b, z 2 )] = 0 by Borcherds' commutator formula. So our goal is to prove that Y (a, z 1 ) and Y (b, z 2 ) commute with each other. Since
and the parallel equalities hold for the other copy of theĝ-action, by induction on the degree of v, it suffices to prove that
Definition 2.14. Let M = ⊕ n M n be a Z-gradedĝ-representation of central charge k with dimM n < ∞, define the contragredient module M c as follows: as a vector space M c = ⊕ n M * n ; theĝ-action is given by (
for any x ∈ g, m > 0, v * ∈ V c and the parallel equalities involving the other copy of theĝ-action hold, again by induction on the degree of v * , it suffices to prove that
where {f α j } and {g α j } are dual basis in V α µν and V α * µ * ν * while {r α i } and {s α i } are dual basis in V γ λα and V γ * λ * α * for various α ∈ P + . By Lemma 2.10,
Lemma 2.15. Φ ijα and Ψ i ′ j ′ β satisfy the following Knizhnik-Zamolodchikov equations:
where 1/(z 1 − z 2 ) and 1/(−z 1 + z 2 ) stand for the formal power series expansion in z 2 /z 1 , and Proof. See Theorem 3.4.1 in [EFK] .
The Knizhnik-Zamolodchikov equations can also be interpreted as identities of operator-valued analytic functions. In particular on the simply 
Proof. It suffices to prove one of the equalities. It can be easily checked that Ω * 12 = Ω 12 , hence by definition (f, gΩ 12 ) = 
and similarly
is a constant, and this constant is nothing else but (r α i ⊗ f α j , s
Theorem 2.12 is now proved.
Construction from vertex algebroid
Let us recall how Gorbounov, Malikov and Schechtman construct the enveloping algebra of a vertex algebroid in [GMS1] . We fix the ground field to be C and adopt their notations for the preliminary. where A is a commutative algebra, T is a Lie algebra acting by derivations on A and equipped with the structure of an A-module, Ω is an A-module equipped with the structure of a module over the Lie algebra T , ∂ : A → Ω is an A-derivation and a morphism of T -modules, , : (T ⊕ Ω) × (T ⊕ Ω) → A is a symmetric bilinear pairing which is zero on Ω × Ω, c : T × T → Ω is a skew symmetric bilinear pairing and γ : A × T → Ω is a bilinear map such that the following properties are satisfied for any a, b ∈ A, τ, τ i , ν ∈ T and ω ∈ Ω:
The following proposition tells that to any vertex algebra with a splitting one can canonically associate a vertex algebroid. In fact the above axioms come from the Jacobi identity of a vertex algebra. 
and set γ(a, τ ) = s(aτ ) − as(τ ),
Then the septuple A = (A, T, Ω, ∂, γ, , , c) is a vertex algebroid.
Proof. This is Theorem 2.3 in [GMS1] .
We are most interested in the following example of a vertex algebroid. Proof. This is Example 1.11 which follows from Theorem 1.9 (Extension of Identities) in [GMS1] .
are bilinear operations of degree −i − 1 such that the following axioms are satisfied for any a, b, c ∈ V 0 , x, y ∈ V 1 :
whenever the both sides are defined and
One can assign a 1-truncated vertex algebra (V 0 , V 1 , . . .) to any N-graded vertex algebra V by simple truncation. In fact the above axioms for 1-truncated vertex algebras are derived from the skew symmetry and the Jacobi identity of the vertex algebras. To any (split) 1-truncated vertex algebra one can associate a vertex algebroid by the same construction as in Proposition 3.2. Conversely as the next proposition states, a vertex algebroid yields a 1-truncated vertex algebra. 
for any a, b ∈ A, τ, τ ′ ∈ T , ω, ω ′ ∈ Ω and x, y ∈ T ⊕Ω. Then
, (1) ) is a 1-truncated vertex algebra. Proof. See 3.3 in [GMS1] .
Forget the (−1) operation in a 1-truncated vertex algebra, one gets what is called a 1-truncated conformal algebra. Definition 3.6. A 1-truncated conformal algebra is a quintuple c = (C 0 , C 1 , ∂, (0) , (1) ) where C (i) are C-vector spaces, ∂ : C (0) → C (1) is a linear map and (i) : (C 0 ⊕ C 1 ) × (C 0 ⊕ C 1 ) → C 0 ⊕ C 1 are bilinear operations of degree −i − 1 such that the following axioms are satisfied:
7. An N-graded conformal algebra is an N-graded C-vector space C = ⊕ i≥0 C i with a linear map ∂ : C → C of degree 1 and a family of bilinear operations
The following proposition describes how to extend a 1-truncated conformal algebra to an N-graded conformal algebra. Proposition 3.8. Let c = (C 0 , C 1 , . . .) be a 1-truncated conformal algebra. Set C = C 0 ⊕C 1 ⊕(⊕ i≥1 ∂ i C 1 ) then there is a unique structure of a conformal algebra on C such that the restrictions of the operations (n) , n ≥ 0 and ∂ to the subspace C ≤1 coincide with the ones given by the 1-truncated conformal algebra structure of c.
Proof. This is Theorem 9.8 in [GMS1] .
The following proposition explains how to construct the vertex envelope of a conformal algebra, which carries the structure of a vertex algebra. Proposition 3.9. Let C be an N-graded conformal algebra, then the operation [x, y] = j≥0 ∂ (j+1) (x (j) y) defines a Lie algebra structure on C. Moreover there is a unique structure of a vertex algebra on U C (the universal enveloping algebra of C with respect to [, ] ) such that for any x ∈ C, z ∈ T C (the tensor algebra of C),
where p : T C → U C is the canonical projection and i : C → U C is the restriction of p to C ⊂ T C.
Proof. This is Theorem 8.3 in [GMS1] . Now we explain how to construct the enveloping algebra U A of a vertex algebroid A. First by Proposition 3.5, regard A as a 1-truncated vertex algebra. Forget the (−1) operation for a second, it is also a 1-truncated conformal algebra. Extend it to an N-graded conformal algebra denoted by CA and construct its vertex envelope U CA. But we are not done yet. The vertex algebra U CA is quite big. Now the (−1) operation comes into play and it would help us to reduce the size of the vertex algebra enormously. This is the next proposition. 
Then R is a vertex ideal in U CA. The vertex algebra U A := U CA/R is called the enveloping algebra of A and it satisfies that U
Proof. See 9.11, 9.12, 9.13 and 9.14 in [GMS1] .
Remark 3.11. U CA is an associative algebra and a vertex algebra. But the algebra multiplication is not induced by the (−1) operation of the vertex algebra structure. Since the left ∂-ideal R with respect to the algebra structure is also a vertex ideal, the vertex algebra structure of U A = U CA/R is inherited from that of U CA, but it usually does not inherit the algebra structure of U CA.
From now on let us focus on the vertex algebroid A g,k = (A = R(G), T = A ⊗ g, Ω = Hom A (T, A), ∂, γ, k(, ), c) associated to a simple complex Lie group G with Lie algebra g and k ∈ C (see Proposition 3.3). The existence of an embedding of vertex algebras V 0,k ֒→ U A g,k is obvious from the definition of A g,k . Moreover it is proved in [AG] and as Theorem 2.5 (B. Feigin -E. Frenkel, D.Gaitsgory) in [GMS2] that there exists an embedding of vertex algebras V 0,k=−2h ∨ −k ֒→ U A g,k and the image commutes with V 0,k in the appropriate sense. In particular U A g,k is aĝ ⊕ĝ-module of dual levels. We prove that for generic k, U A g,k is isomorphic to the vertex operator algebra V constructed in Section 2.
Theorem 3.12. Let G be a simple complex Lie group with Lie algebra g and k / ∈ Q. The enveloping algebra U A g,k of the vertex algebroid A g,k decomposes into λ∈P + V λ,k ⊗ V λ * ,k as aĝ ⊕ĝ-representation. Moreover U A g,k ∼ = V as vertex operator algebras.
The theorem will be proved towards the end of Section 3 after we study the structure of U A g,k carefully by a sequence of lemmas and propositions. First we introduce some notations.
Let {τ i } be an orthonormal basis of g with respect to the normalized invariant symmetric bilinear form (τ i is the same as u i in Section 2, but we use τ i here to agree with the notations in [GMS1, 2] ). Let C ijk be the structure constants determined by
There are two embeddings of the Lie algebras i L : g ֒→ T, i R : g ֒→ T having left and right invariant vector fields as their images and [i L (x), i R (y)] = 0 for any x, y ∈ g. Identify g with its image under i L and denote i R (x) by x R . There exists a ij ∈ A such that
where a ij (1) = −δ ij , i.e. (a ij ) is the invertible transformation matrix between the two A-basis of T . The following identities are derived in [GMS2] :
Lemma 3.13. One has a ij a ik = δ jk , a ik a jk = δ ij and τ i = a ji τ R j .
Proof. For any s, we have τ R s (a ij a ik ) = τ R s (a ij )a ik +a ij τ R s (a ik ) = C sip a pj a ik + C siq a ij a qk = 0, hence a ij a ik = constant = a ij (1)a ik (1) = (−δ ij )(−δ ik ) = δ jk . Similarly τ s (a ik a jk ) = −C spk a ip a jk − C sqk a ik a jq = 0, hence a ik a jk = (−δ ik )(−δ jk ) = δ ij . The third identity follows.
Let {ω i } be (left invariant) 1-forms dual to the vector fields {τ i }, i.e. τ i , ω j = δ ij . {ω i } form an A-basis of Ω and one has according to [GMS2] :
it is shown in [GMS2] that {j R (τ i )(z)} generate another copy of theĝ-action on U A g,k of the dual levelk = −2h ∨ −k. We use the 'bar' notation to denote it,
The second equality is because γ| A×g = 0 and the last equality is because
Lemma 3.14. Let { ω i = a ij ω j } be the right invariant 1-forms dual to {τ R i }.
Everything follows from either the commutator or iterate formula once the second identity is verified which is straightforward computation. Since ∂a ij = τ k (a ij )ω k = −C kpj a ip ω k , by the iterate formula we havē
Let B ′ be the subalgebra generated by A and
. Let B be the image of B ′ in U A, as we'll see later that it plays an important role in our proof of Theorem 3.12.
As an abelian vertex subalgebra of U A, B is the jet algebra associated to the abelian vertex algebroid (A, Ω, ∂) (cf. [GMS1] 9.3). B is a free commutative unital A-algebra with generators
Lemma 3.15. B is the vertex subalgebra of U A generated by U A 0 = A.
Proof. Since
a ij (−2) a il = (−C kpj a ip ω k )a il = C kjl ω k , we deduce that ω r = 1 2h ∨ C rlj a ij (−2) a il . The lemma follows. Let U (ĝ, k) = U (ĝ)/(c − k).
Proposition 3.16. B is closed under the actions ofĝ
Proof. It follows from the commutation relations in Lemma 3.14 that B is closed under theĝ ≥0 -andḡ ≥0 -actions. Write the vectors in B as polynomials in {∂ (j) ω i } with coefficients in A, we say that the highest degree of b =
, m > 0 acts as m times differentiation with respect to the term ∂ (m−1) ω i on any vector of highest degree no more than m. In particular τ i (m) kills all vectors of highest degree strictly less than m. Based on this observation it is not difficult to see that Bĝ >0 = A. For example suppose that
Similarly we can show that Bḡ >0 = A, but when dealing with theḡ ≥0 -action on B, it's more natural to use another set of A-generators {∂ (j) ω i } of B since it will prevent the appearance of structure functions a ij (see (6) (7) of Lemma 3.14). It follows from Theorem 9.16 in [GMS1] that as a vector space
Roughly speaking {τ i } (or {τ R i }) form an A-basis of T and the function part can always be moved to the right and absorbed into B. This implies that as both aĝ-andḡ-module, U A is induced from B. Since U A = U (ḡ − ) ⊗ B (resp. U (ĝ − ) ⊗ B) and the two copies of theĝ-actions commute with each other, it follows from
Corollary 3.17. Let W be the vertex algebra generated by the quantum fields a(z) = a (n) z −n−1 , a ∈ A of conformal weight 0 and τ i (z) = τ i(n) z −n−1 , ω i (z) = ω i(n) z −n−1 of conformal weight 1 with the OPE:
and let I be the vertex ∂-ideal generated by
Proof. It follows from Lemma 3.14 and Proposition 3.16. Remark 3.18. We can certainly formulate other descriptions. For example if we replace ω j (z) by ω j (z), then all the OPE remain the same except the one involving τ i (z 1 ) and ω j (z 2 ) which ought to be replaced by
(z 1 −z 2 ) 2 , and part of the generators of the ideal should be replaced by a (−2) 1 − (τ R j a) (−1) ω j (−1) 1. Two other options are to useτ i (z) and ω i (z) orτ i (z) and ω i (z).
s ∈ U A 2 , we will show that ̟ is the Virasoro element in U A (for generic k, ̟ is the same as ω ∈ V 2 in Section 2).
k . The other identity is easily checked.
Proposition 3.20. One has
Proof. By (9) of Lemma 3.14, we have
, the other identity follows.
Lemma 3.21. One has the following:
(1) a (0) ̟ = −∂a and a (n) ̟ = 0 for any a ∈ A, n ≥ 1;
Proof. Straightforward computation. It follows from Lemma 3.14 and the definition of ̟.
, then for any a ∈ A, x, y ∈ g, ω ∈ Ω and m, n ∈ Z, one has the following:
Proof. It follows from Lemma 3.21 and Borcherds' commutator formula.
Proof. Straightforward computation using Lemma 3.21 or Proposition 3.22. Proof. The Virasoro commutation relations follow from Lemma 3.23. The fact that L −1 = ∂ can be first checked on the generators a ∈ A, τ i and ω i , then on the whole vertex algebra U A. The commutation relations for L 0 in Proposition 3.22 imply that L 0 acts on U A as the gradation operator.
Definition 3.25. Define a symmetric bilinear form (, ) on A as follows: for
if λ = µ; 0 otherwise, then extend it bilinearly to A × A → C. In particular (1, 1) = 1.
Lemma 3.26. The bilinear form (, ) defined above satisfies the following:
Proof. Non-degeneracy is obvious. It suffices to prove (2) 
λλ * = C and it is generated by the evaluation map f : w ⊗ w * → (w, w * ). It's not difficult to check that the evaluation map g ∈ V 0 λ * λ has dual g * :
, where {w i } and {w * i } are dual basis of V λ and V * λ . Hence f g * = i (w i , w * i ) = dimV λ , which means that (f, g) = dimV λ . By Proposition 2.11 the 0-component of ab is Let σ be the anti-involution ofĝ defined by x(m) → −x(−m), c → c. Recall U (ĝ, k) = U (ĝ)/(c = k), then σ can be extended to an antiautomorphism of U (ĝ, k) which we still denote by σ. We also have the PBW decomposition
Let's recall the contragredient module V c of a vertex operator algebra V from [FHL] . As a vector space, V c = ⊕ n V * n is the restricted dual of V . The V -module structure is given by (Y (v, z) 
for homogeneous vector v of degree n and any m ∈ Z. In particular for a ∈ V 0 , one has (a (m) u * , u) = (u * , a (−m−2) u) and for v ∈ V 1 , one has (v (m) 
Proposition 3.28. There exists a unique non-degenerate symmetric bilinear form (, ) on U A such that it satisfies the following:
Proof. Let's construct the bilinear form (, ) explicitly. First we extend the form (, ) in Definition 3.25 to B as follows: (B m , B n ) = 0 except when m = n = 0, in which case it coincides with the form (, ) on A.
Note that the right hand side is well defined since both σ(R
Then it follows from (3) of Lemma 3.26 that (P b, Qb) = (Qb, P b), i.e. the bilinear form (, ) we defined is in fact symmetric. (2) is obvious.
From the construction it is easy to check that
for any v 1 , v 2 ∈ U A, first note that it is true for any v 1 = b ∈ B and v 2 =b ∈ B because if n = −1, it follows from (2) of Lemma 3.26; otherwise assume n ≥ 0 without loss of generality, then a (n) b = 0 and (b, a (−n−2)b ) = 0 since a (−n−2)b ∈ ⊕ n≥1 B n . Next we prove that it is true for any v 1 = b ∈ B and v 2 ∈ U A. Suppose it holds for any b ∈ B and v 2 of length ≤ l, then for any x ∈ g, m > 0, we have (a (n) 
, which means that it holds for any b ∈ B and v 2 of length ≤ l + 1. Finally by similar induction on the length of v 1 , we can show that it is true for any v 1 , v 2 ∈ U A. Since L 1 x(−1)1 = 0, we actually proved (3) for v = a ∈ A and x(−1)1. Since they generate the whole vertex operator algebra, (3) holds for any v ∈ U A.
Observe that (, ) is uniquely determined by (1) and (3), so it only remains to prove the non-degeneracy. By (2) it suffices to prove it on each fixed level. On the top level U A 0 = A, it is true by (1) of Lemma 3.26.
. Since the two affine actions commute, the only nontrivial pairings on U A 1 are between U (ĝ − )[1]A and B 1 , and between B 1 and U (ḡ − )[1]A. Suppose v = τ i (−1)a i + c j ω j ∈ Ker(, )| U A 1 for some a i , c j ∈ A, then for any s and c ∈ A, we have 0 = (v, cω s ) = − (a i , τ i (1)(cω s )) = − (a i , δ is c) = −(a s , c), hence a s = 0 for any s. Moreover for any t and a ∈ A, we have 0 = (v,τ t (−1)a) = − (τ t (1)(c j ω j ), a) = − (c j δ jt , a) = −(c t , a), hence c t = 0 for any t. Therefore v = 0, i.e. Ker(, )| U A 1 = 0.
Generally, choose an ordered basis ofĝ
2 . By the proof of Proposition 3.16, it is not difficult to see that σ(y 2 )ϑ(y 1 ) = 0 if y 1 < y 2 ∈ Y and σ(y 1 )ϑ(y 1 ) equals a nonzero constant. For a fixed n > 0, decompose U A n in two different ways:
where C is a nonzero constant. Since a is arbitrary, we have σ(y)b 1 n−l = 0 (for any y ∈ U (ḡ − )[n − l]). By the proof of Proposition 3.16, this implies that b 1 n−l = 0. Inductively we can show that
If we take {∂ (j) ω i } as the (free) A-generators of B, then each b ∈ B can be written as polynomials in these generators with coefficients in A. Let B λ be the collection of those with coefficients in A λ . Similarly let B λ be all the polynomials in generators ∂ (j) ω i with coefficients in A λ , then as a vector space
We can make the following identifications:
Lemma 3.29. B can be equipped with aĝ-(resp.ḡ-)module structure denoted by ρ (resp.ρ), such that ρ|
and it is obvious that φ|J ⊗B = 0 (resp. ψ| J⊗B = 0). In addition by the proof of Proposition 3.28, the pairing between U (ĝ − ) ⊗ A λ and B λ * (resp. between U (ḡ − ) ⊗ A µ and B µ * ) is non-degenerate, hence the induced maps φ| B λ * : 
To prove that U A ∼ = V as vertex operator algebras, it suffices to show that there is only one possible VOA structure on the space ⊕ λ V λ,k ⊗V λ * ,k (k / ∈ Q) if we require that V 0,k ⊗V 0,k yields theĝ⊕ḡ-module structure of it as a vertex subalgebra, and the restriction of the (−1) operation to
is multiplication of regular functions. Using the nondegenerate symmetric bilinear form on
and Definition 3.25, it is not difficult to see that u (n) v is uniquely determined by the requirements for any u, v ∈ ⊕ λ V λ,k ⊗ V λ * ,k and n ∈ Z. Thus Theorem 3.12 is proved.
For the rest of Section 3 we will show that the Zhu's algebra for U A g,k is isomorphic to the algebra of differential operators on the Lie group G.
In [Zh] , Y. Zhu defined an associative algebra A(V ) for any vertex operator algebra V and proved the one-to-one correspondence between irreducible A(V )-modules and irreducible V -modules. As a vector space A(V ) is a quotient space of V . More specifically let O(V ) be the linear span of elements of the form Res z (Y (u, z)
v) where u, v ∈ V with u homogeneous, and set A(V ) = V /O(V ). Define a multiplication in V as follows:
then it induces the (associative) multiplication on the quotient A(V ) = V /O(V ) and the image of the vacuum 1 in A(V ) becomes the identity element. For example, the Zhu's algebra for the vertex operator algebra V 0,k is isomorphic to the universal enveloping algebra of g ( [FZ] ). Denote by [v] ∈ A(V ) the image of v ∈ V . Proof.
(1) follows from the definition and Lemma 2.1.7 in [Zh] . (2) follows from Lemma 2.1.5 in [Zh] . Proof. It follows from Lemma 3.15 and (2) for any a, a ′ ∈ A, x, y ∈ g. Since A is an abelian Lie subalgebra of v, we have the decomposition U (v) = Sym C A ⊗ U (g). Let I be the ideal of U (v) generated by elements of the form a · a ′ − aa ′ where a · a ′ denotes the formal multiplication in Sym C A while aa ′ denotes the actual multiplication of functions. Let D = U (v)/I, then D ∼ = A ⊗ U (g) as a vector space where the isomorphism is induced by multiplication. In fact D is the algebra of differential operators on the Lie group G. . To see that it is also injective it suffices to show that O(U A) is the linear span of U (ĝ − ) ⊗ B ≥1 and elements of the type (x(−n − 2) + x(−n − 1))v where x ∈ g, n ≥ 0 and v ∈ U A, which can be proved by induction.
integral central charges
Finally we would like to discuss the case when k,k ∈ Z. This case is more subtle and undoubtedly more interesting (cf. [FS] 4.3) . The Fock space realization in [FS] exists for any κ = 0, i.e. excluding the critical levels k =k = −h ∨ , and the construction of the vertex envelop of the vertex algebroid A g,k studied in Section 3 works for any k ∈ C. When k ∈ Z, the vertex operator algebra U A is the same size as in the generic case, but theĝ ⊕ḡ-module structure is much more complicated. Instead of having a nice decomposition, it has linkings determined by the shifted action of the affine Weyl group. We have the following results based on the work done in Section 3.
The Weyl modules with rational central charges are usually reducible. We say that a vector v ∈ V λ,k is singular ifĝ >0 · v = 0. The singular vectors are closed under the g-action.
Let S = (U (ĝ − ) ⊗ A) ∩ (U (ḡ − ) ⊗ A).
Lemma 4.1. S = U Aĝ >0 ⊕ḡ >0 = {v ∈ U (ĝ − ) ⊗ A : t(v) = v}.
Proof. The first equality follows from Proposition 3.16. The second one follows from (4) of Lemma 3.33 because the map t is uniquely determined by the pairing property.
S is N-graded and S 0 = A. If k,k / ∈ Q, then S = A, otherwise S is much bigger and contains all the singular vectors. Let λ, µ ∈ P + be as in Proposition 4.2, then theĝ ⊕ḡ-submodules generated by V λ ⊗ V * λ and V µ ⊗ V * µ have a nontrivial intersection, therefore U A s (theĝ ⊕ḡ-submodule generated by A) is strictly smaller than U A.
In view of the equivalence of categories of representations of the affine Lie algebra and representations of the quantum group (cf. ), and the Arkhipov functor which transforms modules with a Weyl filtration of level k into modules with a Weyl filtration of dual levelk (cf.
[A], [So] ), we conjecture that under equivalence of categories, theĝ ⊕ḡ-module structure of U A with noncritical integral central charges is the same as the bimodule structure of the regular representation of the corresponding quantum group at roots of unity (see [Z] ). For k ≥ 0,k ≤ −2h ∨ , we conjecture that U A admits an increasing filtration ofĝ ⊕ḡ-submodules having V λ,k ⊗ V c λ,k as successive quotients and a decreasing filtration with V c λ,k ⊗ V λ,k as successive quotients, where V c λ,k is the contragredient module of V λ,k defined by the antiautomorphism x(n) → −x(−n), c → c ofĝ.
