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The dream of machine learning in materials science is for a machine learned model to learn the underlying
physics of an atomic system, allowing the model to move beyond interpolation of the training set to the
prediction of properties that were not present in the original training data. In addition to advances in machine
learning architectures and training techniques, achieving this ambitious goal requires a method to convert a 3D
atomic system into a feature representation that preserves rotational and translational symmetry, smoothness
under small perturbations, and invariance under re-ordering. The atomic orbital wavelet scattering transform
preserves these symmetries by construction, and has achieved great success as a featurization method for
machine learning energy prediction. Both in small molecules and in the bulk amorphous LiαSi system,
machine learning models using wavelet scattering coefficients as features have demonstrated a comparable
accuracy to Density Functional Theory at a small fraction of the computational cost. In this work, we test
the generalizability of our LiαSi energy predictor to properties that were not included in the training set,
such as elastic constants and migration barriers. We demonstrate that statistical feature selection methods
can reduce over-fitting and lead to remarkable accuracy in these extrapolation tasks.
I. INTRODUCTION
Machine learning (ML) is a powerful tool in chemi-
cal physics.1,2 Both kernel-based3–14 and neural-network-
based15–24 learning algorithms have found success pre-
dicting physical properties such as energies, forces, and
potential energy surfaces starting from atomic coordi-
nates. ML models have been used for molecular dynamics
(MD),13,25,26 prediction of free energy surfaces,27–30 and
generation of thermodynamic ensembles25,31 on systems
for which they have been trained. Much as ML models
have revolutionized fields like computer vision,32 auto-
mated content generation,33 and natural language pro-
cessing,34 a ML model could in principle predict phys-
ical properties of broad classes of atomic systems with
accuracy competitive with the best current methods at
a small fraction of the computational cost. However,
such an ML model has not yet been developed and many
obstacles still remain before general atomistic ML mod-
els can be competitive with existing quantum chemistry
methods. The most fundamental obstacle is perhaps the
generalizability problem (also referred to as transferabil-
ity). Quantum chemical methods such as density func-
tional theory (DFT) are predictive because they work
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from first principles—physical properties emerge from so-
lutions to equations that describe underlying physics, al-
lowing these techniques to work on systems that have
never been studied before. In contrast, machine learn-
ing is at its heart a fitting technique. The model knows
nothing about the physical equations and its predictions
are statistical inferences based on the training data. This
raises the question: are quantum chemistry models based
on machine learning inherently limited to interpolation
of the training data? Or can a machine learning model
“learn the underlying physics” and provide new insights
beyond the training data? If we want to answer a ques-
tion with a ML model, will it always be necessary to
compute the answer to the same question beforehand in
thousands or tens of thousands of similar cases? Or could
ML truly teach us something new? The hope that it
can is not entirely without foundation. Machine learning
models have shown the ability to capture and general-
ize abstract patterns within training data. For exam-
ple, a neural net trained to translate languages recently
achieved “zero-shot translation”: translation between a
pair of languages for which it had no dictionary without
going through an intermediate language.35 This suggests
that learning of underlying meaning from diverse exam-
ples may be possible.
Of course the full answer to this question is beyond
the scope of the present work. We look at a specific ex-
ample of the generalizability problem: energy prediction
for amorphous LiαSi. Due to its potential for develop-
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2ing high energy density lithium-ion batteries, this sys-
tem has recently been studied by a variety of machine
learning methods. Onat et al. generated an implanted
neural network potential for this system.27 Artrith et al.
developed a machine-learning potential that enabled en-
semble generation and molecular dynamics for LiαSi.
25
Brumwell et al. created a three-dimensional ML model,
similar to a convolutional neural network, with a phys-
ically motivated filter based on the wavelet scattering
transform,36 and were able to achieve chemical accuracy
in energy prediction for this class of structures.37 The
wavelet formulation has a number of advantages. The
inclusion of wavelet dilations and second-order scatter-
ing coefficients makes the wavelet scattering approach
inherently multi-scale, as opposed to methods which sum
up atomic energies based on their local environments
(e.g. Refs. 7,25,27). This allows the wavelet scattering
transform to capture a broader class of physical interac-
tions, making it more general. The fact that the wavelets
themselves are based on atomic orbitals may allow them
to more naturally capture interactions arising from elec-
tronic bonds (though without sacrificing generality since
the wavelet frame is overcomplete) and may help with
generalizability of the model.
In this work, we build on and improve the wavelet-
based model, achieving similar accuracy to Onat et al. 27
and Artrith, Urban, and Ceder 25 but with a significantly
simplified model relative to neural network based ap-
proaches, and even simpler than Brumwell et al. 37 More
importantly, we test the model on extrapolation tasks,
predicting physical properties that were not present in
the training set. We perform detailed analysis on how to
balance under-fitting and over-fitting in order to achieve
high generalizability. The three tasks are predicting mi-
gration barriers based on transition state theory, energies
of amorphous systems significantly larger than the train-
ing set items, and elastic properties based on deforma-
tions of amorphous LiαSi. In each of these extrapolation
tasks, we find that the model is able to achieve reason-
able accuracy, and in some cases does quite well, thus
providing evidence of the model’s ability to generalize to
new types of systems and tasks.
The remainder of this paper is organized as follows.
In Section II we present the methods used in this work,
including the data generation process and descriptions of
the machine learning algorithms. Numerical results are
presented and discussed in Section III, and Section IV
contains a short conclusion.
II. METHODS
Methods consist of data generation for training (Sec-
tion II A) as well as data generation for testing on extrap-
olation tasks (Section II B). Algorithms used for train-
ing the machine learned models are discussed in Section
II C, whereas the wavelet scattering representation of an
atomic state is described in Section II D. Appendix B
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FIG. 1. Histogram of training set energies versus concentra-
tion α in LiαSi. Color indicates the the number of training
items in each bin on a logarithmic scale.
explains how to compute such features efficiently.
A. Training data generation
The training, validation, and interpolation testing data
for the machine-learned model consists of amorphous
LiαSi structures labeled by formation energies calculated
using Density Functional Theory (DFT). These struc-
tures are in cubic boxes under periodic boundary condi-
tions containing from 55 to 100 atoms, with lithium-to-
silicon ratio α ranging from 0.1 to 3.75. Initial disordered
structures are generated by evolving random structures
under ReaxFF38 molecular dynamics (MD) at 2500K for
10 ps, and ten different disordered structures are ran-
domly picked from the MD trajectory for each of the 37
chosen concentrations. The accuracy of the force field
used to obtain the initial amorphous structure is not im-
portant, due to the following DFT calculations. In par-
ticular, each structure is fully relaxed at constant volume
using DFT. The structures and formation energies along
the relaxation paths make up the amorphous dataset
used in this work, which contains a total of 90,252 struc-
tures. A histogram of the quantity of these structures by
energy and concentration is shown in Figure 1. We note
that the structures are heavily concentrated near the end-
point of the relaxation, so we expect the resulting model
to do better on near-equilibrium amorphous structures.
This is desirable because the low-energy structures are
more likely to arise in realistic simulations.
Formation energies and relaxations were performed in
the Vienna Ab initio Simulation Package (VASP)39 using
the Projector-Augmented Wave method40 and the PBE
exchange-correlation functional41 with a plane-wave en-
ergy cutoff of 500 eV. The Brillouin zone was sampled
using the Gamma point only during relaxation. After
relaxation, the energies along each relaxation path were
corrected for k-point sampling errors by calculating the
energy of each fully relaxed structure using a 3 × 3 × 3
3Gamma-centered grid and applying the resulting con-
stant shift to the rest of the structures in the relaxation
path. The mean absolute k-point sampling correction
was 27 meV/atom. The total formation energy of a struc-
ture with NLi lithium atoms and NSi silicon atoms is
defined based on DFT total energies:
Ef (LiNLiSiNSi) = Etot(LiNLiSiNSi)−NLiE(Li)−NSiE(Si) ,
where Etot(LiNLiSiNSi) is the total energy of the sys-
tem, and E(Li) and E(Si) are the DFT total energy
per atom of elemental lithium and silicon, respectively.
The structure LiNLiSiNSi has reduced formula LiαSi with
α = NLi/NSi and per-atom formation energy
E∗f (Liα Si) = Ef (LiNLiSiNSi)/(NLi +NSi) . (1)
The per-atom formation energy is the quantity of in-
terest for machine learning. Notice, though, it includes
the terms NLiE(Li) and NSiE(Si) which require no addi-
tional quantum mechanical calculations beyond the one-
time cost of computing E(Li) and E(Si). The difficulty
is in computing Etot(LiNLiSiNSi), which requires a costly
DFT calculation for each new state. When fitting our
machine learned models, we regress the per-atom total
energy, defined as:
E∗tot(Liα Si) = Etot(LiNLiSiNSi)/(NLi +NSi)
or
E∗tot(Liα Si) = E
∗
f (Liα Si) +
α
1 + α
E(Li) +
1
1 + α
E(Si) .
Even though it is simple to convert total energies into
per-atom total energies, we regress the latter since per
atom energies remove the effect of varying unit cell sizes
and the number of atoms per unit cell on the total en-
ergy. Since we use the squared loss as our measure of
error when training, regressing total energies would bias
the models towards systems containing larger numbers of
atoms since the total energy scales with the number of
atoms.
B. Data generation for extrapolation tests
In order to test the machine learning model’s gener-
alizability to extrapolation tasks, additional DFT data
is required to compare with the results of the machine
learning model. We test three different extrapolation
tasks: prediction of migration barriers, energy predic-
tion for systems with larger unit cells, and prediction of
elastic properties.
Diffusion barriers cannot be defined uniquely in amor-
phous structures due to the lack of order. Rather, paths
which move an atom from one favorable coordination en-
vironment to another through a relatively unfavorable
environment are abundant. An endpoint for such a path-
way was found by locating void spaces in the amorphous
structure through Voronoi analysis and inserting a test
lithium atom at each void to find the most energetically
favorable position. Nearby lithium atoms to this void
were subsequently identified, and the minimum-energy
path for each lithium to travel to the void was calcu-
lated using the nudged elastic band (NEB) method.42
The NEB images along the minimum-energy path were
used as testing data for this extrapolation task. A total
of six barriers based on 50 image structures are the test
data for this extrapolation task.
Large structure testing data was generated by two
methods: independently relaxing larger AIMD-generated
structures (the “from-scratch” method) or tiling struc-
tures from the data set, randomly perturbing all atomic
positions by 0.1 A˚, and performing a single-point calcula-
tion (the “tiled” approach). The testing data consists of
37 from-scratch structures, 40 2× 2× 2 tiled structures,
and 108 2× 1× 1 tiled structures.
Finally, elastic property testing data was generated by
applying hydrostatic strain from −9% to +9% on fully
relaxed structures at each concentration. The bulk mod-
ulus K is calculated by fitting data near the minimum to
the equation:43
K = V0
∂2E
∂V 2
where V is the volume, V0 is the equilibrium volume,
and E is the energy. In total a bulk modulus value is
calculated at each of the 37 concentrations, based on a
total of 333 structures under hydrostatic strain.
C. Linear regression and model fitting
The purpose of using machine learning is to reduce
the computational burden relative to quantum mechan-
ical calculations while maintaining accurate predictions.
To accomplish this task, we need to derive features from
our data and recombine them in some meaningful way.
We use a linear model over a predefined set of features,
which consist of nonlinear, multiscale maps of the orig-
inal atomic state. Using a linear model over a univer-
sal feature set allows us to leverage several well-studied
techniques in regression, regularization, and statistical
learning theory that increases the accuracy, stability, and
generalizability of the model.
Let x = {(Zk, Rk) ∈ N × R3}Nxk=1 denote the list of
atoms in the unit cell of a LiαSi system. The value Zk ∈
N denotes the protonic charge of the atom, i.e., Zk = 3 for
lithium and Zk = 14 for silicon, and Rk ∈ R3 denotes the
position of the atom in the simulation cell. The quantity
Nx = NLi +NSi is the total number of atoms in the unit
cell. Let Φ(x) ∈ Rd be a d-dimensional representation of
the state x, which is described in detail in Section II D.
A linear regression with weights w = (wγ)
d
γ=0 ∈ Rd+1 of
the per-atom total energy E∗tot(x) over the representation
4Φ(x) = (φγ(x))
d
γ=1 computes
E˜∗tot(x;w) = E˜(x;w) = w0 +
d∑
γ=1
wγφγ(x) , (2)
where w0 is a bias term and the coordinates φγ(x) of
Φ(x) are weighted with the scalars wγ . We regularize
the regression by selecting a parsimonious model via a
sparsity constraint on the weights w,
||w||0 = #{wγ 6= 0 : 0 ≤ γ ≤ d} ≤M ,
for some hyper-parameter M that determines the number
of nonzero weights.
The weights (wγ)
d
γ=0 and the hyper-parameter M are
solved for using the DFT generated training data. Let
Xt = {(xi, E(xi))}nti=1 denote a training set consist-
ing of LiαSi states xi and their DFT generated per-
atom total energies E(xi) = E
∗
tot(xi); denote by Xv =
{(x′i, E(x′i)}nvi=1 another such set, also consisting of LiαSi
states and their associated per-atom total energies, non-
overlapping with the training set, which we use as the
validation set. For each M up to some maximum value,
1 ≤M ≤Mmax, we compute weights wM = (wMγ )dγ=0 by
solving the following:
wM = arg inf
w∈Rd+1
[
L(w,Xt) : ‖w‖0 ≤M
]
, (3)
where L(w,Xt) is the mean squared loss function with
respect to the training set Xt:
L(w,Xt) = 1
nt
nt∑
i=1
|E(xi)− E˜(xi;w)|2 .
As M increases the model E˜(x;wM ) becomes more com-
plex as it has more non-zero weights. This increasing
complexity is reflected by the fact that the loss function
M 7→ L(wM ,Xt) is a decreasing function of M . That is,
the training error decreases as M increases; see also the
red curves in Figure 5.
However, it is well known in machine learning and sta-
tistical learning theory that more complex models do not
necessarily generalize better. The optimal regularization,
here controlled by the sparsity parameter M , is deter-
mined via cross-validation using the validation set Xv.
That is, for each 1 ≤M ≤Mmax we compute the loss of
the model E˜(x;wM ) on the validation set, and select the
M? that minimizes the validation error:
M? = arg inf
1≤M≤Mmax
L(wM ,Xv) . (4)
The model that is used on the test data is E˜(x;wM
?
).
In general M? 6= Mmax, since unlike the training error
M 7→ L(wM ,Xt), the validation error M 7→ L(wM ,Xv)
is not monotonically decreasing but rather generically de-
creases up to M? and then increases after M?; see the
green dashed curves in Figure 5. We remark that the
value M? is the best estimate of the optimal model for
testing on states similar to those in the validation set;
in other words, it balances the model between under-
fitting and over-fitting. However, states for the extrapo-
lation tasks (Section II B) are not necessarily similar to
the states in the validation set. Models that extrapolate
must be formulated in such a way that when trained,
the cross validation procedure selects a complexity M?
that captures underlying physical phenomena while ig-
noring non-physical patterns in the training and valida-
tion data. We achieve such a result by leveraging the
universal wavelet scattering features (see Section II D),
and by careful partitioning of the training and validation
sets that is described in more detail in Section III A.
Computationally, solving (3) is NP-Hard. We thus
solve a relaxed problem that obtains the weights in a
greedy fashion, using the same orthogonal least squares
(OLS) approach described in Hirn, Mallat, and Poil-
vert.44 While the resulting weights do not in general solve
(3), due to the relaxation, the OLS approach is opti-
mal among greedy approaches since it reduces the mean
square error by the maximum amount with each greedy
step. Otherwise, using a greedy approach has two ben-
efits. First, it is significantly more efficient; solving (3)
requires O(
(
d
M
)
) floating point operations whereas the
greedy approach requires O(dM) floating point opera-
tions. Second, it is an iterative process that can be solved
using a QR factorization, which in this case means that
after M nonzero weights are selected, the computation
for M + 1 nonzero weights requires solving only for the
one additional weight. This lets us efficiently construct
an array of models for 1 ≤M ≤Mmax, which in turn en-
ables an efficient solution to the cross validation problem
given in (4).
Finally, we augment the learning process by leveraging
empirical bootstrapping and feature bagging. Given an
initial database of n states and their energies (that does
not include the withheld testing set), the empirical boot-
strap algorithm samples the database with replacement
to obtain the training set. Those states not selected for
the training set are placed in the validation set. This ap-
proach allows us to construct many different models from
one database, which are then averaged. The resulting av-
eraged model, which is still a linear model over the repre-
sentation Φ(x), is superior to any one individually fitted
model since the averaging reduces random fluctuations in
the fitting process that result from spurious patterns in
a single training set. In order for this averaging process
to have maximum effect, the weights of the individual
models must be as uncorrelated as possible. Feature bag-
ging, which is a prominent component of random forests,
decorrelates the models by restricting the greedy selec-
tion at each greedy step. In particular, at each greedy
step in the OLS algorithm, approximately
√
d+ 1 fea-
tures are sampled without replacement from among the
full set of d features in Φ(x) plus the bias term, minus
the features that have already been selected up to that
point. The OLS algorithm at each step must then se-
5lect from among the sampled features, which due to the
randomness in the feature sampling, results in models
that are significantly less correlated. Indeed, in our own
numerical experiments, the most significant features se-
lected with empirical bootstrapping, but without feature
bagging, are very often identical. While restricting the
number of possible features at each greedy step means
that each model has larger error on the training set, the
aggregated average model improves on the test set.45
D. Atomic orbital wavelet scattering
We now describe how we construct the feature vector
Φ(x). Since our regression E˜(x;w) = w0 + 〈w,Φ(x)〉 is
a linear model over Φ(x), the representation Φ(x) should
have the same properties as E(x). In particular, as has
been noted by several machine learning papers for many-
particle physics,7 E(x) is invariant to translations, ro-
tations, and reflections (i.e., isometries) of the atomic
coordinates {Rk}Nxk=1, and therefore Φ(x) should also be
invariant to isometries. Additionally, E(x) is indepen-
dent of the atom indexation in the list x, and thus Φ(x)
must be invariant to index permutations. Like the forma-
tion energy, Φ(x) should be a continuous function of the
atomic coordinates {Rk}Nxk=1, which is particularly im-
portant since our data consists of structural relaxation
paths. Furthermore, since we are fitting total energy per
atom, the feature values should be independent of the
number of atoms in the unit cell. Finally, the amorphous
LiαSi systems are periodic, and thus the features Φ(x)
must be invariant to equivalent representations of x with
respect to the periodicity of the state.
In addition to those basic physical properties, elec-
tronic interactions encoded by the molecular Hamilto-
nian are inherently multiscale in nature and thus range
over a number of length scales. The resulting total en-
ergy of the system is a nonlinear function of these length
scales. We thus seek a representation Φ(x) that on the
one hand can separate the length scales of the system,
while on the other hand can recombine them in a non-
linear fashion. Our approach is to use the atomic or-
bital wavelet scattering transform of Brumwell et al.,37
which itself is an adaptation of the three-dimensional
solid harmonic wavelet scattering transform proposed by
Eickenberg et al. 46,47 for molecules. We review its con-
struction in this section, emphasizing certain nuances
specific to atomic states with periodic unit cell and more
specifically to LiαSi systems.
The wavelet scattering transform is based upon the
wavelet transform of three-dimensional signals. We iden-
tify the state x with such a signal, which will encode
permutation invariance into all representations derived
from this signal. Let Qx ⊂ R3 be the unit cell of the
state x, which in the case of all systems we consider is a
cube. We encode the state x as a superposition of Dirac
delta functions:
ρfx(u) =
Nx∑
k=1
f(Zk)δ(u−Rk) , u ∈ Qx .
We use the notation ρfx because one can think of it as a
type of nuclear density for the state x, but in which we
allow some additional flexibility. In particular, the func-
tion f : N → R encodes a weight that responds based
on the type of atom. We use five different functions
f , which can be thought of as channels of the state x,
similar to how a color image has red, green, and blue
channels. The five channels we use are lithium, silicon,
valence, ionic, and kinetic. The lithium and silicon chan-
nels partition the state x along atom species, whereas the
valence and core channels separate the state x according
to electron type. The kinetic channel, inspired by the
Thomas–Fermi–Dirac–von Weizsacker model in quantum
chemistry, encodes a different scaling in the number of
electrons than the other four channels. The precise defi-
nitions of these channels are given in Appendix A.
A simple translation and rotation invariant represen-
tation of x is obtained by summing over fx = (f(Zk))
Nx
k=1
for each channel f :
φγ(x) = N
−1
x ‖fx‖qq =
1
Nx
Nx∑
k=1
|f(Zk)|q , γ = (f, q) .
(5)
We compute four different types of summations by taking
qth powers of f(Zk) for
q ∈ {1, 4/3, 5/3, 2} . (6)
These powers are also inspired by the Thomas–Fermi–
Dirac–von Weizsacker model, and will be discussed more
later in this section. By dividing by Nx, the features
φγ(x) are also invariant to system size. Finally, since
they are constant with respect to the atomic coordinates,
they are trivially continuous functions of them.
The zero order features (5) satisfy all the required in-
variance properties, but they remove all geometric infor-
mation from the state x and are constant for a given
lithium-silicon ratio α. We compute complimentary fea-
tures that separate the length scales of x and encode
multiscale geometric invariants. These features will be
derived from a three-dimensional wavelet transform of
ρfx, which gives a multiscale representation of the signal.
Following Brumwell et al.,37 we define a family of atomic
orbital wavelets ψmn,` : R3 → C,
ψmn,`(u) = Qn,`(|u|)Y m` (u/|u|) ,
n ≥ 1 , 0 ≤ ` < n , |m| ≤ ` ,
where Y m` is the usual spherical harmonic function and
Qn,` is a radial function defined as:
Qn,`(r) = Cn,`r
`L
`+1/2
n−`−1
(
r2
2β2
)
e−r
2/2β2 , r ≥ 0 . (7)
6FIG. 2. Top row left to right: Density plot cross sections in
the xz-plane of atomic orbital wavelets for (n, `,m) = (3, 0, 0),
(3, 1, 0), and (3, 2, 0). Bottom Row: Corresponding plots for
the hydrogen atom orbitals (3s, 3p, and 3d orbitals, respec-
tively). All images are rescaled for visualization. Note that
the exponential radial decay e−r of the hydrogen orbitals is
replaced by a Gaussian decay e−r
2
in the wavelets accounting
for the greater localization of the wavelets.
Here Cn,` is a normalizing constant and the functions L
ν
k
are the associated Laguerre polynomials. We refer to the
family of wavelets ψmn,` as atomic orbital wavelets since
they mimic the shape of the hydrogen atomic orbitals.
Indeed, (n, `) = (1, 0), (2, 0), (2, 1) corresponds to the 1s,
2s, and 2p orbitals, respectively, with similar correspon-
dences for larger values of n; see Figure 2. While the
hydrogen atomic orbitals have exponential scaling, here
we use a Gaussian function, which mimics the well-known
Gaussian type orbitals from the quantum chemistry lit-
erature.
We use these wave functions as wavelets, though, in
which the wavelet transform dilates the wavelet at differ-
ent dyadic scales 2j ,
ψmj,n,`(u) = 2
−3jψmn,`(2
−ju) , 0 ≤ j < J ,
which increases the size of the wavelet. Let sx be the
side length of the cubic unit cell Qx. Unlike the molec-
ular systems studied by Eickenberg et al. 46,47 here x is
a periodic system and so we compute a periodic wavelet
transform of the density ρfx using a circular convolution
~ defined as:
ρfx ~ ψmj,n,`(u) =
∑
p∈Z
ρfx ∗ ψmj,n,`(u− psx) . (8)
The operation ∗ is the usual convolution over R3, which
for the nuclear density-type function ρfx yields:
ρfx ∗ ψmj,n,`(u) =
Nx∑
k=1
f(Zk)ψ
m
j,n,`(u−Rk) . (9)
Examining (8) and (9) we have the following interpre-
tations. The standard convolution ρfx ∗ ψmj,n,` emits the
wavelet ψmj,n,` from the location of each atom in the unit
cell of x, with a strength given by f(Zk). The inter-
ference patterns encoded by these emissions encode geo-
metric information of the state of the system at different
scales 2j , which we shall aggregate to form multiscale,
invariant features. The circular convolution ρfx ~ ψmj,n,`
wraps the wavelets periodically in the unit cell Qx, thus
giving us a periodic function that respects the periodicity
of the system. The parameter β in (7) in the definition
of Qn,`, which encodes the smallest wavelet scale, is se-
lected so that ψmn,`(u−Rk) and ψmn,`(u−Rl) interfere only
if |Rk −Rl| is small, i.e., if the atoms located at Rk and
Rl are neighboring atoms. The maximum scale 2
J−1 is
selected so that the size of the wavelet ψmJ−1,n,` is on the
order of the maximum side length sx of the unit cells Qx
across all training states, thus enabling the corresponding
wavelet coefficients ρfx ~ ψmJ−1,n,` to encode macroscopic
patterns in the arrangement of the atoms in x. These
choices allow us to us capture short-range interactions in
features derived from wavelet filters with small j, while
wavelet filters with large j capture interactions across a
larger span of the system.
Convolution operators are translation equivariant but
not rotation equivariant. However, the atomic orbital
wavelet filters are designed to admit a rotationally equiv-
ariant representation by combining information across
the magnetic quantum number m through the following
nonlinear transform σ:
σ(ρfx ~ ψj,n,`)(u) =
( ∑`
m=−`
∣∣ρfx ~ ψmj,n,`(u)∣∣2
)1/2
.
The collection of maps σ(ρfx~ψj,n,`) constitutes a multi-
scale, isometry equivariant representation of the state x;
see Figure 3 for plots of these maps.
Equivariant representations yield invariant representa-
tions via integral operators that integrate over the space
variable u. We compute Lq(Qx) norms, for the same four
q values in (6), of the maps σ(ρfx ~ ψj,n,`):
‖σ(ρfx ~ ψj,n,`)‖qq =
∫
Qx
|σ(ρfx ~ ψj,n,`)(u)|q du . (10)
The selection of powers q is motivated by the Thomas–
Fermi–Dirac–von Weizsacker model in quantum chem-
istry, in which the 4/3 scaling is used to approximate the
exchange energy, the 5/3 scaling is used to approximate
the kinetic energy, and the power of 2 encodes an addi-
tional part of the kinetic energy and pairwise Coulombic
interactions (see also Hirn, Mallat, and Poilvert 44). The
power q = 1 is also used since these integrals scale lin-
early with
∑
k f(Zk).
We normalize the norms (10) to be invariant to system
size, which defines first order wavelet scattering features:
φγ(x) = N
−1
x ‖σ(ρfx ~ ψj,n,`)‖qq , γ = (f, q, j, n, `) .
In numerical experiments reported on in Section III,
there are five channels f , five scales j (i.e., J = 5), n = 3
(that is, a single n is used), 0 ≤ ` < n = 3, and there are
the four q values specified in (6), which yields 300 first
order features. These first order wavelet scattering fea-
tures encode isometry and size invariant descriptions of
7FIG. 3. Cross-sections of the first order nonlinear, equiv-
ariant maps σ(ρfx ~ ψj,n,`)(u). The log2 scales j = 0, 1, 2, 3, 4
increase from left to right, respectively, and the angular quan-
tum number ` = 0, 1, 2 from top to bottom, respectively, with
n = 3. The maps extract multiscale geometric information
on the arrangement of the atoms in the state x.
the state x across multiple length scales 2j for 0 ≤ j < J .
Furthermore, since the atomic orbital wavelets ψmn,` are
continuous functions, the resulting maps σ(ρfx ~ ψj,n,`)
are continuous functions of the atomic coordinates, which
means their integrals are as well. The use of circular con-
volution ensures the maps are invariant to the represen-
tation of x with respect to its periodicity.
First order wavelet scattering features are comple-
mented by second order wavelet scattering features that
incorporate multiple length scales of x into a single fea-
ture. They are computed by iterating the nonlinear
wavelet transform, which couples the scales 2j1 and 2j2 :
σ(σ(ρfx ~ ψj1,n1,`1)~ ψj2,n2,`2)(u) =(
`2∑
m=−`2
∣∣σ(ρfx ~ ψj1,n1,`1)~ ψmj2,n2,`2(u)∣∣2
)1/2
. (11)
The second order maps (11), which resemble the architec-
ture of a convolutional neural network as well as aspects
of tensor field networks,24 are equivariant with respect to
translations and rotations, and extract coupled geomet-
ric information at the scales 2j1 and 2j2 from the state
x. Figure 4 plots examples of these maps, which are no-
ticeably different than their first order counterparts.
Second order invariant wavelet scattering features are
computed analogously to the first order features, by tak-
ing normalized Lq(Qx) norms of the equivariant maps:
φγ(x) = N
−1
x
∥∥σ (σ(ρfx ~ ψj1,n1,`1)~ ψj2,n2,`2)∥∥qq
=
1
Nx
∫
Qx
∣∣σ (σ(ρfx ~ ψj1,n1,`1)~ ψj2,n2,`2) (u)∣∣q du
γ = (f, q, j1, n1, `1, j2, n2, `2) .
Using the same parameters as the first order features,
plus setting n2 = 3 and 0 ≤ `2 < n2 = 3 and
max(0, j1 − 1) ≤ j2 < J = 5, we see there are 3420 sec-
ond order wavelet scattering features. They thus greatly
FIG. 4. Cross-sections of the second order nonlinear, equivari-
ant maps σ(σ(ρfx ~ ψj1,n1,`1)~ ψj2,n2,`2)(u) for (j1, n1, `1) =
(1, 3, 1), which is the second from the top and second from the
left in Figure 3. The log2 scales j2 and `2 vary the same as
in Figure 3, and n2 = 3. Notice that many of the multiscale
geometric patterns are distinct from those in Figure 3.
expand the representation of the state x, and satisfy all
the required invariance properties.
We collect the zero, first, and second order invariant
wavelet scattering features into a single feature represen-
tation Φ(x) ∈ R3740. Let λ = (j, n, `) denote the triplet
of wavelet parameters. With this feature representation,
our energy model (2) can be written as:
E˜∗tot(x;w) = E˜(x;w) =
= w0 +
1
Nx
∑
f,q
wf,q‖fx‖qq
+
1
Nx
∑
f,q,λ
wf,q,λ‖σ(ρfx ~ ψλ)‖qq (12)
+
1
Nx
∑
f,q,λ1,λ2
wf,q,λ1,λ2‖σ(σ(ρfx ~ ψλ1)~ ψλ2)‖qq ,
with the weights solved for using the algorithms described
in Section II C. We remark that both the features them-
selves, and the number of features, constitute a vast sim-
plification over the model presented in Brumwell et al..37
III. NUMERICAL RESULTS
We report empirical errors for formation energy pre-
diction and related tasks. Section III A presents inter-
polation type test errors on predicting relaxation path
formation energies for amorphous LiαSi of a similar na-
ture to those in the training set. Sections III B, III C, and
III D report extrapolation task errors, focusing on diffu-
sion barrier estimation, formation energies of amorphous
states with larger unit cells, and bulk modulus predic-
tion, respectively. Appendix C compares these results
with results obtained by varying the training procedures
and model formulation presented in Section II. In partic-
ular, it considers a non-randomized training procedure
8RMSE (meV/atom) MAE (meV/atom)
Relaxation paths 7.44 ± 0.49 5.52 ± 0.34
Diffusion 12.3 ± 0.50 11.7 ± 0.51
Large states 9.54 ± 0.25 6.81 ± 0.23
Bulk modulus 12.8 ± 1.36 8.92 ± 0.68
TABLE I. Numerical results for ML predictions on the test
data from the amorphous dataset and the three extrapolation
tasks from the model trained only on the amorphous data.
that does not utilize bootstrapping and feature bagging
(originally described in Section II C), as well as an en-
ergy model that utilizes only zero and first order wavelet
scattering features (defined in Section II D). In each case,
we see the advantage of the full algorithm.
A. Training and testing on amorphous dataset
Recall from Section II A and Figure 1 we have a train-
ing database of 90,252 amorphous LiαSi structures with
DFT computed energies spread across 37 concentrations
α, ranging from 0.1 to 3.75. These 90,252 structures
correspond to 370 relaxation paths of an initial set of
370 high energy states, with 10 relaxation paths per con-
centration. Unlike many standard machine learning ap-
proaches which obtain a training set by uniformly sam-
pling data points from the initial database, here we uni-
formly randomly sample relaxation paths. Using five-fold
cross validation, we randomly partition the relaxation
paths into five sets of 74 relaxation paths with two paths
per concentration in each of the sets of 74. We place four
of these sets, 296 relaxation paths total, in the train-
ing/validation set, and one set of 74 paths in the test set.
We rotate through using each set separately as a test set,
meaning that we carry out all numerical experiments five
times, each time with a different training/validation and
test set split.
We select the training/validation/testing sets accord-
ing to relaxation data paths, and not structures, because
it leads to more physically realistic training and testing
scenarios. In particular, it is reasonable to assume that
whole relaxation paths, computed via DFT, would be
used to train a model which is then used to compute
relaxation paths of new high energy states. Here the val-
idation and testing sets are simpler in that we require the
model to predict all formation energies along a new re-
laxation path in which the structures along the path are
given. Nevertheless, empirical results indicate this train-
ing paradigm significantly restricts the degree to which
the machine learned model can fit non-physical spurious
patterns in the data. We leave for future work develop-
ing a model that can predict the entire relaxation path
starting with the only the highest energy state.
Using the 296 training relaxation paths, we carry out
the model fitting algorithm described in Section II C. For
the training set, we uniformly at random select, with re-
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FIG. 5. Errors on the amorphous LiαSi database as a function
of number of features included in the model on a log-log scale.
Error on the training set is shown in red, the validation set is
shown in green, and the test set is shown in blue. The train-
ing error is a decreasing function of the number of features,
whereas the validation and testing curves are not. The value
M? that minimizes the validation curve is the algorithm’s best
estimate for the optimal model that best balances under- and
over-fitting of the training data. It has good agreement with
the minimum of the test error curve.
placement, 296 relaxation paths from the training set.
Those paths selected more than once are repeated in the
training set, with the number of copies equalling the num-
ber of times the path was selected. Those paths that are
not selected are placed in the validation set. The sparse
linear model is trained using the greedy OLS algorithm
with randomized feature bagging, with the number of
features M ranging from M = 1 to M = Mmax = 1000.
The optimal number of features M = M? is selected by
minimizing the loss on the validation set. This procedure
is repeated 100 times, resulting in 100 sparse linear mod-
els of the form (12), which are averaged together to yield
the final model.
This final model is evaluated on the withheld test set.
Figure 5 depicts the training, validation, and testing er-
rors as a function of the number of model features M . It
indicates that best models have, generally, between 64–
256 features, with an average of 121 features per model, a
small number given that there are approximately 70,000
training structures. Furthermore, the validation curve
closely follows the test curve, indicating that our cross-
validation procedure is nearly optimal for this test data.
The average root mean squared error (RMSE) and the
average mean absolute error (MAE) over the five test
folds, along with the standard deviation, is reported in
the first row (relaxation paths) of Table I. Despite the
small number of features, the RMSE is 7.44 meV/atom
and the MAE is 5.52 meV/atom, which is comparable
to the results reported in Onat et al. 27 and Artrith, Ur-
ban,and Ceder,25 both of which used neural networks,
and is small enough to be of use in materials science
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FIG. 6. Log-log plot of RMSE in diffusion barrier prediction
averaged over the five folds.
applications. However, the model developed here is sig-
nificantly simpler than neural network models, being a
linear model over multiscale, invariant features that uti-
lize a universal set of filters. As such, the model is adept
at generalization, as reported in the next three subsec-
tions.
B. Extrapolate: Diffusion in amorphous system
One important application of atomistic simulation is
the study of atomic migration from site to site. The ener-
getic barrier to migration determines diffusion constants
and ionic conductivity.48 The diffusion process may be
simulated by directly tracking the mean square displace-
ment using molecular dynamics, or by calculating the
migration barrier and using the Nernst-Einstein relation-
ship. The first step in the explicit calculation is to find
the minimum-energy path (MEP) for an atom to travel
between two stable sites. This is typically done using op-
timization techniques such as the Nudged Elastic Band
(NEB) method.42 The barrier is defined as the energy
difference between the stable position and the highest-
energy position (saddle point) along the MEP.
There are a number of reasons why calculation of diffu-
sion barriers may present a challenge for our ML model.
Our present models do not predict forces, so they can-
not be used with NEB for prediction of the path itself.
We therefore simply predict energies along the DFT-
calculated MEP. A more fundamental challenge is the
fact that the transition state structure, with one atom in
a high-energy state and the rest in relatively low-energy
states, is qualitatively different from the training items
in the amorphous LiαSi data set. Calculation of diffusion
barrier is thus an extrapolation task. Furthermore, there
is only one diffusing atom in the simulation box during
calculation of the diffusion barrier. This means that en-
ergy per atom is no longer the most relevant measure
Path Barrier (ML Model) Barrier (DFT)
1 0.228 0.226
2 0.819 0.341
3 2.256 2.139
4 0.230 0.402
5 2.613 2.224
6 0.326 0.354
TABLE II. Diffusion barriers (in eV) along various paths as
predicted by our ML model and DFT. Paths 1-5 start from
the same Li0.2Si structure and path 6 is in Li0.5Si.
of error. Instead, total energy differences between simi-
lar structures along the MEP are the relevant quantity.
Cancellation of systematic errors in DFT allows the cal-
culation of energy differences along diffusion paths with
much higher accuracy than would be suggested based on
the accuracy of the method in total energy per atom.48
It remains to be seen if similar cancellation of errors can
improve the accuracy of diffusion barriers predicted by
an ML model.
To test the extrapolation of our model to diffusion bar-
riers, void spaces were identified in Li0.2Si and Li0.5Si by
Voronoi analysis. Candidate endpoint structures were
created by moving nearby lithium atoms into the voids
and relaxing the resulting structure while keeping the
target lithium atom fixed. Six endpoints were identi-
fied in which the void space was a local optimum for the
lithium atom and in which the relaxation for the rest of
the structure was minimal. These endpoints were then
used together with the original LiαSi structures as the
basis for NEB calculations. The structures along the re-
sulting NEB path were then passed to the ML model for
comparison with the DFT results.
The learning curves are shown in Figure 6. The RMSE
for the diffusion path structures is less smooth than the
RMSE for test folds consisting of the relaxation paths in
the amorphous LiαSi data. Table I, second row (diffu-
sion), shows the RMSE and MAE of the per atom en-
ergy across all diffusion barrier structures. The RMSE
for these structures is about 12.3 meV/atom, which is
worse than on the relaxation path test but by less than a
factor of two. Nevertheless, reduced accuracy is expected
given the extrapolative nature of the task.
However, these errors are not the diffusion barrier er-
rors, which is the quantity of interest. The energies along
the diffusion paths are shown in Figure 7. The first row
plots the absolute energies for both the DFT calculation
and the model prediction. The second row shifts the
DFT and predicted energy curves to both start at zero,
to more easily compare and read off the barriers, which
are given in Table II. The third row of Figure 7 plots the
predicted energy curves as a function of the number of
model features M , showing the learning rate of the model
with respect to this task. The plots indicate that even
with a small number of features, for example M = 21 or
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FIG. 7. Plots of the six diffusion barrier paths (blue) and (top row) model predictions in red, (middle row) model predictions
and test data shifted by their respective starting-point energies E0, and (bottom row) convergence of models with increasing
number of features used for predictions of diffusion barrier curves. The large radii circles coincide with fewer features used
starting from a model with a single feature. The models quickly converge in shape and progress towards the red curve which
is the aggregate model prediction. There is a curve for each choice of number of features M ∈ {1, 21, 41}.
M = 41, the energy curve and resulting barrier is quali-
tatively correct, with additional features serving to refine
the curves and better align the total energies.
Visual inspection of the energy along the diffusion
paths shows that much of the error is systematic. The
Li0.2Si structures contain 60 atoms, so 12.3 meV/atom
corresponds to 0.74 eV in total energy. If these errors
were random, we would expect at least 0.74 eV error in
prediction of the diffusion barrier. However, the curves
show that the ML model can successfully distinguish be-
tween small-barrier paths and large-barrier paths, and
the MAE in barrier prediction is 0.20 eV. While there
is certainly room for improvement, we believe this data
shows evidence that the ML model is able to partially
capture the physics involved in the diffusion process.
C. Extrapolate: Larger amorphous systems
It is desirable for an energy-predictor to generalize to
structures in simulation cells with a different size than the
training set, so that it can be applied to simulation cells
large enough to contain geometries of experimental inter-
est. As system size increases, the computation becomes
challenging to carry out with DFT, but the wavelet scat-
tering transform and linear regression scales efficiently
with system size (for more details, see Appendix B), and
we are thus much less inhibited by large systems.
As discussed in Section II B, the data for this task was
generated by two different methods: “from scratch” and
“tiled.” The learning curves for each are shown in the
right panel of Figure 8. Since our model predicts global
energies per atom, it gives the exact same result for a sys-
tem that is simply periodically duplicated. This suggests
that the predictions made when extrapolating to tiled
systems that have been perturbed should maintain rea-
sonable accuracy. The figure agrees with this conjecture
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FIG. 8. A log - log plot of average of RMSEs of models on the
interpolation test set from Section III A and on all types of
large states (scratch, 2x1x1, 2x2x2) from Section III C. Here,
y-axis = log(eV/atom), x-axis = log(number of features in
models). The curves labeled 2x1x1, 2x2x2, and scratch on
right are the RMSE of energy error predictions of the 5 ag-
gregate models separated by test folds. On the left panel, we
see that the location of the minimum (i.e., the optimal num-
ber of features) for the interpolation test error is similar to
the optimal number of features for the extrapolation error on
larger states, although model over-fitting is significantly more
costly for the larger states’ predictions.
since the corresponding error lines follow a similar trajec-
tory as the line for the small system test data. The figure
also shows that simpler models are favored for the inde-
pendently relaxed AIMD-generated systems (the “from
scratch” systems). These systems are less likely than the
tiled systems to be similar to examples from the train-
ing set. The rapid increase in error on large systems for
higher model complexity illustrates the sensitivity of the
task to over-fitting. Nevertheless, as depicted in the left
panel of Figure 8, the optimal number of features for in-
terpolation on amorphous LiαSi data is approximately
the same as the optimal number of features for energy
predictions on the collection of states with larger unit
cells. From Table I (third row, “large states”), we see
that while the prediction errors are higher for the larger
systems, it is not an unreasonable increase from errors
on the smaller systems.
D. Extrapolate: Bulk Modulus
Elastic properties are another important output of
atomistic simulations. These are typically calculated by
applying small strains to the system in question and fit-
ting elastic constants to the energy-versus-strain.48 This
too is an extrapolation task for our model, because uni-
formly expanded or compressed structures do not appear
in the training set. Testing data for this task was gener-
ated based on the lowest-energy structure at each concen-
tration by applying hydrostatic strain, varying the side-
length of the simulation box from −9% to 9%.
The energy versus volume of the strained structures
(Figure 9) show remarkable agreement between DFT and
the ML model. The RMSE curves shown in Figure 10
FIG. 9. Energy per atom of hydrostatically strained LiαSi
structures as a function of volume per atom. Energies are
shifted vertically to avoid overlap: α increases down the ver-
tical axis. Error bars on ML prediction show the standard
deviation of predictions of the the 5-fold cross-validated mod-
els for each structure.
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FIG. 10. (left) Comparison of DFT-calculated bulk modu-
lus and ML-predicted bulk modulus. Modulus was calculated
through a parabolic fit to points within ± 4% strain of the
energy minimum. Error bars on the ML prediction show the
standard deviation of fitted modulus across the 5-fold cross-
validated models. Averaging across the folds leads to a pre-
diction with MAE of 3.3 GPa compared to the DFT values.
(right) A log - log plot of average of RMSEs of models on the
interpolation test set from Section III A and on bulk modulus
data from Section III D. Here, y-axis = log(eV/atom), x-axis
= log(number of features in models). Green curve is the av-
erage of the RMSEs for each fold with error bar given by the
standard deviation over the five folds. As for the large states
(see Figure 8), we see that the location of the minimum (i.e.,
the optimal number of features) for the interpolation test er-
ror is similar to the extrapolation error for the bulk modulus
states.
and the average errors in the last row of Table I (bulk
modulus) are also quite low. The predicted bulk modulus
of the structures is shown to decrease as a function of
lithium content in Figure 10. The ML method accurately
captures lithiation-induced softening of the silicon.
IV. CONCLUSION
We have demonstrated a machine-learning model
based on atomic orbital wavelet scattering that can
achieve an accuracy of 5.52 meV/atom (mean absolute
error) in energy on the prediction of amorphous LiαSi
structures. We have tested the generalizability of this
force field on three extrapolation tasks: diffusion barri-
ers, large systems, and bulk modulus. As expected based
on the nature of regression-based ML, if care is not taken
to avoid over-fitting the model performs poorly on these
extrapolation tasks. However, we have shown that a sta-
tistically based feature randomization procedure, using
the universal wavelet scattering features, can significantly
enhance performance on the extrapolation tasks without
significant reduction in performance on the interpolative
test set.
Though the present work is limited to amorphous
LiαSi, it provides general lessons for those wishing to
apply ML models to new problems in chemical physics.
This is often a daunting task, because ML is generally an
interpolative technique. Before a model can be used, it
must be trained on large amounts of data similar to the
task at hand. If the problem is new or challenging to solve
by conventional means, the generation of this data can be
quite difficult. Extrapolation from well-known systems
may be possible, but off-the-shelf ML models do not ex-
trapolate well. However, extrapolation performance can
be greatly improved by taking a different approach to
training the ML model.
Simpler models generalize better. In our model, “sim-
plicity” corresponds to the number of features (wavelet
scattering coefficients) used and the fact that these fea-
tures provide unsupervised descriptions of atomic states,
but the concept is general. Validation sets are often used
in machine learning to choose a model complex enough
to describe the training data but simple enough to avoid
over-fitting. By utilizing randomized feature selection
and the aggregation of an ensemble of models (bootstrap-
ping), we obtain a robust and accurate model when ap-
plied to the aforementioned extrapolation tasks. From
this perspective, typical ML metrics such as testing and
validation error are not the only criteria for a “good”
model.
In order to apply these principles to harder extrapola-
tion tasks and to incorporate a priori uncertainty quan-
tification, it will be necessary to leverage statistical meth-
ods that allow one to predict which properties will be dif-
ficult for the model, suggesting possibilities for efficient
training set expansion to further improve generalizability.
Training set expansion could be automated using “active
learning,” allowing a model to improve itself based on
problems presented to it. The linear regression model
over unsupervised nonlinear wavelet scattering features
is well positioned for such future work, as it is relatively
simple (compared to fully supervised neural networks) to
incorporate new data on the fly.
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Appendix A: Channel definitions
In this appendix we give precise definitions of the five
input channels:
• Lithium channel: f(Zk) = Zk if Zk = 3 and
f(Zk) = 0 otherwise
• Silicon channel: f(Zk) = Zk if Zk = 14 and
f(Zk) = 0 otherwise
• Valence channel: f(Zk) = # of valence electrons
• Ionic channel: f(Zk) = # of core electrons
• Kinetic channel: f(Zk) =
√
Zk
Appendix B: Fast wavelet scattering computations
In this appendix we describe how to efficiently compute
the wavelet scattering features described in Section II D.
In practice all computations are carried out over a dis-
crete sampling of the unit cell Qx. Such a sampling is
a three-dimensional grid Gx ⊂ Qx with Lx grid points
along each dimension. Due to the multiscale sizes of the
wavelet filters ψmj,n,` a direct computation of the circular
convolution (8) over the grid Gx will require O(L6x) float-
ing point operations. This computational cost can be
significantly reduced by carrying out these computations
in frequency.
Recalling (9), the Fourier transform of ρfx ∗ ψmj,n,` is:
F [ρfx ∗ ψmj,n,`](ω) = ψ̂mn,`(2jω)
Nx∑
k=1
f(Zk)e
−iω·Rk , (B1)
where F [h](ω) = ĥ(ω) is the Fourier transform of the
function h ∈ L1(R3). The Fourier transform of ψmn,` can
be computed analytically:
ψ̂mn,`(ω) = (−i)`
√
4pi
2`+ 1
|ω|2(n−1)−`e−β2|ω|2/2Y m` (ω/|ω|) .
Therefore (B1) can be evaluated directly for any ω ∈ R3.
We do so in a box [−ωx, ωx)3, where
ωx =
pi
∆x
and ∆x =
sx
Lx
.
The maximum frequency ωx is chosen so that the es-
sential support of ψ̂mn,` is contained within [−ωx, ωx)3,
which in turn determines the number of grid points Lx
along each side length of the unit cell Qx. This max-
imum frequency depends on the wavelet width β and
(weakly) on the (n, `) parameters. Evaluations within the
box [−ωx, ωx)3 are restricted to a grid Ωx ⊂ [−ωx, ωx)3
with grid spacing 2pi/sx, which yields Lx frequency grid
points. In particular we compute, via direct numerical
evaluation, a tensor Ψmn,` ∈ CLx × CLx × CLx defined as
Ψmn,` = F [ρfx ∗ ψmj,n,`]
∣∣∣
Ωx
. (B2)
Due to the discretization in (B2), taking the inverse fast
Fourier transform (iFFT) of Ψmn,` recovers the circular
convolution ρfx ~ ψmn,` evaluated on the spatial grid Gx:
iFFT(Ψmn,`) = ρ
f
x ~ ψmn,`
∣∣∣
Gx
. (B3)
The direct computation of Ψmn,` requires CNxL
3
x floating
point operations, whereas the iFFT calculation requires
CL3x logLx floating point operations. Therefore the total
cost is reduced to O((Nx + logLx)L
3
x).
First order wavelet scattering features are estimated
by applying the pointwise nonlinear operator σ to (B3)
and estimating the Lq(Qx) integrals with a Riemann sum
approximation. Second order wavelet scattering features
are computed by taking the fast Fourier transform (FFT)
of σ(ρfx ~ ψj,n,`)
∣∣
Gx and computing the second circular
wavelet convolution via frequency multiplication with a
direct evaluation of ψ̂m2n2,`2(2
j2ω) on the grid ω ∈ Ωx, fol-
lowed by another iFFT, application of σ, and Riemann
sum. The cost of each second order feature, given that
(B3) must already be computed for the first order fea-
tures, is O(L3x logLx).
Appendix C: Alternative Models Comparison
In this appendix we describe two models similar to the
one used in the main body of this text and compare the
results.
The model used in the main body (hereafter referred
to as the full model) has numerical results on the test
set summarized in Table I and the training method is
described in Section II C. The results of two alternative
models on the various tasks of this work are listed in Ta-
bles III and IV. The test folds of relaxation paths and
LiαSi states of the diffusion, large states, and bulk mod-
ulus states are identical in all three model comparisons.
The first alternative model (hereafter the 0-1 model)
is trained identically to the full model with five test folds
(the test folds are identical for both models) and 100 ran-
domly selected sets of relaxation strings (with replace-
ment) for training, but with only zero and first order
wavelet scattering features available for selection in train-
ing. This results in a total of 321 features (with bias) to
select from compared to 3741 in the full model. Note that
at each step of the greedy OLS training the best feature
is chosen from
√
321 ≈ 17 features that are randomly se-
lected from the remaining unselected features compared
to
√
3741 ≈ 61 in the full model. The model size M?
averaged over all 500 permutations of the training data
is 121 in the full model and 108 for the 0-1 model, with
14
RMSE (meV/atom) MAE (meV/atom)
Relaxation paths 8.04 ± 0.59 5.99 ± 0.39
Diffusion 11.8 ± 0.48 9.51 ± 0.95
Large states 14.0 ± 0.68 10.2 ± 0.42
Bulk modulus 39.5 ± 4.82 25.1 ± 2.92
TABLE III. Numerical results for ML predictions with only
zero and first order features (compared to zero, first, and sec-
ond in Table I) on the test data from the amorphous dataset
and the three extrapolation tasks from the model trained only
on the amorphous data.
standard deviations of 64 and 38, respectively. The nu-
merical results for the 0-1 model are listed in Table III.
The performance is comparable on the relaxation paths.
On the diffusion states the 0-1 model has slightly bet-
ter performance in RMSE and MAE, but the standard
deviation in MAE across the five folds is nearly double
the full model. Furthermore, inspection of the barriers
computed by the 0-1 model reveals that they are in fact
slightly worse than the full model. The performance of
the 0-1 model is significantly worse than the full model
on the large and bulk states, again with a large spread
in errors. This indicates that we get a statistically sig-
nificant benefit by including second order features in the
models.
The second alternative model (hereafter the non-
randomized model) has the same features available as the
full model and the same five test folds as the prior two
models. The training set is randomly partitioned into
four equally sized sets (selection by relaxation strings)
with a model trained for each selection of a set as vali-
dation and the remaining three for training (i.e., nested
five-fold cross validation, as in Hansen et al. 49). This
results in four trainings for each test fold for a total of
20 models trained compared to the 500 trainings (five
test sets with 100 training/validation splits) of the full
model. This non-randomized procedure ensures uniform
representation of the strings in the training, validation,
and testing folds. During training of the non-randomized
model the OLS algorithm seeks the next best feature at
each step from all remaining features rather than ran-
domly selecting a subset of features to choose from as in
the prior two models. The average value of M? is 153
for the non-randomized model with standard deviation
of 82 across the 20 trainings. The performance of this
model is similar to the full model on relaxation paths
but with significantly larger spread of the errors between
models on the diffusion, large, and bulk states. Thus the
chance of a catastrophic error is higher. Furthermore,
the RMSE and MAE are significantly larger on the bulk
states. This indicates that the model over-fit the training
data and did not generalize as well to the extrapolation
tasks. Randomized training in the full model appears to
mitigate the possibility of over-fitting.
1K. T. Butler, D. W. Davies, H. Cartwright, O. Isayev, and
RMSE (meV/atom) MAE (meV/atom)
Relaxation paths 7.50 ± 0.39 5.64 ± 0.28
Diffusion 11.6 ± 1.01 11.0 ± 1.03
Large states 9.78 ± 1.98 6.60 ± 0.81
Bulk modulus 16.6 ± 4.91 11.5 ± 3.55
TABLE IV. Numerical results for ML predictions with the
non-randomized model. The models are trained without ran-
dom feature selection at each step of the greedy OLS algo-
rithm, i.e., at each step all features are available for selection.
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