Optimization problems can often be simplified to the search for an optimal solution in the feasible search space. Based on the concept of simulating the act of human randomized search, a novel algorithm called seeker optimization algorithm (SOA) for real-parameter optimization is proposed in this paper. In the SOA, after given center point, search direction, search radius, and trust degree, every seeker moves to a new position (a candidate solution) from his current position based on his historical and social experiences. In this process, the update formula is like Y-conditional cloud generator. The algorithm's performance was studied using several typically complex functions. In all cases studied, SOA is superior to continuous genetic algorithm (CGA) greatly in terms of optimization quality, robustness and efficiency. At the same time, SOA greatly outperforms particle swarm optimization (PSO) in convergence speed. However, SOA needs more computation time. Simulations of designing both PID controller and IIR digital filter also show that SOA gets more satisfactory solutions with better evaluation values.
Introduction
In the continuous variable space, there exists a neighborhood region close to the global extremum. In this region, the fitness values of the decision variables are inversely proportional to their distances from the global extremum. It can be believed that one must find the near optimal solutions in a narrower neighborhood of the point with higher fitness value, while he must find them in a wider neighborhood of the point with lower fitness value. Seeker optimization algorithm (SOA) was originally proposed in Ref. [1] , which aims to mimic the above-mentioned searching rule of the search group and their means of information exchange to solve real-parameter optimization problems.
The study herein is the continuation and extension of work previously published in Ref. [1] . In comparison with [1] , there are two main contributions in this paper: Firstly, some concepts in SOA are further clarified. Secondly, the applications are extented to the design of IIR digital filter and PID controller. Although a version of the SOA was applied in the design of IIR digital filter in Ref. [2] , the algorithm herein is different, and the difference lies in: The search step/radius is assigned with cloud model [3] while Ref. [2] used Fuzzy reasoning to give this parameter. The preservation of the uncertainty in transition makes cloud model well meet the need of real life situation, and has already been successfully used in intelligent control [4] , data mining [5] , etc. Moreover, in Ref. [2] , the calculation of search direction applied the proportional selection rule, which can improve the population diversity so as to boost global search ability of the algorithm. However, for the proportional selection rule, it is not easy to weigh the contributions from the different empirical gradients. Hence, this study still applies the same method as [1] to calculate the search direction. This paper is organized as follows. Section 2 describes cloud model. In section 3, we introduce the SOA in details. The algorithm parameters are discussed in section 4. Convergence analysis is shown in section 5. Then, we compare the SOA with continuous genetic algorithm (CGA) and particle swarm optimization (PSO) using typical functions and the designs of PID controller and digital filter design in section 6. Finally, the conclusions and future work are presented in section 7.
Cloud Model

DEFINITION 1
Let U be the set, U={u}, as the universe of discourse, and T is a linguistic term associated with U. The membership degree of u in U to the linguistic term T, C T (u), is a random number with a stable tendency. A cloud is a mapping from the universe of discourse U to the unit interval [0, 1] . That is, C T (u):
u→C T (u). In the definition above, the mapping from U to the interval [0,1] is a one-point to multi-point transition, which shows the uncertainty. So the degree of membership of u to [0,1] is a probability distribution rather than a fixed value, which is different from the fuzzy logic. The normal clouds ( Figure 1 ) are most useful in representing linguistic terms of vague concepts because normal distributions have been supported by the results in every branch of both social and natural sciences. The cloud with n drops is generated by the basic normal cloud generator [3] .
Algorithm 1 Basic normal cloud generator
INPUT: Ex, En, He, n OUTPUT:
Here, the function RANDN(a,b) produces a normally distributed random number with mean a and standard deviation b. point(x i , μ i ) is the ith cloud drop.
Seeker Optimization Algorithm
In SOA, every seeker has a center position vector c v , 
(1) where "i" is the subscript index of seeker, and "j" is the subscript index of variable dimensions. The pseudocode of the main algorithm is presented as follows.
randomly and uniformly in the parametric space.
3.
Evaluate each seeker: Computing the fitness.
4.
Search strategy giving search parameters including center position vector, search direction, search radius, and trust degree.
5.
Position update new position of each seeker is simply calculated by (1). 6. t←t+1 7.
if t<T max , then Go to 3; Else Stop.
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Algorithm Parameters
Center Point Vector
Intuitively, center position vector c v is set to current position ) (t x v . Like PSO, Every seeker contains a memory storing its own best position so far p v and a global best position g v obtained through communication with its fellow neighbor seekers. All seekers are classified into k classes in their subscript indexes, and the seekers in the same class belong to a virtual neighborhood. Thus, g v is found just in the virtual
where r 1 , r 2 are the cognitive and social learning rates, respectively. 1 φ and 2 φ are real numbers chosen uniformly and randomly in a given interval [0, 1] . In all experiments conducted in this paper, r 1 =1, r 2 =1, and k=3.
Search Direction
In our opinion, each seeker has four significative
of the seeker with the largest fitness in a given neighborhood region, )) (
Then, search direction is assigned depending on the four directions. In our experiments in this paper, we give search direction as follows.
where ω is the inertia weight which is set toω=(T maxt)/T max in this paper, 1 ϕ and 2 ϕ are real numbers chosen uniformly and randomly in a given interval [0,1].
Search Radius
It is crucial but difficult how to rationally give search radius. For unimodal optimization problems, the performance of algorithm maybe is relatively insensitive to search radius within certain range. But for multimodal problems, different search radius may result to different performance of algorithm especially when dealing with different problems. The methods adopted in our experiments is as follows. 
Trust Degree
The parameter μ is viewed as quality evaluation of different position. It is directly proportional to the fitness of ) (t x v or the index of the ascensive sort order of 
where Sn is the sequence number of ) (t x v after sorting the fitnesses of neighbor seekers in ascending order, μ max and μ min are the maximum and the minimum μ given by user. We adopted μ max =1.0, and μ min =0.2.
Convergence Analysis
Hence, the maximum fitness of the t+1 step is larger than or, at least, equal to the maximum fitness of the t step. As a result, the SOA is convergent. But it is not determinate that the algorithm can be convergent to the global optimum.
Performance Test
Author's Names
Among the existing evolutionary algorithms, continuous genetic algorithm (CGA) [6] and particle swarm optimization (PSO) [7] have received increasing interest from the evolutionary computation community as two well-known population-based optimization techniques. In addition, they both have been applied to function optimization [7, 8] , PID controller [9] [10] [11] and digital filter design [12, 13] . So, the proposed method is compared mainly with the two algorithms.
Function Optimization
In this section, we will discuss the experiments that we have conducted to compare the performance of the SOA, PSO and continuous genetic algorithm (CGA 
As a measure of performance, we consider the average number of generations (AG) that the algorithms require to generate a solution with the absolute error between the actual function value and the ideal function value less than or equal to 0.0001. The average number of generations is obtained by performing the experiment repeatedly (in our case, 10 times) with different and randomly chosen initial populations. In order to compare the ability to prevent the convergence of the algorithms to a local optimum, we also evaluate the performance of the algorithms in terms of the number of runs (NR) (out of 10 trials) for which the algorithms get stuck at a local optimum with the absolute error between the actual function value and the ideal function value bigger than 0.0001. Besides, the best function values (BV), the average values (AV), and the standard deviations (STD) of the actual function values are also compared. Also compared is the average computation time (AT). In all our experiments, we have used a population size of 100 for all functions, and the maximum number of generations is 3000 for F5 and F8, and 1000 for the rest. The results obtained by MATLAB 7.0 software run on Pentium IV of 2.4GHz are presented in Table 1 . 
Tuning of PID Parameters
To verify the efficiency of the SOA-PID controllers, a marine control plant was taken as an example [10] . It is a second-order process with time delay described as follows.
The evaluation function is given as (11)
where e(t) is system error, u(t) is controller output, t r rise time, ω 1 =0.999,ω 2 =0.001,ω 3 =2,ω 4 =20 (when e(t)<0) or ω 4 =0(when e(t)≥0) . In order to emphasize the advantages of the proposed SOA-PID controller, we also implement the PSO-PID (PSO with adaptive inertia weight) controller and CGA-PID controller and compare the step response performance of three controllers using the same evaluation function. For three algorithms, population size is set to 30 and maximum number of generations is set to 100. As to the CGA, roulette selection, arithmetic crossover with p c =0.8, and uniform mutation with p m =0.1 were used. For the PSO, inertia weight was decreased linearly from 0.9 to 0.4, and acceleration constant c 1 and c 2 were equal to 2.0. When input is step signal (r in =1.0), and sampling time is 0.005s, simulation research was conducted repeatedly (in our case, 10 times) with different and randomly chosen initial populations. Figure 2 shows average convergence curves of evaluation values in three different PID controllers. It is found that the SOA has higher convergence speed and better searching ability than PSO and CGA. Figure 3 presents the step response of control system with three PID controllers when the smallest evaluation values were obtained from several independent experiments. Table 2 gives the step response's characteristic of each method, including controller parameters k p , k i, k d , overshoot M p , rise time t r , settling time t s , static error E ss, and minimum evaluation value J min . As can be seen, the SOA-PID controller, as a whole, has better performance than the PSO-PID and CGA-PID controller. Step response curves of three PID controllers 
Designing IIR digital filter
Because there are no analytical methods evidently when IIR digital filters with any frequency responses are considered, optimization methods are used generally [2, 12, 13] . In this research, SOA is used to optimize design of IIR digital filter in frequency domain directly. The transfer function of IIR digital filter can be represented as the following expression.
Suppose that the frequency responses of the ideal filter and the designed filter are ) ( , respectively. Optimization design of IIR digital filter using the criterion of minimal mean square error (MSE) is that the MSE between the magnitude of frequency response of designed IIR filter and the magnitude of frequency response of the ideal filter in discrete frequency point {ω i |i=1,2,…,M} is made least, i.e. 
The number of sample points, M, is set 46, and the order of the IIR digital filter is set 6, that is, N=3.
The maximum number of generations and population size is set 1000 and 80, respectively, and the best IIR digital filter with the smallest MSE value is obtained by performing the experiment repeatedly (in our case, 10 times) with different and randomly chosen initial populations. The transfer function of IIR digital filter designed by SOA is Its corresponding magnitudes of frequency response are shown in Figure 4 (solid line). As comparison, CGA and PSO are also applied to design the lowpass IIR digital filter shown in Figure 4 , too. Figure 5 shows the average convergence curves of MSE. Table 3 shows the performance parameters of three digital filters by different algorithms. figure 5 , it is found that the SOA is superior to PSO and CGA in convergence speed and searching ability. From Figure 4 and Table 3 , conclusions can be drawn that maximal ripple of the filter designed by SOA is smaller than that of the filter designed by CGA and PSO in the pass band. And in the stop band, magnitude of frequency response of the filter designed by SOA gets greater attenuation than that of CGA and PSO. According to the performance criterions that less ripple in the pass hand and greater attenuation in the stop hand correspond to higher performance, the proposed algorithm in this paper can get more satisfactory solution in the IIR digital filter design.
Conclusions and Further Research
In this research, a novel real-parameter optimization algorithm based on the concept of simulating the act of human randomized search is introduced whose performance in terms of robustness and efficiency is studied with a challenging set of benchmark problems. The SOA performed very well, converging to near global optimum when solving different classes of problems with different degrees of complexities. In all cases studied, SOA was faster and more robust than CGA with far fewer generations to converge to more satisfactory global solutions and far fewer times to get stuck at a local optimum. Besides rapider convergence speed, SOA is also superior or, at least, equivalent to PSO in all other aspects. But, SOA still needs more computation time because of relatively complex computation and our non-optimized MATLAB codes. Furthermore, the performances of both PID controller and lowpass IIR digital filter designed using SOA are better than that of CGA and PSO. Therefore, the introduced method, SOA, is effective and practical algorithm. Further research includes practical applications and theoretical analysis to better understand this algorithm's convergence properties and the effects of the parameters on its performance. Besides, computation complexity needs to be further analyzed and improved.
