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Abstract
For a complex matrix equation AXB = C , we solve the following two problems: (1) the maximal and minimal ranks of least
square solution X to AXB = C , and (2) the maximal and minimal ranks of two real matrices X0 and X1 in least square solution
X = X0 + iX1 to AXB = C . We also give a necessary and sufficient condition for matrix equations AiXi Bi = Ci (i = 1, 2) to
have a common least square solution.
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1. Introduction
Throughout this paper, Cm×n stands for the set of all m × n complex matrices. For any A ∈ Cm×n , the symbols
A∗, AT, r(A) and AĎ stand for the conjugate transpose, the transpose, the rank and the Moore–Penrose inverse of A,
respectively; EA and FA stand for the two orthogonal projectors EA = Im − AAĎ and FA = In − AĎA induced by A.
Let
AXB = C (1.1)
be a linear matrix equation, where A ∈ Cm×p, B ∈ Cq×n and C ∈ Cm×n are given, X ∈ Cp×q is unknown. As is
well-known, matrix Eq. (1.1) is connected with the following growth curve model
Y = AXB + ε,
E(Y ) = AXB,
D(Y ) = V1 ⊗ V2,
(1.2)
where A and B are two known matrices, Y is an observable random matrix, X is a matrix of unknown parameters,
ε is a random error matrix, V1 and V2 are two known nonnegative definite matrices. In the investigation of growth
curve model (1.2), a main object is to estimate the unknown parameter matrix X . There have been several methods
to estimate the unknown parameter matrix X , such as best linear unbiased estimation (BLUE), ordinary least square
estimation (OLSE) etc, see Kollo and von Rosen [1] or Pan and Fang [2]. In fact, an ordinary least square estimator
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of X is indeed a least square solution of matrix equation Y = AXB. Hence it is necessary to study the properties of
least square solution of the matrix equation in (1.1) for the growth curve model in (1.2).
Several authors have studied the matrix Eq. (1.1). For instance, Mitra [3] considered solutions with fixed ranks for
(1.1); Khatri and Mitra [4] gave a necessary and sufficient condition of (1.1) to have a Hermitian solution; Chu[5]
derived a numerical algorithm for the solution to (1.1). Recently, Tian [6] used the matrix rank method to investigate
properties of solutions of matrix Eq. (1.1), and showed the following results
max
AXB=C r(X) = min {p, q, p + q + r(C)− r(A)− r(B)} , (1.3)
min
AXB=C r(X) = r(C), (1.4)
and also gave the maximal and minimal ranks of two real matrices X0 and X1 in complex solution X = X0 + iX1 to
the matrix equation AXB = C .
Suppose that
A1X1B1 = C1, A2X2B2 = C2, (1.5)
are a pair of matrix equations, where A1 ∈ Cm×p, A2 ∈ Cs×p, B1 ∈ Cq×n , B2 ∈ Cq×t , and C1 ∈ Cm×n , C2 ∈ Cs×t
are given, X1 ∈ Cp×q and X2 ∈ Cp×q are unknown. The existence of a common solution to the pair of matrix Eq. (1.5)
has also been investigated, Mitra [7,8] examined common solutions of minimal ranks of (1.5); Ozguler and Akar [9]
gave conditions for the existence of a common solution over a principle domain; Navarra, Odell and Young [10]
obtained a new necessary and sufficient condition for the existence of a common solution to (1.5); Tian [11] derived
necessary and sufficient conditions for (1.5) to have a common solution by using the matrix rank method; And Liao
and Lei [12] gave the least square solution with the minimum-norm for the matrix equations (AXB,GXH) = (C, D)
through the generalized singular value decomposition.
Motivated by the work of [6,11,12], we use the matrix rank method and the normal equation of (1.1) to derive the
maximal and minimal ranks of least squares solutions for (1.1). The maximal and minimal ranks of two real matrices
X0 and X1 in a complex least square solution X = X0 + iX1 to (1.1) are also determined. We also use the matrix
rank method to give a necessary and sufficient condition for (1.5) to have a common least square solution. More on
external ranks of solutions to some matrix equation can refer to [15,16].
We first give some Lemmas.
Lemma 1.1 ([13]). Let A ∈ Cm×n, B ∈ Cm×k and C ∈ Cl×n . Then
r [ A, B ] = r(A)+ r(EAB) = r(B)+ r(EB A),
r
[
A
C
]
= r(A)+ r(CFA) = r(C)+ r(AFC ),
r
[
A B
C 0
]
= r(B)+ r(C)+ r(EB AFC ).
Lemma 1.2 ([11,14]). Let A ∈ Cm×n, B ∈ Cm×k and C ∈ Cl×n . Then
min
X,Y
r(A − BX − YC) = r
[
A B
C 0
]
− r(B)− r(C), (1.6)
max
X,Y
r(A − BX − YC) = min
{
m, n, r
[
A B
C 0
]}
. (1.7)
2. Rank of least square solution to AXB = C
In this section, we use (1.6) and (1.7) to derive the extremal rank of least square solution to AXB = C .
Theorem 2.1. Let
S = {X ∈ Cp×q | X ∈ min
X
‖AXB − C‖F }.
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Then the maximal and minimal ranks of least square solution X to (1.1) are given by
max
X∈S
r(X) = min {p, q, p + q − r(A)− r(B)+ r(A∗CB∗)} , (2.1)
min
X∈S
r(X) = r(A∗CB∗). (2.2)
Proof. The general least square solutions of (1.1) are given by
X = AĎCBĎ + (Ip − AĎA)V +W (Iq − BBĎ).
From (1.6) and (1.7), we have
max
X∈S
r(X) = max
V,W
r
[
AĎCBĎ + (Ip − AĎA)V +W (Iq − BBĎ)
]
= min
{
p, q, r
[
AĎCBĎ FA
EB 0
]}
, (2.3)
min
X∈S
r(X) = min
V,W
r
[
AĎCBĎ + (Ip − AĎA)V +W (Iq − BBĎ)
]
= r
[
AĎCBĎ FA
EB 0
]
− r(FA)− r(EB). (2.4)
We see by Lemma 1.1 that r(FA) = p − r(A), r(EB) = q − r(B). It is not difficult to find by block Gaussian
elimination that
r
[
AĎCBĎ FA
EB 0
]
= r
AĎCBĎ Ip 0Iq 0 B
0 A 0
− r(A)− r(B)
= r
 0 Ip 0Iq 0 B
−AAĎCBĎ 0 0
− r(A)− r(B)
= r
 0 Ip 0Iq 0 B
0 0 AAĎCBĎB
− r(A)− r(B)
= p + q + r(AAĎCBĎB)− r(A)− r(B).
Since
r(AAĎCBĎB) = r [((AĎ)∗(A∗CB∗)(BĎ)∗)] ≤ r(A∗CB∗) ≤ r [A∗AAĎCBĎBB∗] ≤ r(AAĎCBĎB),
we have
r(AAĎCBĎB) = r(A∗CB∗).
Substituting them into (2.3) and (2.4) yields (2.1) and (2.2). #
Corollary 2.2. Suppose that (1.1) is consistent. Then the maximal and minimal ranks of solution X to (1.1) are given
by
max
AXB=C r(X) = min {p, q, p + q − r(A)− r(B)+ r(C)} ,
min
AXB=C r(X) = r(C).
Proof. If (1.1) is consistent, then AAĎC = C,CBĎB = C . So we have
r(A∗CB∗) ≤ r(C) = r(AAĎC) = r(AAĎCBĎB) = r
[
(AĎ)∗A∗CB∗(BĎ)∗
]
≤ r(A∗CB∗),
hence r(A∗CB∗) = r(C). #
Next, we give an application of extremal ranks of least square solution in the growth curve model.
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Corollary 2.3. Suppose that Xˆ is a least square estimation of the growth curve model (1.2). Then Xˆ is unique if and
only if A is column full rank and B is row full rank.
Proof. Through Theorem 2.1,
max
Xˆ
r(Xˆ) = min {p, q, p + q − r(A)− r(B)+ r(A∗Y B∗)} ,
min
Xˆ
r(Xˆ) = r(A∗Y B∗).
Hence we have
Xˆ is unique ⇐⇒ max
Xˆ
r(Xˆ) = min
Xˆ
r(Xˆ) = r(AĎY BĎ) = r(A∗Y B∗)
⇐⇒ r(A) = p, r(B) = q. #
Remark 2.4. Since
X ∈ min
X
‖AXB − C‖F ⇐⇒ A∗AXBB∗ = A∗CB∗,
matrix equation A∗AXBB∗ = A∗CB∗ is always consistent, we can use A∗A, BB∗ and A∗CB∗ to replace A, B and
C in (1.3) and (1.4), and note that
r(A∗A) = r(A), r(BB∗) = r(B).
Hence (2.1) and (2.2) follow from (1.3) and (1.4).
Next, we use the idea of Remark 2.4 to derive the maximal and minimal ranks of two real matrices X0 and X1 in
complex least square solution X = X0 + iX1 for the matrix equation AXB = C .
Following the notation of Tian [6], for matrix equation AXB = C , we denote
A = A0 + iA1, B = B0 + iB1, C = C0 + iC1, X = X0 + iX1,
where A0, A1, B0, B1,C0,C1 are known real matrices with appropriate sizes, X0, X1 are unknown real matrices. For
any A ∈ Cm×n ,
φ(A) =
(
A0 −A1
A1 A0
)
is called the real expression of A.
Theorem 2.5. Suppose that Xˆ = Xˆ0 + i Xˆ1 is a least square solution of (1.1). Let
Sˆ0 = {Xˆ0 ∈ Rp×q | Xˆ = Xˆ0 + i Xˆ1 ∈ min
Xˆ
‖A(Xˆ0 + i Xˆ1)B − C‖F },
Sˆ1 = { Xˆ1 ∈ Rp×q | Xˆ = Xˆ0 + i Xˆ1 ∈ min
Xˆ
‖A(Xˆ0 + i Xˆ1)B − C‖F }.
Then:
(a) The maximal and minimal ranks of Xˆ0 in least squares solutions Xˆ = Xˆ0 + i Xˆ1 to (1.1) are given by
max
Xˆ0∈Sˆ0
r(Xˆ0) = min {p, q, p + q + s1 − 2r(A)− 2r(B) } , (2.5)
min
Xˆ0∈Sˆ0
r(Xˆ0) = s1 − r
[
A0
A1
]
− r [B0, B1] , (2.6)
where
s1 = r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B0 −B1 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 .
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(b) The maximal and minimal ranks of Xˆ1 in least squares solutions Xˆ = Xˆ0 + i Xˆ1 to (1.1) are given by
max
Xˆ1∈Sˆ1
r(Xˆ1) = min {p, q, p + q + s2 − 2r(A)− 2r(B)} , (2.7)
min
Xˆ1∈Sˆ1
r(Xˆ1) = s2 − r
[
A0
A1
]
− r [B0, B1] , (2.8)
where
s2 = r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B1 B0 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 .
Proof. Since
X ∈ min
X
‖AXB − C‖F ⇐⇒ A∗AXBB∗ = A∗CB∗,
the matrix equation A∗AXBB∗ = A∗CB∗ is always consistent. Note that
A∗A = Aˆ0 + i Aˆ1 = (AT0 A0 + AT1 A1)+ i(AT0 A1 − AT1 A0),
BB∗ = Bˆ0 + i Bˆ1 = (B0BT0 + B1BT1 )+ i(B1BT0 − B0BT1 ),
A∗CB∗ = Cˆ0 + i Cˆ1
=
[
(AT0C0 + AT1C1)BT0 + (AT0C1 − AT1C0)BT1
]
+ i
[
(AT0C1 − AT1C0)BT0 − (AT0C0 + AT1C1)BT1
]
.
We use Aˆ0, Aˆ1, Bˆ0, Bˆ1, Cˆ0, Cˆ1 to replace A0, A1, B0, B1,C0,C1 respectively in (a) of Theorem 2.2 in Tian [6], and
obtain
max
Xˆ0∈ Sˆ0
r(Xˆ0) = min
p, q, p + q + r
Cˆ0 −Cˆ1 Aˆ0Cˆ1 Cˆ0 Aˆ1
Bˆ0 −Bˆ1 0
− 2r(A∗A)− 2r(BB∗)
 , (2.9)
min
Xˆ0∈ Sˆ0
r(Xˆ0) = r
Cˆ0 −Cˆ1 Aˆ0Cˆ1 Cˆ0 Aˆ1
Bˆ0 −Bˆ1 0
− r [ Aˆ0
Aˆ1
]
− r
[
Bˆ0, Bˆ1
]
. (2.10)
It is easy to see thatCˆ0 −Cˆ1 Aˆ0Cˆ1 Cˆ0 Aˆ1
Bˆ0 −Bˆ1 0
 =
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B0 −B1 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 ,
[
Aˆ0
Aˆ1
]
=
[
AT0 A
T
1
−AT1 AT0
] [
A0
A1
]
,
[
Bˆ0, Bˆ1
]
= [B0, B1]
[
BT0 −BT1
BT1 B
T
0
]
.
From the basic rank formulas, we have
r
([
AT0 A
T
1
−AT1 AT0
] [
A0
A1
])
≤ r
[
A0
A1
]
= r
([
AT0 , A
T
1
] [A0
A1
])
≤ r
([
AT0 A
T
1
−AT1 AT0
] [
A0
A1
])
,
r
(
[B0, B1]
[
BT0 −BT1
BT1 B
T
0
])
≤ r [B0, B1] = r
(
[B0, B1]
[
BT0
BT1
])
≤ r
(
[B0, B1]
[
BT0 −BT1
BT1 B
T
0
])
.
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Hence we have
r
([
AT0 A
T
1
−AT1 AT0
] [
A0
A1
])
= r
[
A0
A1
]
,
r
(
[B0, B1]
[
BT0 B
T
1
−BT1 BT0
])
= r [B0, B1] ,
and
r(A∗A) = r(A), r(BB∗) = r(B).
Substituting them into (2.9) and (2.10) yields (2.5) and (2.6). Eqs. (2.7) and (2.8) can be similarly proved. #
Remark 2.6. It should be pointed out that we can use Theorem 2.5 to derive Theorem 2.2 of Tian [6]. In fact, if the
matrix Eq. (1.1) is consistent, then
R
C0 −C1 A0C1 C0 A1
B0 −B1 0
 ⊆ R
A0 −A1 0A1 A0 0
0 0 I

and
R
 CT0 CT1 BT0−CT1 CT0 −BT1
AT0 A
T
1 0
 ⊆ R
 BT0 BT1 0−BT1 BT0 0
0 0 I
 ,
thus we have
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B0 −B1 0
 BT0 BT1 0−BT1 BT0 0
0 0 I

= r
C0 −C1 A0C1 C0 A1
B0 −B1 0
 .
Corollary 2.7. (a) Eq. (1.1) has a real least square solution Xˆ if and only if
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B1 B0 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 = r [A0
A1
]
+ r [ B0, B1 ] .
(b) All the least squares solutions of (1.1) are real if and only if
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B1 B0 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 = 2r(A)+ 2r(B)− p − q,
or equivalently
r(A) = p, r(B) = q and
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B1 B0 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 = p + q.
(c) Eq. (1.1) has a pure imaginary least square solution Xˆ = i Xˆ1 if and only if
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B0 −B1 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 = r [A0
A1
]
+ r [ B0, B1 ] .
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(d) All the least squares solutions of (1.1) are pure imaginary if and only if
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B0 −B1 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 = 2r(A)+ 2r(B)− p − q,
or equivalently
r(A) = p, r(B) = q and
r
 AT0 AT1 0−AT1 AT0 0
0 0 I
C0 −C1 A0C1 C0 A1
B0 −B1 0
 BT0 BT1 0−BT1 BT0 0
0 0 I
 = p + q.
3. Common least square solutions of matrix equations A1X1B1 = C1 and A2X2B2 = C2
Following the work of [7–11], in this section, we use the matrix rank method to derive the conditions for the matrix
equations A1X1B1 = C1 and A2X2B2 = C2 to have a common least square solution.
Theorem 3.1. Suppose that X1 and X2 are the least squares solutions of (1.5). Then:
(a) The minimal rank of the difference X1 − X2 of two least squares solutions of (1.5) is
min
‖A1X1B1−C1‖F=min‖A2X2B2−C2‖F=min
r(X1 − X2)
= r
A∗1 0 00 A∗2 0
0 0 I
C1 0 A10 −C2 A2
B1 B2 0
B∗1 0 00 B∗2 0
0 0 I
− r [A1
A2
]
− r [B1, B2]. (3.1)
(b) The pair of matrix equations in (1.5) has a common least square solution if and only if
r
A∗1 0 00 A∗2 0
0 0 I
C1 0 A10 −C2 A2
B1 B2 0
B∗1 0 00 B∗2 0
0 0 I
 = r [A1
A2
]
+ r [ B1, B2 ] . (3.2)
Proof. It is well-known that the general least square solutions of matrix equation AXB = C can be written as
X = AĎCBĎ + (Ip − AĎA)U + V (Iq − BBĎ),
where U and V are arbitrary. Hence the general least square solutions of matrix equations A1X1B1 = C1 and
A2X2B2 = C2 are
X1 = AĎ1C1BĎ1 + (Ip − AĎ1A1)U1 + V1(Iq − B1BĎ1 ),
X2 = AĎ2C2BĎ2 + (Ip − AĎ2A2)U2 + V2(Iq − B2BĎ2 ),
where U1, V1,U2 and V2 are arbitrary matrices with appropriate sizes. In this case,
X1 − X2 = AĎ1C1BĎ1 − AĎ2C2BĎ2 +
[
FA1 , FA2
] [ U1
−U2
]
+ [V1,−V2]
[
EB1
EB2
]
.
Thus from Lemma 1.2, we find that
min
‖A1X1B1−C1‖F=min‖A2X2B2−C2‖F=min
r(X1 − X2) = r
AĎ1C1BĎ1 − AĎ2C2BĎ2 FA1 FA2EB1 0 0
EB2 0 0
− r [EB1
EB2
]
− r [FA1 , FA2] . (3.3)
Since
r
[
EB1
EB2
]
= r
[
Iq B1 0
Iq 0 B2
]
− r(B1)− r(B2)
= q + r [B1, B2]− r(B1)− r(B2),
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and
r
[
FA1 , FA2
] = r
 Ip IpA1 0
0 A2
− r(A1)− r(A2)
= q + r
[
A1
A2
]
− r(A1)− r(A2).
It is not difficult to find, by Lemma 1.1, and block elementary operations
r
AĎ1C1BĎ1 − AĎ2C2BĎ2 FA1 FA2EB1 0 0
EB2 0 0

= r

AĎ1C1B
Ď
1 − AĎ2C2BĎ2 Ip Ip 0 0
Iq 0 0 B1 0
Iq 0 0 0 B2
0 A1 0 0 0
0 0 A2 0 0
− r(A1)− r(A2)− r(B1)− r(B2)
= r

0 Ip Ip 0 0
Iq 0 0 B1 0
Iq 0 0 0 B2
−A1AĎ1C1BĎ1 A1 0 0 0
A2A
Ď
2C2B
Ď
2 0 A2 0 0
− r(A1)− r(A2)− r(B1)− r(B2)
= r

0 Ip Ip 0 0
Iq 0 0 B1 0
Iq 0 0 0 B2
0 A1 0 A1A
Ď
1C1B
Ď
1 B1 0
0 0 A2 0 −A2AĎ2C2BĎ2 B2
− r(A1)− r(A2)− r(B1)− r(B2)
= r

0 Ip 0 0 0
Iq 0 0 0 0
0 0 0 −B1 B2
0 0 −A1 A1AĎ1C1BĎ1 B1 0
0 0 A2 0 −A2AĎ2C2BĎ2 B2
− r(A1)− r(A2)− r(B1)− r(B2)
= r
 0 −B1 B2−A1 A1AĎ1C1BĎ1 B1 0
A2 0 −A2AĎ2C2BĎ2 B2
+ p + q − r(A1)− r(A2)− r(B1)− r(B2)
= r
 0 −B1B∗1 (B
Ď
1 )
∗ B2B∗2 (B
Ď
2 )
∗
−(AĎ1)∗A∗1A1 (AĎ1)∗A∗1C1B∗1 (BĎ1 )∗ 0
(AĎ2)
∗A∗2A2 0 −(AĎ2)∗A∗2C2B∗2 (BĎ2 )∗

+ p + q − r(A1)− r(A2)− r(B1)− r(B2)
= r
 0 −B1B∗1 B2B∗2−A∗1A1 A∗1C1B∗1 0
A∗2A2 0 −A∗2C2B∗2
+ p + q − r(A1)− r(A2)− r(B1)− r(B2)
= r
A∗1C1B∗1 0 A∗1A10 −A∗2C2B∗2 A∗2A2
B1B
∗
1 B2B
∗
2 0
+ p + q − r(A1)− r(A2)− r(B1)− r(B2)
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= r
A∗1 0 00 A∗2 0
0 0 I
C1 0 A10 −C2 A2
B1 B2 0
B∗1 0 00 B∗2 0
0 0 I
+ p + q − r(A1)− r(A2)− r(B1)− r(B2).
Substituting them into (3.3) yields (3.1), and (3.2) follows from (3.1). #
Corollary 3.2. Suppose that the two matrix equations in (1.5) are solvable, respectively. Then (1.5) have a common
solution if and only if
r
C1 0 A10 −C2 A2
B1 B2 0
 = r [A1
A2
]
+ r [ B1, B2 ] .
Proof. Suppose that (1.5) have a common solution, then
R
C1 0 A10 −C2 A2
B1 B2 0
 ⊆ R
A1 0 00 A2 0
0 0 I
 and R
C∗1 0 B∗10 −C∗2 B∗2
A∗1 A∗2 0
 ⊆
B∗1 0 00 B∗2 0
0 0 I
 .
Thus we have
r
A∗1 0 00 A∗2 0
0 0 I
C1 0 A10 −C2 A2
B1 B2 0
B∗1 0 00 B∗2 0
0 0 I
 = r
C1 0 A10 −C2 A2
B1 B2 0
 .
Remark 3.3. The results of (b) in Theorem 3.1 can also be derived from the results of [11] through normal equation,
but the results of (a) in Theorem 3.1 cannot be derived from the results of [11]. Hence we prefer to use the matrix rank
method to derive Theorem 3.1.
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