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Abstract
Aluminum is an important energetic material that burns with a variety of oxidizers with a high reaction
enthalpy. It is a top performer for energy density if oxidizer mass is considered as well as the fuel. Because
of this, it is often used as an energetic additive in anaerobic conditions because it reacts in what typically are
products of primary fuels and oxidizers and further increases chamber temperatures in solid rocket motors or
blast overpressure in enhanced blast weapons. Despite decades of research, gaps still exist in the knowledge
of how aluminum burns, especially with the recent trend of using smaller particles (10 µm and below). While
aluminum is a very energetic material, its rate of oxidation is relatively low, and efforts are made to not
only increase the heat release rate of particles reacting with oxidizer, but also to increase peak combustion
temperature. Experimental studies were performed measuring the combustion characteristics of aluminum
in the heterogeneous shock tube. The heterogeneous shock tube provides unmatched control of temperature,
pressure, oxidizer concentration, etc., in which to test energetic materials of different particle sizes.
The burning time diameter exponent, n as in tb ∼ dn, in aluminum particle combustion was measured to
be as low as, or lower than 0.3, in conditions in the transition regime between kinetic and diffusion limited
particles. This anomalous result, as well as observed increases of burn time with pressure when using water
vapor as an oxidizer had been attributed to a pressure dependence on ignition of particles in these conditions
or broad overlapping size distributions. Both theories were tested and rejected.
Furthermore, an acrylic end section was implemented on the shock tube which provides complete optical
access to the final 61 cm of the shock tube. This optical access allowed high speed images (50k fps) of the
particle motion, ignition, and combustion. Results are presented which give a more complete understanding
of burntime variability in the heterogeneous shock tube, owing to the contribution of initially wall-bound
particles vs. those that are in the free stream upon the passage of the incident shock, bright clusters of rapidly
moving burning particles, and non-uniform cloud distributions in the tube, all previously undifferentiated
by shock tube burntime methods.
Absorption spectroscopy was used to probe the ground state of Aluminum monoxide (AlO), a gas phase
combustion intermediate, and Al vapor in order to quantify the amount of Al and AlO present under
ii
conditions where these species were not observed in emission previously, notably in most conditions with
nano-aluminum particles. At least three regimes of combustion were observed for nano-aluminum combus-
tion. At temperatures above 2000 K, particles burn with AlO and Al vapor present. Between 1500 K and
2000 K, particles burn with Al vapor present, but without detectable AlO. Between 1200 K and 1500 K,
particles burn without either vapor phase component present. These results had important implications for
two proposed mechanisms for nano-aluminum ignition and combustion.
Optical measurements of the peak combustion temperature from AlO consistently measure near 3200 K
in micro-Al combustion, even though higher temperatures are seen near larger particles. One proposed
limiting factor was the volatilization temperature of alumina. The reference literature is divided on this
temperature, which previously was measured with large extrapolations. The volatilization temperature was
measured by measuring the extinction cross-section of nano- and micro-alumina at non-resonant wavelengths
at different ambient temperatures. The volatilization temperature at 1 atm appears to be at least as high
as 4000 K and does not appear to be a limiting temperature in micro-Al combustion
Finally, two other sets of measurements were made to support high temperature measurements of alu-
minum combustion, especially in the optically thick conditions commonly observed in propellant plumes or
explosive fireballs. The first was a measurement of the alumina emissivity spectral dependence, which is
absolutely necessary to make pyrometric measurements. A significant temperature dependence was observed
in the emissivity spectral dependence. Additionally, spatially resolved fiber optic emission probing was used
in the optically thick fireballs from aluminized explosives. Using the probes allowed observations inside the
fireball and avoided biases from temperature inhomogeneity and ambient air interactions in these explosive
fireballs.
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Chapter 1
Introduction
1.1 Aluminum Combustion
Aluminum is an energetic material that burns with a variety of oxidizers with a high reaction enthalpy.
It is often used as an energetic additive because it reacts in what typically are products of primary fuels
and oxidizers. Its potential to react in anaerobic conditions (conditions without air/oxygen) makes it espe-
cially interesting. In solid rocket motors (SRM), aluminum is added to propellants to increase combustion
temperatures and often decrease combustion motor instability. Aluminum passes through the propellant
primary flame zone and burns in the propellant’s hot products, typically CO2 and H2O, with very little O2
available. In enhanced blast weapons (EBW), i.e. metalized secondary explosives, aluminum burns at least
partially in the anaerobic cloud of the post detonation gases in order to increase blast temperatures and
blast overpressure. While other metals, including lithium, silicon, boron, beryllium, and magnesium have
been studied [1–5] and have been at times active areas of research, aluminum is most prevalent because it
has one of the highest energy densities of energetic metals when also considering oxidizer mass. Importantly,
it does not suffer from some of the drawbacks of the other metals, such as a difficulty of ignition, or low
volatility, or high toxicity.
Aluminum reactions do, however, have a relatively high ignition temperature (for particles >20 µm, the
melting temperature of aluminum oxide, ∼2350 K), long ignition delays, and comparatively slow heat release
rates. Particle burn time measurements, which are proportional to reaction rate, are very important because
of the prevalence of using energetic solids as fuels or additives in a number of combustion applications, such
as coal combustion, blast weapons, and SRM. In a SRM, a critical performance metric is the time it takes the
particles to heat up, ignite, and burn to completion. If the sum of the heat up time, ignition delay, and burn
time is larger than the flow residence time of the particle in the reactor, then the particle’s energy contribution
is lost. Similarly, if aluminum particles do not react and burn promptly in an EBW, the aluminum will not
contribute to the blast overpressure or the peak temperature of the secondary explosive. In fact, its presence
would be counterproductive in an EBW as it would replace the mass of a more energetic secondary explosive.
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Ignition delay and particle burntime may be functions of temperature, pressure, oxidizer composition, and
particle size [1, 6–8].
Aluminum monoxide (AlO) is an important gas phase combustion intermediate of aluminum with oxygen
containing oxidizers, such as H2O, CO2, and O2. Typically, it is seen in emission and absorption during
combustion of aluminum particles (1 µm and larger) at temperatures greater than 2300 K. The AlO spectrum,
when it is observed, can be used to measure a temperature of the gas phase surrounding the particle, and
along with particle temperature from pyrometry [9], can be used to assemble a flame structure [10] suggestive
of a combustion mechanism. In their work, Bazyn et al. [11, 12] measured the flame structure of particles
down into the micron aluminum regime and observed interesting suppression of the peak flame temperature
with decreasing particle size, suggestive of a transition away from the diffusion limited combustion regime
and into the kinetic limit. As particle size decreased even further into the nanoscale range, AlO was often
not observed, and particle temperatures often did not rise significantly above the ambient temperature [13].
1.1.1 Al Micro-sized Particle Combustion
Because aluminum is very reactive with oxygen, even at room temperatures, the outermost layer of the
aluminum particle reacts promptly to form aluminum oxide, which seals the particle and prevents further
oxidation. The thickness of the oxide layer varies with temperature, but typical coating thicknesses are
approximately 3 nm. It is this oxide layer that controls the ignition of aluminum.
Under slow heating rates, Dreizin [14] has observed that the aluminum oxide shell, which is initially
amorphous, transitions to a γ crystalline phase, grows, transitions to an α phase, and continues to grow until
ignition. During the transition between phases, the aluminum is exposed to oxidizer, which allows reactions
and heatup. However, the growth of the next phase can seal the shell and prevent further oxidation of the
particle. Eventually as the particle temperature approaches and surpasses the melting temperature of the
oxide (∼2300 K), surface forces cause the alumina to retract, exposing the aluminum to further reaction.
It is still unclear if this ignition process is the same under higher heating rates. Under higher heating
rates, the expansion of aluminum (thermal expansion coefficient of aluminum is larger than alumina) may
cause stresses and cracks to appear in the oxide layer, which would allow aluminum vapor to escape and
react, further heating the particle. Under high heating rates and with sufficient reaction, there may be
insufficient time for the growth and recovery of the oxide shell to contain the aluminum [15, 16].
Early work by Glassman [17] with particles > 200 µm showed that once aluminum particles were ig-
nited, they burned in the vapor phase with a classical diffusion limited flame front. This structure prevails
because, generally, the peak boiling point of the metal oxide, the volatilization temperature (∼4000 K at
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1 atm according to Glassman), was higher than the aluminum boiling point (∼ 2791 K). Peak combustion
temperatures approached the product volatilization temperature because the heat of reaction in general was
insufficient to completely volatilize alumina, and the particles themselves were also at temperatures higher
than the ambient temperature, approaching the aluminum boiling point. Indeed large Al particles (>20 µm)
burn in this manner. Figure 1.1 shows a schematic of the ignition and combustion of a large aluminum
particle. Refinements have been made from early observations because the product of the reaction of alu-
minum and oxygen containing oxidizers produces alumina, which quickly condenses to a liquid at combustion
temperatures [18]. This alumina is transported back to the particle and accumulates, forming an oxide cap
which has been observed numerous times, including in Melcher and Krier’s laboratory scaled rocket motor
[19].
Figure 1.1: Schematic of the classical ignition, combustion, and burn to completion of a large Al particle.
Over the years, the combustion times of these aluminum particles have been well characterized in solid
rocket motors [19], etc., using either single particles or powders in burners [18, 20–23]. Correlations with
varying effectiveness for aluminum particles, in particular larger than 20 µm are available, the most popular
of which is from Beckstead and coworkers [20, 24, 25]. The Beckstead correlation, which is widely used,
even outside the range of the fit to data, has a d−1.8T0.2P0.1X dependence on the burning rate, where d
is diameter, T is temperature, P is pressure, and X is mole fraction of oxidizer. This correlation predicts
a weak temperature and pressure dependence, uses n = 1.8 for the diameter dependence, and assigns an
effective oxidizer contribution to the burning rate, predicting the burning rate of Al in H2O as about half
that of Al in O2, and that of Al in CO2 as about one fifth of the rate in O2. These effective oxidizer rates
are dominated by differences in the diffusion rates of these oxidizers.
A great deal of modeling work has also been performed for single particle aluminum combustion, typically
with micron sized particles and larger in the diffusion limited regime [25]. Models have been expanded to
include transport properties and full gas phase chemistry [24, 26]. Additionally, models with reactions near
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the surfaces and oxide buildup have been developed [27, 28]. In 2008, Washburn, et al. [29] modeled Al
particles with some agreement with previous UIUC experimental results [30, 31]. They included detailed
chemistry and mechanisms for the accumulation of condensed phase products on the surface of the aluminum
particle. However, surface reactions and alumina phase changes were incomplete, leading to some differences
between computational and experimental results with water vapor as an oxidizer. These surface effects,
including the diffusion of oxidizer through the oxide layer, become critically important in the modeling of
ignition and combustion as particle size decreases, including into the nano-aluminum regime. Some modeling
has been performed in nano-Al combustion by Campbell et al. [32] and Huang et al. [33].
One of the most visible applications of aluminum combustion, and a continuing motivator for experimental
research, is as the fuel in SRM, most notably the Space Shuttle Solid Rocket Booster. The Solid Rocket
Booster is 45 m long, which means very long in-rocket residence times are available to react aluminum
particles. The particle sizes in the propellant are approximately 30-50 µm. Demands for smaller rockets
and tactical missiles, with smaller available in-combustor times, suggest that in order to increase the heat
release rate for the same combustion temperature, pressure, and oxidizer composition, the particle size must
be lowered. However, extrapolating the Beckstead correlation below approximately 20 µm does not work.
As particle size decreases below ∼20 µm, and down to the nano levels, particles burn in quite a different
fashion with decreased diameter dependence and a greatly increased temperature and pressure dependence.
The Beckstead correlation’s predicted burntimes for particles smaller than 20 µm are an order of magnitude
under-predicted and increasingly under-predicted as diameter decreases. For instance, as can be seen in
Fig. 1.2, which are aluminum burn times measurements for a variety of conditions [1, 5, 13, 18–20, 30, 34–
48], plotted solely as a function of diameter, burn times from particles larger than about ∼20 µm follow
approximately a tb ∼ d1.8 slope, however, below ∼20 µm, burntimes diverge significantly from this trend.
Even so, the correlation, and particularly the n = 1.8 value, continue to be widely used in experimental
analyses and in developing models.
This under-prediction of burn time for smaller particles is precisely the error that is unacceptable in
SRM applications. If particles take longer than the in-rocket residence time in order to burn, their energetic
contribution is lost and only increase the mass without adding to performance.
The deviation from tb ∼ d1.8, i.e. a weaker diameter dependence on burn time, is one of the indicators
of a transition from the previously described diffusion limited flame structure towards a more kinetically
dependent structure [11]. In the quasi-steady kinetic limit [49], the limiting factor becomes the kinetics
of the reaction rather than the transport, and the burn time is proportional to d (not d2) and inversely
proportional to the the pressure, P. Additionally in this kinetic regime, the ambient temperature affects not
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Figure 1.2: Burntimes of aluminum particles.
only the ignition but also the burning rate of aluminum to a far greater extent than is seen in larger particles.
It is commonly assumed that at small particle sizes and low pressures (enhanced diffusive transport), the
diffusion limited approximation will fail. For small Al particles, however, the quasi-steady approximation
will likely fail before the kinetic limit is reached. In general, transition towards the kinetic limit, i.e. particles
burning in the transition regime between these two limits, has been experimentally observed as a weakening
of the n exponent in the dn law, an enhanced pressure dependence on the burning rate, and a change in the
observed flame structure [11].
The combustion behavior of small Al particle sizes (<10 µm) is well-suited for experimental study using
the heterogeneous shock tube technique. The ‘heterogeneous’ term refers to the introduction of condensed
phase fuels into the previously well characterized shock tube apparatus for gas phase reactants [50–52]. The
shock tube uses the shock wave produced from the rupture of a diaphragm between a high pressure driver
section and a low pressure driven section in order to produce very high temperature and high pressure
environments in which to observe reacting particles, injected before the diaphragm burst. The shock tube
can produce sub-microsecond jumps in temperature and pressure (up to ∼5000 K and ∼30 atm reflected
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shock conditions in the UIUC shock tube) in controlled oxidizing environments. This high degree of control
comes at the expense of a short test time. The test time for the 9 m UIUC shock tube is approximately
2 ms, in which particles must stagnate, heatup, ignite, and burnout. For aluminum, this test time limits the
particle size in the UIUC shock tube to approximately 10 µm. Further details of the heterogeneous shock
tube and its operation will be described in Sec. 2.1.
Previous work in the UIUC shock tube studied the combustion times for aluminum particles in the
size range of 3 - 11 µm with oxygen, carbon dioxide, and water vapor at high temperatures (>2400 K),
high pressures (4-25 atm), and varying oxidizer composition (15-70% by volume in inert diluent) [30, 48]. A
reversal of the relative oxidizer rates at which carbon dioxide and water vapor oxidize aluminum was observed,
with aluminum burning slower in water vapor than in carbon dioxide. Interesting pressure effects were also
observed in this regime, with particles requiring more time to burn out with pressure with water vapor
as an oxidizer, a decrease in burntime with pressure for oxygen as an oxidizer, and being approximately
independent of pressure for carbon dioxide as an oxidizer. No significant temperature dependence was
observed, but the diameter exponent in this range was calculated and was always below 2, or much lower,
∼0.2 - 0.4.
1.1.2 Size Distribution Effects
Size distribution effects are very important, and their characterization is critical in making combustion mea-
surements involving condensed phase fuels. While it is relatively easy to create (or sieve) nearly homogeneous
size distributions (relative to the particle size) for large particle sizes or for liquids, it is very difficult for solid
particles smaller than 20 µm. Combustion characteristics and particle characteristics change with diameter,
and the interpretation of measurements can be greatly affected by the distribution of particle sizes that are
studied.
In the shock tube, particle size must be considered because it controls the stopping time, heat up time,
and burn time of the particles behind the reflected shock. General discussions of particle size effects are
available [23, 53, 54] including those particle motion effects.
More specific to burn times, especially in measurements to characterize the size dependence on burn time
(i.e. tb ∼ kdn) using optical methods, it is impossible to measure anything other than the light intensity
from a distribution of particles with different sizes, and those size distributions are often broad relative to
the particle size. At the very least, it leads to uncertainty and spread in data observed because on top of
the complexity of a single particle reacting, there are many particles of different sizes which can ignite and
burn out at different times. While it is assumed that these particles ignite and burn independently, as there
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is sufficient average spacing of particles, locally there are undoubtedly areas where small particles adjoining
large particles can help ignite the larger particles quicker than they would thermally. While this would still
be an issue if all the particles were the same size, there would be less uncertainty since all particles could
ignite and burn at the same time.
A primary source of uncertainty and error comes from the difficulty (especially in shock tubes) in making
single particle measurements for small particles. In larger particles (>30 µm) size selection is more accurate,
and the spread relative to the mean diameter can be small. Even single particle experiments can be conducted
[20]. As particle size decreases, size discrimination is more difficult and the spread in the distribution is large
compared to the diameter. For instance it is relatively easy to obtain particles within 1 µm of the average
for particles larger than 30 µm, however smaller particles do not have as tight distributions. A 40 nm spread
around an average of 80 nm is around the state of the art for bulk production of nano-aluminum. For micron
sized particles, like Valimet’s ‘H-5’ powder, the spread is a few µm around a 5 µm average [55].
Single particle measurements can be carefully conducted for particles in these small size ranges. For
instance, from the work of Mohan and Dreizin [56], size discrimination was made on the basis of the maximum
absorption of laser light with diameter. The diameter was around 3 µm. However the diameter dependence
on absorptivity of a conducting sphere surrounded by an insulating oxide is complex, and particles not
receiving peak absorption still may receive sufficient light in order to ignite. More commonly, techniques
in this size regime, including necessarily the heterogeneous shock tube, involve averaging a powder sample
[14, 23, 57, 58] typically presented as one number, the number average of the particle diameter. However,
proper interpretation of measurements requires knowledge of the size distribution and specifically the tails
of distributions.
The actual averaging of particle size in reporting a distribution may be important. For instance in the
intensity based measurements of the particles in the shock tube (which are based on measuring the emission
of combustion intermediates), emission signals are biased by larger particles. A large particle intuitively
burns and emits with higher intensity and longer duration than a smaller particle. The proper scaling is not
entirely clear, though. It makes sense that the duration of the burn of a particle should depend on the mass
divided by some diameter burning rate dependence (n < 2), which is of course unknown, but ultimately
requires that the weighting must be greater than d. From this assumption, there are two weighting schemes
for the intensity which make sense: d2 and d3. Figure 1.3 shows these two such weighting schemes with the
three regimes in which they may be valid.
In optically thin conditions, i.e. all the photons emitted from the combustion intermediates in the solid
angle of the detector would be collected by the detector without significant reabsorption, a d2 dependence
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on the intensity would seem to be appropriate if the combustion intermediates were confined to a narrow
flame front, at a standoff distance away from the particle. This structure is the case for large particles which
burn with a diffusion limited structure and a classical frame front [17]. As particle size decreases and the
particle enters into the transition regime between the diffusion and kinetic limits, vapor phase species do
not only react in a classical flame zone. The area available for the reactants to diffuse into is large compared
to the reaction time, and emission may occur from a larger volume around the particle. In this instance,
a d3 dependence on the total intensity would seem appropriate. Dreizin [59] studied aluminum particle
burning rates in premixed flames and fit observed emission profiles to analytical functions of diameter. A
d3 dependence on the intensity was observed.
As the particle size decreases further, reactions could occur near the particle surface or on the surface
itself, as diffusion of the oxidizer to the particle surface is pervasive. Once again emission intensity from the
particle would seem to scale like the surface area or d2. These two alternatives will be tested.
Figure 1.3: Three regimes that may indicate the appropriate average to scale over for intensity based
measurements.
In 2008, results from work in the heterogeneous shock tube at UIUC were challenged by Washburn et
al. [29] and interpreted to be solely an artifact and attributable to size distributions. The first such result
was an increase of burn time with pressure seen in micron-sized aluminum powder burning in water vapor
[30, 31]. Figure 1.4 shows the burntime of ‘H-5’ aluminum particles (∼ 6 µm) in 50% water vapor, 50%
Ar with pressure when all conditions had reflected shock temperatures of 2500 K. The increase in burntime
with pressure, which was not observed with carbon dioxide or oxygen as oxidizers, was attributed to either
a depletion of the radical pool with pressure or an inability of the particle to sustain vapor production
as pressure increases. In these conditions, in which aluminum particles burn in the transition between the
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diffusion limited regime and the kinetic limited regime, undoubtedly radical reactions are important, and the
radicals recombine with pressure. The second reason is more subtle. While the adiabatic flame temperature
increases with pressure as anticipated, the actual peak combustion temperatures in the gas phase do not
exceed around 3200 K [11]. When diffusing into water vapor, the boiling point of aluminum, which also
increases with pressure similarly to the adiabatic flame temperature, will meet and intersect the measured
combustion temperature with pressure [60]. While this is not a guarantee that a significant fraction of
reactions would not pass through the gas phase, it is intuitive that burning rates should be slower in this
transitional regime when both kinetic and diffusive rates are important, if the diffusive rates are slowed.
Figure 1.4: Increase of burntime with pressure for aluminum burning in water vapor, from Lynch et al. [31].
Washburn et al. [29] have modeled the experimental results in the shock tube, both the recent work with
water vapor [31] as well as the previous work of Bazyn et al. [30]. While there is excellent agreement in the
temperature dependences and oxidizer mole fractions dependences seen in the experimental and numerical
results, the model has thus far been unable to replicate this pressure result with water vapor. Washburn
[29] has suggested a pressure-dependent ignition process (at least in the shock tube) to explain the longer
burn times in higher pressure. To be sure, there is a diameter dependence on ignition, but it is solely due to
thermal heatup effects, with larger particles requiring longer times to heat up. However, in all cases in the
shock tube, the heatup time is very small, on the order of microseconds, while the burning takes 200-800 µs.
It is unclear the effect that would cause a pressure dependence on ignition, but it would presumably be
related to kinetics and not thermodynamics. Also, the base rate of each particle burn would be roughly
constant or perhaps slightly increasing with pressure (i.e. decreasing burn times), however this could be
masked if the larger particles do not ignite until under higher pressure. Then in the high pressure cases,
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a greater contribution in intensity would present from larger particles which had difficulty igniting under
lower pressure, which would mask the otherwise enhanced rate seen of the smaller particles, which may even
burn out faster than they had at lower pressure.
More importantly, burntime diameter exponent dependencies (tb ∼ dn) with n less than 1 have been
observed in the heterogeneous shock tube [48]. Classically the diameter dependence for large particles
should approach n = 2, akin to the way a hydrocarbon droplet burns with air. However, there are ample
reasons to decrease this diameter exponent, including agglomeration, formation and accumulation of the
condensed phase product aluminum oxide, transition into a kinetically limited combustion regime, and
particle fragmentation [18, 19]. As particle sizes are reduced and diffusion is fast enough, oxidizer is present
at the particle, and particles become kinetically limited, and the diameter dependence should drop to around
n = 1. However, for the same reasons as the larger particles, these diameter dependences can drop below 1.
Indeed this has been observed in aluminum particles both in the UIUC heterogeneous shock tube as shown
in Fig. 1.5 and by Parr et al. [46].
Figure 1.5: Measurements of the diameter exponent n from the 3.1 µm and 11.2 µm Al distributions tested,
from Lynch et al. [48].
However, it has been suggested [61] that wide size distributions and long tails relative to their peak that
are seen in powders in these size regime may contribute to a lowering of the observed diameter exponent n <
1 as previously observed. This lowering of the diameter exponent may be enhanced if the size distributions
for which n are calculated overlap. While no tighter size distributions exist that can be tested in the shock
tube, this effect will be simulated.
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Objective
All these hypotheses can be tested by measuring burntimes of different, specially tailored size distributions.
The weighting average of diameter necessary to develop a single number which best tracks burn time for
intensity based measurements can be determined from the alternatives by measuring the burn time of
different fully characterized size distributions. A pressure dependence on particle size can be observed by
introducing small amounts of large particles into relatively small size distributions and observing if the
burn times compared to pure small size distributions stratify as pressure increases. Finally, the effect of
overlapping size distributions on the diameter exponent, n, can be observed by calculating n for different
simulated size distributions using known measured burntimes.
1.1.3 Nanoparticle Combustion
Requirements for shorter ignition delays and faster heat release rate have driven the particle sizes of interest
in aluminum combustion down from 100’s of microns to the nano-scale [62, 63]. Previous studies have
shown the burning rate of large aluminum particles is proportional to d−1.8 where d is diameter [24]. The
burning rate is also strongly dependent upon the ambient temperature and pressure, but not strongly in
larger particles. As particles approach the transition regime, ambient temperature and pressure begin to
more strongly affect the burning rate [48]. The ignition delay is very dependent upon ambient temperature
and heating rate, and smaller particles heat up faster and thus ignite faster.
Previous work [13], showed very weak AlO emission during n-Al combustion, and no detectable AlO
emission under most conditions. In particular, AlO was not observed for n-Al burning in CO2 under any
conditions, and only for the highest pressures (∼30 atm) was it observed in the UIUC shock tube when
burning in mixtures of O2 and inert Ar. In the cases in which AlO was observed, the pyrometry measurements
indicated a condensed phase temperature above 3000 K, consistent with vapor phase Al combustion. Cases
where no AlO was observed were characterized by a temperature rise of a few 10s to a few 100s of degrees
above the ambient shocked temperature, 1200 - 1800 K. Lack of AlO emission during low temperature
combustion (< 2000 K) may be due to a change in combustion mechanism from vapor phase combustion to
a surface mode of combustion, or because at lower temperatures, there is much less excited AlO and so less
emission. One goal is to differentiate between these possibilities.
Atomic Al emission has also been observed during Al combustion, and it may also be used as an indicator
for combustion because high enough concentrations for detection should only be present in a high temperature
reaction zone [12].
A surface mode of oxidation has been proposed for n-Al [14, 64], where in the limit of small particle size,
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classical particle combustion theory predicts [17] that transport to the surface will be sufficiently rapid so
that all relevant oxidation reactions will occur at or very near to the surface. In nano-particles (on the order
of 100 nm), heat loss is rapid due to high surface to volume ratio, and thus heat transfer considerations
alone may preclude the heatup of a particle enough to sustain a vapor phase structure until the most rapid
of reaction rates (i.e. very high temperatures and pressures as previously tested [13], O2 instead of CO2,
etc.). However, there is oxidation of aluminum at low temperatures, including with particle temperatures
at and below the melting point of aluminum (933 K) [45, 65]. These reactions occur with condensed phase
species. There are competing theories of the fundamental mechanisms for the ignition and combustion of
metal particles and the heat release time of the particles in the temperature region between the melting point
of the metal and the melting point of the metal oxide. One such theory is based on diffusive-oxidation, and
the other is a melt dispersion mechanism (MDM) [66]. Detection (or lack thereof) of vapor phase species
during low temperature combustion of n-Al can assist in validating either model.
For example, one diffusive-oxidation mechanism, the shrinking core mechanism [45, 64, 65, 67, 68],
predicts that the oxidizer diffuses into the liquid phase particle through the oxide shell surrounding each
aluminum particle and reacts heterogeneously at the surface of the aluminum core. Heat generated by
oxidation at the particle surface or inside the oxide layer is lost primarily by rapid conduction to the ambient
gas. As the particle size increases or the reaction rate increases, heat losses are reduced, and the particle
temperature increases. At some point, presumably, the aluminum vapor pressure becomes sufficient such
that Al diffuses outward, producing an aluminum vapor fuel. Then, transport limitations become important
and a flame front develops a distance away from the surface. This diffusion limited flame structure is what
is commonly observed in larger particle (e.g. 50+ µm diameter) Al combustion, but it likely that these large
particles do not transition through a shrinking core structure during ignition.
In the melt dispersion mechanism (MDM) [66, 69, 70], mechanical stress in the nano-particle oxide coat
during rapid heating (106 - 108 K/s) is suggested to cause the particle to spallate into nano-clusters (1 -
5 nm in diameter). These clusters of aluminum atoms react with oxidizer in a kinetically limited fashion
[32].
The theories offer competing predictions, some of which can be directly tested. MDM predicts that the
product particle size should be smaller than the initial particle size if the particles spallate. Even with oxide
buildup on the clusters during reaction, the final particle size should be much smaller than the initial particle
size. On the other hand, the shrinking core model predicts that the product particle size should be larger
than the initial particle size. In-situ particle size is a difficult, but not impossible measurement. In single
particle measurements, particle sizing, even on the nano scale can be made with scattering measurements.
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However, measurements of particle distributions, especially nano-particles are more difficult. Time resolved
laser induced incandescence (LII) [71–73], which is often used for coal and char nano-particle distributions,
including in shock tubes, may be possible. In LII, particles, which can be burning and emitting radiation, are
irradiated with a laser pulse on the order of nanoseconds. The particles absorb this radiation and then emit
the energy (back down to their previous emission background, which may be high), and the time scale for
this emission can very precisely be calibrated to average particle size. Multiple laser pulses could presumably
track the particle size with time. It is unclear if this method could be made suitable for nano-aluminum
powder. As aluminum is coated with the alumina shell, the time response from a particle composed of a metal
core and an insulating oxide shell is more difficult to model and characterize. Secondly, the absorptivity and
emissivity of alumina is much lower than, for instance, previously studied carbon particles, so the method
may be difficult to implement.
Next, the presence of gas-phase intermediates around the burning nanoparticle is another differing re-
quired prediction. For the shrinking-core model, the solid-state diffusion is predicted to be the rate-limiting
oxidation step. In this case, gas phase diffusion of oxidizer to the outer particle surface is much faster than
the supply of fuel through the oxide coating. However, it is unclear the relative rates of Al diffusing through
the oxide shell outwards or oxidizer diffusing inwards through the shell. In either case, there is a gradient of
fuel concentration across the solid oxide, but likely no penetration of fuel into the gas-phase. In effect, the
gas-phase structure around the particle is the same as the classical kinetic limit, but with surface diffusion
providing the limiting process instead of surface reaction. Thus, few if any gas phase intermediates should
be observed in the pure shrinking core case since there would be a strong concentration of available oxidizer
at the surface, and perhaps, in the very particle. On the other hand the MDM should have gas phase species
components like Al vapor because of the presence of the high energy nano-clusters. Al clusters (1-5 nm) will
have an enhanced Al vapor pressure [32, 74].
Finally, these Al clusters should be observable, for instance in time of flight mass spectroscopy. In fact
in the recent work of Chowdhury et al. [75], not only are these nano-aluminum clusters not observed,
but ignition and reaction rates appear to follow trends predicted by the diffusive oxidation mechanism with
increasing oxidizer thickness. While these tests happened at heating rates not quite within the reported range
of the MDM, 105 K/s, instead of 106 - 108 K/s, early indications from the same researchers with a refined
wire heating method capable of 106 K/s [76] follow the trend and are unable to observe the nano-clusters.
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Objective
The heterogeneous shock tube on the other hand is capable of making measurements of nano-particles with
heating rates of 108 K/s. The highly controlled environment of the shock tube allows the predictions related
to gas-phase species related to combustion to be quantitatively assessed. It is proposed that the appearance
of enhanced Al in the gas-phase would be evidence against a purely (surface) diffusive oxidation model. It
is difficult, however, to separate the predictions of a classic vapor phase model and the MDM on this basis
alone. Since the spallation proposed in the MDM is caused by mechanical stress from high heating rate
instead of reaction, the bath gas should not be a factor for the presence of high temperature aluminum
clusters. Therefore, Al vapor should be seen even in the absence of reaction from Al nano clusters spallated
during a melt dispersion reaction.
1.2 Measurement Techniques
1.2.1 High Temperature Spectral Measurements of Combustion Indicators
Besides burning rate, energetic material performance metrics often include peak combustion temperature.
High combustion temperatures result in higher thrust in solid rocket motors. Additionally, in advanced
thermobaric weapons, along with duration, peak combustion temperatures are important, for instance, in
agent defeat. Often in aluminum based reactions, spectra of the gas phase reaction intermediate AlO are
measured [9], and the B-X ∆v = -1 band sequence [77, 78] (505-525 nm) can be fit to a temperature. While
the product Al2O3 does not have a stable gas phase, there is a temperature above which the alumina vaporizes
and quickly volatilizes. According to Glassman [17], peak flame temperatures in aluminum combustion
should approach this volatilization temperature of Al2O3, and the first studies of large Al particles place
the combustion temperatures at 3800 K and higher. Of concern is the frequency of measuring peak AlO
temperatures consistently near 3200-3250 K in micro-Al combustion [11, 21, 79, 80] both from fitting AlO
and by other means. While the AlO B-X ∆v = -1 band is not very sensitive to temperature, it certainly
can and has been fit well to higher temperatures. As a check, in the studies of Bazyn, higher temperatures
were optically measured near larger particles (20 µm and larger) [12].
While these similar temperature measurements of 3200 - 3250 K may be coincidence, the measurements,
from different experimental conditions (temperature, pressure, oxidizer concentration, and ignition method),
and fit with different codes open the possibility that there may be a limiting process on the temperature for
the smaller particle sizes. Schlo¨ffel et al. [79] suggests that the limiting process may be the volatilization
temperature of alumina. It is unclear which process could possibly suppress the volatilization temperature
14
as particle size decreases. Surface effects suggest that the volatilization temperature would increase with
decreasing diameter. Further confounding this issue is that there is at least some ambiguity in the volatiliza-
tion temperature in trusted references. The CRC tables [81] assign the temperature at which Al2O3 vapor
pressure reaches 1 bar (an ill defined concept for Al2O3, but acceptable for the other species reported in
that Table) is 3248 K. On the other hand, the JANNAF tables [82] maintain that liquid alumina is present
until 4000 K. Glassman uses 4000 K as well [17].
This difference in the literature was traced back to the first studies of the alumina volatilization tem-
perature at 1 atm. Both were extrapolations from measurements of the partial pressure of vapor species
above the liquid phase at lower temperatures, i.e. effusion studies. The early measurements of Roff and
Konschak [83] in 1926 likely had higher than reported uncertainty in the temperatures due to the pyrometric
measurements made. The temperature reported from the Wanner pyrometer they were using at the time
would likely have been outside of the range of calibration. It is unclear if there was a secondary calibration
available to extend the usefulness of this instrument to higher temperatures. These measurements are cited
in the review of Stull [84] and were later incorporated in the CRC tables. A later study in 1951 by Brewer
and Searcy [85], which notably cited the Roff and Konschak work, obtained a boiling temperature of 3770
+/- 200 K. This study was cited early by Grosse and Conway [86] and later was incorporated into the
JANNAF references.
Alumina volatilization is not the only mechanism that can suppress the peak combustion temperature,
but, it is an interesting candidate because of this ambiguity in the literature. As the particle size decreases,
the reaction rate clearly does not stay constant at the diffusion limited rate, as can be noted from burn
time data in Fig. 1.2, but the heat loss from the particle increases with increasing surface to volume ratio
(decreasing diameter), and the well defined flame front approaches more of a volumetric reaction zone in the
transition regime. Furthermore, the amount of initial inert alumina relative to the active aluminum in the
particles increases, which would be a heat sink. Still, these processes seem like they should be continuous
processes without a limiting temperature around 3200 K.
Objective
The highly controlled environment of the heterogeneous shock tube allows measurements of heated alumina
particles in which the volatilization temperature of alumina can be measured without the need for extensive
extrapolation from very low temperatures and pressures. Clouds of alumina particles at temperatures
below the volatilization temperature should extinguish laser light. At temperatures beyond the alumina
volatilization temperature, the transmitted light fraction should reach nearly unity within the test time of the
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shock tube. This temperature at which alumina particles transition from extinguishing to not extinguishing
light in the test time will be measured. Alumina volatilization temperature will therefore be a tested as a
limit on the combustion temperature of micro-aluminum particles.
1.2.2 Measurements in Enhanced Blast Fireballs
Confounding the issue of high temperature AlO measurements is the fact that the ∆v = -1 band, which is
often fit to temperatures, is not extremely temperature sensitive, does not fit well for high vibrational tran-
sitions, is prone to uncertainty with optical depth, and is generally ill suited for the very high temperatures
seen for example inside explosive fireballs. AlO spectral coefficients are extrapolated from lower temperature
conditions [77, 78], and high temperature fits are suspect. For high vibrational level transitions, (i.e. v’ =
7 → v” = 8) calculated spectra from these extrapolations differ considerably from experimentally obtained
spectra, not only in band strength, but also in position.
Still, AlO is used as a combustion indicator in the very temperature-inhomogeneous, sometimes optically
thick flow conditions behind enhanced blast fireballs. Carney and coworkers observed Al and AlO features
from PBXN-113 and other aluminized explosives, in air at atmospheric pressure and with varying oxidizer
concentrations and pressure [87, 88]. Work by that same group and also here at UIUC suggests that the
aluminum burntime in aluminized explosives, at least as measured by the presence of AlO, is on the order
of tens of microseconds [89–91]. However, it is unclear if those short burntimes are completely indicative of
burn time [92].
These burning times are quite small compared with Al particles burning in other conditions. The Beck-
stead correlation predicts burn times on the order of milliseconds for 20 µm particles, but, in some measure-
ments of 15 - 20 µm Al particles embedded in PBX, the slowest particles appear to burn out within 300 µs
and the fastest within 50 µs. These low burn times may be attributable to enhanced reactivity stemming
from the detonation wave, as the detonation wave may be removing the oxide layer around molten aluminum,
exposing bare aluminum which can more quickly react. Additionally, the Al droplets may be broken up into
smaller faster reacting droplets after the passage of a detonation wave.
The first obvious question is the completeness of the combustion, and whether there is some early quench-
ing in the rapidly expanding fireball. Early quenching could come from the lack of sufficient temperature
to sustain ignition and combustion, or from a lack of oxidizer even in high temperature conditions. Even
without AlO signature, temperatures still above the ignition temperature are often observed, so it is unlikely
the particles are quenched by temperature. The second factor influencing the completeness of combustion
is whether there is sufficient oxidizer. It is unclear how much mixing occurs between the products of the
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detonation and the ambient air, if any. Ideally, aluminum should react in the anaerobic conditions of the post
detonation gases, and even conservative estimates of the equilibrium products of the detonation blast suggest
sufficient oxidizer is present, in properly designed EBWs. Any mixing with air provides the opportunity for
aerobic reactions.
Optical depth may contribute to deceptively fast reported burn times. Measurements of this optical
depth at UIUC revealed the fireball to be very optically thick at early times (∼ 1 cm attenuation lengths in
the first microseconds), but later becoming more optically thin as the fireball cloud expanded [93]. Optical
depth is at least a contributing factor because different signals are observed when looking upstream into a
blast wave vs. downstream behind a blast wave. In other work at UIUC, a slight increase in burn time
of the aluminum in aluminized detonators was observed looking from behind aluminized detonators, which
indicates that the only reaction that may be observed in traditional emission spectroscopy measurements is
the reaction of particles near the edge of the explosive fireball.
Figure 1.6 shows the schematic of the reactions as hypothesized in a metalized fireball. At early times and
near the flame fronts, the particles have the opportunity to mix significantly with ambient gases, typically
oxygen from the air. These reactions are typically, fast, energetic, and hot. On the other hand, inside the
fireball, the environment is primarily the products of secondary explosives (CO2 and H2O), though Carney
et al. have observed that there may be significant mixing with ambient air even at early times [92]. These
reactions are less energetic, slower, and should happen with lower temperatures.
Figure 1.6: Schematic of the cross-section of a metalized fireball. Reactions with the metal near the flame
front, highlighting possible reactions that may lead to non-uniform temperature and species distributions in
the fireball.
Al particles could still be burning for an extended period of time inside the fireball, likely because the
PBX detonation products are slower oxidizers than oxygen, for example. The outer edge may burn out in
the air or be quenched because of the mixing with the cold air and not show burn times as long as seen in
the shock tube or in solid rocket motors. While there is indication that at late time the clouds should be
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becoming relatively optically transparent [93], light emitting reactions may still not be observed through the
flame front.
Objective
Optical measurements can be made inside the fireball of these metalized explosives to determine if late
reactions producing emission can be observed which were previously unseen in conventional external emission
spectroscopy. Fiber-based probe techniques will be implemented which build upon work at DoD and DoE
facilities [94, 95]. A series of 1 mm fiber optic probes sheathed by steel pins will be placed at locations that
will be within the fireball and another fiber outside the fireball, looking in, representative of conventional
measurements. The sheaths should not significantly disturb the flow conditions behind the fireball. The
spectra from inside the fireball can be compared with that from outside, which will demonstrate the bias
that exterior measurements are subject to. Additionally, using this technique, a first indication of the
appropriateness of using AlO as an indicator for these burn times can be made by comparing aluminized
EBWs with those in which inert alumina was substituted instead of aluminum.
1.2.3 Measurements of High Temperature
Besides burn time, high temperature particle thermometry is a common measurement, for example in evalu-
ating the effects of an additive in SRM or EBW or evaluating competing combustion mechanisms of burning
metal clouds [57]. Pyrometry is a non-intrusive optical measurement of condensed phase temperature that
can also be used to provide an indication of gas temperatures when atomic or molecular emission methods
fail. All condensed phase temperature measurements from spectral intensity require the particle emissivity
and its spectral dependence. For example, in multi-color pyrometry, the continuum emission intensity in
two or more wavelength regions (typically in the visible to near-IR) are fit to a temperature [96]. But, an
assumption for the relative emissivity at the measured wavelengths of the particles is still required.
There are at least two different methods reported for pyrometric measurements made with filtered regions
of emission spectra. In one, two sets of filtered regions (filters on the order of 10 nm FWHM spectral range)
are selected to be very near to each other but not overlapping. Neither spectral window is allowed spectral
interferences near or within them. Then, the emissivity of the two spectral regions are assumed to be
extremely similar in absolute (but unknown) value (ignoring the spectral trend between the regions). The
differences in the intensity measured in the two spectral windows are fit to the blackbody curve [97]. This
method implicitly ignores any spectral dependence on emissivity measured.
In a second method, two wavelength regions of interest, separated by hundreds of nm are used to avoid
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local spectral biases and molecular interferences [98]. In this case, spectral dependence on emissivity must
be accounted for as a fit is performed to the blackbody curve, typically by measuring the slope of the line
formed by ln(Iλ5/λ) vs. (1/λ) or some similar method.
Common assumptions of the spectral dependence of alumina upon emissivity range from linear [12], to
grey [21], to a λn dependence where n is commonly -1 or -2 [10, 99]. However, when fitting the intensities
from different wavelengths to a temperature, as is done in Fig. 1.7 for 10 µm aluminum powder burning
in air, the emissivity spectral dependence choice can lead to 100s or even 1000s K differences in calculated
temperature, which then lead to drastically different interpretation of combustion phenomena. For example,
in Fig. 1.7, three choices are presented for the emissivity, λ ∼ λ−2, λ ∼ λ−1, and λ ∼ 1. Even taken over
a considerable wavelength range (∼0.25 µm), these curves appear as lines, and no goodness of fit metric
can allow the selection of the proper emissivity function. In Fig. 1.7, the R2 goodness of fit for the linear
regression value differs only by one part in 100,000, while the temperature measurement differs drastically,
between 2792 K and 3794 K.
Figure 1.7: The consequences of three different emissivity spectral dependence assumptions on temperature
measurements for 10 µm Al powder burning in air.
Alumina was chosen for study because of the prevalence of temperature measurements of reacting alu-
minum particles [9] in applications such as in a SRM. All aluminum is coated with an aluminum oxide layer,
and condensed phase alumina (which accumulates on a burning particle’s surface) is the product of the
reaction of aluminum with O2, CO2, and H2O. Recent results with similar conditions for larger particles
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(100 - 400 µm) show that an alumina cap on the aluminum surface dominates the emission from the particle.
Furthermore, the oxide smoke envelope around the flame zone accounts for another 5% of the intensity [100].
In previous measurements of alumina smoke in propellant flames, some variation in emissivity was observed
that was likely due to trace metals as well as sources other than alumina [101].
As particle size decreases, the contribution of alumina to the overall emittance of particle should increase
for several reasons. First, the oxide coat surrounding particles is relatively constant in thickness regardless of
particle size, therefore, the ratio of alumina to aluminum in the initial particle will increase with decreasing
diameter. As particle size decreases sufficiently, the area encompassed by the oxide cap (i.e. the buildup
of condensed products of aluminum’s reaction) will take up a larger proportion of the total area of the
bare aluminum particle. As particle size decreases, the surface area to volume ratio increases and the
particle more easily loses heat, and the peak combustion temperature decreases [11]. Those reductions
in temperature promote the condensation and accumulation of alumina. Finally, as particle size further
decreases significantly into the transition regime, and then further into the nano-particles, reactions near
the surface (or within the surface if fully heterogeneous) further suggest fast alumina accumulation.
While an abundance of research exists as to the emissivity of slabs of alumina and other surfaces, and
these are readily tabulated [102], the information on high temperature particle emissivity necessary for
temperature measurements is incomplete.
High fidelity calculations [103] and data [101, 104, 105] are available for either limited wavelengths, or
longer wavelengths, typically (2-20 µm). Measurements in these regions were typically made to avoid spectral
interferences present from burning aluminum particles, for instance, in SRM. However, measurements in the
visible to n-IR (<1 µm) are needed because the high temperatures give large signals in the visible regions,
and these measurements are easier to make due to the availability of sensitive silicon or photomultiplier-
based detectors in this spectral range. Additionally, data [106] are available for larger particles and lower
temperatures, including where alumina is solid (< 2300 K). Larger particles, (1 mm for instance) behave
much closer to slabs or films than to particles without particle dispersion effects. Smaller particles (smaller
than class 10 µm), have full Mie scattering effects [99, 107, 108] that add complexity to their emissivity. Plass
has calculated the absorption dependence for particle sizes 100 nm - 10 mm, but with temperatures below
2300 K [109]. Additionally, his data set [110] was most uncertain in the visible portion of the spectrum.
A phase transition from solid to liquid results in an increase in overall emissivity, but the dependencies on
temperature and wavelength at combustion temperatures (∼2500 K - 3500 K) are unclear.
The nearest high temperature data are available from Poleatev and Florko [105], who obtained exper-
imental data for the absorption index of the complex index of refraction at temperatures up to 3150 K.
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Extrapolations exist from Shigapov [111] that may be appropriate to temperatures of interest in EBWs,
for instance up to 3500 K. Even so, these fits and extrapolations are questionable. Furthermore, the cal-
culation of the emissivity that could be predicted from an aluminum particle is complicated because the
morphology of particles with bulging, growing oxide caps is still not well understood. Ideally, the emissivity
of burning aluminum particles could be measured from a simple emission spectra if the temperature could
be independently measured.
Objective
Because of this dominance of alumina emission during aluminum combustion, the properties of alumina
are necessary to make temperature measurements. To isolate the effect of alumina, high purity aluminum
oxide particles will be tested in argon. The inert particles allow control of particle temperature near ambient
conditions, since no reaction is occurring. Particle temperature quickly equilibrates near a calculable ambient
temperature. The spectral dependence of emissivity can then be easily calculated, and any temperature
dependence can be observed by repeating measurements with different reflected shock temperatures.
1.3 Repeatability in Shock Tube Burntime Measurements
Particle burn time measurements are very important because of the prevalence of using energetic solids as
fuels or additives in a number of combustion applications, such as coal combustion, blast weapons, SRM, etc.
While it is not always easy to isolate parameters independently in solid rocket motors or coal combustors,
the shock tube provides an excellent means to perform parametric studies and measure reaction rates of
particles. A shock tube generates a high temperature, high pressure environment ideal for igniting small
clouds of particles. The test gas composition can be carefully chosen as well to isolate effects of different
oxidizers, reducers, or inerts. The driven section (the test section) is relatively long, typically with as large
a cross section as is feasible. The cross section is generally circular if only because of ease of construction,
but other sections may be used to suit the desired diagnostics. Different cross sectional shapes on the
same shock tube are not prevalent because the discontinuities would produce secondary shocks that would
confound temperature and pressure measurements from equilibrium calculations. Most commonly, pressure
transducers are used to measure the shock location (time of arrival sensors), the incident and reflected shock
pressure, and overpressure caused by a reaction [112]. Additionally non-intrusive optical diagnostics are
used such as scattering, emission or absorption spectroscopy, multi-color pyrometry and photometry. A
description of the UIUC heterogeneous shock tube is given below.
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While the use of shock tubes with all reactants in the gas phase is well characterized [50–52] for kinetic
rate measurements of gases, measurements involving the condensed phase in heterogeneous shock tubes are
very different, with diverse strategies adopted throughout the years by different researchers. Early work
with particles in the shock tube came as soot was formed after gas phase reactions [113, 114]. Around this
time as well, particles were intentionally introduced into the shock tube (heterogeneous shock tube) and
focused on coal oxidation [115–117] and soot oxidation [118–120]. Additionally some of the first work in
solid propellant reaction rates in the shock tube was performed [121].
Extensive reviews of heterogeneous shock tube measurements are available by Peterson [122] and others
[123, 124]. Overall, shock tubes are very attractive because of the almost step function (sub micro-second)
increase in pressure and temperature (each nearly independent of the other) that they can create while
still maintaining a controlled composition. The controllability comes at the expense of a short test time,
typically milliseconds, and difficulty in interpretation, mostly because of the high speed gases. Prevalent
measurements using shock tubes include: determining the burning rate or burn out time of fuels originating in
the condensed phase, like propellants [125], or the characterization of new liquid fuel blends [126], measuring
particle temperatures [9], or even imaging [127] and drag studies [128].
1.3.1 Particle Loading
One of the main considerations in heterogeneous shock tube studies is the introduction of the condensed
phase into the shock tube. Methods of inserting the condensed phase vary from nearly uniform seeding, to
low mass fraction injection, to loading particles on plates, blades, or walls as shown schematically in Fig. 1.8.
Each attempts to ensure that diagnostics are properly placed, and the results of those diagnostics properly
interpreted. Each technique has its advantages; however, the interpretation of the results must conform to
the accuracy that determine the particle location, temperature history, and velocity history.
The most critical step in interpreting particle burning time measurements is to be able to properly follow
the temperature and velocity histories of particles. This interpretation is more involved then simply tracking
where light emission comes from because this light may come from the emission of particles of a different
temperature than predicted or may come from an unexpected region. These sometimes naive analyses can
lead to misinterpretation of the burn time. Modeling the detachment of particles from plates or stings is a
difficult task. Similarly, modeling the shock entrainment of initially wall bound particles needs verification.
A non-negligible portion of particles from uniformly seeded shock tubes may be attached to the walls because
of the high sticking probability. A far easier system to model is a small cloud of particles, initially suspended
in the free stream of the shock tube [129], which move and heat up under the influence of the flows behind
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Figure 1.8: Three particle loading strategies.
the shock waves.
Sting Loading
Figure 1.8a shows the schematic of a shock tube test when particles are initially loaded on stings or thin
knives in the shock tube. In sting loading methods [125], particles are placed on a small plate or knife edge
in the shock tube test section. When the shock is fired, the incident shock wave propagates, meets the knife
edge and forms oblique shock waves at the leading (upstream) edge. The particles become entrained into the
flow through the boundary layer and enter the flow behind the oblique shock, which introduces a geometry
dependent temperature and pressure non-uniformity. Eventually in the stagnant gas behind the reflected
shock, the temperature and pressure in this region will become uniform, but the time scale on which this
happens is complicated.
Because of these considerations, the particles are much more gradually accelerated into the free-stream
than initially free-stream suspended particles would be and have more complicated temperature and velocity
histories. Importantly, not all particles come off at the same time. Entrainment is easiest for particles nearest
the upstream oblique shock or most loosely attached to the blade or other powder layers, and most difficult
for those nearer the blade, better attached, or under other particles. There may also be a particle size
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dependence on entrainment. These effects lead to extended light emission, resulting in longer estimated
burn times and ignition delays.
Besides the complicated entrainment in the gas (dependent on conditions because the shock waves would
be condition dependent) these particles are not always predictably decelerated. As Fig. 1.9 shows, some
particles (in this case nanoparticles) initially loaded on a knife blade only a few cm from the endwall can in
some instances hit the endwall.
Figure 1.9: Some particles hitting the endwall after initially loaded on a knife blade.
The advantage of using sting loading methods arise if time resolution is not important but the location
of particles is paramount to ensure good signal strength for optical diagnostics. As can be seen in Fig.
1.8a, the particles that are blown off of the knife blade may burn either just ahead or behind the knife
edge after the passing of the reflected shock. This location becomes an excellent place on which to focus
diagnostics, particularly in absorption measurements. However, the emission coming from burning particles
confined to such a small location can be optically thick and possibly inhomogeneous in temperature along
the measurement line of sight, so a spectral measurement would be difficult to interpret unless the optical
depth of the cloud is characterized.
Uniform Seeding
The uniform seeding of condensed phase into the test gas of the heterogeneous shock tube is usually ac-
complished through the use of an injector [130] or a nebulizer system [112, 131] or with a evaporation-
condensation scheme. The advantage of this method is once again the opportunity to have sufficient emission
signal, as there will be fuel and oxidizer everywhere in the test section, as seen schematically in Fig. 1.8b,
which precludes extensive interpretation of spatial resolution that is needed during injection or sting loading.
An additional benefit, in liquid fuels, is the ability to create a very monodisperse suspension, in both
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particle size and spacing. In particular, a Laskin Nozzle [131] can be used with a liquid fuel to create
droplets from the sub-micron to 10s of microns range with very narrow size distributions if the particles do
not agglomerate or combine. This ability to utilize narrow size distributions is crucial for determining the
diameter dependence of a burning rate. These droplets can be loaded into a shock tube at a controllable
concentration and stay suspended during the preparation for a test.
The main problem with attempting uniform seeding is the difficulty in resolving free-stream particles
from the originally wall bound particles entrained in the flow after the passage of the incident and reflected
shocks. Even if there are a sufficient number of particles in the free stream, there will always be particles
or droplets that initially emanate from near the wall. These particles will have a different thermal history
than the particles that were always outside the boundary layer and become detached and move into the flow
free stream at variable periods. This variability in temperature and initial location history is a serious issue
if the entrainment time scale is longer than the ignition time scale, which again is dependent not only on
particle size but also conditions tested.
While the ignition signal may present at the correct time, the burn time is most likely longer than
individual particles signals because of the late, initially wall-bound particles entering the field of view or
heating up, igniting, and burning later than the initially free stream particles. These wall/effects can persist
when using low mass fraction injection as will be discussed in Sec. 2.3, but can be properly accounted for
with the location of injection.
Another disadvantage of uniform seeding is the potential to utilize enough powder that flow conditions
are affected. For instance, in the UIUC shock tube, approximately 1 mg of powder is injected into a 8.9 cm
diameter tube. This results in at least a 1000:1 ratio of fuel mass to oxidizer and inert mass, which provides a
negligible effect on the specific heat of the gas in the tube relative to the uncertainty present from calculating
the conditions. However, in shock tubes, uniformly seeded with 1 g of powder, the fuel mass and oxidizer
can approach parity, and clearly particle specific heat affects the shock speed, incident shock, and reflected
shock conditions. Furthermore large amounts of particles can cool the gas by radiation. Finally, with such
high amounts of fuel used, care must be taken to ensure that particles have sufficient oxidizer to completely
burn out.
Particle Injection
Low mass fraction particle injection can be used. As can be seen schematically in Fig. 1.8c, particles
injected upstream which remain suspended before the passage of the incident shock become entrained in the
gas behind the incident shock and move downstream towards the endwall. These particles should then be
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stopped in the stagnant gas behind the reflected shock at a predictable and repeatable location based on
the flow conditions. Modeling the particle trajectory of initially free stream particles is relatively simple as
will be presented in Sec. 2.2.
Previous results using the limited optical access provided by the fiber optics in the UIUC shock tube
suggest that the axial distribution of particles after the passage of the incident and reflected shocks when
using upstream injection was similar to the schematic shown in Fig. 1.10.
Figure 1.10: Schematic of previous working theory in the heterogeneous shock tube.
After injection, there is briefly a cloud approximately 20 cm large upstream in the shock tube. Addi-
tionally, there are wall bound particles opposite the injector and those particles that settle to the bottom
of the shock tube after injection. Based on the axial intensity profile seen in the shock tube, there appear
to be three regions in the test section after the passage of the reflected shock. The brightest, longest burn-
ing section when using the filtered photodiodes and fiber optics is in Region I of Fig. 1.10. This region
was thought to consist of very large particles and agglomerates that are more gently decelerated behind
the reflected shock. The injected cloud that does not contact the wall contains both isolated particles and
agglomerates. After the passage of the shocks, the agglomerated particles decelerate less rapidly than the
individual particles, and these end up at the front (downstream end) of the burning cloud. Measurements in
this region often do not show clear intensity peaks and decay to low, nearly constant background intensities.
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Often, the emission from these largest particles may have extensive tails or plateaus, secondary peaks, or
may show strong emission past the shock tube test time. Even when there are well defined peaks, the nearly
constant background intensities can be as high as 70 or 80% of the peak intensity. Emission from this region
of larger particles and agglomerates was rejected by locating detectors upstream of the appropriate spatial
location.
Region II of Fig. 1.10, which was the region just upstream of Region I, was the region that produced the
most repeatable burntimes. This region was thought to contain single, isolated particles suspended in the
tube when the shock hits for which the time/temperature/velocity history was well known and well modeled.
This region differed from the location predicted by the trajectory modeling by only a few cm, which was
attributed to uncertainty in the cloud location upon the passage of the incident shock (the cloud drifts
upon injection) and uncertainty in particle sizes in the distribution, drag coefficient, etc. Measurements in
this region were the most repeatable, characterized by well defined peaks and nearly constant background
intensities that were low (less than 20 % of the peak intensity). This region extended several cm behind the
brightest region (Region I) until the intensity had diminished. In general, intensity as well as the duration
of the emission of particles in this region decreased the further upstream the diagnostics were located. This
reduction in duration upstream was attributed to some size distribution stratification as smaller particles
would be more quickly decelerated upstream behind the reflected shock while the larger particles would
continue downstream. This trend was not strong enough or uniform enough to characterize.
Region III of Fig. 1.10 was thought to be from initially wall-bound particles impacted on the wall opposite
the injector, which settled quickly before the shock was fired or entrained into the flow from impurities in
the extensively cleaned tube. As described above, the time/temperature/velocity history of these particles
was not well known because of the difficulty in predicting detachment from the endwall. Previous results
[132] suggested that when using low mass fraction injection 1.44 m from the endwall (a typical injection
location), these particles would not appreciably enter into the test section within the test time but rather
further upstream (> 20 cm). Additionally, the particles that were observed in the furthest regions from the
endwall but still ordinarily in the measurement region (Region II) were low intensity.
By appropriately selecting Region II as shown schematically in Fig. 1.10 of the burning cloud that consists
of single particles accelerated in the free-stream, the spurious effects of agglomeration and wall impacts were
assumed to be avoided. Even in the cases in which the particle location was thought to be understood, and
other regions of particles were properly rejected, burntime measurements still contain significant scatter. For
instance, in developing the correlation for burn time for particles in the transition regime [48], the scatter in
the measurements with pressure with CO2 as oxidizer did not preclude either a positive or negative trend
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for the burntime with pressure.
Solely as an example of typical scatter, Fig. 1.11 shows the spread in burn times for 32 different runs
with three different photodiode measurements at the same axial location but for different radial locations.
The experiments were conducted at the same condition, with the same powder, and with the same method
of bursting the diaphragms on the shock tube and processing the data as described in Sec. 2.5.1 Instead of
using filtered photodiodes and fiber optics as described in Sec. 2.5.1, these measurements were performed
in the test section with sapphire windows with photodiodes positioned such that at the same axial location,
one was focused on the center of the tube and the other two were focused 1.2 cm above and 1.2 cm below
the center of the tube.
Figure 1.11: Burntimes collected from 32 different runs at the same axial location for three different radial
locations.
The scatter in the data do not show clearly discernible trends over the course of the collection of the
data set. This result is certainly reasonable, as it does not indicate drift in the measurements with number
of shots fired, possibly indicative of improper cleaning. There does not appear to be a strong variation with
radial location, either. The burn times from particles imaged at the bottom of the tube are mostly longer
than the other two measurements, but those at the bottom of the tube are not uniformly lower. In fact, the
burnt imes of particles measured in the middle of the tube appear to be shortest. This result suggests that
there may be some particle settling of the larger particles in the shock tube, but it is not clear.
Furthermore, when plotting this data against cumulative intensity (or any other intensity metric including
peak intensity) as in Fig. 1.12, an increase of burn time with intensity is not observed. This would be
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predicted if larger particles were burning brighter and longer, and if they were only sometimes observed
in the collection volume of the optics (potentially only near the bottom of the tube). At first glance, the
scatter in measurements does not appear to be attributable to particle stratification, but a more complete
observation of the radial and axial distribution of the burn time in the shock tube can be accomplished only
with full imaging during each event. From these initial observations, ensemble averaging of measurements in
the same condition do not lend insight into the scatter seen in burntime measurements in the heterogeneous
shock tube.
Figure 1.12: Burntimes collected from 32 different runs at the same axial location vs. the peak intensity.
Objective
While improvements have been made to shock tube repeatability over the past several years even when using
the particle injection strategy and characterizing the emission profiles (in duration and intensity) in the shock
tube, ultimately only through imaging of the entire shock tube test section with high speed imaging will the
event be understood. It is proposed that imaging of the final 61 cm of the heterogeneous shock tube test
section through an acrylic test section will offer insight into the most repeatable locations in which to take
measurements. The optical test section can evaluate the working theory that fiber optic locations used in
previous shock tube studies [11, 30, 48] properly reject large agglomerates and particles entering the test
section late from initially wall bound particles.
Imaging may also provide a method for reducing the scatter in intensity based burn time measurements
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that may come from such previously uncharacterized things as: the radial distribution of particles in the
tube, stratification with particle size, size distribution effects caused by the varied settling time between
particle injection and shock formation, the chaotic nature of agglomerate formation, particles exploding,
etc.
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Chapter 2
Experimental Methods
2.1 Shock Tube Operation
The utilization of the heterogeneous shock tube at the University of Illinois has been optimized during the
past several years for the study of aluminum combustion. The shock tube produces high temperature, high
pressure, and finely controllable combustion environments in which to study particles injected into the tube.
The UIUC heterogeneous shock tube (Fig. 2.1) has a 3.05 m length, 16.5 cm diameter high pressure
driver section, a convergent nozzle into a double diaphragm section and an 8 m length, 8.9 cm diameter, low
pressure driven section. The tube is made of stainless steel, so as to not oxidize when water vapor is used
as an oxidizer, and can be heated with electrically resistive coil along the driven section to a temperature of
approximately 335 K in order to keep the low pressures of water in the vapor phase instead of condensing
into droplets. Specialized test sections for different configurations of optical access are attached to the end
of the driven section. These may increase the length up to 1 m. Descriptions and dimensions of the shock
tube as well as the test sections can be found in previous publications [1, 11, 48, 133–136]. Preparation
of a shock tube firing takes approximately 1 hour for a graduate student and an undergraduate student to
properly clean and evacuate the tube. Exact details of the preparation procedure are available in an updated
operations manual in the laboratory.
Figure 2.2 shows the operation of the heterogeneous shock tube. Prior to the test, the driven section
of the shock tube is evacuated, flushed with inert gases, and filled with the desired test gas, typically a
combination of oxidizer (0-100%) with the remainder (by volume) an inert gas. Argon is typically used
because its low specific heat (by mass) allows for stronger shocks (in terms of T5 and P5 as defined in
Table 2.1) compared to inerts like H2, He, or N2. The test gases are metered by partial pressure into a
holding tank and allowed to properly mix before being released into the driven section [12]. No mixing tank
is used when injecting mixtures involving water vapor into the tube because it is prohibitively difficult to
prevent condensation. However, the test gases are allowed to properly mix for about ten minutes before
particle injection and firing. The driver section is filled with He between 0.7 and 4 MPa.
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Figure 2.1: The UIUC Heterogeneous Shock Tube.
Figure 2.2: Schematic of the operation of the heterogeneous shock tube (top view).
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Particles are injected by a pneumatic piston controlled by a solenoid valve remotely triggered from the
control room. Through the rupture of a double mylar diaphragm section, a normal shock is formed in the
driven section gas while the particles are suspended in a cloud. The shock and the gas behind the incident
shock propagate towards the endwall. Time of arrival pressure sensors give the incident shock location as
a function of time and therefore the incident shock velocity. The incident shock reflects off the endwall,
which is commonly referred to as t = 0, and the reflected shock stagnates the test gas and heats it to very
high temperatures and high pressures. Temperatures up to 4000 K and pressures up to 30 atm are easily
achievable. Reflected shock temperatures are typically calculated with an equilibrium solver, either GASEQ
[137] or the Gordon McBride Solver [138], using the shock velocity, gas composition, and initial pressure as
inputs. Properties of typical conditions tested in the shock tube for the test gases commonly used: Ar, N2,
O2, CO2, and H2O are shown in Table 2.1.
Table 2.1: Conditions in the heterogenous shock tube
Range in the heterogeneous shock tube
particle properties
diameter–d 50 nm - 12 µm
density– ρp 2700 kg m−3
heat capacity–C 900 Jkg−1K−1
initial conditions
particle loading density 2 x 10−5 kgm−3
gas density 0.2 kgm−3
temperature–T1 300 - 338 K
driven section pressure–P1 20- 200 torr
driver section pressure–P2 100-1000 psi
incident shock conditions
shock Mach number–Ms 2-6 in helium
incident shock velocity–Vs 1000 - 2000 ms−1
gas behind the incident shock–V2 1000-1300 ms−1
temperature–T3 800 - 1500 K
pressure–P3 0.8 - 2 atm
reflected shock conditions
reflected shock velocity–Vr 300 - 500 ms−1
temperature–T5 1500-4000 K
pressure–P5 4 - 30 atm
Reynolds number–Re 0.1 - 20
viscosity–µ 0.00005 - 0.0002 Nsm−2
2.2 Particle Temperature - Velocity History
The most critical step in interpreting particle emission intensity measurements is in understanding the
temperature and velocity histories of particles. As described in Sec. 1.3.1, modeling the detachment of
particles from plates or stings is a difficult task. Similarly, modeling the entrainment of initially wall-bound
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particles is difficult. A far easier system to model is a small cloud of particles suspended in the free stream
of the shock tube [129], which move and heat up under the influence of the flows behind the shock waves.
The known input parameters of particle diameter, distance of injected cloud from the endwall, and bulk
particle properties (i.e. emissivity, specific heat, density, etc.), combined with flow conditions calculated from
the equilibrium solvers (i.e. shock velocities, gas velocities, temperatures, pressures, viscosities, etc. behind
both the incident and reflected shock) [137, 138], can be used to implement a time marching numerical
scheme.
Initially stationary suspended particles are accelerated in the gas behind the incident shock (V2, T2, P2)
towards the endwall, the velocity of the particle Vp is given by Eq. (2.1), with time constant τ given by
(2.2),
dVp
dt
=
1
τ
(Uf − Vp) (2.1)
τ =
d2ρp(1 + (A1 +A2exp(−A3/Kn)))
18µ(0.8203 + 0.4081Re0.5032)
(2.2)
where Uf is the fluid velocity in the region, d is the particle diameter, ρp is the particle density, Kn is the
Knudsen number, µ is the fluid viscosity in the region, and Re is the Reynolds number of the particle relative
to the fluid. Equation (2.2) takes into account the Reynolds number dependence on the drag coefficient as
well as non-continuum effects on drag and requires constants A1 = 1.257, A2 = 0.400, A3 = 1.1 [139]
Similarly, the particle is heated by convection in the gas behind the incident shock. At high temperatures,
emission becomes an important source of heat loss. The particle temperature Tp is calculated by (2.3), with
Nusselt Number, Nu calculated by (2.4),
dTp
dt
=
6Nuk
ρpCd2
(Tf − Tp)− 6σ
dρpC
(T 4p − T 4w) (2.3)
Nu =
 2 + 0.4Re
0.5 + 0.6Re0.67Pr0.4(TfTp )
4
if Kn < 1
0.3
Kn if Kn > 1
 (2.4)
where k is the fluid thermal conductivity, Tf is the fluid temperature in the region,  is the particle emissivity,
σ is the Stefan-Boltzmann constant (5.67 x 10−8 Wm−2K−4), C is the particle specific heat, Tw is the wall
temperature (typically 300 K or 338 K), and Pr is the Prandtl number. The Nusselt number is given in
two different regimes. In the continuum regime (Kn < 1) the Nusselt number resembles that of a sphere
in flow, however, as non-continuum effects become important (Kn > 1), the heat transfer by convection
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greatly diminishes. Equation (2.4) was an approximate correlation from the literature [140], and found to
be sufficient for the nano-particles in the shock tube, which heat very rapidly. As non-continuum effects
enter over a range of Kn, with no clear cutoff, the cutoff value of Eq. (2.4) may be lowered to Kn = 0.15 in
order to preserve continuity. The temperature calculation also accounts for phase transitions by holding the
temperature constant at the melting point until the latent heat of melting has been added to the particle
via convection.
Behind the reflected shock, the particles will be decelerated into gas that is at rest, and Equations (2.1)
- (2.4) can again be used; however, conditions must be updated to those behind the reflected shock (V5 = 0,
T5, P5). The particles will be slowed with a similar time constant based on conditions behind the reflected
shock. The test time of the shock tube varies with conditions and linearly with the length of the tube.
Typical test times are less than 2 ms. This restriction places a strict limit on the size of particles that can
be evaluated in burn time studies.
To ensure that the particles are stopped during their induction time and that the burn times do not
exceed the test time, very small particles are required. For example, for a 10 µm particle under typical solid
rocket motor conditions (e.g. 9 atm, 2600 K, in mostly CO2 environment [141]), the induction time is about
100 µs, and the velocity has decayed to less than 5% of its initial value in 125 µs. For a burn time of 250 µs,
most of the combustion will occur with the particle essentially stationary. For the UIUC shock tube, 10 µm
represents roughly the upper limit on acceptable size. In general, finer particles lead to shorter τ , and thus
the particles behave much more like the gas molecules. For particles below 1 µm, τ approaches 1 µs. Under
these conditions, the distinction between shock tube approaches used for gases and those for solids becomes
small.
Because of the almost d2 dependence on τ in (2.2) (d is also in Re and Kn), larger particles accelerate
and decelerate slower than small particles. A particle cloud subjected to an incident shock wave will more
rapidly accelerate smaller particles than larger ones, leading to some stratification as can be seen in Fig.
2.3. The same cloud, when hit by the reflected shock will experience similar stratification, with the smaller
particles stopped more rapidly than the larger particles, which will come to rest closer to the endwall and
may, under some circumstances, impact the endwall. The locations at which the particles stop will be a
function of incident shock strength as well as gas composition. Thus, in order to perform parametric studies,
some form of control over the injection or observation location is required since the incident shock velocity
and gas properties will vary as conditions change. Injecting a small amount of particles a distance away
from the endwall and firing while particles are suspended in the gas, placing diagnostics in the locations
predicted by trajectory modeling allows this fine control.
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Figure 2.3: The particle location predicted by the particle trajectory measurement for various particle sizes.
2.3 Particle Injection
As discussed in Sec. 1.3.1, shortcomings in uniformly seeding the particles or loading them onto a blade
or sting necessitates injecting just a small amount of particles into the driven section. Figure 2.2 shows
a schematic of the operation of a shock tube when particles are injected. A small amount of particles,
typically 1 mg or less, is injected into the tube from a side port upstream of the endwall of the tube. The
shock is quickly fired while the cloud of particles is mostly suspended in the test gas. Table 2.2 shows the
characteristic settling time of aluminum particles in typical pre-test conditions in tubes the same size as the
shock tube. The settling time is density dependent, but in general, nano-particles may be suspended for
minutes, while larger particles very quickly descend to the bottom of the shock tube within a few seconds.
The cloud of particles drifts towards the end wall as the gas is accelerated behind the incident shock. When
the shock reflects against the end wall, it meets and stops the particles in the test section where they react
in the high temperature and high pressure zone. As described in Sec. 2.2, the ability to track the particles
requires that the particles stay suspended in a cloud of initially free stream particles upon passage of the
incident shock. Furthermore, it is desirable to have as few particle agglomerates as possible.
Table 2.2: Characteristic settling time of aluminum particles in an 8.9 cm shock tube
Particle Size Settling Time, s
10 µm 2
2 µm 14
80 nm 365
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The injector used, which is diagrammed in Figure 2.4 is similar to that of Parker [142]. Upon injection,
a piston drives test gas though an insert loaded with powder into the shock tube. Jon Brown [143] obtained
many videos of the powder injection action throughout the design iterations of the powder insert in order to
observe the effect of changes to the injector tip on the formation of a uniform cloud, the length of time the
cloud was suspended, and the break up of particle agglomerates. The design that was used before the initial
redesign was a single hole (diameter between 0.79 and 1.6 mm) through which the powder was injected.
Two metal meshes (size 60 µm) were positioned in front of the hole to disperse the jet as it emanated from
the hole. The air pressure that would drive the piston was 0.7 MPa. This original insert created a powder
jet which shot out in a straight line and impacted the tube wall. Much of the powder stuck to the side wall.
Very few powder particles remained suspended for any noticeable length of time after the injection.
Figure 2.4: Diagram of injection system
The results of his design iterations are shown in the components in Figure 2.5. A custom eight-hole
(500 µm hole diameter) brass powder diffuser with an 8-32 insert set-screw with a 500 µm hole drilled
through it was used. The brass powder diffuser tip can hold up to about 3 mg of powder. The insert set-
screw threads into the 8-hole brass tip, but leaves a gap so that as the test gas is pushed through the insert
set screw hole, the powder is entrained and passes through the eight-hole tip. The brass powder diffuser is
threaded into the larger insert main body. At the exit of the tip, the powder passes through two fine meshes
with 60 µm openings to further disperse the cloud and break up agglomerates. A cap holds these meshes
onto the main body via two 2-56 screws (not shown on the diagram).
Additionally, the air pressure regulator for the injector was lowered from 0.7 MPa to 0.1-0.3 MPa to
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Figure 2.5: Schematic of the powder insert along with the firing action of the injector.
reduce the force of the injected powder hitting the wall. This pressure encouraged cloud formation and
reduced sticking of powders to the wall.
2.4 Powders Studied
2.4.1 Aluminum Powders
Several different size distributions of aluminum powder were characterized. The first size distribution studied
was a ‘H-5’ aluminum distribution purchased from Valimet, Inc. These particles are formed via gas-assisted
atomization through a nozzle in an inert environment. Figure 2.6 shows a scanning election micrograph of
the powder taken in the JEOL 6060 LVSEM at the Center for the Microanalysis of Materials (CMM) at
UIUC. The powders are shown to be spherical in nature, with little agglomeration. A series of tests were
performed with ‘H-5’ particles coated with silane as well. The silane coat did not affect the shape of the
particles, the agglomeration of the particles, or the size distribution.
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Figure 2.6: Scanning electron micrograph of Valimet ‘H-5’ aluminum powder.
For each powder, several SEM images were taken until approximately 1000 particles were imaged. High
resolution images of these pictures were printed out, making sure that each image had a proper scale. From
these images, detailed size distributions were manually collected with calipers. This analysis was typically
performed by undergraduate assistants. The spherical particles were the easiest to assign a diameter value.
More difficult were the less spherical particles seen in some powders. For these, typically, diameters were
assigned by averaging a major and a minor axis. Additionally, it was difficult to measure the particles that
were slightly obscured by other particles. Great care was taken to ensure that every particle on a given
page was measured once, and the measurement was typically confirmed by a second person. The caliper
measurements were properly scaled, and histograms were created of the size distributions.
Figure 2.7 shows the size distribution for the ‘H-5’ aluminum powder shown in Fig. 2.6. Predictably, the
size distribution is not normal (it is closely log-normal). The median diameter is approximately 1.7 µm, and
the number average is approximately 2.3 µm; however, as will be justified in Sec. 2.5.2, measurements based
on intensity require higher order averaging as the most appropriate diameter. The volume moment mean
diameter, d43, which is often the appropriate average for making burn time measurements, is approximately
6.1 µm. Because of this cubic averaging, even though a very small number of particles occupy the tail of the
distribution, these particles account for much of the mass, and therefore the energy release, and control the
signals obtained by the photodiodes. Other diameters can be calculated, for instance in a surface dominated
process, like surface emission, d32, the Sauter mean diameter is often used.
The second aluminum size distribution was ‘H-2’ also from Valimet Inc. Produced in the same manner as
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Figure 2.7: Size distribution of Valimet ‘H-5’ aluminum powder.
Figure 2.8: Size distribution of Valimet ‘H-2’ aluminum powder.
the Valimet ‘H-5’ powder, these particles are also very spherical with low agglomeration. The size distribution
in shape looks very similar to the ‘H-5’ distribution as can be seen in Fig. 2.8. The median particle size is
0.9 µm. The number average diameter is approximately 1.2 µm, and the mass average diameter is 3.1 µm.
The third size distribution was a sample sieved from a -325 mesh 99.999% Al powder purchased from
Alfa Aesar. This sample was sieved through a 10 µm sieve, but did not pass through a 5 µm sieve. Scanning
electron micrographs of these particles showed that they were less spherical than the Valimet samples as
shown in Fig. 2.9. This size distribution was more difficult to calculate because of this asphericity. However,
a distribution could be inferred by averaging the major and minor diameters. This size distribution as can
be seen in Fig. 2.10 was not as log-normal as the Valimet samples as both the median and the number
average were very close within the range of the sieves, 6.9 and 7.0 µm respectively. There were some smaller
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particles which did not pass through the 5 µm sieve, but they did not greatly affect the size distribution.
There were however larger particles which passed through the 10 µm sieve. These particles had large aspect
ratios but yet must have had minor diameters small enough to pass through the 10 µm sieve. Despite the
presence of few of these very large particles, the mass average of the particles was approximately 11 µm.
The 5-10 µm distribution, sieved from Alfa Aesar particles, was used in the burn time measurements
performed when creating the correlation for burn times in the transition regime [48]. However, in later
tests, more spherical powders were desired, and so a larger Valimet aluminum powders, size distribution
‘H-12’, was subjected to the same sieving. The sample was sieved through the 10 µm sieve, but did not
pass through a 5 µm sieve. Once again, he number average diameter is approximately 6.9 µm and the mass
average diameter is approximately 11 µm.
Figure 2.9: Scanning electron micrograph of Alfa Aesar aluminum powder sieved between 5 and 10 µm.
In addition to the micro-aluminum samples, two nano-aluminum samples were studied. Both samples
were purchased from Nanotechnologies, Inc. (now Novacentrix) several years ago. The first distribution
was an 80 nm average particle size with average specific surface area is 28 m2/g. Additionally, a 120 nm
nano-aluminum size was occasionally used. These particles are too small to be characterized by the SEM,
however they have been previously characterized by the manufacturer as reported by Bazyn [12]. These
particles have a less narrow size distribution compared to their average diameter than the micro-aluminum
distributions. Additionally, there were weak agglomerates present, but they are most likely broken up by
shock waves.
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Figure 2.10: Size distribution of Alfa Aesar aluminum powder sieved between 5 and 10 µm.
2.4.2 Alumina (Al2O3) Powders
Besides, the aluminum powders, two size distributions of alumina were studied. Both were purchased from
Alfa Aesar and have purities greater than 99.5%. These powders are untreated. The first size distribution,
micro-alumina, had particles nominally in the 0.9-2.2 µm range. Figure 2.11 shows a scanning electron
micrograph of the micro-alumina powder. These alumina particles were certainly not uniformly spherical.
Specifically, in this sample, there were some very high aspect ratio particles and fibrous particles.
Figure 2.11 also shows that this alumina had a higher tendency to agglomerate than the micro-aluminum
powders. In fact there were some large agglomerates in some cases. The larger agglomerates likely are
broken up during injection into the tube, but this process has not yet been observed using SEM on post-
injection samples. During injection, the particles entrained in the test gas must pass through orifices under
high pressure and then through two meshes. Further, there is evidence that small particles become less
agglomerated after the passing of the incident and reflected shocks [144, 145]. In those studies the breakup
of agglomerates behind the incident shock was sufficient to counteract any sintering that may have happened
in the higher temperature gas. Finally, very large agglomerates are unlikely to appear in the collection volume
of the diagnostics. Large agglomerates settle before the incident shock arrives and presumably would only
enter the test section late. Furthermore, those large agglomerates that remain entrained in the gas are
accelerated less gradually in the stagnant gas behind the reflected shock. These large agglomerates are
stopped either closer to the endwall than diagnostics or deposit on the endwall.
The size distribution of the micro-alumina distribution is shown in Fig. 2.12. For these nearly fibrous
particles, diameters were assigned by averaging a major and a minor axis. The averaging of the axes of
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Figure 2.11: Scanning electron micrograph of micro-alumina powder purchased from Alfa Aesar.
a particle was geometric, and not arithmetic. The number average was 1.6 µm, but the presence of a few
larger particles skewed the higher order averages higher. The surface area average, d32 was 2.9 µm, and
the mass average was 3.3 µm. The surface area average was important to characterize for these particles
because measurements of these particles often involved scattering properties or other surface are properties,
and the surface area and cross sectional area of these particles were important, necessitating a lower diameter
weighting. The size distribution of the micro-alumina particles could be characterized by the SEM.
Figure 2.12: Size distribution of micro-alumina powder purchased from Alfa Aesar.
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The next distribution was Alfa Aesar NanoTek 99.5% alumina powder, nominally with a size distionution
between 40 and 50 nm. The specific surface area was between 32-40 m2/g. The nano-alumina could not
be characterized in-house because nano-alumina particles were too small for SEM analysis. It is clear that
similar to the nano-aluminum powder, the nano-alumina powders should be more spherical, moderately
agglomerated, and with a comparatively broad size distribution.
2.5 Measurements
2.5.1 Burning Time Measurements
Measurements With Filtered Photodiodes
In the UIUC shock tube, burning times are calculated from the measurement of light intensity emitted from
a combustion intermediate. For aluminum combustion, this intermediate is AlO. This process is detailed in
previous work [30], but will be described briefly. During each shock tube experiment, the location where the
particles stop is dependent upon their size, the strength of the shock, and their initial distance from the end
wall upon injection, as described in Sec. 2.2. Because of this variability, a long end test section with many
fiber optic ports is employed. The test section with fiber optic access along the final 61 cm was designed
by Tim Bazyn [12] and shown in Fig. 2.13. Ports are spaced every 2 cm and have a field of view of 0.625
cm, allowing each fiber to view a separate section of the tube. Photodiodes are placed at axial locations
predicted by the trajectory modeling program as discussed in Section 2.2.
This model predicts the cloud centroid to within a few centimeters. Most of the variability in the stopping
distance comes from unpredictable processes such as the dispersion of the cloud during injection and the
size distribution within the cloud. The particles are assumed to be disperse with a low loading fraction,
and they are assumed to behave like a group of optically thin particles rather than as a dense cloud. This
dilute loading assumption holds well for the emission of injected particles, but is poor if the location of the
particles is further confined, such as when a blade or sting method is used to load the particles. Typically,
the photodiodes located only a few cm further from the endwall than predicted by the trajectory modeling
produce the most repeatable burntimes.
The particles ignite and burn in the reflected shock conditions, although in some cases, the very small
particles may ignite by heat from the incident shock. The particles must burn out in the test time before the
reflected shock reflects again off the contact discontinuity when they will be heated once again, unpredictably.
Typically, light intensity will peak during a combustion event, return to a low, approximately constant value,
but then increase greatly after the test time. Pyrometric analysis [9] of the particles suggests that the particles
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Figure 2.13: Test section with fiber optic access along with filtered photodiodes.
heat up and stay above the ignition temperature during the strong emission of the combustion event, and can
return to the ambient temperature during the test time. It is unlikely that any unburnt aluminum particles
remain inert while their temperatures are above the ignition temperature (i.e. the melting temperature of
Al2O3 around 2350 K).
Photodiodes are filtered around selected wavelengths which pass the emission from gas phase combustion
intermediates. This is necessary to differentiate combustion from simply a particle heat-up thermal event.
For aluminum combustion with oxygen containing oxidizers, the photodiodes are filtered around the AlO
B-X ∆v=0 bandhead around 486 nm as shown in Fig. 2.14. This region does not have significant spectral
interferences. Hβ may appear when water vapor is used as an oxidizer, but the intensity contribution is not
significant compared to the AlO band. The intensity is corrected for condensed phase emission of products,
(in aluminum combustion, product alumina always condenses at combustion temperatures) by subtracting
a post peak background signal. The burning time is calculated as the 10-90% limits on the cumulative
intensity of the combustion intermediate. This approach was found to be a more appropriate measure of
burning time than intensity cutoff measurements [31].
The burning time is then corrected for particle motion and field of view effects during the emission event
and to isolate the contribution of each oxidizer [30]. While the gas behind the reflected shock is quiescent,
the particles may ignite and burn while the particles come to a stop or pass through the test section. The
motion of the particles and the finite view of the fiber optics decreases the burning time from its measured
value. Particles are initially heated at different times based on when they are passed by the reflected shock
due to the spatial distribution of the particle cloud. Using the trajectory model as described in Sec. 2.2,
the estimated time difference between the first particle and last particle to ignite within the field of view is
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Figure 2.14: Visible Spectra of AlO showing region where photodiodes are filtered.
determined. The time difference, which is subtracted from the measured burn times is:
tcorr =
(DFOV +DMOV )
Vr
(2.5)
where DFOV is the size of the field of view, DMOV is the distance the particle moves after ignition as
determined by the trajectory model (ignition being 2350 K), and Vr is the reflected shock velocity.
Also, the formation of more active oxidizers from the dissociation of less active ones, (i.e. O, OH, and
O2 from CO2 and H2O) at high temperatures decreases the burning time. A slight correction increasing
the burn time is implemented so that the reported burn times more closely track the base rate of each
primary oxidizer. As a first order correction, the total burn rate (1/burn time) is assumed to be the result
of the sum of the burn rates due to each oxidizer present. While there may be higher order effects from
combining oxidizers, for the small concentrations observed via dissociation, the first order correction should
be sufficient. This work continues the assumption made by Bazyn [12], that reactions with O, OH, and O2
occur on approximately the same time scale, and reactions with CO are on much longer time scales than
observable in the shock tube. The mole fractions of these species are summed, and the reaction rate due to
these species is estimated by extrapolation of the O2 curve of burn time with oxidizer concentration. More
data were taken in the region of low mole fractions of O2 in order to improve this extrapolation. This reaction
rate is subtracted from the observed reaction rate, giving the corrected reaction rate vs. mole fraction for
the primary oxidizer. Since these corrections affect the estimated burning time in opposite directions, the
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total correction is less than 15%.
Burn Time Measurements in All Optical Section
Three 61 cm cast acrylic end sections nominally with the same internal diameter as the shock tube, 8.9 cm,
were purchased. The tube walls are 0.95 cm thick. A custom mount attaches the tubes to the previously
used test section. Schematics of the adapter which attaches to the previous sapphire section and the new
endwall are appended. Four 1/2-20 threaded rods are attached to the shock tube via the custom mount
as shown in Fig. 2.15. The acrylic end section is fit by compression between the custom mount and the
endwall. There is a PCB 104A pressure transducer mounted in the endwall, much like the endwall for the
sapphire and fiber optic end sections. There is no window for upstream viewing; however, one could easily
be added. The acrylic tube is rated to hold pressures up to those commonly tested in the shock tube, i.e. ∼
30 atm.
Figure 2.15: Photograph of the acrylic end section attached to the heterogeneous shock tube.
The acrylic section must be very carefully cleaned after shock tube tests with glass cleaner but not
alcohol, which causes the surface to craze. Otherwise, cleaning, preparation, and firing is the same as
when using the other end sections. All personnel remain in the control room during the firing of the shock
tube when using the acrylic test section, necessitating the remote triggering of any diagnostic desired. For
higher pressure runs, which require more, thicker mylar diaphragms, and have higher shock velocities, the
diaphragm fragments significantly scratch the surface. Additionally, when using oxygen as a test gas, the
mylar diaphragms burn late and cause additional damage to the tube. The very high temperature oxygen
tests also appeared to burn the tube locally in some areas. Finally, if particles are initially laden on the
surface of the acrylic tube, those that burn nearest the wall will cause pits.
Of the three test acrylic test sections, the initial one sustained 30 shock tube tests before damage from
the tests and improper maintenance rendered the surface unusable for imaging tests. With proper care,
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the second end section has lasted more than 40 tests with limited scratches. It appears that this tube will
remain suitable to image through for many more tests. Additionally, it appears that by treating the tubes
with Novus acrylic scratch remover and polish, the surface can be returned to its former clarity with little
noticeable damage to the tube.
The acrylic test section is imaged with a Phantom 7 high speed camera capable of taking 50,000 fps.
While the camera is sensitive from the UV to the near IR (i.e. at least 1 µm), the acrylic section is not
UV transmissive. Additionally, a Roscolux Italian Blue #370 filter was used [146]. As can be noted in the
transmissivity spectrum shown in Fig. 2.16, this filter rejects most of the visible light above 580 nm, while
transmitting a great portion of the light between 440 nm and 580 nm. It is unclear the extent of the filtering
into the n-IR as the reference data shows an uptick in transmission beyond 740 nm. This allowed us to reject
some of condensed phase emission from the hot particles, which would primarily occur in the red portion
of the spectrum and into the IR and focus on the bright emission from AlO. AlO B-X has five vibrational
band heads (∆v = -2 through 2) between 440 nm and 560 nm with limited atomic or molecular interferences
throughout as will be discussed in Sec. 2.5.3. While this filtering is not as tight as the 10 nm FWHM filters
around 486 nm that are applied to the photodiodes when using the fiber optic test section and will allow
significantly more condensed phase emission than the previous methods, it is balanced by integrating over 5
relatively strong band heads.
Figure 2.16: Transmissivity of the Roscolux #370 Italian Blue Filter [146].
Besides the Phantom 7, tests were also attempted with the Phantom 5 camera with less success. When
the Phantom 7 was used with a 30 mm lens, imaging almost the entire tube is possible with 512x64 pixels
at 50,000 fps. While the Phantom 5 is also able to image at 50,000 fps, the number of active pixels is much
smaller, 96x64 pixels, with a much lower sensitivity. In order to maintain the same resolution with less than
one fifth of the viewing area, it was difficult to properly observe the cloud of burning particles and especially
the motion of the cloud. As burntime processing methods somewhat integrate spatially and require less
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resolution, it may be possible to image more of the tube for later processing with the Phantom 5.
The initial series of tests to prove the utility of the acrylic section was performed with both ’H-2’ and ’5-
10’ µm aluminum particles in the shock tube. The reflected shock temperatures were about 2600 K, and the
reflected shock pressures were about 4 atm. The test gas was 40% CO2 in Ar. Calculations suggest the tube
will survive increased pressures, however increased temperatures and increased pressures require more mylar
diaphragms which will increase the likelihood of damaging the tube. While the tube is especially damaged
by burning diaphragms which would come from O2, the tube is also scratched by diaphragm fragments and
melted diaphragm droplets.
The location of injection was varied from 1.04 m from the endwall, the closest port that will fit the
injector, to 2.57 m, the farthest. Additionally the effect of initially wall bound particles was tested by
varying the time between injection and firing the shock. In all cases, imaging was performed at 50,000 fps
with a 2 µs exposure time.
2.5.2 Diameter Dependence Calculations
In an effort to evaluate the particle size effect attributed to anomolous burn times as described in Sec. 1.1.2,
five particle distributions were tested in the fiber optic test section using the methods described in Sec. 2.5.1.
The particles were accelerated in the gas behind the incident shock and stopped as the gas stagnated behind
the reflected shock where they were heated up to high temperature and high pressure. The particles were
slowed with a time constant based on conditions behind the reflected shock. There is a strong diameter
dependence upon the characteristic stopping distance and heatup time as described in Sec. 2.2. This
dependence causes the larger particles to accelerate and decelerate slower than small particles and to stagnate
closer to the endwall, as well as to heat up slightly more slowly than the smaller particles. However, based
upon the particle trajectory modeling program, the stopping distance between these particle sizes varied
very little, only a matter of about 2 cm, or approximately one fiber optic port difference. The heatup time
difference was also very small on the order of tens of microseconds.
Particles ignited, burned, and were viewed through fiber optics at approximately 10.8, 12.7, and 14.6 cm
from the endwall at least three times for each condition for a total at least 7, more often 9, data points
per burntime calculation. Burn times were calculated based on photometer signals filtered around the band
head of the AlO B-X ∆v = 0 transition at 486 nm.
Five aluminum size distributions were used, as shown in Table 2.3. The base powders were the spherical
Valimet powders as described in Sec. 2.4. Size distributions ‘H-2’ and ‘H-5’ were used as well as the second
version of the ‘5-10 µm’ Al powder sieved from ‘H-12’ powder sieved between 5 and 10 µm. The hypothesis
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that mass averaging is more appropriate averaging for the particles, primarily because light intensity is to
first order dependent upon the mass of the particles, can be tested by fitting burn times from these powders
to the appropriate diameter.
Table 2.3: Powders used in burn time side distribution studies
Powder average size by mass average by number
‘H-2’ powder
diameter, µm 3.1 1.2
‘H-5’ powder
diameter, µm 6.1 2.3
5-10 powder
diameter, µm 11.2 6.9
Mixture 1
20% 5-10 µm powder by mass (1% by number)
80% 2 µm powder by mass (99% by number)
diameter, µm 6.4 1.2
Mixture 2
97% 5-10 µm powder by mass (41% by number)
3% 2 µm powder by mass (59% by number)
diameter, µm 11.1 3.6
From these two powders, mixtures were created. Mixture 1 was created to have a dominant portion of
smaller particles, 99% in particle numbers, but enough large particles to have a discernable difference in burn
time should the large particles ignite. Figure 2.17 shows the size distribution of Mixture 1. Should the large
particles ignite, the burn time should represent a distribution with a mass weighted diameter of 6.4 µm,
while if they do not, the size distribution should very closely represent the 3.1 µm data. If mass averaging is
inappropriate, and burntime is controlled by, for instance, the largest particle in a distribution, this would
also be observable as there would be some particles that have diameters larger than 10 µm present in an
otherwise predominantly d ∼ 3 µm sample. However, according to the micrographs, the ‘H-2’ distributions
do not have these large particles.
Mixture 2 on the other hand was created to have roughly similar numbers of small and large particles.
Figure 2.18 shows the SEM of Mixture 2, which again shows spherical powders which do appear to have
a combination of large and small particles. The size distribution for this mixture was measured, and that
is shown in Fig. 2.19. Unlike the ‘H-2’ and ‘H-5’ distributions as shown in Sec. 2.4, Mixture 2 shows a
bimodal distribution. A majority of the number of particles is from the ‘H-2’ distribution. However, the
fewer particles from the larger distribution completely dominate the mass weighted average. The number
weighted average diameter is 3.6 µm, while the mass weighted average diameter is 11.1 µm, which will be a
large enough difference to tell if a mass weighted average diameter is appropriate.
As described in Sec. 1.1.2, the most specific testable hypothesis was that increases in particle burntime
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Figure 2.17: The size distribution of prepared Mixture 1.
Figure 2.18: Scanning Electrion micrograph of Mixture 2.
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Figure 2.19: Size distribution measured of Mixture 2.
with pressure seen only in water vapor were because of a pressure dependence on ignition that only ignited
the large diameter particles at high pressures, artificially increasing the burn times at large pressure [29].
To test this, experiments were conducted close to 2650 K and with 45% water vapor, with the balance Ar
inert. The tube was heated to 338 K in order to keep the water vapor in the low pressure driver section in the
vapor phase rather than allow it to condense into droplets. The condition was chosen from the correlation
[48] to have noticeable changes in burn time with pressure and diameter. Burn times have been shown to
be insensitive to ambient temperature above 2500 K. Pressures were varied from 3.5 atm to 18 atm, which
was significant enough to see the increase in burn time with pressure. The 18 atm condition was the high
pressure limit of the shock tube when using water vapor as an oxidizer because initial vapor pressures in the
test gas became too high, and it became impossible to keep vapor from condensing into unwanted droplets.
2.5.3 Emission Spectroscopy Measurements
Whether testing the presence of gas phase species or measuring a gas phase or condensed phase temperature,
emission spectroscopy is a nonintrusive way to make measurements. Many different emission spectroscopy
measurements, using many different spectrometers and detectors were used throughout this study. Chrono-
logically, the first measurements were of thermite particles [147]. These spectra were not time resolved. Two
spectrometers were used: a 50 mm f/5 custom spectrograph with 2 A˚ resolution was used with the MX-516
CCD camera, and a 25 mm f/2 custom spectrograph with 1 nm resolution over the entire visible was used
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with the MX-716 camera.
Later, time resolved measurements were taken with the Andor DV-420UV-FK CCD array. The 1024
x 1 pixel Fast Kinetics array is capable of taking up to 127 spectra with exposure times as low as 1 µs.
Two different custom spectrometers were used with this camera. The first had a fixed range of 400-760 nm,
and the second had a fixed usable range of about 450-650 nm. These setups were used both to make time
resolved measurements of the emission of AlO from reactions of Al and water vapor in the shock tube [31]
as well as the initial measurements of the emission from aluminized RP-2 detonators.
Particle emissivity measurements (Sec. 2.5.5) were performed with the Triax 190 mm spectrometer and
the Hamamatsu CCD array. Additionally particle temperature measurements in support of the absorption
measurements of nano-aluminum combustion (Sec. 2.5.6) were performed with the same setup. Fiber probe
measurements inside the fireballs of enhanced blast detonators used a custom spectrograph and the Cooke
High Speed Framing Camera (Sec. 2.5.4).
Finally, very high resolution measurements of the AlO B-X ∆v = -1 band in the shock tube were
taken with a 1.5 m custom spectrometer with a 3600 g/mm grating. The AlO B-X ∆v = -2 band emission
measurements with moderate resolution were taken with the 444 mm custom spectrometer with a 2400 g/mm
grating.
For the ∆v = -1 band measurements, the resolution was approximately 0.0024 nm, and spectra were
collected at almost 20 different spectral windows with multiple tests each for repeatability. The particles
were non-reacting nano-alumina in 100% Ar at approximately 3300 K. These conditions were selected so
that the AlO which dissociated from the particles emitted at a known temperature without reaction. The
exposure time of 1 ms was controlled with a mechanical shutter. For the ∆v = -2 band measurements,
the resolution was approximately 0.04 nm and the entire band was collected on the Hamamatsu chip. The
particles were again non-reacting nano-alumina in 100% Ar, however the reflected shock temperature varied
from 2800 K to 4000 K.
Processing
Five different spectra are required in making an emission spectroscopy measurement. The first is the run
spectra. Next a dark image is needed with the same exposure time and in otherwise the same conditions as
the run spectra. The dark image should be taken in the exact same conditions as during the test, including
room conditions. This dark image is used to remove the contribution of stray light and dark current to the
run spectra. In addition to these two runs, one spectrum is needed to determine the spectral calibration.
The spectral calibration source is carefully positioned behind the windows of the shock tube opposite to
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the collection optics. It is not always possible to precisely match the solid angle that enters the collection
optics between the calibration source to the actual test conditions. However, the calibration source must
be properly aligned with the collection volume in actual test conditions and normal to slit. If there is even
a small angle difference between the calibration source and test conditions, the spectral calibration can be
compromised by a few pixels.
Typical spectral calibration sources used are hollow cathodes or other calibration lamps. Typically,
weak lines can be measured by subtracting a dark signal with the same exposure time as the calibration
signal. Figure 2.20 shows such a spectrum from an iron hollow cathode. The iron hollow cathode has lines
from Fe and Ne bath gas at well characterized positions that are available from the NIST atomic spectra
database [148]. At least three lines are needed, preferably spaced throughout the entire spectral range to
fit the dispersion equation to a quadratic function. When recording spectra with very high resolution, high
spectral accuracy is needed, and the line position must be determined with better than pixel accuracy. Using
a peak finding program such as with Origin Pro, or other codes, like the Fortran peakfinder code written
by Professor Glumac [149], peaks can be fit to either Lorentzian or Gaussian profiles (depending on which
instrument function more closely resembles the spectrometer instrument function) with centers known to
0.1 pixel accuracy.
Figure 2.20: Iron hollow cathode spectrum used to calibrate high resolution spectra.
The other two spectra that are required are an intensity calibration and an intensity calibration dark im-
age. The intensity calibration is needed to properly account for the various transmissivities and reflectivities
of the different devices in the optical collection train. This includes lenses, windows, the diffraction grating,
the mirrors in the spectrometer, and any other spectral filters. Additionally, the quantum efficiency of the
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CCD array affects the attenuation of the recorded intensity at each pixel compared to the actual intensity.
In order to account for this, a source of known spectral intensity is measured. This source must precisely
match the solid angle that enters the collection optics during the actual test conditions. In the shock tube,
this requires either putting the light intensity source inside the shock tube or outside the shock tube on the
opposite side of the collection optics. When this happens, the rear sapphire window is removed to mimic
test conditions.
Sources with known spectral intensities include blackbody sources or other calibrated light sources. For
instance, a NIST traceable black body source very closely emits (within 1 %) a spectral intensity profile
given by:
Ibb,λ(T ) =
C1
λ5(exp(C2λT )− 1)
(2.6)
where C1 = 117,536 Wµm4cm−2 and C2 = 14,388 µmK. The intensity corrected signal is then calculated
by:
Iλ,corr = Iλ,raw
Iλ,bb(Tcal)
Iλ,cal
(2.7)
where Iλ,cal is the signal measured from the intensity calibration source, Tcal is the calibration source
temperature, and Iλ,raw is the raw run signal. Besides the NIST traceable black body source, calibrated
light intensity sournces include the Ocean Optics LS1, Oriel Tungsten lamps, and so on.
The absolute intensity on a CCD array is not measured, and so Eq. (2.6) is typically scaled so that the
intensity value at each wavelength bin is on the same order as the pixel counts on the intensity calibration
signal so that the correction is approximately of order 1. For high resolution spectra, this correction is
small, and often the spectral shape of the raw signal and the corrected signal are similar, however, for low
resolution spectra with a large spectral range, the correction can significantly affect the corrected spectra
because there are regions of high attenuation in the raw spectra. This will later be seen in Sec. 2.5.5.
The corrected spectra can then be processed by a number of different means. Areas of continuua can
be fit to a solid phase temperature by fitting a line to: ln(Iλλ5/λ) vs. (1/λ). As described in Sec. 1.2.3,
the value assumed for emissivity can greatly affect the temperature measurement. Figure 2.21 shows a
temperature fit for 4:1 Al/MoO3 thermite particles burning in air at about 1500 K and 2 atm [147]. These
particles are fit with a gray particle (constant spectral emissivity) assumption to a temperature of 3794 K.
The region in which the temperature was fit was between 550 and 750 nm, with the exception of the atomic
interferences from sodium and potassium. The fit was quite good. Below 550 nm, AlO presents, however,
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the fit still appears acceptable in the spectral regions where the bands do not appear.
Figure 2.21: Condensed phase temperature fit of 4:1 Al/MoO3 thermite particles burning in 20% O2, 80%
N2.
Next, the presence of molecular species can be used as indicators for combustion. Burning times can be
calculated from the presence of light emitted from AlO as described in Sec. 2.5.1. While in the shock tube,
filtered photodiodes are often used around one band of AlO, the same measurement can be made with time
resolved spectra. Time resolved measurements were performed for Al burning in the shock tube as well as in
testing the burning of aluminum in the fireballs of enhanced blast detonators. Spectra were collected with
the Andor DV-420-UV-FK camera.
For each spectrum, a linear background was fit to each of the five vibrational band heads between 440 nm
and 550 nm. Any signal that was higher than this background signal was considered to be from AlO. An
example AlO signal would be the shaded regions in Fig. 2.22 for each of the three times. The calculation
of AlO intensity was repeated in time for the different spectra taken during each experiment. This AlO
intensity at each time can be integrated with wavelength to get a total AlO intensity profile with time.
While these signals do not always look analogous to the photodiode traces measured, they are similar, with
slightly longer duration. Burning times are then calculated as either the 10-90% limits on the cumulative
intensity of AlO as described in Sec. 2.5.1 or by using a full-width at half-maximum of the intensity peak.
The AlO spectra collected with the Andor FK camera through the custom spectrometer were not suitable for
making gas phase temperature fits, at least from the shock tube. The resolution of the spectrometer through
which the FK camera images is insufficient for fitting temperatures. Furhermore, any optical thickness and
self absorption in the spectra cause the fits (described below) to be poor and often fail to converge.
Additionally, atomic and molecular species which have temperature dependent transitions can be fit to
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Figure 2.22: Example emission spectra from the reaction of Al particles, highlighting the AlO B-X bands.
The shaded area shows the AlO intensity which was integrated and indicative of burn time.
temperature. The emission intensity from two or more different lines from different energy levels can be fit
to a Boltzmann plot, whose slope will indicate the temperature [150]. The spectra from molecular species,
including AlO can be simulated at different temperatures [151, 152]. The experimentally obtained spectra
can then be fit to one of these simulated spectra to find the temperature. The fitting code developed by
Professor Glumac fits five different adjustable parameters to a spectra, the temperature, the optical depth,
an intensity scale, and two parameters which for the non-resonant background [9, 12]. Figure 2.23 shows
one such temperature fit from an emission spectrum from burning 16:1 Al/MoO3 thermite particles [147].
2.5.4 Fiber Optic Measurements
Fiber optic measurements inside the cloud of aluminized enhanced blast fireballs were among some of the tests
performed outside of the heterogeneous shock tube. The general schematic for the fiber probe experiment
is shown in Figure 2.24. A charge is fired horizontally as can also be seen in Fig. 2.25. From previous
studies by Kim Chesterfield [90] and Jennifer Mott Peuker [93], the identical charge was imaged beforehand
to develop a spatial and temporal distribution of the fireball. With this information, fibers were spaced to
capture early and late stages of the fireball with moderate spatial resolution. During the first 10 µs, the
optical depth of the fireball was as small as 1 cm. During the 15-100 µs range, the optical depth increased on
the order of 2-4 cm, and at ∼160 µs, the optical depth was > 15 cm, so the fireball produced an environment
57
Figure 2.23: AlO temperature fit of 16:1 Al/MoO3 thermite particles burning in 80% N2 20% O2.
that ranged with time from nearly opaque to more transparent. Additionally, one fiber is placed outside
the fireball and images along the firing axis from an external vantage point. This fiber then represents the
commonly-used external approach of making fireball measurements.
Fibers obtained from Edmund Scientific were economy grade with a 1 mm acrylic core. They allowed
good visible and near-IR transmission, with very low cost. Fibers were protected in the fireball by using
stainless steel sheaths made from 304 SS 0.042 inch inner diameter capillary tubes. The fiber tip is recessed
inside the end of the tube by 3 mm such that an f/3 cone is allowed into the fiber, matching the inlet to
the spectrometer. Fibers were aligned such that the probe tip was along the fireball central axis as can be
seen in Fig. 2.25. A photodiode was used to verify timing in the experiments, and the charge was held in
a stainless steel block with a recess to collect brass fragments from the casing. The charge was a modified
RP-80 detonator with an output pellet that contained 20% aluminum powder in PBX-9407. Two powder
sizes were tested: 3 µm and 40 µm. One charge with 50% of the 3 µm powder was also tested. The RP-80
was initiated with a Teledyne RISI EBW timed fireset.
While collection of the fiber probe light was relatively straightforward, collecting the spectral information
with temporal and spatial resolution was more complicated. To achieve this goal, the approach shown
schematically in Fig 2.24 was used. Central to this arrangement was the custom imaging spectrograph.
A 135 mm f/2.8 camera lens was used as an input collimator. At the focal plane of the camera lens, the
1 mm fibers were arranged into a vertical column behind a 100 µm slit. The spacing between fibers was
approximately 0.2 mm. The collimator lens generated a beam that was incident on a diffraction grating. Two
different diffraction gratings were used in this setup. The first was a transmission grating with 1200 gr/mm,
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Figure 2.24: Schematic of the arrangement of the fiber probes with respect to fireball location and the
approach used to convert the fiber inputs into images that contain spatial information on the spectral
distribution of the light emission.
Figure 2.25: Photograph of fiber probes and charge location.
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and was used for lower resolution tests, and an 1800 gr/mm reflection grating was used for the higher
resolution tests. When using the transmission grating, the spectral range included most of the visible.
However, attenuation rendered the signals quite poor below about 450 nm and above 700 nm. For these
reasons, the reflection grating was swapped in to increase resolution in the ranges of practical transmissivity.
Light was dispersed by the grating and sent to a focusing optic, which was the input lens for the Cooke
HSFC. Each Cooke HSFC can take 8 full frame images (1280x1024) with sub-microsecond interframe transfer
rates. In these tests, a f/1.3 50 mm camera lens was used. This arrangement allowed effectively a f/1.3
instrument, which was ultrafast, along with sub-nm resolution over a spectral range of several hundred nm.
Resolution of this magnitude was sufficient to identify key atomic and molecular spectral features, as well
as to fit a condensed phase temperatures to the spectral continua towards the red. Spectral calibration was
performed with a helium lamp and intensity calibration was performed with the Ocean Optics LS1 light
source. Temporal resolution is determined by the camera framing rate. The high speed of the spectrometer
system allows maximum utilization of the input light, enabling high signal-to-noise ratio spectra to be
obtained with short exposures. Exposures as short as 3 µs were used.
Figure. 2.26 shows the light on the chip from one frame of the high speed framing camera. Signal levels
were typically lower than during this frame. This frame clearly shows light from five of the internal fibers
and from the external fiber. Typically, light was not seen from the sixth and seventh fibers, which were the
furthest away from the charge. The number of pixels for each fiber decreased upward in Fig. 2.26. Internal
fibers six and seven and the external fiber eight showed the poorest signal to noise ratio. The frame shows
that the fibers are well defined and separated from each other on the slit and so clear spectra can be binned.
A program to process these semi-automatically was written.
From the image in Fig. 2.26, it is immediately observable that the spectra vary significantly with position,
and the external fiber does not represent all internal fibers. The two closest fibers (bottom two spectra)
show strong Na emission, whereas the further fibers and external fiber show only a small peak. The fiber
representing the front of the fireball (fifth from the bottom) shows the largest AlO signal relative to the
background - i.e. weak background, strong AlO - whereas the other fibers, including the external fiber,
show strong continuum and weak AlO on top of it. Clearly, there is a difference in the distribution of
thermo-chemical properties within the fireball.
After the experiments, the steel capillary tubes holding the fibers were not particularly deformed. This
suggests that the fibers do not significantly move during the exposure time of the test. There was always
some blast residue that collected inside the capilary tubes in front of the fiber probes, but they were blown
out with compressed air between each test.
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Figure 2.26: Light on the chip of the HSFC during one frame. The event was approximately 10 µs after
initiation of a 200 mg charge with 20% 3 µm Al powder in PBX-9407. Each fiber spectrum represents a
different position within the fireball with direction from the charge as indicated.
2.5.5 Emissivity Measurements
Figure 2.27 shows the setup of heterogeneous shock tube and the diagnostics used when performing experi-
ments testing the emissivity of particles. The sapphire window test section was used. Particles were injected
upstream before the firing of the shock, and the experiment proceeded very similarly to when burn time
measurements are made, except the particles were inert and had a calculable temperature as they emitted in
the stagnant conditions behind the reflected shock. An f/8 lens system collected the light from the emitting
particles and passed it through a Triax 190 mm spectrometer with a 300 g/mm grating before collected by
a Hamamatsu back-thinned CCD array. The optical train contained a 0.515 µm long pass filter to eliminate
order overlap, a Uniblitz shutter to control the exposure time, and a pinhole spatial filter to limit the col-
lected light to a small collection volume in the center of tube. The spatial filter also served to reject light
from upstream and downstream locations of the tube compared to the centerline of the collection optics.
The shutter timer was changed under each temperature condition such that the intensity on each pixel of
the CCD array was at least 10,000 counts (typically ∼ 30,000) without saturating. The shutter was always
closed by the end of the shock tube test time. When necessary, neutral density filters were used to attenuate
61
the signal when this was not possible through appropriately short exposure.
Figure 2.27: Schematic of heterogeneous shock tube and diagnostics when performing emissivity tests.
The spectral region of interest was between 0.55 and 0.95 µm. This region avoids molecular interferences
of dissociated AlO at wavelengths lower than 0.54 µm while extending into the near-IR. Figure 2.28 shows
the two reference spectra, a Ne hollow cathode and a Hg-Ar lamp with the reference lines listed. If molecular
interferences are avoided, this region is suitable for making temperature measurements using pyrometry. In
addition to the long-pass filter within the optical train, in order to preserve dynamic range across the entire
region, a Roscolux “Apricot” R68963 [146] color filter was used to attenuate the signal at the blue end of
the spectrum.
Intensity calibrations were taken with every change in condition. Intensity calibrations were carefully
matched to exact experimental conditions. The primary intensity source was a 1273 K NIST traceable
black body generator. This source provided ample signal for wavelengths longer than 0.7 µm. However,
the intensity of the blackbody source was insufficient below 0.7 µm. In order to extend the range of this
calibration, an Oriel Tungsten lamp (6319) with nominal color temperature of 3200 K was used. At every
change in condition, the lamp was calibrated to a blackbody temperature using the spectral region between
0.7 - 0.95 µm using the NIST blackbody generator. This temperature decreased slightly with usage of the
bulb. This tungsten lamp was then used to generate an intensity calibration for wavelengths lower than
0.7 µm, where the signal level was ample.
Fig. 2.29 shows the normalized intensity correction that needed to be applied to account for the attenu-
ation through the optical train and the quantum efficiency of the detector. The corrections were high at the
edges, below 0.6 µm (because of the attenuation in this region necessary to prevent the chip from saturation)
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Figure 2.28: Spectra used to calibrate the emissivity measurements
and above 0.9 µm as the transmissivity of the optics drops off. The correction as calculated by the 1273 K
black body generator spectra was artificially low below 0.65 µm because there were so few counts on the
pixels here and the proper trend could not be seen.
Two particle sizes were tested, one from the alumina micro-powder and the other from alumina nano-
powder. Particles were tested in 100% Ar, approximately 10 atm reflected shock pressure, and reflected
shock temperatures starting at 2400 K, and increasing up to 3500 K. This procedure was repeated for
micro-alumina as well as nano-alumina samples, at a minimum twice for each condition to test repeatability.
Section 2.4 contains further descriptions of the particles. For the micro-alumina, in the collection volume
of the f/8 optics, there would have been approximately 10,000 particles, while there may have been as many
as a billion nano-alumina particles, although this number would be significantly reduced by agglomeration.
These numbers suggest the cloud of nano-alumina was optically thicker than the cloud of micro-alumina
particles, perhaps significantly. However, in these conditions, there were still on average 75-particle-diameter
spacings between particles and conditions in the cloud were optically thin. Low optical depth is important to
ensure that the intensity measurements are almost solely from emission of the particles, not from scattering.
Further, a significant absorbed quantity would confound the wavelength dependence of emissivity. As optical
depth increases, intensity measurements tend to approach gray dependencies as multiple scattering and
absorption make a region increasingly resemble an isothermal cavity [99].
With such a large spacing of the particles, the heat capacity of the environment was about 150 times
that of the particles, meaning that the particles heat up or the emission effect on the gas was well within the
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Figure 2.29: A typical intensity calibration.
temperature uncertainty (25 K) from the reflected shock calculation. This effect was even smaller because
the particles moved throughout the gas as they were heated. For this reason, the ambient temperature was
the reflected shock temperature and was assumed to be unaffected by the low mass fraction of particles
present.
The particle heat-up time characteristic of the micro-alumina powder was 50 µs to raise the particle
temperature from the incident shock ambient temperature to the reflected shock ambient temperature.
This time was at most 4% of the exposure time. However, because intensity is proportional to T4, the
emission from particles at temperatures less than the calculated post-reflected-shock equilibrium particle
temperatures accounted for less than 2% of the integrated intensity and was within the shot noise. The
heat-up time characteristic of the nano-powder was much smaller.
Processing
The emissivity of the particle at a given temperature was calculated using:
λ(T ) ∼ Iλ,exp
Iλ,bb(Tp)
Iλ,bb(Tcal)
Iλ,cal
(2.8)
The emissivity calculation shows the proportionality of emissivity along wavelengths at a given tem-
perature. The proportionality constant could not be calculated with this experiment because the absolute
intensity (both of the experiment and the calibration) was not measured.
While the wavelength dependence on emissivity was measured, the absolute emissivity levels were es-
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timated from an optically thin, full Mie scattering model [107, 108] that accounts for the temperature
dependence upon the optical constants [100, 105], as well as the size distribution [153], albeit with spherical
particles. Poleatev and Florko [105] had experimental data for the absorption index of the complex index
of refraction at temperatures up to 3150 K. This complex index of refraction was extrapolated to higher
temperatures (up to 3500 K) by using Shigapov’s fit [111] for the scale and assumed the same spectral profile
as Poleatev and Florko’s 3150 K data.
In this processing, λ was taken as equal to Qa [154, 155]. The proportionality constant used to re-
port an absolute emissivity could then be estimated by performing a least squares fit of the model to the
experimentally obtained emissivity dependence calculated in Eq. (2.8) over 0.55-0.9 µm. These absolute
emissivity levels increase toward unity near 3500 K, which is an expected trend. Additionally, this procedure
was also attempted using the relation λ = 2.31(Qa/Qs)0.5 [156, 157]. This correlation is often appropri-
ate in semi-infinite media in which the scattering coefficient is much larger than the absorption coefficient.
However, this model did not fit the data well. The scattering coefficient was non-negligible, and furthermore
the semi-infinite assumption of the slab was inappropriate.
The temperature of the particles, Tp, was set slightly less than that of the gas behind the reflected shock
by a few degrees. A balance was calculated between the radiative loss of the particles (total emissivity was
initially assumed at 0.3) and heat added to the particles from convection and conduction. The velocity and
temperature history of the particles was calculated by the trajectory modeling as described in Sec. 2.2. The
conditions behind the incident and reflected shocks were calculated using GASEQ [137] from the measured
shock velocity. The maximum temperature difference between the particles and ambient conditions was
only 30 K, and the difference was more dependent upon ambient conditions than it was on the assumed
emissivity.
2.5.6 Absorption Spectroscopy Measurements
The gas phase species present during nano-aluminum combustion were measured using absorption spec-
troscopy. Figure 2.30 shows the schematic of the shock tube. Due to the high signal levels and precise
focusing of optics needed when making absorption based measurements, the aluminum particles were loaded
on a knife edge to better control their location during the experiment. When the shock was fired, through
the rupture of the double diaphragms in the same manner as described in Sec. 2.1, the particles initially
loaded on the knife edge became entrained in the gas behind the incident shock in the test section. The
stagnant gas in the region behind the reflected shock stopped the particles and heated them to a controllable
temperature. High speed imaging was used to verify the location of the particles during the event, which
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Figure 2.30: Schematic of heterogeneous shock tube with diagnostics.
was dependent upon conditions. Roughly, for reflected shock temperatures above 2300 K, the particles were
located ahead of the knife blade. For temperatures below 2300 K, the particles were located within the
2.5 cm between the endwall and the knife blade.
When introducing particles into the shock tube by loading them on a knife edge, the timing of the
detachment and entrainment of the particles is unpredictable, so the time history is not well known and
these conditions are not suitable for making burn time measurements. However, the location where these
particles stop is highly repeatable, and particles very quickly heat behind the reflected shock. Once this
location is determined, the light source can be focused through this narrow collection volume.
Figure 2.30 shows the diagnostics used for the absorption measurements. Light from a retroreflected,
focused Oriel Xe flash lamp is passed through the cloud of reacting particles. A lens system collects the light
that is passed through the test section. This light is focused through a pinhole to spatially filter the light
to only a narrow collection volume and limit the contribution of any broad emission from the particles, as
well as any particles upstream or downstream. This light is passed to a JY SPEX 270M spectrometer with
a 2400 g/mm grating before being collected by a Hamamatsu back-thinned CCD array. Two photodiodes,
one facing the Xe flash and the other focused on the collection volume are used to ensure the timing of the
flash overlaps precisely with the period in which the particles are hot and emitting as shown in Fig. 2.31.
Though the time the particles emit are repeatable once a condition is chosen, it varies from condition to
condition, and multiple shots are needed to precisely time the flash.
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Figure 2.31: An example of the time resolution of the study. Times are from endwall reflection. The Xe
lamp (with a FWHM of 50 µs) flashes during the combustion of the nano-aluminum, at this temperature
also on the order of 50 µs.
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Conditions in which the particles were tested were 40% O2/60% Ar, approximately 7 atm reflected shock
pressure, and reflected shock temperatures as high as 2400 K. The temperature was lowered in increments of
about 100 K until the species of interest were not seen in absorption. This procedure was repeated for nano
aluminum, ‘H-2’ aluminum particles (approximately 2 µm) as well as non-reacting alumina samples. Sec.
2.4 has more information about the powders. In addition, aluminum was tested in an inert environment,
100% Ar, also at 7 atm reflected shock pressure and at temperatures up to 3000 K.
The two spectral regions of interest were 20 nm ranges centered at 486 nm and 390 nm. The first
corresponds to the AlO B-X ∆v=0 band sequence, which is the strongest AlO vibrational band sequence
in the visible region. The second corresponds to the region where two Al 2Po - 2S transitions at 394.4 and
396.2 nm present. Typically, a set of pre-event and post-event flashes would be averaged to genenerate the
incident intensity I0. While Xe has broad spectral features in these regions, the intensity is highly repeatable
(< 2%) from flash to flash, and atomic absorptions as low as 1% could be resolved. The absorption was
calculated by:
α = 1− τ = (I0 − I1)
I0
(2.9)
where I1 is the intensity that passes through the collection volume during the test. Occasionally artificial
Xe peaks can present in the absorption signals. These peaks appear because the intensity of these spectral
peaks in the I0 and I1 signals are most variable here. Even if the peak intensity was the same, the line can
appear broader from shot to shot which creates an artificial bump or peak, typically less than 2% absorption.
While many of these artifacts are mostly removed by normalization with the incident intensity, they persist
in some tests.
In some of the higher temperature conditions, (e.g. above 2300 K) there was a noticeable emission
signal and spectrum during the test time. In order to account for this, several emission spectra were taken
without the flash at the same condition. An average emission signal, weighted by the spectrally integrated
photodiode intensity (which was observed to be the most consistent intensity measurement) was subtracted
from the I1 signal. In all cases, the emission was a small correction to the absorption measurement.
2.5.7 Volatilization Temperature Measurements
Figure 2.32 shows the experimental setup and diagnostics used in experiments testing the volatilization
temperature. Approximately 0.1 mg of particles were injected into the shock tube from a port either 0.38
or 0.78 m from the endwall approximately 1 s before the rupture of the double diaphragm section. Light
from an 80 mW CW frequency doubled Nd:YAG laser (532 nm) was passed through the sapphire windows
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Figure 2.32: Schematic of Heterogeneous Shock Tube and diagnostics when making volatilization measure-
ments.
of the shock tube as shown in Figure 2.32. The initial pass of the laser occurred 6.3 cm from the endwall.
The laser light was reflected back through the test section 5 cm from the endwall. This location was selected
based upon particle trajectory modeling and from previous high speed imaging of the event. The laser light
was then reflected approximately 2 m away and focused through a 532 nm bandpass filter onto a Thorlabs
PDA36A photodiode. The combination of the long distance from the mirror as well as the focusing of the
lens ensured that the solid angle collected by the photodiode was very small. Indeed the combination of
the small solid angle and the 532 nm bandpass filter was almost always sufficient for the 80 mW laser to
dominate any broadband emission from the solid particles at these wavelengths. The 532 nm laser also
comes in between the ∆v = -1 and ∆v = -2 AlO B-X bands, so any molecular interference is negligible.
Nano alumina particles were tested in 100% Ar, both 3 and 10 atm reflected shock pressure, and reflected
shock temperatures starting at about 2800 K and increasing to 5000 K. The reflected shock temperatures
were incremented until the photodiode signal showed little extinction within the shock tube test time and
slightly beyond. This cutoff, as well as modeling of the evaporation rates of the particles was used to
determine a volatilization temperature at the reflected shock pressure. Additionally, micro-alumina particles
(‘H-2’ size distribution, approximately 2-3 µm) were tested at 10 atm. These larger particles did not volatilize
appreciably within the shock tube test times until temperatures higher than the volatilization temperature,
however, the volatilization rates were predicted from the numerical scheme for evaporation and fit to a
volatilization temperature lower than the test ambient temperature.
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Processing
Two criteria were used to determine when a cloud of nano-alumina particles had significantly volatilized
and was no longer extinguishing laser light. The first was that the transmitted light intensity, which always
dropped somewhat shortly after the meeting of the reflected shock with the cloud, had to recover to 95%
transmissivity within the test time (1.7 ms). At high pressures, this often occurred rapidly, sometimes within
200 µs. However, at low pressure, this recovery required more time. The second criterion was that once the
shock tube test time was reached, the average transmissivity beyond the test time was required to be within
5% of 100%. This criterion was to ensure that the cloud of particles had volatilized and not simply moved out
of the test volume. The reflected shock, which reflects again off of the contact discontinuity, would sometimes
bring the particles back into collection volume and the transmitted light intensity would subsequently drop.
If the signal passed both of these criteria, it was assumed that there was limited extinction and the particles
had volatilized substantially within the test time. These criteria, while not the only criteria that could be
applied, were deemed satisfactory as they produced sharp cutoffs in extinction with temperature for both
the low pressure and high pressure data.
This defined sharp cutoff, however, is not the volatilization temperature of the alumina. Because of
the exponential nature of the vapor pressure with temperature, there can be significant evaporation of the
particle at temperatures below the volatilization temperature. With such small particles, the alumina can
evaporate and then dissociate within the test time at temperatures hundreds of degrees below the volatiliza-
tion temperature. This particle evaporation was modeled which allowed the calculation of a volatilization
temperature for the different pressures.
Volatilization Model
The numerical scheme for evaporation assumes that at each ambient temperature below the volatilization
temperature, there is a rate of evaporation and dissociation of the particle’s molecules. The numerical
scheme calculates this rate, which changes as the particle temperature and diameter change, and determines
if, for an assumed volatilization temperature, it would be possible for a particle to evaporate during the
shock tube test time. The volatilization temperature is then iterated to achieve the temperature for which
particles subjected to a lower experimental ambient temperature would evaporate.
The model assumes that there is a finite volume in which the products dissociated from alumina particles
can build up into. This assumption comes from the finite spacing that the particles have, which could be
estimated with imaging in the acrylic end section. Measurements of the fraction of the 0.1 mg of particles
injected which are actually entrained in the narrow cloud of initially free stream particles (based on the ratio
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of the total intensity from this cloud to the total intensity everywhere in the tube) reveal this number to
only be approximately 40%. Further, using high speed imaging of the shock tube event in the acrylic end
section, the extent of this narrow cloud of particles was measured and an estimate of the average spacing
between particles was 84 diameters.
This spacing effectively limits the volume into which the products can diffuse and causes the buildup
of dissociated products in this volume. This buildup increases the concentration of these products which
slows the rate of evaporation, which is limited by the concentration gradient. As equilibrium is reached,
the particle ceases to evaporate. Because there is not a stable Al2O3 gas phase species, the alumina was
assumed to have broken down into components calculated with the Gordon McBride equilibrium solver[138].
These products were averaged into a single species, subscripted A, which diffused into the volume between
particles.
The rate of evaporation, m˙, is driven by the difference in mass fraction of the species A between the
surface yA,s and the environment, yA,amb:
m˙′′ = ρD
d
2
ln
(
1 +
yA,amb(t)− yA,s
yA,s − 1
)
(2.10)
where d is the particle diameter, D is the mass diffusivity of the averaged species A into the bulk gas, and ρ
is the gas density. D was calculated using the methods described in Law’s text [158]. The buildup of species
dissociated from the particle controls the mass fraction in the environment as described above. The surface
mass fraction is assumed to be equal to the vapor pressure at the particle temperature:
yA,s =
PAMAl2O3
PMave
(2.11)
where P is the ambient pressure, MAl2O3 is the alumina molecular weight, and Mave is the average molecular
weight of the environment, mostly Ar, but it does change slightly. The vapor pressure of species A is assumed
to follow the Clapayeron equation with the parameters of the reactant species, Al2O3:
PA = P exp
(
−∆Hv
Ru
(
1
Tp
− 1
Tvol
))
(2.12)
P is the pressure tested, either 3 or 10 atm, and ∆Hv is 1860 kJ/mol [17]. ∆Hv is temperature dependent. In
principle this temperature dependence could be fit into the numerical scheme if the volatilization temperature
is to be calculated at more than two pressures. However, the uncertainty in this fit would be great. As it
stands, the reference value for the heat of volatilization is as uncertain as the volatilization temperature itself
and 1860 kJ/mol was assumed an acceptable value across the temperatures studied. Tvol is the volatilization
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temperature, which is iterated in the calculation.
These equations are implemented in an explicit forward-difference time marching scheme. The particulars
concerning the implementation of the numerical scheme are detailed in Appendix B. Several initial diameters
are chosen to probe the diameter effect, namely 50 nm, 500 nm, 2 µm, and 3 µm. The 50 nm particle size
was chosen as representative of the nano-alumina particles. Similarly, the 2 µm particles were representative
of the micro-alumina particles. While the injection strategy and the passage of the normal shocks should
break up most agglomerates, any agglomeration present would increase the average particle size. At 2 µm,
the agglomeration of a few particles would greatly increase the evaporation time. The particle heat up time
is approximately 5 µs for the 50 nm particles and approximately 30 µs for the 2 µm particles. This heat
up time is small relative to either the shock tube test time or the evaporation time of any particle tested.
Although particle motion (i.e. stopping of the particles in the stagnant gas behind the reflected shock) is
neglected, the particle heat up times are still very representative of the actual heat up time after the passage
of the reflected shock.
Figure 2.33 shows the decrease in the diameter of a 50 nm particle with time as it evaporates, for four
different iterations of the volatilization temperature. For example, if the first temperature selected, (the
first iterant) was a volatilization temperature of 4180 K, the evaporation rate would be too rapid and the
particle would evaporate within 300 µs. A next guess of 4260 K might be made, but again when entered into
the numerical scheme, the particle would evaporate within 500 µs. As the volatilization temperature guess
eventually reaches something like 4315 K, the evaporation rate would not be rapid enough to evaporate the
particle within the test time, however it would be extremely close to being completely volatilized within
a couple hundred microseconds or so. Only at even higher iterant temperatures (in this case 4335 K),
would particles stop volatilizing within the test time and clearly show particles present. If the volatilization
temperature were this temperature, particles subjected to the ambient temperature at the cutoff would still
be present after the test time. At ambient temperatures below the cutoff, particles would continue to be
present during the test time, but at temperatures just beyond the cutoff, they would evaporate within the
test time. Interestingly, near the cutoff temperature, the evaporation profile with time quickly becomes
more shallow with relatively small changes in temperature. This profile indicates that the actual choice of
volatilization temperature in this regime between which particles stop evaporating within the test time and
disappear within the test time is not particularly ambiguous, as this region of temperatures is as narrow as
25 K. Experimental uncertainty and uncertainty in the numerical scheme will certainly be higher than the
uncertainty in this choice of volatilization temperature. The 4335 K trace was selected to be that of the
volatilization temperature in this condition.
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Figure 2.33: Predictions of the evaporation of particles for different input volatilization temperature for an
ambient temperature near 3850 K.
Figure 2.34 shows the evaporation time of four different particle sizes with temperature for 10 atm
ambient pressure. The evaporation time was defined as the time required for the particle to reach 2.5 nm.
Approximately 450 K below the volatilization temperature at 10 atm, there was very little evaporation
even for the smallest particles. The nano particles were able to evaporate well within the shock tube test
time otherwise for temperatures 300 K below the volatilization temperature and even faster for higher
temperatures. Predictably, the micro-particle evaporation times were longer, and, for instance, for the
3 µm particles, typically required ambient temperatures beyond the volatilization temperature in order
to evaporate during the test time. The 2 µm particles would evaporate faster, but still required times
comparable to the test time 100 K below the volatilization temperature.
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Figure 2.34: The evaporation time of four particle sizes vs. the temperature difference from the volatilization
temperature at 10 atm. The temperature at which particles would not significantly volatilize during the
shock tube test time was measured to calculate the volatilization temperature.
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Chapter 3
Results and Discussion
3.1 Particle Burn Time Measurements
3.1.1 Size Distribution Effects on Burn Time
Aluminum particle burn time measurements of various controlled size distributions were performed with
the fiber optic test section with filtered photodiodes using the methods in Section 2.5.1 to test the theories
that attribute anomalous burn times to the particle size distribution as was described in Section 1.1.2.
Specifically, the first of two testable hypotheses were that the size distribution and a pressure dependence
on the ignition of particles could explain the increase in particle burn time with pressure while burning in
water vapor. The second hypothesis was that broad overlapping size distributions in the powders utilized in
the shock tube could explain burn time diameter dependences much smaller 1.
Even though the burn times are based on size distributions which are fairly well characterized, as in
Section 2.4, there is still significant scatter in the burn time measurements. The average spread in burn
time measurements when using the filtered fiber optics and photodiodes is 200 µs or more [11, 12, 48]. This
spread represents the statistical distribution of the burn time measurements, but the measurement error of
each measurement is very small. The spread in burn time was attributed primarily to shot-to-shot variation
and small differences in burn time from different photodiode locations.
Size Averaging in Particle Distributions
A large dataset of burn time measurements were collected for the five different powders and mixtures of
powders as described in Section 2.4. Burn time measurements for the different size distributions were
obtained at pressures of 3.5, 8, and 11 atm. Measurements are presented as a single diameter with three
different choices for the average diameter to use. While it is important to always note that the measurements
of powders in the shock tube necessarily are measurements of size distributions broad relative to any size
metric, it is common to attempt to track these distributions to one size.
Figure 3.1 shows the burn time with diameter for the five powders at the different pressures when using
75
Figure 3.1: Burn times of aluminum powders with five different size distributions with a number average
assigned as the diameter. The test gas was 45% water vapor in Ar, with a reflected shock temperature
around 2650 K.
a straight number average of the diameter, i.e. d10. This number averaging is an assumption that would
be appropriate if the powders were sufficiently diffuse that the burn time measurement was influenced or
dominated by which particle or very small number of particles were viewed in the collection volume of the
photodiode. This condition is an instance in which the burn time might be controlled by the probability
of each particle present in the distribution and a straight number averaging might be important. However,
the lowest number of particles viewed in the collection volume of the fiber optics is still as high as 500 (for
10 µm powders), and with smaller particles, this number will be orders of magnitude higher. Because the
numbers of particles are so high, it would make sense that the signal collected by each photodiode were
based on the distribution of particles, and a number average based on probability of observation within a
distribution ought to be insufficient. Indeed when plotting burn times against a number average, the trends
are not clear. Mixture 1, which contains 99% by number the same particles as the ‘H-2’ sample, and the
‘H-2’ sample itself have nearly the same number average, and indeed the measured burn times are very
similar within the spread of data. The next powder in size when averaging by number is the ‘H-5’ powder.
The burn times are close to the ‘H-2’ sample, within the spread of the data but do show a decrease in burn
time with increased diameter for the high and low pressures.
With an increase in number average diameter to about 3 µm, Mixture 2 has a vastly different number
average than the 5-10 µm sample, but is clearly and measurably larger than the ‘H-2’ sample. Indeed for all
pressures, the particles burn out at longer times than the ‘H-2’ and ‘H-5’ like distributions. However, when
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Figure 3.2: Burn times of aluminum powders with five different size distributions with a surface area average
assigned as the diameter. The test gas was 45% water vapor in Ar, with a reflected shock temperature around
2650 K.
comparing to the 5-10 µm sample, the burn time trend stays constant or slightly decreases with an increase
in diameter, which is non-physical. While it is unclear the exact trends the burn time should increase with
diameter in this range (the burn time diameter exponent is itself an unknown function of diameter in this
range) it should not decrease with increasing diameter. The burn times do not track well to a simple number
average.
Next, averaging was attempted based on surface area. The surface area averages for the particle distri-
butions were calculated. For the ‘H-2’ powder, d32 was 2.39 µm. For ‘H-5’, it was 5.38 µm. For the 5-10
µm distribution it was 9.93 µm. For the mixtures, it was 2.5 and 8.51 µm for Mixtures 1 and 2 respectively.
Figure 3.2 shows the burn time with diameter for these five powders, this time when the diameter is the
surface area average of the distribution. This surface area averaging is an assumption that might be appro-
priate if emission was confined to a small flame front as in diffusion limited combustion or if emission was
from the surface of the particle. Poletaev and Florko [80] have argued against this for particles on the order
of 10 µm and smaller because the reaction time scale is slower than the diffusion time scale of reactants
in these conditions, but it could be appropriate for larger particles burning with a classical frame front or
nanoparticles at low temperature burning heterogeneously.
Once again, the trends in Fig. 3.2 are similar to the trends when averaging based on number, but they
are non-physical. Finally, mass averaging is attempted as the average particle size that will track distribution
burn times. Figure 3.3 shows the diameter dependence upon burn time for the five powders when averaging
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Figure 3.3: Burn times of aluminum powders with five different size distributions with a mass average
assigned as the diameter. The test gas was 45% water vapor in Ar, with a reflected shock temperature
around 2650 K.
based on mass (d43). The mass average is sensitive to the presence of larger particles in the sample. A mass
average would seem appropriate based on two concepts. The first is that because this is an intensity based
calculation of burn time, the intensity should to first order scale with the mass of the particle because each
atom can react, form an intermediate, and emit. The second is that a reaction zone not confined to a narrow
flame front but rather to a voluminous region (the volume accessible by the reactants by diffusion is large
before the reaction) which should scale like volume or d3.
Averaging based on mass produces an increasing burn time with diameter as anticipated within the
scatter of the data. Mixture 1 is similar to the ‘H-5’ burn time. It is similar to the ‘H-2’ burn time as well,
and they are only separated by 3 µm. However, now the Mixture 2 and ‘5-10 µm’ burn times are similar, as
are their mass averages. Taken as a whole, the data for all three pressures fit relatively nicely to lines, and
this trend is the predicted one, with burn times increasing with diameter for all pressures.
Again, it must be stated that the measurements are clearly measurements of size distributions of particles.
The difference between the mass average, the number average, and the surface area average is often small for
narrow distributions. However, most particle size distributions have extended tails of larger particles which
dominate burn time measurements. If one size had to be selected, clearly reasonable and intuitive trends
track well to mass averaging where they do not to number averaging or surface area averaging.
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Pressure Dependence
The first possible effect attributed to size distribution is the increase in burn time with pressure seen in Al
with water vapor. It has been hypothesized that an increase in burn time is present because larger particles
ignite only at higher pressures.
If this effect manifested, one could expect to see stratification of burn time measurements between the
‘H-2’ and ‘5-10 µm’ samples with an increase in pressure and coalescence as pressure decreases. Under low
pressures, only the smallest particles might ignite, and presumably these would be approximately the same
size in the ‘H-2’ and ‘5-10 µm’ distributions. However, as pressure increased, the largest particles in the
‘H-2’ distribution would burn out quickly while the largest particles in the ‘5-10 µm’ distribution burn much
longer. Figure 3.4 shows the burn time with pressure for several powders tested. Only one representative
error bar is shown for simplicity, but the spread in data is on the order of 200 µs at lower pressures but as
high as 500 µs at higher pressures. While there does appear to be coalescence at lower pressures, with the
burn time of different size distribution spreads overlapping, this effect is also present at higher pressures,
perhaps more so. At 13 atm, the ‘H-2’ and ‘5-10 µm’ powders have very similar burn times. At 18 atm,
where data showed the most spread and very near the limits of the shock tube, the ‘H-2’ powder appears
to burn at least as long as the 11.1 µm mixture within the spread of the data. This coalescence is more
pronounced in water vapor than it is for oxygen and carbon dioxide previously tested [48] and indicative of
a very low burn time diameter exponent in this region, which has been previously observed [46].
Figure 3.4: Burn time of Al with pressure and diameter in 45% H2O in Ar for temperatures above 2500 K.
There also does not appear to be a significant difference between Mixture 1 and the ‘H-2’ powder at
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pressures as high as 10 atm that would have indicated if the few larger particles were igniting at higher
pressures where not at the lower pressure. At pressures of 10 atm, Mixture 1 very closely resembles the ‘H-2’
powder.
Burn times of the mixtures were also compared to the times predicted by the correlation [48] using the
mass averaged diameter as shown in Fig. 3.5. Using the mass averaged diameter did not produce burn times
significantly out of line with the correlation, within 10%. This agreement is to be anticipated as the correla-
tion was formed based upon mass averaged particle size. The relative agreement with formed distributions
with different mass averages was a pleasant confirmation, but perhaps overly fortuitous. Less promising
was the fact that the burn times were almost uniformly underpredicted by the correlation. Additionally, it
should be noted that burn times are significantly underpredicted at both low and high pressure, indicative
of large particles in the distribution igniting both at low pressure and high pressure as well as the limits of
the pressure range for water vapor in the correlation. Ultimately, there does not appear to be convincing
evidence for a dependence on pressure upon ignition for particle size.
Figure 3.5: The difference between correlation prediction and burn times measured in this study with
pressure and diameter. Burn times outside of the correlation region are underpredicted.
Diameter Exponent Effect
The next observation that has been thought to be attributed to size distributions are low burn time diameter
exponents attributed to broad overlapping size distributions. Three distributions of powders were simulated
to test the effect of the particle size distribution on the diameter exponent, n, as in (tb ∼ kdn), as well as
the pre-exponential factor, k. The large particle distributions were selected to have a mass weighted average
diameter of 11.2 µm and the small particle distributions were selected to have a mass weighted average
diameter of 3.1 µm. The first distribution was monodisperse as shown in Fig. 3.6a. All particles were of
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the respective high or low diameters. Burn times were assumed to be 1000 µs for the large distribution and
550 µs for the small distribution as measured previously [48].
The diameter exponent for monodisperse distributions is easily calculated and shown in Table 3.1. The
second group of distributions had normal distributions with FWHM of 2.35 µm. This value was chosen
because it is the same order as typical distributions in most particles at low diameter. There was no overlap
in these distributions as can be seen in Fig. 3.6b. In order to characterize the diameter dependence, the size
dependence was accounted for using Bazyn’s methods [12], which will be described here in brief.
The diameter exponent, n, was calculated by proscribing a diameter dependent in length (tb ∼ kdn) and
height (I∼d3) intensity profile for each particle size in the two distributions. Example intensity profiles for
each particle size are shown in Fig. 3.7. The ignition delay was chosen to be about half of the burn time.
The intensity profile for the distribution was then assembled as the sum of the intensities of all particles in
the distribution. These intensity profiles (one for each distribution) were then processed for burn time in
the same manner as photodiode traces would be processed (10 - 90% cumulative intensity) and compared
to the measured times. From this comparison, k and n can be iteratively solved so that the simulation burn
times match the desired burn times.
The final set of distributions was those actually tested experimentally, ‘H-2’ and ‘5-10 µm’. These
distributions overlap strongly, as can be seen in Fig. 3.6c, and because of the extended tails, the mass
weighted averages are very different than the medians. The diameter exponent, n, was calculated in the
same way and the results are shown in Table 3.1. In addition to calculating the diameter exponent with
intensity based on mass, the effect of the modeling simulation was tested for the same distributions as shown
in Fig. 3.6 with intensity based on surface area, (I∼d2). These results are shown in Table 3.2.
Table 3.1: Diameter exponent calculated from three distributions with mass average diameters of 3.1 µm and
11.2 µm. The 3.1 µm powder was assumed to burn for a duration of 550 µs and the 11.2 µm distribution for
1000 µs. Burn intensity was assumed proportional to mass. In reporting these values, n is non-dimensional
as tb ∼ k(d/d0)n where d0 = 1 µm.
Distributions k, µs n
monodisperse 324 0.47
narrow normal 310 0.49
log-normal, overlapping 280 0.55
Surprisingly, the width of the distribution does not decrease the diameter dependence n, for either process-
ing based on mass or surface area, but rather the dependence increases slightly. Furthermore, the presence
of long tails and overlapping size distributions increase the diameter dependence even more compared to the
monodisperse distribution or the narrow normal distributions. When the particle size of the monodisperse
and narrow normal distributions were pared down to match the surface area averages, this trend did not
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Figure 3.6: Size distributions used for calculations of the diameter dependence on the burn time for three
distributions with mass average diameters of 3.1 µm and 11.2 µm.
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Figure 3.7: Simulated intensity profile of particles of different sizes which are integrated in fitting k and n.
Table 3.2: Diameter exponent calculated from three distributions with mass average diameters of 3.1 µm and
11.2 µm. The 3.1 µm powder was assumed to burn for a duration of 550 µs and the 11.2 µm distribution
for 1000 µs. Burn intensity was assumed proportional to surface area. In reporting these values, n is
non-dimensional as tb ∼ k(d/d0)n where d0 = 1 µm.
Distributions k, µs n
monodisperse 324 0.47
narrow normal 353 0.45
log-normal, overlapping 286 0.50
change. Indeed the monodisperse value lowered the n value to 0.42 (k=383 µs). So the small diameter
dependences seen in the shock tube as well as by Parr [46] and other researchers cannot be accounted for by
the size distribution in the calculation of diameter dependence.
3.1.2 Assessing Shock Tube Burntime Repeatability
As described in Sec. 1.3, the desire for increased consistency and repeatability in burn time measurements
suggested a more complete understanding of the motion and burning of particles behind the incident and
reflected shocks was needed, and so an optical test section was implemented so that high speed imaging
of the event could be obtained. Even from the very first experiment conducted, the results were more
complicated than anticipated, as depicted in Fig. 3.8, which shows a series of high-speed images from a
run in which 10 µm aluminum particles were injected 1.44 m from the endwall and allowed to settle for five
minutes before bursting the diaphragms and forming the incident shock. This was an extreme case in which
burn time measurements would not be attempted, but it was very indicative of some of the phenomena seen
during the rest of the tests. The test gas is a mixture of 40% CO2 and 60% Ar with reflected shock pressures
near 5 atm and temperatures near 2500 K. This ambient oxidizing gas was used often in the initial runs.
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Figure 3.8: Series of images with 10 µm particles injected 1.44 m from endwall and allowed to settle for
5 minutes before the shock was fired. The exposure time was 2 µs.
The first thing that was observed in runs similar to Fig. 3.8 was a stronger-than-anticipated spatial
dependence in the shock tube. With the chaotic mixing of the cloud behind the incident and reflected
shocks, it was anticipated that the particles would more completely fill the cross section of the tube while
burning and thus appear more homogeneous. However, it was evident that the particles were primarily
located in the lower half of the tube. This should not have been surprising for particles initially attached to
the bottom of the shock tube and lifted off behind the incident shock, which is what should happen if the
aluminum particles were given sufficient time to settle to the bottom of the tube, but this trend persisted
for all the tests. This trend was even seen in tests in which the shock was fired immediately after injection,
which should have had a significant fraction of the particles initially suspended in the free stream.
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In similar conditions tested in the fiber optic test section with filtered photodiodes, i.e. with powder
injected and allowed to settle for minutes before the passage of the incident shock, intensity measurements
suggested that the particles would only enter the test section tens of cm away from the endwall. These
particles tens of cm from endwall were thought to not significantly affect measurements, which were typically
obtained with fixed photodiodes at axial locations closer to the endwall than 15.25 cm. Indeed as shown in
Fig. 3.8, the bulk of the light intensity was observed between 17.75 and 25.5 cm, however, there was still
some emission closer to the endwall. This result suggests that the detachment of some particles from the
walls and their entrainment into the core flow behind the incident shock, must be a relatively quick process.
The detachment and entrainment of particles is not an instantaneous process though, since the brightest
portions of the cloud still are seen at these significant upstream locations rather than within a few cm of the
endwall as it is when the shock is fired immediately after injection and the particles are initially entrained
in the free stream.
The second observation very prevalent in Fig. 3.8 was the presence of clusters of especially bright particles
that would ignite and burn while moving away from the endwall behind the reflected shock. These structures
persist in Fig. 3.8 from 520 µs through 720 µs. The clusters of bright particles are likely not from spatially
homogeneous particles separated by some distance, but rather from groups of more closely spaced particles.
The assumption that there is sufficient oxidizer for the particles may not be valid in areas where there
are many particles closely spaced. As these bright clusters move through the shock tube, they would pass
through the axial location at which the photodiodes would be positioned, suggesting that they add to the
uncertainty greatly because the burn time measurements are intensity based. Even if these bright clusters of
particles have similar spacing and sufficient oxidizer as the rest of cloud and are optically thin, the motion
of these clusters is not well modeled by the velocity of uniformly distributed particles in a shock tube. Thus,
as these bright particles pass through the axial regions where the photodiodes collect intensity, they add
spurious light intensity peaks and can extend burn times.
The passage of the bright burning clusters, the longer than anticipated stopping distances of the particles
decelerating in the stagnant gas behind the reflected shock, and the overall rich motion of the particles in the
stagnant gas suggest that the particles may not have a strong capability to follow the flow. Such behavior
can be estimated by the Stokes number, calculated as:
Stk =
τVc
dc
(3.1)
where τ is the relaxation time of the particle, calculated using Eq. (2.2), and Vc and dc are characteristic
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Figure 3.9: Series of images with 10 µm particles injected 1.7 m from the endwall immediately before the
shock was fired. The exposure time was 2 µs.
velocities and stopping distances of the particle. The relaxation time of a 10 µm aluminum particle is
approximately 2 x 10−4 s. For a particle decelerated after the passage of a shock wave, a characteristic
velocity would be the summation of the particle velocity (which would be traveling towards the endwall) and
the reflected shock velocity (traveling away from the endwall), typically about 1500 m/s. The characteristic
stopping distance would be on the order of the particle diameter, again approximately 10 µm. For these
particles, this suggests Stokes numbers as high as 30,000, meaning particles have a low capability of following
the streamlines of the flow.
Figure 3.9 shows a series of images in which the particles were injected upstream immediately before
firing the shock. These are the conditions in which burn time measurements are made. Figure 3.9 shows the
ignition of a bright narrow cloud of particles at about 4.6 cm, 160 µs from shock reflection. These particles
continue to move toward the endwall as they are stopped by the stagnated gas behind the reflected shock.
Behind this area, a more diffuse cloud of particles ignites and burns around 440 µs and fills the rest of the
tube. While the diffuse part was always seen when particles were injected, even if they were allowed to settle
for several minutes before firing, the initial bright cloud only appeared when the particles were injected
immediately before firing.
86
Previously, this bright initial portion would have been rejected as large outlier particles burning near
the cloud front (Region I); however, based on the lack of detection of this region when there are few if any
initially free stream particles, it appears that these are actually the initially free stream particles in the
heterogeneous shock tube. Indeed their stopping location is quite close to that predicted by the trajectory
modeling for particles of the size injected.
The particles behind the cloud front, downstream in the direction of the reflected shock, are those that
are either initially wall-bound which enter into the test section very fast or from the furthest downstream
extents of the initially injected cloud. In Fig. 3.9, for instance, the particles that are initially in the free
stream appear to burn with about 1.25 cm separation from the particles burning behind them, at times
440 µs and 680 µs. This separation is dependent upon the injector location. The further upstream particles
are injected, the larger the separation between the tight cloud of initially free stream particles and those
particles which are entrained in the test section late.
The question then becomes which section of particles is best for making burn time measurements. Fiber
optic tests of the tight cloud of initially free stream particles are among the brightest and least repeatable,
but the series of images of Fig. 3.10 lends insight into why this is the case. Figure 3.10 shows a series of
10 µm particles injected 2.57 m from the endwall, with temperatures, pressures, and test gas composition
very similar to those of tests shown in Figs. 3.8 and 3.9. 2.57 m is the furthest axial location from the
endwall in which particles can be injected. While the tight cloud of initially free stream particles ignite at
about 9 cm from the endwall (about 180 µs from shock reflection), by the time they reach their minimal
distance from the endwall (about 260 µs from shock reflection), they have moved about 4 cm to about 5 cm
from the endwall.
Beyond this time, the cloud becomes more diffuse in the region for several cm close to the endwall,
however, there is still some structure that can be seen, including in Fig. 3.10, 1440 µs after shock reflection.
There are several possible interpretations for what this light is. First, the diffuse light could be from small
alumina product particles, i.e. the smoke cloud often observed around single burning particles, emitting
continuously. There is insufficient resolution to observe individual particles, but the clouds of very many
of these particles would be diffuse and may be observed. Secondly, this light emission could be from a
secondary afterburn of aluminum particles (at least with the CO2 conditions tested). This may come from
larger particles exploding and igniting or perhaps from vapor which has diffused away and is burning not in
a well developed flame front but over a volume.
This signal persists even beyond the shock tube test time. This suggests that the more uniform region
of emission is from hot condensed phase products, but it could also be that there is reaction up to and
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Figure 3.10: Series of images with 10 µm particles injected 2.57 m from the endwall immediately before the
shock was fired. The exposure time was 2 µs.
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later than the test time. The challenge to making better burn time measurements is to be able to define a
minimal region (even if it moves) in which there are burning particles, while ignoring the contribution from
the condensed phase emission of the product alumina. This is a challenge that requires full imaging of the
event in order to gain this insight, rather than looking only at certain fixed regions as previously, with the
fiber optic section. Burn times will be processed using both of these interpretations.
There is an additional caveat presented in Fig. 3.10 though, beyond the diffuse emission, which is that
even late there appears to be small regions of comparatively bright particles burning in the region in which
the narrow cloud of initially free stream particles formerly were burning. This presents some credence to
the possibility of a two stage event. However, these particles may be those that enter into the test section
late so it is possible that they should not be considered when measuring the burn time of the initially free
stream particles.
The next challenge is that the narrow cloud of initially free stream particles is confined to a very small
location, smaller than previous estimates when sampling light intensities from narrow, assumedly uniform
cross sections with the fiber optic access. By measuring the total intensity during the entire test time
(usually about 1.7 ms) the number of particles injected which made it into the free stream particles could
be calculated. Fig. 3.11 shows the calculation that was made for one such run. The average cloud location
and size was determined from the high speed images. Next, the intensity was binned at each axial location
and integrated in time. Then these cumulative intensities were integrated for three different regions. The
first, in green in the Fig. 3.11, is the intensity that is observed by reflection off the endwall that is visible in
the field of view. The second, in red in Fig. 3.11, is from cloud of free stream particles, and the blue regions
were all the other regions where intensity was not from the initially free stream particles.
The green regions, the regions in which intensity was attributed to endwall reflections were ignored, but
from the ratio of red regions to total intensity, the mass of particles that are initially injected into the shock
tube could be estimated. This was a repeatable measurement over very many runs with the well defined
cloud region of initially free stream particles. The average result was that only about 40% of the particles
injected make it in the narrow cloud of initially free stream particles, the rest, which were initially wall-bound
or for whatever reason did not make it into the narrow cloud of initially free stream particles were dispersed
at axial locations, primarily upstream.
Because the amount of particles injected is known, approximately 0.1 mg, and calculations provide an
estimate of the amount of these injected particles which are in the narrow cloud of initially free stream
particles, the density of these clouds could be estimated from the extent of the narrow cloud in the high
speed images. On average, there are about 84 particle diameters between particles in these narrow clouds.
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Figure 3.11: Integrated binned intensity profile from an event as imaged by the high speed imaging. The
green trace shows the intensity which was ignored as being from reflections from the aluminum endwall. The
red peak shows the average cloud extent, and the blue regions are the intensity from particles not in the
initially free stream cloud.
This number is an improvement upon the estimates made in the previous section using the fiber optics
because the extent of the cloud could be estimated with better accuracy. Additionally, even though this
determines the spacing in the cloud of initially free stream particles, which are thought to be more closely
spaced than in the diffuse regions behind, this region is more diffuse than in previous measurements because
the amount of particles injected was one tenth of that previously injected. Less mass of particles were
injected not only to increase the spacing of the particles, but also to decrease the intensity of the cloud.
While this is on average sufficient spacing to assume that each individual particle has sufficient oxidizer to
react on its own (approximately 20 particle diameters of spacing is needed in order to burn out particles in
40% CO2), there may locally be some fuel rich areas which have insufficient oxidizer.
Surely the areas behind the narrow cloud of initially free stream particles are more disperse, which is
an advantage, but they have several notable disadvantages. First, the velocity and temperature history of
these particles is less known. This may not be a significant issue though as it appears that particles can
detach from walls and move into the free stream and become carried into the test section relatively quickly.
It appears clear that the detachment process is not fast enough in order that all the particles detach and
enter into the test section simultaneously, or else they should all appear near the same axial location. This is
because even though a free stream cloud can initially start upstream with significant axial extent, trajectory
modeling suggests that the particles should be confined to a much narrow region after the passage of the
reflected shock [54]. Therefore the presence of an extended cloud suggests that particles detached at different
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times, and does not preclude particles moving in and out of the region.
The second disadvantage in the thinner region behind the narrow cloud of initially free stream particles is
that it is in this region that the bright burning clusters which add to the uncertainty in measurements were
often observed. The presence and movement of these clusters also suggests that the velocity of these particles
is not as well characterized as the narrow cloud of initially free stream particles. Third, these particles are
certainly more spatially stratified in particle size, as indicated by a decrease in observed light intensity with
axial distance, which would be advantageous if the stratification were predictable, but currently adds to
uncertainty.
An important test is to determine if the intensity measured at each location and time could be integrated
to replicate the results of the burn times we measure with photodiodes and fiber optics.
Figure 3.12 shows a contour plot of the burntimes calculated from the light intensities of the 10 µm
particles injected 2.57 m from the endwall immediately after the shock is fired. Frames from the event
are shown in Fig. 3.10. Intensity traces of 8x8 bins of pixels are processed for burn times analogous to
the methods used for fiber optics and photodiodes. The burntimes are not spatially continuous, due to
the chaotic nature of the particle motion which is not tracked in this Eulerian scheme. Clearly though,
the burntimes decrease with distance from the endwall as predicted because larger particles are stopped
closer to the endwall and smaller particles are stopped further away from the endwall. On first glance, the
burntimes range from 200 to 1000 µs. The locations at which measurements were made in the assembly of
the correlation for burn times in the transition regime [48] were between the 0.1 and 0.2 m in Fig. 3.12, or
between 600 and 1000 µs, which agree well with previously reported data. However, this is still a very wide
range of uncertainty.
Figure 3.12: Burntimes in µs calculated from the data in Fig. 3.10.
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3.1.3 Burntime Measurements With Optical Section
Two more elaborate burn time processing schemes were implemented to account for the stopping of the
particles and distinguish the cloud of initially free stream particles from other particles, as well as to attempt
to distinguish the emission of reacting particles from the continuous emission of product alumina particles.
Figure 3.13 shows the x-t diagram of the test that is shown in Fig. 3.10. The x-t diagram was assembled by
binning the intensity vertically along the tube for each axial location and time. While in some tests, there
clearly is some radial dependence on the light intensity in the tube as can be seen in Figs. 3.8-3.10, binning
vertically does not seem unreasonable.
Figure 3.13: The intensity of light in the blue-green region of the spectrum vertically binned at each axial
location against time.
As can be seen in Fig. 3.13, the particles moving towards the endwall behind the incident shock are
shown as a faint narrow patch moving from 0.5 m upstream of the endwall towards 0.1 m upstream of the
endwall between about -50 and 200 µs from shock reflection. Additionally, as particles ignite quickly behind
the reflected shock, the reflected shock can be tracked from about 200 µs up to about 500 µs, when the
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reflected shock is about 0.3 m from the endwall. Beyond this point, the intensity is much fainter. This could
be caused by one of several things, the first is that beyond 0.3 m at about 500 µs there may no longer be
particles entrained downstream. This is certainly possible, but it seems likely that there are a continuum of
particles all the way upstream to the injection location from particles entrained very late after the passage
of the reflected shock. If these particles reach the reflected shock conditions, they should burn. At the very
least, product alumina particles from the event or remaining after thorough, yet imperfect cleaning should
emit if the conditions are hot enough.
Another explanation for the lack of signal is that this location could be where the reflected shock meets
the contact discontinuity. Figure 3.14 shows the shock location and the contact discontinuity calculated
using an ideal normal shock, albeit with equilibrium conditions. The time when the contact discontinuity
meets the reflected shock is 910 µs after shock reflection, which is much longer than the time the signal
intensity becomes poor. However, the location is approximately 0.35 m from the endwall, which corresponds
nicely with the location at which the reflected shock should meet the contact discontinuity for these runs.
Other conditions have further locations for the meeting of the contact discontinuity and the shock wave.
These similar distances may merely be a coincidence in these conditions, but they may still be indicative of
this contact discontinuity meeting point. Because of boundary layer effects, the normal incident shock will be
slower near the endwall (where the velocity is measured). Furthermore, boundary layer effects also speed up
the contact discontinuity, and the imperfect formation of the incident shock upon diaphragm bursting should
allow the contact discontinuity to follow the incident shock more closely. With all of these considerations
in mind, the time when the contact discontinuity meets the reflected shock may be sooner than 910 µs, but
it is unclear how much sooner. Furthermore, since there is no way of tracking the contact, it is unclear the
location that the discontinuity meets the reflected shock wave.
While the incident shock is not tracked, the particles in the gas behind the incident shock (if the particles
are sufficiently bright enough to be seen before the burning event) can be tracked, and they should very
closely follow the shock wave. When the Italian blue color filter was used over the camera lens, and the
aperture was closed to f/5.6, the intensity read on the high speed camera was always below the saturated
levels when using a 2 µs exposure time. Even with the impressive sensitivity of the Phantom 7 camera, the
signal from the particles behind the incident shock was too low to be recorded. When the aperture of the
camera lens was opened to f/4, there were generally a very few pixels that were saturated, mainly from the
frame right after when the reflected shock meets the initially free-stream particles. However, the emission
from the particles behind the incident shock could then be recorded.
The leading edge of the light intensity traveling upstream (the initially free stream particles emitting in
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Figure 3.14: The shock location and ideal contact discontinuity location for the run shown in Fig. 3.10, the
incident shock velocity is 1550 m/s, and the test gas is 40% CO2, 60% Ar.
the gas behind the incident shock) and the leading edge of the light intensity traveling downstream (the
particles burning behind the reflected shock) were tracked as shown in Figs. 3.13 and 3.15. Using these
methods, the calculated reflected shock velocity, for the test shown in Fig 3.10, was 460 m/s. While there
is some certainty in the velocity in units of pixels per frame, the absolute uncertainty level is at least 10%
because of the conversion to meters per second. For each run, the uncertainty in distance is 10% because
the only two points that are consistently known in actual length units are separated by only 11 pixels.
Additionally, there is uncertainty in the time. While the nominal framing rate is 50k fps with an exposure
time of 2 µs, the actual framing rate differs slightly in the Phantom 7, and it is unclear if the 2 µs exposure
time is consistently located in the same window within the time between exposures. This framing rate may
be slower by 10%. At any rate, the calculated velocity from the GASEQ equilibrium [137] solver shows
a reflected shock velocity of 375.5 m/s for an incident shock velocity of 1552.5 m/s. The incident shock
velocity is a direct measurement from pressure rise from the passage of the incident shock along the tube at
known locations and has less than 25 m/s uncertainty. The GASEQ program also calculates the velocity of
the gas behind the incident shock, which is 1289 m/s.
The location of emission from particles behind the incident shock for each frame allows a calculation
of the particle velocity. This velocity was calculated as 1705 m/s, which is far higher than the possible
velocity of the particles behind the incident shock. The particles should not travel faster than 1289 m/s,
the velocity of the gas behind the incident shock and certainly not faster than the incident shock velocity
of 1552.5 m/s. As the particles move very many pixels between frames, uncertainty in the time window
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Figure 3.15: Tracking the leading edges of the particles behind the incident shock and behind the reflected
shock with time allow calculation of these velocities.
should be higher than the 10% uncertainty in the conversion from distance. If these errors are compounded
in the same direction (i.e distance reported is 10 % larger than the actual distance, i.e. 10 pixels per half
inch instead of 11, and the framing rate is 10% faster than the actual framing rate, i.e. 22 µs between
frames instead of 20 µs, these errors could reach 25%. Indeed, the ratio of the measured reflected shock
velocity to the calculated velocity is about 81%, and the measured particle velocity differs from differs from
the calculated maximum gas velocity by 75%. These close values suggest that with further characterization
of the conversion from pixels and frames to distance and time respectively, values could be obtained which
correspond nicely with equilibrium calculation results. Initial runs were made naively trusting the values
reported by the imaging software. Furthermore, a more permanent mounting strategy for the high speed
camera was not developed. With this, a more certain measurement of the axial distance per pixel could be
conducted without having the object distance move.
The next step is to determine the region from which to make burn time calculations. As the narrow
bright region that is closest to the endwall appears to be the cloud of initially free stream particles, this
is the most reasonable region to measure. Figure 3.10 shows that the particles that ignite at 180 µs after
shock reflection do not immediately stop as they meet the reflected shock, indeed they move upstream, reach
a minimum distance from the endwall somewhere between 200 and 400 µs and then drift away from the
endwall. This drifting away from the endwall is completely unpredicted by particle trajectory modeling as
this gas behind the reflected shock is in the bulk stagnant. During this time, the cloud of particles is igniting,
and burning out. At about 600 µs after shock reflection, the particles seem to have reached a minimum in
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intensity.
As the initially free stream particles undergo this complicated motion, the particles upstream ignite and
burn with the passage of the reflected shock, typically a few cm upstream of the cloud of initially free stream
particles as shown at time 540 µs in Fig. 3.10, or 680 µs in Fig. 3.9. Just like the initially free stream
particles, these particles will undergo a complicated stopping trajectory as they are decelerated behind the
reflected shock. Eventually these particles move towards the endwall and close the separation distance
between them and the initially free stream particles.
From here, two interpretations can be made. It appears, for instance at time 720 µs in Fig. 3.10 that the
cloud of initially free stream particles is reigniting and once again moving towards the endwall. However,
observation of the x-t diagram as in Fig. 3.13 suggests that there is a discontinuity in the trajectory which
suggests that the emission in this region does not come from the initially free stream particles but rather
from the particles moving towards the endwall late. Both interpretations will be processed.
Alternative Processing Method 1
Alternative processing method 1 assumes that the late light intensity in the region where the initially free
stream particles stagnate occurs from particles entering the region late, whose temperature and velocity
history are not properly understood because they came from initially wall-bound particles.
The movement of the particles was the information previously unavailable when making photodiode
measurements of the burn time at fixed locations and the reason intensity traces closest to the endwall were
rejected. Figure 3.16 shows the intensity profile from a vertical bin of pixels 4 cm from the endwall; it is
quite analogous to the intensity traces from photodiodes with fiber optics very close to the endwall. From
this image, the secondary peak is almost as high as the initial peak and certainly much longer. Sometimes,
the secondary peak would dwarf the primary peak, and other times, the secondary peak would not decay
during the test time, and so it was unclear what would qualify as the background signal which would be
subtracted from the signal in calculating a cumulative burn time.
Previously, there was no reason to only use the first peak, so this axial location was ignored as being
from large agglomerated particles. From full imaging of the event, it is observed that the secondary peak
may be from particles entering into the test section late and not from the initially free stream particles and
so it was ignored. If criteria are set, a cutoff time for the burnout of the initially free stream particles can
be identified. What follows is not the only set of criteria that could be applied, however it worked very well
for each of the 31 runs in which burn times were calculated.
At each time, the cloud width is defined as a percentage of intensity up to the local maxima (cloud peak).
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Figure 3.16: Intensity profile of axial location 4 cm from the endwall for the run from Fig. 3.10.
Usually 40% of the peak intensity (corrected over a background level where appropriate) was used. The
following criteria were then used to define the stop time of the intensity integration:
1. The cloud width at this time reached a local minimum,
2. The integrated intensity across the cloud at this time reached a minimum (often for a long time, but
not necessarily),
3. The cloud peak distance from the endwall reached a local maximum.
Using these criteria, the burning cloud of initially free stream particles at each time was defined as in
Fig. 3.17. This is a semi-quantitative method that produces an edge that appears to fit the x-t diagram
in Fig. 3.13 well. Using these criteria rejects the intensity of the cloud of particles that ignite behind the
reflected shock but are not part of the cloud of initially free stream particles, (intensity at a distance further
from the endwall than the downstream edge in Fig. 3.13) as well as rejects the late peaks from particles
that enter into the region where the initially free stream cloud was late (intensity at times after the initially
free stream particles burn out, after about 700 µs in Fig. 3.17).
The next question becomes how to integrate the intensity of the cloud with time. The cloud increases
and decreases in width as it moves and particles burn and emit. Because of this complicated motion, there
are several different weights which could be employed to integrate the intensity across the cloud at each time
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Figure 3.17: The ‘left’ (upstream) and ‘right’ (downstream) edges that the initial cloud of free stream
particles is integrated over with time for the first processing scheme.
step. Assuming that the cloud is optically thin suggests that there should be no weight added for different
cloud widths. In an optically thin configuration, each burning particle can produce AlO which emits and will
be detected. As long as there is negligible saturation in the signal, and relatively low background intensities,
the cloud intensity of burning particles and their background intensity should be very similar if the binning
area is, for instance, 4 pixels or 16 pixels.
Once the cloud intensity with time was produced, the calculation for burn time proceeded in the same
manner as previous burn time calculations. A post peak intensity background attributed to the broadband
emission of condensed product alumina was fit using the methods described previously [48]. This process
is shown in the second part of Fig. 3.18. The background profile was subtracted from the intensity and
integrated with time. The burn time was assigned as the times between when the normalized cumulative
intensity reached 10% and 90%, as shown in the first part of Fig. 3.18. The cloud intensity and cumulative
intensities for each run were very similar to those in Fig. 3.18. Of the tests that were run, very few of them
had secondary peaks in intensity, and in every case the peak decayed to an approximately constant value
suitable for making the background calculation.
While this first method probably is adequate to capture the intensity from the intermediates coming
off of burning particles, it does have some untested assumptions. For instance, there is no reason why the
product alumina condensate would stay in the same region as the cloud of particles. Indeed as can be noted
in times 780 µs through 2000 µs of Fig. 3.10, there is a semi-uniform roughly constant intensity at axial
locations closer to the endwall than about 4 cm. However, at times before this, there does not appear to be as
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Figure 3.18: The burntime calculation of the run shown in Fig. 3.10 with the first processing method.
The top curve is the normalized cumulative intensity, and the bottom curve is the cloud intensity with the
post-peak background shown.
uniform of a background intensity, so the fact that the boundaries of the cloud as defined decrease in width as
time increases, likely will not significantly under-represent the background signal. This is actually a desired
effect, to only capture the bright emission from combustion intermediates while ignoring or minimizing the
contribution of condensed phase emission. It is unclear however, if this method produces this effect.
Figure 3.19 shows the burn times for 40% CO2 in Ar at reflected shock temperatures of about 2650 K for
different reflected shock pressures calculated using the methods of this section. All the data points are near
200 µs across different pressures. The error bars on the data from burntimes calculated with the full optical
section represent measurement uncertainty of at least 20 µs because of the size of the time step. There does
not appear to be a strong trend of the burn time with pressure and the shot to shot scatter of the burn
time measurements appear relatively low. Even if this time is not representative of the overall burntime (i.e.
previous measurements show much longer burntimes), it is at least indicative of a first stage in a potential
two stage reaction, should it exist. This potential two stage reaction is something that should be tested with
a better characterized oxidizer, namely oxygen.
On the other hand, the burn times calculated from our previous parametric study using photodiodes
show much more scatter in the burn time. The trend from this data set was hard to discern because of this
scatter, but the subsequent measurements using the optical section rather clearly show no strong trend with
pressure for this burn component. If there is no two stage burn, it is perhaps troubling that the measurement
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Figure 3.19: Burn times calculated for 40 % CO2 in Ar with a reflected shock temperature of about 2650 K.
The filled squares are the data collected in this study with the optical section and the first processing scheme,
and the open triangles are correlation data assembled from photodiodes.
with the optical section which isolates the contribution of the initially free stream particles shows burn times
that are much shorter than those that are calculated by photodiode methods, however the trend appears to
be in order.
The next questions become if the burntime measurements calculated in this manner are repeatable
and sensitive. The previous tests indicate that there is some repeatability in the measurement, however,
sensitivity is a question that requires many more runs and a willingness to test in conditions that push the
limits of the acrylic test section (different oxidizers, including oxygen and higher pressures). Very few tests
have been performed in these configurations, however in the brief set of tests that were run, the results
are promising, although perhaps fortuitous. Table 3.3 shows the burn times of these aluminum particles in
which enhanced reactivity (and subsequently decreased burn times) are forced by increasing the amount of
oxygen in the test gas.
In the few tests that were run (at low pressure and moderate temperature) the trend in burn time was
as predicted with burn time decreasing as CO2 oxidizer composition was replaced with O2, however with
as little as 10% O2 in the tube at these high pressures, the acrylic test section chars and burning fragments
of the mylar diaphragms melt on the tube and leave scratches. While these damages to the tube clearly
decrease the ability to see through the tube by eye, it is unclear to what extent the burntime calculations
are affected as the tube degrades. The fact that the combustion intermediates from the burning particles
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Table 3.3: Burn times of 10 µm aluminum particles with varying oxidizer concentration with T5∼2650 K,
P5 ∼ 5 atm. The balance of gas is Ar.
% CO2 % O2 Burn time, µs
40 10 160
30 20 140
30 20 140
20 30 120
20 30 120
20 30 120
emit with such high intensity combined with the fact that perfect imaging is not needed in order to measure
the cloud suggests that the tube can be quite scratched and still yield suitable burn times. However, it
appears that even if these tubes become damaged, they can be repaired with acryllic cleaner, so more daring
conditions should be tried.
Alternative Processing Method 2
Alternative processing method 2 assumes that the late light intensity in the region where the initially free
stream particles had burned is attributable to a late burn or second stage emission from the same particles.
Under this assumption, any contribution from particles in the region upstream of the initially free stream
particles was small.
As can be observed in Fig. 3.13, after the initial light intensity peak attributed to the cloud of free stream
particles meeting the reflected shock and then decelerating a couple of cm closer to the wall, the cloud light
emission slightly moves upstream, decreases in intensity and then once again increases in intensity as it
moves closer to the endwall. Almost all of the tests had these general trends. Additionally, as can be noted,
excepting the light intensity that is observed in the 2 cm closest to the endwall, which again was attributed
to reflection off of the aluminum endwall, the peak light intensity at each time step would be a reasonable
characterization for the cloud.
A slightly more complicated peak finding algorithm was employed in order to track this cloud. For each
time step, the peak axial location of light emission was searched in the region at most 15 pixels away from
the previous peak axial location (pixel). Additionally, the region corresponding to the endwall reflection was
not considered. These strategies were implemented to prevent the algorithm from losing the general location
of the cloud in the regions of low intensity, i.e. 500-700 µs in Fig. 3.13. In general, the peak location and
therefore the assumed cloud location was tracked very well.
The next issue was the extent of the cloud. The size of the cloud appears to increase and decrease with
time. For instance around 300 µs, the cloud extent would be about 4 cm, but at 700 µs, it would be as
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narrow as 2 cm, before again expanding to about 4 cm at about 1200 µs. However, the intensity did not
significantly vary across the cloud width, and so a very narrow constant region of 7 total pixels around the
peak was used as the region at which the cloud was spatially integrated. This size corresponds to a region
of approximately 0.8 cm. If the size of the burning cloud is attributable to the mass of burning particles,
this method may have a slight bias to the largest particles because the intensity of the smaller particles that
may be burning out in the periphery of the cloud relatively quickly, i.e. within 400 µs, are not weighted as
strongly as they should be. Still, the choice was made to primarily track the core region of the cloud.
Figure 3.20 shows the cloud region that was tracked for the the test corresponding to Fig. 3.13. It is not
perfectly smooth, however in general, it follows the light intensity region with time. The behavior of the
initially free stream particles is well captured, decelerating towards the endwall and then moving upstream
slightly. After this period, the cloud region very gradually moves closer to the endwall, which is what is
observed in the experiments. There is significant movement of the cloud during the test time, and a single
axial location (i.e. what could be obtained in the fiber optic section) does not track the cloud well. If an
average location were chosen, the cloud would move in and out of this region.
Figure 3.20: The ‘left’ (upstream) and ‘right’ (downstream) edges of the volume of the cloud with the second
processing method.
The cloud intensity for each time was then integrated over this cloud region and processed analogously
to the first method and the method when using the filtered photodiodes. Fig. 3.21 shows the burn time
processing. The bottom graph is the binned intensity showing two distinct peaks. Interestingly, the back-
ground intensity that is fit to this signal matches well to both low intensity regions, after the first peak, and
after the second peak. This observation was typical through the tests, but not uniform.
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Figure 3.21: The burntime calculation of the run shown in Fig. 3.10 with the second processing method.
The top curve is the normalized cumulative intensity, and the bottom curve is the cloud intensity with the
post-peak background shown.
When the background intensity was subtracted from the binned intensity and the cumulative intensity
plot was assembled as shown in the top graph of Fig. 3.21, there were two clear regions of burning. The first
region was from the first intensity peak, which quickly accounted for about 40% of the overall burn. The
second region from the second peak required much longer time, approximately twice as long in the second
region to reach 90% of the overall burn. The 10 - 90% overall cumulative intensity time was calculated.
Figure 3.22 shows the burntimes calculated by this alternative method. In scale, the burntimes more
closely match those seen in the photodiodes, although once again the data appear to show significant scatter.
Further refinements to this scheme should be employed such as determining the optimal region across which
the cloud should be integrated. Interestingly, the calculated burntimes are longer in low pressure than in
high pressure, and do not agree with the correlation data at all. If the burntime accounting for both intensity
peaks is actually most representative of the burntime, i.e. a two stage combustion process, the previous data
for the 4 atm condition likely only observed the first peak, because measurements were taken at one axial
location too far upstream. If that is the case, the previously indeterminate trend for burn time with pressure
more closely resembled a decreasing trend trend with temperature, analogous to what is seen when particles
of this size burn with oxygen.
These are not the only schemes for interpreting burn time measurements that could be employed, however
with the framework of full optical access to the shock tube test event, they at the least provide an indication
103
Figure 3.22: Burn times calculated for 40 % CO2 in Ar with a reflected shock temperature of about 2650 K.
The filled squares are the data collected in this study with the second processing scheme, and the open
triangles are correlation data assembled from photodiodes.
of the timescale of the initial bright intensity peak event, as well as a timescale of the second intensity peak
often observed. It is still unclear if the second intensity peak should be from the same burning particles as
the first, but both cases have been considered and analyzed in this work.
3.2 High Temperature Spectral Measurements
3.2.1 Emissivity Measurements
Measurements of the emissivity wavelength dependence of alumina particles were conducted to determine
the appropriate assumption necessary to calculate particle temperatures via optical pyrometry. Typically,
this is accomplished by fitting a slope to ln(Iλ5/λ) vs. (1/λ). See Sec. 1.2.3 for more information. The
emission spectra from particles of known temperature were carefully processed to determine the spectral
dependence on emissivity using the methods of Sec. 2.5.5. Specifically, the emissivity of micro and nano-
alumina particles was measured in 100 % Ar ambiances, at approximately 10 atm reflected shock pressure,
and with reflected shock temperatures starting at about 2800 K and increasing to 3500 K.
Figure 3.23 shows the spectral dependence of emissivity calculated from the intensity calibrated emission
from 2 µm Al2O3 in 100% Ar around 3000 K. The emissivity was normalized to the value at 0.95 µm.
Two measurements are shown. The first was a measurement at 2985 K, and the second was at 3033 K.
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Figure 3.23: Spectral dependence of emissivity for micro-alumina near 3000 K.
The broadband signals at these temperatures, when normalized, overlap to a great extent showing very
high repeatability. This repeatability was typical of the other conditions. Around 3000 K, the emissivity is
roughly constant (i.e. gray) across wavelength, but does increase at the shorter wavelengths.
Common atomic interferences sodium and potassium appeared in these spectra. These bands were ignored
in the analysis. There are however, large regions in the spectra without interferences that are appropriate
for taking pyrometry measurements as can be seen in Fig. 3.23. Once the atomic and molecular interference
bands were removed from the spectra, the resulting emissivity calculated by Eq. (2.8) was subjected to
20 pixel (∼7 nm) smoothing. This smoothing did not affect the spectral shape of the emissivity, but it did
reduce an experimental artifact of etaloning from the CCD array which was prevalent at wavelengths larger
than 0.7 µm. The effect was minimal though, as the counts at each pixel after smoothing differed by less
than 2% of the raw value.
Micro-alumina
Figure 3.24 shows the emissivity of micro-alumina particles with respect to wavelength for temperatures
between 2500 K and 3500 K. The emissivity decreases with wavelength for temperatures below 2720 K,
which is an expected and commonly assumed result. Near 3000 K, however, there is a slight decrease with
wavelength until about 0.77 µm, after which there is a slight increase with wavelength. Overall however, the
emissivity is quite level. At higher temperatures, there is again the decrease to a local minimum. The local
minimum occurs at lower wavelengths, around 0.65 µm for both 3360 K and 3500 K. At these temperatures,
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Figure 3.24: Temperature dependence of emissivity (heavy colored lines) for micro-alumina as well as a third
order polynomial fit to the data with thin solid lines.
though, the increase of emissivity with wavelength at higher wavelengths is not negligible.
The emissivity of the micro-alumina with temperature was fit to both a third order function of wavelength
and a simple power law. A third order equation was necessary to maintain the curvature of the emissivity
throughout the wavelength region of interest for all temperatures. The emissivity fit is given by:
λ(T ) ∼ c0 + c1
(
λ
λ0
)
+ c2
(
λ
λ0
)2
+ c3
(
λ
λ0
)3
(3.2)
where λ is the wavelength in micrometers, λ0 = 1 µm, and cn are the fit coefficients, which are presented
in Table 3.4. The third order fitting was sufficient to maintain a fit of R2 > 0.98. This fit is plotted along
with the experimental data in Fig. 3.24.
Table 3.4: Emissivity wavelength dependence for micro-alumina with temperature.
Temperature, K c0 c1 c2 c3 R2
2468 1.95 -6.26 7.12 -2.73 0.99
2720 3.48 -11.3 13.0 -5.02 0.99
3000 6.07 -18.9 21.9 -8.28 0.99
3360 1.89 -3.72 3.50 -0.66 0.98
3500 5.75 -19.3 24.2 -9.60 0.99
When using the third order fit for emissivity, the wavelength dependence should not be extrapolated
outside of the region of 0.55 µm to 0.95 µm because the polynomial fit necessarily has local extrema outside
the region of interest. Within the region of interest, however, local minima were experimentally observed.
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Additionally, the experimental emissivity measurement was also fit to a power of wavelength, using:
λ(T ) ∼ C
(
λ
λ0
)n(T )
(3.3)
with coefficients given in Table 3.5. This fit is plotted in Fig. 3.25. The reason this fit was employed was
because it is very easy to measure temperature as described in the introduction by the slope of ln(Iλ5−n)
plotted against (1/λ). Additionally, a simple power law fit gives the essential information on the strength
and slope of the wavelength dependence. Depending upon the wavelength regions used in a pyrometric
measurement this power law dependence may be sufficient detail to make an adequate temperature mea-
surement.
Table 3.5: Emissivity wavelength dependence for micro-alumina with temperature
Temperature, K C n R2
2468 0.082 -1.37 0.94
2720 0.194 -0.87 0.84
3000 0.677 -0.26 0.41
3360 0.911 0.34 0.76
3500 0.996 0.49 0.77
Figure 3.25: Temperature dependence of emissivity (heavy colored lines) for micro-alumina along with a
power-law fit to the data in thin solid lines.
With the exception of the lowest temperature data at 2468 K, the dependence of emissivity on wavelength
is more complex and is not well described by a simple λn law. The fits, while they show the broad trend,
do not match the detail very well, and for the higher temperature data, miss the local minima completely.
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Indeed, the R2 measure of goodness of fit ranges from as low as 0.4 to as high as 0.94 as shown in Table 3.5. Of
course, lower R2 values are predicted when fitting one parameter instead of four, but the inability to predict
local minima may be important depending upon the particular regions in which a pyrometric measurement is
made. Still, reporting this power law value has the benefit of providing a clear indication as to the quality of
the assumptions used in making temperature measurements. λ−2 or λ−1 values are seemingly appropriate for
low temperature measurements, where the temperature is right beyond the melting temperature of alumina.
However, at temperatures near 3000 K, a gray body assumption is seemingly appropriate, while up to 3500 K,
a λ1/2 or λ dependence is seemingly appropriate.
The complex emissivity temperature dependence is caused by the strong temperature dependence in the
complex index of refraction of alumina [101, 159]. Poletaev and Florko [105] saw four orders of magnitude
difference between the imaginary (absorptive) component of the refractive index between 2300 K and 3000 K.
Further, although limited points were used in the visible spectrum, the trend of absorptive index shifted
from decreasing with wavelength to increasing with wavelength in the range of 2900 - 3000 K between 0.5
and 1 µm. These measurements seem to reinforce that observation.
Nano-alumina
The emissivity of nano-alumina was also tested to compare size effects. The micro-alumina powder was
larger than, but on the order of, the wavelength (∼1 µm), but the nano-alumina powder (∼50 nm) was less
than one tenth the wavelength of light, therefore the scattering regime was different [107]. These results are
shown in Fig. 3.26. Both the third order fit for emissivity, Eq. (3.2), and the power law fit for emissivity,
Eq. (3.3) were calculated, and the corresponding coefficients are displayed in Tables 3.6 and 3.7 respectively.
However, only the power law fit is shown in Fig. 3.26. The fit for the third order polynomial has a goodness
of fit R2 at 0.99 and again very closely resembles the experimental data.
Table 3.6: Emissivity wavelength dependence for nano-alumina with temperature
Temperature, K c0 c1 c2 c3 R2
2678 0.0235 -0.0771 0.0871 -0.0327 0.99
2824 0.0422 -0.1472 0.1758 -0.0698 0.99
3052 0.0813 -0.2866 0.3359 -0.114 0.99
Table 3.7: Emissivity wavelength dependence for nano-alumina with temperature
Temperature, K C n R2
2678 0.0007 -1.19 0.79
2824 0.0009 -1.41 0.80
3052 0.0144 2.07 0.91
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Figure 3.26: Temperature dependence of emissivity (dashed lines) for nano-alumina along with a power-law
fit to the data in solid lines.
At lower temperatures, the emissivity decreases with wavelength, while at higher temperatures, it in-
creases with wavelength. The dependencies and transition, however, appear to be sharper than for micro-
alumina. The power law dependence increases from n = -1.2 at 2678 K to n = 2.1 at 3052 K. In comparison,
micro-alumina at similar temperatures had n = -0.9 and n = -0.3, respectively.
Figure 3.27: Temperature dependence on emissivity for nano-alumina in heavy colored lines along with the
numerical model in thin solid lines.
Additionally, the signals from the nano-alumina were much less intense than for the micro-alumina
samples at the same temperature, and the emissivity calculated using the absolute emissivity model resided
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at a much lower level overall than for micro-alumina. Figure 3.27 shows the experimental nano-alumina
emissivity measurement along with the values calculated by the model employed in Sec. 2.5.5. The results
from that calculation were used to develop the overall scaling factor for absolute emissivity. At lower
temperatures, these experimental measurements and calculations can be scaled to fit nicely. However,
as temperature increases, the calculations are less reliable and the measurements and these calculations
cannot be scaled to fit well. These predictions came from a region of the model, highest temperature and
smallest particles, that contained the largest amount of extrapolated data, and therefore, while the relative
emissivity dependence is fairly precise, the absolute emissivity has significant uncertainty. Even so, the
absolute emissivity trends do match those seen by Harrison and Brewster [159].
Finally, it must be noted that the optical depth of the nano-alumina clouds was greater than that of the
micro-alumina clouds. While measurements in similar configurations suggest that the nano-alumina cloud
was still optically thin, a significant scattering component could describe the strong wavelength dependence
seen in higher temperatures. As particle size is approximately one tenth the wavelength of light, Rayleigh
scattering (∼ λ−4) would more strongly scatter the shorter wavelength light and allow the longer wavelength
light to reach the detector [108]. Additionally, as particle size decreases, particle morphology effects should
become more important, including crystallinity. These effects could also explain differences seen between
micro- and nano-alumina [160, 161].
Application to Particle Temperature Measurements
Based on the experimental measurements of emissivity, the error associated with using the gray particle
assumption was simulated. To do this, a 1-D medium (a slab) of a certain optical depth and temperature
was assumed. This medium emitted and interacted according to its measured emissivity. The expected result
was a transfer function determined by measuring the spectral intensity beyond the interacting medium [99]:
Iλ = Iλ,bb(T )(1− exp(−tL)) (3.4)
where tL is the optical depth of the slab of homogeneous emitting particles, which is proportional to λ.
The limits for optical depth reduce to:
lim
tL→0
Iλ ∼ Iλ,bb(T )tL (3.5)
lim
tL→∞
Iλ ∼ Iλ,bb(T ) (3.6)
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Figure 3.28: Error in measured temperature (in K) when using a gray particle assumption as a function of
optical depth (at 670 nm) and particle temperature for micro-alumina.
This spectral intensity, Iλ, was then fit to a blackbody intensity at a specified temperature. The results
of this simulation for micro-sized particles are shown in Fig. 3.28. The error in temperature calculated when
assuming gray emissivity decreases with optical depth as well as remaining low in the region of 3000-3300 K.
Above 3300 K in optically thin conditions, the temperature was under-predicted by as high as 10%, while
the temperature was over-predicted by as much as 20% at 2500 K.
This result is fortuitous for two reasons. 3000-3300 K is a typical peak combustion temperature of particles
in this size range [9]. Other results for larger particles (∼ 100 µm) showed peak temperatures in this range
as well [21, 98]. Furthermore, many applications of pyrometric particle temperature measurements, like
aluminum combustion in a propellant plume or in a fireball, are made in conditions that are often optically
thick. For instance, measurements of the optical depth of aluminized RP-2 detonators (32 mg of PETN and
18 mg of 80% RDX/ 20% Al) had attenuation lengths on the order of 1 cm during the reaction, yielding
very optically thick conditions [93].
Some of the complicating factors of this analysis are optical depth effects in inhomogeneous clouds,
presence of other emitters besides alumina, and size distribution. Optical depth can often be a signifi-
cant limitation in measurements, and careful consideration of optical depth must be taken in temperature
measurement applications. If measurements are made in optically thick particle clouds of inhomogeneous
temperature, like a propellant or a fireball, then the measured temperature will only be representative of
the edge of the cloud and not of the core. While the emissivity is very high in this high temperature region,
a strong scattering component may change these results slightly.
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Additionally, while reacting aluminum particles are dominated by alumina emission as discussed in Sec.
1.2.3, the presence of aluminum, which has a different emissivity spectral dependence will slightly alter
the mean emissivity of a collection of particles. Finally, as has been described, the particle diameter has
an effect on the emissivity dependence; therefore, the size distribution should be understood when making
temperature measurements. For example, while the difference in measured temperature for micro- and nano-
alumina particles would be less than 50 K at temperatures around 2500 K, it may be as much as 1000 K
around 3000 K. The effects of agglomeration and the alumina smoke cloud in particles where aluminum is
burning suggest that the particles should be assumed larger rather than smaller should there be ambiguity
in the size distribution.
As particle size increases, the gray assumption appears to give reasonable temperatures [11, 21], and
effects that cause deviations from gray-particle behavior appear negligible. Particularly, in the work by
Dreizin [21], while using the gray particle assumption, the temperature steadied at the melting temperature
of the aluminum oxide after the high temperature region, which seems reasonable. In previous work with
10 µm particles in the shock tube [9], also assuming gray particles, after the peak was reached during the
reaction, the particle temperature decayed to the expected elevated ambient temperature within the test
time. The ambient temperature and the later particle temperature showed good agreement.
3.2.2 Particle Volatilization Experiments
Motivated by different values present in the reference literature, measurements of the volatilization tem-
perature of aluminum oxide were conducted in order to determine if the volatilization temperature was a
limit on the observed combustion temperature of burning aluminum particles as was described in Sec. 1.2.1.
Specifically, the evaporation of alumina particles was tested by observing the extinction signal through clouds
of evaporating particles at a non-resonant wavelength. The particles were tested in 100 % Ar, at both 3
and 10 atm reflected shock pressure, and with reflected shock temperatures starting at about 2800 K and
increasing to 5000 K.
10 atm volatilization experiments
Experiments conducted at 10 atm with alumina nano-particles showed a high degree of repeatability. The
transmitted light intensity for similar temperatures was very similar in duration and peak extinction levels.
Figure 3.29 shows some photodiode traces through nano-alumina clouds at 10 atm for various temperatures
tested. In almost all cases, there were two brief deviations (approximately 5 µs in duration) from the
background signal around t = 0. These intensities, most often a drop, but sometimes slight increases, were
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Figure 3.29: The transmitted light intensity through clouds of nano-alumina particles at example ambient
temperatures in which there was significant extinction for 10 atm pressure.
attributable to some of the larger particles at the incident shock temperature and pressure passing through
the beams of the two lasers. Shortly after t = 0, the reflected shock stagnates the majority of the remaining
particles which drift into the test section, heat up, and volatilize.
The photodiode data are by no means smooth. The fluctuations in transmitted light intensity are real
and cannot be attributed either to photodiode noise or instability in the laser. Before the passage of the
reflected shock, the noise level is small and the intensity is relatively flat, and the photodiode was calibrated
to be linear. After the passage of the reflected shock, variations in the transmitted light intensity can be
attributed to the chaotic nature of the particles within the cloud, the rich flow structure observed in Sec.
3.1.2, as well as some beam steering. The high speed imaging in the acrylic test section show that even
though the bulk gas has stagnated after the passage of the reflected shock, there is still significant particle
movement. Particles move in and out of the test volume of the two passes of the laser beam. In all cases,
the bulk of the cloud is very near the center of the two passes of the laser beam.
Figure 3.29 also shows some of the predicted trends of the experiments. At low temperatures, for example
the lowest temperature shown here of 2862 K, the transmitted intensity dropped sharply to transmissivities
on the order of 0.2, and did not recover within the test time. However, as temperature increased, for ex-
ample to around 3600 K, not only did the peak drop in transmitted intensity decrease (i.e. the minimum
transmitted light intensity was closer to 1), the recovery in intensity began during the test time. Eventu-
ally, as temperature was increased around 3800 K, the drops in transmitted intensity were small and the
transmissivity appeared to recover within the test time. Here it was more difficult to assign qualitatively if
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Figure 3.30: The transmitted light intensity through clouds of nano-alumina particles at example ambient
temperatures in which there was not significant extinction for 10 atm pressure.
there was extinction within the test time or not. However, often there were secondary drops in transmitted
light intensity just beyond the shock tube test time. These intensity drops were likely particles which were
entrained in the test section by the reflected shock after it had again reflected off of the contact discontinu-
ity. The second extinction criterion as discussed in Sec. 2.5.7 of limited deviations in average transmissivity
outside of the test time was an important distinction and used to ensure that when extinction of the cloud
was no longer observed it was because the particles were volatilizing and not simply moving out of the test
volume.
Figure 3.30 shows examples of the transmitted light intensity for clouds at higher temperatures. At
temperatures beyond 3880 K, the transmitted light intensity was high and any peaks seen, particularly
those right after shock reflection, returned to transmitted intensity approaching 1 within the test time, and
indeed often within 200 µs. While these photodiode traces qualitatively look similar to those at 3800 K, as
in Fig. 3.29, the distinction often was if there was any extinction beyond the test time. The photodiode
traces looked very similar for temperatures beyond 4500 K.
The qualitative extinction criteria discussed in Sec. 2.5.7 was applied to all tests at the different temper-
atures and the results are shown in Fig. 3.31. The extinction criteria produced a sharp cutoff at 3880 K for
10 atm. This cutoff temperature was then inserted into the evaporation model as discussed in Sec. 2.5.7 in
order to model the volatilization temperature. The volatilization temperature at 10 atm was calculated to
be 4360 K.
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Figure 3.31: The extinction of the light through the particle cloud at different ambient temperatures. The
extinction criteria produced a sharp cutoff at 3880 K for 10 atm pressure. This cutoff was then modeled to
be the result of a volatilization temperature of 4360 K at 10 atm.
Because of the large difference between the temperatures that alumina stopped extinguishing light during
the test time and the assigned volatilization temperature, tests to confirm this large offset were needed in
conditions which have more steep trends for evaporation time with temperature at temperatures below the
volatilization temperature. According to the evaporation modeling, this could be accomplished in two ways,
first by increasing the particle size and second by using lower pressure conditions.
Classically, a pressure dependence on evaporation time is not predicted because the product of diffusivity
and density is pressure independent. There is a very small effect of applied pressure on the vapor pressure,
however despite the increased pressure to 10 atm from 1 atm, this would only account for a 0.03% difference
in the vapor pressure, well within the uncertainty. The evaporation model as described in Sec. 2.5.7, however,
indirectly allows for pressure dependence because it allows the accumulation of volatilized species in the finite
volume assumed by the modeling, which will have a different quantity of Ar initially present in the same
volume, leading to different ambient mass fractions with pressure. Using high speed imaging of the shock
tube event in the acrylic end section, as described in Sec. 2.5.1, the extent of the narrow cloud of particles
was measured, which led to an estimate of the average spacing between particles in the cloud. This spacing
was 84 particle diameters. Assuming there are particles of the same average size on average 84 diameters
away from each other limits the volume into which each alumina particle can freely evaporate and diffuse
into. This limited volume causes the buildup of dissociated products to slow the rate of evaporation due to
the concentration gradient between the surface and the environment. As equilibrium is reached, the particle
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ceases to evaporate. At lower pressure, the mass fraction in the environment can more quickly equilibrate
with the mass fraction at the surface. Thus at each temperature, for lower pressure, the evaporation rate
is lower, and temperatures closer to the volatilization temperature are needed to completely evaporate a
particle in the test time.
Figure 3.32 shows examples of photodiode traces of the transmitted light intensity through clouds of 2 µm
micro-alumina particles at various temperatures for reflected shock pressures near 10 atm. As expected,
significant extinction during the test time was present at temperatures 3918 K and higher. The data
were noisier than for the nano-alumina particles. This higher noise level was attributed to two factors.
First the size distribution of the micro-alumina particles undoubtedly lent itself to some larger particles as
measured in Sec. 2.4. Because of the strong diameter dependence on particle evaporation time, for the nano-
particles, evaporation time differences between 40 nm and 50 nm particles are relatively small compared to
the difference between 1 µm and 3 µm particles. Any agglomerates that are present, even after the passage
of two shocks, will therefore have an even greater effect. Additionally, since the mass inserted into the
injector was the same for nano-alumina and micro-alumina particles, the number of particles in the free
stream was smaller by several orders of magnitude. Smaller numbers of particles should enhance variability
of the particle clouds, by making the environment even less uniform.
Figure 3.32: The transmitted light intensity through clouds of micro-alumina particles at example ambient
temperatures for 10 atm pressure.
Because temperatures tested were above the volatilization temperature in order to combat the shock
tube test time limitation, the evaporation time was fit to the curve predicted by the evaporation code for
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micro sized particles at the volatilization temperature calculated with the nano-alumina particles. Because
of the increased noise level, the evaporation time was relaxed to be the first time in which the transmitted
light intensity recovered to 95 % and the average transmitted intensity beyond that point had to be above
90 %.
Figure 3.33 shows the plot of these evaporation times against temperature at 10 atm reflected shock
pressure. There is some variability at similar temperatures, however, in general, the data fit reasonably
well to 2 µm particles with a volatilization temperature of 4360 K, that which was calculated from the
nano-alumina data. Because of the significant uncertainty in the particle distribution, there was no attempt
to fit the volatilization temperature and particle size simultaneously, however, as the measurements of the
particle size in Sec. 2.4 suggest, the surface area average of the particle size is likely larger than 2 µm, which
would suggest that the volatilization temperature of 4360 K could be slightly high on the order of 100 K
but not significantly higher. However, this small difference is likely within the uncertainty already present
in the 4360 K calculation.
Figure 3.33: A fit of the evaporation time of micro-alumina particles at 10 atm for different ambient tem-
peratures. The data fit reasonably well to a 4360 K volatilization temperature and a 2 µm particle size.
3 atm volatilization experiments
Besides larger particle sizes, another set of conditions which present steeper curves of evaporation time vs.
temperature difference from the volatilization temperature, i.e. smaller offsets between the volatilization
temperature and the observed temperature at which particles stop extinguishing light within the test time,
were experiments at lower pressure. The 3 atm nano-alumina transmitted intensity photodiode traces were by
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far the noisiest that were collected. Figure 3.34 shows example transmissivity traces for several temperatures
at 3 atm. The 3 atm data did not follow clear qualitative trends like were seen in the 10 atm data for both the
nano-alumina and micro-alumina data. The peak drop in transmitted light intensity changed unpredictably,
and the time at which the peak drop happened was not always consistent. Often there were sharp drops in
transmissivity which slowly recovered, not always within the test time, like those seen in the micro-alumina
data, for instance like at 3855 K. There were however, also experiments that showed a modest, late drop in
transmissivity which never recovered. This was exhibited, for instance in the 3184 K data.
Figure 3.34: The transmitted light intensity through clouds of nano-alumina particles at high ambient
temperatures and 3 atm pressure.
Using the quantitative criteria as described in Sec. 2.5.7, an extinction cutoff was assigned for the 3 atm
data, which was 4070 K as shown in Fig. 3.35. The photodiode signals for which the nano-alumina particles
volatilized within the test time are traced with heavy lines in Fig. 3.34. When the evaporation model was
used in order to assign a volatilization temperature to this extinction cutoff, the temperature at 3 atm was
4280 K. Again, while the extinction cutoff temperature was almost 200 K higher than at 10 atm, because of
the comparative steepness of the evaporation curve, the volatilization temperature was lower than at 10 atm,
as expected.
Error analysis of evaporation model
Even though intuitive trends result from the calculation of the volatilization temperature, and fits of larger
particles to the model’s evaporation rates seem reasonable, there is still significant uncertainty associated
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Figure 3.35: The extinction of the light through the particle cloud at different ambient temperatures showing
a sharp cutoff at 4070 K for 3 atm pressure. This cutoff was then modeled to be the result of a volatilization
temperature of 4280 K at 10 atm.
with the volatilization temperature at these two pressures, and it must be accounted for if those points are
to be used to extrapolate a volatilization temperature at 1 atm. A detailed error analysis was conducted on
four possible sources of error.
The first source was an uncertainty in ambient temperature at which the particles stopped volatilizing
within the test time. While it is clear that there was some arbitrariness in the criteria that were chosen
to implement the cutoff in extinction as defined previously, it was consistent, repeatable and produced a
sharp well defined cutoff, especially for the 10 atm data. With this in mind, the uncertainty in the ambient
temperature was taken to be as low as the uncertainty in the reflected shock temperature at this repeatable
condition. This is as low as 1% of the reflected shock temperature or about 40 K.
The next error source is the measurement of the spacing of the particles which defines the region into
which products can volatilize. Based on a number of imaging studies performed with the acrylic test
section, this number was calculated to be about 84 particle diameters. Error in this number was assumed
to be about 25%. If the model is sensitive to spacing much larger than 25 %, it could be observed in the
fixed mass fraction error analysis which follows. Upon the onset of the error analysis, it was thought that
this assumption and number, upon which the evaporation model depends, would very strongly affect the
evaporation/volatilization rate. This is not the case. Furthermore, this value experimentally would seem to
have a deceptively low amount of measurment error. The extent of the cloud is now clearly observable by
imaging with the acrylic section and uncertainties in mass in the cloud are raised to the 1/3 power.
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Next, it was thought that the mass diffusivity calculation could have an effect. As mass diffusivity
directly enters into the volatilization rate in Eq. (2.10), it could be a source of error as the calculation for
each species is only known approximately. Additionally, it is unclear if the assumption that the vapor phase
alumina decomposes (to its equilibrium concentration no less) immediately upon vaporization and diffuses
away is valid. It is true that there is no stable gas phase of Al2O3, but the exact composition of the gas
which diffuses from the particle is unknown.
Finally, as a check of the assumption that the buildup of products of the dissociation of alumina in
the environment eventually stop the particle from evaporating further, different fixed environment mass
fractions were assumed. This test also serves as a test of the assumption of the uniform distribution. Fixing
the mass fraction of the environment also affects the gradient of the mass fraction, which truly controls the
evaporation rate. The fastest particle evaporation would occur if the mass fraction of dissociated species
remained 0 throughout. This represents the extremely unlikely event that the particle spacing was severely
under predicted (unlikely as described above, but possible). In the second test, the mass fraction of the
environment was fixed at the value at which one half of the mass (or 1/8 of the diameter) had evaporated.
This fixed mass fraction in the environment initially slows the evaporation of the particle and is representative
of what would happen if gradient of the mass fraction was over-predicted and really the vaporization and
especially diffusion away into a uniform distribution was slower. The third fixed mass fraction was calculated
to be the slowest the particles could volatilize with a uniform mass fraction, with a mass fraction equal to
the value at which the entire mass of the particle had evaporated. This simulation represents a severe over
prediction of the mass fraction gradient.
One at a time, these four modifications were made to the numerical scheme and the volatilization tem-
perature was recalculated. Table 3.8 shows the error analysis for the conditions at 10 atm, and Table 3.9
shows the error analysis for the conditions at 3 atm. Uncertainty in the ambient temperature introduced an
error of 3% for the 10 atm conditions and about another 3% comes from particle spacing calculation. On the
other hand, suprisingly the mass diffusivity calculation did not strongly affect the volatilization temperature
measurement. This result is likely because of the overall assumption that any volitilized species diffuse out
in a uniform distribution around the particle. Any increase in the rate of the volatilization rate is balanced
by quicker accumulation of product species slowing the rate.
For both the 10 atm and 3 atm data, when the ambient mass fraction was fixed to an intermediate value,
the percent change in the recalculated volatilization temperature was small (< 2% always). However, when
the ambient mass fraction was fixed at 0, very large volatilization temperatures (relative to the ambient
particle temperature) were needed in order to prevent the particles from volatilizing within the test time.
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These numbers are unrealistic, however they confirm that the volatilization temperature at its minimum,
has to be larger than the temperature at which particles stop extinguishing within the shock tube.
Overall, uncertainty was added in quadrature, and rounded up to 5% for both data points. Table 3.10
shows the sumary of the calculated data.
Table 3.8: Error analysis for conditions of nano-particles in 10 atm. The temperature at which the particles
ceased extinguishing laser light during the test time was Tamb = 3880 K, and originally this produced a
volatilization temperature of 4360 K.
Error source Error introduced % Vol. Temp., K Percent change
Ambient mass fraction, Tamb
3880 K +40 K +1% 4450 2 %
3880 K -40 K -1% 4255 3 %
Particle spacing, S
84 diameters +21 diameters +25 % 4370 <1 %
84 diameters -21 diameters -25 % 4240 3 %
Mass diffusivity, D
2.1 cm2/s +0.52 cm2/s +25 % 4360 <1 %
2.1 cm2/s -0.52 cm2/s -25 % 4360 <1 %
Ambient mass fraction, yA,amb
yA,amb variable yA,amb = 0 – 5070 16 %
yA,amb variable yA,amb = 0.008 – 4310 1 %
yA,amb variable yA,amb = 0.017 – 4310 1 %
Table 3.9: Error analysis for conditions of nano-particles in 3 atm. The temperature at which the particles
ceased extinguishing laser light during the test time was Tamb = 4070 K, and originally this produced a
volatilization temperature of 4280 K.
Error source Error introduced % Vol. Temp., K Percent change
Ambient mass fraction, Tamb
4070 K +40 K +1% 4335 1 %
4070 K -40 K -1% 4255 <1 %
Particle spacing, S
84 diameters +21 diameters +25 % 4360 2 %
84 diameters -21 diameters -25 % 4230 1 %
Mass diffusivity, D
7.4 cm2/s +1.9 cm2/s +25 % 4280 <1 %
7.4 cm2/s -1.9 cm2/s -25 % 4280 <1 %
Ambient mass fraction, yA,amb
yA,amb variable yA,amb = 0 – 5210 22 %
yA,amb variable yA,amb = 0.002 – 4345 2 %
yA,amb variable yA,amb = 0.005 – 4285 <1 %
Extrapolation to 1 atm volatilization temperature
3 atm was the low pressure limit for the experiments. At 1 atm, for instance, the evaporation times would
exceed the test time for the smallest particles for temperatures of interest. Additionally, as the data became
noisier at low pressure conditions, this trend should render unusable data. Two data points are available to
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Table 3.10: Results and uncertainty analysis.
Pressure, atm Volatilization Temperature, K Uncertainty, K
10 3360 218
3 4360 214
extrapolate the volatilization temperature to 1 atm, though.
Using these two points and (2.12), a volatilization temperature of 4210 K at 1 atm was calculated as
shown in Table 3.11. The heat of dissociation between these two points was 2334 kJ/mol. Additionally, a
least squares fit can obtain the volatilization temperature at 1 atm using Eq. (2.12) if a heat of volatilization
is assumed. Using the reference value of 1860 kJ/mol [17], this least squares fit was performed and yielded
a temperature of 4182 K. This fit is plotted in Fig. 3.36. Both extrapolations carry uncertainties of at least
200 K. These values are high compared to the reference literature, but the data fall within the range of the
uncertainty for the JANAF reference numbers. The values are significantly higher than the value in the
CRC tables [81] and also significantly higher than 3200 K. This lends credence to the values in the JANAF
tables and strongly suggests that a low alumina volatilization temperature is not a limiting temperature in
AlO temperature measurements of burning aluminum micro-particles.
Table 3.11: Extrapolation of the volatilization results to 1 atm.
Calculation Vol. Temp. at 1 atm, K Uncertainty, K Heat of dissociation, kJ/mol
Best estimate 4210 200 2334
Using reference ∆Hv 4182 200 1860
3.3 Measurements Based on Al and AlO Spectral Features
3.3.1 Absorption Measurements
Absorption measurements of two gas phase combustion intermediates, Al vapor and AlO, were performed
in order to test the predictions of two competing mechanisms for aluminum nano-particle combustion as
described in Sec. 1.1.3. Tests were conducted in 40% O2 in Ar with approximately 7 atm reflected shock
pressure with various temperatures.
Qualitative Results
In all cases where the flash was correctly focused and timed to match the combustion of the aluminum
particles, there was a noticeable extinction of light, continuous across the wavelength range. This broadband
extinction signified the presence of particles in the test section at the prescribed time. This effect was
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Figure 3.36: Extrapolation of the volatilization results to 1 atm.
typically small, less than 10% extinction, and so the cloud was assumed optically thin. In processing the
data, a linear function was fit to the total extinction signal (I1-I0)/I0 and divided from the signal. This
division of a background continuum extinction does not affect the molecular or atomic absorption signals,
which are thus presented as absorption beyond the continuum extinction due to particulate scattering and
any broadband absorption.
The top graph in Fig. 3.37 shows an example of the near UV spectra of the light from the Xe strobe
that passes through the shock tube prior to the shock tube firing, I0, and that of the signal after passing
through a cloud of burning particles, I1, in this case nano-aluminum combustion in 40% O2/ 60% Ar at
1517 K, which represents the lower limit of detection of Al vapor. As described in Sec. 2.5.6, Xe has broad
spectral features in this region, however, they are ordinarily quite repeatable, and a clean absorption signal
can be discerned. The lower graph in Fig. 3.37 shows the absorption beyond the continuum extinction
signal as described above. The prominent features are Al lines at 394.4 and 396.2 nm. There are also trace
elements from contaminants both in the aluminum powders and from the experimental setup. Vanadium
has a ground state transition around 389.3 nm, which could be from the aluminum powder or the stainless
steel knife edge, but not likely from the stainless steel in the shock tube walls.
For n-Al at 1450 K, as shown in Fig. 3.38, there is no Al observed in absorption. However, there is
still a reaction at this temperature and even lower temperatures. Photodiode traces of reacting conditions
show a prolonged intensity peak that fades to a low constant value within the shock tube test time. An
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Figure 3.37: Near UV absorption spectrum of nano-aluminum combustion at 1517 K. This is the threshold
level of Al vapor detection in our experiment.
example of this is the 1900 K photodiode trace shown in Fig. 3.39. However, at temperatures below 1200 K,
the intensity is much lower and does not decay to a low constant value within the shock tube test time.
These low intensity, long events were attributed to particle heat up and eventually thermal decay and not
as evidence of reaction. An example of this is the 1100 K photodiode trace shown in Fig. 3.39.
Overall, Al vapor absorption intensities were smaller for nano-aluminum particle combustion than they
were for micro-aluminum particle combustion at comparable temperatures, even though the amount of mass
loaded on the knife edge was the same. This mass matching in loading is not a guarantee that the same
mass of particles detach and are entrained in the test volume, however. One consideration in measuring
nano-aluminum absorption which was less of an issue for micro-aluminum was timing. At 2300 K, the Full-
Width at Half-Maximum (FWHM) burntime of the distribution was only 50 µs, as can be seen in Fig. 2.31.
50 µs is comparable to the flash time. However, as the temperature decreased to 1400 K, the burn time was
approximately 500 µs. These results are in line with previous work [13]. The trigger delay on the flash lamp
was varied in order to capture both the absorption during the peak event, as well as that ahead of the peak
and after the peak. In the off-peak cases, less molecular and atomic absorption was observed, though there
was no observable trend with the continuum extinction.
When 2 µm aluminum particles were burned, the lowest temperature for which Al vapor was observed
was 1700 K. Below this temperature, Al was not observed. Additionally, intensity traces of the photodiodes
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Figure 3.38: Near UV absorption spectrum of nano-aluminum combustion at 1450 K. Al vapor is not
detected.
were not observed to decay during the test time, so there was no evidence of combustion during the shock
tube test time.
Next, an absorption spectrum of AlO was sought during combustion of these powders. The top graph
of Fig. 3.40 shows the visible spectrum of the light from the Xe strobe in the region where AlO is present.
Again there are relatively sharp Xe features at around 484 nm, however these were again repeatable, and
a clean absorption spectrum could be calculated. The absorption spectrum of the 2 µm powder at 2083 K,
is shown in the bottom graph of Fig. 3.40. This temperature was the lowest at which significant amounts
of AlO absorption was observed during micro-aluminum combustion. In this case, the v’=0 → v=0 peak
generates nearly 10% peak absorption for a 1 A˚ instrument function. Higher vibrational level features can
also be seen. At lower temperatures, such as 1900 K shown in Fig. 3.41, AlO does not appear above the
level corresponding to 1% absorption. At this temperature, there is still some reaction because the Al signal
remains high (7% absorption) and the photodiode intensity traces show a peak in intensity that fades with
time. Therefore, the particles are still burning at 1900 K, though any AlO present would be below the
detection limit.
As anticipated, the nano-particle size supported gas phase combustion with AlO at a lower temperature
than the 2 µm distribution. However, this threshold only dropped to 1996 K from 2083 K. The lack of an AlO
signature in absorption, at these temperatures, as well as a lack of observation in emission [11, 13], suggests
that AlO is not present in the gas-phase for the bulk of the nano-aluminum combustion experiments. The
lack of gaseous AlO is consistent with most proposed mechanisms for nano-aluminum, which suggest that
reaction will occur almost exclusively heterogeneously at relatively low temperatures [45]. Increasing the
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Figure 3.39: Photodiode traces of the event at two temperatures. The bright event at 1900 K with a well
defined peak is indicative of combustion. The lower intensity event without a well defined peak, lasting in
excess of the test time, is not indicative of combustion.
Figure 3.40: Visible absorption spectrum of micro-aluminum combustion at 2083 K. AlO is detected.
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Figure 3.41: Visible absorption spectrum of micro-aluminum combustion at 1900 K. AlO is not detected.
pressure, however, should extend the limit of AlO presence. In high-pressure O2 environments (∼32 atm) it
is present [13] presumably because the particle structure begins to assume the transitional flame structure
when reactions get faster. As combustion temperatures increase, heat does not escape the particle as fast,
and significant aluminum vaporization occurs.
The qualitative results for the detection of gas phase species in absorption and combustion for different
ambient temperatures for the two different Al powders are summarized in Fig. 3.42.
Figure 3.42: The temperature limits for combustion and the observance of Al and AlO in absorption with
temperature.
Quantification of Results
The concentration of the Al vapor (using the 396.15 nm transition) was calculated and compared to the
equilibrium concentration that could be present from the Al particles at the particle temperature. This
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comparison represents an upper limit on the amount of Al that could be observed in the environment for
that particle temperature. In practice, however, this number might exceed the amount of aluminum in the
cloud, so an additional upper limit is the uniform density from complete vaporization of aluminum, which
cannot be reached. This density is calculated by dividing the total number of atoms of Al entrained in the
flow divided by the cloud volume, which can be estimated experimentally from high speed imaging.
The detection limit of 1% absorption for the 396.15 nm line of aluminum vapor corresponds to an Al
number density of approximately 1 x 1012 cm−3 for a 2.5 cm path length. This number density assumes
that the Al atoms are uniformly distributed throughout the collection volume, which would be the lowest
limit of concentration near the reacting particle. It is possible that the Al vapor is concentrated near the
surface of the burning particle, though.
Calculations assuming a uniformly distributed cloud suggest as many as 3 x 108 particles are in the
collection volume. This number is likely lower due to particles not detaching from the knife edge, or
impacting upon the endwall. The interparticle distance may be as low as 100 particle diameters (but should
not be expected to increase by orders of magnitude). The volume accessible by diffusion of Al vapor during
the time of the flash encompasses as many as 500 particle diameters. Because the interparticle distance is
small compared to the diffusion length, the uniform concentration of vapor assumption appears acceptable.
However, the uniform number density must be smaller than the equilibrium vapor concentration. The
density throughout the collection volume cannot be uniform at the equilibrium concentration for single
particle combustion, and any higher densities observed would be an indication that the particle temperature
was significantly higher than measured or the production of vapor is not in equilibrium with recombination
at the surface. This does not appear to be the case. Poletaev and Florko [80] have also argued against the
concept of the localized flame front in fine aluminum particle combustion because the reaction time scale is
slower than the diffusion time scale of the reactants for nano-particles, which would also suggest a uniform
vapor distribution would be appropriate.
Figure 3.43 plots the number density of Al atoms in the gas against the particle temperature for the
different particle sizes measured. Also shown are the limits of an equilibrium concentration of a particle at
that temperature and the maximum density from the total amount of aluminum in the cloud as discussed
above. This plot also includes data from 10 µm Al particles tested at 2600 K reflected shock temperature.
Particles of that size in those conditions sustain a more vigorous diffusion limited or at least transitional
structure [11, 48]. The error associated with the measured number density is attributed to the uncertainty
in path length, volume of the cloud, and the absorbed equivalent width. The equivalent width is greatly
magnified in the micro-aluminum Al vapor density because of the large absorbance at the line center, leading
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Figure 3.43: The number density of Al vapor for particles reacting with 40% O2 compared to that predicted
by the equilibrium concentration or the maximum density for complete vaporization of added Al for various
temperatures and particle size.
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to a large curve of growth correction. The error associated with the maximum density is attributed to the
uncertainty both in the mass of Al entrained in the cloud and the cloud volume.
The nano-particle temperatures in these plotted conditions were not significantly higher than the ambient
temperature. Particle temperatures were measured for these conditions in [13]. The temperatures of reacting
2 µm powders and the 10 µm powders at the higher ambient temperatures were measured by emission
spectroscopy using the techniques described in Sec. 2.5.3. Measurements were made using two spectrometers:
a 50 mm f/5 spectrograph with 2 A˚ resolution over a 100 nm range and a 180 mm spectrograph with a
200 nm range. The former setup was used to isolate the AlO B-X ∆v = -1 transition for temperature fitting
since it appeared strongly in emission for the 10 µm aluminum combustion. The latter setup was used to
measure the broadband continuum and fit that to a gray body temperature.
For the condition the 10 µm powder was tested, both the condensed phase temperature and the gas
phase temperature were around 3200 K. This observation is in line with previous results with these particles
[11, 162], and so multiple conditions at higher temperatures were not made. Additionally, the temperature
dependence on combustion rate was observed to be very weak beyond about 2500 K [48]. For the 3 µm
powders, the AlO signature was weak, as described above, but the condensed phase temperatures were about
300 K higher than the ambient gas temperature. This shift of particle temperature compared to the ambient
temperature increased the Al number density predicted by vapor pressure about 1 order of magnitude.
The Al number density for 10 µm reacting particles is about 10% of that of the equilibrium concentration
of Al vapor from a particle at 3200 K. For micro-and nano-aluminum particles burning at lower temperatures,
the equilibrium concentrations of Al vapor from particles at the temperatures are 100 to 105 times the
observed number densities. This observation suggests that while there are gas phase components in nano-
aluminum combustion (at least as low as 1500 K) a gas phase mechanism is not as dominant as it is in larger
particles.
Non-reacting Conditions
Finally, two sets of non-reacting conditions were considered. The first condition was one in which the fuel was
removed, as active aluminum was replaced with alumina. The second was when the oxidizer was removed,
as the oxygen was substituted for an environment of 100% Ar. The alumina tests were designed to establish
whether any of the signal which present in the reacting conditions in absorption could be attributed to vapor
phase constituents from alumina dissociation. The second set of experiments, inert environment with Al
particles, determines the contribution of equilibrium vapor concentration to the signal. It also provides a
test of whether any Al vapor was formed from a melt-dispersion type spallation predicted to be present even
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in an inert bath gas.
In no inert condition did the light intensity peak as it did during a combustion event, and light intensities
were less than one tenth of those during combustion conditions. Only at very high temperatures, (> 2350 K
in 3 µm Al2O3, similar for nano Al2O3), was Al vapor observed in absorption from the dissociation of
alumina. The contribution from dissociating species at low temperature is negligible as expected. AlO was
not observed until even higher temperatures (∼2700 K).
For nano Al in 100% Ar, Al vapor was not observed in absorption at temperatures less than 2275 K. The
Al number density detection limit of 1 x 1012 cm−3 suggests that equilibrium concentrations of aluminum
should be observable at temperatures as low as 1200 K. However, in non reacting n-Al, Al vapor was not
observed until the temperature approached the melting point of alumina. This result suggests that negligible
amounts of Al vapor are allowed to escape through the oxide coating during combustion time scales. There
may be diffusion through pores or cracks on a longer time scale, but the high temperatures of combustion are
needed to sustain an appreciable vapor phase. Furthermore, these observations suggest that Al vapor is not
present from high energy Al clusters, which should be created by a melt-dispersion mechanism spallation.
Al vapor vaporized from unoxidized, uncoated Al from equilibrium partial pressure should be observed if its
temperature was as low as 1200 K. In fact, compared to reactive conditions, there may be the opportunity
for higer Al vapor concentrations because there is not a sink for the vapor present (i.e. reaction with an
oxidizer).
One of the primary distinctions between the two nano-aluminum combustion mechanisms is the fraction
of Al that oxidizes through a vapor route. The surface diffusion model assumes diffusion through the particle,
where Al and oxidizer react heterogeneously. The diffusion in the particle limits the reaction, and oxidizer
transport to the surface is fast enough to keep a constant concentration at the surface. Because of these
assumptions, the amount of Al vapor produced as well as that which oxidizes through the vapor route should
be very small. In the MDM, on the other hand, the presence of high-energy nanoclusters should mean a
significant fraction should oxidize through a vapor route.
Measurements of Al vapor density alone do not allow a direct quantification of the oxidation that passes
through a vapor route. Assuming a two step irreversible mechanism Al(s)→ Al(g) and Al(g)→ products, the
relative rates would determine the interpretation. However, neither rate is well understood. Inferences can
be made based on the density comparison to that present during a more vigorous vapor phase combustion,
like during the 10 µm Al combustion at higher temperatures.
There is in fact some fraction of Al vapor during nano-aluminum combustion that is unexplained by a
pure surface model. However, relative to any metric: the Al predicted from vapor pressure at the particle
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temperature, the possible maximum density, or the density present during vigorous vapor phase combustion,
the amount of Al measured is very small. Thus, while the fraction of metal that oxidizes through the vapor-
phase route cannot be definitively quantified in this study, it appears likely that it is at least an order of
magnitude less than for 10 µm Al, and possibly even less.
The appearance of this amount of Al vapor does not directly support the MDM, though. While it is
unclear how much vapor should be expected, the amount observed is small. More significantly no Al vapor
is observed when the bath gas is Ar. If the MDM, with its purely thermo-mechanical particle spallation were
a dominant route for nano-aluminum combustion, there should be at least as much Al vapor as in reacting
conditions (for the same heating rate), and possibly more because there is no gas phase oxidation sink for
Al. This is not observed, though, and presents a serious challenge to the MDM mechanism.
3.3.2 Fiber Probe Detection in Enhanced Blast Fireballs
Shielded fiber optics were used to attempt to probe inside the fireball of an enhanced blast charge. These
fireballs can at times be optically thick [93], and the very bright optically thick flame front may mask reactions
and temperatures within the fireball. As described in Sec. 1.2.2, the reactions of aluminum particles within
a fireball should be very different than those near the flame front. However, in optically thick fireballs it is
only the front that can be observed through traditional emission measurements.
Only six shots were fired in total, however each was successful. Five tests were performed with aluminized
PBX-9407 charges, the other was performed with alumina added. Two tests were performed with the
1200 gr/mm transmission grating, one each where the 20% aluminum added to the charge was from powder
initially from the ‘H-2’ distribution from Valimet (Mod A), the other had aluminum from a sieved 38-
45 µm distibution (Mod C) initially from ‘H-30’ Valimet aluminum powder. The remaining four tests were
performed with the 1800 g/mm reflection grating, one each of the Mod A, Mod C, one in which instead of
aluminum, a 3 µm alumina powder was substituted in the charge (the same as described in Sec. 2.4) and
one charge which had 50% aluminum (3 µm) 50% RDX in the charge.
In general, the signal levels had acceptable signal to noise ratios and dynamic range. Some saturation
was observed in early time images, allowing a switch to an 1800 gr/mm grating for the second set of shots to
obtain greater spectral resolution (∼0.6 nm) while maintaining high signal levels during early frames. AlO
features were still strongly seen, and the continuum emission was well resolved as well. During later frames
the intensity was very low, and there was barely sufficient light to make graybody temperature fits. The
overall intensity measurements follow the same trends as seen in external measurements of these and similar
charges [90, 91, 93].
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Figure 3.44: AlO spatial and temporal profile for two detonators
In most cases, AlO was observed, most strongly in the cloud behind the Mod C detonators. However,
it was not observed uniformly in space nor time. Fig. 3.44 shows the integrated AlO intensity from the
Mod A and Mod C detonators. The seven fiber probes were located at approximately 1.3, 3.8, 5.1, 6.4, 8.9,
11.4, and 14 cm from the charge, along with the external charge the last one. The time windows for these
test slightly varied. For the Mod A, the time windows were 7-10, 10-12, 12-15, 15-18, 36-39, 39-49, 49-51,
51-81 µs. For the Mod C, the time windows in these tests were nearly the same, except the first two frames
were 6-9, 9-12 µs respectively. The Mod A, which were the small particles, showed a bright AlO signal early
(within the first few microseconds) but not later. The Mod C, on the other hand, showed AlO signal early
and continued with diminishing intensity even at later times.
These trends are intuitive; however it is unclear if these trends can be called a burn time. Undoubtedly
the temperatures behind the detonation wave are extremely high. Correlations do not exist for the burn
time of aluminum for particles of this size at such high ambient temperatures and pressures, but ∼10 µs
does not seem unreasonably fast for 3 µm particles which are undoubtedly deformed and likely without
an oxide shell passivation layer to burn out in. The 40 µm particles burn out with much longer times
than the 3 µm particles. The Beckstead correlation predicts these particles should burn out on the order
of milliseconds. The burn times are extended and AlO is observed later, including when the fireball has
significantly expanded, presumably with a temperature drop.
There was not enough temporal or spatial resolution in order to track the blast wave front, but of course
the trend of light intensity viewed by the further fibers only at later times was as predicted. Fig. 3.45 shows
the spectra with time for the third fiber, which viewed the fireball approximately 6.4 cm downstream from
the charge for the Mod C. The spectra in Fig. 3.46 are also from the third fiber, in the same location, but
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with a charge filled with alumina instead of aluminum.
Figure 3.45: Spectra from 20% Al 80% PBX detonators at various times windows viewed through the third
fiber, approximately 6.4 cm from initiation.
Figure 3.46: Spectra from 20 % Al2O3 80% PBX detonators at various times windows viewed through the
third fiber, approximately 6.4 cm from initiation.
These spectra are interesting in that AlO is observed early in both aluminized charges as well as charges
in which non-reacting alumina has been added. This result is a challenge to using the presence of AlO as an
indicator of aluminum’s reaction in enhanced blast conditions. It is not surprising that AlO should be viewed
early. In the extremely hot conditions behind the fireball which has yet to expand, the temperatures and
134
pressures are very high. In these high temperatures, it is quite possible to observe AlO from the dissociation
of alumina. It is entirely unclear if aluminum reactions in explosive fireballs, i.e. aluminum particles reacting
either with the post detonation gases or extremely quickly from mixture with ambient air, can be directly
correlated to AlO intensity [91]. Less ambiguous than the light intensity would be measurements of the blast
overpressure that comes from these charges. Those measurements are currently underway by Dr. Glumac
and Jennifer Mott Peuker, however it does appear that by measuring the blast overpressure and selectively
subtracting the contribution of blast pressure from different environments (oxidizing vs. non-oxidizing) a
comparison of the fraction of the reaction of aluminum that happens immediately behind the explosive
fireball in the post detonation gases (primarily CO2 and H2O) vs. that which happens later (with possibly
significant reactions with cold ambient oxidizers) can be quantified [149].
The signal to noise ratio in these spectra are acceptable, and the fit of the continua lead to reasonable
temperatures that are consistent with other measurements [21]. AlO features are strong enough to be
quantified, though not well enough resolved to perform temperature fits. Higher resolution work would be
required for such fits.
Figure 3.47 shows the profile of condensed phase graybody temperature fits processed as described in
Sec. 2.5.3 for the different probes at one time and compares this to the external fiber probe. In this case, the
internal temperatures were often higher than those observed at the outside edge of the fireball, and thus the
externally measured graybody temperature is neither the average nor peak temperature of the fireball. Both
‘average’ and ‘peak’ temperature estimates for external measurements are commonly used in the literature,
but, according to these detailed measurements, neither is necessarily representative.
Additionally, Fig. 3.47 also shows the profile of condensed phase graybody temperature fits for the
fireball cloud of the detonator with alumina added. Temperatures are lower than with alumina added
compared to the Mod A (approximately the same particle size and overall charge mass and observed in
the same time window), which makes intuitive sense as the inert particles do not provide any energy extra
energy to the reaction, however this is only single shot data and repeatability has not been tested for the
alumina. At least in this instance, it appears that the fireball from the alumina-ized detonators show slightly
more homogeneous temperature distributions. For the two Mod A detonators, the temperatures are similar
between corresponding time and fibers. The same can be said between the Mod C detonators, however once
again with such few experiments performed, it is difficult to definitively infer such trends.
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Figure 3.47: Spatial profile of the temperature fits for the different probes at 18 µs after initiation.
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Chapter 4
Conclusions and Recommendations
4.1 Summary and Conclusions
A number of multi-faceted studies were conducted, primarily in the UIUC heterogeneous shock tube in order
to provide insight into the mechanisms of nanoaluminum combustion and improve upon measurements of
aluminum combustion temperature and combustion times. These studies yielded these conclusions:
A large dataset of burn time measurements of aluminum in water vapor for particle size distributions
between 1 and 11 µm was assembled to test the effect of size distributions. The following conclusions were
made:
1. Particle distribution should always be well characterized in reporting burn time measurements. How-
ever, if one number is to be reported, the burn times appear to track best to a mass averaging of the
particle diameter when making intensity based measurements.
2. When water vapor is the oxidizer of aluminum particles, burn times increase with pressure for particles
in these size regime. There is no indication that this observation is caused by a size distribution effect
or a pressure dependence upon ignition for these particles.
3. By employing simulated distributions and fitting observed burn times, low diameter dependences on
burn time (tb ∼ dn with n<1) cannot be attributed to broad overlapping size distributions. In fact,
size distributions may mask even smaller size dependences.
An acrylic end section has been implemented onto the UIUC heterogeneous shock tube which provides
complete optical access to the final 61 cm of the shock tube. Measurements revealed :
1. The high variability in burn times can be attributed to very spatially inhomogeneous clouds, chaotic
motion of the clouds after the passage of the reflected shock in gas stationary in bulk, the passage
of bright clusters of burning particles, and initially wall bound particles entering into the test time
earlier than anticipated. These qualitative observations would have been impossible if only observing
the event through fiber optics with filtered photodiodes.
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2. When binning the high speed images into small sections, burntimes can be calculated which closely
resemble those of previously reported measurements but retain the same scatter.
3. More complicated processing which accounts for particle motion is needed, and two such potential
schemes were discussed.
4. Evidence exists for a potential two step reaction in micro-aluminum particles burning in CO2.
An experimental study of the emissivity of micro- and nano-alumina particles was conducted in a shock
tube for temperatures between 2500 K and 3500 K, in the wavelength region between 0.55 µm and 0.95 µm.
These measurements were crucial in interpretation of particle temperature measurements via pyrometry :
1. In micron sized alumina particles, the spectral dependence with increasing temperature transitions
from decreasing with wavelength to increasing with wavelength, with the dependence being roughly
gray around 3000 K.
2. While a power law (λn) dependence for emissivity is insufficient to describe the emissivity in this
region, roughly n transitions from -1.4 to 0.5 as temperature increases from 2500 K to 3500 K.
3. In nano-sized alumina particles, the spectral dependence is stronger than for the micron sized particles
and while n is approximately -1.2 at 2678 K, it reaches as high as 2.1 at 3052 K.
4. A gray particle emissivity assumption has merit for micron and larger size particles at combustion
temperatures (3000 - 3300 K), especially considering optical depth effects in measurements. Care must
be observed, however, if the line of sight of the measurement is inhomogeneous in temperature.
An experimental study of the absorption of gas phase species during micro- and nano-aluminum com-
bustion was conducted and yielded the following conclusions:
1. AlO was detected in absorption during micro-aluminum combustion at temperatures as low as 2083 K,
and during nano-aluminum combustion at temperatures as low as 2000 K.
2. Al vapor was detected in absorption during 2 µm aluminum combustion at temperatures as low as
1700 K; it could be detected in nano-Al combustion at temperatures as low as 1500 K. The ratio of
the number density observed to that predicted by Al equilibrium vapor concentration considerations
is much lower than that of 10 µm Al, which sustains a vigorous gas phase component in combustion.
Via photometry, combustion was observed down to temperatures of 1200 K.
3. The presence of Al vapor above 1500 K suggests a gas phase component in nano-aluminum combustion
not predicted during by purely diffusive oxidation mechanisms.
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4. The lack of detection of Al vapor during non-reacting conditions in nano-aluminum at temperatures
below the melting point of aluminum oxide suggests a pristine oxide layer prevents the escape of
aluminum. This pristine oxide layer and the absence of Al vapor from clusters predicted even in inert
conditions is unexplained by the melt dispersion mechanism.
Internal emission spectroscopy measurements using simple fiber probes were conducted inside the fireball
of a metallized explosive. Preliminary results revealed:
1. There is a spatial variation in the emission from within the fireball which cannot be seen solely by
external emission measurements.
2. AlO was detected at early times in both aluminized detonators and detonators with alumina added.
This result questions the use of only AlO emission detection as a burntime indicator in explosive
fireballs.
3. Condensed phase temperature measurements were made showing temperature inhomogeneities in space
and time suggestive of different thermo-chemical environment within the fireball.
An experimental study of the volatilization temperature of alumina particles was conducted in a shock
tube for slightly elevated pressures by examining the extinction from a cloud of particles at a non-resonant
wavelength (532 nm). The volatilization temperature was then modeled from this temperature at which
clouds stop extinguishing:
1. In nano-alumina particles, at 10 atm, there is a sharp cutoff at 3880 K at which particles volatilize and
stop extinguishing within the shock tube test time. This result corresponds to a modeled volatilization
temperature of 4360 K at 10 atm.
2. In micro-alumina particles at 10 atm tested at higher temperatures, the evaporation time of the
particles as measured from the transmitted light intensity nicely follows the trends of 2 µm particles
with a volatilization temperature of 4360 K at 10 atm.
3. In nano-alumina particles at 3 atm, there is a sharp cutoff at 4070 K at which particles volatilize
and stop extinguishing within the shock tube test time. This result corresponds to a volatilization
temperature of 4280 K at 3 atm.
4. Extrapolating from these pressures, the best estimate for the volatilization temperature at 1 atm from
experimental data was 4210 K with a heat of dissociation of 2334 kJ/mol. Using reference values for
the heat of dissociation (1860 kJ/mol) gives a 1 atm temperature of 4180 +/- 200 K, certainly far
higher than 3200 K, reported in the CRC handbook.
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5. Alumina volatilization does not appear to be a temperature limiting process in micro-aluminum com-
bustion.
4.2 Recommendations for Future Work
The shock tube remains a sound experimental apparatus for studying energetic materials. Every method
discussed could and should be applied to characterize the powders of metals du jour, including other pure
energetic metals, interesting composites, mechanical alloys, intermetalics, and nanocomposite thermites.
In particular, burntime measurements, temperature measurements, and gas phase species concentration
measurements can be performed. There are specific areas of the measurements that can be improved.
The repeatability of shock formation and firing immediately after particle injection can be improved. It is
currently unclear if a diaphragmless section can be implemented without a major redesign, however, better
control would be available just by bursting the diaphragm with a knife edge rather than through pressure
loss in the double diaphragm section. Such a system could be implemented quickly. Previous attempts to
burst the diaphragms with exploding wires have failed. Additionally, a pump system to recover the helium
(even with contaminants) should be implemented.
Burntime measurements with the optical section show great promise. Indeed as long as conditions permit,
the optical section is attractive to use for most measurements. Because it is acrylic, it cannot be used with
high concentrations of oxygen or water vapor as oxidizers because the mylar diaphragms will burn and
scratch the tube in oxygen and the tube cannot be uniformly heated to prevent condensation of water vapor.
Even so, tests should be run with O2, a far better characterized oxidizer with Al to evaluate the seemingly
two stage reaction behavior sometimes seen in the optical section movies. Additionally, the tube is not UV
transparent and presents a curved field, but it still shows promise. Efforts should be made to fabricate UV
transparent test sections that exactly match the diameter of the shock tube. One example of a potential
material appears to be Makrolon. Furthermore, 61 cm test sections do not appear to be necessary. The bulk
of the light intensity event occurs in the closest 30 cm to the shock tube, so shorter test sections could be
fabricated with the same mount, perhaps using quartz.
Additionally, even though more than 60 measurements have been conducted with high speed imaging
with the optical section, the setup has not been optimized. Ideally a semi-permanent mounting strategy
could be employed for the high speed cameras. Efforts should be redoubled to attempt to use more available
equipment, like the lower resolution lower sensitivity Phantom 5 high speed camera or even the streak
camera. If binning of an entire axial cross section is appropriate, as the schemes employed both in previous
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filtered photodiode measurements and the processing schemes presented here suggest, the entire tube could
be imaged with good time resolution with the streak camera.
Also, the entrainment of particles from surfaces remains an unresolved issue. Measurements suggested
that the entrainment of particles lifted from the bottom of the tube was a relatively fast process, at least in
that particles were quickly seen in the shock tube test section during the test time. Unfortunately, there is a
convolution of at least four factors in these measurements, time, location, particle size, and the unaccounted
for boundary lifting layer. In these measurements, particles were distributed over a location (the cloud
extent) and the time for both entrainment and passage through the region that least resembles a normal
shock was unknown. Additionally, there is a size dependence in the entrainment of the particles from the
endwall. One proposed series of measurements could deconvolve the this. Instead of injecting particles and
waiting for the cloud to settle, a small amount of particles could be loaded on a knife edge at the same
location as the injector (2.57 m). The knife edge can be narrow as to not significantly disturb the incident
shock. Additionally, with meters of travel, disturbances of the incident shock should decay before shock
reflection. The comparison of the time and location at which the cloud of entrained particles first ignite
to previous measurements of injected particles will give an indication of the ability of the first particles to
detach. Next, the extent of the cloud will give an overall measure of the total entrainment time scale.
If these experiments were to reveal a narrow cloud of particles, this method could produce very repeatable
burntime measurements. If the cloud is extended similarly to the wide flame fronts behind the region of
initially free stream particles described in Sec. 3.1.2, it could produce a correction to be applied to the burn
times with axial distance from the endwall.
If injection of particles upstream of the endwall still remains the most desirable method of introducing
the condensed phase fuels, this process may be in need of a further optimization. This recommendation is in
light of the non-uniform distribution of particles in the tube after the passage of the reflected shock, which
showed particles more prevalent in the bottom half of the tube than in the top half. That result is indicative
of fast settling of the particles. Efforts to increase the suspension of particles in the gas may be as simple as
rotating the shock tube and injecting particles from below rather than on the side of the tube or injecting
two clouds in counterflow upstream. These efforts can likely happen without significant modification to the
existing tube or experimental down time.
Next, the wide distributions of particle sizes, relative to the average particle size, is an issue that must
be resolved. While it is reassuring that the low burn time diameter exponents that are observed in the
shock tube cannot be attributed to the size distribution, size distribution contributes to much uncertainty
in the shock tube. For instance, the stratification that is observed in the shock tube from the stopping
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of particles makes it difficult to interpret the region from which burn time measurements can be made.
This is because the burn times decrease with axial distance from the shock tube, attributable to decreasing
particle sizes. A potentially promising technique that may be employed to better separate particle sizes is
Field-Flow Fractionation (FFF) [163], and in particular centrifugal FFF. FFF techniques are based upon the
difference in particle motilities in liquids moving through a laminar (parabolic flow) channel. An externally
applied field, in centrifugal FFF from centrifugal motion, causes particles to press against one of the walls
of the channel, and the parabolic flow detaches the particles from the wall and separates them by particle
size and sometimes composition. This method appears capable of creating particle size distributions with
widths of approximately 5% of the peaks, i.e. 0.95-1.05 µm, which would be sufficient for shock tube studies.
However, there are several issues that must be investigated. The first is a proper fluid to use as the particle
carrier liquid which will not affect the particles. Additionally, commercially available systems operate with
microliters of material, which would require a lot of time to prepare enough powders to perform parametric
studies.
Next, a continuing question is if these particles completely react during the test time in the shock tube,
and so ex-situ analysis of the powders would be extremely interesting. Unfortunately this is a challenging
task. After the shock tube test time (the time in which the quiescent gas is at predictable reflected shock
temperatures and pressures) the reflected shock reflects again off of the contact discontinuity and heats
the gas unpredictably. Therefore, even after the shock tube test time, particles have the opportunity to
experience even higher temperatures and pressures in which to react and non-reacted particles are never
recovered from the shock tube. If particles could be collected during the test time, perhaps even if they are
quenched in a supersonic expansion, this would allow proper ex-situ analysis. It is unclear the apparatus that
could affect this result, perhaps a pyrotechnic valve or an expansion test section after the test section, but
such sampling would certainly answer many questions about if particles react completely, or if nano-particles
increase or decrease in diameter as they react.
Third, efforts to increase the sensitivity of experiments are always needed. The fiber probe experiments,
for instance, lose light since the tight geometry of the setup (custom spectrometer, fiber mount, and HSFC)
leaves vignetting. This could be optimized. In the shock tube, the absorption measurements have been useful
in providing evidence of some gas reaction in nano-aluminum combustion, but for increased sensitivity and
a lower detection limit, laser based light sources can be used. The modeless broadband dye laser would be
very interesting to implement in the shock tube to take high resolution absorption measurements [164], and
laser induced incandescence measurements of the particle size of nano-particles as they burn should at least
be attempted as described earlier. Unfortunately the current setup is not conducive to integration with
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a laser, but there are several of options available to assist this. As discussed above, improvements to the
diaphragm bursting will help the timing, but more importantly is the time the shock is formed upstream.
For this, sensors can be embedded upstream near the diaphragm section, which hopefully should provide a
sufficient time in which to fire a laser.
Finally, it must be stated that high resolution spectra have already been obtained of AlO B-X ∆v = -1
and -2 from high temperature shock tube measurements. The ∆v = -2 measurements in particular show
significant promise as an indicator for very high temperatures (4000+ K) like those seen in an underexpanded
fireball without requiring high resolution to observe [165]. The ∆v = -1 measurements will allow better fits
around 3200 K. These spectra will be modeled.
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Appendix A
Drawings of Adapter to Support
Acrylic Section
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Figure A.1: Drawing of new endwall for acrylic section.
145
Figure A.2: Drawing of adapter plate to attach acrylic section to shock tube.
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Appendix B
Numerical Scheme for Measuring the
Volatilization Temperature
A numerical scheme was implemented in order to measure the offset between the volatilization temperature of
an alumina particle and the temperature at which the particle is observed to stop extinguishing light within
the test time. Input parameters as shown in Table B.1 include the particle diameter, ambient pressure,
and the ambient temperature at which the particles stop extinguishing at that pressure, (experimentally
determined in Sec. 3.2.2).
Table B.1: Input parameters for the volatilization scheme
Tests High pressure Low pressure
diameter, nm 50 50
pressure, atm 10 3
temperature, K 3880 4070
The numerical scheme is an iterative one to find the volatilization temperature and is implemented as
follows:
1. Initiate the numerical scheme. Input the ambient pressure and ambient temperature at which nano
particles stop extinguishing within the test time, which was determined experimentally and is shown
in Table B.1. Select an initial Tvol. Set the time step, which was generally taken as d(in m)/300
in seconds. This time step typically means a time step of 0.166 ns initially, and the time step gets
smaller with time as the diameter shrinks. Assign an initial temperature for the particle, which is the
temperature of the particle before being exposed to the gas behind the reflected shock. For a reflected
shock temperature of 3880 K, the incident shock temperature was 1816 K as calculated by GASEQ.
For a reflected shock temperature of 4070 K, the incident shock temperature was about 1903 K. The
actual initial temperature of the particle in this case was 47% of the reflected shock temperature, but
taken as 50% for simplicity. Other reflected shock conditions also have particle temperatures near 50%
of the reflected shock temperatures as well. The initial particle temperature was calculated from initial
conditions:
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Tp(0) =
Tamb
2
(B.1)
2. Calculate the volume that the species dissociated from alumina can diffuse into. In the numerical
scheme, this is calculated by V = (Sd)3 where d is the particle diameter and S is the average spacing
between particles as calculated here. As discussed in Sec. 3.1.2, high speed images of 0.1 mg of both
‘H-2’ and 10 µm Al powders in conditions that gave approximately the same shock velocity (1350
m/s) albeit with smaller temperatures (2650 K) and pressures (5 instead of 10 atm). Then the total
intensity with time from particles in the narrow region of initially free stream particles was binned
and compared to the intensity from other parts of the tube. The final location of the cloud on average
was between 4.7 and 8 cm from the endwall and had a diameter of 7 cm. (Note in the nano-alumina
experiments the laser passes were at approximately 5 cm and 6.3 cm from the endwall and right in this
same narrow cloud.) The fraction of light from this region for both the ‘H-2’ and 10 µm clouds was
approximately 30% (with 6% standard deviation) of the total intensity in the tube, so the estimate
was made that 30% of the particles initially injected were in the free stream upon the passage of the
incident shock and therefore in the region we were testing. Based on this 30% of the initial mass and
the extent of the particle cloud an average particle spacing, S, of 84 diameters was calculated. (For
nano alumina, this is about 4.2 µm)
Assuming this volume is initially all Ar, and using an ideal gas assumption, the number of moles of
Ar in the volume available to the volatilizing species is:
nAr =
Ppi(Sd)3
6RuTamb
(B.2)
For the 10 atm conditions calculated, this number is 1.2 x 10−15 moles or about 7.224 x 108 atoms.
The initial mass of the alumina particle is about 2.36 x 10−19 kg, which gives about 1400 molecules
of Al2O3. For the 3 atm conditions calculated, the initial mass of the alumina is the same, however,
there are only about 2.1 x 108 atoms of Ar.
3. For each time step, calculate the new mass of the particle based on the mass that had left the particle
by volatilizing and entered into the environment. mleft = mA,amb Initially, of course this is 0.
mp(t) = mp(0)−mleft (B.3)
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Figure B.1: Diameter dependence with time for two different input volatilization temperatures at 10 atm.
4. Calculate the new diameter of the particle. Note this can change from the reduction of mass as well
as the change in the density with change in temperature. The liquid density, ρl, is a function of
temperature as described in Reference [166].
d(t) = 3
√
6mp(t)
piρliq
(B.4)
As the particles heat up the diameters increase slightly to about 54 nm before volatilizing. Figure B.1
shows the diameter trend with time for a 50 nm particle, one that volatilizes during the test time, and
another which does not. Recalculate the time step ∆t, which is generally d(in m)/300 in seconds.
5. Calculate the mass fraction of the volatilizing species in the ambient environment (initially 0):
yA,amb(t) =
mA,amb(t)
mAr +mA,amb(t)
(B.5)
6. Calculate the average molecular weight in the ambient environment, (initially Ar = 39.95 kg/kmol):
Mave =
mA,amb +mAr
nAr +
mA,amb
MA
(B.6)
MA (the molecular weight of the species that had volatilized from Alumina) was approximately
24.3 kg/kmol for the 10 atm condition. This average molecular weigth was calculated by perform-
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Table B.2: Gas evolved from Al2O3 at 10 atm and 3880 K at equilibrium.
Species MW, kg/kmol Moles per mole of Al2O3 Mole Fraction MW contribution, kg/kmol
Al 27 0.00203 0.309451 8.355183
AlO 43 0.00083 0.126524 5.440549
Al2O 70 0.00012 0.018293 1.280488
Al2O2 86 0.00001 0.001524 0.131098
O 16 0.00343 0.522866 8.365854
O2 32 0.00014 0.021341 0.682927
total 0.00656 1 24.2561
Table B.3: Gas evolved from Al2O3 at 3 atm and 4070 K at equilibrium.
Species MW, kg/kmol Moles per mole of Al2O3 Mole Fraction MW contribution, kg/kmol
Al 27 0.00627 0.27249 7.357236
AlO 43 0.00369 0.160365 6.895698
Al2O 70 0.00076 0.033029 2.312038
Al2O2 86 0.0001 0.004346 0.373751
O 16 0.01147 0.498479 7.975663
O2 32 0.00069 0.029987 0.959583
AlO2 59 0.00003 0.001304 0.076923
total 0.02301 1 25.95089
ing an equilibrium calculation of the gas that is evolved off of an alumina particle in argon at 3880 K
and 10 atm. At the surface of a particle at 10 atm, the mass fraction of alumina is about 4 x 10−3
Al2O3 with the balance of Ar, this means that there are about 635 moles of Ar for every mole of Al2O3,
so this was entered into GM. The results are shown in Table B.2.
At the surface of a particle at 3 atm, the mass fraction of alumina is about 1.5 x 10−2 Al2O3 with
the balance of Ar. This mass fraction means that there are about 167 moles of Ar for every mole of
Al2O3, so this ratio was entered into GM. The fractions of dissociated species shifted slightly as can
be seen in Table B.3, as well as the average molecular weight. MA was approximately 26 kg/kmol for
the 3 atm condition. This trend of course makes sense from a Le Chatelier’s principle perspective as
a decreased pressure promotes gas generation.
7. Calculate the vapor pressure at the surface. The vapor pressure at the surface is given by:
PA = P exp
(
−∆Hv
Ru
(
1
Tp
− 1
Tvol
))
(B.7)
∆Hv is taken as the reference value of 1860 kJ/mol [17]. ∆Hv is temperature dependent. In principle
this temperature dependence could be fit into the numerical scheme if the volatilization temperature is
to be calculated at more than two pressures. However, the uncertainty in this fit would be great. As it
stands, the reference value for the heat of volatilization is as uncertain as the volatilization temperature
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Figure B.2: Vapor pressure at the surface of the particle for two different volatilization temperatures at
10 atm.
itself and 1860 kJ/mol was assumed an acceptable value across the temperatures studied. Tvol is the
iterant. The trends of the vapor pressure is shown in Fig. B.2. Combined with the average molecular
weight in the environment, the mass fraction of the volatilizing species at the surface of the particle is
calculated by:
yA,s =
PAMAl2O3
PMave
(B.8)
For 10 atm, at particle temperatures near 3870 K, (which is the particle temperature here) the vapor
pressure during the quasi-equilibrium state is about 1.5 kPa as shown in Fig. B.2. The mass fraction
of alumina vapor at the particle surface is 3.8 x 10−3 as shown in Fig. B.3.
For 3 atm, at particle temperatures near 4060 K, the vapor pressure during the quasi-equilibrium state
is about 1.3 kPa. The mass fraction of alumina vapor at the particle surface is about 1.4 x 10−2.
8. The mass flux rate of species which evaporate and dissociate from the particle becomes:
m˙′′ = ρD
d
2
ln
(
1 +
yA,amb(t)− yA,s
yA,s − 1
)
(B.9)
This is the quasi-steady state, spherically symmetric mass conservation equation for high mass transfer
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Figure B.3: Mass fractions at the surface of the particle for two different volatilization temperatures at
10 atm.
Table B.4: Diffusion calculations calculated
Ar O Al AlO
/k, K 136.5 80 275 150
σ ,A˚ 3.330 2.75 2.655 4
MW , kg/kmol 40 16 27 43
DAr,X , m2s−1 1.46 x 10−4 2.42 x 10−4 1.91 x 10−4 1.12 x 10−4
rates. This assumes that the droplet is a single species, in this case species A, and the gas is a
single species (almost entirely Ar) and negligibly soluble in the droplet [167]. These assumptions are
reasonable for Al2O3 volatilization in an Ar ambience.
For the 10 atm case, at equilibrium, the mass fraction of the volatilizing species in the environment
yA,amb is about 3.8 x 10−3. For the 3 atm case at equilibrium, the mass fraction of the volatilizing
species in the environment yA,amb is about 1.4 x 10−2. The diffusion coefficient was calculated in the
same manner as from Law’s text [158]. The binary diffusion coefficients for O, Al, and AlO with Ar
(they account for > 90 % of the dissociated species at equilibrium for either pressure) are given in
Table B.4.
Since this is a mixture with each species very dilute in concentration compared to Ar:
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Di ≈ 1− Yi∑ Xj
Di,j
(B.10)
Now this is the diffusion coefficient of Argon to the surface but should also be that of the other species
through the argon. This number is about 2.08 cm2s−1 for 10 atm. At 3 atm, this number increases
to about 7.4 cm2s−1, not just because of the difference in the pressure, but also because of the slight
difference in mole fractions of the dissociating species. It does not have to be recalculated with different
time steps since it is dependent only on the pressure and the ambient temperature, both of which do
not change.
9. The mass of the dissociating species into the ambient gas becomes:
dmA,amb
dt
= m˙′′pid2 (B.11)
The mass evaporated from the particle at 10 atm after it has stopped if the Tvol = 4360 K is about
1.85 x 10−19 kg.
10. Finally calculate the heat transfer to the particle. There are three modes of heat transfer for the
particle, convection/conduction (with corrections for non-continuum effects) from the ambient gas,
radiation to the wall, and the vaporization of the particle. Therefore the particle temperature changes
as:
dTp
dt
=
6MAl2O3
Cρld
(
h(Tamb − Tp) + σ(Tw4 − Tp4)− m˙′′ ∆Hv
MAl2O3
)
(B.12)
Typical terms used in Eq. (B.12) are shown in Table B.5. The trends with time are shown in Fig. B.4.
The radiation term is approximately 5/6 of the magnitude of the convection term (cooling instead of
heating) and the vaporization term is approximately 1/6 of the magnitude of the convection term (also
cooling instead of heating the particle).
For the Nusselt number relation, this term was calculated from the Levey[140].
11. Time march:
Tp(t+ ∆t) = Tp(t) +
dTp
dt
∆t (B.13)
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Figure B.4: Particle temperature for two different volatilization temperatures at 10 atm.
Table B.5: Terms in the particle heatup equation: (B.12) near equilibrium.
Term value
C 192.5 J/molK
ρl typically 2630 kgm−3
Kn > 1 for nano-particles
Nu typically 0.50/Kn, but can be 2 for micro-particles
h approx. 1.25 x 105 Wm−2K for 10 atm
Tamb - Tp about 10 K
k 0.106 Jm−1K−1s−1 (+/- 0.003)
Tw 300 K
 0.4 (bulk alumina)
154
mleft(t+ ∆t) = mleft(t) +
dmA,amb
dt
∆t (B.14)
12. Repeat steps 3-11 until either d = 2.5 nm or t = 2 ms.
13. If the particle size reached d = 2.5 nm before 2 ms, then the volatilization temperature was too low
relative to the ambient temperature and a higher input volatilization was the next iterant.
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