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La génomique est une siene en plein essor qui soulève de nombreuses questions
de reherhe et s'aompagne de progrès tehnologiques fulgurants. Le déryptage des
génomes n'est pas seulement un sujet d'atualité mais également un vaste hamp d'ex-
périmentations, de questions non résolues, bref de reherhe.
Grâe aux progrès tehnologiques de es dernières années, environ 200 nouveaux gé-
nomes omplets sont séquenés haque année. Fin 2009, nous omptons environ 1100
génomes omplets référenés dans GenBank [8℄ et le nombre de génomes séquenés de-
vrait ontinuer à roître fortement grâe aux séqueneurs de nouvelle génération (NGS).
La ompréhension du fontionnement des organismes passe, en partie, par l'analyse de
leur génome. Cette analyse onsiste à déterminer un ertain nombre d'informations
omme la position des gènes, les protéines produites par les gènes, les fontions de es
protéines, et enn leurs interations. Cette analyse est appelée annotation dans le sens
où il s'agit d'annoter haque gène. Une présentation réente et détaillée du proessus
d'annotation des génomes est proposée par Reeves et al. [58℄.
Au ours de l'annotation, déterminer la fontion des protéines produites par un gé-
nome est une étape ruiale. Or, à partir d'un gène, nous n'obtenons qu'une séquene
de protéine et ette seule séquene ne nous donne pas d'information sur sa fontion.
Néanmoins, ertaines informations peuvent être inférées à partir de la séquene d'une
protéine. En 1973, Annsen a montré qu'une protéine retrouvait sa fontion après avoir
été dénaturée [5℄. Il en onlut que la fontion d'une protéine, et par extension sa stru-
ture tridimentionnelle (3D), sont odées dans sa séquene. De plus, Chothia et Lesk
ont montré que deux protéines possédant des séquenes très similaires se replient de
façon similaire [16℄. En fait, il est très probable que ette similarité soit due à une rela-
tion d'homologie. Deux protéines sont dites homologues si elles desendent d'un anêtre
ommun. Cet anêtre ommun possèdait une séquene, une struture et une fontion
partiulière. Ses desendants peuvent avoir gardé es aratéristiques. Deux protéines
homologues peuvent don avoir une même fontion, une struture 3D similaire et des
séquenes très prohes. Par omparaison de séquenes, nous pouvons don inférer une
relation d'homologie entre les protéines et en déduire la struture 3D (si elle d'un des
homologues est onnue), voire la fontion.
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D'un point de vue informatique, une séquene de protéine est une haîne de aratères
omme une autre. La omparaison de haînes de aratères est très utilisée en informa-
tique et de nombreuses méthodes existent. En partiulier, la distane de Levenshtein,
ou distane d'édition, permet de mesurer la similarité entre deux haînes de aratères.
La distane de Levenshtein est diretement appliable aux séquenes de protéines. Ali-
gner une séquene a ave une séquene b revient à transformer a en b à l'aide de trois
opérations :
 la substitution, qui permet de remplaer un aide aminé par un autre ;
 l'insertion, qui permet d'insérer un aide aminé à une position ;
 la délétion, qui permet d'enlever un aide aminé à une position.
La dénition originale de la distane de Levenshtein aete un oût de 1 à es opéra-
tions sauf si le aratère est identique. Dans le as de séquenes de protéines, des oûts
plus élaborés ont été proposés [20, 32, 48, 19℄. Ainsi, des séquenes de protéines ont pu
être omparées an de déteter des homologies. Plusieurs méthodes ont été développées
implémentant diérents algorithmes (exats ou non). Les méthodes Smith-Watermann
[66℄, Needleman-Wunsh [50℄, Blast [2℄, PsiBlast [3℄ sont parmi les plus onnues et les
plus utilisées. Des études ont montré que des séquenes de longueur supérieure à 100
aides aminés, et partageant plus de 30% d'identité de séquene, sont très probablement
homologues [10, 62℄.
Cependant, en-dessous de 30% d'identité de séquene, les relations d'homologies de-
viennent diiles à déterminer. Cette zone de ou est ommunément appelée zone
d'ombre [60℄. Brenner et al. ont montré que les méthodes par omparaison de séquenes
n'arrivaient à déteter que la moitié des protéines homologues ayant entre 20% et 30%
d'identité de séquene [10℄. En eet, dans ette zone, des protéines homologues et non-
homologues présentent des taux d'identité de séquenes similaires. Il devient don dif-
ile d'identier lairement des relation d'homologies entre protéines.
La reonnaissane de repliements
An de déteter des protéines homologues dans la zone d'ombre, les méthodes dites de
reonnaissane de repliements, ou protein threading en anglais, ont été développées dès
1990 [31, 64℄. Ces méthodes se basent sur la onstatation que la struture des protéines
est bien mieux onservée que leur séquene au ours de l'évolution [33℄. En eet, omme
nous venons de le voir, des protéines ayant peu d'identité de séquenes peuvent desendre
d'un anêtre ommun et avoir une struture similaire. Il peut don y avoir de nombreuses
mutations dans une séquene de protéine sans que sa struture, voire sa fontion, ne soit
hangée. Les méthodes de reonnaissane de repliements herhent don à utiliser de
l'information struturelle lors d'un alignement entre deux protéines. Or pour obtenir de
l'information struturelle, il faut que la struture d'une des deux protéines soit onnue.
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Une question se pose alors : y a-t-il susamment de strutures disponibles pour
reonnaître n'importe quelle nouvelle séquene de protéine ? Zhang et al. ont montré
que les strutures disponibles dans la PDB (Protein Data Bank) susent à reonnaître
quasiment n'importe quelle protéine mono-domaine [80℄. De plus, de nombreuses études
ont également montré que le nombre de repliements existants serait ompris entre 1000
et 5000 [15, 70, 74, 18, 42℄. De es deux observations, nous pouvons en déduire que
l'utilisation des strutures résolues expérimentalement devrait nous permettre de lasser
la majorité des nouvelles protéines dans une famille existante. La réalité n'est, bien sûr,
pas aussi simple.
Objetifs de ette thèse
Mon travail de thèse onsiste essentiellement à proposer un nouveau type d'alignement
pour les méthodes de reonnaissane de repliements.
Dans les méthodes d'alignements, l'utilisation des informations struturelles peut être
loale ; l'information est portée par un aide aminé, une position. Un alignement opti-
mal utilisant e type d'information peut-être déterminé en un temps polynomial [66, 50℄.
Mais l'information struturelle peut également être portée par des paires d'aides aminés
distants dans la séquene (pairwise positions en anglais). L'utilisation de es informa-
tions pairées entraîne deux onséquenes majeures :
1. une amélioration du taux de détetion [77, 4, 17℄ ;
2. un alignement optimal bien plus omplexe à déterminer [39℄.
En eet, Lathrop a montré que trouver un alignement optimal en utilisant des infor-
mations pairées, appelé Protein Threading Problem (PTP), est un problème NP-omplet
[39℄. Le premier algorithme permettant de résoudre le PTP a été proposé par Lathrop
et Smith en 1996 [40℄. Cet algorithme permet de réaliser des alignements globaux dans
lesquels tous les éléments de la struture sont obligatoirement alignés sur la séquene.
Dans le domaine des alignements de séquenes, les méthodes les plus utilisées sont
elles proposant des alignements loaux (Blast). Ces méthodes utilisent les trois opé-
rations de transformation (substitution, insertion, délétion). Comme nous venons de
le voir, la dénition du PTP de Lathrop n'autorise pas les délétions dans la struture,
'est pourquoi nous parlons d'alignement global. À notre onnaissane, il n'existe auune
méthode permettant de réaliser des alignements utilisant des informations struturelles
pairées et autorisant les délétions dans la struture. Nous proposons don une telle mé-
thode d'alignement, dite loale, qui permettra de déteter des similarités loales entre
protéines.
Ce travail de thèse est déoupé en plusieurs étapes :
 formaliser le onept d'alignement loal entre une séquene et une struture ;
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 modéliser un alignement loal sous la forme d'un problème d'optimisation ;
 trouver le meilleur modèle mathématique permettant de résoudre e problème ;
 évaluer la pertinene des alignements loaux proposés ;
 résoudre le problème eaement.
Plan de la thèse
Chapitre 1 - Le hapitre 1 est onsaré à la prédition de la struture des protéines.
Après une introdution sur la onstitution des protéines et de leurs strutures, nous
présentons un panorama des diérentes méthodes permettant de prédire la struture
d'une protéine. Nous nous intéressons plus partiulièrement à la reonnaissane de re-
pliements, domaine dans lequel s'insrit e travail de thèse.
Chapitre 2 - Dans e hapitre, après une introdution à la programmation linéaire
en nombres entiers (PLNE), nous présentons la modélisation du PTP proposée par
Andonov et al. [4℄ ainsi que les méthodes utilisées pour le résoudre. Ce modèle et
les notations mathématiques utilisées serviront de base pour le développement de nos
modèles.
Chapitre 3 - Ce hapitre est onsaré à la présentation de notre outil : FROSTO.
Ce logiiel, basé sur le travail d'Antoine Marin et al. (FROST [44℄), permet de réaliser
des alignements entre protéines. Nous nous intéresserons en partiulier aux fontions de
sores disponibles ainsi qu'aux améliorations obtenus grâe à la paralléllisation du ode.
Chapitre 4 - Dans le hapitre 4, nous présentons notre première ontribution : une
extension du PTP permettant de réaliser un alignement loal d'une struture ave une
séquene. Nous proposons plusieurs modélisations MIP réalisées ave le logiiel CPLEX.
Ces modélisations sont ensuite omparées en termes de temps de alul et de qualité de
modèle.
Chapitre 5 - Le hapitre 5 présente notre deuxième ontribution : un algorithme dédié
permettant de résoudre un alignement loal tel que nous l'avons déni dans le hapitre
4. Cet algorithme utilise les tehniques de relaxation Lagrangienne, de desente de sous-
gradient et de résolution par séparationévaluation (Branh & Bound) présentées dans
le hapitre 4.
Chapitre 6 - Dans le hapitre 6, nous observons le omportement des alignements
loaux. En partiulier, nous montrons que notre méthode permet d'obtenir des ali-
gnements pour des as où e n'était pas possible via des alignements globaux. Nous
abordons également les limitations liées aux fontions de sore et à la représentation
des strutures de protéines.
Chapitre 1




La déouverte des protéines est due au himiste Gerrit Mulder (XIXme sièle) mais
e n'est qu'entre 1939 et 1941, grâe aux travaux de Linus Pauling, que la struture des
protéines ommença à être réellement éluidée. Les protéines sont des maromoléules
impliquées dans la majorité des réations biologiques. Elles sont onstituées d'aides
aminés liés entre eux par des liaisons ovalentes dites peptidiques. Les aides aminés
possèdent une struture himique ommune onstituée d'un arbone-α entral lié à
quatre groupes himiques (gure 1.1) : un groupe amine (-NH2), un groupe arboxyle
(-COOH), un hydrogène (H) et une haîne latérale (R). Il existe 20 aides aminés ayant
des haînes latérales diérentes et présentant des aratéristiques physio-himiques dis-
tintes illustrées dans le diagramme de Venn de la gure 1.2.
Fig. 1.1  Struture d'un aide aminé. Un aide aminé est onstitué d'un arbone-α entral
lié à quatre groupes : un groupe amine (-NH2), un groupe arboxyle (-COOH), un hydrogène
(H) et une haîne latérale (R).
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Fig. 1.2  Diagramme de Venn des aratéristiques physio-himiques des aides
aminés.
L'enhaînement des aides aminés, également appelé séquene ou haîne polypepti-
dique, est déterminé, odé, par un gène. Le passage d'un gène à une protéine s'eetue
en deux étapes : la transription puis la tradution. La transription onsiste à trans-
rire le ode génétique en ARN messager qui sera ensuite traduit en protéine.
Fig. 1.3  Éléments de la struture seondaire des protéines. Les hélies-α et les
feuillets-β sont des motifs périodiques. Les boules orrespondent aux zones sans struture
périodique.
Un système de desription de la struture des protéines, organisé en quatre niveaux, a
été proposé par Linderstrom-Lang en 1951. Le premier niveau, appelé struture primaire,
orrespond à l'enhaînement des aides aminés, la séquene. Le deuxième niveau, la
struture seondaire, est une desription basée sur l'organisation loale de la haîne
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polypeptidique, 'est-à-dire l'enhaînement des hélies-α, des feuillets-β et des boules
(gure 1.3). La struture tridimensionnelle de la protéine, 'est-à-dire la position de tous
ses atomes dans l'espae, est appelée la struture tertiaire. C'est e niveau de desription
qui sera onsidéré lorsque nous utiliserons les termes struture et repliements dans le
reste du manusrit. Enn, ertaines protéines forment des omplexes protéiques qui
orrespondent à la struture quaternaire.
Les strutures des protéines déterminées expérimentalement sont disponibles dans
la banque de données PDB
1
(Protein Data Bank). À partir de la PDB, plusieurs las-
siations des strutures des protéines ont été proposées. Elles onsistent à regrouper
les protéines par aratéristiques ommunes (fontion, struture, ou séquene) par des
méthodes automatisées, omme CATH
2
[52℄, ou manuelles, omme SCOP
3
[49℄.
1.1.2 Séquençage et protéines
Grâe aux réents progrès tehnologiques et à l'arrivée des séqueneurs de nouvelle
génération (NGS), la quantité de données génomiques roît exponentiellement. À partir
de es données, il est possible de déduire la séquene d'un grand nombre de protéines
dont nous ne onnaissons ni la struture, ni la fontion.
La struture des protéines est généralement déterminée par ristallographie ou par
résonnane magnétique nuléaire. Néanmoins, es deux méthodes sont oûteuse et sur-
tout, elles sont beauoup plus lentes que les tehnologies de séquençage.
Fig. 1.4  Progression du nombre de séquenes de protéines dans la banque de
données Swiss-Prot et du nombre de strutures de protéines dans la banque de
données PDB entre 1986 et 2009.
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la PDB et le nombre de séquenes disponibles dans Swiss-Prot
4
(base de séquenes de
protéines annotées). Nous pouvons voir que le nombre de séquenes annotées roît ex-
ponentiellement. Cependant, la diérene entre le nombre de strutures et le nombre de
séquenes disponibles est bien plus grand ar le nombre total de séquenes (annotées
ou non) se ompte en millions.
Il existe don, d'une part, un besoin important et toujours grandissant de onnaître
la fontion et éventuellement la struture des protéines dans le proessus d'annotation,
et d'autre part, des méthodes expérimentales qui ne peuvent répondre à ette demande.
C'est à ette étape qu'interviennent les méthodes bioinformatiques de prédition de la
struture des protéines.
1.2 La prédition de la struture des protéines
Comment déterminer la struture d'une protéine à partir de sa seule séquene ?
Pour répondre à ette question, deux approhes diérentes sont ouramment utilisées.
La première approhe onsiste à onstruire un modèle 3D d'une protéine diretement à
partir des aides aminés de sa séquene. les méthodes utilisant ette approhe sont dites
ab initio. La deuxième approhe onsiste à essayer de trouver des protéines "similaires"
dans des banques de protéines onnues. À partir de es protéines, un modèle 3D de
la struture est onstruit. Ce travail de thèse se situant dans la deuxième approhe,
nous ne détaillerons pas les méthodes ab initio. Néanmoins, le leteur intéressé pourra
se reporter à la omparaison réente des méthodes ab initio dans le numéro spéial de
Proteins dédié à la ompétition CASP 8 [7℄.
Les méthodes utilisant la deuxième approhe, 'est-à-dire herhant des "similarités"
entre les séquenes, se basent sur le prinipe suivant :
 Si deux protéines partagent une forte similarité de séquene, il est très probable
que ette similarité soit due à une relation d'homologie [62℄.
Ce prinipe permet d'inférer des onnaissanes sur une protéine en herhant des
homologues à elle-i dans les bases de données de protéines onnues. Deux protéines
sont homologues si elles partagent un anêtre ommun. Elles peuvent avoir gardé une
fontion, une struture et une séquene similaires à elles de et anêtre. Les méthodes
basées sur e prinipe, dites méthodes par homologie, se déroulent généralement en trois
étapes :
1. des homologues sont reherhés dans des bases de données ;
2. si la struture 3D d'un des homologues détetés est onnue, un modèle 3D est
onstruit ;
3. la qualité du modèle 3D est évaluée an de proposer des ranements.
4
http ://www.expasy.h/sprot/
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La première étape est évidemment apitale dans la suite du proessus. Plus nous
trouvons d'homologues prohes dont on onnaît la struture, plus la réation du modèle
3D sera aisée et préise. Mon travail de thèse se situe dans ette première étape. Nous
proposons une nouvelle méthode de reherhe d'homologues. Les étapes deux et trois
étant hors du adre de e travail, nous ne les présenterons pas. Néanmoins, le leteur
intéressé pourra se reporter au numéro spéial de Proteins onsaré aux résultats de la
ompétition CASP 8 dont une partie traite de la onstrution de modèles 3D et de leur
évaluation [47℄.
Dans la setion suivante, nous présentons un panorama des méthodes de reherhe
d'homologues.
1.3 Les méthodes de détetion par homologie
L'objet de ette setion est de présenter les approhes permettant de reherher
des protéines homologues. Devant le grand nombre de méthodes disponibles, nous ne
pouvons toutes les détailler. Nous présentons ii les diérentes approhes en fontion
des données utilisées et des types d'algorithmes d'alignement proposés.
1.3.1 La similarité de séquenes
Lorsqu'une séquene de protéine est déterminée, la première étape est de la ompa-
rer aux séquenes de protéines ontenues dans les bases de données publiques. Si une
similarité susante est trouvée entre deux protéines, elles ont alors une forte probabilité
d'être homologues [62℄ et don de partager une struture et une fontion similaires. La
reherhe de similarité entre deux séquenes des protéines est un domaine très atif qui
a donné naissane à une multitude de logiiels et de tehniques. Nous proposons de les
diérenier par le type d'alignements réalisés et par la mesure de similarité utilisée entre
les séquenes.
1.3.1.1 Les types d'alignements
La plupart des méthodes de omparaison de séquenes se basent sur les tehniques de
programmation dynamique proposées par Needleman et Wunsh [50℄, puis par Smith
et Waterman [66℄. Ces tehniques proposent d'aligner deux séquenes de protéines en
prenant les aides aminés omme éléments unitaires. Un aide aminé de la protéine A
peut-être aligné fae à un aide aminé de la protéine B ou fae à un "trou" (gap en
anglais). Selon la fontion de sore utilisée, un sore est aeté à l'alignement de deux
aides aminés. De la même façon, un sore est aeté à l'alignement d'un aide aminé
ave un gap.
À partir de e shéma général, nous pouvons dénir trois types d'alignements en fon-
tion de nos besoins (gure 1.5) :
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 l'alignement global ;
 l'alignement semi-global ;
 l'alignement loal.
Un alignement global est utilisé lorsque nous souhaitons déteter des similarités entre
protéines d'une même famille. De telles protéines sont ensées avoir des longueurs simi-
laires. En onséquene, les gaps aux extrémités seront pénalisés.
Néanmoins, de nombreuses protéines ont une struture modulaire, 'est-à-dire onsti-
tuée de plusieurs modules, ou domaines. De plus, des protéines diérentes peuvent
partager un même domaine. Lorsque nous souhaitons déteter un domaine, autrement
dit une petite séquene à l'intérieur d'une grande séquene, nous devons utiliser un ali-
gnement semi-global. Dans e type d'alignement, les gaps aux extrémités ne sont pas
pénalisés an de permettre au domaine de s'aligner au mieux sur la grande séquene.
Par ontre, les gaps à l'intérieur des séquenes sont toujours pénalisés.
L'alignement loal est le plus général. Il onsiste à déteter des similarité loales entre
deux séquenes, par exemple déteter un domaine ommun à deux protéines. C'est le




Fig. 1.5  Types d'alignement. Lors d'une omparaison de séquenes de protéines, il est
important de pouvoir réaliser diérents types d'alignement an de s'adapter à la situation.
Alignement global : e type d'alignement est utilisé lorsque nous souhaitons omparer des
protéines d'une même famille.Alignement semi-global : Un alignement semi-global est utilisé
lorsque nous souhaitons déteter un domaine dans une séquene de protéine. Les gaps aux
extrémités ne sont plus pénalisés. Alignement loal : C'est le type d'alignement le plus
général. Il est utilisé pour déteter des similarités loales entre deux séquenes de protéines.
Par exemple déteter un domaine ommun.
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Ces diérents types d'alignements peuvent être obtenus par un algorithme de pro-
grammation dynamique. Cette tehnique permet d'obtenir l'alignement optimal entre
deux séquenes en un temps polynomial. Néanmoins, la taille des bases de données roit
exponentiellement et bien plus vite que la puissane des proesseurs. En onséquene,
herher l'alignement optimal entre deux séquenes devient très oûteux sur une telle
quantité de données. Commme la méthode BLAST [2℄ est basée sur une heuristique
permettant de trouver des alignements loaux sub-optimaux très rapidement, elle est
souvent préférée à des méthodes d'alignement exates.
An d'ajouter de l'information à une séquene de protéine, des méthodes se sont
intéressées à aligner des séquenes d'une même famille. Ces alignements, dits multiples
(ou MSA pour Multiple Sequene Alignment), permettent d'observer les variations des
aides aminés à une position donnée dans des familles de protéines. Les MSAs servent en
partiulier à aluler des fréquenes d'apparition des aides aminés à ertaines positions
an d'en dénir le prol statistique. Parmi les logiiels d'alignements multiples les plus
utilisés, nous pouvons iter : ClustalW [68℄, MUSCLE [23℄ et DIALIGN [46℄.
1.3.1.2 Les mesures de similarité
La similarité entre deux séquenes peut se dénir de multiples façons. La plus simple
est de onsidérer l'identité strite entre les aides aminés. Dans e as, aligner deux
aides aminés identiques vaut 1 ou 0 autrement. Néanmoins, nous savons que ertaines
substitutions peuvent avoir lieu sans hanger la struture ou la fontion de la protéine.
An de mesurer les oûts de substitutions entre aides aminés, Dayho et al. pro-
posèrent, en 1978, d'étudier la "mutabilité" des aides aminés [20℄. Les résultats de
ette étude sont les matries de substitutions PAM qui ont été largement utilisées pour
aluler des similarités entre séquenes de protéines. De nombreuses matries de substi-
tutions ont depuis été proposées, omme les matries BLOSUM [32, 48, 19℄ basées sur
la fréquene des aides aminés dans des alignements multiples. Les oûts de substitution
de es matries sont alulés sur un grand nombre de protéines et représentent don des
oûts moyens.
An d'augmenter l'information portée par une position dans une séquene, il est
également possible d'utiliser un alignement multiple. À haque position d'un MSA, la
fréquene de haque aide aminé observé peut être alulée produisant ainsi un prol
statistique de la position. Plus l'alignement multiple est préis, plus les sores extraits
de et alignement sont sensibles et permettent de déteter des similarités [53℄. An de
les raner, les MSAs générés automatiquement peuvent être modiés par des experts
an de orriger ertaines erreurs [26℄. À partir d'un MSA, nous pouvons don générer
des prols spéiques à une famille de protéines [54℄, mais également des Modèles de
Marokov Cahés (HMM) [73℄. Ces prols sont utilisés dans des fontions de sore et ont
donné lieu à des alignements prolséquene [63℄, HMMséquene [22℄, prolprol [61℄,
ou HMMHMM [67℄ qui permettent de déteter des homologues plus distants [21, 34℄.
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Les sores de substitution ne sont pas les seuls sores qui partiipent à la mesure de
similarité. En eet, le oût des gaps inue fortement sur la qualité des alignements et
don sur la qualité de la détetion d'homologues [57, 27, 78℄.
1.3.1.3 La zone d'ombre
Les méthodes d'alignement de séquenes ont montré leur eaité [56℄. Néanmoins,
en-dessous de 30% d'identité de séquene, des protéines homologues et non-homologues
peuvent avoir des taux de similarité de séquenes identiques. De plus, Brenner et al.
montrent que, sur un jeu de 9044 paires de protéines homologues partageant moins de
40% d'identité de séquenes, seules 18% sont reonnues par des méthodes d'alignements
de séquenes [10℄. Dans ette zone d'ombre, les méthodes d'alignement de séquenes ne
sont don plus susamment puissantes pour déteter des homologies entre protéines
[60℄.
An de déteter des homologies dans la zone d'ombre, des méthodes, dites de re-
onnaissane de repliements, ont été développées. Ces méthodes utilisent le fait que la
struture des protéines est mieux onservée que leur séquene au ours de l'évolution
[33℄.
1.3.2 Reonnaissane de repliements
Les méthodes de reonnaissane de repliements, ou "Protein Threading" en anglais,
onsistent à mesurer la ompatibilité entre une séquene et une struture de protéine
[9℄. Toutes es méthodes omprennent les quatres éléments suivants :
 une représentation de la struture des protéines ;
 une fontion de sore évaluant la ompatibilité entre une struture et une sé-
quene ;
 un algorithme d'alignement (optimal ou approhé) ;
 une statistique permettant d'évaluer la signiativité des alignements.
La représentation de la struture des protéine peut prendre en ompte de nom-
breuses informations struturelles En eet, un aide aminé peut être enfoui au oeur de
la protéine ou exposé au solvant ; être dans une hélie, un feuillet ou une boule ; être en
ontat ave d'autres aides aminés ; faire partie du site atif de la protéine ; former un
pont disulfure (ystéine) ; et. Ces informations sont diretement extraites des hiers
PDB.
Un hier PDB est issu de la plus importante banque publique de strutures de pro-
téines : la Protein Data Bank (PDB). Ces hiers de la PDB dérivent les oordonnées
3D des atomes des protéines déterminées expérimentalement par ristallographie ou par
résonnane magnétique nuléaire. La qualité des informations struturelles extraitent de
es hiers dépend évidemment de la qualité des expérimentations qui ont été réalisées.
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Pour les séquenes, dont on ne onnaît pas la struture, ertaines informations stru-
turelles peuvent être prédites. De nombreuses méthodes proposent de prédire des stru-
tures loales omme les régions oiled-oil [43℄, les hélies transmembranaires [37℄, les
éléments de struture seondaire [35℄, les zones désordonnées [71℄ ou de faible omplexité
[75℄. Ces préditions ont été utilisées, par exemple, pour enrihir des matries de sub-
stitutions [59, 13℄.
L'utilisation des informations struturelles (prédites ou observées), dans une fon-
tion de sore, peut être loale ou non. Une information struturelle loale, par exemple
l'exposition au solvant d'un aide aminé, sera assoiée à une position. Au lieu de onsi-
dérer seulement un aide aminé, nous onsidérons et aide aminé dans un ertain état
struturel. Les prols (statistique ou HMM) sont enrihis par es informations plus
spéiques. L'utilisation du ontexte struturel des aides aminés, qu'il soit prédit ou
observé, a permis d'améliorer la détetion d'homologues dans la zone d'ombre [34℄. La
reherhe d'un alignement optimal utilisant des informations loales se résout par un
algorithme lassique de programmation dynamique en un temps polynomial [50, 66℄.
Néanmoins, les informations loales ne reètent pas la struture tertiaire des protéines.
An de prendre en ompte la struture tertiaire, l'information struturelle n'est plus
assoiée à un seul aide aminé mais à une paire d'aides aminés prohes dans l'espae.
Deux aides aminés sont dits "en ontat", ou "en interation", si la distane entre leurs
arbones-α est inférieure à un ertain seuil. L'information portée par les paires d'aides
aminés est dite "pairée". Les informations struturelles pairées peuvent être de nature
physique [65, 11℄ ou de nature statistique [38, 76, 79℄. L'utilisation de l'information
struturelle pairée a permis d'augmenter le taux de reonnaissane de repliements dans
la zone d'ombre [40, 44, 77, 79℄.
Cependant, trouver un alignement optimal en utilisant des informations pairées
est un problème NP-Complet [39℄, et même Max SNP-Diile [1℄. Pour résoudre un
tel alignement, des méthodes utilisant la programmation linéaire en nombres entiers
(PLNE) ont été développées sur la base du problème du "Protein Threading" [39℄.
1.3.3 Le problème du "Protein Threading"
Dans ette setion, nous présentons la formulation du problème du "Protein Threa-
ding", ou PTP, qui a été proposé en 1994 par Lathrop [39℄. Bien qu'utilisant le terme de
"Protein Threading", le PTP est un problème d'alignement partiulier dans le domaine
de la reonnaissane de repliements. Le PTP onsiste à aligner une struture de protéine
ave une séquene requête en utilisant des information pairées.
Représentation de la séquene requête La séquene requête est représentée par
l'enhaînement de ses aides aminés. D'un point de vue informatique, il s'agit d'une
haîne de aratères sur un alphabet de 20 lettres. C'est la protéine de struture inonnue
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qui sera alignée ontre les strutures d'une base de données. Les notations assoiées à
la séquene requête sont les suivantes :
 la séquene requête est noté S ;
 le nombre de résidus dans S, sa longueur, est noté N .
Représentation des strutures de protéines Les méthodes de reonnaissane de
repliements n'utilisent pas diretement les oordonnées 3D des atomes des strutures
des protéines. Les strutures sont dénies en terme de blos d'aides aminés, d'envi-
ronnement struturel, de distanes, de ontats, et (gure 1.6). Dans le PTP, les blos
d'aides aminés orrespondent aux parties les plus onservées des strutures dans les-
quelles auun gap ne sera admis. Classiquement, les blos orrespondent aux éléments de
struture seondaires (SSEs : hélie-α et feuillets-β). An de formaliser la représentation
des strutures, nous introduisons les notations suivantes :
 M est l'ensemble ordonné des m blos de la struture (|M | = m) ;
 un blo k possède une longueur xe Lk (le nombre d'aides aminés dans le blo) ;
 I ⊆ {(k, l) | 1 ≤ k < l ≤ m} est l'ensemble des interations entre blos. Il existe
une interation entre les blos k et l si au moins un aide aminé du blo k est en
ontat ave un aide aminé du blo l ;
 une struture est représentée par le graphe G(M, I) appelé arte de ontats gé-
néralisée.
Alignement Dans le PTP lassique, un alignement orrespond à assigner les aides
aminés de la séquene dans les blos de la struture. Comme indiqué dans la gure 1.7,
tous les aides aminés de la séquene ne sont pas forément assignés. Par ontre, tous
les blos de la struture doivent être alignés sur la séquene. Cette propriété n'est pas
ommune à la dénition traditionnelle d'un alignement. En eet, dans un alignement
de séquene, les insertions, délétions et substitutions sont possibles dans les deux sé-
quenes alignées. Dans le PTP, les blos de la struture sont obligatoirement alignés. En
onséquene, un alignement orrespond à positionner les blos le long de la séquene.
Un tel alignement est dit faisable, si les blos restent dans l'ordre et ne se hevauhent
pas. Un alignement est don entièrement dérit par la position absolue du premier aide
aminé de haque blo sur la séquene.
Cependant, dans la formulation lassique du PTP, il est plus aisé d'utiliser des po-
sitions relatives plutt qu'absolues. Si le blo k est plaé en position absolue i sur la
séquene, alors sa position relative est rik = i −
∑k−1
j=1 Lj. Ainsi, tous les blos ont le
même nombre de positions relatives possibles n = N −
∑m
k=1 Lk + 1. Un exemple de
orrespondane entre les positions absolues et relatives est donné dans le tableau 1.1.
L'ensemble des alignements faisables, 'est-à-dire respetant les ontraintes d'ordre
et de non hevauhement des blos, est noté T = {(r1, . . . , rm) | 1 ≤ r1 ≤ · · · ≤ rm ≤ n}.






. Le nombre d'alignements possible est don très grand même pour des






Fig. 1.6  Transformation d'une struture de protéine en une arte de ontats
généralisée. A) Représentation "en ruban" d'une struture 3D omposée de 3 hélies-α. B)
Seuls les hélies sont onservées, haune dénissant un blo. C) Les blos sont réduits à la
position de leurs arbones-α dans l'espae. Les arbones-α sont reliés par un trait épais. Les
lignes pointillées représentent les interations entre aides aminés. Deux aides aminés sont
en interation si la distane entre leur arbones-α est inférieure à un seuil donné. D) Carte
de ontats de la struture. Les ases représentent les aides aminés des blos. Les ars éhés
représentent les lignes pointillées de C, 'est-à-dire les interations entre aides aminés. E) Carte
de ontats généralisée de la struture dénie par le graphe G = (M, I) ave M = {1, 2, 3} et
I = {(1, 2), (1, 3), (2, 3)}. Un ar éhé est traé entre deux blos s'il existe au moins une
interation entre es deux blos.
Fig. 1.7  Exemple d'alignement. La arte de ontat généralisée de la gure 1.6 est alignée
ave une séquene de 24 aides aminés. L'alignement peut-être déni par les positions absolues
des premiers aides aminés de haque blo : (3,11,16). Le sore d'un tel alignement est la somme
des sores de toutes les interations entre blos, 'est-à-dire de toutes les paires de positions où
les aides aminés en ontat.
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abs. position 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
rel. position blok 1 1 2 3 4 5 6 7
rel. position blok 2 1 2 3 4 5 6 7
rel. position blok 3 1 2 3 4 5 6 7
Tab. 1.1  Correspondane entre positions absolues et positions relatives. Les posi-
tions relatives en gras orrespondent aux positions des blos dans l'alignement de la gure 1.7.
Ainsi, si le blo 1 est en position relative 7, les blos 2 et 3 sont forément en position relative
7. Cela signie que tous les blos sont plaés le plus à droite possible sur la séquene.
problèmes de taille moyenne (si m = 20 et n = 100, alors |T | ≈ 2.5× 1022).
Le PTP ainsi formulé peut être résolu par programmation linéaire en nombres entiers
(PLNE). Dans la setion suivante, après une présentation générale de la PLNE, nous
présentons une modélisation du PTP, appelée modèle MXY, développée par Andonov et
al. [4℄. Nous présentons également les méthodes permettant de le résoudre eaement.
1.4 Ce qu'il faut retenir de e hapitre
An de prédire la struture d'un protéine, deux voies sont possibles. Si une homolo-
gie ave une ou plusieurs protéines onnues est détetée, es protéines serviront de base
à la fabriation d'un modèle 3D. Si auune homologie n'est détetée, les méthodes dites
ab initio [7℄ sont utilisées pour onstruire un modèle 3D.
An de déteter une homologie, la première étape onsiste à aligner une séquene
de protéine de struture inonnue ave des séquenes de protéines onnues. Si une forte
similarité est détetée, il est très probable que elle-i soit due à une relation d'homolo-
gie [62℄. Néanmoins, en-dessous de 30% d'identité de séquene, les mesures de similarité
de séquenes ne sont plus susante pour déteter des homologies [10, 60℄. Cette zone
est appelée zone d'ombre.
La reonnaissane de repliements onsiste à ajouter de l'information struturelle
dans les alignements de séquenes an de déteter des homologies dans la zone d'ombre.
Les méthodes de reonnaissane de repliements omprennent les quatre éléments sui-
vants :
 une représentation des protéines ;
 une fontion évaluant la ompatibilité entre une struture et une séquene ;
 un algorithme d'alignement (optimal ou approhé) ;
 une statistique permettant d'évaluer la signiativité des alignements.
Représentation des protéines Les représentations des protéines ouramment utili-
sées dièrent par l'élément unitaire aligné et le type d'information struturelle utilisée.
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L'élément unitaire peut être soit l'aide aminé soit un blo d'aides aminés. Si l'infor-
mation struturelle est loale, alors la protéine est représentée par la haîne d'éléments
unitaires. Si l'information struturelle est pairée, la protéine est représentée par une
arte de ontats, 'est-à-dire un graphe orienté dont les sommets sont les éléments
unitaires et dont les ars représentent les ontats entre les éléments unitaires (gure
1.6).
Évaluation de la ompatibilité entre une struture et une séquene La om-
patibilité entre une séquene et une struture peut être évaluée par une fontion de
sore prenant en ompte l'environnement struturel loal des éléments unitaires (aides
aminés ou blos). La fontion de sore peut également prendre en ompte des intera-
tions distantes entre aides aminés mais ela transforme la reherhe d'un alignement
optimal en problème NP-Complet [39℄.
Algorithme d'alignement Si l'information struturelle utilisée est loale, la re-
herhe de l'alignement optimal entre une séquene et une struture peut être résolu en
un temps polynomial par un algorithme de programmation dynamique [50, 66℄. An de
prendre en ompte l'information struturelle distante, des algorithmes par programma-
tion linéaire en nombres entiers ont été développés [40, 77, 4℄. Néanmoins, étant basés
sur le PTP, es algorithmes ne permettent pas les délétions dans la struture alignée.
Dans e manusrit, nous proposons une méthode d'alignement utilisant des informations
struturelles distantes et permettant les délétions dans la struture.
Évaluation et tri des alignements Lorsqu'une séquene de protéine est omparée
à une banque de données, nous avons besoin de trier les résultats du plus au moins simi-
laire. Cei peut-être réalisé diretement si le sore d'alignement le permet. Néanmoins,
dans la plupart des as, omparer le sore brut de deux alignements n'est pas signi-
atif. Des méthodes statistiques sont alors néessaires an de mesurer la signiativité
des alignements (p-value, z-sores, et).
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Chapitre 2
Modélisation d'alignements globaux
par programmation linéaire en
nombres entiers
Dans le hapitre préédent, nous avons dérit le onept du PTP. Ce problème onsiste
à trouver le positionnement optimal de blos d'aides aminés le long d'une séquene.
Il s'agit don d'un problème d'optimisation qui peut être modélisé par programmation
linéaire en nombres entiers (PLNE) ou Mixed Integer Programming (MIP) en anglais.
Dans e hapitre, après la présentation d'un problème lassique de sa-à-dos modélisé
en PLNE, nous dérivons la modélisation du PTP proposée par Andonov et al. [4℄. Ce
modèle, ainsi que les notations utilisées, serviront de base pour la desriptions des mo-
dèles proposés dans e travail de thèse. Nous abordons ensuite les méthodes permettant
de résoudre es modèles.
2.1 La programmation linéaire en nombres entiers
La programmation linéaire en nombres entiers est un domaine de la reherhe opéra-
tionnelle qui onsiste à dérire un problème d'optimisation sous une forme mathéma-
tique omme présenté i-dessous. Cette desription est appelée modèle MIP et pour un
même problème, plusieurs modèles MIP peuvent être proposés.
Un modèle MIP est onstitué de deux parties : une fontion objetif et des ontraintes.
La fontion objetif représente e que nous souhaitons optimiser, il s'agit don d'une
minimisation ou d'une maximisation. De plus, nous voulons optimiser ette fontion
sous ertaines ontraintes (d'espae, de temps, d'eaité, et). Dans un problème mo-
délisé par PLNE, la fontion objetif et les ontraintes sont linéaires. Nous proposons
d'illustrer la oneption d'un modèle MIP sur un problème lassique : le problème du
sa-à-dos.
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Le problème est de remplir un sa-à-dos ave des objets plus ou moins utiles. Comme
nous souhaitons emmener le plus d'objets utiles dans le sa-à-dos, il s'agit don de maxi-
miser "l'utilité totale" ontenue dans le sa-à-dos. Néanmoins, les objets prennent une
ertaine plae et nous ne pouvons pas tous les mettre dans le sa-à-dos. Des ontraintes
s'appliquent sur la maximisation. Le problème du sa-à-dos est ii limité à un seul objet
de haque type.
Objets boussole arte sandwih bouteille
d'eau
anif tournevis
Variable X1 X2 X3 X4 X5 X6
Utilité 0.2 0.5 0.7 1.0 0.4 0.01
Enombrement 1 2 4 6 1 1
Tab. 2.1  Exemple de données pour un problème de sa-à-dos (0/1).
An de modéliser e problème, nous utilisons des variables binaires. Soit Xi la variable
binaire assoiée à l'objet i. Si Xi vaut 1 alors l'objet est mis dans le sa-à-dos, sinon Xi
vaut 0. Soit Ui un nombre réel représentant l'utilité de l'objet i et n le nombre d'objets





Dans ette équation, si Xi vaut 1, alors l'utilité Ui est ajoutée au sore. Nous ajoutons
don bien l'utilité d'un objet lorsque nous le mettons dans le sa-à-dos.
Soit Ei l'enombrement de l'objet i et C la ontenane totale du sa-à-dos. La
ontrainte d'enombrement du modèle est :
n∑
i=1
EiXi ≤ C (2.2)
Dans ette équation, l'enombrement de l'objet i est pris en ompte si la variable Xi
vaut 1. Si la somme des enombrements des objets dépasse la valeur C alors tous les Xi
ne pourront pas valoir 1 en même temps (tous les objets ne rentrent pas dans le sa).
Cette formulation est un modèle MIP, 'est-à-dire une modélisation du problème en
PLNE. Il s'agira ensuite de le résoudre, 'est-à-dire de trouver une solution aeptable
pour les ontraintes et qui maximise l'utilité.
Si nous appliquons les données du tableau 2.1 à un sa-à-dos de ontenane C = 12,
nous obtenons la fontion objetif suivante :
Max 0.2X1 + 0.5X2 + 0.7X3 + 1.0X4 + 0.4X5 + 0.01X6 (2.3)
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Cette fontion objetive est soumise à la ontrainte suivante :
1X1 + 2X2 + 4X3 + 6X4 + 1X5 + 1X6 ≤ 12 (2.4)
Dans e modèle, la solution optimale est de prendre la bouteille d'eau, le sandwih, la
boussole et le anif pour une utilité totale de 2.3 et un enombrement de 12. Nous pou-
vons trouver ette solution failement ar il n'y a qu'une ontrainte et peu de variables.
Néanmoins, lorsqu'un modèle ontient plusieurs dizaines de milliers de variables et de
ontraintes, des méthodes de résolution eaes sont néessaires.
Le PTP est un problème qui ressemble beauoup au sa à dos puisqu'il s'agit de
positionner des blos, ayant un sore (utilité) et une longueur (enombrement), sur
une séquene ayant une ertaine longueur (ontenane). La setion suivante dérit la
modélisation MIP du PTP proposée par Andonov et al. [4℄.
2.2 Formulation du PTP en modèle MIP
An de failiter la modélisation du PTP en PLNE, Andonov et al. ont onsidéré que
reherher le meilleur alignement orrespondait à reherher le hemin optimal dans un
graphe de ots. La setion suivante présente la orrespondane entre es deux problèmes
d'optimisation.
2.2.1 Modélisation en graphe de ots
Soit G(V,E) un graphe orienté. L'ensemble des sommets V est organisé en grille de
taille n×m omme illustré dans la gure 2.1 B. Un sommet ik de ette grille représente
le blo k assigné à la position relative i (dénie dans la setion 1.3.3). Dans ette setion,
lorsque nous utilisons le terme "position", nous entendons toujours "position relative".
Un sommet (i,k) de ette grille représente don le blo k à la position i sur la sé-
quene. L'ensemble des ars E représente les interations entre blos omme déni en
setion 1.3.3. Pour haque paire de blos en interation (k, l) ∈ I (k < l), aux positions
respetives i et j telles que i ≤ j, il existe un ar (i, k)(j, l) dans E. Cette dénition
des ars garantit que les hemins possibles dans le graphe respetent les ontraintes
d'ordre et de non-hevauhement des blos. Le graphe G ainsi déni est appelé graphe
d'alignement.
Selon la fontion de sore onsidérée, un sore Cik est assoié à haque sommet
(i, k) et un sore Cikjl est assoié à haque ar (i, k)(j, l). Cik est un sore loal qui ne
dépend que du blok k à la position i. Cikjl est un sore non-loal (pairé) qui dépend
onjointement du blok k à la position i et du blo l à la position j.
Nous ajoutons à e graphe un sommet de départ S, un sommet de n T et les
ars orrespondants (S, (i, 1)) et ((i,m), T ), pour i ∈ [1, n]. Le graphe ainsi déni est un











Fig. 2.1  Correspondane entre un PTP et un graphe de ots. A) Exemple d'ali-
gnement d'une struture ontenant 5 blos sur une séquene de 23 aides aminés. Les ars
en pointillés représentent les interations entre blos. B) Graphe de ots orrespondant au
problème d'alignement de A. Les sommets en noir sont ativés par le hemin représentant
l'alignement de A. Les lignes pleines représentent les hemins possibles, les lignes pointillées
représentent les interations entre blos. Pour des raisons de lisibilités, nous n'avons représenté
que les interations ativées par le hemin.
graphe de ots. Un alignement d'une struture sur une séquene orrespond exatement
à un hemin, ou ot de volume 1, de S à T (gure 2.1). Nous disons qu'un hemin de S à
T ative les sommets qu'il traverse. Un ar est ativé par un hemin si les sommets qu'il
relie sont ativés. Tout ar ou sommet ativé par un hemin partiipe au sore nal. Le
sous-graphe des sommets et des ars ativés par un hemin est appelé hemin augmenté
dans le sens où il ative des interations distantes, 'est-à-dire des ars entre des olonnes
non-onséutives. Trouver le hemin augmenté optimal dans G est équivalent à trouver
l'alignement optimal entre une struture et une séquene.
2.2.2 Modèlisation MIP : le modèle MYZ
À partir du graphe de ots déni dans la setion préédente, Andonov et al. ont dé-
veloppé un modèle MIP appeléMYZ. Ce modèle a servi de base aux modèles développés
au ours de e travail de thèse, 'est pourquoi nous le détaillons ii an d'introduire les
notations et les onepts utilisés.
Pour plus de larté, nous rappelons ii quelques notations présentées dans le hapitre
préédent :
 N est la longueur de la séquene requête ;
 m est le nombre de blos dans la struture ;
 Lk est la longueur du blo k ;
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 n est le nombre de positions relatives des blos sur la séquene ;
Dans le graphe de ots, un hemin ative les sommets et les ars qu'il traverse. L'ati-
vation des sommets est représentée par un ensemble Y de variables binaires. À haque
sommet (i, k) est assoié une variable binaire yik ∈ Y qui vaut 1 si le blo k à la position
i est ativé, et 0 sinon. Ces variables nous permettent de dénir l'espae des hemins
possibles par les ontraintes suivantes :
Yik ∈ {0, 1} k ∈ [1,m], i ∈ [1, n] (2.5)
n∑
i=1






Yjk ≤ 0 k ∈ [1,m− 1], i ∈ [1, n − 1] (2.7)
Les ontraintes (2.6) forent l'ativation d'une et une seule variable y dans haque
olonne. En eet, un blo doit être aligné à une seule position. Les ontraintes (2.7)
garantissent que le hemin est roissant. Autrement dit, l'ativation d'un sommet (i, k)
fore l'alignement du blo suivant à une position j ≥ i.
L'ativation des ars est représentée par un ensemble Z de variables réelles. À haque
ar (i, k), (j, l) est assoiée une variable zikjl ∈ Z qui vaut 1 si les blos k et l aux
positions i et j sont ativés. Autrement dit, un ar est ativé si les sommets à ses









Zikjl (k, l) ∈ I, i ∈ [1, n] (2.9)
0 ≤ Zikjl ≤ 1 (i, k, j, l) ∈ E (2.10)
Les variables Z sont des variables réelles alors que, oneptuellement, elles ne prennent
que des valeurs binaires. Néanmoins, dénir les variables Z omme variables binaires
n'est pas néessaire ar leur omportement est foré par les ontraintes (2.8) et (2.9).
L'objetif du PTP est de trouver le positionnement optimal de tous les blos le long de
la séquene. La fontion objetif suivante propose de trouver la meilleure ombinaison de
variables Y et Z, 'est-à-dire de trouver le hemin augmenté optimal dans le graphe G ou
enore d'optimiser la somme des sores assoiés aux sommets et aux ars ativés. Dans
notre as, nous onsidérons les sores omme des oûts, 'est pourquoi nous herhons
à minimiser le sore total :










Ce modèle est mixte puisqu'il utilise des variables Y entières et des variables Z réelles.
Une fois déni, un tel modèle peut être résolu par diérents logiiels implémentant
diérentes méthodes. Citons le logiiel CPLEX de la soiété Ilog
1
, le langage AMPL
2
,





Ces diérents logiiels permettent de résoudre de nombreux types de problèmes d'op-
timisation mais ette génériité a un oût. En eet, un algorithme dédié et optimisé
pour résoudre eaement un problème partiulier est logiquement plus rapide qu'un
algorithme générique. La setion suivante présente trois tehniques qui, ombinées, per-
mettent de résoudre eaement le PTP [6℄.
2.3 Méthodes de résolution
Nous présentons ii les trois méthodes que nous avons utilisées pour résoudre nos
problèmes MIP : La séparationévaluation (Branh & bound), la desente de sous-
gradient et la relaxation lagrangienne [51℄.
2.3.1 La méthode par séparationévaluation
La méthode par séparationévaluation, ou branh & bound, est utilisée pour résoudre
des problèmes d'optimisation pour lesquels, d'une part, il n'existe pas d'algorithme
permettant de les résoudre en temps polynomial, et d'autre part, l'espae de reherhe
est immense et le parourir entièrement n'est pas possible. An d'éviter l'énumération de
toutes les solutions, la méthode onsiste à sub-diviser l'espae des solutions (séparation)
puis à le parourir intelligemment (évaluation).
Classiquement, lors de la phase de séparation, l'espae des solution est divisé en deux.
Un arbre binaire est ainsi généré. Dans et arbre, haque sous-problème généré est soit
une solution triviale du problème (une feuille de l'arbre), soit un ensemble de solutions à
parourir. An de parourir eaement l'arbre, la phase d'évaluation permet d'élaguer
ertaines branhes.
Dans un n÷ud de l'arbre, nous ne savons pas aluler la solution optimale du sous-
problème en un temps polynomial. Par ontre, il est possible de aluler deux valeurs
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de es deux valeurs doit évidemment être rapide an que la reherhe soit eae. Nous
pouvons don borner la valeur de la solution optimale OPT par une borne supérieure
BS et une borne inférieure BI à haque n÷ud de l'arbre : BI ≤ OPT ≤ BS.
Comme nous savons que la valeur optimale est omprise entre es deux valeurs, nous
pouvons éviter de parourir ertains sous-problèmes. En eet, si A et B sont deux sous-
problèmes et si BI(A) > BS(B) alors e n'est pas la peine de résoudre A ar la solution
optimale de B sera forément meilleure.
L'algorithme parourt ainsi l'arbre des sous-problèmes, en élaguant les branhes
inutiles, jusqu'à e qu'il trouve la solution optimale, 'est-à-dire jusqu'à e que la
meilleure sur-estimation soit égale à la meilleure sous-estimation. Si BI = BS et
BI ≤ OPT ≤ BS alors BI = BS = OPT , la solution optimale est trouvée.
Dans le pire des as, tous les sous-problèmes doivent être visités. Comme ela est
trop oûteux, une limite de temps est xée. Ainsi, bien que la solution optimale ne soit
pas déterminée, la méthode par séparationévaluation fourni des bornes permettant de
l'estimer.
2.3.2 La relaxation lagrangienne
La relaxation lagrangienne [30℄ est souvent intégrée dans une méthode par séparation
évaluation. En eet, l'intérêt de la relaxation lagrangienne est d'obtenir les bornes d'un
sous-problème de façon eae, ei réduisant d'autant le parours dans l'arbre des sous-
problèmes. Nous présentons ii les onepts généraux de la relaxation lagrangienne. Une
desription plus détaillée est proposée par Monique Guignard [28℄.
Le prinipe de la relaxation lagrangienne onsiste à identier les ontraintes du modèle
qui rendent le problème diile à résoudre. Ces ontraintes déterminées, elles sont
relahées, 'est-à-dire qu'elles sont enlevées du modèle. Néanmoins, elles sont intégrées
aux oûts de la fontion objetif du problème modulo des multipliateurs de Lagrange.




où x est un veteur de variables binaires (ou entières). Cette fontion est soumise aux
ontraintes suivantes :
Ax ≤ b (2.13)
Cx ≤ d (2.14)
x ∈ X (2.15)
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où A et C sont des matries, b et d sont des veteurs, et X = {0, 1}. La valeur optimale




{f(x) |Ax ≤ b, Cx ≤ d, x ∈ X}
Supposons que e problème soit diile à résoudre mais, qu'en enlevant les ontraintes
(2.13), il devienne faile à résoudre. Nous avons alors la possibilité d'utiliser la relaxation
lagrangienne. Nous allons relâher les ontraintes (2.13) en les intégrant à la fontion de
sore à l'aide de multipliateurs de Lagrange. Les ontraintes (2.13) sont dites dualisées.
Soit λ un veteur de oûts non négatifs. Le problème relahé, noté LRλ(P ) est alors
déni par la fontion objetif :
LRλ(P ) = Min
x
{f(x) + λ(Ax− b)|Cx ≤ d, x ∈ X} (2.16)
La solution optimale de e problème relâhé est failement alulable mais son
sore est sur-évalué, 'est-à-dire inférieur à v(P ) puisqu'il s'agit d'une minimisation :
v(LRλ(P )) ≤ v(P ). An de trouver une solution la plus prohe possible de v(P ), il faut
don trouver la valeur maximale du problème relahé LRλ(P ) en fontion des multipli-
ateurs de Lagrange λ. Il s'agit d'un autre problème, appelé le dual lagrangien de P et




Résoudre le problème LR permettra de trouver la borne inférieure la plus prohe
possible de v(P ). Pour résoudre e problème, une nouvelle fois, de nombreuses méthodes
existent. Nous présentons ii la desente de sous-gradient.
2.3.3 La desente de sous-gradient
La desente de sous-gradient est une tehnique onnue depuis les années 1970 [30℄.
C'est une méthode itérative qui, à haque itération k, onsiste à modier le veteur λ
d'un ertain pas dans la diretion du sous-gradient de v(LRkλ).
Soit xk la solution optimale du problème relahé LRkλ à l'itération k. Le sous-gradient
de v(LRkλ) est déni par s
k = (Axk − b)T , (Axk − b)T représentant la transposée du
veteur (Axk − b). À partir de e sous-gradient, nous alulons le pas à eetuer pour
passer à l'itération k + 1 tel que :




Dans ette équation, ηk est la valeur de la solution optimale λk du problème relahé
LRkλ et η
∗
est la valeur de la solution optimale λ∗ de LR. Cette dénition du "pas"
garantit que λk+1 est plus prohe de λ∗ que λk à ondition que le veteur λ soit positif
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(ou égal à 0).
Cependant, nous ne onnaissons pas la valeur de η∗ puisque 'est l'optimale que
nous reherhons. Nous devons don utiliser une estimation η¯ qui sera plus grande ou
plus petite que l'optimale. Au bout d'un ertain nombre d'itérations, si la valeur de
la fontion objetive ne bouge pas, nous pouvons supposer que η¯ est sur-estimée. En
onséquene, il faudrait réduire la distane η¯ − ηk. Pour e faire, nous introduisons un
fateur ǫk ∈ (0, 2) dans la formule 2.18 :
λk+1 = λk +




Si aunune amélioration n'est observée pendant un ertain temps, la valeur de ǫk est
diminuée pour ompenser la sur-estimation de l'optimale.
La onvergene d'une desente de sous-gradient n'est pas prévisible. Pour ertains
problèmes, elle va onverger rapidement vers la solution optimale. Dans d'autres as,
elle aura un omportement erratique tant dans la génération des multipliateurs que
dans la valeur du problème relahé. Dans les as favorables, on observera un omporte-
ment en dent de sie dans les premières itérations puis une amélioration monotone et
une onvergene asymptotique vers, nous l'espérons, la valeur optimale de la relaxation
lagrangienne. Dans les mauvais as, le shéma en dents de sie ontinue après les pre-
mières itérations, voire pire, la valeur du problème relahé se détériore.
Pour résoudre e problème, nous pouvons essayer d'améliorer le alul du "pas" [12℄
ou utiliser une autre méthode pour résoudre le problème LR omme la méthode "Dual
asent" [29℄, les "Cutting Planes" [14, 36℄, la génération de olonnes [45, 72℄, ou les
méthodes par faiseaux ("Bundle" en anglais) [41, 81℄. Une desription plus détaillée
de es diérentes méthodes est au-delà du sujet de e manusrit, 'est pourquoi nous
laissons le leteur intéressé se reporter au hapitre de Monique Guignard [28℄.
2.4 Ce qu'il faut retenir de e hapitre
Un problème d'optimisation ombinatoire omme le PTP peut se modéliser sous la
forme d'un modèle MIP onsistant en une fontion objetif et des ontraintes sur ette
fontion. La méthode par séparation-évaluation peut être utilisée pour résoudre un tel
problème. Dans ette méthode, l'espae des solutions est déoupé en sous-problèmes
générant ainsi un arbre binaire. Pour haque sous-problème, il est néessaire de bor-
ner la solution optimale an de parourir intelligemment l'arbre (élagage de ertaines
branhes) et ainsi d'éviter l'énumération de toutes les solutions.
Les bornes d'un sous-problème peuvent être générées en trouvant la solution d'un
problème relahé par relaxation lagrangienne. Une relaxation lagrangienne onsiste à
relaher les ontraintes qui rendent le problème diile à résoudre. Ces ontraintes sont
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prises en ompte dans la fontion objetif par l'ajout d'un oût lié à des multipliateurs
de Lagrange. La solution optimale d'un problème relahé par relaxation lagrangienne
peut être reherhée par une desente de sous-gradient.
La ombinaison de es diérentes tehniques de PLNE ont permis de résoudre ea-
ement le problème du PTP [4, 6℄. Dans la setion suivante, nous proposons plusieurs
modélisations d'une extension du PTP permettant les délétions dans la struture ali-
gnée.
Chapitre 3
FROSTO : un outil pour la
reonnaissane de repliements
FROSTO, pour Fold Reognition Oriented Searh Tool (Objet oriented version),
est un logiiel permettant de réaliser des alignements entre protéines. Il est basé sur le
logiiel FROST, réalisé en 2002 par Antoine Marin et al. [44℄. Dans e hapitre, après
une ourte présentation de FROST, nous présentons les raisons qui nous ont onduits
à onevoir FROSTO. Nous dérivons ensuite les diérentes possibilités oertes par
FROSTO ainsi que les améliorations obtenues grâe à la parallélisation des aluls.
3.1 FROST : Fold Reognition Oriented Searh Tool
FROST est un logiiel de reonnaissane de repliements qui permet de réaliser des
alignements entre une séquene requête et une banque de strutures de protéines an
de déteter des similarités.
En interne, FROST est onçu omme un système à deux ltres. La séquene passe
d'abord dans le premier ltre où elle est alignée ave toutes les protéines de la banque.
Ce ltre est basé sur un sore loal et un alignement loal de type programmation
dynamique (setion 1.3.2). Les n protéines ayant obtenu les meilleurs sores dans e
ltre sont ensuite passées au seond ltre. Ce seond ltre aligne la séquene requête
ave les n protéines séletionnées par le premier ltre. Le sore du seond ltre utilise
des positions pairées et néessite ainsi l'utilisation d'un algorithme d'alignement global
de type PTP (setion 1.3.3). Les sores obtenus sur e seond ltre permettent de trier
à nouveau les protéines et ette liste nale est donnée à l'utilisateur.
L'avantage du fontionnement en ltres suessifs est de pouvoir séletionner rapide-
ment des andidats puis de raner le lassement et les alignements ave une fontion
de sore plus signiative. Le premier ltre doit don être :
 rapide, puisqu'il est utilisé sur une grande quantité de données ;
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 sensible, ar un maximum de andidats doit être reruté même si de nombreuses
erreurs sont présentes ;
 pas néessairement spéique ar les erreurs seront ompensées par le seond
ltre.
Cependant, si le premier ltre n'est pas assez sensible, 'est-à-dire si il ne rerute
pas de "bons" andidats, le deuxième ltre n'apporte pas ou peu d'information. La
sensibilité de la méthode dépend don fortement de la sensibilité du premier ltre.
An d'étendre les possibilités de FROST, nous avons souhaité ajouter des méthodes
d'alignements et des fontions de sores diérentes. Néanmoins, la struture du pro-
gramme et les dépendanes très fortes entre les diérentes parties du ode ne permet-
taient pas d'ajouter simplement des fontions de sores.
De plus, le "pakage" FROST ontenait un grand nombre de logiiels annexes, de
sripts, et de hiers de onguration rendant son installation ompliquée et fastidieuse.
C'est pourquoi nous avons souhaité rendre FROST modulaire et failement extensible.
3.2 De FROST à FROSTO
Lors de la oneption de FROSTO, nous avons tout d'abord séparé la préparation des
données de leur utilisation. FROSTO lit en entrée un ertain nombre de hiers dans
des formats prédénis. En onséquene, peu importe la façon dont es hiers sont réés.
FROSTO utilise par exemple des hiers d'alignements multiples. Ces hiers peuvent
être obtenus par n'importe quel logiiel d'alignements multiples (MUSCLE, DIALIGN,
et) du moment que le format est respeté. L'utilisateur est don libre d'utiliser le logiiel
de son hoix pour générer les hiers néessaires au fontionnement de FROSTO.
Nous avons ensuite hoisi d'enlever le système des ltres. Désormais, une instane
I de FROSTO onsiste à aligner une séquene requête S sur une banque de protéines
{P1...Pm} en utilisant une fontion de sore Fi et un algorithme d'alignement Aj . En
sortie, FROSTO produit la liste L de tous les alignements obtenus ordonnés selon leurs
sores. Cette simpliation nous a permis d'identier le module élémentaire (Fi, Aj).
Une instane de FROSTO se résume don par ses entrées, le module utilisé et la sortie :
I : (S, {P1...Pm})→ (Fi, Aj)→ L
Cette simpliation possède deux avantages. Tout d'abord, elle permet de reproduire
le fontionnement en ltres de FROST. Il sut de laner une instane I1 de FROSTO
ave un premier module, de séletionner les n premières protéines de la liste produite
et de les utiliser dans une instane I2 ave un autre module.
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Le deuxième avantage est que haque module est indépendant des autres. Par
exemple, si nous voulons ajouter une fontion de sore, il sut de réer un module
ontenant ette fontion et un algorithme d'alignement. Les formats d'entrée et de sor-
tie ne hangent pas.
Enn, Poirriez et al. ont montré que la parallélisation des alignements dans FROST
apportait un réel gain de performane au niveau des temps de alul [55℄. Nous avons
don onçu FROSTO en supposant que haque alignement pourrait s'exéuter en pa-
rallèle sur une grille de alul.
Les setions suivantes sont onsarées à la desription des modules de FROSTO
(fontions de sores et méthodes d'alignement). Nous présentons également les gains
apportés par la parallélisation du ode.
3.3 FROSTO : Fold Reognition Oriented Searh Tool Ob-
jet oriented
FROSTO est un logiiel érit en C++ que j'ai réalisé en ollaboration ave :
 Guillaume Launay qui était en ontrat post-dotoral sur le projet ANR PRO-
TEUS. Ensemble, nous avons déni le design général de FROSTO, les diérents
modules et la parallélisation. Il a en partiulier implémenté les fontions de sore
utilisées dans FROSTO.
 Yavor Vutov, qui était ingénieur de reherhe sur le projet ANR PROTEUS,
a implémenté la partie parallélisation de FROSTO et a également mis en plae
l'arhiteture logiielle qui a servi au développement des modules.
 Alexandre Cornu, qui était ingénieur expert sur le projet ANR BIOWIC, a
partiipé à la mise au point et aux tests de la partie parallélisation initialement
implémentée par Yavor Vutov.
 Noël Malod-Dognin, qui était dotorant dans l'équipe Symbiose, a partiipé
à l'élaboration de l'algorithme d'alignement loal. Nous avons ollaboré sur l'im-
plémentation de la méthode par séparationévaluation et de la desente de sous-
gradient dénies dans le hapitre 5.
3.3.1 Parallélisation
Lorsqu'une séquene requête est alignée ave n protéines de la banque de données,
les n alignements sont indépendants. Ils sont don très failement parallélisables. À
partir de la dénition d'une instane de FROSTO, nous avons déni une tâhe unitaire
parallélisable (S,Pk, Fi, Ai) qui orrespond à aligner la séquene S ave la protéine Pk
en utilisant la fontion de sore Fi et l'algorithme d'alignement Aj .
Comme dans tout algorithme parallèle, il faut trouver un bon équilibre entre alul
et ommuniation pour ne pas perdre de temps. Dans et objetif, les tâhes unitaires
38 FROSTO : un outil pour la reonnaissane de repliements
sont distribuées équitablement entre diérents proessus parallèles, appelés lients. La
quantité de lients est un paramètre réglable en ligne de ommande.





La librairie pthread est utilisée pour paralléliser des aluls sur une seule mahine alors
que la librairie MPI permet de distribuer des aluls sur plusieurs mahines. Nous avons
testé es deux librairies sur diérents nombres de n÷uds (un n÷ud = une mahine onte-
nant 8 ÷urs). Nous dénissons quatres méthodes : pthread sur 1 n÷ud (Pthread/1),
MPI sur un n÷ud (MPI/1), MPI sur 4 n÷uds (MPI/4) et MPI sur 8 n÷uds (MPI/8).
La parallélisation a été testée sur deux jeux de tests en mesurant l'aélération obtenue
par rapport à l'algorithme séquentiel. Le premier jeu de tests (J1) onsiste à aligner la
struture 1a0iA ave sa propre séquene puis ave 200 séquenes de même taille générées
aléatoirement. La protéine 1a0iA est de longueur 353 et ontient 23 SSEs. An de trouver
le meilleur équilibre entre ommuniation et aluls, nous avons observé l'aélération
obtenue en fontion du nombre de lients et du nombre de n÷uds. Les résultats de ette
expériene sont présentés dans la gure 3.1.
























Fig. 3.1  Comparaison des diérents paramètres de parallélisation sur J1. Le jeu de
tests J1 onsiste à aligner la struture 1a0iA ave sa propre séquene puis ave 200 séquenes de
même taille générées aléatoirement. Un point représente une instane (201 alignements). Chaque
instane est plaée sur le graphique en fontion du nombre de lients alloués (en absisses) et
de l'aélération obtenue par rapport à une exéution séquentielle.
Nous remarquons que l'aélération optimale (×33) est obtenue pour la parallélisation
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sur un seul n÷ud, si nous augmentons le nombre de lients, la librairie pthread est plus
rapide que MPI.
Le deuxième jeu de tests (J2) onsiste à aligner la struture 2volB (15 SSEs) ave la
séquene 1h6zA (920 aides aminés) puis ave 200 séquenes de la même taille générées
aléatoirement. Les résultats de ette expériene sont présentés dans la gure 3.2.





















Fig. 3.2  Comparaison des diérents paramètres de parallélisation sur J2. Le jeu
de tests J2 onsiste à aligner la struture 1volB ave la propre séquene 1h6zA puis ave
200 séquenes de même taille générées aléatoirement. Un point représente une instane (201
alignements). Chaque instane est plaée sur le graphique en fontion du nombre de lients
alloués, en absisse, et de l'aélération obtenu par rapport à une exéution séquentielle, en
ordonnée.
Nous remarquons que la meilleure aélération (×23) est obtenue par la parallélisation
MPI ave 32 lients sur 8 n÷uds. Au-delà de ette valeur, si des lients sont ajoutés,
l'aélération est moindre. Cela signie que, pour des instane diiles, il n'est pas
néessaire de multiplier les lients, ar ela n'améliore pas la vitese de alul.
Comme dans l'expériene préédente, sur un seul n÷ud, la librairie pthread semble
être plus rapide que MPI. Cette aratéristique pourrait être exploitée an d'aélérer
les aluls en distribuant des paquets d'alignements sur plusieurs n÷uds, via MPI ou
simplement par un sript, puis en parallélisant loalement leurs aluls via pthread.
Cette parallélisation n'a pas enore été implémentée au moment de la rédation de e
doument.
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3.3.2 Fontions de sores
3.3.2.1 Prols statistiques
Dans FROST, Marin et al. ont développé deux fontions de sores appelées 1D et 3D
[44℄. Ces fontions ont été diretement intégrées dans FROSTO. Le alul des sores de
es fontions est basé sur la mesure de l'information donnée par un évènement y sur
l'ourene d'un évènement x [24℄, notée I(x; y) et alulée omme suit :
I(x; y) = log
P (x, y)
P (x)P (y)
Dans ette formule, P (x, y) est la probabilité onjointe d'apparition des évènements
x et y, P (x) est la probabilité d'apparition de l'évènement x, et P (y) est la probabilité
d'apparition de l'évènement y. À partir de ette formule, Marin et al. dénissent tous
les sores de FROST omme dérit i-dessous.
Fontion de sore 1D Les sores 1D de FROST onsistent à mesurer la similarité
entre deux résidus, haun étant à une position donnée dans une séquene ou une stru-
ture. Pour les résidus appartenant à une struture, nous onnaissons également leur
état struturel. Les états struturaux sont dénis par les éléments de struture seon-
daire (hélies, feuillets et boules) et par l'aessibilité au solvant (enfoui ou exposé).
Dans ette setion, les aides aminés provenant de la séquene requête seront notés en
minusule (r) et les aides aminés de la struture seront notés en majusule (R).
Dans FROST, le sore de substitution d'un aide aminé rj (à la j
ème
position dans
la séquene) par un aide aminé Ri (à la i
ème
position dans la struture) dans l'état
strutural Ei est alulé ainsi :
s(rj , RiEi) = −2log
P (rj , RiEi)
P (rj)P (RiEi
Dans ette formule, S(rj , RiEi) est le sore de substitution de l'aide aminé Ri dans
l'état strutural Ei par l'aide aminé rj . P (rj , RiEi) est la probabilité onjointe d'ap-
parition dans un alignement de l'aide aminé rj et de l'aide aminé Ri dans l'état stru-
tural Ei. Enn, P (rj) est la probabilité d'apparition de l'aide aminé rj et P (RiEi) est
la probabilité d'apparition de l'aide aminé Ri dans l'état strutural Ei. Pour haque
état strutural, une matrie de substitution 20 × 20 est préalulée sur une banque de
strutures.
Lors d'un alignement, nous ne onsidérons pas seulement un aide aminé à une po-
sition donnée mais un prol dérivé d'un alignement multiple. Le sore d'alignement du
prol profj (à la j
ème
position dans la séquene) ave le prol Profi (à la i
ème
position
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dans la struture) dans l'état strutural Ei est alulé par la formule suivante :











Dans ette formule, S(profj, P rofiEi) est le sore orrespondant à l'alignement de
la position i de la struture ave la position j de la séquene, F (rlj) est la fréquene
d'apparition du résidu l à la position j dans l'alignement multiple assoié à la séquene,
et F (Rki ) est la fréquene d'apparition du résidu k à la position i dans l'alignement
multiple assoié à la struture.
Fontion de sore 3D La fontion de sore 3D est similaire à la fontion de sore
1D mais au lieu de prendre en ompte une seule position, elle s'applique sur des paires
de positions. Une paire d'aides aminés aux positions j et j′ dans la séquene est notée
rjj′ . Une paire d'aides aminés aux positions i et i
′
dans la struture et dans les états
struturaux respetifs Ei et Ei′ est notée Rii′Eii′ . Ainsi, les sores de substitutions sont
alulés par la formule suivante :
s(rjj′ , Rii′Eii′) = −2log
P (rjj′ , Rii′Eii′)
P (rjj′)P (Rii′Eii′)
Dans ette formule, P (rjj′, Rii′Eii′) est la probabilité onjointe d'apparition de la
paire rjj′ et de la paire Rii′Eii′ , P (rjj′) est la probabilité 'apparition de la paire rjj′, et
P (Rii′Eii′) est la probabilité d'apparition de la paire Rii′Eii′ . Comme pour la fontion
de sore 1D, es matries sont préalulées sur une banque de strutures.
Comme pour la fontion de sore 1D, lors d'un alignement, les sores de substitutions
sont pondérés par les prols des deux protéines alignées. Ainsi, le sore d'alignement du
prol profjj′ de la paire rjj′ ave le prol Profii′ de la paire Rii′Eii′ est donné par la
formule suivante :











Dans ette formule, S(profjj′, P rofii′Eii′) est le sore orrespondant à l'alignement
des positions i et i′ de la struture ave les positions j et j′ de la séquene, F (rljj′) est
la fréquene d'apparition de la paire l aux positions j et j′ dans l'alignement multiple
assoié à la séquene, et F (Rkii′) est la fréquene d'apparition de la paire k aux positions
i et i′ dans l'alignement multiple assoié à la struture.
Le alul des sores 3D est très long ar, dans le pire des as, toutes les paires d'aides
aminés apparaissent dans un alignement multiple. Il y a don potentiellement 400 paires
dans haque alignement multiple. Si m est le nombre de blos alignés et n le nombre de
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positions possibles pour es blos, le nombre de sores 3D à aluler est de omplexité
O(16.104×n2×m2). Il faut noter, en eet, que les sores des paires d'aides aminés AiAj
et AjAi ne sont pas symétriques quand les aides aminés sont dans des environnements
diérents. Par ontre, dans des environnements identiques, les sores des paires AiAj et
AjAi sont identiques. Ces aluls étant indépendants les uns des autres, il est néanmoins
possible de les paralléliser an de les exéuter rapidement.
3.3.2.2 Fontion de sore SSE
Dans FROSTO, nous avons ajouté une fontion de sore, dite fontion SSE, basée
sur les éléments de struture seondaire (SSEs) observés dans la struture et prédits
dans la séquene. Cette fontion est basé sur les sores de substitution des éléments de
struture seondaire proposé par Wang et Dunbrak [69℄ et présentés dans le tableau
3.1. Ces sores de substitutions sont notés s(oi, pj), ou oi est le SSE observé à la position
i dans la struture et pj est le SSE prédit à la position j dans la séquene.
Ho Co So
Hp 1.38 -1.86 -3.83
Cp -1.19 0.81 -0.70
Sp -3.40 -1.21 1.54
Tab. 3.1  Sores de substitution des éléments de la struture seondaire. Dans e
tableau, les lignes orrespondent aux SSEs préditent dans la séquene, et les olonnes orres-
pondent aux SSEs observées dans la struture. La lettre H orrespond aux hélies-α, C aux
boules et S aux feuillets-β. Cette matrie a été proposée par Wang et Dunbrak en 2004 [69℄.
La prédition de la struture seondaire des séquenes est réalisée avant l'utilisation de
FROSTO par le logiiel PsiPred [35℄. Pour une séquene, PsiPred donne la probabilité
Pj(k) d'observer haque élément de struture seondaire k à haque position j. Le sore
d'alignement, d'une position i dans la struture ave une position j dans la séquene,
est alulé par la formule suivante :
S(i, j) = Pj(H)s(oi,H) + Pj(C)s(oi, C) + Pj(S) ∗ s(oi, S)
L'utilisation de PsiPred pour prédire la struture seondaire des séquenes n'est pas
obligatoire. Pour utiliser la fontion de sore SSE, il sut de produire un hier dans
le format lu par FROSTO et ontenant les probabilités d'apparitions des SSEs aux
positions de la séquene.
3.3.3 Types d'alignements
Dans FROST, deux types d'alignements étaient proposés. Le premier onsistait à
aligner deux séquenes de protéines grâe à un algorithme lassique de programmation
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dynamique en utilisant les sores 1D. Il s'agissait don d'un alignement loal séquene
séquene (les trois opérations, substitution, délétion et insertion, étaient possibles).
Le deuxième type d'alignement onsistait à aligner une séquene ave une struture
de protéine omme dans le problème du PTP. Dans un tel alignement, la longueur de
la séquene requête doit égale à ±30% de la taille de la struture. Il s'agit don d'un
alignement global séquenestruture.
Dans FROSTO, nous avons ajouté la possibilité de réaliser des alignements semi-
globaux séquenestruture. Ce type d'alignement orrespond à un alignement global
dans lequel la longueur de la séquene n'est plus limitée à ±30% de la taille de la
struture. Le but d'un tel alignement est de déteter des domaines à l'intérieur d'un
longue séquene omme présenté en setion 1.3.
Enn, nous avons également ajouté la possibilité de réaliser des alignements loaux
séquenestruture. Ce type d'alignement est l'objet de e travail de thèse et est déve-
loppé dans les setions suivantes.
3.4 Ce qu'il faut retenir de e hapitre
FROSTO est un logiiel permettant d'aligner des séquenes de protéines ave des
strutures de protéines. Il est basé sur FROST, un logiiel développé par Marin et
al. [44℄. FROSTO est une version orientée objet de FROST dans laquelle nous avons
modularisé l'utilisation des fontions de sore et des alignements.
Une exéution du programme FROSTO onsiste à aligner une séquene requête S sur
une banque de protéines {P1...Pm} en utilisant une fontion de sore Fi et un algorithme
d'alignement Aj . Ce fontionnement se résume par ette formule :
I : (S, {P1...Pm})→ (Fi, Aj)→ L
Dans FROSTO, les alignements sont des tâhes indépendantes qui sont don paral-
lélisables sur un luster de alul. Ainsi, FROSTO a été onçu pour pouvoir être utilisé
en parallèle. Grâe à ette parallélisation, le alul de 201 alignements est jusqu'à 33
fois plus rapide qu'en séquentiel.
Dans les alignements proposés par FROSTO, les sores utilisés sont basés sur la
mesure de l'information donnée par un évènement y sur l'ourene d'un évènement x
[24℄, notée I(x; y) et alulée omme suit :
I(x; y) = log
P (x, y)
P (x)P (y)
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Dans ette formule, P (x, y) est la probabilité onjointe d'apparition des évènements
x et y, P (x) est la probabilité d'apparition de l'évènement x, et P (y) est la probabilité
d'apparition de l'évènement y. À partir de ette formule, Marin et al. dénissent tous
les sores 1D et 3D. Les sores 1D mesurent la ompatibilité entre une position dans
la séquene et une position dans la struture. Les sores 3D mesurent la ompatibilité
entre une paire de positions dans la séquene et une paire de positions dans la struture.
À es deux types de sores, nous avons ajouté un sore basé sur les éléments de
struture seondaire (SSE), observés dans la struture, et prédit dans la séquene. La
prédition de la struture seondaire de la séquene permet d'obtenir pour haque posi-
tion dans ette séquene, la probabilité d'être dans une hélie, un feuillet ou une boule.
Ces probabilités permettent de pondérer un sore de substitution entre SSEs. Ce sore
est donné par la matrie de substitution 3× 3 proposée par Wang et Dunbrak en 2004
[69℄.
FROSTO permet de reproduire les alignements proposés dans FROST mais il permet
également de réaliser des alignements semi-globaux an de déteter des domaines stru-
turaux dans de longues séquenes, ainsi que des alignements loaux qui sont l'objet de
e travail de thèse.
Chapitre 4
Alignements loaux pour la
reonnaissane de repliements
Dans e hapitre, nous dénissons et formalisons les alignements loaux pour la re-
onnaissane de repliements. La setion 4.1 dénit tout d'abord la notion d'alignement
loal utilisant des sores pairés. La setion 4.2 détaille les diérents modèles que nous
avons développés pour réaliser es alignements loaux. Enn, la setion 4.3 présente une
omparaison des diérents modèles.
4.1 Formalisation des alignements loaux
En 1994, Lathrop a déni le PTP omme un problème onsistant à assigner à haque
blo d'une arte de ontats généralisée une position relative sur une séquene de pro-
téine (setion 1.3.3). Comme présenté dans la gure 4.1, et assignement oblige à at-
tribuer une position à haque blo. Cela signie qu'il n'y a pas de délétions dans la
struture alignée.
Fig. 4.1  Illustration d'un alignement global déni par Lathrop.
Pourtant, dans le domaine des alignements de séquenes, les trois opérations (substi-
tution, insertion et délétion) sont réalisables dans les deux séquenes alignées. De plus,
dans e domaine, le type d'alignement le plus utilisé est l'alignement loal dans lequel,
des délétions ne sont pas pénalisées.
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Fig. 4.2  Alignement strutural entre les protéines 1ukyA et 1dvrA. L'alignement
strutural est réalisé par le logiiel VAST [25℄. 1ukyA est la protéine olorée en vert, 1dvrA est
en bleu. Les éléments de struture seondaire des deux protéines s'alignent deux-à-deux sauf
les deux feuillets-β signalés qui ne sont pas présents dans 1ukyA.
L'absene de la délétion dans le PTP entraîne deux restritions majeures. Tout
d'abord, si la séquene est trop ourte par rapport à la struture, ertains blos ne
pourront pas être positionnés sur la séquene, l'alignement est impossible à réaliser.
Ensuite, ertaines protéines partagent des strutures similaires à un ou deux éléments
de struture seondaire près (gure 4.2). Dans le PTP, omme les blos représentent les
hélies-α et les feuillets-β, même si un alignement est réalisable, les blos surnuméraires
risquent de provoquer des déalages dans l'alignement (gure 4.3). Ainsi, la similarité
loale entre les deux protéines n'est pas détetée.




Alignement global - 3D
Fig. 4.3  Alignement global entre la séquene 1ukyA et la struture 1dvrA. La
séquene de 1ukyA est représentée par un trait noir, la struture de 1dvrA est en bleu. Les
hélies-α sont représentées par des zigzags, les feuillets-β par des èhes. La struture de 1ukyA
est représentée en vert sous la séquene. Les feuillets-β entourés en rouge provoquent un déalage
des éléments de struture seondaire préédents.
Dans e travail de thèse, nous proposons de relâher l'obligation d'assigner haque blo
de la arte de ontats à une position dans la séquene. Autrement dit, un alignement
loal pour la reonnaissane de repliements onsiste à assigner à haque blo d'une arte
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de ontats généralisée : soit une position sur la séquene requête, soit un gap (gure
4.4). Aligner un blo fae à un gap orrespond à omettre un blo lors de l'alignement.
Dans la suite du manusrit, nous utiliserons indiéremment les termes d'omission ou de
délétion lorsqu'un blo est aligné fae à un gap.
Fig. 4.4  Illustration d'un alignement loal.
4.1.1 Graphe d'alignement loal (GAL1) : première version
Dans le hapitre 3, le PTP est modélisé sous la forme d'un graphe d'alignement.Dans
ette setion, nous dénissons un graphe d'alignement loal (GAL1) sur lequel nous










Fig. 4.5  Exemple d'alignement dans un graphe d'alignement loal GAL1. En ab-
isse, une arte de ontat représentant une struture de protéine. En ordonnée, une séquene de
protéine. Les ars entre les sommets représentent toutes les interations entre blos en fontion
de leurs positions. Un exemple d'alignement loal est représenté en gras. Les blos 3,5 et 6 sont
ativés aux positions 1, 3 et 5. Les blos 1, 2 et 4 sont omis.
Dans un alignement loal, omme ertains blos peuvent être omis, les blos restants
peuvent être positionnés sur toute la longueur de la séquene. Si Lk représente la taille
du blo k, et N la longueur de la séquene, alors haque blo peut s'aligner sur nk =
N −Lk +1 positions. Nous ne pouvons don plus utiliser des positions relatives omme
pour le graphe original du PTP. Dans GAL1, les olonnes ont don des tailles diérentes.
Ativer un sommet ik orrespond diretement à assigner le blo k de la struture 3D à
la position i sur la séquene. Un blo k est omis (assigné à un gap) si auun sommet de
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la olonne k n'est atif. Trouver un alignement loal optimal orrespond à ativer au
plus un sommet dans haque olonne.
Nous dénissons le graphe GAL1(V1, E) où l'ensemble des sommets V1 = {rik|1 ≤ k ≤
m, 1 ≤ i ≤ nk} est organisé en olonnes. Chaque olonne k orrespond à l'ensemble des
positions absolues possibles du blo k. Une olonne k ontient nk sommets omme dérit
préédemment. Ces sommets sont dits "réels", et notés r, par opposition aux sommets
faties de GAL2 (voirs setion 4.1.2). L'ensemble des ars E1 = {((i, k), (j, l))|(k, l) ∈
I, 1 ≤ i ≤ nk, i+ Lk ≤ j ≤ nl} représente l'ensemble des interations entre blos.
4.1.2 Graphe d'alignement loal (GAL2) : deuxième version
Le graphe d'alignement loal GAL1 nous a permis de développer le modèle MIP appelé
"modèle ompat" (voir setion 4.2.1). Néanmoins, nous avons eu besoin d'un graphe
d'alignement loal diérent an de proposer des modèles MIP plus performants. Nous
proposons une deuxième version du graphe d'alignement loal appelée GAL2. Dans e
graphe, pour haque olonne k, nous ajoutons N +1 sommets représentants la délétion
du blo k. Ces sommets sont dits faties ar ils représentent une position fatie (une













Fig. 4.6  Exemple d'alignement dans un graphe d'alignement loal GAL2. En
abisse, une arte de ontat représentant une struture de protéine. En ordonnée, une séquene
de protéine. Dans e graphe, les points grisés représentent les sommets faties (d) et les points
blans les sommets réels (r). En plus des ars de GAL1, trois autres types d'ars peuvent
exister : (1) d'un sommet d à un sommet d, (2) d'un sommet d à un sommet r, (3) d'un sommet
r à un sommet d. Comme dans la gure 4.5, les blos 3,5 et 6 sont ativés aux positions 1, 3 et
5. Les blos 1, 2 et 4 sont omis.
Nous dénissons le graphe GAL2(V2, E) où l'ensemble des sommets V2 = V1 ∪D est
l'union des sommets de V1 et de l'ensemble des sommets faties D = {dik|1 ≤ k ≤
m, 1 ≤ i ≤ N +1}. L'ensemble des ars E est le même que elui de GAL1. Néanmoins,
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dans GAL2, il est possible d'ajouter trois autres types d'ars en fontion des besoins du
modèle. Comme illustré dans la gure 4.6, un ar peut exister : d'un sommet fatie à
un sommet fatie (dd), d'un sommet fatie à un sommet réel (dr), d'un sommet réel
à un sommet fatie (rd).
Les graphes GAL1 et GAL2 sont utilisés dans la setion suivante an de dénir les
modèles MIP représentant les alignements loaux pour la reonnaissane de repliements.
4.2 Modélisation en problème MIP
Les modèles MIP ont montré leur utilité pour résoudre le PTP [4, 77℄ surtout
lorsqu'ils sont assoiés à des tehniques de résolution eaes omme l'évaluation
séparation et la relaxation lagrangienne [6℄. Notre méthode de travail onsiste à dé-
velopper plusieurs modèles MIP représentant le problème à résoudre. Nous testons en-
suite es modèles grâe au logiiel CPLEX 10.0, un outil permettant de résoudre des
modèles MIP de façon générique. Dans ette setion, nous présentons inq modèles MIP
représentant les alignements loaux proposés dans la setion 4.1.
4.2.1 Modèle ompat (CM)
Le modèle ompat (CM) est le premier modèle que nous avons développé. Il est
basé sur la première version du graphe d'alignement loal (GAL1). À haque sommet
ik (ligne i, olonne k), nous assoions une variable binaire Yik ∈ {0, 1}. La variable Yik
vaut 1 si le blo k est aligné à la position i, 0 sinon. De même, nous assoions à haque
interation ikjl (lignes i et j, olonnes k et l) une variable ontinue Zikjl. La variable
Zikjl vaut 1, si les blos k et l sont alignés respetivement aux positions i et j. Comme
dans le modèle MYZ, les variables Z ne sont pas binaires ar leur omportement va être
déni par les ontraintes du modèle.
Nous rappelons ii quelques notations utilisées :
 nk = N − Lk + 1 est le nombre de positions du blo k.
 M est l'ensemble des blos (|M | = m).
 E = {((i, k), (j, l))|(k, l) ∈ I, 1 ≤ i ≤ nk, i + Lk ≤ j ≤ nl} est l'ensemble des
oordonnées des ars du graphe d'alignement.
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Cette fontion objetif est soumise aux ontraintes suivantes :
Yik ∈ {0, 1}, k ∈M, i ∈ [1, nk] (4.2)
0 ≤ Zikjl ≤ 1, ((i, k), (j, l)) ∈ E (4.3)
nk∑
i=1
Yik ≤ 1, k ∈M (4.4)
nl∑
j=i+Lk
Zikjl − Yik ≤ 0, (k, l) ∈ I, i ∈ [1, nk] (4.5)
j−Lk∑
i=1















Zikjl ≤ 1, (k, l) ∈ I (4.8)
Les ontraintes (4.2) et (4.3) dénissent les domaines des variables Y et Z. Les
ontraintes (4.4) orrespondent aux onstraintes (2.6) de MYZ. Elles imposent à haque
blo d'être aligné à une seule position, ou omis. Les ontraintes (4.7) onservent l'ordre
des blos et empêhent qu'ils se superposent. Les ontraintes (4.5) et (4.6) font orres-
pondre l'ativation d'un ar ave l'ativation des sommets de ses extrémités. Enn, les
ontraintes (4.8) imposent l'ativation d'un ar entre deux olonnes k et l si un sommet
est atif dans haque olonne. Ces dernières ontraintes sont néessaires ar les sores
peuvent êtres négatifs ou positifs. S'il n'y a que des sores négatifs, tous les sores des
ars sont favorisant. Les ars seront forément ativés et les ontraintes (4.8) ne sont
pas néessaires. Mais les sores que nous utilisons peuvent être positifs. Dans e as, si
nous n'ajoutons pas les ontraintes (4.8), un ar peut être inatif alors que les sommets
à ses extrémités sont atifs.
Ce modèle est le premier que nous ayons développé. Il utilise peu de variables, 'est
pourquoi nous l'avons nommé modèle ompat. Néanmoins, e modèle est assez éloigné
du modèle MYZ dont il s'inspire. Or, MYZ est un modèle partiulièrement eae pour
résoudre le PTP. Nous avons don souhaité nous rapproher de e modèle.
Les diérenes majeures entre MYZ et CM sont les formes des ontraintes. Dans
MYZ, les ontraintes sont des égalités alors que dans CM, e sont des inégalités. Nous
avons don développé les modèles suivants en essayant de transformer les inégalités en
égalités.
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4.2.2 Modèle étendu 1 (EM1)
Dans e modèle, nous avons transformé les ontraintes (4.4) en égalités. Pour ela,
nous avons introduit les sommets faties présentés dans GAL2 (setion 4.1.2). Les som-
mets faties sont assoiés à des variables binaires Dik. Dans e modèle, omettre le blo
k revient à ativer un des sommets faties de la olonne k.
La fontion objetif (4.1) est la même que pour le modèle ompat. Celle-i est
soumise aux ontraintes (4.2), (4.3), (4.5), (4.6) et (4.8) du modèle CM auxquelles nous
ajoutons les ontraintes suivantes :


















Yik−1 ≤ 0, k ∈ [2,m], j ∈ [1,N + 1]
(4.11)
Les ontraintes (4.9) dénissent le domaine des variables D. Les ontraintes (4.10)
ont le même rle que les ontraintes (4.4) du modèle CM. Mais e sont maintenant des
égalités. EM1 est don plus prohe du modèle MYZ.
De plus, les ontraintes (4.7) ont disparu du modèle. Elles sont remplaées par
les ontraintes (4.11). Ces nouvelles ontraintes ont exatement le même eet, elles
onservent l'ordre des blos et les empêhent de se hevauher.
4.2.3 Modèle étendu 2 (EM2)
Dans le modèle EM2, nous avons essayé de transformer les ontraintes (4.5) et (4.6)
en égalités. Pour ela, nous avons ajouté des ars entre les sommets réels et les sommets
faties. Nous dénissons deux nouveaux type de variables binaires :
 rdikjl ∈ R, (k, l) ∈ I, (i, j) ∈ RD sont des variables binaires représentant un ar
depuis un sommet réel vers un sommet fatie (RD = {(i, j) |(k, l) ∈ I 1 ≤ i ≤
nk, i+ Lk ≤ j ≤ N + 1}) ;
 drikjl ∈ R, (k, l) ∈ I, (i, j) ∈ DR sont des variables binaires représentant un ar
depuis un sommet fatie vers un sommet réel (DR = {(i, j) |(k, l) ∈ I, 1 ≤ i ≤
j ≤ nl}).
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Ce modèle utilise toujours la fontion objetif (4.1) soumise aux ontraintes (4.2),
(4.3), (4.8), (4.9), (4.10), (4.11) auxquelles nous ajoutons les ontraintes :
0 ≤ rrikjl ≤ 1, (k, l) ∈ I, (i, j) ∈ RD (4.12)












drikjl − Yjl = 0, (k, l) ∈ I, j ∈ [1, nl] (4.15)
Dans e modèle, les ontraintes (4.12) et (4.13) dénissent les domaines des variables
rd et dr. Les ontraintes 4.5) et (4.6) du modèle ompat ont été remplaées par les
ontraintes 4.14) et (4.15) qui ont le même eet.
4.2.4 Modèle étendu 3 (EM3)
Dans e modèle, nous avons ajouté des ars entre les sommets faties :
 ddikjl ∈ R, (k, l) ∈ I, (i, j) ∈ DD sont des variables binaires représentant un ar
depuis un sommet fatie vers un sommet fatie (DD = {(i, j) | 1 ≤ i ≤ j ≤
N + 1}).
La fontion objetif (4.1) est soumise aux ontraintes (4.2), (4.3), (4.9), (4.11), (4.12),
(4.13), (4.14) et (4.15). Nous ajoutons les ontraintes :












rdijkl − djl = 0, (k, l) ∈ I, j ∈ [1,N + 1] (4.18)
les ontraintes (4.16) dénissent le domaine des variables dd. Les ontraintes (4.17)
et (4.18) remplaent les ontraintes (4.8). Ainsi, le modèle EM3 est le plus prohe du
modèle MYZ.
4.2.5 Modèle étendu 4 (EM4)
Comme le modèle EM3 ontient beauoup de variables et de ontraintes, nous avons
essayé d'améliorer le modèle EM2 en remplaçant les ontraintes (4.8) sans ajouter de
variables. Dans e modèle, la fontion objetif (4.1) est soumise aux ontraintes (4.2),
(4.3), (4.9), (4.10), (4.11), (4.12), (4.13), (4.14) et (4.15) auxquelles nous ajoutons les




drijkl − dik ≤ 0, (k, l) ∈ I, i ∈ [1,N + 1] (4.19)
j−Lk∑
i=1
rdijkl − djl ≤ 0, (k, l) ∈ I, j ∈ [1,N + 1] (4.20)
Ces deux types de ontraintes permettent d'enlever les ontraintes (4.8).
4.3 Comparaison des modèles
4.3.1 Jeu de tests
Les inq modèles proposés dans la setion préédente ont été implémentés dans
FROSTO grâe à la bibliothèque de fontions du logiiel CPLEX 10.0 de la soiété
Ilog. Nous avons réé un jeu de test de 440 alignements (10 séquenes requêtes pour
44 strutures ibles). Les protéines utilisées dans e jeu de test sont présentées dans le
tableau 4.1.
Séquenes requêtes Strutures ibles
1b4aA 1bjaA, 120A, 1f7A, 1t5A, 1d5vA
1bjaA 1d8jA, 1dp7P, 1e85A, 1ei7A, 12A
120A 1tX, 1g4mA, 1gtfA, 1gvdA, 1gyvA
1zA 1h8A, 1hrA, 1hlvA, 1hw1A, 1im3D
1t5A 1irzA, 1ix2A, 1jhgA, 1jr8A
1d8jA 1k5nB, 1kmtA, 1l6pA, 1lddA
1dp7P 1n9pA, 1o6sB, 1osyA, 1pp7U
1e85A 1q0eA, 1rowA, 1svbA, 1tbxA
1ei7A 1uadC, 1zrrA, 2bbyA, 2hftA
1jhgA 2hmzA, 2htsA, 2irfG, 3fapB
Tab. 4.1  Jeu de test utilisé pour omparer les modèles d'alignement loal. Les
protéines sont nommées par leur ode PDB.
Les alignements ont été réalisés sur le luster de alul de la plateforme bioinfor-
matique GenOuest
1
. Les ordinateurs de e lusters sont équipés de proesseurs AMD
Opteron 2,5GHz (bi-oeur) ayant 4Mo de mémoire vive.
1
http ://www.genouest.org
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4.3.2 Distanes relatives à l'optimale
La distane relative à l'optimale (RG), ou "relative gap" en anglais, est une valeur
très utilisée pour mesurer la qualité des modèles MIP. Cette mesure est basée sur la
distane entre la valeur de la solution optimale du problème (OPT ) et la valeur d'une
solution approhée. La solution approhée peut être obtenue par relaxation linéaire,
lagrangienne ou par une tehnique utilisant des heuristiques. Dans notre as, nous avons
utilisé CPLEX an de générer une solution approhée par relaxation linéaire (LP ). La




Plus la distane relative est petite, plus la solution relahée est prohe de l'optimale.





















Fig. 4.7  Distributions des distanes relatives des inq modèles MIP. Les distri-
butions sont représentées par des boxplots. Les boîtes grisées représentent 75% des instanes
ar, pour tous les modèles, le minimum est onfondu ave le premier quartile. La médiane est
également onfondue ave le minimum pour tous les modèles étendus (EM). Cei signie que,
pour 50% des instanes, la solution relahée est optimale. Pour des raisons de visibilité, nous
avons enlevé le maximum des modèles CM (1,27) et EM4(0,73).
la gure 4.7 présente une omparaison des gaps relatifs des diérents modèles. Nous
observons que les modèles EM3 et EM4 donnent des gaps relatifs plus ns que les
autres modèles. En fait, EM3 est toujours plus n que n'importe quel autre modèle.Nous
remarquons également qu'il donne une distane relative nulle dans 73% des as. Cela
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signie que dans 73% des as, la solution optimale est obtenue en résolvant le problème
relahé, don très rapidement. Par omparaison, les taux de distanes relatives nulles
des autres modèles sont : 42% pour CM, 56% pour EM1 et EM2 et 40% pour EM4.
Nous notons également que EM1 et EM2 donnent exatement les mêmes gaps relatifs.
L'ajout de variables dans le modèle EM2 n'a don pas hangé le omportement du
modèle.
4.3.3 Temps de aluls
Nous avons ensuite omparé les temps de aluls des diérents modèles. Nous remar-
quons tout d'abord que les modèles EM1 et EM2 sont les plus rapide. Ils ont des temps
de aluls très prohes. Cei onrme les observations sur la distane relative : les mo-
dèle EM1 et EM2 sont équivalents pour le logiiel CPLEX. En fait, EM1 est toujours






















Fig. 4.8  Distributions des temps de alul des inq modèles MIP. Les temps de
alul maximum étant très élevés, les lignes supérieures s'arrêtent à la valeur 1, 5(q75 − q25).
Pour des raisons de lisibilité, nous avons représenté les valeurs jusqu'à 100 seondes. Les temps
maximums de haque modèle sont de 600 seondes.
Nous observons également que le modèle EM3, qui est le plus performant au niveau
de la distane relative, est ii moins performant au niveau des temps de aluls. Cela
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peut s'expliquer par la quantité de variables et de ontraintes du modèle. Enn, les
ontraintes exprimées dans le modèle EM4 rendent le problème très long à résoudre.
4.3.4 Nombre de variables et de ontraintes
An de omprendre plus préisément le omportement des diérents modèles, nous

























Fig. 4.9  Distributions du nombre de variables des inq modèles MIP. Les distri-
butions sont représentées par des boxplots. Les boîtes grisées représentent 50% des instanes.
Les maximums étant très élevés, les lignes supérieures s'arrêtent à la valeur 1, 5(q75 − q25).
Pour des raisons de lisibilité, le nombre de variables est limité à 106. Le nombre maximal de
variables pour haque modèle est : n(CM) = 8, 3.105, n(EM1) = 8, 4.105, n(EM2) = 26, 8.105,
n(EM3) = 36, 9.105, n(EM4) = 26, 8.105.
Au niveau du nombre de variables, la première observation évidente est que le modèle
CM ontient le moins de variables puisqu'il n'y a que des ars et des sommets réels.
Dans le modèle EM1, nous avons doublé le nombre de sommets en ajoutant les sommets
faties. En fait, la diérene entre CM et EM1 est invisible dans la gure 4.9 ar le
nombre de sommets est très petit omparé au nombre d'ars. Dans EM2 et EM4 nous
avons ajouté des ars entre sommets réels et faties. La diérene ave EM1 et CM
est nettement visible. Enn, EM3 est le modèle ontenant le plus de variables puisqu'il
ontient tous les sommets et ars possibles (réels ou faties). En résumé, si n(i) est le
nombre de variables du modèle i, alors :
n(CM) < n(EM1) < n(EM2) = n(EM4) < n(EM3)
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La omparaison du nombre de ontraintes est présentée dans la gure 4.10. Nous
observons que le modèle EM1 ontient le moins de ontraintes. En eet, l'ajout des
sommets faties dans EM1 a permis d'enlever les ontraintes (4.7) du modèle CM
et de les remplaer par les ontraintes (4.11) qui ont le même eet. Le nombre de
ontraintes (4.7) est proportionnel à m2N2 alors que le nombre de ontraintes (4.11)
est proportionnel à mN (m est le nombre de blos dans la struture, N est la longueur


























Fig. 4.10  Distributions du nombre de ontraintes des inq modèles MIP. Pour
des raisons de lisibilité, le nombre de ontraintes est limité à 20.103. Le nombre maximal de
ontraintes pour haque modèle est : n(CM) = 99, 7.103, n(EM1) = 29, 2.103, n(EM2) =
29, 2.103, n(EM3) = 57.103, et n(EM4) = 57.103.
Nous observons également que EM1 et EM2 possédent le même nombre de ontraintes,
e qui est ohérent ave la dénition des modèles. Enn, dans EM3 et EM4, le nombre
de ontraintes devient très grand ar nous ajoutons les ontraintes (4.17) et (4.18) au
modèle EM3, et les ontraintes (4.19) et (4.20) dans EM4. Cela revient à doubler le
nombre de ontraintes dans es deux modèles.
4.3.5 Ce qu'il faut retenir de e hapitre
Le problème du PTP onsiste à aligner tous les blos d'une struture de protéine sur
une séquene de protéine. Dans e problème, les blos sont obligatoirement alignés. Nous
proposons de relâher ette ontrainte et de laisser les blos s'aligner ou non sur une
séquene. Un tel alignement est appelé alignement loal dans le sens où il reproduit
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le omportement d'un alignement loal de séquenes en proposant les trois types de
transformations (la substitution, l'insertion et la délétion) et en ne pénalisant pas les
délétions.
Nous proposons inq modèles MIP représentant les alignements loaux. Ces inq mo-
dèles ont été onçus de façon inrémentale à l'aide du logiiel CPLEX. Nous proposons
tout d'abord un modèle simple et ompat (CM) que nous avons ensuite rané en ajou-
tant des sommets faties (EM1) et des ars faties (EM2, EM3, EM4). Ces modèles
dièrent par le nombre de variables et de ontraintes qu'ils possèdent (gures 4.9 et
4.10).
Sur un jeu de 440 alignements, les expérienes montrent que le modèle EM1 est le plus
rapide. Néanmoins, nous observons que le modèle EM3 présente une distane relative à
l'optimale très petite omparée aux autres modèles. An de développer un algorithme
dédié pour résoudre un problème, nous prenons traditionnellement le modèle ayant la
plus petite distane relative à l'optimale. Mais dans notre as, le modèle EM3 est aussi
très lent, 'est pourquoi nous avons hoisi le modèle EM1 pour développer l'algorithme
présenté dans la setion suivante.
Chapitre 5
Un algorithme dédié pour résoudre
les alignements loaux
Les alignements loaux proposés dans le hapitre préédent ont été alulés ave le
logiiel CPLEX. Néanmoins, ertaines instanes sont diiles à résoudre et CPLEX
n'arrive pas à trouver une solution (approhée ou exate) en un temps raisonnable. Or,
pour utiliser les alignements loaux à grande éhelle, 'est-à-dire sur un grand jeu de
données et sur des instanes diiles, nous devons obtenir des résultats rapidement.
An de résoudre rapidement les modèles MIP présentés dans la setion préédente,
nous utilisons un algorithme par séparationévaluation dans lequel les solutions appro-
hées sont alulées sur une relaxation lagrangienne du modèle EM1.
Dans e hapitre, nous présentons tout d'abord la stratégie de séparationévaluation
que nous avons développée puis la relaxation lagrangienne du modèle EM1. Nous dé-
rivons ensuite l'algorithme de programmation dynamique utilisé pour résoudre le pro-
blème relahé ainsi que les paramètres de la desente de sous-gradient permettant de
résoudre son dual. Enn, nous omparons les résultats de notre algorithme ave CPLEX
en termes de temps d'exéution et de distane relative à l'optimale.
5.1 Séparation et évaluation
Dans notre méthode par séparationévaluation, l'évaluation est réalisée sur la re-
laxation lagrangienne du modèle EM1. Cette évaluation étant dérite dans les setions
suivantes, nous nous intéressons ii à la partie séparation.
Lors de la séparation de l'espae des solutions, une stratégie intéressante est de dé-
ouper le problème en deux sous-problèmes indépendants et de tailles similaires. Nous
avons identié trois méthodes permettant un tel déoupage. Pour une meilleure lisibi-
lité, les exemples de déoupage sont illustrés sur des grilles omplète plutt que sur les
graphes GAL1 ou GAL2, sauf lorsque ela est néessaire.
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5.1.1 Déoupage sur les sommets
Une première méthode simple pour déouper l'espae des solutions est de hoisir un
sommet x et de dénir deux sous-problèmes A et B : dans A, x est atif, dans B, x
est inatif. Ainsi l'espae des solutions est séparé en deux sous-problèmes indépendants,
omme illustré dans la gure 5.1.
Ⓐ Ⓑ
Fig. 5.1  Illustration du déoupage sur un sommet. Le problème prinipal (grille 6×11)
est déoupé à partir du sommet x (en rouge). Dans le sous-problème A, le sommet x est ativé,
les autres sommets de la olonne orrespondante sont don inatifs. De plus, les ontraintes
d'ordre et de non-hevauhement des blos implique que ertains sommets ne seront jamais
atifs, nous pouvons don les enlever. Dans le sous-problème B, le sommet x n'est pas ativé,
il est don enlevé du problème.
Ce type de déoupage montre plusieurs limites :
 les deux sous-problèmes ne sont pas de tailles similaires ;
 pour haque sous-problème, une struture de données doit onserver les hoix
fait préédemment. La taille de ette struture de données est proportionnelle au
nombre de sommets dans le modèle ;
 le nombre de sous-problèmes générés est de omplexité O(2v), v étant le nombre
de sommets dans le modèle.
5.1.2 Déoupage sur les olonnes
L'espae des solutions peut également être divisé à partir d'une olonne k. Soit A et
B deux sous-problèmes. Dans A, la olonne k est ative, un sommet de ette olonne
sera don obligatoirement ativé. Dans B, la olonne k est inative, auun sommet ne
sera ativé. Le déoupage basé sur les olonnes est illustré dans la gure 5.2.
Le hoix de la olonne k est basé sur le nombre d'interations. En eet, plus une
olonne possède d'interations, plus elle partiipe au sore. En onséquene, hoisir
d'ativer, ou non, une telle olonne peut entraîner de fortes variations du sore global.
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Ⓐ Ⓑ
Fig. 5.2  Illustration du déoupage sur une olonne. Le problème prinipal est déoupé
à partir de la olonne k hoisie (en rouge). Dans le sous-problème A, la olonne k est ativée,
un de ses sommets doit être atif. Dans le sous-problème B, la olonne k n'est pas ativée, elle
est don enlevée du problème.
Nous espérons ainsi pouvoir ouper des branhes prohes de la raine de l'arbre de
reherhe.
Le déoupage sur les olonnes permet d'utiliser moins de ressoures que le préédent
déoupage. En eet, pour haque sous-problème, il sut de onserver les hoix eetués
préédemment dans un veteur de taille m, où m est le nombre de olonnes. De plus,
lorsqu'une olonne est ative, ela impose qu'un sommet soit ativé dans ette olonne
et ela implique un déoupage du graphe.
Si un sommet est obligatoirement ativé dans la olonne k, alors les sommets des
olonnes suivantes ne peuvent s'ativer qu'à partir de la ligne Lk. De même, les sommets
des olonnes l préédentes ne peuvent s'ativer qu'en dessous de la ligne nl − Lk. Le
déoupage induit par une olonne ative réduit ainsi l'espae des solutions (gure 5.3).
Un défaut de e déoupage est qu'il ne permet pas d'obtenir des sous-problèmes
triviaux, 'est-à-dire orrespondant à une solution unique. En eet, lorsqu'il ne reste
que des olonnes atives dans le graphe, nous ne savons pas quels sont les sommets à
ativer. Il faut enore déouper le problème pour d'obtenir une solution triviale. Nous
montrons que e défaut peut être ompensé par le déoupage présenté i-dessous.
5.1.3 Déoupage sur le graphe
La dernière méthode onsiste à déouper le graphe de façon à réer deux sous-graphes
ontenant un nombre de sommets similaires. Pour réaliser e déoupage, nous herhons
un sommet qui servira de pivot. Le graphe est ensuite déoupé au niveau de e pivot
omme dérit dans la gure 5.4. Ainsi, les deux sous-problèmes sont de tailles similaires.





Fig. 5.3  Illustration du déoupage induit par l'ativation d'une olonne sur un
graphe GAL1. Les ontraintes d'ordre et de non-hevauhement impliquent l'inativation des
sommets en pointillés si la olonne entrale est ativée.
Fig. 5.4  Illustration du déoupage d'un graphe. Le graphe entier est à la raine de
l'arbre. Il est ensuite déoupé en deux sous-graphes par un algorithme qui hoisi le sommet
pivot le plus équilibré (en rouge), 'est-à-dire pour lequel les deux sous-graphes ont un nombre
de sommets similaire.
Relaxation Lagrangienne du modèle EM1 63
Dans un problème d'alignement global, omme haque olonne ontient un sommet
atif, e déoupage permet d'obtenir des sous-problèmes indépendants. Mais ette pro-
priété n'est plus vériée dans le as des alignements loaux. En eet, omme illustré
dans la gure 5.5, deux sous-problèmes peuvent partager des solutions identiques ar
ertaines olonnes sont inatives. Ce déoupage n'est don pas diretement appliable
à notre problème.
Ⓐ Ⓑ
Fig. 5.5  Exemple de deux solutions identiques dans deux sous-problèmes dié-
rents. Les olonnes 2,4 et 5 étant omises, la solution (sommets noirs) est identique dans les
deux sous problèmes.
Néanmoins, dans le déoupage sur les olonnes présenté dans la setion préédente,
lorsqu'un problème n'est plus divisible, il ne reste que des olonnes atives. Dans e as,
un déoupage sur le graphe est fontionnel. Dans notre algorithme, nous ommençons
don par déouper le problème à l'aide d'un déoupage sur les olonnes puis, lorsque e
n'est plus possible, nous déoupons les sous-problèmes obtenus par un déoupage sur le
graphe.
5.2 Relaxation Lagrangienne du modèle EM1
An d'utiliser une relaxation Lagrangienne sur le modèle EM1, la première étape
onsiste à trouver les ontraintes qui le rendent diile à résoudre. Comme pour le
PTP, la diulté vient prinipalement des ars entre les blos [39℄. En eet, sans es
ars, le PTP peut se résoudre par une programmation dynamique [6℄.
Plus partiulièrement, les ontraintes rendant le problème diile sont elles qui font
orrespondre les extrémités des ars ave les sommets ativés. Dans le modèle EM1, e
sont les ontraintes (4.6), (4.5) et (4.8). Si nous relâhons es ontraintes, le problème
peut être résolu en un temps polynomial. Cependant, il n'est pas néessaire de relâher
tous les types de ontraintes. Par exemple, si nous ne relâhons que les ontraintes
(4.6) et (4.8), ela revient à libérer l'extrémité droite des ars. Dans e as, il n'est
pas néessaire de faire orrespondre l'ativation d'un sommet ave l'ativation des ars
entrant dans e sommet. Le problème peut être résolu en un temps polynomial par un
algorithme de programmation dynamique.
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Nous avons don hoisi de relaher les ontraintes (4.6) et (4.8) du modèle EM1.
Les ontraintes (4.6) s'appliquent sur les sommets ayant des ars entrant. Ainsi, un
multipliateur lagrangien λkjl ≥ 0 est assoié à haque triplet (k, j, l) tel que (k, l) ∈ I
et Lk < j < nl. L'ensemble des multipliateurs lagrangiens assoiés aux ontraintes
(4.6) est déni omme suit :
Λ = {λkjl|(k, l) ∈ I, Lk < j < nl}









Les ontraintes (4.8) s'appliquent sur les paires de olonnes. À haque paire (k, l) ∈
I est assoiée un multipliateur lagrangien γkl ≥ 0. L'ensemble des multipliateurs
lagrangiens assoiés aux ontraintes (4.8) est déni omme suit :
Γ = {γkl|(k, l) ∈ I}


















An de simplier l'ériture le fontion objetif, les multipliateurs lagrangiens λ et γ
sont diretement ajoutés aux sores C de la fontion objetif. Ainsi, dans le problème
relahé, le sore assoié à une variable Yik, noté C
λγ
ik , est déni par :
C
λγ
ik = Cik +
∑
(l,k)∈I




De la même façon, le sore assoié aux ars, don aux variables Zikjl, est noté C
λγ
ikjl
et est déni par :
C
λγ
ikjl = Cikjl + λkjl − γkl

















Cette fontion objetif est soumise aux ontraintes (4.2), (4.3), (4.5), (4.9), (4.10), et
(4.11). Le problème ER1 ainsi déni peut être résolu par un algorithme de programma-
tion dynamique omme dérit dans la setion suivante.
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5.3 Résolution du problème relahé
Dans le problème ER1, les ontraintes (4.6) et (4.8) n'étant plus présentes, l'a-
tivation d'un ar sortants du sommet (i, k) vers la olonne l n'est plus ontraint par
l'ativation des sommets dans la olonne l. Ainsi, le sore d'un sommet est donné par
la formule
s(i, k) = Cλγik +GetArcOut(i, k)
où C
λγ
ik est le sore assoié au sommet (i, k) et GetArcOut(i, k) est une proédure
donnant la somme des sores des ars ativés sortants du sommet (i, k). Le détail de
ette proédure est présentée en setion 5.3.2.
L'algorithme par programmation dynamique que nous avons utilisé pour résoudre le
problème ER1 est présenté dans la setion suivante.
5.3.1 Programmation dynamique globale
5.3.1.1 Forme de la matrie
Dans une matrie de programmation dynamique, appelée matrie DP , une ase (i, k)
ontient le sore du hemin optimal depuis la ase (1, 1) jusqu'à la ase (i, k). Si ette
matrie représente un alignement entre des séquenes A et B, le hemin optimal de (1, 1)
à (i, k) représente l'alignement optimal entre les i premiers éléments de la séquene A et
les k premiers éléments de la séquene B. Cela signie don que les i (resp. k) premiers
éléments de la séquene A (resp. B) sont utilisés.
Dans les graphes d'alignement GAL1 et GAL2 (setion 4.1), la position d'un blo
sur la séquene est dénie par la position de son premier aide aminé (setion 1.3.3).
Par onséquent, si un blo k est en position i alors les i + Lk premiers aides aminés
de la séquene sont utilisés (gure 5.6.A). Cei est inompatible ave la dénition de la






Fig. 5.6  Inuene de la dénition de la position d'un blo. A) La position d'un
blo est dénie par la position de son premier aide aminé. Cette position ne orrespond pas
au nombre d'aides aminés alignés dans la séquene. B) La position d'un blo est dénie par
la position de son dernier aide aminé. Cette position orrespond au nombre d'aides aminés
alignés dans la séquene.
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An d'adapter GAL1 et GAL2 dans une matrie de programmation dynamique or-
rete, la position d'un blo sur la séquene est dénie par la position de son dernier aide
aminé. Ainsi, un blo k positionné en i orrespond bien à l'utilisation des i premiers
aides aminés de la séquene (gure 5.6.B). Dans e graphe modié, un blo k ne peut
être positionné en dessous de la ligne Lk. Le graphe d'alignement modié est illustré












Fig. 5.7  Graphe d'alignement modié pour la programmation dynamique. La
position d'un blo est dénie par son dernier aide aminé. Ainsi, une olonne k est déalée de
Lk − 1 positions vers le haut par rapport à GAL1.
La matrie DP ontient donm+1 olonnes et N+1 lignes, la première ligne et la pre-
mière olonne servant à initialiser la programmation dynamique. Résoudre le problème
ER1 dans ette matrie est un problème de omplexité O(mN). Une superposition de
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Fig. 5.8  Superposition de la matrie de programmation dynamique DP et du
graphe d'alignement GAL1 modié. Le graphe d'alignement GAL1 modié est représenté
par les points noirs. La ligne et la olonne 0 servent à initialiser la matrie.
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5.3.1.2 Mouvements dans la matrie
Dans une matrie de programmation dynamique lassique, le sore d'une ase (i, j)
est le meilleur sore parmi les suivants :
 le sore de la ase à gauhe (i, k − 1) (mouvement horizontal) ;
 le sore de la ase en-dessous (i− 1, k) (mouvement vertial) ;
 le sore de la ase en diagonale (i− 1, k − 1) + le sore du sommet s(i, k) (mou-
vement diagonal).
Cette dénition s'applique lorsque les éléments alignés sont de même taille, mais dans
notre as, les blos ont des longueurs diérentes. Ainsi, omme les blos ne peuvent pas
se hevauher et doivent rester dans l'ordre, le mouvement diagonal est déalé. En eet,
si un blo k est aligné en position i, alors le blo suivant k +1 ne peut pas être plaé à
une position inférieure à i + Lk+1 sinon, les blos se hevauhent ou hangent d'ordre
(gure 5.9).
L = 5
i = 21i = 16
Fig. 5.9  Les positions de deux blos onséutifs sont, au minimum, séparées par
la longueur du deuxième blo. La longueur du deuxième blo étant de 5, La position de
elui-i est au minimum de 16 + 5 = 21.
Dans la matrie DP , le mouvement diagonal vers la ase (i, k) est don alulé à
partir de la ase (i−Lk, k − 1). Cette dénition implique que le sore d'une ase (i, k),
où i < Lk, ne dépend que des ase (i− 1, k) et (i, k − 1) ; le mouvement diagonal n'est
pas possible.
5.3.2 Calul des ars sortants
Dans la setion préédente, nous avons déni la proédure GetArcOut(i, k) qui renvoie
la somme des sores des ars ativés entre le sommet (i, k) et les olonnes l telles que
(k, l) ∈ I. Dans ette proédure, nous voulons ativer les ars ayant le meilleur sore sans
tenir ompte de l'ativation des sommets à droite des ars. Pour ela, nous proposons
les deux méthodes déritent i-dessous.
5.3.2.1 Programmation dynamique loale
Pour dénir les meilleurs ars sortants d'un sommet (i, k), un algorithme de pro-
grammation dynamique peut être utilisé. À partir du sommet (i, k), nous dénissons
une matrie Tik (gure 5.10) dont le nombre de lignes est nl = N+1− i et le nombre de
olonnes ml est le nombre d'interations (k, l) ∈ I. Cherher les meilleurs ars sortants
du sommet (i, k) revient à herher le meilleur hemin de la ase (0, 0) à la ase (nl,ml)
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dans la matrie Tik, en tenant ompte des sores des ars renontrés. La omplexité de



















Fig. 5.10  Exemple de matrie de programmation dynamique loale. La matrie de
droite est utilisée pour trouver les meilleurs ars sortants du sommet (3, 3). Si une ase ontient
un point, il y a un ar depuis le sommet (3, 3) jusqu'à ette ase et son sore est pris en ompte
lors d'un mouvement diagonal.
Comme dans la programmation dynamique globale, le sore de la ase (j, l), est le
meilleur sore parmi :
 le sore de la ase (j − 1, l) ;
 le sore de la ase (j, l − 1) ;
 le sore de la ase (j − Ll, l − 1) + le sore de l'ar (i, k)(j, l).
Cette dénition de la proédure GetArcOut(i, k) garantit que les extrémités droites
des ars ativés respetent les ontraintes d'ordre (4.11). Néanmoins, ette proédure est
appelé environ m×N fois lors de la programmation dynamique globale. Cela entraîne
une omplexité globale de l'algorithme proportionnelle à m×N ×ml×nl. m et ml sont
proportionnels au nombre de SSEs dans une struture, N et nl sont proportionnels à
la longueur d'une séquene. La omplexité est don quadratique par rapport à la taille
des protéines alignées, e qui peut entraîner des temps de aluls très longs.
Cette méthode de alul des ars sortants est notée DP (Dynami Programming)
dans la suite du doument.
5.3.2.2 Tas binaires
Dans la programmation dynamique loale dérite préédemment, les ontraintes d'ordre
sur les extrémités droites des ars sont respetées. Or le modèle ER1 n'oblige pas à res-
peter es ontraintes puisque les extrémités droites des ars ne sont plus reliées aux
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sommets. Ainsi, au lieu de hoisir les ars en respetant es ontraintes, nous proposons
de hoisir les ars uniquement en fontion de leur sore.
An de hoisir les ars en fontion de leur sore, il est néessaire de les trier. De plus,
e tri doit être eae ar les ars représentent une grande quantité de données. Pour







Fig. 5.11  Exemple de tas binaire. Dans e tas binaire, haque père a une valeur inférieure
à ses ls. La raine possède don la valeur minimale. Il n'y a pas d'ordre entre les ls.
Un tas binaire est un arbre binaire ayant une relation d'ordre total, notée ≺, sur
la valeur des n÷uds, notée v. Dans un tas binaire, la propriété suivante est toujours
vériée : Si le n÷ud A est le père du n÷ud B alors v(A) ≺ v(B). Dans notre as, omme
nous herhons un minimum, la relation d'ordre total "≺" est une relation d'infériorité
"≤". Ainsi, nous garantissons que la valeur d'un père est toujours plus petite que elles
de ses ls. La raine de l'arbre possède don la valeur la plus petite et elle est aessible
diretement. La gure 5.11 présente un exemple de tas binaire.
Un tas binaire possède aussi des aratéristiques intéressantes pour le tri. L'insertion
d'une nouvelle valeur et son tri sont réalisés en O(log2n), n étant le nombre d'éléments
dans l'arbre. De plus, hanger la valeur d'un n÷ud entraîne un tri qui est également
réalisé en O(log2n). Ces deux aratéristiques sont partiulièrement intéressantes pour
le stokage des valeurs des ars.
En eet, si l'insertion des valeurs dans le tas binaire est eetuée une seule fois
à l'initialisation de la matrie, la desente de sous-gradient modie régulièrement les
valeurs des ars lors de la mise à jour des multipliateurs lagrangiens. Il faut don que
le tri soit très eae, e que permet un tas binaire.
Dans ette version de la proédure GetArcOut(i, k), un tas binaire est assoié à
haque triplet (i, k, l), 'est-à-dire à un sommet (i, k) en interation ave la olonne l.
Ainsi, le hoix des ars sortants du sommet (i, k) s'eetue en un temps linéaire puisqu'il
sut de parourir les tas binaires assoiés au sommet (i, k) en prenant à haque fois l'ar
à la raine du tas. Le alul des ars sortants par ette méthode est de omplexité linéaire
O(ml) alors que la version programmation dynamique est de omplexité O(mlnl).
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Cette méthode de alul des ars sortants est notée BH (Binary Heap) dans la suite
du doument.
5.4 Paramètres de la desente de sous-gradient
Dans la desente de sous-gradient permettant de résoudre le problème dual du la-
grangien, le pas utilisé à haque itération est alulé omme suit :
λk+1 = λk +
sk · ǫk(η¯ − η
k)
||sk||2
Dans ette formule, sk est le sous-gradient à l'itération k, ηk est la valeur du problème
relahé à l'iteration k, don la borne inférieure. Les sommets ativés par la solution du
problème relahé sont utilisés pour générer une solution faisable, 'est-à-dire respetant
les ontraintes de EM1. Le sore de ette solution est utilisé omme borne supérieure. η¯
est la meilleure borne supérieure trouvée dans les k itérations préédentes, 'est-à-dire
la solution faisable ayant le sore le plus bas.
Le paramètre ǫk est xé à 0, 5 au début de l'algorithme. Si auune amélioration n'est
observée au bout de 10 itérations, ǫ est réduit d'un dixième. Par défaut, le nombre
d'itérations est xé à 3000 et le temps de alul est limité à 600 seondes.
5.5 Résultats
An de mesurer les performanes des diérents algorithmes proposés i-dessus et
de les omparer aux résultats obtenus en utilisant CPLEX, nous avons utilisé le jeu de
tests présenté en setion 4.3.1. Nous mesurons les performanes en termes en temps de
alul et de distane relative à l'optimale (voir setion 4.3.2). Ces mesures sont tout
d'abord réalisées à la raine de l'arbre de reherhe.
5.5.1 Résultats à la raine de l'arbre de reherhe
5.5.1.1 Temps de alul
Nous avons tout d'abord omparé les résultats obtenus à la raine de l'arbre de
reherhe. Pour les aluls eetués ave CPLEX, nous onsidérons les temps de aluls
du premier noeud de l'arbre, ela orrespond à une relaxation linaire du problème. Cette
méthode est notée rootLP . Pour les aluls eetués ave notre algorithme, nous arrê-
tons également les aluls au premier noeud de l'arbre, e qui orrespond à résoudre la
relaxation lagrangienne du problème. Comme nous avons deux algorithmes permettant
de aluler les ars sortants d'un sommet, nous notons rootBH le alul ave l'algo-
rithme BH (tas binaire), et rootDP le alul ave l'algorithme DP (programmation
dynamique).
Résultats 71
0 100 200 300 400 500 600


























Fig. 5.12  Comparaison des temps de alul au premier n÷ud. Un point représente
une instane (un alignement). Chaque instane est plaée sur le graphique en fontion du
temps de alul obtenu par la méthode rootLP en absisse, et en fontion du temps de alul
des méthodes rootBH (points marrons) et rootDP (roix rouges) en ordonnée. Pour haque
méthode, le alul est eetué à la raine de l'arbre de reherhe. Si un point est en-dessous
de la ligne d'égalité, alors la méthode rootDP ou rootBH est plus rapide que CPLEX. Nous
remarquons que la méthode rootBH est plus rapide que les deux autres.
Les résultats, présentés dans la gure 5.12, montrent que l'algorithme utilisant les
tas binaires rootBH semble le plus rapide. Cela est ohérent ave la dénition des al-
gorithmes puisque la omplexité de BH est inférieure à elle de DP . Pour ertaines
instanes, les temps de aluls de rootDP sont plus longs que eux de CPLEX. An
de se rendre ompte de la diérene entre rootBH et rootDP , nous avons omparé les
distributions de leurs temps de alul (gure 5.13).
Temp de calcul (s)
BH
50 60 70403020100 80
DP
Fig. 5.13  Comparaison des distributions des temps de aluls de rootBH et rootDP .
Les temps de aluls de rootBH sont nettement inférieurs à eux de rootDP .
Nous remarquons que rootBH est bien plus rapide que rootDP . En partiulier, le
temps de alul maximum de rootBH est de 123,57 seondes alors que rootDP atteint
la limite xée à 600 seondes.
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5.5.1.2 Distane relative à l'optimal
Nous avons ensuite omparé les distanes relatives à l'optimal des méthodes rootLP ,
rootBH et rootDP . Les résultats, présentés dans la gure 5.14, montrent que la méthode
rootDP donne les distanes relatives les plus nes. Cela est ohérent ave la dénition






Fig. 5.14  Distributions des distanes relatives au premier n÷ud de l'arbre de
reherhe pour les méthodes rootLP , rootBH et rootDP . Nous observons que la méthode
la plus ne est rootDP .
Nous avons également mesuré le nombre de fois où la solution optimale est trouvée
à la raine de l'arbre (tableau 5.1. Les résultats montrent que les méthodes rootBH et
rootDP ont des taux très prohes et supérieurs à elui obtenu ave CPLEX.
rootLP rootBH rootDP
Taux de solution optimale 56% 72% 74%
Tab. 5.1  Taux de solutions optimales trouvées au premier n÷ud de l'arbre de
reherhe.
5.5.2 Résultats dans l'arbre de reherhe
Après avoir omparé les résultats obtenus à la raine de l'arbre de reherhe, nous
avons souhaité observer le omportement de l'algorithme dans l'arbre de reherhe. Pour
ela, nous avons laissé l'algorithme parourir l'arbre, en limitant les temps de aluls à
600 seondes, sur le jeu de test présenté en setion ??.
Nous avons tout d'abord observé les temps de alul de notre algorithme, ave la
méthode BH et la méthode DP, que nous avons omparé aux temps de alul du mo-
dèle EM1 résolu par CPLEX. Les résultats, présentés dans la gure 5.15, montrent que
les temps de alul de notre algorithme sont plus longs que eux de CPLEX, quelque
soit la méthode utilisée (BH ou DP). Cei montre que notre algorithme onverge moins
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Fig. 5.15  Comparaison des temps de aluls de EM1, BH et DP. La limite en temps
de alul est xée à 600 seondes. Un point représente une instane. Les points sont plaés
sur le graphique en fontion du temps de alul obtenu sur le modèle EM1 en absisses, et en
fontion du temps de alul de la méthode BH (en bleu) et DP (en rouge) en ordonnées.
rapidement vers la solution optimale. An d'améliorer la onvergene, des réglages se-
ront néessaires dans la desente de sous-gradient et dans la méthode par séparation
évaluation.
Nous nous sommes alors intéressé au pourentage d'instanes pour lesquelles la solu-
tion optimale est obtenue en moins de 600 seondes et en fontion du nombre de n÷uds
parourus dans l'arbre de reherhe. Le tableau 5.2 présente les résultats obtenus par
les méthodes EM1, BH et DP. Nous observons de nouveau e problème de onvergene
lorsque notre algorithme parourt l'arbre de reherhe. Au niveau de la distane relative
à l'optimal, nos deux méthodes (DP et BH) donnent des résultats équivalents omme
présenté dans la gure 5.16.
nombre de n÷uds pas de limite
1 10 100 de n÷uds
EM1 56% 83% 87% 93%
BH 72% 78% 81% 87%
DP 74% 80% 81% 87%
Tab. 5.2  Taux de solutions optimales trouvées après 1, 10 et 100 n÷uds de l'arbre
de reherhe ou au bout de 600 seondes. Pour le modèle EM1 résolu par CPLEX, nous
avons seulement les valeurs pour le n÷ud raine et au bout de 600 seondes. Nous observons que
les méthodes BH et DP présentent de meilleurs taux que EM1 au premier n÷ud. Par ontre, si
il n'y a pas de limite dans le nombre de n÷uds, CPLEX a un meilleur taux.
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Fig. 5.16  Distribution des distanes relatives des méthodes BH et DP après
parours dans l'arbre de reherhe. La limite en temps de alul est xée à 600 seondes.
Nous remarquons que les distributions sont très prohes, il n'y a pas de diérenes notables
entre les deux méthodes. Pour des raisons de lisibilités, nous avons retiré du jeu de test toutes
les instane où la distane relative est nulle.
5.6 Ce qu'il faut retenir de e hapitre
An de résoudre rapidement des alignements loaux pour la reonnaissane de replie-
ments, nous proposons d'utiliser une méthode par séparationévaluation dans laquelle
les bornes des sous-problèmes sont générées par une relaxation lagrangienne du modèle
EM1 présenté dans la setion préédente.
La méthode par séparationévaluation déoupe le problème en hoisissant une o-
lonne. Elle génère ainsi deux sous-problèmes, dans le premier, la olonne hoisie est
ative, dans le seond, la olonne hoisie est inative. Lorsque toutes les olonnes sont
hoisies, les problèmes sont déoupés à partir d'un sommet pivot.
La relaxation lagrangienne du modèle EM1, notée ER1, onsiste à relaher les ontraintes
(4.6) et (4.8) qui sont intégrées à la fontion objetif du modèle. Le problème dual de
la relaxation lagrangienne est ensuite résolu par une desente de sous-gradient.
An de résoudre le problème relahé ER1, nous avons implémenté un algorithme par
programmation dynamique dans lequel les mouvements diagonaux sont ontraints par
la taille des blos de la struture. Pour haque ase de la programmation dynamique,
il est néessaire de trouver les meilleurs ars sortants du sommet orrespondant. Nous
avons implémenté deux méthodes permettant de trouver les meilleurs ars sortants. La
première, notée DP, est basée sur une programmation dynamique loale et elle garantit
que les ontraintes d'ordre et de non-hevauhement sont respetées par les extrémi-
tés droites des ars. La deuxième méthode, notée BH, ne garantit pas le respet des
ontraintes préédentes mais est plus rapide ar elle utilise des tas binaires.
Sur le premier n÷ud de l'arbre de reherhe, les expérimentations montrent que notre
algorithme utilisant la méthode BH est plus rapide que CLPEX pour résoudre le modèle
EM1. De plus, notre algorithme trouve la solution optimal du problème pour 72% des
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instanes alors que CPLEX n'en trouve que 56%. Par ontre, si nous laissons l'algo-
rithme parourir l'arbre de reherhe, les temps de aluls explosent. Notre algorithme
ne onverge pas rapidement vers la solution optimale du problème et des réglages seront
néessaires an de orriger e défaut.
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Chapitre 6
Observations sur les alignements
loaux et perspetives
6.1 Comparaison ave les alignements globaux
Dans le hapitre 4, nous avons présenté deux protéines (1ukyA et 1dvrA) dont les
strutures sont similaires à 77% (ave l'outil TopMath
1
). Néanmoins, 1dvrA ontient
trois feuillets-β de plus que 1ukyA. Ces feuillets-β surnuméraires entrainent un déalage
lors de l'alignement global entre la séquene de 1ukyA et la struture de 1dvrA. Cet
alignement est illustré dans la gure 4.3 que nous reproduisons ii.




Alignement global - 3D
Fig. 6.1  Alignement global entre la séquene de 1ukyA et la struture de 1dvrA.
La séquene de 1ukyA est représentée par un trait noir, la struture de 1dvrA est en bleu.
Les hélies-α sont représentées par des zigzags, les feuillets-β par des èhes. La struture de
1ukyA est représentée en vert sous la séquene. Les feuillets-β entourés en rouge provoquent
un déalage des éléments de struture seondaire préédents.
Dans un alignement loal, nous espérons que es feuillets-β surnuméraires vont être
omis, permettant ainsi un alignement optimal des autres SSEs de 1dvrA sur la séquene
de 1ukyA. Nous avons tout d'abord testé un alignement loal utilisant la fontion 3D
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A BAlignement local - 3D
Fig. 6.2  Alignement loal entre la séquene de 1ukyA et la struture de 1dvrA.
La séquene de 1ukyA est représentée par un trait noir, la struture de 1dvrA est en bleu. Les
hélies-α sont représentées par des zigzags, les feuillets-β par des èhes. La struture de 1ukyA
est représentée en vert sous la séquene. La fontion de sore utilisée est la fontion 3D. A)
Un feuillet-β a été enlevé dans 1dvrA alors qu'il y en a un dans 1ukyA à ette position. B) Un
feuillet a été enlevé. Cela a réduit le déalage des blos préédents.
Nous observons tout d'abord qu'un des feuillets surnuméraires a été enlevé (gure
6.2.B). Cela a permis aux blos préédents d'être alignés sans déalage, en fae des
SSEs orrespondantes. Néanmoins, un blo a été enlevé alors que ela ne semble pas
néessaire (gure 6.2.A). Nous pouvons supposer que ette délétion est due à la fontion
de sore 3D. Pour vérier ette hypothèse, nous avons de nouveau aligné 1ukyA et 1dvrA
ave un alignement loal mais en utilisant la fontion de sore SSE. L'alignement obtenu
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Alignement local - SSE
Fig. 6.3  Alignement loal, utilisant la fontion SSE, entre la séquene de 1ukyA
et la struture de 1dvrA. La séquene de 1ukyA est représentée par un trait noir. Dans le
erle rouge, les feuillets-β qui provoquaient un déalage ont été omis.
Dans et alignement, deux des trois feuillets ont été omis, permettant ainsi un meilleur
alignement des blos le long de la séquene. La délétion de la gure 6.2.A est don
bien due à la fontion 3D puisque la fontion SSE ne l'omet pas. Notre algorithme
d'alignement loal permet don bien d'omettre des blos quand la fontion de sore le
néessite.
Néanmoins, l'exemple de la gure 6.2 illustre bien l'inuene de la fontion de sore
sur la délétion des blos et pose plusieurs problèmes qui sont abordés dans les setions
suivantes.
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6.2 Délétions : quelle limite ?
Dans un alignement loal, nous avons supposé qu'un blo est omis si sa ontribution
au sore est inférieur à 0. Or, nous ne savons pas si ette limite est justiée. Pour ela, il
faudrait onnaître les sores de haque blo à haque position puis vérier que les blos
"mal positionnés" ont un sore inférieur 0. Enore faut-il savoir e que signie "mal
positionnés". Et omme le sore d'un blo dépend aussi des positions des autres blos,
la ombinatoire engendrée omplexie ette évaluation. Il n'est don pas ertain que 0
soit la bonne limite et il est diile de déterminer ette limite.
De plus, pour qu'une telle limite existe, ela suppose que le sore et la similarité
soient proportionnels. Or, e n'est pas le as pour les fontions de FROSTO. Notre
algorithme étant programmé pour omettre des blos si leur ontribution est négative,
des développements sont néessaires an d'adapter les fontions de sore et de les rendre
plus disriminantes.
6.3 Dénition des blos
La dénition des blos est également un élément ritique dans le omportement des
alignements loaux. En eet, les blos sont ensés représenter les zones onservées dans
la struture des protéines. Dans un premier temps, nous avons hoisi de dénir les blos
sur les éléments de struture seondaire. Or dans ertaines familles de protéines, nous
savons que ertains SSEs ne sont pas onservés dans toutes les strutures. De plus, les
SSEs n'ont pas toujours la même longueur d'une protéine à l'autre.
Ainsi, pour dénir les blos d'une struture sur des SSEs, il faudrait vérier la lon-
gueur et la présene de es SSEs dans la famille de ette struture ou générer un onsen-
sus sur un alignement multiple de strutures.
Un autre possibilité est de revenir à la dénition d'un blo. Un blo est une zone
onservée au ours de l'évolution. La zone peut-être onservée au niveau de la séquene
ou de la struture. Nous pourrions don ombiner des informations de séquene ave
des informations de struture. Nous pourrions également réduire la longueur des blos
à 1, 'est-à-dire utiliser haque aide aminé omme blo. Néanmoins, dans e as, la
ombinatoire explose et le problème devient très diile à résoudre.
La dénition des blos est un sujet sur lequel nous avons ollaboré ave François
Coste de l'équipe Symbiose et Joël Pothier de l'université Paris 6. C'est un travail en
ours au moment de la rédation de ette thèse.
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6.4 Fontion de sore
Dans le premier exemple présenté dans e hapitre, nous avons remarqué qu'un
blo disparaissait alors qu'il paraissait raisonnable de l'aligner. Nous avons vu que e
omportement était dû à la fontion de sore 3D. Cette fontion de sore mesure la
quantité d'information dans les olonnes d'un alignement multiple. Cette dénition se
heurte à plusieurs éueils.
Le premier éueil est le nombre de séquenes dans l'alignement multiple. En eet,
dériver des sores à partir 4 ou de 300 séquenes n'a pas la même signiation. Nous
devons don reruter un ertain nombre de séquenes lors de l'alignement multiple pour
avoir des statistiques ables.
Un deuxième éueil est d'avoir de la redondane dans l'alignement multiple. En eet,
si la moitié des séquenes de l'alignement multiple partagent plus de 60% d'identité
de séquene, nous introduisons un biais dans les statistiques. Il est don néessaire de
ltrer les alignements mutilples an de réduire la redondane. Néanmoins, ela réduit
le nombre de séquenes dans les alignements multiples et nous retrouvons le premier
éueil.
An de peupler les alignements multiples sans ajouter de redondane, nous pouvons
les enrihir ave des alignements mutliples de strutures. Comme la struture est plus
onservée que la séquene au ours de l'évolution, nous allons ainsi ajouter des séquenes
qui partagent moins de 30% d'identité de séquene mais qui se replient dans la même
struture.
An de remplaer les fontions de sores basées sur les statistiques, nous pouvons
aussi utiliser des fontions de sores basées sur les propriétés physiques, omme les
hamps moyens, ou onformationnelles, omme l'aessibilité au solvant. Nous pouvons
également ajouter des ontraintes plus simples omme interdire à des aides aminés
hydrophobes de s'aligner à des positions hydrophiles. Ce travail exploratoire sur l'en-
rihissement des sores 3D et le développement de nouvelles fontions de sore pour
FROSTO est en ours au moment de la rédation de e doument.
6.5 Comparaison entre alignements loaux
Dans FROST, les alignements globaux sont omparés grâe à un sore normalisé.
Pour un alignement entre une séquene a et une struture b, le sore normalisé est
évalué grâe au alul d'une distribution empirique des "mauvais" sores, 'est-à-dire
des sores orrespondant aux séquenes qui ne se replient pas dans la struture b. Pour
ela, 200 séquenes aléatoires, de même longueur que la séquene a, sont générées. Ces
200 séquenes sont alignées ave la struture b. Nous obtenons ainsi 200 sores pour
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des séquenes qui ne se replient pas dans la struture b. Ce sore normalisé permet de
omparer des alignements globaux, e qui n'est pas possible ave le sore brut.
Dans le as des alignements loaux, si nous utilisons la même proédure, nous n'ob-
tenons pas les mêmes résultats. En eet, une struture est dénie par ses blos et les
interations entre ses blos. Si un blo est omis lors de l'alignement, alors e n'est plus
vraiment la même struture. Ainsi, si nous alignons une struture ontre 200 séquenes
ave un algorithme d'alignement loal, nous obtenons en fait 200 alignements dans les-
quels les strutures sont diérentes. Nous ne mesurons plus les "mauvais" sores pour
200 séquenes ontre une struture, mais pour 200 séquenes ontre n strutures, n
pouvant varier grandement. La statistique permettant de aluler le sore normalisé est
alors faussée.
An d'adapter la normalisation aux alignements loaux, nous pourrions utiliser la
struture b′ obtenue dans un alignement. Si des blos sont omis lors de l'alignement,
nous les enlevons de la struture b an d'obtenir la struture b′. Cette struture b′ est
ensuite alignée ave 200 séquenes aléatoires par un algorithme d'alignement global.
Ainsi, nous mesurons bien les "mauvais" sores de la struture b′. Cette proédure n'est
pas enore implémentée dans FROSTO à la rédation de e doument.
6.6 Ce qu'il faut retenir de e hapitre
Les alignements loaux pour la reonnaissane de repliements permettent les délétions
dans la struture alignée. Ces délétions permettent de déteter des similarités loales
qui ne pouvaient être détetées par un algorithme d'alignement global. Néanmoins, les
délétions dépendent omplètement de la fontion de sore et de la dénition des blos
utilisées. Ainsi, la fontion de sore 3D omet des blos à des positions où la fontion de
sore SSE les aligne. Il est don néessaire de développer des fontions de sore adaptées
aux alignements loaux et de trouver une dénition alternative des blos utilisés dans
FROSTO.
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Conlusion
Dans e travail de thèse, notre objetif était de proposer une méthode d'alignement
loal utilisant des informations pairées dans lequel les délétions sont possibles. À notre
onnaissane, un outil proposant e type d'alignement n'était pas disponible.
Basé sur les travaux d'Andonov et al. [4℄ et du logiiel FROST développé par Marin et
al. [44℄, nous avons développé le logiiel FROSTO qui permet de réaliser des alignements
loaux utilisant des informations pairées. Ces alignements étant indépendants les uns
des autres, nous avons parallélisé leurs exéutions omme présenté dans le hapitre 3
Pour réaliser es alignements loaux, nous avons formalisé le onept d'alignement
loal à l'aide d'un graphe d'alignement loal présenté dans le hapitre 4. Puis, nous
avons développé 5 modélisations des alignements loaux en programmation linéaire en
nombres entiers. Ces modèles ont été implémentés dans FROSTO à l'aide de la librairie
de fontions du logiiel CPLEX 10.0. Le premier modèle est appelé modèle ompat
(CM). Les modèles suivants sont appelés modèles étendus (EM1, EM2, EM3 et EM4).
Nous avons omparé es modèles en terme de temps de alul et de distane relative
à l'optimal. Les expérimentations montrent que EM3 est le modèle le plus n mais aussi
le plus long à résoudre. Par ontre, EM1 est le modèle le plus rapide et présente une
distane relative à l'optimal raisonnablement ne.
An de résoudre es modèles eaement, nous avons ensuite développé un algo-
rithme dédié basé sur une relaxation lagrangienne du modèle EM1 intégrée dans un
arbre de reherhe par séparationévaluation. Cet algorithme est présenté dans le ha-
pitre 5. Le problème relahé est résolu par une programmation dynamique dans laquelle
la valeur d'une ase peut être alulée de deux façons. La première est d'utiliser une
programmation dynamique loale (DP) et la deuxième est d'utiliser des tas binaires
(BH). La méthode DP est de omplexité quadratique alors que la méthode BH est de
omplexité linéaire. Les expérienes montrent qu'au premier n÷ud de l'arbre de re-
herhe, l'utilisation de BH permet de résoudre le problème relahé plus rapidement
qu'ave CPLEX ou ave DP. De plus, la distane relative à l'optimal de notre algo-
rithme, quelque soit l'option de alul, est plus ne que elle trouvé par CLPEX. En
partiulier, dans 74% des as, la solution optimale est trouvée au premier n÷ud par la
méthode DP (72% pour BH).
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Par ontre, si nous laissons l'algorithme parourir l'arbre de reherhe, nous ne trou-
vons pas la solution optimale en un temps raisonnable. Des réglages seront don nées-
saires an que notre algorithme onverge rapidement vers la solution optimale.
Enn, nous avons observé le omportement des alignements loaux sur des protéines.
Les expérienes montrent que des délétions ont bien lieu lors d'un alignement loal
utilisant des informations pairées. Néanmoins, si nous utilisons la fontion de sore 3D,
des délétions apparaissent à des positions où les strutures seondaires sont similaires.
Ce omportement illustre plusieurs soures d'améliorations possibles, en partiulier au
niveau de la dénition des blos struturaux et des fontions de sores.
FROST était un logiiel permettant de réaliser des alignements globaux en utilisant
deux fontions de sores (1D et 3D). FROSTO est un outil qui permet désormais tous les
types d'alignements (globaux, semi-globaux et loaux) sur trois fontions de sore (1D,
3D et SSE) utilisant des informations loales ou pairées. Nous pouvons don aligner une
grande struture sur une petite séquene an de mesurer des similarités loales. Grâe
à et outil, nous détetons des homologies lointaines qui ne sont pas détetables par des
méthodes d'alignements séqueneséquene. Tous les types d'alignements étant dispo-
nibles, la qualité de la détetion, 'est-à-dire la sensibilité et la spéiité de FROSTO,
sera onditionnée par la qualité des fontions de sores et une représentation des stru-
tures de protéines plus signiative. Notre outil pourra alors s'intégrer omme première
étape dans un proessus de prédition de la struture des protéines.
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Déteter des similarités et des homologies entre protéines est une étape ruiale du
proessus d'annotation des génomes. An de déteter des homologies, les alignements
de séquenes, globaux ou loaux, sont ouramment utilisés. Néanmoins, dans la "zone
d'ombre", nous devons utiliser les méthodes de reonnaissane de repliements pour dé-
teter des homologies. Dans e domaine, le problème du "Protein Threading" (PTP)
utilise des paramètres pairés pour aligner globalement une séquene de protéine ave une
struture de protéine. À notre onnaissane, il n'existe pas de méthode d'alignement lo-
al utilisant des paramètres pairés. À partir du PTP, nous proposons inq modélisations
mathématiques de es alignements loaux qui ont été implémentées et testées grâe au
logiiel CPLEX 10.0. Nous avons ensuite développé un algorithme dédié permettant de
résoudre un de es modèles. Cet algorithme utilise des tehniques onnues en reherhe
opérationnelle : la séparation-évaluation, la desente de sous-gradient et la relaxation
lagrangienne. Bien que les alignements loaux soient d'une plus grande omplexité, nous
montrons qu'ils sont réalisables et qu'ils améliorent la qualité des alignements.
Abstrat
Deteting similarities and homologies between proteins is a key step during the
annotation proess. To nd suh homologies, multiple sequene alignments are widely
used. These methods provide global to loal alignment features. Nevertheless, in the so
alled "Twilight Zone", one must relies on fold reognition methods to nd homologous
proteins. In this eld, the Protein Threading Problem (PTP) uses pairwise parameters
to globaly align a protein sequene with a protein struture. As far as we know, no loal
alignment method using pairwise parameters exists. Based on the PTP, we proposed
5 mathematial formulations of suh loal alignments. These formulations have been
implemented and tested with CPLEX 10.0 pakage. Then, we developed an eient
dediated algorithm to solve loal alignments. Our algorithm uses well-known tehniques
from Operational Researh : Branh & Bound, Subgradient Desent and Lagrangian
Relaxation. We show that, despite greater omplexity, loal alignments using pairwise
parameters are feasible and improve the quality of the alignments.
