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ABSTRACT 
Jordan forms of completions of partial Jordan matrices are studied. Our 
approach is based on an algorithm for constructing completions of a given partial 
Jordan matrix having prescribed eigenvalues and multiplicities. An upper bound 
is given for the number of entries that must be made nonzero to produce such 
completions. The algorithm is further interpreted in terms of the graph associated 
with a matrix. Some of the results are extended to a larger class of partial 
Hessenberg matrices. 
1. INTRODUCTION 
A partial matrix is a matrix in which some of the entries are given, 
or specified, and other entries are unspecified and considered as free inde- 
pendent variables (all matrices in this paper are over the field of complex 
numbers). A completion of a partial matrix is any complex matrix which is 
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obtained .by replacing the unspecified entries with complex numbers. A ma- 
trix completion problem is a problem of finding all completions of a given 
partial matrix with specific properties, or (a weaker problem) determining 
if such completions exist at all. 
Of particular interest are partial triangular matrices, i.e. partial matri- 
ces in which the upper triangular (including the main diagonal) is specified, 
and the strictly lower triangular part is unspecified. Various matrix com- 
pletion problems for partial triangular matrices have been studied in [l, 
3, 5, 6, 11, 121, including the problems concerning ranks, eigenvalues, Jor- 
dan forms, and singular values, as well as applications to controllability of 
linear systems. 
In this paper we continue this line of investigation, and study Jordan 
forms of completions of partial Jordan matrices, i.e. partial triangular 
matrices which turn into a Jordan form if all unspecified entries are replaced 
by zeros. For example, 
I 2ilOO ?2iOO  ?11 0 
? ? ?l 0 
? ? ? ? -1  
is a partial Jordan matrix; here and elsewhere in the paper, we denote the 
unspecified entries by question marks. For partial Jordan matrices, we ob- 
tain more detailed information concerning the Jordan structure of comple- 
tions and their properties, in contrast with earlier results on completions 
of more general partial triangular matrices. In particular, an algorithm 
is developed (see Section 3) for constructing a nilpotent completion of a 
nilpotent partial Jordan matrix. This approach allows us to find some ad- 
ditional properties of the nilpotent completions, such as an upper bound 
for the number of nonzero entries in the strictly lower triangular part, and 
arbitrary smallness (with respect to some norm) of this part. 
It turns out that the algorithm admits an interpretation in terms of the 
graph of a matrix, and constructs a comletion of a given partial Jordan 
matrix with specific graph-theoretic properties. In general, many problems 
concerning various connections between the Jordan structure of matrices 
and their graph have been studied recently; we mention here only [7, 81, the 
results of which are relevant to the above-mentioned graph-theoretic inter- 
pretation. 
We present our main results on completion of partial Jordan matrices 
in Section 2 (but some of their proofs are relegated to Section 3, because 
they are based on the algorithm developed in that section). Here, it is more 
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convenient to represent completions X of a partial Jordan matrix Y in the 
form 
X=A+T, 
where A is a Jordan form obtained from Y by specifying all unspecified 
entries to be zeros, and T is a strictly lower triangular matrix. A graph- 
theoretic interpretation is given in Section 4. Finally, in Section 5 we 
generalize some of the previous results on completions to a larger class of 
partial matrices, namely, partial Hessenberg matrices. 
Although we formulate our results for complex matrices (and some 
proofs do not easily generalize for matrices over arbitrary fields; for exam- 
ple, the proof of Lemma 2.1. is such), many results are valid for matrices 
over an arbitrary field, with exactly the same proofs. These are the results 
of Sections 3 and 5. 
We now recall a well-known and widely used concept of majorization 
(see, e.g., the book [lo]), in the form that will be used in this paper. 
Given two sequences of positive integers kr 2 . . . 2 k, and 41 > . . 2 qt, 
the sequence {ki}tr mujorizes the sequence {qi}iE1 (notation: {Ici}f=r + 
{4i}i=r) if s < t and the inequalities 
and the equality Cf=r ki = ci=, qi are valid. This concept will be applied 
also to infinite nonincreasing sequences {ki}z”,l, {qi}z1 of nonnegative 
integers with only a finite number of nonzero members. Finally, let there 
be given two (finite or infinite) sequences of nonnegative integers {ki}&, 
{4iL (s,t I ) 03 such that only a finite number of their members are 
positive. We say that { ki}i=1 majorizes {qi}i=l if {&}br + {&}br, where 
{ii}i=r is the nonincreasing sequence obtained by a suitable rearrangement 
of {ki}&, and similarly for {&}~=r. 
The sizes of the Jordan blocks in the Jordan form of a matrix X cor- 
responding to its eigenvalue Xc will be called (for the sake of brevity) the 
multiplicities of X corresponding to Xs. We denote by Jm(X) the m x m 
Jordan block with eigenvalue X. The block diagonal matrix with diagonal 
blocksM,...,I&isdenotedMr@...@A&. 
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2. JORDAN FORMS OF COMPLETIONS OF PARTIAL JORDAN 
MATRICES 
In this section we state our main results on completions of partial Jordan 
matrices (Theorems 2.2, 2.3, 2.4, 2.5). Theorems 2.2 and 2.5 are proved 
in this section; the proofs of Theorem 2.3 and Theorem 2.4 are based on 
the algorithm developed in the next section. We start with a preliminary 
lemma which will be used later on. 
Given an n x n matrix A, denote by a(A) the set of all n x n matrices 
X whose characteristic polynomial is equal to that of A (in other words, 
X has the same eigenvalues with the same algebraic multiplicity of every 
eigenvalue as A does). 
LEMMA 2.1. Let 
A=K1@...@Kp, (2.1) 
where Ki is a matrix with sole eigenvalue Xi,i = 1,. . . ,p. Assume X, # Xj 
for i # j. Let T be a strictly lower triangular matrix such that A + T E 
a(A), and partition 
BlJ 0 .‘. 0 
A+T= 
J32,1 B2,2 . . 0 
_ B P,l BP>2 . . . BP,, 
conformally with (2.1). Then Bi,i E a(Ki), i = 1,. . . ,p. 
Proof. Without loss of generality we can assume 
(24 
Let m x m be the size of K1 and of BI,~. Suppose that the eigenvalues of 
Bi,i are Xi + ~1,. . , X1 + w,. But 
trace B1.1 = trace K1 = mX1. 
2 w, = 0. 
i=l 
(2.3) 
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On the other hand, because of (2.2), 
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1x1 +w i IAll, i= l,...,m. (2.4) 
is easy see from and (2.4) wi = = 1,. . , Thus, the 
eigenvalue of is Xi m times). A + T E a(A), 
clearly Ai is not an eigenvalue of 
B2,2 0 ... 0 
B3,3 . ’ 0 
and, moreover, matrix (2.5) to o(K2 . CB Kp). Now an easy 
induction on p completes the proof. n 
THEOREM 2.2. Let A be n x n matrix in the Jordan form 
A=K1C3.*.@K,, (2.6) 
where Ki = J9,,i(Xi) @ ... CE JQF,,.(Xi), and where X1,. . . ,X, are distinct 
complex numbers. Assume ql,i > . . . > qr,,i(i = 1,. . . ,p). 
If there exists a strictly lower triangular matrix T such that A +- T E 
a(A) and A + T has multiplicities ICI,%, . . , ksi,i corresponding to &(i = 
l,...,p) then 
{hj,& F {4.&i& for i = l,...,p. (2.7) 
Conversely, assume that (2.7) holds. Then there exists a strictly lower 
triangular matrix T with the above properties. Moreover, any such matrix 
A + T, when partitioned conformally with (2.6) as 
A+T= 
B2,1 B2,2 . . 0 
(2.8) 
has the property that Xi is the only eigenvalue of Bi>i and its multiplicities 
are Icl,i, . . , ks%,i(l 5 i 5 P). 
For the case p = 1, Theorem 2.2 is a particular case of Theorem 4.1 
in [ll]. 
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Proof We start with the converse part. If p = 1, it is contained in 
Theorem 4.1 in [ll]. Therefore, the converse part of Theorem 2.2 follows 
from the case p = 1 by applying it to each diagonal block Ki. 
To prove the “if” part, first of all observe using Lemma 2.1 that if 
A + T E a(A) is given by (2.8), where T is strictly lower triangular, then 
Bi,i E a(K,)(i = 1,. . . , p). Now use the well-known fact that a block lower 
triangular matrix 
is similar to its block diagonal part B1,1 @. . @ BP,, provided the spectra 
of &,i,. . . , B,,, are disjoint. It follows that {kj,i},S>i (defined as the mul- 
tiplicities of A + T corresponding to Xi) are also the multiplicities of 
(fori=l,... , p). Now apply Theorem 4.1 in [ll] again. 
We can actually say much more about the matrix T from Theorem 
Bi,i 
n 
2.2: 
THEOREM 2.3. Let A be as in Theorem 2.2, and assume (2.7) holds. 
Let ni x ni be the size of Ki. Then for i = 1,. . , p there exists a set Ci of 
not more than ni - si positions in the strictly lower triangular part of an 
ni x ni matrix with the following property. Let 
T =TI @...@T,, 
where Ti is an ni x ni matrix with arbitrary nonzero entries in Ci and zero 
entries in all other positions; then AfT E a(A) and A+T has multiplicities 
h,i, . . . 7 k,,,i corresponding to Xi (i = 1, . . . , p). 
Observe that the set Ci depends on the sequence {kj,i}j=,. 
The proof of Theorem 2.3 will be given in the next section, as a by- 
product of an algorithm which gives a nilpotent completion with given 
multiplicities of a nilpotent Jordan matrix. 
In some cases the bound ni - si given by Theorem 2.3 of the sie of Ci is 
sharp; in other cases the bound is poor. This is illustrated in the following 
examples (where we take p = 1 and Xi = 0 in Theorem 2.3, and write kj, 
qj, and r for kj,l, qj,l, and ri respectively). 
EXAMPLE 2.1. Let q1 = . . = q,. = 1 (in other words, A = 0); kl = r. 
Then, clearly, any nilpotent strictly lower triangular matrix T having only 
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one Jordan block in its Jordan form must be of rankr - 1; and therefore, 
we need at least r - 1 = ni - si positions in T to be nonzero. Here the 
bound ni - si given by Theorem 2.3 is sharp. 
EXAMPLE 2.2. Let q1 = q2 = q3 = q4 = 4, q5 = 2; ICI = 13, kz = 5. 
Here ni - si = 16. However, only four nonzero entries in T are needed 
to produce a nilpotent matrix A + T with multiplicities 13, 5; namely, the 
entries (8, l), (12,5), (13,9), (18,14). 
More precise upper bounds on the necessary number of nonzero entries 
of T are given in Section 3. These depend on the information available 
after completing a previous step of the algorithm; this information is not 
readily available in terms of the original data, i.e. the sequences {kj,i}, 
{qj,i}. The following theorem follows at once from Theorem 3.2(ii) (stated 
and proved in the next section). 
THEOREM 2.4. Let A be as in Theorem 2.2, and assume (2.7) holds. 
Then for every E > 0 there exists a strictly lower triangular matrix T such 
that ]lTll < 6, A + T E cu(A), and A + T has multiplicities kl,i,. . . , k,*,i 
corresponding to Xi(i = 1,. . . ,p). 
In connection with Theorem 2.4 note that a full description of possible 
Jordan forms of small additive perturbations of a given matrix A is given 
in [9, 21. When specialized to the matrix A having the form in Theorem 
2.2, this description yields (2.7) as necessary and sufficient conditions for 
the Jordan forms of small additive perturbations of A having the same 
characteristic polynomial as A. However, the results of [9, 21 use arbitrary 
small perturbations of A, in contrast with Theorem 2.4, where only strictly 
lower triangular perturbations are allowed. 
We conclude this section with a statement concerning Jordan forms of 
completions of block diagonal matrices. 
THEOREM 2.5. Let 
where Ki is an ni x ni matrix with only eigenvalue Xi, and assume Xi # Xj 
for i # j. Then the Jordan form of a matrix of the form A + T, where T 
is an arbitrary lower triangular matrix such that A + T E a(A), coincides 
withthe JordanformA+(Tl@...@T,), where,fori=l,...,p,T,isa 
suitably chosen ni x ni matrix such that Ki + Ti E c*(Ki). 
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The proof follows immediately from Lemma 2.1. 
3. CONSTRUCTION OF NILPOTENT COMPLETIONS OF PARTIAL 
JORDAN MATRICES WITH GIVEN MULTIPLICITIES 
Theorem 2.2 shows what are the possible multiplicites of matrices of the 
form A+T, where A is a Jordan matrix and T is a strictly lower triangular 
matrix, provided A + T and A have the same characteristic polynomial. In 
this section we provide an algorithm for constructing a suitable T. This 
algorithm illuminates additional properties of T (besides mere existence) 
which will be pointed out later on, and leads to the proofs of Theorems 2.3 
and 2.4. 
It will suffice to consider the case when A is nilpotent: 
A = &(o) CB~~~CBJ~~(O). 
Indeed, the general case is reduced to the case of nilpotent matrix A by 
considering separately each set of Jordan blocks having the same eigenvalue 
(see proof of Theorem 2.2) 
We will need the following general lemma concerning majorization of 
sequences: 
LEMMA 3.1. Let {ki}61 and {qi}~=~ be two nonincreasing sequences 
of nonnegative integers such that 
{ki}~=l >- (4i)Ll. (3.1) 
Then there exists a nonincreasing sequence of nonnegative integers {Zi}~=~ 
such that 
{k}~=~ + {zi)~z~ + {%)I=~, (3.2) 
the numbers 6, defined by & = qi - zz(i = 2,. . . , r) are nonnegative, and 
z1 = kl. 
Observe that in general in this lemma one cannot take {zi}~=i = {qi}lzl 
or {Zi}L=i = {Ici}~==, to satisfy (3.2), as following example shows: One can 
take q1 = q2 = q3 = q4 = 3 and kl = 5, k2 = 4, kg = 2, k4 = 1. 
Proof. We use double induction: one induction is on r; then, for a 
fixed value of r, the second induction is on the difference ICI - 41. 
If q1 = k1, then we let zi = ICI and use the induction hypothesis for the 
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sequences 
defined by 
G = ki+l, G = qi+i (i=l,...,r-1). 
Thus assume q1 < kl. Let s be the smallest index such that 
eqi = kki. 
i=l i=l 
(3.3) 
Clearly, 1 < s 5 T. Let {g}i=i be defined by 
4^1=41+1; &=qs-1; ci = Ql (i # 1, i # S). 
The sequence {Q1z}zT,i is nonincreasing. Indeed, the only not immediately 
obvious inequality here is & 2 &+I, i.e. 
qs - 1 2 i&-+1. (3.4) 
To verify (3.4), first observe that 
gqi =eki, 
i=l i=l 
by the definition of s, and therefore qs > k,. Next, by (3.1) we also have 
S+l s+l 
Cqi I Cki, 
i=l i=l 
and therefore, [taking into account (3.3)] qs+l 5 ks+i. NOW 
4s - 1 L k, 2 ks+l 2 qs+l. 
It is obvious 
have 
and therefore 
t {qi}L=l. On the other hand, for m < s we 
Fni < gki, 
i=l i=l 
~$=l+~q,C~kt (mcs) 
z=l i=l a=1 
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in view of (3.1); while the inequalities 
&i&i (m>s) 
i=l i=l 
are evident, again by (3.1). It follows that 
It remains to apply the induction hypothesis for the sequences {ki}bl and 
{GX==1. n 
The following result is a particular case of Theorems 2.2 and 2.3. It is 
convenient for us to develop the algorithm for completions in the course of 
the proof of Theorem 3.2. 
THEOREM 3.2. Let 
A = Jql(0) @ . . . @ Jqr(0) (3.5) 
be an n x n Jordan matrix, where q1 > . ’ > qr. 
(9 
(ii) 
If {rCi}i=, is a nonincreasing sequence of positive integers such that 
{k)iz=l + {4i)f=l (3.6) 
(in particular s < r), then there exists a strictly lower triangular 
martix T such that 
A + T is nilpotent 
and kl,..., Ic, are the multiplicities of A + T. (3.7) 
Moreover, assuming that (3.6) holds, there is a set 5’ of positions in 
the lower triangular part of a matrix (which depends on A, {ki}$l, 
and {qi}L1) such that every matrix T having nonzero entries in the 
positions in S and zero entries elsewhere satisfies the properties (3.7). 
Proof. Induction on r. The case r = 1 is trivial (in this case one can 
take-T = 0). 
Assume that Theorem 3.2 is proved for nilpotent Jordan matrices hav- 
ing r - 1 Jordan blocks in their Jordan forms. We prove the theorem for 
the marix A given by (3.5). 
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We use the notation introduced in Lemma 3.1 and its proof. Let ri < 
. . . < r, be those indices among (2,. . . , T} for which 6, := q7, - 2,; > 0. 
Let Ni be the ordinal number of the first row (or column) in the block 
JTt (0). Consider the sequence of indices 
bJ1,...,Pkl) = {Nn,Nn+l ,..., Nn+s,-1,Nm-1)...) 
Nm-1 + &n-l -l,..., Ni ,..., Ni+&, -1,1,2 ,..., ql}. 
For a given n x n matrix X, we denote by X the (n - Ici) x (n - kl) matrix 
obtained from X by deleting its rows and columns indexed by pi, . . . , &. 
Now consider A^, which is a nilpotent Jordan matrix: 
A^= Jz,(0)@...@JZT(O). 
By Lemma 3.1 [see (3.2)] the induction hypothesis is applicable to A^; and 
so there exists a lower triangular Te such that A^+ Tc is nilpotent and has 
multiplicities kz, . . , k, 
We-now construct the n x n strictly lower triangular matrix T as fol- 
lows: T = To, and furthermore, in the rows and columns of T indexed by 
f’, .'.,b'kl all entries are zeros, except for the arbitrary nonzero entries in 
the positions (Ni + S,, -1,l),(Nz+S,-l,N~),...,(N,+S,-1,N,-l). 
Let ej be the n x 1 column vectors with 1 in the jth position and zeros 
elsewhere. It is not difficult to see that the vectors (Yiepl, 02epZ, . . . , akePk, 
form a Jordan chain of A + T, for a suitable choice of nonzero scalars 
%,...,Qkl, with the eigenvector criep,, and every chain ~1,. . , uk,(i = 
2 . . > s) can be naturally extended to a corresponding chain iii, . . , ?iki of 
thkmatrixA+T. HereG=(vi,..., v,) is a n&Ural extension of a vector 
u= (Ui,..., ~kl)ifVvi=~irwherevl<v2<..‘<Vn-_lc~and{l,...,n}= 
{h,...,Pk~) u {vl,... , &_k,}. It follows that the multiplicities of A + T 
are kl, . . , k,, as required. n 
The proof of Theorem 3.2 shows that at one step of the induction the 
number of nonzero entries in the lower triangular matrix T does not exceed 
the number of indices i(1 < i < r) such that qi > kz. 
PROOF OF THEOREM 2.3. We can assume i = 1 and Xi = 0. To 
simplify the notation we will omit the index i = 1. Proceed by induction on 
s. Ifs=l,thenCconsistsofr-1positions(q~+q2,1),(q1+q2+q3,q1+1), 
. . ., (ql +...+qr,ql +...+q,-ztl). In the general case, use the algorithm 
developed in the proof of Theorem 3.2 (we use the notation introduced in 
that proof as well). It shows that C consists of m 5 ICI - q1 positions in the 
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rows and columns indexed by pr, . . , ,okl, and of at most n - ki - (s - I) 
positions in other rows and columns [the number n - kr - (s - 1) is given 
by the induction hypothesis]. So the total number of positions in C is 
Icl + q1 + n - /cl - (s - 1) 5 n - s, 
and the proof is complete. n 
We conclude this section with the following example, which illustrates 
the algorithm developed in the proof of Theorem 3.2. 
EXAMPLE 3.1. Given a matrix A = 54(O) @ 53(O) CD 53(O) @ 53(O), 
we want to find a strictly lower triangular completion T such that the 
multiplicities of matrix A + T equal 6,5,1,1. 
Using the notation of Theorem 3.2, we have ~3 = z4 = 1, so 6,, = 1, 
6, = 1, and finally N2 = 11,Nl = 8; (PlrP2,P3,P4iP5,&) = (11,8,1,2, 
3,4). 
Following the algorithm, here we have to apply inductive hypothesis to 
the matrix A0 = 53(O) e&(O) @ Jz(O) to obtain A0 + To with multiplicities 
5,1,1. This step is rather easy: one can take To = {t;,k}, with only ti,4 = 
ti,l = 1 and t& = 0 elsewhere. 
We’ll also use the Jordan chains of A0 +To, which are {es, e4, ei, e2, ea}, 
(e5 - el), {e7 - e4). 
Now we define a matrix T = {ti,k} as follows: we put T^ = TO and add 
two more nonzero entries, namely tll,s = t8,1 = 1. It follows from the The- 
orem 3.2 that the multiplicities of the matrix A+T are 6,5,1,1. Moreover, 
all the Jordan chains of the matrix AtT are the vectors err, es, ei, e2, es, e4, 
which form a Jordan chain with eigenvector eir; and the chains {es,e4, 
ei, e2, es}, {es - er}, (e7 - e4) of the matrix A0 + TO, which can be ex- 
tended to the Jordan chains {ers - es,es - 2ei,es - 2e2,e6 - 2es, e? - 
2e4}, {eic - es}, {ers - es} of the matrix A + T. 
4. COMPLETIONS OF NILPOTENT JORDAN MATRICES AND 
THEIR GRAPHS 
In this section we study the nilpotent completions of a given partial 
Jordan matrix from the point of view of the corresponding graph; in partic- 
ular, we give a graph-theoretic interpretation to the completion algorithm 
described in Section 3. 
We start with some notation and preliminaries. Let A = [a~]&=~ be 
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an n x n matrix. The graph G(A) corresponding A is as the 
graph on set of (1, , n} such that there is a directed 
edge i -+ j in G(A) if and only if ai,j # 0. A matrix is called nonnegative 
if all its entries are nonnegative numbers. 
A path G(A) is any ordered selection of not necessarily disjoint vertices 
{il,..., ik) such that there is an edge from i, to i,+i (p=l,...,k-1); 
the number k is called the length of the path {ii,. .l ik}. Every one-vertex 
selection {i} (with or without an edge from i to itself) will be also called a 
path (of length one). If there is an edge ik + ir in a path {ir, .. . , ik}, then 
the path is called a cycle; a one-vertex path {i} is called a cycle if there is 
an edge from i to itself. 
EXAMPLE 4.1. The graph G(A) of the nilpotent Jordan matrix A = 
J,,(O) C3...Q3J4T(0) is 
rw---V.*. Y-h f-37... -v-h, . . . . f--v . ..\n 
1 2 3 41-r 41 a,+1 a,+2 a*-1 4 a,_,+1 u,.r+2 q-1 a, 
where aj = q1 + . . .+qj (j=l,...,?-). 
The following lemma is probably well known; we provide a short proof 
for completeness. 
LEMMA 4.1. 
(i) If G(A) has no paths of length p > 1, then Ap-’ = 0. 
(ii) If A is nonnegative, then the converse is also true, i.e., Ape1 = 
0, p > 1, implies that G(A) has no paths of length p. 
Proof. Let A = [ai,j]$l. For (i), observe that the (j, Ic) entry of Ap-l 
is a sum of terms of the form 
aj,klaklk2 , . . ak,,_lk. (4.1) 
Since G(A) has no paths of length p, all the terms (4.1) are zeros (because 
at least one of the factors is zero), and therefore Ap-’ = 0. 
Conversely, assume that A is nonnegative. Then all the terms (4.1) are 
nonnegative, and all Ape1 can be zero only if all the terms are zero, which 
in turn means that G(A) has no paths of length p. n 
Observe that if a diagonal entry ajj of A is nonzero, then G(A) has paths 
of arbitrary length Ic; namely {j, j, . . . , j} (k times). Thus, the hypothesis 
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in Lemma 4.1(i) that G(A) h as no paths of length p > 1 implies that all 
diagonal entries of A are zeros. 
It follows from Lemma 4.1 that a nonnegative nxn matrix A is nilpotent 
if and only if G(A) has no cycles [note that existence of cycles in G(A) is 
equivalent to existence of paths of arbitrary length]. 
By Lemma 4.1, any path in the graph corresponding to any nilpotent 
nonnegative matrix must consist of distinct vertices, or be a one-vertex 
path (necessary without an edge from the vertex to itself). 
Let A be a nilpotent nonnegative n x n matrix. A cower of G(A) is, by 
definition, a partition (1, . . , n} into disjoint sets VI, . . . , VP such that each 
Vj is a path (when the vertices of Vj are suitably ordered). The sequence 
formed by the cardinalities IV1 1, . . . , IV,1 of the sets VI, . . . , VP, respectively, 
ofthecover S={VI,... , VP} will be called the length sequence of S. 
We call the cover of a nilpotent nonnegative matrix A mmimal if it is 
constructed as follows: Choose a path Cr of maximal length in G(A); then 
choose a path Cz of maximal length in G(A)\Cl; and so on. If on the ith 
step we have several paths &,I,. . . , Xi,+; of maximal length, we choose for 
Ci the path among {Ci,j};~r for which there is a path in G(A)\@1 U . . . U 
Xi-1 u IQ) of maximal possible length. 
THEOREM 4.2. Let A be a nilpotent nonnegative n x n matrix. Then in 
the generic case (i.e., outside of an algebraic variety property contained in 
the set of nilpotent matrices), the multiplicities of A form a sequence that 
majorizes every sequence among the length sequences of all possible covers 
of G(A). 
Theorem 4.2 follows from Theorem 4.23 in [7]. Indeed, from Theorem 
4.23 in [7] it follows that in the generic case the sequence of multiplicities 
of A coincides with 7r (in the terminology of [7]). By its very definition, 7r 
majorizes every length sequence of G(A). 
The following example shows that all majorizations in Theorem 4.2 may 
be strict, i.e., the sequence of multiplicities of A need not be equal to the 
length sequence of any cover of G(A): 
EXAMPLE 4.2. Let 
-0 1 0 0 0 0 
001000 
000000 
000010 
010001 
-0 0 0 0 0 0 
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The graph G(A) is 
CQF6 
It has only one path of maximal length (equal to 4): {4,5,2,3}. How- 
ever, on taking out the vertices 4, 5, 2, and 3 out of the graph, the two 
remaining vertices are disjoint. So the only cover containing the path of 
length 4 gives rise to the length sequence {4,1,1}. But the multiplicities 
of the nilpotent matrix A are 4, 2. 
We now consider the graph-theoretic interpretation of the algorithm 
for completions of partial Jordan matrices given in the previous section. 
One step of the algorithm looks as follows on the grpah of A (we use 
the notation of the proof of Theorem 3.2, and assume for simplicity that 
(71,. ,T,} = (2,. . ,?-}): 
It turns out that the algorithm given in the previous section produces 
a completion whose multiplicities coincide with one length sequence of the 
corresponding graph: 
THEOREM 4.3. Let A and {ki}z=l be as in Theorem 3.2. Then there 
exists a strictly lower triangular nonnegative matrix T such that A + T, is 
nilpotent, ICI, . . . , k, are the multiplicities of AfT, and {kz}i==, is the length 
sequence corresponding to the maximal cover of G(A + T). Moreover, in 
the generic case {ki}tl majorizes evey length sequence of G(A + T). 
Proof. The last statement of the theorem follows from Theorem 4.2. 
The first statement will be proved by induction on s. Indeed, using the 
notation of the proof of Theorem 4.2, we construct a cover for G(A + T), 
starting with the vertices pi, . . , pkl, which form a path [when taken in an 
appropriate order; see (4.2)], and then applying the induction hypothesis 
to X. n 
In connection with Theorem 4.3 note that, generally speaking, there 
is no supremal length sequence of G(A) [i.e. that majorizes every other 
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length sequence of G(A)], w h ere A is a nilpotent nonnegative matrix. The 
same Example 4.2 illustrates this point; indeed, in this example there are 
two maximal (in the sense of majorization) length sequences: {4,1,1} and 
{3,3}, and therefore there is no supremal length sequence. 
5. COMPLETIONS OF PARTIAL HESSENBERG MATRICES 
Theorem 2.3 (when properly reformulated) can be extended to a larger 
class of partial triangular matrices. A partial triangular matrix is called 
partial Hessenberg if all its diagonals above the first superdiagonal are zeros. 
Clearly, every partial Jordan matrix is partial Hessenberg. The following 
matrix is partial Hessenberg but not partial Jordan: 
i 02 ? ? 1 -1 0 10’ 0  
? ? ? -1 i 
In this section we study nilpotent completions of partial Hessenberg 
matrices, and the Jordan forms of such completions. 
Let A be a partial Hessenberg n x n matrix, and let al,. . . , a,-1 be 
the first superdiagonal of A. If ai,, . . . , a+, are the zero entries on the 
first superdiagonal of A (il < . . < ir_l), we call the ordered sequence of 
numbers {qi = ii, q2 = i2 - il, . . ., qr = n - i,-1) the index sequence of A. 
Ifallaj (j =l,... , n - 1) are nonzero, we define the index of A to be equal 
to n. The following proposition is a particular case of results in [l, 111. 
PROPOSITION 5.1. Let A be a partial Hessenberg matrix with the index 
sequence 41,. . . , qr. 
(a) There exists a nilpotent completion of A if and only if 
bi,+l+...+bi,+l =0 for t=O,...,r-1, (5.1) 
where bl,... , b, is the diagonal of A, and where it = q1 + . . . + qt (by 
definition, ia = 0). 
(b) Assume that q1 2 .. 2 qT and that the condition (5.1) holds. Then 
there exists a nilpotent completion of A with multiplicities {kj},9,1 if 
and only if 
{kj)=l * {q&v (5.2) 
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The notion of the index sequence will be applied also to triangular 
Hessenberg matrices, i.e. matrices possibly having nonzero entries only on 
the main diagonal and on the first superdiagonal. 
We are now ready to state the extension of Theorem 2.3 for triangular 
Hessenberg matrices. For simplicity of notation the formulation will be 
given or completions having only one eigenvalue (which is assumed to be 
zero); the generalization to the case of many eigenvalues (as in Theorems 
2.2 and 2.3) is straightforward. 
THEOREM 5.2. Let A be a triangular Hessenberg n x n matrix with 
the index sequence q1 >_ . . . 2 qr, and assume that (5.1) holds. Then there 
exists a linearly independent set of strictly upper triangular n x n matri- 
ces XI,. . . , %(,-1)/2, and there exist numbers cl,. . . , cn(+.1)/2 with the 
following property: Given any sequence {k~}~=l of positive integers statis- 
fying (5.2), there is a set C c (1,. . . , n(n - 1)/2} of cardinality at most 
n - s such that for every strictly lower triangular matrix T satisfying the 
conditions 
trace(TX,) = ci, i @ C, 
trace(TXi) # ci, i E C, 
the matrix A i- T is nilpotent and has multiplicities {kj})3”==.. 
(5.3) 
Observe that the matrices X1, . . , X,(,-1),2 form a basis in the set of 
strictly upper triangular matrices. Using this fact, it is easy to check that 
the equalities trace(TXi) = 0 for i = 1,. . . , n(n - 1)/2, where T is a strictly 
lower triangular matrix, imply T = 0. It follows that given any sequence of 
n(n - 1)/2 numbers dl, . . , d,(,-_l)/z, there exists a unique strictly lower 
triangular T such that 
trace(TXi) = di, i = l,..., 
n(n - 1) 
2 
In particular, the system of equations and inequalities (5.3) is always con- 
sistent. 
In the special case when A is a Jordan matrix, the statement of Theorem 
2.3 is obtained from Theorem 5.2 by setting c, = 0 [i = 1,. . , n(n - 1)/2] 
and by letting {Xi} be the standard basis in the set of strictly upper 
triangular matrices, consisting of matrices each having only one nonzero 
entry, which is equal to 1. 
We emphasize that the set C may depend on {,$}:=1 (and on A, of 
course), while the matrices Xi and numbers Ci are chosen independently of 
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The proof of Theorem 5.2 will be obtained by reduction to Theorem 
2.3, using lower similarity. Two n x n partial triangular matrices B and C 
are called lower similar if there exists an invertible lower triangular matrix 
S such that C = S-‘BS. It is clear that lower similarity is an equivalence 
relation. Essentially the same relation was introduced in [l] to solve the 
eigenvalue completion problem, and was used in [ll] as well (in the papers 
[l, 111 it was assumed, in addition, that S has l’s on the main diagonal). A 
canonical form for partial triangular matrices under lower similarity is given 
in [4] (in the generic case). The crucial property of two lower similar partial 
triangular matrices B = [bi,j]&=, and C = [ci,j]zj=i is that the specified 
entries of B (namely, b,,j for i 5 j) do not depend on the unspecified entries 
of C (those ci,j for which i > j), and similarly, the specified entries of C 
are independent of the unspecified entries of B. In particular, the lower 
similarity provides a one-to-one correspondence between the completions 
of B and the completions of C. 
We need the following lemma. 
LEMMA 5.3. Let A be a partial Jordan matrix such that the corre- 
sponding Jordan form (obtained by specifying all the unspecified entries, 
i.e. those below the main diagonal, to be zeros) is 
AC, = Jql(0) CD...@ J&O). (5.4) 
Then a partial triangular matrix B is lower similar to A if and only if B 
is partial Hessenberg with the index sequence (41, : . . , q,.}, and the main 
diagonal bl, . . . , b, in B satisfies (5.1). 
Proof. Assume 
B = S-IAS (5.5) 
for some lower triangular invertible matrix S. Partition S conformally with 
the partition (5.4). 
Sl,J 0 . . . 0 
S2,l S&2 . . . 0 
s= . 1:: 11 . s ?,I ST,2 . sr9, 
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By (5.5) we obtain 
where B,,i is a partial triangular matrix whose upper 
285 
triangular part co- 
incides with the upper triangular part of S,Tz’J,, (0)s~. A straightforward 
computation of S,Tz’.J,, (O)Si,, shows that Bi,% is partial Hessenberg with 
the first superdiagonal entries sr’ss, s;lss,. . . , s&smr where ~1,. . . , s, 
are the diagonal entries of Si,, (we suppress the dependence of ~1,. . . , s, 
on i in the notation). Since trace J4i(0) = 0, we clearly have also trace 
B,,i = 0. Thus, B has the form as specified in Lemma 5.3. 
Conversely, let B be a partial Hessenberg matrix with (~1,. . . , qT} the 
index sequence, and with the main diagonal bl, . . . , b, satisfying (5.1). We 
have to prove that B is lower similar to A. In other words, we have to find 
an invertible lower triangular matrix S such that the matrices S-lAoS and 
B have the same upper triangular parts (including the main diagonal). By 
letting 
S=&@...$S,, 
where Si is qi x qi, we reduce the problem to the case r = 1. Write 
B= 
bl cl 0 . . 0 
? b2 c2 . 0 
. . . . . . 
? ? . . . bn-1 ~-1 
? ? . . . ? bn 
where by the hypotheses on B we have 
CjfO (j=l,...,n-l), bl + . . . + b, = 0. (5.6) 
We seek S in the form 
Xl 0 0 . . 0- 
21 52 0 . . 0 
S= 0 . . . . . . , 
-0 . . . G-2 0 G-1 0 
G-1 GL_ 
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then 
-1 
Xl 0 0 . . 0 
-1 
-z1x1 
-1 572 -1 X2 0 . 0 
s-1 = -22x2 -1 xg -1 x3 -1 . . 0 
* X,1 
(the entries below the first subdiagonal in S-l are immaterial). A compu- 
tation yields that the main diagonal of SIJ,(0)S is 
-1 
XT1X2> X2 X3,. . . , X,1p,, 
the first superdiagonal of SIJ,(0)S is 
-1 X,lZ]) -x,lz1 + x2 z2,..., -1 -X,_1Z,-1 +X,11&-1, --z;1gn-1, 
and all other superdiagonals of S-rJ,(O)S are zeros. Because of the con- 
ditions (5.6), the system of equations 
% = xJ1xj+] (j=l,...,n-l), 
bl = +z1, b2 = -x,‘q + xT1z2,. . 
b-1 = -X,A2Z,_2 +x,112,-l, 
b, = -x:,‘lzn_l 
has a solution xi,. . ,xn, ~1,. . . , z,_l with nonzero xi,. . . ,x,. 
PROOF OF THEOREM 5.2. The proof is reduced to Theorem 2.3 by 
applying a lower similarity transformation to the triangular Hessenberg 
matrix A, thereby reducing it to a Jordan matrix (which is possible by 
Lemma 5.3). In this reduction we use the following easily verifiable fact: 
if S is a lower triangular invertible matrix, and T is a strictly lower tri- 
angular matrix whose entries are independent variables, then every entry 
in Sdl(A + T)S is an affine combination (i.e. a linear combination plus a 
number) of the entries of T. Finally, observe that every linear functional 
p(T) on the set of strictly lower triangular matrices is given by the formula 
p(T) =‘trace(TX) f or some strictly upper triangular matrix X. W 
We thank D. Hershkowitz for several useful consultations concerning 
connections between the Jordan structure and the graph of a matrix. 
COMPLETIONS 
REFERENCES 
287 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
J. A. Ball, I. Gohberg, L. Rodman, and T. Shalom. On the eigenvalues 
of matrices with given upper triangular part, Integral Equations Operator 
Theory 13:488-497 (1990). 
H. der Boer and G. Ph. A. Thijsse, Semistability of sums of partial multi- 
plicities under additive perturbations, Integral Equations Operator Theory 
3:23-42 (1980). 
I. Gohberg, L. Rodman, T. Shalom, and H. Woerdeman, Bounds for eigenval- 
ues and singular values of completions of partial triangular matrices, Linear 
and A4ultilinear Algebra 33:233-250 (1993). 
I. Gohberg and S. Rubinstein, A classification of upper equivalent matrices: 
The generic case, Integral Equations Operator Theory 14:533-544 (1991). 
L. Gurvits, L. Rodman, and T. Shalom, Controllability and completion of 
partial upper triangular matrices over rings, Linear Algebra Appl. 172:135- 
149 (1992). 
L. Gurvits, L. Rodman, and T. Shalom. Controllability by completions of 
partial upper triangular matrices, Math. Control Signals Systems 6:30-40 
(1993). 
D. Hershkowitz, The relation between the Jordan structure of a matrix and 
its graph, Linear Algebra Appl. 184:55-69 (1992). 
D. Hershkowitz and H. Schneider, Path coverings of graphs and height char- 
acteristics of matrices, J. Combin. Theory Ser. I?. 59:172%187 (1993). 
A. S. Markus and E. E. Parilis, The change in the Jordan structure of a 
matrix under small perturbations, Linear Algebra Appl. 54:139-152 (1983). 
A. W. Marshall and I. Olkin, Theory of Majorization and its Applications, 
Academic, 1979. 
L. Rodman and T. Shalom, Jordan form of completions of partial upper 
triangular matrices, Linear Algebra Appl. 168:221-249 (1992). 
H. Woerdeman, Minimal rank completions for block matrices, Linear Algebra 
Appl. 121:105-122 (1989). 
Received 4 June 1993; jinal manuscript accepted 9 December 1993 
