Introduction
The Human Computer Interaction through virtual reality environments (VRE) assumes an intuitive and immersive feeling and an interaction with VRE very similar to the people interaction with the real world. The interaction interface design is in the most of cases "application dependent" and is influenced by the way the designer feels and perceives the things. In fact the people have a personal manner to accomplish it as in [1] , but it can be identified some simple and general operations that the people use when they interact with a VRE: exploring the scene, choosing an object, taking it and handling it. An interaction in a VRE is a task comprising navigation, selection of the objects, moving, rotating or releasing them. These elementary actions are included after Bowman architecture [2] in the following components of a gesture interface:
 Navigation -represents a set of actions allowing the user to explore the VRE or to search something in it;
 Selection -the user chooses an object or a group of objects from a scene;
 Manipulation -comprises pick-up an object, moving it, releasing it, positioning and/or orientating it.
Beside these components there is another one, the control of the VRE, which gives the possibility to the user to change the interaction mode or the state of the system.
In the following we consider a gestural interface, having the above mentioned components, designed and implemented based on the information acquired through image processing. This interface is an instrument allowing the interaction with VRE with no other input devices such as wiimote, data gloves or similar. Analyzing the input video stream the gestural interface will recognize the user's hand, its postures and movements, and will map them onto VRE. The movements and postures of the hand will provide information for the navigation, selection and manipulation tools. In order to control the virtual environment, the gesture depicted by the hand's trajectory must be recognized.
Another problem in the interaction with VRE concerns the necessity to connect the user's perception scale with the scale of interaction in VRE. This problem has been presented in [3] , where the designed space for multi-scale selection, manipulation and navigation was created in order to reduce the time and the movements made by the user. Reality-based User Interface System (RUIS) introduced in [4] allows users to model new interfaces in order to "touch" and "sense" the virtual objects, just like in real world. Other approaches are presented also in [5] and [6] .
In this paper we propose an interface for interacting with objects in a VRE, based on hand's postures recognition from a video stream. The interface has some specific tools for the selection and manipulation of virtual objects.
Gestural Interaction Interface
The overall architecture of an interaction interface that permits the interaction with a VRE through gestures made by the hand of a user is depicted in Fig.1 . One of the main components of this input interface is a module able to detect the hand in the scene [7] . This module is based on a binary pattern classifier of the objects identified in the scene.
Initially the scene is retrieved in the RGB space color. So as to attain more detailed information from it, the image is translated into HSV space color; the reason for this operation being the fact that the representation in this color space is much closer with the human eye perception. A pattern represents a region of an image and is described by Haar-like features [8] . The classifier will decide if the analyzed pattern represents a hand or not.
The pattern classifier is based on the AdaBoost algorithm that builds a strong pattern classifier as a linear combination of weak classifiers [9] . The patterns that pass through the whole chain of weak classifiers in the AdaBoost algorithm are tagged as being a hand.
The supervised training of this classifier consists in employing the AdaBoost algorithm with a training set of patterns representing images of various hands' posture, and images with different objects appearing in the scene (not hands). The training phase is finished when the resulted strong classifier has an acceptable error rate.
This classifier was included in the designed interaction interface and we built an application that allows the user to interact with a VRE in real-time constraints. The aim of the interface is to make possible the realtime interaction of a user with a VRE. But the real time implies some restrictions on the response time that requires a reduced execution time. In order to have a high computational speed, the detection component analyzes each frame obtained from the video device by using the pattern classifier until a hand is detected. Starting from the next frame, the hand detected area is being tracked using Camshift algorithm [10] , because the tracking is less time consuming than the detection algorithm. The tracking algorithm estimates for each pixel in the following frames the probability to be in the hand. The bounded tracked region is shifted to a new estimate location. Each time the shifted operation takes place, new values for tracked region size and orientation must be re-estimated (Fig. 2) . This calculation is made by selecting the scale and orientation that are best fit to the hand-probability pixels inside the new bounded location.
Finally, the hand must be included in the VRE as a virtual object representing the input tool (a virtual hand). The movement of the virtual hand in VRE is synchronized with the movement of the real user hand, detected by the classifier and then real-time tracked. In the developed module, when the hand effectuates a translation movement, the trajectory path of the tracked hand is represented by the coordinates of the start and end locations. For mapping the real hand coordinates onto the equivalent ones in VRE a bi-dimensional transformation vector is used.
The problem of distance perceived by the user in VRE isn't the goal of this work, therefore choosing a parameter for mapping the distance between the two environments is one to one pixel. The rotation and the orientation of the hand as specific problems for manipulation technique are presented in the next subsection.
The interface encapsulates modules for the coordination of the relevant actions across the virtual system. The bridge between the two environments, the real world and the VRE, is accomplished by virtual reality methods that compute the information acquired in the image processing stage.
Postures and gestures recognition
The user can select, grab, rotate, and release virtual objects through the selection and manipulation tools of a module based on hand posture recognition.
The module receives from the hand detection module the coordinates of the region containing a hand (imgROI) and calls the following the next function: A command in a virtual system may be a posture or a gesture. A posture may be extracted from a single frame, but a gesture is represented by the trajectory of a hand extracted from many frames. To recognize a specific gesture geometry is a more complex problem. Selecting good features and classification techniques for gesture recognition still represents a challenge, since the trajectory of the same shape may differ also by scaling, translating or rotating. Several recently techniques use for classifying gestures the Hidden Markov Model [11] or 1$ recognizer proposed by [12] .
In the designed, programmed and implemented application, the developed gesture recognition module allows user to define new types of gestures and modify or delete the old ones. Taken into account the dynamic behavior of the user, the HMM solution for gesture recognition is fully justified as in other recognition processes ( [13] , [14] (1) where (x t , y t ) are the palm center coordinates at time instant t, and T being the time length of gesture
12. let Λ= {λ 1 , λ 2 , …, λ M } be a set of HMM models which corresponds to gesture classes C 1 , C 2 , ... , C M 13. for i=1 to M do 14. *) compute the probability P(g| λ i ) that the gesture g is being generate by the model λ i .
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The procedure has three main stages: data processing and reducing (steps 1-9), feature extraction (steps 10-11), training (step 12) and recognition (steps [13] [14] [15] [16] [17] .
A gesture is a time-space shape obtained from the trajectory of the palm center. The class C k for gesture g may be determined in accordance with HMM method such as the probability that the gesture g is being generated by the model λ k is maximum.
Experimental results
The interface for interacting with VRE was programmed using specific modules for image processing from the OpenCV library and virtual reality modules from the OpenGL library.
Each tool of the gestural interface was evaluated by several experiments and the performance parameters were determined. It was tested and evaluated individually the hand detection classifier and the posture recognizer. The experimental data were captured during a task where some users were asked to perform hand movements in the front of the video camera and interact within the VRE displayed on the front desktop. The interaction were recorded on a movie and analyzed after experiment by the detection classifier and posture recognizer. In this approach the system would have to detect hand and recognize postures used by different people for selecting, manipulating, and releasing objects in VRE. Each class is afterwards evaluated, calculating the specificity, the sensitivity and the accuracy of recognition for each class. The hand detection classifier had the accuracy = 0.89, specificity = 0.96 and sensitivity = 0.75. Due to the fact that the working environment was a variant one, and it had a low cost video input device, the hand detection classifier performance wasn't high qualified.
The experiment involves three different types of posture for selecting, grabbing and releasing objects.
Varying the segmentation threshold in a certain interval, the accuracy for the posture recognition is illustrated in the Fig. 3 . The system accuracy is satisfactory for the released posture; in contrast some problems occur when we have to analyze the other two postures. The selection and the grabbing postures are very similar according to the features we choose. So, in these cases the recognizer for posture will mislead us to false positive selection posture instead of true positive grabbing posture. To skip this problem we propose several solutions for further development such as a combination between Hu moments with other features, like in [6] . The evaluation of the proposed method provides an average accuracy rate of about 0.70, with the maximum value for the release posture 0.95. Therefore the presented method is a primary way of dealing with posture recognition. Fast and easy to implement, our method still has its merits despite the fact that the accuracy is not comparable to other procedures described in current literature. The features which have been used are scaling, rotation and translation invariant and these did make possible to obtain a good performance in selection and manipulation virtual objects.
Considering that we want to control the system further, we have developed an instrument which allows recognizing the user's gesture. For each gesture we acquired 100 samples for the training set and another 10 samples for evaluation/test set.
The training step was performed just once, but the number of hidden states was varied for the HMM from N=4 until N=10. It was not experimented a greater number of hidden states because it was obtained a high edge for N=6, and after that the system performance was constant decreasing. The achieved performance was of 95.3% and is due to the fact that the chosen gestures work very well with the orientation feature.
Conclusions
The paper analyzes the problem of designing and implementing a gestural interface for interacting with VRE, centered on providing some specific tools for each of the interface component. In this aim it was designed, programmed and implemented an application able to detect and recognize postures of the hand and elementary gestures for interacting with VRE: selection, grabbing, release.
The proposed interaction techniques are dealing with video acquisition, image processing, pattern recognition, extraction of different types of information, and use of it in a more intuitive way. The accuracy, sensitivity, and specificity of the designed interface were evaluated in some experiments and the results are very good.
