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Abstract
We examine the problem of algebraic torus action linearity in the asso-
ciative setting. We prove the free algebra analogue of a classical theorem of
Bia lynicki-Birula, which establishes linearity of maximal torus action. We also
formulate and prove linearity theorems for specific classes of regular actions, as
well as provide a framework for construction of non-linearizable actions anal-
ogous to the one developed by Asanuma. The framework has applications to
the study of the associative cancellation conjecture.
1 Introduction
The group action linearity problem asks, generally speaking, whether any action of a
given algebraic group on an affine space is linear in some suitable coordinate system
(or, in other words, whether for any such action there exists an automorphism of the
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affine space such that it conjugates the action to a representation). This subject owes
its existence largely to the classical work of A. Bia lynicki-Birula [1], who considered
regular (i.e. by polynomial mappings) actions of the n-dimensional torus on the
affine space An (over algebraically closed ground field) and proved that any faithful
action is conjugate to a representation (or, as we sometimes say, linearizable). The
result of Bia lynicki-Birula had motivated the study of various analogous instances,
such as those that deal with actions of tori of dimension smaller than that of the affine
space, or, alternatively, linearity conjectures that arise when the torus is replaced by
a different sort of algebraic group. In particular, Bia lynicki-Birula himself [2] had
proved that any effective action of (n−1)-dimensional torus on An is linearizable, and
for a while it was believed [7] that the same was true for arbitrary torus and affine
space dimensions. Eventually, however, the negation of this generalized linearity
conjecture was established, with counter-examples due to Asanuma [9].
Evidently, to define a group action on the affine space is (modulo duality)
the same as to define an action on the affine coordinate algebra, which is just
K[x1, . . . , xn]. Various instances of the group action linearity problem therefore
admit algebraic formulations.
More recently, the linearity of effective torus actions has become a stepping stone
in the study of geometry of automorphism groups. In the paper [27], the following
result was obtained.
Theorem 1.1. Let K be algebraically closed, and let n ≥ 3. Then any Ind-variety
automorphism Φ of the Ind-group Aut(K[x1, . . . , xn]) is inner.
The notions of Ind-variety (or Ind-group in this context) and Ind-variety mor-
phism were introduced by Shafarevich [10]: an Ind-variety is the direct limit of a
system whose morphisms are closed embeddings. Automorphism groups of algebras
with polynomial identities, such as the (commutative) polynomial algebra and the
free associative algebra, are archetypal examples; the corresponding direct systems
of varieties consist of sets Aut≤N of automorphisms of total degree less or equal to a
fixed number, with the degree induced by the grading. The morphisms are inclusion
maps which are obviously closed embeddings.
Theorem 1.1 is proved by means of tame approximation (stemming from the main
result of [14]), with the following Proposition, originally due to E. Rips, constituting
one of the key results.
Proposition 1.2. Let K be algebraically closed and n ≥ 3 as above, and suppose
that Φ preserves the standard maximal torus action on the commutative polynomial
algebra1. Then Φ preserves all tame automorphisms.
The proof relies on the Bia lynicki-Birula theorem on the maximal torus action.
In a similar fashion, the paper [27] examines the Ind-group AutK〈x1, . . . , xn〉 of
automorphisms of the free associative algebra K〈x1, . . . , xn〉 in n variables, and es-
tablishes results completely analogous to Theorem 1.1 and Proposition 1.2. 2 In
accordance with that, the free associative analogue of the Bia lynicki-Birula theorem
was required.
Such an analogue is indeed valid, and we have established it in our previous
note [18] on the subject. We will provide the proof of this result in the sequel.
1That is, the action of the n-dimensional torus on the polynomial algebra K[x1, . . . , xn], which
is dual to the action on the affine space.
2The free associative case was amenable to the above approach when n > 3.
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Given the existence of a free algebra version of the Bia lynicki-Birula theorem,
one may inquire whether various other instances of the linearity problem (such as
the Bia lynicki-Birula theorem on the action of the (n − 1)-dimensional torus on
K[x1, . . . , xn]) can be studied. As it turns out, direct adaptation of proof tech-
niques from the commutative realm is sometimes possible. There are certain limi-
tations, however. For instance, Bia lynicki-Birula’s proof [2] of linearity of (n − 1)-
dimensional torus actions uses commutativity in an essential way. Nevertheless, a
neat workaround of that hurdle can be performed when n = 2, as we show in this
note. Also, a special class of torus actions (positive-root actions) turns out to be
linearizable. Finally, some of the proof techniques developed in the classical work of
Asanuma [9] admit free associative analogues; this will allow us to prove the exis-
tence of non-linearizable torus actions in positive characteristic, in complete analogy
with Asanuma’s work.
The case of positive-root torus actions on the free algebra is rather interesting,
in the sense that its analysis has deep connections with the Jacobian conjecture
(as well as its free associative version) and to various techniques native to general
algebra. In particular, we discuss a certain quite non-trivial approach to the problem
of invertibility of endomorphisms of the free algebra originated by A.V. Yagzhev
[34–37] (cf. also [21]). Yagzhev’s work is deep and highly non-trivial; a detailed
examination of the ideas of that work may prove extremely beneficial, especially in
view of its relation to the Jacobian conjecture. It is also of great interest in light of
the groundbreaking work of Y. Tsuchimoto [11–13].
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2 Actions of algebraic tori
In this section we recall basic definitions of the theory of torus actions, as formulated
by Bia lynicki-Birula [1, 3] and others (cf. [5]).
Let K be the ground field. Let I be a finite or a countable index set and let
Z = {zi : i ∈ I}
be the set of variables, which is sometimes referred to as the alphabet.
The free associative algebr FI(K) = K 〈Z〉 is the algebra generated by words in
the alphabet Z (as usually, word concatenation gives the multiplication of monomials
and extends linearly to define the multiplication in the algebra).
3
Any element of K 〈Z〉 can be written uniquely in the form
∞∑
k=0
∑
i1,...,ik∈I
ai1,i2,...,ikzi1zi2 . . . zik ,
where the coefficients ai1,i2,...,ik are elements of the field K and all but finitely many
of these elements are zero.
In our context, the alphabet Z is the same as the set of algebra generators,
therefore the terms ”monomial” and ”word” will be used interchangeably.
In the sequel, we employ the following short-hand notation for a free algebra
monomial. For an element z, its powers are defined intuitively. Any monomial
zi1zi2 . . . zik can then be written in a reduced form with subwords zz . . . z replaced
by powers.
We then write
zI = zi1j1z
i2
j2
. . . zikjk
where by I we mean an assignment of ik to jk in the word z
I . Sometimes we refer
to I as a multi-index, although the term is not entirely accurate. If I is such a
multi-index, its abosulte value |I| is defined as the sum i1 + · · ·+ ik.
For a field K, let K× = K\{0} denote the multiplicative group of its non-zero
elements viewed.
Definition 2.1. An n-dimensional algebraic K-torus is a group
Tn ≃ (K
×)n
(with obvious multiplication).
Denote by An the affine space of dimension n over K.
Definition 2.2. A (left, geometric) torus action is a morphism
σ : Tn × A
n → An.
that fulfills the usual axioms (identity and compatibility):
σ(1, x) = x, σ(t1, σ(t2, x)) = σ(t1t2, x).
The action σ is effective if for every t 6= 1 there is an element x ∈ An such
that σ(t, x) 6= x.
In [1], Bia lynicki-Birula proved the following two theorems, for K algebraically
closed.
Theorem 2.3. Any regular action of Tn on A
n has a fixed point.
Theorem 2.4. Any effective and regular action of Tn on A
n is a representation in
some coordinate system.
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The term ”regular” is to be understood here as in the algebro-geometric context
of regular function (Bia lynicki-Birula also considered birational actions).
In the following section (dedicated to the proof of the free algebra version of
Theorems 2.3 and 2.4), the ground field is algebraically closed.
As was mentioned in the introduction, an algebraic group action on An is the
same as the corresponding action by automorphisms on the algebra
K[x1, . . . , xn]
of coordinate functions. In other words, it is a group homomorphism
σ : Tn → AutK[x1, . . . , xn].
An action is effective if and only if Ker σ = {1}.
The polynomial algebra is a quotient of the free associative algebra
Fn = K〈z1, . . . , zn〉
by the commutator ideal I (it is the two-sided ideal generated by all elements of
the form fg − gf). The definition of torus action on the free algebra is thus purely
algebraic.
In this short note we establish the free algebra version of the Bia lynicki-Birula
theorem. The latter is formulated as follows.
Theorem 2.5. Suppose given an action σ of the algebraic n-torus Tn on the free
algebra Fn. If σ is effective, then it is linearizable.
The linearity (or linearization) problem, as it has become known since Kam-
bayashi, asks whether all (effective, regular) actions of a given type of algebraic
groups on the affine space of given dimension are conjugate to representations. Ac-
cording to Theorem 2.5, the linearization problem extends to the noncommutative
category. Several known results concerning the (commutative) linearization problem
are summarized below.
1. Any effective regular torus action on A2 is linearizable (Gutwirth [4]).
2. Any effective regular torus action on An has a fixed point (Bia lynicki-Birula
[1]).
3. Any effective regular action of Tn−1 on A
n is linearizable (Bia lynicki-Birula [2]).
4. Any (effective, regular) one-dimensional torus action (i.e., action of K×) on A3
is linearizable (Koras and Russell [8]).
5. If the ground field is not algebraically closed, then a torus action on An need
not be linearizable. In [9], Asanuma proved that over any field K, if there
exists a non-rectifiable closed embedding from Am into An, then there exist
non-linearizable effective actions of (K×)r on A1+n+m for 1 ≤ r ≤ 1 +m.
6. When K is infinite and has positive characteristic, there are examples of non-
linearizable torus actions on An (Asanuma [9]).
Remark 2.6. A closed embedding ι : Am → An is said to be rectifiable if it is
conjugate to a linear embedding by an automorphism of An.
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As can be inferred from the review above, the context of the linearization problem
is rather broad, even in the case of torus actions. The regulating parameters are the
dimensions of the torus and the affine space. This situation is due to the fact that
the general form of the linearization conjecture (i.e., the conjecture that states that
any effective regular torus action on any affine space is linearizable) has a negative
answer.
Transition to the noncommutative geometry presents the inquirer with an even
broader context: one now may vary the dimensions as well as impose restrictions
on the action in the form of preservation of the PI-identities. Caution is well ad-
vised. Some of the results are generalized in a straightforward manner – the proof
in the next section being the typical example, others require more subtlety and ef-
fort. Of some note to us, given our ongoing work in deformation quantization (see,
for instance, [19]) is the following instance of the linearization problem, which we
formulate as a conjecture.
Conjecture 2.7. For n ≥ 1, let Pn denote the commutative Poisson algebra, i.e.
the polynomial algebra
K[z1, . . . , z2n]
equipped with the Poisson bracket defined by
{zi, zj} = δi,n+j − δi+n,j.
Then any effective regular action of Tn by automorphisms of Pn is linearizable.
A version of Theorem 1.1 for the commutative Poisson algebra is a conjecture of
significant interest. It turns out that the algebra Pn admits a certain augmentation
by central variables which distort the Poisson structure, such that the automorphism
group of the resulting algebra admits the property of Theorem 1.1. The case is
studied in the paper [28].
3 Maximal torus action on the free algebra
In this section, we provide proof to the free algebra version (Theorem 2.5) of the
Bia lynicki-Birula theorem [1].
The proof proceeds along the lines of the original commutative case proof of
Bia lynicki-Birula.
If σ is the effective action of Theorem 2.5, then for each t ∈ Tn the automorphism
σ(t) : Fn → Fn
is given by the n-tuple of images of the generators z1, . . . , zn of the free algebra:
(f1(t, z1, . . . , zn), . . . , fn(t, z1, . . . , zn)).
Each of the f1, . . . , fn is a polynomial in the free variables.
Lemma 3.1. There is a translation of the free generators
(z1, . . . , zn)→ (z1 − c1, . . . , zn − cn), (ci ∈ K)
such that (for all t ∈ Tn) the polynomials fi(t, z1 − c1, . . . , zn − cn) have zero free
part.
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Proof. This is a direct corollary of Theorem 2.3. Indeed, any action σ on the free
algebra induces, by taking the canonical projection with respect to the commutator
ideal I, an action σ¯ on the commutative algebra K[x1, . . . , xn]. If σ is regular, then
so is σ¯. By Theorem 2.3, σ¯ (or rather, its geometric counterpart) has a fixed point,
therefore the images of commutative generators xi under σ¯(t) (for every t) will be
polynomials with trivial degree-zero part. Consequently, the same will hold for
σ.
We may then suppose, without loss of generality, that the polynomials fi have
the form
fi(t, z1, . . . , zn) =
n∑
j=1
aij(t)zj +
n∑
j,l=1
aijl(t)zjzl +
N∑
k=3
∑
J,|J |=k
ai,J(t)z
J
where by zJ we denote, as in the introduction, a particular monomial
zk1i1 z
k2
i2
. . .
(a word in the alphabet {z1, . . . , zn} in the reduced notation; J is the multi-index
in the sense described above); also, N is the degree of the automorphism (which is
finite) and aij , aijl, . . . are polynomials in t1, . . . , tn.
As σt is an automorphism, the matrix [aij ] that determines the linear part is
non-singular. Therefore, without loss of generality we may assume it to be diagonal
(just as in the commutative case [1]) of the form
diag(tm111 . . . t
m1n
n , . . . , t
mn1
1 . . . t
mnn
n ).
Now, just as in [1], we have the following
Lemma 3.2. The power matrix [mij ] is non-singular.
Proof. Consider a linear action τ defined by
τ(t) : (z1, . . . , zn) 7→ (t
m11
1 . . . t
m1n
n z1, . . . , t
mn1
1 . . . t
mnn
n zn), (t1, . . . , tn) ∈ Tn.
If T1 ⊂ Tn is any one-dimensional torus, the restriction of τ to T1 is non-trivial.
Indeed, were it to happen that for some T1,
τ(t)z = z, t ∈ T1, (z = (z1, . . . , zn))
then our initial action σ, whose linear part is represented by τ , would be identity
modulo terms of degree > 1:
σ(t)(zi) = zi +
∑
j,l
aijl(t)zjzl + · · · .
Now, equality σ(t2)(z) = σ(t)(σ(t)(z)) implies
σ(t)(σ(t)(zi)) = σ(t)
(
zi +
∑
jl
aijl(t)zjzl + · · ·
)
= zi +
∑
jl
aijl(t)zjzl +
∑
jl
aijl(t)(zj +
∑
km
ajkm(t)zkzm + · · · )
(zl +
∑
k′m′
alk′m′(t)zk′zm′ + · · · ) + · · ·
= zi +
∑
jl
aijl(t
2)zjzl + · · ·
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which means that
2aijl(t) = aijl(t
2)
and therefore aijl(t) = 0. The coefficients of the higher-degree terms are processed
by induction (on the total degree of the monomial). Thus
σ(t)(z) = z, t ∈ T1
which is a contradiction since σ is effective. Finally, if [mij ] were singular, then
one would easily find a one-dimensional torus such that the restriction of τ were
trivial.
Consider the action
ϕ(t) = τ(t−1) ◦ σ(t).
The images under ϕ(t) are
(g1(z, t), . . . , gn(z, t)), (t = (t1, . . . , tn))
with
gi(z, t) =
∑
gi,m1...mn(z)t
m1
1 . . . t
mn
n , m1, . . . , mn ∈ Z.
Define Gi(z) = gi,0...0(z) and consider the map β : Fn → Fn,
β : (z1, . . . , zn) 7→ (G1(z), . . . , Gn(z)).
Lemma 3.3. β ∈ AutFn and
β = τ(t−1) ◦ β ◦ σ(t).
Proof. This lemma mirrors the final part in the proof in [1]. The conjugation is
straightforward, since for every s, t ∈ Tn one has
ϕ(st) = τ(t−1s−1) ◦ σ(st) = τ(t−1) ◦ τ(s−1) ◦ σ(s) ◦ σ(t) = τ(t−1) ◦ ϕ(s) ◦ σ(t).
Denote by Fˆn the power series completion of the free algebra Fn, and let σˆ,
τˆ and βˆ denote the endomorphisms of the power series algebra induced by corre-
sponding morphisms of Fn. The endomorphisms σˆ, τˆ , βˆ come from (polynomial)
automorphisms and therefore are invertible.
Let
βˆ−1(zi) ≡ Bi(z) =
∑
J
bi,Jz
J
(just as before, zJ is the monomial with multi-index J). Then
βˆ ◦ τˆ (t) ◦ βˆ−1(zi) = Bi(t
m11
1 . . . t
m1n
n G1(z), . . . , t
mn1
1 . . . t
mnn
n Gn(z)).
Now, from the conjugation property we must have
βˆ = σˆ(t−1) ◦ βˆ ◦ τˆ (t),
therefore σˆ(t) = βˆ ◦ τˆ (t) ◦ βˆ−1 and
σˆ(t)(zi) =
∑
J
bi,J(t
m11
1 . . . t
m1n
n )
j1 . . . (tmn11 . . . t
mnn
n )
jnG(z)J ;
8
here the notation G(z)J stands for a word in Gi(z) with multi-index J , while the
exponents j1, . . . , jn count how many times a given index appears in J (or, equiva-
lently, how many times a given generator zi appears in the word z
J ).
Therefore, the coefficient of σˆ(t)(zi) at z
J has the form
bi,J(t
m11
1 . . . t
m1n
n )
j1 . . . (tmn11 . . . t
mnn
n )
jn + S
with S a finite sum of monomials of the form
cL(t
m11
1 . . . t
m1n
n )
l1 . . . (tmn11 . . . t
mnn
n )
ln
with (j1, . . . , jn) 6= (l1, . . . , ln). Since the power matrix [mij ] is non-singular, if
bi, J 6= 0, we can find a t ∈ Tn such that the coefficient is not zero. Since σ is an
algebraic action, the degree
sup
t
deg(σˆ)
is a finite integer N . With the previous statement, this implies that
bi,J = 0, whenever |J | > N.
Therefore, Bi(z) are polynomials in the free variables. What remains is to notice
that
zi = Bi(G1(z), . . . , Gn(z)).
Thus β is an automorphism.
From Lemma 3.3 it follows that
τ(t) = β−1 ◦ σ(t) ◦ β
which is the linearization of σ. Theorem 2.5 is proved.
4 Action of K× on K〈z1, z2〉
The proof of linearity property in the case of maximal torus action on the free
algebra is obtained from the original proof of Bia lynicki-Birula in a straightforward
manner. Having done that, one could try to prove the free version of the other result
of Bia lynicki-Birula, [2], on the linearity of the action of Tn−1. However, taking that
path, one quickly runs into trouble. It is nonetheless possible that the free analogue
of the main result of [2] exists. We have then the following conjecture.
Conjecture 4.1. Any effective regular action of Tn−1 on the free algebra Fn(K) is
linearizable, provided that K is algebraically closed.
Despite the lack of an attack strategy on Conjecture 4.1, something can be
done right away. Namely, we can prove Conjecture 4.1 for the exceptional case
n = 2 as a corollary to the original Bia lynicki-Birula theorem [2]. The case n =
2 is exceptional thanks to the isomorphism between the automorphism groups of
K[x1, x2] andK〈z1, z2〉 – a result due to Makar-Limanov [15] (see also [16]). Precisely,
we have the following.
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Theorem 4.2 (Makar-Limanov, [15]). Let K be a field. Then the homomorphism
Φ : AutK〈z1, z2〉 → AutK[x1, x2]
induced by abelianization (i.e. for an automorphism ϕ ∈ AutK〈z1, z2〉, the polyno-
mials Φ(ϕ)(xi) that define the image under Φ are images of ϕ(zi) under the projec-
tion map K〈z1, z2〉 → K〈z1, z2〉/I, I is the commutator ideal) is an isomorphism.
Remark 4.3. The inverse Θ to the isomorphism Φ is called the lifting map.
As a corollary of Makar-Limanov’s theorem, we immediately get the following
lemma.
Lemma 4.4. 1. Let ϕ be an automorphism of the free algebra K〈z1, z2〉 defined by
(z1, z2) 7→ (z1 + f(z1, z2), z2).
If f is non-zero, then f cannot be an element of the commutator ideal.
2. Let ϕ be an automorphism of the free algebra K〈z1, z2〉 defined by
(z1, z2) 7→ (z1 + f(z1, z2), z2 + g(z1, z2)).
Suppose that both f and g are not zero. Then it is impossible for both f and g to be
(simultaneously) elements of the commutator ideal.
Proof. 1. Indeed, if f 6= 0 and f ∈ I, then the identity automorphism of K[x1, x2]
has two distinct pre-images under the map Φ – namely the identity automorphism
of the free algebra and the automorphism ϕ, which contradicts Theorem 4.2.
2. Again, if both f and g were in the commutator ideal, then the identity
automorphism of the commutative polynomial algebra would have had two distinct
pre-images under the map Φ – namely ϕ and the identity automorphism of the free
algebra, in contradiction with Theorem 4.2.
We are now able to prove the main theorem of this section.
Theorem 4.5. Let K be algebraically closed. Any effective regular action of (the
one-dimensional torus) K× on the free algebra K〈z1, z2〉 is linearizable.
Proof. We first show that an effective action
σ : K× → AutK〈z1, z2〉
maps under Φ to an effective action. Indeed, suppose that Φ ◦ σ is not effective;
then there is a non-trivial element λ in KerΦ ◦ σ. As Φ is an isomorphism, we must
have σ(λ) = Id, which is a contradiction to σ being effective.
The rest of the proof is straightforward. Given an effective regular action σ, we
map it to an action σ¯ (whose associated group homomorphism is given by Φ ◦ σ)
which is effective. The action σ¯ fulfills the conditions of the Bia lynicki-Birula’s
theorem [2]; therefore, there exists an automorphism β ∈ AutK[x1, x2] such that
β−1 ◦ σ¯(λ) ◦ β
is a linear map for every λ ∈ K×. The lifted automorphism
βˆ = Θ(β) (= Φ−1(β))
is the conjugation map for σ. Indeed, if
βˆ−1 ◦ σ(λ) ◦ βˆ
is not linear for some λ, then its higher-degree terms must be polynomials (either
both non-zero or one zero and one non-zero) in the commutator ideal (because the
abelianization Φ is one-to-one and maps this automorphism to a linear change of
commuting variables), which contradicts one of the two parts of Lemma 4.4.
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5 Positive-root torus actions
As was mentioned in the introduction, direct adaptation of proofs in the commuta-
tive category to the free associative case (as well as other associative algebras) has
its limitations. Nevertheless, sometimes imposition of additional assumptions paves
the way for a novel proof.
In this section, we consider positive-root torus actions and prove the linearity
property analogous to the Bia lynicki-Birula theorem. The assumption on the actions
turns out to be strong enough for the linearization to be achieved regardless of the
torus’s dimension. We employ the notion of generic matrices and use reduction to
generic matrices, which amounts to inducing (commutative) polynomial mappings
and positive-root torus actions on the commutative polynomial algebras, whose
linearization may be used to arrive at linearity of the initial action.
We discuss two approaches. In both of those the candidate for the conjugation
mapping is given by the eigenstate endomorphism defined below – the two methods
differ somewhat in the way they establish invertibility. The first approach associates
to the hypothesised conjugation mapping φ a submodule of the free bimodule of
Ka¨hler differentials of the free algebra, after which certain tools from general algebra
are used to demonstrate that this submodule coincides with the entire bimodule.
In the second approach, a deep result of Yagzhev on rational invertibility of free
algebra endomorphisms is employed, while polynomial invertibility of a rationally
invertible map whose reductions to generic matrices are polynomially invertible is
established along the lines of [34] and [36].
5.1 Reduction to generic matrices
Given an action φ of r-dimensional torus Tr on the (commutative) polynomial al-
gebra, denote by φ1 its linear part, i.e. the mapping constructed from degree one
components of the images φ(T1, . . . , Tr, xi). If the action is regular, then the eigen-
values of φ1 are
λi =
∏
j
T
kij
j
with kij integers.
Definition 5.1. The action φ has positive roots, if all kij are positive integers.
The positive-root actions were studied in [6,7] (under a slightly different name).
In particular, the following theorem is a consequence of [7].
Theorem 5.2. Any (effective, regular) positive-root action of Tr on K[x1, . . . , xn]
is linearizable.
In order to prove the free associative version of this theorem, we devise a way
to reduce the positive-root case to the commutative one. To that end, we introduce
the generic matrices and induce the action on the rings of coefficients.
Definition 5.3. If A is an associative K-algebra, then a two-sided ideal I of A is
called a totally invariant ideal, or T -ideal, if it is stable under all K-algebra endo-
morphisms of A.
Definition 5.4. A generic n by n matrix [21], [22] is a matrix
11
[
x11 x12 . . . x1n
. . . . . . . . . . . .
xn1 xn2 . . . xnn
]
whose entries are mutually commuting indeterminates xij. The K-algebra of n× n
generic matrices of order m is the algebra generated over K by m distinct associative
generic n by n matrices. It is a subalgebra in the algebra
Mn(K[{x
(1)
ij }, . . . , {x
(m)
ij }])
of matrices with entries polynomial in x
(k)
ij , 1 ≤ i, j ≤ n, 1 ≤ k ≤ m.
Remark 5.5. The algebra of generic matrices is a basic object in the study of
the polynomial identities and invariants of n × n matrices. Various aspects of the
framework can be found in [21, 22] and [33]. The connection with the Jacobian
conjecture is due to Yagzhev [34, 35]. In [29, 30], the free associative analog of the
Jacobian conjecture was studied, and a criterion was formulated and proved.
Let h be an endomorphism of the free associative algebra Fn (over n generators),
and let In be the T -ideal of the algebra of generic matrices of order n. Then we have
h(In) ⊆ In for all n by definition of In. Hence h induces an endomorphism hIn of
Fn modulo In. If h is invertible, then hIn is invertible, but the converse is not true.
For proof cf. [21].
Now, consider h to be an element of the group of transformations ∆n ⊂ EndK(Fn)
defined by the requirement that its elements have invertible Jacobian and h(zi) =
αizi + ϕi(z1, · · · , zi−1) for αi ∈ K
× with ϕi polynomial of order at least 2.
In [29, 30, 33], it has been shown that the invertibility of the Jacobian implies
invertibility of the mapping h. See also [21] for an exposition.
Our argument is based on the aforementioned techniques and proceeds as fol-
lows. We need to demonstrate that the endomorphism of the free algebra sending
the generators to the eigenvectors of the positive-root action is an automorphism
(and thus the desired linearizing coordinate change). To that end, we, expanding
upon the ideas of Yagzhev [34,35] (again, see also the exposition in [21]), induce the
endomorphism of the algebra of n generic N by N matrices (for arbitrary N). This
in turn induces an endomorphism on the ring of coefficients, which is the commu-
tative polynomial algebra over nN2 variables. The induced mapping corresponds
to a positive-root torus action on the commutative algebra, and by Theorem 5.2 is
linearizable by the eigenvector map. Therefore, the induced mappings themselves
are automorphisms. This implies (a non-trivial fact that utilizes certain techniques
from general algebra) that the Jacobian of the initial endomorphism is invertible,
which together with the free associative Jacobian conjecture, proved in ( [29,30,33]),
shows invertibility of the initial endomorphism.
More precisely, we have the following.
Theorem 5.6. Let σ : Tr × Fn → Fn be a regular torus action with positive roots.
Then it is linearizable.
To demonstrate that, consider the eigenstate mapping
xi 7→ vi
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corresponding to the positive-root torus action (it comes from the linear part of the
action). It induces an endomorphism
φ : xi 7→ vi(xi)
of the free algebra Fn.
By replacing x1, . . . , xn by N ×N generic matrices and passing to the coefficient
algebras, we construct a polynomial mapping
Φ(N) : A
nN2
K
→ AnN
2
K
.
Here one could use a theorem of Formanek, Halpin and Li (referenced in [22]), which
states that for G the ring of N ×N generic matrices as a subring of R =Mn(K[x
k
ij ])
generated by the generic matrices, we have
G/[G,G] = O(AnN
2
K
)
the polynomial ring in nN2 variables.
Therefore, the mapping φ induces, for each N , an endomorphism
φN : O(A
nN2
K
)→ O(AnN
2
K
)
of the polynomial algebra.
This mapping corresponds to a positive-root torus action on the commutative
polynomial algebra. By Theorem 5.2, it is invertible and corresponds to action
linearization.
In order to go back to the invertibility of the initial map, we need to make precise
the notion of the Jacobian of an endomorphism of Fn. We proceed along the lines
of [30].
Let Fn be the free associative K-algebra. Recall that the universal K-derivation
is a morphism
δ : Fn → ΩFn/K
from Fn to an Fn-Fn-bimodule which is K-linear, satisfies the Leibnitz law and is
universal with respect to these properties. The bimodule ΩFn/K is called the module
of (Ka¨hler) differentials of Fn. If x1, . . . , xn is the set of generators of Fn, then the
bimodule of differentials is given by the direct sum
⊕ni=1Fnδ(xi)Fn,
with
Fnδ(xi)Fn ≃ Fn ⊗K Fn
(the latter bimodule isomorphism is given by δ(xi) → 1 ⊗ 1). The bimodule ΩFn/K
is isomorphic to the kernel of the map
Fn ⊗ Fn → Fn, a⊗ b 7→ ab
by means of the identification δ(a) = a⊗ 1− 1⊗ a for all a ∈ Fn.
The Fn-Fn-bimodule Fn ⊗ Fn can be turned into a K-algebra by defining the
multiplication
(a⊗ b)(c⊗ d) = ac⊗ db
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on simple tensors and extending by linearity. The resulting algebra is denoted by F en
and is called the enveloping algebra of Fn. The free algebra Fn carries a structure
of a left F en-module given by
(a⊗ b)c = acb.
The multiplication map F en → Fn is an F
e
n-module homomorphism, which means
that ΩFn/K is a left ideal of F
e
n with free left F
e
n-module basis {δ(x1), . . . , δ(xn)}.
The image δ(a) of every element a ∈ Fn can therefore be uniquely written as an
F en-linear combination of δ(xi). We denote it by
δ(a) =
n∑
i=1
∂a
∂xi
δ(xi).
The projection maps
ΩFn/K → Fnδ(xi)Fn ≃ Fn ⊗ Fn
are left F en-linear, from which it follows that the maps
∂
∂xi
: Fn → Fn ⊗ Fn
are K-derivations defined by
∂xi
∂xj
= δij ⊗ 1.
Let Mn(F
e
n) denote the ring of n by n matrices with entries in F
e
n . For an
endomorphism φ : Fn → Fn, define its Jacobian matrix as
J(φ) =
[
∂φ(xi)
∂xj
]
∈Mn(F
e
n).
Every endomorphism φ gives rise to a submodule of ΩFn/K spanned by the images
δ(φ(xi)). We denote this module by M(φ).
The following main conjecture is now stated.
Conjecture 5.7. There exists a partial order on words in the module M(φ) such
that M(φ) admits a finite Gro¨bner basis, whose leading terms are of total length
≤ 2 deg(φ).
A somewhat more general situation can be considered. Let Fn,k denote the k-th
tensor power of Fn and let M be a finitely generated free Fn,k–Fn,k bimodule.
Conjecture 5.8. If L is a submodule of M, then L admits a finite Gro¨bner basis.
The statement above allows one, by passing to the algebra of generic matrices
sufficiently large size N , to obtain the invertibility of the Jacobian matrix of φ
from the invertibility of the induced automorphisms φN . We have the following
Proposition.
Proposition 5.9. If the Jacobian matrix of the induced endomorphism at any re-
duction modulo the T -ideal is invertible, then the Jacobian matrix of the initial free
associative algebra endomorphism is invertible.
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Proof. The statement follows from a well-known theorem of Amitsur and Levitzki
[31, 32] which states that the minimal degree of an identity (and hence a relation)
for the algebra of N by N is 2N . The Amitsur – Levitzki theorem means that the
free algebra Fn = K〈x1, . . . , xn〉 is locally isomorphic to the algebra
Matn,N = K[X1, . . . , Xn]
ofN×N generic matrices. The term local isomorphism between two K-algebras with
polynomial identities means that there exists a K-module isomorphism between the
submodules of words of length < 2N (N a constant) with the additional requirement
that the product of two monomials, each of degree < N , is mapped by the K-module
isomorphism to the product of their images. In our case, the constant N is given by
the size of the generic matrices.
If the endomorphism φ of Fn is as in the statement, then for every N , one can
define the module M′(φN) which is the submodule in the module ΩMatn,N/K in the
module of differentials of the algebra of generic matrices generated by δ′φN(Xi)
(where δ′ is the universal derivation for Matn,N). It follows from Conjecture 5.7 (or
rather from a setup similar to that conjecture) that the module M′(φN) admits a
Gro¨bner basis with leading terms of total length ≤ 2m.
Now, by assumption, the modulo T -ideal reduction φN is an automorphism,
which means that J(φN) is invertible; thereforeM
′(φN) must coincide with ΩMatn,N/K.
This means that every elementary differential δ′(Xi) can be reduced to zero by a
finite number of elements of total length not greater than a constant (independent
of N). Taking N sufficiently large and using the local isomorphism of the Amitsur
– Levitzki theorem, we see that δxi can also be reduced to zero in M(φ), which
means that
δx1, . . . , δxn ∈M(φ)
and, therefore, M(φ) = ΩFn/K. It follows that the Jacobian matrix of the endomor-
phism φ is invertible.
As a consequence of Proposition 5.9 and the free associative Jacobian conjecture
[29,30,33], the mapping φ is an automorphism. This yields the desired linearization
of the positive-root torus action.
Remark 5.10. The negative-root torus action, defined similarly to the positive-root
one, with the requirement kij > 0 replaced by kij < 0, is also linearizable, which
can be seen by composing the action with the group inversion, thus reducing to the
positive-root case.
5.2 Rational invertibility and a theorem of Yagzhev
We now discuss a more direct approach – free from the assumption of Conjecture
5.7 – which is, just as the previous route, based on the deep ideas of A.V. Yagzhev
[34–37].
Let K be an infinite field and let ϕ be an endomorphism of the free algebra
Fn = K〈x1, . . . , xn〉:
ϕ : (x1, . . . , xn) 7→ (A1(x1, . . . , xn), . . . , An(x1, . . . , xn)).
Let P be a finite-dimensional unital associative K-algebra. For our purposes P is
either the algebra MN = MatN(K) of all N by N matrices with entries in K or its
subalgebra.
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The endomorphism ϕ induces a polynomial mapping
AP : P
n → P n, (p1, . . . , pn) 7→ (A1(p1, . . . , pn), . . . , An(p1, . . . , pn))
where P n is the direct product of n copies of P . If one fixes a (finite) basis in P and
re-writes AP in the chosen coordinates, one arrives at a polynomial endomorphism
ϕP in n dimK P commuting variables.
Let deg be the standard Z-grading on Fn (i.e. deg xi = 1 for all i) and let yi
be an auxiliary free variable corresponding to xi. If f ∈ Fn is a free polynomial in
x1, . . . , xn, then there is a unique fˆ ∈ K〈x1, . . . , xn, y1, . . . , yn〉 such that
f(x1+y1, . . . , xn+yn) = f(y1, . . . , yn)+fˆ(x1, . . . , xn, y1, . . . , yn)+R(x1, . . . , xn, y1, . . . , yn),
where each monomial appearing in fˆ has degree one with respect to x1, . . . , xn and
the lowest degree in x1, . . . , xn in R is not less than 2.
With every endomorphism ϕ of Fn given by
ϕ : (x1, . . . , xn) 7→ (A1(x1, . . . , xn), . . . , An(x1, . . . , xn)).
one can associate an endomorphism ϕˆ ∈ EndK〈x1, . . . , xn, y1, . . . , yn〉, determined
by
ϕˆ : (x1, . . . , xn) 7→ (Aˆ1(x1, . . . , xn, y1, . . . , yn), . . . , Aˆn(x1, . . . , xn, y1, . . . , yn), ),
(y1, . . . , yn) 7→ (y1, . . . , yn).
Definition 5.11. The endomorphism ϕˆ is called the Jacobi endomorphism of the
endomorphism ϕ.
If P is a subalgebra of MN , then AMN (P
n) ⊆ P n; also it is obvious that AP is
given by the restriction of AMN to P
n.
Definition 5.12. A subalgebra P of MN is called a test algebra for the endomor-
phism ϕ if the set MN\P is not invariant under AMN , i.e. if there exists an element
f ∈MnN\P
n, such that its image under AMN is in P
n.
If an endomorphism ϕ admits a test algebra, then it cannot be invertible: oth-
erwise A−1MN (P
n) ⊆ P n.
Definition 5.13. A test algebra P ⊆MN is called a special test algebra, if there exist
positive integers m, r, p with N = mrp, such that P consists of all block matrices of
the form 

Λ 0 · · · 0 0
0 Λ · · · 0 0
... · · · · · · 0 0
0 · · · · · · Λ 0
∗ ∗ ∗ ∗ ∗


with Λ ∈Mk occuring r times along the main diagonal.
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In his work [34,36], Yagzhev considers finite-rowed matrices, i.e. matrices which
contain in each row only a finite number of non-zero entries, whose rows and columns
are enumerated by positive integers. The entries belong to the skew field T , which
is defined as the right skew field of fractions of the Ore extension R[x; ǫ], where R =
K(t) is the field of rational functions in variables {t = t
(s)
m , s = 1, . . . , n, m ∈ Z},
and ǫ is the automorphism of the extension R|K defined by
ǫ : t(s)m 7→ t
(s)
m+1.
The homomorphism
π : Fn → T
defined by
xi0 . . . xim 7→ x
m+1t(i0)m . . . t
(im)
0
is injective (cf. [36]). The free algebra Fn is thus a subalgebra of T .
Remark 5.14. We note that the naive approach to the localization of the free algebra
is combinatorially problematic. In order to circumvent this difficulty, we use embed-
ding of the free algebra into a skew field which possesses nice localization properties.
The interested reader may consult Paragraph 0.8 of P. M. Cohn’s textbook [38].
Definition 5.15. An endomorphism ϕ ∈ EndFn is rationally invertible if every xi
(i = 1, . . . , n) is a rational function of ϕ(x1), . . . , ϕ(xn) in some skew field T ⊃ Fn.
Definition 5.16. An endomorphism ϕ ∈ EndK[x1, . . . , xn] is rationally invertible
if every xi (i = 1, . . . , n) is a rational function of ϕ(x1), . . . , ϕ(xn) in K(x1, . . . , xn).
The following theorem, due to Yagzhev, constitutes the main result of [34] (also
compare with [36], Lemma 3).
Theorem 5.17 (Yagzhev, [34]). For every endomorphism ϕ of the free algebra Fn
at least one of the following is true:
1. ϕ is rationally invertible and for every finite-dimensional unital associative
algebra P the induced polynomial endomorphism ϕP is also rationally invertible.
2. ϕ admits a special test algebra.
Let charK = 0. The important corollary of Yagzhev’s theorem is the following.
Corollary 5.18 (Yagzhev, [34]). For the free algebra over a field of characteristic
zero one has the following equivalence:
ϕ ∈ AutK〈x1, . . . , xn〉 ⇔ ϕˆ ∈ AutK〈x1, . . . , xn, y1, . . . , yn〉,
where ϕˆ is the Jacobi endomorphism of ϕ (Definition 5.11).
We now consider the endomorphism φ of the free algebra Fn given by the eigen-
state mapping corresponding to the positive root torus action (cf. after Theorem
5.6). The reduction of this mapping to generic matrices (as in the previous subsec-
tion) corresponds to conjugation – i.e., linearization – of the (induced) positive-root
torus action (the existence of such linearization is guaranteed by the Theorem 5.2),
in particular it is invertible. Therefore, φ does not admit test algebras and by
Theorem 5.17 of Yagzhev is rationally invertible.
Rational invertibility of φ means that the pre-image generators x1, . . . , xn can be
expressed as rational functions of {φ(xi)} in the skew field T (the right skew field
of fractions of R[x; ǫ] defined previously).
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The final step is the proof of polynomial invertibility of rationally invertible φ.
The proof is given by a slight modification of the proof of the main theorem in [34].
Suppose that φ is rationally invertible but not polynomially invertible; suppose
also that all reductions of φ to generic matrices are invertible.
The first step of the proof is given by the following Lemma, formulated and
proved originally by Yagzhev in [34, 36] (see also Paragraph 0.8 of [38]).
Lemma 5.19. The images φ(xi) are of the form hiw
−1
i , with hi, wi ∈ R[x; ǫ] (with
hi and wi relatively prime: there are gi, vi such that gihi + viwi = 1). The ring
R (defined previously) is the field K({t = t
(i)
m , s = 1, . . . , n, m ∈ Z}) of rational
functions, and the automorphism ǫ acts as t
(i)
m 7→ t
(i)
m+1.
Essentially this lemma is the consequence of the fact that R[x; ǫ] admits left
division.
The main point of the proof is that one can take the quotient of R[x; ǫ] by
cycling out the countable collection of variables t
(i)
m , for a cycle of sufficient length,
in such a way that the endomorphism φ corresponding to rational φ(xi) will induce
an endomorphism in the reduction which will also be rational (and not polynomial)
in the right skew field of the quotient.
Fix a sufficiently large positive integer q. Let R[x; ǫ]q be the quotient of R[x; ǫ]
by the identification of t
(s)
q with t
(s)
0 and let Tq be its right skew field of fractions.
Denote for the sake of brevity fi = φ(xi). Then, by Lemma 5.19, there exist
hi, wi ∈ R[x; ǫ] such that fi = hiw
−1
i or, equivalently, fiwi = hi in T . Let f¯i denote
the class of fi in the quotient R[x; ǫ]q. The following statement is elementary.
Lemma 5.20. If degx is the degree with respect to x, then one has
degx f¯i ≤ max(degx h¯i, degx w¯i).
(In fact, it is easily seen that degx f¯i = degx h¯i − degx w¯i.)
Then one has the following combinatorial property (which is also rather straight-
forward).
Proposition 5.21. The maximal among the numbers k such that t
(i)
k is in fi is
bounded from above by
max(degx hi, degxwi) + max{n : t
(i)
n is in wi or hi}.
It follows from this Proposition that if f¯i is not polynomial in T (i.e. if wi is not
equal to 1), then there is a sufficiently large q such that f¯i is not polynomial in Tq –
in other words, φ is rationally, but not polynomially, invertible with respect to Tq.
However, as Tq is finite-dimensional, the presence of a non-unital denominator in φ
implies the existence of an algebra of generic matrices such that the reduction of φ
to it will not be polynomially invertible, in contradiction with the initial assumption
on φ. The invertibility of φ is thus established, and Theorem 5.6 is proved.
Remark 5.22. The brief discussion presented above is based on the deep and ex-
tremely non-trivial work of A.V. Yagzhev [34–37]. The ideas developed in the cited
papers hold valuable insights into the Jacobian conjecture and may conceivably pro-
vide a foundation for its resolution. Some of the points in Yagzhev’s work, however,
seem to require a more detailed analysis. Due to the connection with the Jacobian
conjecture, as well as in light of Tsuchimoto’s pioneering work in noncommutative
algebraic geometry ( [11–13]), we believe that a well-designed review of Yagzhev’s
work would be of benefit to the mathematical community.
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6 Non-linearizable torus actions
The examples of non-linearizable torus actions, as well as a way to study those, were
developed by Asanuma [9]. It is not difficult to observe that most of Asanuma’s proof
technique can be carried to the free associative case without loss. As in Asanuma’s
case, the existence of non-linearizable torus actions is tied to the existence of so-
called non-rectifiable ideals in the appropriate algebras. This section establishes
that fact and discusses consequences. We will be brief, referring the reader to the
original work [9] for a more thorough exposition. One rather remarkable feature of
Asanuma’s technique is the fact that, modulo minor details and replacements, it
may be repeated almost verbatim in the associative category – a situation similar
to the one we have observed in the Bia lynicki-Birula’s theorem on the action of the
maximal torus. This seems to be a peculiar circumstance, in light of the negative
answer to the automorphism lifting problem provided in [27].
Let K be a field and let A, B, C, D be associative K-algebras. Let I be a
two-sided ideal of A, J be a two-sided ideal of B
Definition 6.1. The ideal I is equivalent J if there exists an algebra homomorphism
σ : A→ B such that σ(I) = J . The equivalence relation is denoted by I ∼ J .
Definition 6.2. If I is equivalent to the ideal 〈zm+1, . . . , zn〉 of the free algebra
K〈z1, . . . , zn〉 for some m ≤ n (when m = n, 〈zm+1, . . . , zn〉 is the zero ideal), then
the ideal I is said to be rectifiable.
Definition 6.3. An algebra homomorphism α : A → C is equivalent to a homo-
morphism β : B → D, if there exist homomorphisms γ, δ that together with α and
β form a commutative diagram:
A B
C D
γ
α β
δ
In particular, if α is equivalent to the projection
β : K〈z1, . . . , zn〉 → K〈z1, . . . , zm〉
defined by β(zi) = zi for i = 1, . . . , m and β(zi) = 0 otherwise, then we call α
rectifiable.
Remark 6.4. Note that if α is equivalent to β, then the ideals Kerα and Ker β are
equivalent.
Lemma 6.5. Let C be an associative algebra, and let
α, γ : K〈x1, . . . , xn, y1, . . . , ym〉 → C
be two surjective K-algebra homomorphisms. If α(yj) = 0 (j = 1, . . . , m) and
γ(xi) = 0 (i = 1, . . . , n), then there exist polynomials fj ∈ K〈x1, . . . , xn〉 (j =
1, . . . , m) and gi ∈ K〈y1, . . . , ym〉 (i = 1, . . . , n) such that
α(xi) = γ(gi), α(fj) = γ(yj)
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for i = 1, . . . , n and j = 1, . . . , m. If we set τ = τ1◦τ2 (τi ∈ AutK〈x1, . . . , xn, y1, . . . , ym)
where
τ1 : (x1, . . . , xn, y1, . . . , ym) 7→ (x1 + g1, . . . , xn + gn, y1, . . . , ym)
and
τ2 : (x1, . . . , xn, y1, . . . , ym) 7→ (x1, . . . , xn, y1 − f1, . . . , ym − fm)
then
α = γ ◦ τ.
In particular, α is equivalent to γ.
Proof. The images of α and γ coincide, therefore the polynomials gi and fj exist.
As
γ ◦ τ1 : (x1, . . . , xn, y1, . . . , ym) 7→ (α(x1), . . . , α(xn), γ(y1), . . . , γ(ym))
it follows that
γ ◦ τ1 ◦ τ2(xi) = γ ◦ τ1(xi) = α(xi)
and
γ ◦ τ1 ◦ τ2(yj) = γ(yj)− α(fj) = 0.
Therefore γ ◦ τ = α.
Corollary 6.6. Let C be an associative K-algebra generated over K by m elements
and let
α, β : K〈x1, . . . , xn, y1, . . . ym〉 → C
be surjective with
α(yj) = β(yj) = 0
for all j. Then α is equivalent to β. In particular, if C = K〈y1, . . . ym〉, then α and
β are both rectifiable.
Proof. The algebra C is of the formK〈z1, . . . , zm〉 with zj ∈ α(K〈x1, . . . , xn〉). Define
the homomorphism
γ : K〈x1, . . . , xn, y1, . . . ym〉 → C
by
γ(xi) = 0, γ(yj) = zj .
Then γ is surjective. By Lemma 6.5, both α and β are equivalent to γ, which means
that α is equivalent to β.
Corollary 6.7. Let I and J be (two-sided) ideals of A = K〈z1, . . . , zn〉 such that
A/I ≃K A/J.
If A/I is generated over K by m elements as a K-algebra, then
〈I, y1, . . . , ym〉 ∼ 〈J, y1, . . . , ym〉
as ideals of K〈x1, . . . , xn, y1, . . . ym〉. In particular, if A/I ≃ K〈z1, . . . zm〉, then both
〈I, y1, . . . , ym〉 and 〈J, y1, . . . , ym〉 are rectifiable.
Proof. Immediately follows from Corollary 6.6.
20
Definition 6.8. Given an associative K-algebra A and a commutative monoid M ,
the algebra A is called M-graded, if it can be represented as a direct sum
A =
⊕
m∈M
Γm
of K-modules, such that Γm1Γm2 ⊆ Γm1+m2. The map
Γ : M→ {Γm | m ∈M}
is called the M-grading of A.
Definition 6.9. Given an associative K-algebra A and its two-sided ideal I, the
(extended) Rees algebra is
RA(I) = A[t, t
−1I] =
+∞⊕
n=−∞
Intn.
The Rees algebra is a Z-graded (according to powers of t) K-algebra and a K[t]-
algebra.
Proposition 6.10. If Γ and ∆ denote the Rees Z-gradings of RA(I) and RB(J),
then the following are equivalent:
1. Γ ≃K ∆.
2. Γ ≃K[t] ∆.
3. I ∼ J .
(Isomorphisms are graded.)
Proof. (1)⇒ (3): Suppose there is a graded K-isomorphism
σ : RA(I)→RB(J).
Then, in particular,
σ(tnA) = σ(Γn) = ∆n = t
nB
when n = 0 or n = 1, and
σ(t−1I) = σ(Γ−1) = ∆−1 = t
−1J.
Therefore
σ|A : A→ B
is a K-isomorphism, such that
σ|A(I) = σ(tAt
−1I) = tBt−1J = J
which realizes the equivalence.
(3)⇒ (2): if I ∼ J , then there is a K-isomorphism
θ : A→ B
such that θ(I) = J . The map θ extends uniquely to
θ′ : A[t, t−1]→ B[t, t−1]
whose restriction to the Rees algebra (which is a subalgebra of the algebra of Laurent
polynomials) furnishes the required Z-graded K-isomorphism.
(2)⇒ (1) is immediate.
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Proposition 6.11. Let A = K〈x1, . . . , xn〉 be the free algebra, and let I and J be
two (two-sided) ideals of A, such that
A/I ≃ A/J.
If A/I is generated by m elements over K, then
RA(I)〈y1, . . . , ym〉 ≃K[t] RA(J)〈y1, . . . , ym〉.
If, in particular, A/I ≃ K〈y1, . . . , ym〉, then
RA(I)〈y1, . . . , ym〉 ≃K[t] K[t]〈x1, . . . , xn, y1, . . . , ym〉.
Proof. Let B = A〈y1, . . . , ym〉, I
′ = 〈I, y1, . . . , ym〉 and J
′ = 〈J, y1, . . . , ym〉. Then,
by Corollary 6.7, I ′ ∼ J ′, and by Proposition 6.10
RB(I
′) ≃K[t] RB(J
′).
But
RB(I
′) = RA(I)〈t
−1y1, . . . , t
−1ym〉
and
RB(J
′) = RA(J)〈t
−1y1, . . . , t
−1ym〉.
As t−1y1, . . . , t
−1ym are free variables, we must have
RA(I)〈y1, . . . , ym〉 ≃K[t] RA(J)〈y1, . . . , ym〉.
In particular, when A/I ≃ K〈y1, . . . , ym〉, we may take J = 〈xm+1, . . . , xn〉, which,
together with
RA(J)〈y1, . . . , ym〉 ≃K[t] K[t]〈x1, . . . , xn, y1, . . . , ym〉
yields
RA(I)〈y1, . . . , ym〉 ≃K[t] K[t]〈x1, . . . , xn, y1, . . . , ym〉.
Any regular action of the r-torus Tr = (K
×)r on an associative K-algebra A is
equivalent to a homomorphism
φ : A→ A⊗K K[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ] = A[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ].
Given an element f ∈ A, its image under φ can be written as
φ(f) =
∑
m
fmT
m1
1 . . . T
mr
r
with m = (m1, . . . , mr) ∈ Z
r and fm ∈ A. The map f 7→ fm induces a Z
r-grading
Γ : m 7→ Γm = {fm, | f ∈ A}
of the algebra A.
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Definition 6.12. Two (regular) Tr-actions φ and ψ, respectively, on A and B are
equivalent, if there exists a K-homomorphism σ : A→ B, such that the diagram
A[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ] B[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ]
A B
σ⊗Id
σ
φ ψ
commutes.
Proposition 6.13. A regular Tr-action φ on A is linearizable (in the sense of the
previous sections), if and only if it is equivalent, in the sense of Definition 6.12, to
a linear action on A. (An action ψ : A→ A[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ] is linear if the
images ψ(xi) of the generators of A are linear in xi).
Proof. Straightforward.
Definition 6.14. Given a two-sided ideal I and an action φ on A, I is called fixed
(by φ), if the image φ(I) is contained in the ideal I[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ].
If I is fixed by φ, then φ induces a canonical K-homomorphism
φ¯ : grI(A)→ grI(A)[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ]
on the associated graded ring, which therefore defines a torus action. A/I is a
subring in grI(A), and we have
φ¯(A/I) ⊂ A/T [T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ].
If I is maximal, then A/I is a simple ring, therefore
φ¯(A/I) ⊂ A/T.
Therefore, any homogeneous element of A of non-zero degree (with respect to the
Z
r-grading induced by the torus action φ) is contained in the fixed maximal ideal
I, which means that any maximal two-sided ideal I fixed by φ is of the form
(I ∩ Γ0)⊕
(⊕
m6=0
Γm
)
.
Proposition 6.15. If φ is a linearizable torus action on the free algebra A =
K〈x1, . . . , xn〉, then there exist a maximal two-sided ideal M fixed by φ, such that
the induced torus action φ¯ on grM(A) is equivalent to φ.
Proof. Take M = 〈y1, . . . , yn〉, where y1, . . . , yn is the set of generators such that φ
is linear with respect to them. Then M is obviously fixed by φ, and φ is equivalent
to the induced action.
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Proposition 6.16. Let A be an associative K-algebra and let φ be an action of Tr
on RA(I)〈y1, . . . , ym〉 defined by the requirement that f ∈ A〈y1, . . . , ym〉 is in the
zeroth component with respect to the induced Zr-grading, while t has non-zero degree
and for some s and all i = s+ 1, . . . , m the degrees of yi are not in the subgroup of
Z
r defined by the degree of t. Then:
1. If B is another algebra and ψ is a Tr-action on RB(J)〈y1, . . . , ym〉 defined by
the same requirement as above on the grading, then φ is equivalent to ψ if and only
if the ideals I〈y1, . . . , ys〉 and J〈y1, . . . , ys〉 are equivalent.
2. Let A = K〈x1, . . . , xn〉 be the free algebra. Then φ is linearizable if and only
if I〈y1, . . . , ys〉 is rectifiable.
Proof. We may suppose s = 1 in the assumption from the start, for we have
RA(I)〈y1, . . . , ym〉 = RC(IC)〈ys+1, . . . , ym〉
with C = A〈y1, . . . , ys〉, and therefore can descend to C = A.
Let R and S denote the algebras RA(I)〈y1, . . . , ym〉 and RB(J)〈y1, . . . , ym〉, re-
spectively, and let Γ and ∆ be the gradings induced on R and S by the corresponding
torus actions.
To prove the first statement, it is enough to demonstrate the (⇒) direction
(the other one is obvious). The equivalence of actions means the existence of a
graded K-isomorphism σ¯. Denote by P and Q the ideals in R and S generated
by y1, . . . , ym. The ideals P and Q are fixed, respectively, by φ and ψ. Then,
the Zr subgroup assumption on the degrees implies, as is fairly easy to verify, that
σ¯(P ) = Q. Therefore, σ¯ descends to σ : RA(I)→ RB(J) and the diagram
R S
RA(I) RB(J)
σ¯
piA piB
σ
commutes (πA and πB are natural projections yi 7→ 0). The map σ is a Z-graded
(with respect to the Rees grading) K-isomorphism, and part 1 follows from Propo-
sition 6.10.
To prove part 2, it is again sufficient to demonstrate the (⇒) direction. Let φ
be linearizable. By Proposition 6.15, there exists a two-sided maximal ideal M of
R fixed by φ such that the induced action φ¯ on the associated graded ring grM(R)
is equivalent to φ. The ideal M is generated by the subset
(A ∩M) ∪ t−1I ∪ {t, y1, . . . , ym}.
Consider the left moduleM/M2 over the simple ring R/M . It is clear from the proof
of Proposition 6.15 that R/M = K. The image of the set {t, y1, . . . , ym} under the
projection
M →M/M2
is thus a linearly independent system over K. Therefore, there exist fi ∈ A ∩M
(i = 1, . . . , u) and fu+j ∈ I (j = 1, . . . , n− u) such that the set of images under the
quotient map,
{t¯, y¯1, . . . , y¯m, f¯1, . . . , f¯u, t−1fu+1 . . . , t−1fn}
is a basis of the K-vector space M/M2.
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Let F = K〈x1, . . . , xn〉 be the free algebra and let J = 〈xu+1, . . . , xn〉. Define the
isomorphism
θ : grR(M)→ S
by
θ(t¯) = t, θ(f¯i) = xi, θ(t−1fj) = t
−1xj , θ(y¯k) = yk
(where i = 1, . . . , u, j = u + 1, . . . , n, k = 1, . . . , m. Then θ induces the action
ψ on S which fulfills the conditions of part 1. Therefore, I is equivalent to J and
I〈y1, . . . , ys〉 is rectifiable.
This Proposition, together with Proposition 6.11, constitutes the foundation of
Asanuma’s counter-examples; in our analogy, this translates to the following state-
ment: if there exists a non-rectifiable ideal I of the free algebra Fn = K〈x1, . . . , xn〉
such that Fn/I ≃K Fm, then there are examples of non-linearizable Tr-actions on
free associative algebras.
If A = RFn(I)〈y1, . . . , ym〉, then by Proposition 6.11 there exists an isomorphism
of K-algebras
β : A→ Fn[t]〈y1, . . . , ym〉.
If φ is a (regular) torus action, define δ by the commutative diagram
A[T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ] Fn[t][T1, . . . , Tr, T
−1
1 , . . . , T
−1
r ]〈y1, . . . , ym〉
A Fn[t]〈y1, . . . , ym〉.
β⊗Id
β
φ δ
Then δ is equivalent to φ and is linearizable if and only if I〈y1, . . . , ys〉 (s is as
in Proposition 6.16) is rectifiable. This can be furthered by obtaining a class of
actions which are linearizable if and only if I itself is rectifiable, at which point the
construction of I reduces to lifting to the free algebra of ideals obtained by Asanuma.
In fact, it is clear from our generalization of Asanuma’s work that some of his re-
sults on the cancellation problem (Section 8 of [9]) also have free associative analogs.
These are formulated as follows.
Definition 6.17. Let D be an integral domain. An (associative) D-algebra A is
D-invariant, if for any D-algebra B, such that for some m the free products
A ∗K〈y1〉 ∗ . . . ∗K〈ym〉 ≃D B ∗K〈y1〉 ∗ . . . ∗K〈ym〉
are isomorphic as D-algebras, then A ≃D B.
The main problem of interest is the free associative analogue of the so-called
Cancellation conjecture, as formulated by Drensky and Yu [20]:
Conjecture 6.18. Let R be a K-algebra. If
R ∗K〈y〉 ≃K K〈x1, . . . , xn〉
then
R ≃K K〈x1, . . . , xn−1〉.
Asanuma’s results on the Rees algebras (and their associative analogues given in
Proposition 6.11) allow us to establish a version of the Cancellation conjecture for
co-products over a (commutative) K-algebra D. The following statement holds.
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Theorem 6.19. Let D be an integral domain which is a K-algebra, and let x be
an indeterminate over D. Suppose given a non-zero element t ∈ D and monic
polynomials f(x) and g(x) in K[x] of degree greater than 1. Set A = D[x, t−1f(x)]
and B = D[x, t−1g(x)]. Then, if
K[x]/(f(x)) ≃K K[x]/(g(x))
then
A ∗D K〈y〉 ≃D B ∗D K〈y〉,
where the product R∗D S is the quotient of the free product R∗S over K by the ideal
generated by all elements of the form
r ∗ (ds)− d(r ∗ s).
Proof. Let
K[x]/(f(x)) ≃K K[x]/(g(x)).
The element t is transcendent over K, therefore by Proposition 6.11 we have3
K[x, t, t−1f(x)] ∗K〈y〉 ≃K[t] K[x, t, t
−1g(x)] ∗K〈y〉.
The algebra A is the quotient
A ≃D[x] D〈x, y〉/(ty − f(x))
which implies
A ≃D K〈t, x, y〉/(ty − f(x))⊗K[t] D ≃D K〈x, t, t
−1f(x)〉 ⊗K[t] D
and a similar isomorphism for B. It follows that
A ∗D K〈y〉 ≃ K〈x, t, t
−1f(x)〉 ⊗K[t] D ≃D K〈x, t, t
−1g(x)〉 ⊗K[t] D ≃D B
as required.
7 Discussion
The noncommutative toric action linearity property has several useful applications.
In the work [27], it is used to investigate the properties of the group AutFn of
automorphisms of the free algebra. As a corollary of Theorem 2.5, one gets
Corollary 7.1. Let θ denote the standard action of Tn on K[x1, . . . , xn] – i.e., the
action
θt : (x1, . . . , xn) 7→ (t1x1, . . . , tnxn).
Let θ˜ denote its lifting to an action on the free associative algebra Fn. Then θ˜ is
also given by the standard torus action.
3Or rather, by a consequence of Proposition 6.11 when commutation relations are imposed on
both sides.
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This statement plays a part, along with a number of results concerning the
induced formal power series topology on AutFn, in the establishment of the free
associative analogue of Theorem 1.1.
The proofs in this paper, for the most part, were based upon the techniques
from the commutative category. It is, however, a problem of legitimate interest
to try and obtain proofs for various linearity statements using tools specific to the
category of associative algebras, bypassing the known commutative results. As one
outstanding example of this problem, we expect the free associative analogue of the
second Bia lynicki-Birula theorem to hold and formulate it here as a conjecture.
Conjecture 7.2. Any effective action of Tn−1 on Fn is linearizable.
Also of independent interest is the following instance of the linearity problem.
Conjecture 7.3. For n ≥ 1, let Pn denote the commutative Poisson algebra, i.e.
the polynomial algebra
K[z1, . . . , z2n]
equipped with the Poisson bracket defined by
{zi, zj} = δi,n+j − δi+n,j.
Then any effective regular action of Tn by automorphisms of Pn is linearizable.
This problem is loosely analogous to the Bia lynicki-Birula theorem, in the sense
of maximality of torus with respect to the dimension of the configurations space
(spanned by xi). There seems to be no straightforward way of finding the linearizing
canonical coordinates on the phase space, however. For the Ind-variety AutPn, a
version of Theorem 1.1 may be stated. The geometry of AutPn is relevant to
problems of deformation quantization.
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