A major challenge in plant ecology is quantifying how roots interact with the soil to obtain water and nutrients. Stable isotope analysis of hydrogen and oxygen bound in plant and soil water is one of the best and least destructive methods for elucidating plant-soil interactions. Plant roots obtain water from various depths in the soil and the isotopic signature of plant stem water reflects the soil water sources. However, current methods for inferring plant water sources based on stable isotopes ("simple linear mixing models") are limited. First, their formulation restricts the number of water sources to a maximum of three (e.g., surface, intermediate, deep soil water); estimation of additional sources leads to an identifiability problem. Second, simple linear mixing models do not appropriately reflect uncertainty, and most importantly, they cannot be employed to elucidate behavior of the root system itself such as root activity for water uptake. This study introduces the RAPID (Root Area Profile and Isotope Deconvolution) algorithm, a novel and powerful approach for reconstructing plant water uptake and root area profiles. The RAPID algorithm overcomes the nonidentifiability problem by incorporating a biophysical model for root water uptake into a Bayesian framework such that the biophysics and prior distributions place biologically realistic constraints on the profiles. Posterior distributions for the proportions of active root area and water acquired from each soil layer are obtained via Markov chain Monte Carlo. Finally, RAPID is applied to data collected for a desert shrub and employed to examine sampling implications.
Introduction
The unraveling of belowground processes, especially root-soil interactions whereby plants acquire water and nutrients from the soil matrix, remains one of the greatest challenges in plant ecology. Two key questions are: Where do active roots occur within the soil profile?
and from where in this soil profile are roots obtaining water? Advances in the analysis of stable isotopes of hydrogen and oxygen bound in plant and soil waters offers one of the most powerful and least destructive tools for addressing these questions (Dawson & Ehleringer, 1998 , Ehleringer & Dawson, 1992 . Both the evaporative process, as well as rain events of varying isotopic compositions, result in soil water content and isotope profiles that vary with soil depth (Allison & Hughes, 1983 , Ehleringer & Dawson, 1992 (Barnes & Allison, 1988) .
The uptake of water by roots at different soil depths occurs without fractionation , Walker & Richardson, 1991 . Thus, the isotopic signature of water in the plant stem is the average of the soil water isotopic values weighted by the proportion of water acquired from each soil layer. Simple linear mixing (hereafter, SLM) models have been developed to estimate these weights based on the isotopic composition of the plant and source water. SLM models have been derived to determine the relative contribution of two , White et al., 1985 or three (Brunel et al., 1995 , Cramer et al., 1999 water sources, to infer the importance of seasonal rainfall (Ehleringer et al., 1991 , Schwinning et al., 2002 , groundwater (Ewe et al., 1999 , Snyder & Williams, 2000 , fog or cloud water (Feild & Dawson, 1998) , and different soil layers (Plamboeck et al., 1999 , Retzlaff et al., 2001 to plant water uptake and its implications for plant adaptive strategies and community interactions.
Although useful, there are significant limitations to SLM models. They are restricted to a maximum of three water sources, and can not be employed to estimate additional sources because multiple solutions render the proportions of water acquired from each source unidentifiable. When used to estimate contributions of two or three sources, they may yield inconsistent proportions (Thorburn & Ehleringer, 1995) that are occasionally negative (e.g., Brunel et al., 1995 , Snyder & Williams, 2000 or greater than one (e.g., Ewe et al., 1999) and do not adequately account for uncertainty in the estimated proportions (Brunel et al., 1995 , Phillips & Gregg, 2001a , Phillips & Gregg, 2001b . Lastly, SLM models are inappropriate for making inferences about the root system itself, such as active root area, which is essential for elucidating plant-soil interactions.
To overcome the shortcomings of SLM models, we present a new and comprehensive algorithm for reconstructing active root area and water uptake profiles: RAPID (Root Area
Profile and Isotope Deconvolution). The RAPID algorithm employs stable isotopes to estimate profiles of root water uptake and, most importantly, it enables us to reconstruct root area dynamics and to explicitly account for uncertainty in these estimates. Our approach reduces the identifiability problem by integrating a biophysical model for root water uptake into a Bayesian inverse modeling framework (e.g., Neath & Samaniego, 1997 ). The biophysical model and prior distributions place realistic biological constraints on root area profiles. In this paper, we describe the RAPID algorithm, demonstrate its veracity and power with synthetic data, apply it to field data collected for a desert shrub, and address its implications for sampling design.
The Inverse Problem
SLM models provide estimates of the proportion (p i ) of water obtained by a plant from, for example, two adjacent soil depths (i = 1 vs. 2). If either the relative abudance of D (δD) or 18 O (δ 18 O) is measured then a set of two equations is solved for p 1 and p 2 . If both δD and δ 18 O are measured, contributions from three sources can be similarly estimated, provided the isotopes are not highly correlated (Brunel et al., 1995) , by solving a set of three equations:
where δX stem , δX 1 , δX 2 , and δX 3 (X = D or 18 O) are the stem and the three source water signatures.
We take a different approach and first note that in reality the isotope signature of the stem water is the integral of the soil water isotope profile, δX soil (v), convolved with the root water uptake profile, q(v)/∫q(v)dv:
where q(v) is the flux of water from the soil to the root. Eqn [2] assumes that measurements are made as continuous functions of soil depth (v) whereas, in practice, individual soil layers are discretely sampled, yielding:
Theoretically, one measures δX stem and δX soil,i for i = 1,. 
where r r is mean root radius (m); n is a constant that varies with soil texture; k bs,i and k r are the hydraulic conductivities (mg·sec·m −3 ) of the bulk soil and at the root surface; Ψ bs,i and Ψ r are the water potentials (J/kg) of the bulk soil and at the root surface; and l i is the height (m) [Campbell, 1998 #2] . We used Keith Saxton's "Soil Water Characteristics" v. 6.1.25 software (http://www.bsyse.wsu.edu/saxton/) to estimate θ s . † For synthetic data (see Appendix B), we assumed that all soils were sandy-loam, which is the soil type of a near-by site [Reynolds, 1999 #13] ; we choose n to reflect this soil type. Assuming a fixed n is not problematic because we used it both in generating synthetic stem isotope data and in the RAPID algorithm for reconstructing the true root area and water uptake profiles. When we employed the RAPID algorithm to reconstruct Larrea's root area profile we used observed soil texture data, which varies across days and depths, in determining θ s , b, n, k s , and Ψ e for each soil sample.
of soil layer i. We assume that k r and Ψ r do not vary with depth since they are properties of the bulk root system. We also assume that RA i = 2·L i ·l i ·π·r r where L i is the root length density (cm root cm −3 soil) and π = 3.14159. While there are many ways to represent the continuous root area profile, f r (v), we opted for a mixture of gamma densities:
with shape parameters α 1 and α 2 , means µ 1 and µ 2 , and mixture weight ω. Eqn [7] is fairly simple yet it captures a range of distributions, including unimodal and bimodal ones, both of which commonly describe root biomass distributions of plant species (e.g., Schenk & Jackson, 2002) . Because α 1 , α 2 , µ 1 and µ 2 are positive, we choose a multivariate normal prior for ln(α 1 ), ln(α 2 ), ln(µ 1 ), ln(µ 2 ) and logit(ω) with covariance matrix B: Because φ enters into the likelihood in a highly nonlinear manner, through its relationship to root area, an analytical solution for the joint posterior and the marginal posteriors for f r,i are unattainable. Thus, we employ a Metropolis-Hasting (Chib & Greenberg, 1995 , Hastings, 1970 , Metropolis et al., 1953 Markov chain Monte Carlo (MCMC) algorithm to generate samples from the posterior distributions (Robert & Casella, 1999 2.7. Calculate the posterior probability density of the proposed values given the observed stem data as:
2.8. Calculate the acceptance ratio:
2.10. If u < λ accept proposed values and set
2.11. If j < J then return to 2.1, otherwise stop.
We specified Q(·|·) as a Gaussian random walk for ln(α 1 ), ln(α 2 ), ln(µ 1 ), ln(µ 2 ) and logit(ω) (see Appendix C for details on Q(·|·) and selecting φ (0) in step 1). We ran multiple (5-10)
chains to facilitate monitoring of convergence to the "true" posterior distribution (Cowles & Carlin, 1996 , Gelman, 1996 . The f r,i values associated with each φ (j) are stored after each iteration, providing a sample from their joint (and marginal) posterior distribution.
Applying the RAPID algorithm
We conducted a rigorous test of the RAPID algorithm using synthetic data generated from a variety of "known" root area profiles with large differences in their general shape. Results are provided in the Appendix B and four of the root area scenarios are given in Table 2 .
Field Study. Field data were collected during summer 1998 for the evergreen desert shrub
Larrea tridentata (creosotebush), a dominant species of the North American warm and hot deserts (Solbrig, 1977) . The study was conducted at the Jornada Long-Term Ecological
Research site in the Chihuahuan desert in southern New Mexico, USA. Reynolds et al. (1999) give complete details of the soil and vegetation at the general study site. Average annual precipitation at the Jornada Basin is 230 mm, the majority (65%) of which falls in the summer (July−October) as localized thunderstorms, and 25% falls in the winter (November−March) as rain and snow associated with frontal storms (Conley et al., 1992) .
Samples were collected on five days: 7/25, 7/26, 7/29, 7/31, and 8/2/98. A total of 17.2 mm of rain fell between 7/22 and 7/24, thus soils were sampled immediately after a relatively large rain event and during the subsequent dry-down period. On each day five woody stem samples were collected from a single shrub, with the same shrub being sampled on days 7/25 and 8/2. Predawn water potentials of small terminal plant shoots were measured with a Scholander-type pressure bomb to estimate root water potential, Ψ r (McCully, 1999) .
Three evenly spaced soil cores were collected from beneath the canopy of the corresponding shrub. Thus, 15 (5 days × 3 cores/day) total soil cores were extracted, two of which were sampled to a depth of 45 cm, four to 60 cm and nine to 75 cm. Soil cores were divided into depth categories (layers) of 0-2, 2-5, 5-10, 10-20, 20-30, 30-45, 45-60, and 60-75 cm, with finer resolution near the surface to capture steep gradients in soil water content (Cable, 1980 , Schlesinger et al., 1987 and isotopic composition (Barnes & Allison, 1988 , Brunel et al., 1995 . Within a core, each layer was homogenized and subsamples was obtained for measurements of soil water content (θ i ) and stable isotope composition. Observed isotope and soil data were then supplied to the RAPID algorithm and 10 independent, parallel MCMC chains were simulated, each of length J = 10,000.
Sampling Implications. We evaluated the sensitivity of posterior estimates to alternative sampling strategies based on synthetic data sets for which the active root area and water uptake profiles were known. First we examined the effect of (soil) sampling resolution. We created a soil data set that reflected the common approach of sampling three layers. Soil samples were pooled into 0-10, 10-30, and 30-75 cm depth categories and soil water content in each megalayer was obtained by taking a weighted average of the measured θ i for the sublayers. For example, because we assumed a specific soil texture (see Table 1 ) and bulk density (g soil cm −3 soil) to generate the synthetic data, the water content of the 10-30 cm (Table 2) .
Second, we investigated the importance of the timing of sample collection, especially the sensitivity of the posterior estimates to soil water content. We compared the effect of sampling after rains with sampling during a dry period, during which soils near the surface contain little or no plant available water. We kept the initial sampling resolution (8 layers), but set all 15 soil water content profiles equal to the average soil water content profile of the first set of cores because they were collected immediately after a series of rains. We then simulated stem isotope samples based on the new, rain, soil samples and the four root area scenarios (Table 2 ).
Third, we examined how vertical variation in soil δD and δ 18 O affects the predicted active root area profile. Soil water isotopic signatures showed greater heterogeneity near the surface, but for depths beyond 20 cm, they converge to similar values and exhibit little variation (Fig. 1A, B) . We transformed the soil isotopic data to yield a more pronounced gradient for depths exceeding 20 cm (Fig. 1C, D) and generated stem isotope data based on these transformed profiles for the root area scenarios in Table 2 . For each of the three sampling schemes we input the simulated stem data and transformed soil data into the RAPID algorithm and ran 4 MCMC chains each of length J = 5,000.
Results and Discussion
Root Area Profiles for Larrea tridentata. The reconstructed active root area profile for Larrea is shown in Fig. 2A . We are confident that this profile accurately depicts Larrea's root system at the time and location of the field study because the 95% posterior credible intervals (CrI) (i.e., the 2.5 th and the 97. ) mean fraction of water acquired from each soil layer on day 7/25/98, 1 day after moderate rainfall; C) water uptake fractions on day 7/26/98, 2 days after rainfall; D) water uptake fractions on day 7/29/98, 5 days after rainfall; E) water uptake fractions on day 7/31/98, 7 days after rainfall; F) water uptake fractions on day 8/2/98, 9 days after rainfall. Fractions depicted in the last layer represent cumulative fractions for depths beyond 75 cm. Mean soil water content of each layer (θ i ) is shown for reference.
biomass, which often does not reflect root function (Plamboeck et al., 1999 , Pregitzer et al., 2002 .
We found five studies that report (physical) root distributions for Larrea (Briones et al., 1996 , Freckman & Virginia, 1989 , Kemp et al., 1997 , Moñtana et al., 1995 , Moorhead et al., 1989 . Two measured a large component (25-45%) of roots in the top 10 cm (Moñtana et al., 1995 , Moorhead et al., 1989 , and three suggest that there is substantial root mass (40-50 %) between 20 and 50 cm (Briones et al., 1996 , Kemp et al., 1997 , Moorhead et al., 1989 .
At least three (Briones et al., 1996 , Kemp et al., 1997 , Moorhead et al., 1989 yield potentially bimodal distributions, but in two of the cases (Kemp et al., 1997 , Moorhead et al., 1989 ) the soil sampling resolution was too coarse to clearly suggest bimodality. Moreover, Freckman (1989) collected soil samples in a Larrea-dominated site in the Jornada Basin to a depth of 400 cm and found that at least 80% of the roots occur in the top 100 cm. The other four studies suggest that nearly all of Larrea's roots occur within the top 70-80 cm. Thus, it is likely that the maximum sampling depth of 75 cm did not limit our ability to reconstruct Larrea's root profile.
What are the implications of the reconstructed active root area profile for Larrea's water uptake dynamics? The small fraction of active root area in the surface layers also appears to be biologically significant. While these roots normally contribute little to plant water uptake because water availability in shallow surface layers is typically very low (Sala et al., 1992) , their role may be to efficiently acquire water immediately after a rain event (e.g., Briones et al., 1998) . For example, nearly 30 to 40% of the water taken-up during the first and second days following the 17 mm rainfall came from the top 10 cm (Fig. 2B, C) .
This water source is likely to be very important to Larrea's growth and carbon balance because photosynthesis is often greatest following rains, when soil water content is relatively high . Additionally, essential nutrients are concentrated in the topsoil (Jobbágy & Jackson, 2001 ) and a spike of root area near the surface may allow Larrea to capitalize on improved nutrient availability following rain (BassiriRad et al., 1999) . On the other hand, as the surface soils dried, the middle layers became the dominant water source and no water was acquired from the topsoil (Fig. 2C-F) . The large fraction of active roots in the 20-45 cm range may serve to provide a stable water source that is essential for everyday function (Hacke et al., 2000) . Table 2 ). Even though the CrIs based on 3-layers were wider than those for 8-layers, they contained the true fractions less often (Table 2) . In some cases, the widths of the 3-layer CrIs were equal to or close to the maximum value of one, which is completely uninformative. Importantly, the general shapes of the reconstructed profiles based on 3-layers differed greatly from the true shapes (Fig. 3B) .
Thus, dividing the soil cores into many layers (e.g., 8+) is imperative for reconstructing root area and water uptake profiles with low bias and high confidence because it can capture fine-scale, depth-dependent variation in soil water content and isotopic composition. We suggest that the optimal sampling strategy is one that takes thin soil layers in regions where soil water and isotopic signatures are expected to exhibit high variability (e.g., near the surface). Preferably, a preliminary core should be obtained that is divided into Max 95% CrI = maximum 95% CrI width across all soil layers; True fraction in CrI? = Y if the true root area fractions for all soil layers are contained in their 95% CrI and = N if the at least one layer's true fraction is not in its CrI; in parentheses is the number of layers out of 9 (8 layers plus a layer for 75+ cm) that do not fall in the 95% CrI. For each root area scenario: %RA(> 75 cm) = % of active root area beyond 75 cm; %RA(0-2 cm) = % of active root area in the top 0-2 cm. many layers (e.g., take 1-2 cm depth increments in the top 10-20 cm and 5 cm increments thereafter). Stable isotope and water content analysis of this initial core will provide essential information for designing the sampling scheme of the actual study. The Posterior mean and 2.5 th and 97.5 th quantiles are overlaid with the true profile. Profiles are for the following sampling schemes: A.) actual soil data based on eight layers; B.) soil data pooled into three layers; C.) sampling after a rain, surface soils relatively wet; D.) soil isotope gradient increased (e.g.,). Notice that the x-axis scale differs for B. scheme in 3 of the 4 root area scenarios (Table 2) . But, the improvement is not enough (see Fig. 3C ) to warrant restricting sample collection to days immediately following rainfall.
However, we expect that sampling a day or two after irrigating with water spiked with D and 18 O concentrations that differ greatly from the ambient soil will improve the estimates because of the dual benefits of sampling moist soil and creating pronounced soil δD and δ 18 O gradients.
Soil Isotopic Gradient.
Of the soil sampling protocols examined, the soil isotope gradient had the greatest impact on the posterior root area fractions. Increasing the δD and δ 18 O gradient for depths beyond 20 cm (Fig. 1) greatly reduced the MSE and MSE mean values and resulted in narrower CrI widths for each f r,i ( Table 2 ). The smaller CrIs were also able to capture the true fractions more often than any of the other sampling schemes. Furthermore, the reconstructed continuous root area profiles did exceptionally well at matching the shapes of the true profiles (Fig. 3D) .
In practice, accuracy of the reconstructed root area profile will be enhanced for experiments that use isotope tracers to alter soil isotope gradients (e.g., Plamboeck et al., 1999 , Walker & Richardson, 1991 or for systems that exhibit high natural variability in soil isotope signatures. Natural gradients are expected to be intensified in areas that receive precipitation with a wide range of isotopic signatures (Ehleringer & Dawson, 1992) , and Dansgaard (Dansgaard, 1964) provides examples of such locations. However, even in the absence of a strong profile, as in this study, the RAPID algorithm is able to successfully reconstruct a variety of root area profiles (also see Appendix B) and estimated Larrea's profile with high confidence.
Simple Linear Mixing Models Revisited. We now return to SLM models and compare their predictions with those generated by the RAPID algorithm. We fit a SLM model [1] to the 3−layer soil data and stem isotope data generated for root area Scenarios 2.1, 5.1, 5.2, and 5.3. We conducted a linear regression to obtained estimates for the proportion of water acquired from the three soil layers and constrained the proportions to lie between zero and one. We also ran the RAPID algorithm with the original 8-layer soil isotope and water content data to obtain the fractions of water acquired from the eight layers and summed fractions from appropriate layers to obtain the uptake fractions for each of the three megalayers.
We evaluated true vs. predicted uptake fractions and estimates of the SLM model fall along the 1:1 line, but are more scattered (R 2 = 0.87) and the regression slope and intercept diverge more from one and zero compared to the estimates of the RAPID algorithm (Fig. 4) . We also compared the water uptake fractions predicted by the two methods for
Larrea based on the observed stem isotope and soil data. The two methods yielded strikingly different estimates that were uncorrelated with each other (R 2 = 0.03). When not constrained, the SLM model resulted in uptake fractions greater than one or less than zero in four out of 15 cases. Additionally, the mean water uptake fractions given by the SLM model suggested that 21%, 4%, and 75% of the water was acquired from the 0-10, 10-30, and 30-75 cm soil layers, respectively. Conversely, the RAPID algorithm estimated that 18%, 44%, and 38% of the water was derived from the top, middle and deep layers over the course of the study period. Given these discrepancies and our thorough analysis of the RAPID algorithm, we are substantially more confident in its predictions.
Conclusions and Future Directions
Utilizing stable isotopes of hydrogen and oxygen bound in plant and soil water, we present a novel algorithm for reconstructing active root area and water uptake profiles. The RAPID algorithm can be modified to increase its flexibility in two main ways. First, we employed Campbell's (1991) water flux model, but it could be exchanged for a more detailed model that captures, for example, steep gradients in soil hydraulic conductivity near the root surface (Sperry et al., 1998) or depth-dependent variations in soil or root hydraulic properties (Wan et al., 1994) or root morphology (Vandenbeldt, 1991) . We expect that these alterations will have little effect on root area and water uptake distributions (see sensitivity analysis in Appendix E), but may impact estimates of total root area (Caldwell & Richards, 1986 ) -a parameter that the algorithm thus far has not been employed to estimate. If isotope and soil data are accompanied by data on whole plant transpiration and within plant water potential gradients, this approach has the potential to estimate total root area (RA tot [5] ).
Second, the RAPID algorithm could be modified to incorporate different root area distributions or a hierarchical extension. In this study, we used a mixture of gammas to represent the root area profile [7] . Other continuous distributions, or mixtures thereof, could be employed, including an exponential, Weibull, beta, or a dirichlet for explicitly describing the proportions of root area in a finite number of soil layers. Root growth and biomass profiles can exhibit temporal or seasonal fluctuations (Fernandez & Caldwell, 1975 ; vary across species, life-forms, or functional types (Fernandez & Caldwell, 1975 , Midwood et al., 1998 ; differ across sites (Weaver, 1982) ; and adjust due to dynamic allocation patterns (Huang & Fu, 2000) . Thus, it is likely that active root area exhibits similar behavior, hence a hierarchical specification that allows the parameters of the profile (e.g., α 1 , α 2 , µ 1 , µ 2 , or ω in [7] ) to vary across plants, species, days, seasons, or sites may be appropriate. The above modifications to the root area model should be implemented with caution because the number of additional parameters that can be accommodated will depend on the quality and quantity of data and the sampling scheme.
Few studies have highlighted the potential utility of coupling information on soil water availability and plant and soil isotopes to infer water uptake patterns (Brunel et al., 1995 , Walker & Richardson, 1991 , but none have explicitly linked the two sources of information. The RAPID algorithm does exactly this -it integrates stable isotopes and a biophysical model for root water uptake into a Bayesian inverse modeling framework. This novel and powerful new approach improves significantly upon the popular SLM models because it avoids the identifiability problem. Consequently, RAPID explicitly accounts for uncertainty in the estimates of water uptake, can reconstruct multiple (more than 3) water sources, and can provide estimates of the continuous water uptake profile provided the soil sampling resolution is fine enough. One of the most notable improvements over SLM models is that the RAPID algorithm provides information about the dynamics of the root system itself -it reconstructs the profile of active root area for water uptake. The RAPID algorithm significantly advances the ability of plant, community, and ecosystem ecologists to unravel belowground processes.
Appendix A: Prior Constraints
We evaluated the RAPID algorithm for two different priors. The first prior assumes that the continuous active root area profile, f r (v), is unimodal and can be depicted by a gamma distribution with shape parameter α and mean µ:
We choose lognormal priors for α and µ because both parameters are positive and because very small values of either are biologically unrealistic as they would yield unreasonably high proportions of root area near the soil surface. Thus, the prior is given by:
We also explored a 5−parameter gamma mixture model for estimating a potentially bimodal root area distribution:
with shape parameters α 1 and α 2 , means µ 1 and µ 2 , and mixture weight ω. For the same reasons outlined for the 2−parameter gamma model, we choose a multivariate normal prior for ln(α 1 ), ln(α 2 ), ln(µ 1 ), ln(µ 2 ) and logit(ω) with covariance matrix B:
Parameter values defining the prior distributions [10] and [8] were chosen to reflect current knowledge about Larrea tridentata's root distribution and are given in Table A1 . 
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The likelihood covariance matrix C D,O was estimated from the 25 stem samples described in the Field Study section and an additional 28 stem samples collected from eight near-by (within 30 m) Larrea shrubs during early July, 1998. The prior mean vectors were chosen to reflect current knowledge about Larrea's root distribution (e.g., (Briones et al., 1996 , Freckman & Virginia, 1989 , Kemp et al., 1997 , Moñtana et al., 1995 , Moorhead et al., 1989 ); the prior variances were inflated so that the priors' influence on the posterior estimates was minimal and thus the estimates are mostly driven by the data.
Appendix B: Testing the RAPID Algorithm with Synthetic Data
Synthetic Data Sets. Before we applied the RAPID algorithm to the observed stem isotope data, we tested its ability to reconstruct "known" active root area profiles from synthetic data sets. We evaluated the ability of the algorithm to reconstruct twelve different "true" root area profiles, four of which we based on a gamma distribution (e.g. [9] ) and the remaining eight we based on a mixture of gammas (e.g. [7] , [11] ). The twelve scenarios (Table B1) were chosen to represent a diversity of root area profiles that differed in the fraction of root area found in the top 0-2 cm, the fraction of root area beyond the maximum sampling depth (i.e., > 75 cm), the number of modes or peaks, and if bimodal, the degree of separation between and the relative importance of each mode. For each root area scenario, we simulated stem isotope data based on the root profiles, observed data for Ψ r , observed soil isotope and water
, and assumed that all soil samples were sandy-loam. ( ( 1) § If the true root area fractions of all nine soil layers are contained in their 95% CrIs, the a Y (yes). If at least one of the true fractions is not within it 95% CrI then an N (no) and the number of layers (out of 9) that fall outside of their respective 95% CrIs is given in parentheses.
the spread of the distributions so that the probability of extremely large or small values of α and µ was reduced.
The 2-parameter gamma root area model ([9] , [10]) successfully reproduced the four 2-parameter, unimodal, true root area distributions (Scenarios 2.1-2.4; Table B1 ). The 2-parameter model was also equally successful at capturing the 5-parameter true root area profiles depicted by Scenarios 5.7 and 5.8; this is not surprising since these scenarios yielded profiles that were essentially 2-parameter, unimodal profiles because the mixture weights were either very close to one or zero. The shape of the posterior root area profiles for these six scenarios matched the true profiles remarkably well (e.g., see Fig. B1 A for Scenario 2.1).
For example, the posterior mean fractions were very close to the true fractions as indicated by small MSE mean values (Table B2 ). The 2-parameter root area model was less successful at reconstructing the remaining true 5-parameter root area scenarios (Scenarios 5.1-5.6; Table   B1 ), especially Scenarios 5.1 (e.g., Fig. B1 B) and 5.5, both of which exhibit pronounced bimodality (Table B2 ).
The 5-parameter model was equally successful at capturing the shape of the true 2-parameter root area profiles (Scenarios 2.1-2.4) (see Table B2 .
Finally, discrepancies between the posterior estimates based on the 5-parameter model and the true fractions could not be attributed to root area characteristics such as degree of bimodality, mixing weight, or the fraction of roots in the top 2 cm or beyond 75 cm.
Conversely, differences between estimates based on the 2-parameter model and the true fractions were clearly greater when the true profiles exhibited bimodality.
Overall, the 5-parameter model was superior to the 2-parameter model at reconstructing the known root area profiles. This was expected because the additional three parameters provided greater flexibility and yielded posterior distributions that better reflect uncertainty. It is recommended that the 5-parameter be employed over the 2-parameter model because in reality, we do not know if the root profile is bimodal or not. The 5-parameter model is able to reconstruct both unimodal and bimodal profiles, while the 2-parameter model is restricted to unimodal ones. In general, when employing the 5-paramter model, the biophysical model within the Bayesian approach successfully reconstructed a diversity of root area profiles while explicitly accounting for uncertainty in the estimates. ( , |Dat j j P P α µ λ α µ − − = a) [14] 
