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OPTIMAL CONTROL OF THE 2D EVOLUTIONARY
NAVIER-STOKES EQUATIONS WITH MEASURE VALUED
CONTROLS∗
EDUARDO CASAS† AND KARL KUNISCH‡
Abstract. In this paper, we consider an optimal control problem for the two-dimensional
evolutionary Navier-Stokes system. Looking for sparsity, we take controls as functions of time taking
values in a space of Borel measures. The cost functional does not involve directly the control but we
assume some constraints on them. We prove the well-posedness of the control problem and derive
necessary and sufficient conditions for local optimality of the controls.
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1. Introduction. In this paper we investigate the following optimal control
problem
(P) min
u∈Uad
J(u) =
1
2
∫
Q
|yu(x, t)− yd(x, t)|2 dx dt,
where Uad = {u ∈ L∞(0, T ;M(ω)) : ‖u(t)‖M(ω) ≤ γ for a.a. t ∈ (0, T )} with 0 <
γ <∞, and y and u are related by the Navier-Stokes system

∂y
∂t
− ν∆y + (y · ∇)y +∇p = f0 + χωu in Q = Ω× I,
div y = 0 in Q, y = 0 on Σ = Γ× I, y(0) = y0 in Ω.
(1.1)
Here, I = (0, T ) with 0 < T < ∞, Ω denotes a bounded domain in R2 with a C3
boundary Γ, and ω is a relatively closed subset of Ω. We denoteM(ω) =M(ω)×M(ω),
whereM(ω) is the space of real and regular Borel measures in ω. In the cost functional
J , the target yd ∈ L2(Q) is fixed. Regarding the state equation, ν > 0 is the kinematic
viscosity coefficient, χωu denotes the extension of u by zero outside ω, and f0 is a
given element of Lq(I,W−1,p(Ω)) with W−1,p(Ω) =W−1,p(Ω)×W−1,p(Ω), where
4
3
≤ p < 2 and q > 2p
p− 1 (1.2)
are fixed. Observe that the previous assumptions imply that q > 4. For the initial
condition we can take y0 ∈W1,p0 (Ω) such that div y0 = 0. A more general choice for
y0 will be given later.
Our motivation for the analysis of measure-valued controls is two-fold. On the one
hand there it is the genuine interest in low-order regularity of the controls, on the other
hand it relates to their sparsity promoting structure. Indeed, it has been observed
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and analyzed in much previous work that the optimal controls are typically zero over
subsets of the domain, whereas they would simply be ’small’, but not zero, if they
would be replaced by a control in a Hilbert space, for example. We refer, exemplarily
to the work in [6, 8, 22], which treats these phenomena for equations of diffusion type
as well as for wave equations. In these papers the sparsity promoting terms is part
of the cost, whereas in [13] the measure valued term appears as a constraint like in
Uad above. It should also be mentioned that in case the measure-valued setting is
replaced by an L1 formulation together with L2 constraints or penalties, again sparsity
phenomena occur, but the optimal controls are, of course, functions in this case rather
than measures [10, 20].
In the literature, the optimal control of the Navier-Stokes equations has received
much attention, we refer exemplarily to [1, 4, 15, 16, 21, 29], and the monograph
[19] and the survey [7]. The controls are always considered as functions in these
contributions. Apparently the only work on measure valued optimal controls in the
case of the Navier Stokes equations is [12] which treats the stationary case.
For evolutionary Navier Stokes equations with forcing functions of low regularity,
allowing for measure-valued forcing, very little analysis has been carried out even
for the state equation by itself. We are only aware of [25], where the right hand
side in (1.1) is chosen in W 1,∞(I;W−1,p(Ω)), with W−1,p(Ω) =
⊗d
i=1W
−1,p(Ω),
d ∈ {2, 3}, and p ∈ (d2 , 2]. It is mentioned there, that likely the result is not optimal.
In our previous work [14] we have obtained the necessary well-posedness results for
(1.1) which are required for the study of optimal control problems. Thus the current
work is the first one which considers optimal control for evolutionary Navier Stokes
equations with measure-valued controls.
When formulating optimal control problems some restrictions on the class of
admissible controls are essential to guarantee existence of minimizers, to be obtained
by the standard method of the calculus of variations. Such restrictions are also well
motivated by applications. One possible choice consists in adding a properly chosen
control cost to the cost-functional J in (P). In our case it could be a term of the
form βq
∫ T
0 ‖u(t)‖qM(ω) dt, where β is a positive weight. For technical reasons q = 2
seems not to be possible, since it does not imply sufficient temporal regularity on the
class of admissible controls. From the analytical point of view it would suffice to take
q > 4. But we prefer to rather work with pointwise constraints in time. In this way
we arrive at the class Uad and the problem formulation chosen in (P). This choice of
temporal pointwise constraints, also poses new challenges in deriving both necessary
and sufficient second order optimality conditions, regardless of the measure-valued
norm in space.
Let us comment further on the norm in M(ω) appearing in (P). First, we recall
that M(ω) is a Banach space when endowed with the norm
‖u‖M(ω) = sup
‖φ‖C0(ω)≤1
∫
ω
φ(x) du(x) = |u|(ω),
where C0(ω) = {φ ∈ C(ω¯) : φ(x) = 0 ∀x ∈ ∂ω ∩ Γ} is a separable Banach space,
and |u| represents the total variation measure of u; see [24, page 130]. Note that
C0(ω) 6= C(ω¯) only in the case that ω¯ has a nonempty intersection with Γ.
For vector-valued measures we define
‖u‖M(ω) = max(‖u1‖M(ω), ‖u2‖M(ω)), (1.3)
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which makes M(ω) a Banach space. It is the dual space of C0(ω) = C0(ω) × C0(ω)
when it is endowed with the norm ‖φ‖C0(ω) = ‖φ1‖C0(ω) + ‖φ2‖C0(ω).
Hereafter we denote by L∞(I;M(ω)) the space of weakly measurable functions
u : (0, T ) −→ M(ω) satisfying ‖u‖L∞(I;M(ω)) = ess supt∈I‖u(t)‖M(ω) < ∞. This
norm makes L∞(I;M(ω)) a Banach space and guarantees that it can be identified
with the dual of L1(I;C0(ω)), where the duality relation is given by
〈u, z〉L∞(I;M(ω)),L1(I;C0(ω)) =
∫ T
0
〈u(t), z(t)〉M(ω),C0(ω) dt.
The reader is referred to [17, section 8.14.1 and Proposition 8.15.3] for the differ-
ent notions of measurability and [17, Theorem 8.18.2] for the duality identification.
(The distinction between weak and strong measurability is not required for the space
L1(I;C0(ω)) because C0(ω) is separable and hence both notions are equivalent; see
[17, Theorem 8.15.2].). Observe that L∞(I;M(ω)) is a subspace of L∞(I;W−1,p(Ω))
for every p < 2. Indeed, the embedding W1,p
′
0 (Ω) ⊂ C0(Ω) ⊂ C0(ω) implies that the
duality 〈u(t), z〉 is well defined for every u ∈ L∞(I;M(ω)) and z ∈W1,p′0 (Ω), and we
have
|〈u(t), z〉M(ω),C0(ω)| ≤ ‖u(t)‖M(ω)‖z‖C0(ω)
≤ Cp,Ω‖u(t)‖M(ω)‖z‖W1,p′0 (Ω) ≤ Cp,Ω‖u‖L∞(I;M(ω))‖z‖W1,p′0 (Ω)
for a.a. t ∈ I and a constant Cp,Ω depending only on p and Ω. Analogously, we have
that Lq(I;M(ω)) is a Banach space for the norm
‖u|Lq(I;M(ω)) =
( ∫ T
0
‖u‖q
M(ω) dt
)1/q
,
dual of Lq
′
(I;C0(ω)). Obviously, the embedding L
∞(I;M(ω)) ⊂ Lq(I;M(ω)) holds.
The right hand side of the state equation, f0 + χωu, is well defined as an element of
Lq(I;W−1,p(Ω)) for every u ∈ Lq(I;M(ω)).
Structure of paper. In the following section, well-posed results on the state equation
relevant for the remainder of the paper are summarized. Here we can rely on results
from [14]. Existence of solutions to (P) and first order optimality conditions are the
contents of section 3. Necessary and sufficient second order optimality conditions will
be given in section 4. This requires further detailed analysis of the state equations
and its linearization in functions spaces of low regularity.
NOTATION
In this paper, we denote W1,s0 (Ω) = W
1,s
0 (Ω) ×W 1,s0 (Ω) for s ∈ (1,∞), and we
choose as the norm in W1,s0 (Ω)
‖y‖W1,s0 (Ω) = ‖∇y‖Ls(Ω) =
(∫
Ω
|∇y|s dx
) 1
s
=
(∫
Ω
[|∇y1|2 + |∇y2|2] s2 dx
) 1
s
.
We also consider the spaces
H = closure of {φ ∈ C∞0 (Ω) : divφ = 0} in L2(Ω),
Ws(Ω) = {y ∈W1,s0 (Ω) : div y = 0}.
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For s = 2 we set H10(Ω) =W
1,2
0 (Ω) and V =W2(Ω).
We also define the following spaces
W(0, T ) = {y ∈ L2(I;V) : ∂y
∂t
∈ L2(I;V′)},
Wr,s(0, T ) = {y ∈ Lr(I;Ws(Ω)) : ∂y
∂t
∈ Lr(I;Ws′(Ω)′)},
V2,1(0, T ) = {y ∈ L2(I;H2(Ω) ∩V) : ∂y
∂t
∈ L2(I;H)}
with r, s ∈ (1,∞), endowed with the norms
‖y‖W(0,T ) = ‖y‖L2(I;H10(Ω)) + ‖
∂y
∂t
‖L2(I;V′),
‖y‖Wr,s(0,T ) = ‖y‖Lr(I;W1,s0 (Ω)) + ‖
∂y
∂t
‖Lr(I;Ws′(Ω)′),
‖y‖V2,1(0,T ) = ‖y‖L2(I;H2(Ω)) + ‖
∂y
∂t
‖L2(I;H).
Obviously these are reflexive Banach spaces, and W(0, T ) =Wr,s(0, T ) if r = s = 2.
Moreover,W(0, T ) and V2,1(0, T ) are Hilbert spaces.
Now we consider the interpolation space Bs,r(Ω) = (Ws′(Ω)
′
,Ws(Ω))1−1/r,r.
From [2, Chap. III/4.10.2] we know thatWr,s(0, T ) ⊂ C([0, T ];Bs,r(Ω)) and the trace
mapping y ∈Wr,s(0, T )→ y(0) ∈ Bs,r(Ω) is surjective. If r = s = 2, then it is known
that B2,2(Ω) = (V
′,V) 1
2 ,2
= H. Hence, the embeddingW(0, T ) ⊂ C([0, T ];H) holds;
see [23, Page 22, Proposition I-2.1] and [28, Page 143, Remark 3].
2. Analysis of the state equation. The aim of this section is to study the well-
posedness and differentiability of the mapping control-to-state. The results presented
in this section are based on the analysis carried out in [14].
Let us consider the Banach space Y0 = H+Bp,q(Ω) with the norm
‖y0‖Y0 = inf
y=y1+y2
‖y1‖L2(Ω) + ‖y2‖Bp,q(Ω).
It will be assumed that the initial state y0 in (1.1) is an element of Y0. Now we
introduce the following spaces:
Y = [L2(I;V) ∩ L∞(I;H)] + Lq(I;Wp(Ω)),
Y =W(0, T ) +Wq,p(0, T ).
They are Banach spaces with the norms
‖y‖Y = inf
y=y1+y2
‖y1‖L2(I;H10(Ω)) + ‖y1‖L∞(I;L2(Ω)) + ‖y2‖Lq(I;W1,p0 (Ω)),
‖y‖Y = inf
y=y1+y2
‖y1‖W(0,T ) + ‖y2‖Wq,p(0,T ).
Note that Y ⊂ Y. Moreover, sinceW(0, T ) andWq,p(0, T ) are reflexive spaces, then
Y is reflexive as well. The solution of (1.1) will be found in Y.
Definition 2.1. Given f0 ∈ Lq(I,W−1,p(Ω)), u ∈ Lq(I;M(ω)) and y0 ∈ Y, we
say that y ∈ Y is a solution of (1.1) if

d
dt
〈y(t),ψ〉Wp′ (Ω))′,Wp′(Ω) + a(y(t),ψ) + b(y(t),y(t),ψ)
= 〈f0(t),ψ〉W−1,p(Ω),W1,p′0 (Ω) + 〈u(t),ψ〉M(ω),C0(ω) in (0, T ), ∀ψ ∈Wp′(Ω),
y(0) = y0,
(2.1)
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where the system of differential equations is satisfied in the distribution sense and
a(y(t),ψ) = ν
∫
Ω
∇y(x, t) : ∇ψ(x) dx = ν
2∑
i=1
∫
Ω
∇yi(x, t)∇ψi(x) dx,
b(y(t),y(t),ψ) =
∫
Ω
[y(t) · ∇]y(t) · ∇ψ dx.
A distribution p in Q is called an associated pressure if the equation
∂y
∂t
− ν∆y + (y · ∇)y +∇p = f0 + χωu in Q
is satisfied in the distribution sense. Then, (y, p) is called a solution of (1.1).
Given y satisfying (2.1), the pressure p is obtained by using De Rham’s theorem;
see [26, Lemma IV-1.4.1]. As pointed out in Section 1, the embeddings W(0, T ) ⊂
C([0, T ];H) andWq,p(0, T ) ⊂ C([0, T ];Bp,q(Ω)) hold. Hence, Y ⊂ C([0, T ];Y0) and,
consequently, the initial condition y(0) = y0 with y0 ∈ Y0 makes sense.
The next theorem establishes the well-posedness of the state equation (1.1). It is
an immediate consequence of [14, Theorem 2.2].
Theorem 2.2. Suppose that (f0,y0) ∈ Lq(I,W−1,p(Ω)) × Y0 and that (1.2)
holds. Then, system (2.1) has a unique solution (y, p) ∈ Y ×W−1,q(I;Lp(Ω)/R) for
every u ∈ Lq(I;M(ω)). Furthermore, there exists a nondecreasing function ηp,q :
[0,∞) −→ [0,∞) with ηp,q(0) = 0 such that
‖y‖Y ≤ ηp,q
(
‖f0‖Lq(I;Wp′(Ω)′) + ‖u‖Lq(I;W−1,p(Ω)) + ‖y0‖Y0
)
. (2.2)
Now, we introduce the mapping G : Lq(I;M(ω)) −→ Y associating to each
control u ∈ Lq(I;M(ω)) the solution yu ∈ Y of (1.1). Then we have the following
differentiability result.
Theorem 2.3. G is of class C∞. Further, given u,v,v1,v2 ∈ Lq(I;M(ω)) we
have that zv = G
′(u)v and zv1,v2 = G
′′(u)(v1,v2) are the unique solutions in Y of
the Oseen systems

∂z
∂t
− ν∆z+ (yu · ∇)z+ (z · ∇)yu +∇q = χωv in Q,
div z = 0 in Q, z = 0 on Σ, z(0) = 0 in Ω,
(2.3)
and

∂z
∂t
− ν∆z+ (yu · ∇)z+ (z · ∇)yu +∇q = −(zv2 · ∇)zv1 − (zv1 · ∇)zv2 in Q,
div z = 0 in Q, z = 0 on Σ, z(0) = 0 in Ω,
(2.4)
respectively, where yu = G(u) and zvi = G
′(u)vi for i = 1, 2.
Proof. Let G0 : L
q(I;W−1,p(Ω)) −→ Y be defined by G0(f) = yf with yf the
solution of the system

∂y
∂t
− ν∆y + (y · ∇)y +∇p = f in Q = Ω× I,
div y = 0 in Q, y = 0 on Σ = Γ× I, y(0) = y0 in Ω.
(2.5)
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Then, we have that G(u) = (G0 ◦ B)(u) with B : Lq(I;M(ω)) −→ Lq(I;W−1,p(Ω))
given by Bu = f0 + χωu. The statement of the theorem is a straightforward conse-
quence of the chain rule and [14, Theorerm 5.1].
We finish this section proving the a continuity result for G.
Theorem 2.4. Let {uk}∞k=1 ⊂ Lq(I;M(ω)) be a sequence such that uk ∗⇀ u
in Lq(I;M(ω)), then yuk ⇀ yu in Y and yuk → yu in L2(I;H2p), where H2p =
H ∩ L2p(Ω).
Proof. The boundedness of {uk}∞k=1 in Lq(I;M(ω)) along with the estimate
(2.2) implies the boundedness of {yuk}∞k=1 in Y. Since Y is reflexive, there exists
a subsequence, denoted in the same way, such that yuk ⇀ y in Y. Now, we pass
to the limit in equation (2.1) satisfied by every pair (yuk ,uk). In this process, the
only difficulty is found in the nonlinear term b(yuk ,yuk ,ψ). To deal with it we
use a compact embedding. Using the Sobolev embeddings V ⊂ H2p ⊂ V∗ and
Wp(Ω) ⊂ H2p ⊂ Wp′(Ω)∗, which are compact, we have the compactness of the
embeddings W(0, T ) ⊂ L2(I;H2p) and Wq,p(0, T ) ⊂ Lq(I;H2p), see [27, Theorem
III-2.1]. Since q > 4, we get that the embedding Y ⊂ L2(I;H2p) is compact. Hence,
we deduce that yuk → y strongly in L2(I;H2p). Finally, given ψ ∈Wp′(Ω) and using
the antisymmetric property of b we get
b(yuk ,yuk ,ψ) = −b(yuk ,ψ,yuk)→ −b(y,ψ,y) = b(y,y,ψ) strongly in L1(I).
Therefore, y satisfies equation (2.1) and, hence, y = yu. Since every convergent
subsequence of {yuk}∞k=1 converges to the same limit yu, we conclude that the whole
sequence converges as claimed in the theorem to yu.
3. Existence of solutions of (P) and first order optimality conditions.
We start this section by proving the existence of solutions for the control problem
(P). Then, we show the differentiability of the cost functional and deduce the first
order necessary optimality conditions. From these conditions we infer the sparsity
properties of the stationary controls.
Theorem 3.1. There exists at least one solution u¯ of (P).
Proof. First, we observe that Uad is the closed ball of L
∞(I;M(ω)) centered at 0
and radius γ. Moreover, L1(I;C0(ω)) is a separable Banach space and L
∞(I;M(ω)) =
L1(I;C0(ω))
∗
. Hence, given a minimizing sequence {uk}∞k=1 for (P), there exists a
subsequence, denoted in the same way, such that uk
∗
⇀ u¯ in L∞(I;M(ω)). Then,
Theorem 2.4 implies that yuk → yu¯ in L2(Q). Therefore, J(uk) → J(u¯) = inf (P)
holds. Thus, u¯ is a solution of (P).
Before stating the optimality conditions satisfied by a solution of (P), we analyze
the differentiability of the cost functional.
Theorem 3.2. The cost functional J : Lq(I;M(ω)) −→ R is of class C∞ and
the following identities hold
J ′(u)v =
∫ T
0
〈v(t),ϕu(t)〉M(ω),C0(ω) dt, (3.1)
J ′′(u)v2 =
∫
Q
{|zv|2 + 2(zv · ∇)ϕuzv} dx dt, (3.2)
for all v ∈ Lq(I;M(ω)), where zv = G′(u)v and ϕu ∈ V2,1(0, T ) is the adjoint state,
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the unique solution along with the pressure πu of
 −
∂ϕ
∂t
− ν∆ϕ− (yu · ∇)ϕ− (∇ϕ)Tyu +∇π = yu − yd in Q,
divϕ = 0 in Q, ϕ = 0 on Σ, ϕ(T ) = 0 in Ω.
(3.3)
Proof. The differentiability of J is a consequence of the chain rule and Theorem
2.3. The expressions (3.1) and (3.2) follow from (2.3), (2.4) and (3.3). We only have
to prove that (3.3) has a unique solution that belongs to V2,1(0, T ). To this end, let
us consider the classical operator associated with the Stokes system A : V −→ V′
given by 〈Aψ,φ〉V′,V = a(ψ,φ) ∀ψ,φ ∈ V. As usual, we take a basis {ψj}∞j=1 of
V formed by eigenfunctions of A: Aψj = λjψj with {λj}∞j=1 ⊂ (0,∞), j ≥ 1. We
assume that {ψj}∞j=1 is orthonormal for the Hilbert product inH: (ψi,ψj)L2(Ω) = δij .
Let us denote by Vk the subspace generated by {ψ1, . . . ,ψk}. Following the classical
Faedo-Galerkin approach, we discretize (3.3)


− d
dt
(ϕk(t),ψj)L2(Ω) + a(ϕk(t),ψj)− b(yu(t),ϕk(t),ψj)
−b(ψj ,ϕk(t),yu(t)) = (yu(t)− yd(t),ψj)L2(Ω) in (0, T ), 1 ≤ j ≤ k,
ϕk(T ) = 0,
(3.4)
where ϕk(t) =
∑k
j=1 gk,j(t)ψj . Arguing analogously as in [14, Proof of Theorem 2.7],
we infer the existence and uniqueness of a solution ϕk satisfying the estimate
‖ϕk‖W(0,T ) ≤ η0(‖yu‖Y)‖yu − yd‖L2(Q) ∀k, (3.5)
where η0 : [0,∞) −→ [0,∞) is a nondecreasing function vanishing at 0. Moreover,
as in [14], we can prove that {ϕk}∞k=1 converges weakly in W(0, T ) to the unique
solution ϕu of (3.3). Moreover, ϕu also satisfies the estimate (3.5). It remains to
prove the V2,1(0, T ) regularity. To this end, we split the proof into two parts.
I - Estimate of ‖ϕk‖L2(I;H2(Ω)∩V). First, we observe that
Aϕk =
k∑
j=1
gk,jAψj =
k∑
j=1
λjgk,jψj .
Multiplying equation (3.4) by λjgk,j(t) and taking the sum from j = 1 to k we infer
− d
dt
(ϕk(t), Aϕk(t))L2(Ω) + a(ϕk(t), Aϕk(t))− b(yu(t),ϕk(t), Aϕk(t))
− b(Aϕk(t),ϕk(t),yu(t)) = (yu(t)− yd(t), Aϕk(t))L2(Ω).
Using the identities established in [5, Page 372], the above identity yields
− 1
2
d
dt
‖ϕk(t)‖2H10(Ω) + ‖Aϕk(t))‖
2
L2(Ω) = (yu(t)− yd(t), Aϕk(t))L2(Ω)
+ b(yu(t),ϕk(t), Aϕk(t)) + b(Aϕk(t),ϕk(t),yu(t)). (3.6)
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Now, we estimate the right hand side of this identity. First we get
|b(yu(t),ϕk(t),Aϕk(t))| ≤ ‖yu(t)‖L4(Ω)‖∇ϕk(t)‖L4(Ω)‖Aϕk(t))‖L2(Ω)
≤ C1‖yu(t)‖L4(Ω)‖∇ϕk(t)‖1/2L2(Ω)‖ϕk(t)‖
1/2
H2(Ω)‖Aϕk(t))‖L2(Ω)
≤ C2‖yu(t)‖L4(Ω)‖ϕk(t)‖1/2H10(Ω)‖Aϕk(t)‖
3/2
L2(Ω)
≤ C
4
2
4
(9
2
)3
‖yu(t)‖4L4(Ω)‖ϕk(t)‖2H10(Ω) +
1
6
‖Aϕk(t)‖2L2(Ω).
Above we have used a Gagliardo inequality (see [5, Proposition III.2.35]), the H2(Ω)
estimates for the solution of the Stokes problem ‖y‖H2(Ω) ≤ C‖Ay‖L2(Ω) [5, Theorem
IV.5.8], and Young’s inequality.
The estimate for b(Aϕk(t),ϕk(t),yu(t)) is exactly the same. Therefore, inserting
these estimates in (3.6) and using again Young’s inequality we get
− 1
2
d
dt
‖ϕk(t)‖2H10(Ω) + ‖Aϕk(t))‖
2
L2(Ω) ≤ ‖yu(t)− yd‖L2(Ω)‖Aϕk(t))‖L2(Ω)
+ C3‖yu(t)‖4L4(Ω)‖ϕk(t)‖2H10(Ω) +
1
3
‖Aϕk(t)‖2L2(Ω)
≤ 3
2
‖yu(t)− yd‖2L2(Ω) + C3‖yu(t)‖4L4(Ω)‖ϕk(t)‖2H10(Ω) +
1
2
‖Aϕk(t)‖2L2(Ω),
which implies
− d
dt
‖ϕk(t)‖2H10(Ω) + ‖Aϕk(t))‖
2
L2(Ω)
≤ 3‖yu(t)− yd‖2L2(Ω) + 2C3‖yu(t)‖4L4(Ω)‖ϕk(t)‖2H10(Ω). (3.7)
Let us prove that yu ∈ L4(I;L4(Ω)). Since yu ∈ Y, we can write it in the form
yu = y1 + y2 with y1 ∈ W(0, T ) and y2 ∈ Wq,p(0, T ). Using again a Gagliardo
inequality we obtain
‖y1(t)‖4L4(Ω) ≤ C4‖y1(t)‖2L2(Ω)‖y1(t)‖2H10(Ω) ≤ C4‖y1‖
2
L∞(I;L2(Ω))‖y1(t)‖2H10(Ω).
The embeddings W(0, T ) ⊂ L2(I;H10(Ω)) and W(0, T ) ⊂ L∞(I;L2(Ω)) and the
above inequality imply y1 ∈ L4(I;L4(Ω)). On the other hand, since Wq,p(0, T ) ⊂
Lq(I;Wp(Ω)) ⊂ L4(I;L4(Ω)), recall (1.2), we infer that y2 ∈ L4(I;L4(Ω)). Then,
yu ∈ L4(I;L4(Ω)) holds. Now, integrating (3.7) in [t, T ] and using that ϕk(T ) = 0 it
follows
‖ϕk(t)‖2H10(Ω) ≤ 3‖yu − yd‖
2
L2(Q) + 2C3
∫ T
t
‖yu(s)‖4L4(Ω)‖ϕk(s)‖2H10(Ω) ds ∀t ∈ I.
Applying Gronwall inequality we infer
‖ϕk‖L∞(I;H10(Ω)) ≤
√
3‖yu − yd‖L2(Q) exp
(
C3‖yu‖4L4(I;L4(Ω))
)
∀k ≥ 1. (3.8)
Finally, integrating (3.7) in [0, T ] and inserting (3.8) we obtain
‖Aϕk‖L2(Q)
≤
√
3‖yu − yd‖L2(Q)
{
1 +
√
2C3‖yu‖2L4(I;L4(Ω)) exp
(
C3‖yu‖4L4(I;L4(Ω))
)}
.
Control of Navier-Stokes Equations with Measures 9
Once again, with ‖y‖H2(Ω) ≤ C‖Ay‖L2(Ω) [5, Theorem IV.5.8] we deduce from the
above estimate ∀k ≥ 1
‖ϕk‖L2(I;H2(Ω))
≤ C‖yu − yd‖L2(Q)
{
1 + Cˆ‖yu‖2L4(I;L4(Ω)) exp
(
Cˆ2‖yu‖4L4(I;L4(Ω))
)}
. (3.9)
II - Estimate of ‖ϕ′k‖L2(I;H). Multiplying equation (3.4) by −g′k,jψj , adding the
resulting identities from j = 1 to k, using the orthogonality of {ψj}∞j=1 in H and
integrating in [0, T ] we get
‖ϕ′k‖2L2(Q) −
1
2
∫ T
0
d
dt
a(ϕk(t),ϕk(t)) dt = −
∫ T
0
(yu(t)− yd(t),ϕ′k(t))L2(Ω) dt
−
∫ T
0
b(yu(t),ϕk(t),ϕ
′
k(t)) dt−
∫ T
0
b(ϕ′k(t),ϕk(t),yu(t)) dt.
Now, taking into account that ϕk(T ) = 0 it follows from the above identity
‖ϕ′k‖2L2(Q) ≤ ‖yu − yd‖L2(Q)‖ϕ′k‖L2(Q)
+
∣∣∣ ∫ T
0
b(yu(t),ϕk(t),ϕ
′
k(t)) dt+
∫ T
0
b(ϕ′k(t),ϕk(t),yu(t)) dt
∣∣∣. (3.10)
With the Gagliardo and Young inequalities we obtain
|b(yu(t),ϕk(t),ϕ′k(t))| ≤ ‖yu‖L4(Ω)‖∇ϕk‖L4(Ω)‖ϕ′k‖L2(Ω)
≤ C1‖yu(t)‖L4(Ω)‖∇ϕk(t)‖1/2L2(Ω)‖ϕk(t)‖
1/2
H2(Ω)‖ϕ′k(t))‖L2(Ω)
≤ 3C
2
1
2
‖yu(t)‖2L4(Ω)‖∇ϕk(t)‖L2(Ω)‖ϕk(t)‖H2(Ω) +
1
6
‖ϕ′k(t))‖2L2(Ω).
The same estimate is valid for |b(ϕ′k(t),ϕk(t),yu(t))|. Inserting these estimates in
(3.10) and using Schwarz’s inequality we find∣∣∣∣∣
∫ T
0
b(yu(t),ϕk(t),ϕ
′
k(t)) dt+
∫ T
0
b(ϕ′k(t),ϕk(t),yu(t)) dt
∣∣∣∣∣
≤ 3C21‖ϕk‖L∞(I;H10(Ω))‖yu‖2L4(I;L4(Ω))‖ϕk‖L2(I;H2(Ω)) +
1
3
‖ϕ′k(t))‖2L2(Ω).
This estimate, (3.10) and Young’s inequality lead to
‖ϕ′k‖2L2(Q) ≤
3
2
‖yu − yd‖2L2(Q) +
1
6
‖ϕ′k‖2L2(Q)
+ 3C21‖ϕk‖L∞(I;H10(Ω))‖yu‖
2
L4(I;L4(Ω))‖ϕk‖L2(I;H2(Ω)) +
1
3
‖ϕ′k(t))‖2L2(Ω),
whence
‖ϕ′k‖L2(Q) ≤
√
3‖yu − yd‖L2(Q)
+
√
6C1‖yu‖L4(I;L4(Ω))‖ϕk‖1/2L∞(I;H10(Ω))‖ϕk‖
1/2
L2;H2(Ω)). (3.11)
From (3.8) and (3.9) the boundedness of {ϕ′k}∞k=1 in L2(Q) follows. Therefore, ϕ′u ∈
L2(Q) holds and with the first part of the proof we conclude that ϕu ∈ V2,1(0, T ).
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Let us note that the estimates (2.2), (3.5), (3.8), (3.9) and (3.11) yields
‖ϕu‖V2,1(0,T ) ≤ η
(
‖f0‖Lq(I;Wp′(Ω)′)+‖u‖Lq(I;M(ω))+‖y0‖Y0
)
‖yu−yd‖L2(Q). (3.12)
for some non-decreasing monotone function η : [0,∞) −→ [0,∞).
Next, we prove the first order necessary optimality conditions. Since (P) is not
a convex problem, it is convenient to discuss necessary optimality conditions in the
context of local solutions. Here, we say that u¯ is a local solution of (P) if there exists
a neighborhood A of u¯ in L∞(I;M(ω)) such that J(u¯) ≤ J(u) for all u ∈ A. If
the inequality is strict for all u ∈ A with u 6= u¯, we say that u¯ is a strict local
solution. We will also consider local solutions in the Lq(I;W−1,p(Ω)) topology. Let
us observe that the continuous embedding L∞(I;M(ω)) ⊂ Lq(I;W−1,p(Ω)) implies
that any local solution in the Lq(I;W−1,p(Ω)) topology is also a local solution in the
L∞(I;M(ω)) topology.
Theorem 3.3. Let us assume that u¯ is a local solution of (P) with associated
state y¯. Then, there exists a unique element ϕ¯ ∈ V2,1(0, T ) satisfying
 −
∂ϕ¯
∂t
− ν∆ϕ¯− (y¯ · ∇)ϕ¯− (∇ϕ¯)T y¯ +∇π¯ = y¯ − yd in Q,
div ϕ¯ = 0 in Q, ϕ¯ = 0 on Σ, ϕ¯(T ) = 0 in Ω,
(3.13)


if ϕ¯i(t) 6≡ 0, then ‖u¯i(t)‖M(ω) = γ and
Supp(u¯+i (t)) ⊂ {x ∈ ω : ϕ¯i(x, t) = −‖ϕ¯i(t)‖C0(ω)},
Supp(u¯−i (t)) ⊂ {x ∈ ω : ϕ¯i(x, t) = +‖ϕ¯i(t)‖C0(ω)},
(3.14)
for i = 1, 2 and almost every point t ∈ I, where u¯i(t) = u¯+i (t) − u¯−i (t) is the Jordan
decomposition of the measure u¯i(t).
Proof. From Theorem 3.2 we know the existence and uniqueness of ϕ¯ ∈ V2,1(0, T )
satisfying (3.13). From the expression for J ′ given in (3.1) and using the convexity of
Uad we have
0 ≤ J ′(u¯)(u − u¯) =
∫ T
0
〈u(t)− u¯(t), ϕ¯(t)〉M(ω),C0(ω) dt ∀u ∈ Uad.
This is equivalent to∫ T
0
〈u(t), ϕ¯i(t)〉M(ω),C0(ω) dt ≤ −
∫ T
0
〈u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) dt, i = 1, 2. (3.15)
for every u satisfying ‖u‖L∞(I;M(ω)) ≤ γ.
Since ϕ¯i : Ω¯× I → R is a Caratheodory function (continuous with respect to the
first variable and measurable with respect to the second), there exists a measurable
selection t ∈ I 7→ xt ∈ Ω¯ such that |ϕ¯i(xt, t)| = ‖ϕ¯i(t)‖C0(ω); see [18, Chapter 8, The-
orem 1.2]. Now, we define the element u ∈ L∞(I;M(ω)) by u(t) = γsign(ϕ¯i(xt, t))δxt .
We have to check that u : I → M(ω) is weakly measurable. To this end the only
delicate point is the weak measurability of t ∈ I 7→ δxt ∈ M(ω). This follows from
the measurability of the mapping t 7→ xt and the continuity of x ∈ Ω¯ 7→ δx ∈ M(ω)
when M(ω) is endowed with the weak∗ topology. By definition of u, the fact that
u¯ ∈ Uad, and (3.15) we get
γ
∫ T
0
‖ϕ¯i(t)‖C0(ω) dt =
∫ T
0
〈u(t), ϕ¯i(t)〉M(ω),C0(ω) dt
≤ −
∫ T
0
〈u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) dt ≤ γ
∫ T
0
‖ϕ¯i(t)‖C0(ω) dt.
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This implies
−
∫ T
0
〈u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) dt = γ
∫ T
0
‖ϕ¯i(t)‖C0(ω) dt
and consequently
∫ T
0
〈u(t) + u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) dt = 0. (3.16)
Moreover, we have for almost every t ∈ I
〈u(t), ϕ¯i(t)〉M(ω),C0(ω) = γ‖ϕ¯i(t)‖C0(ω) ≥ −〈u¯i(t), ϕ¯i(t)〉M(ω),C0(ω).
Whence we obtain 〈u(t) + u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) ≥ 0. This inequality along with
(3.16) yields
−〈u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) = 〈u(t), ϕ¯i(t)〉M(ω),C0(ω) = γ‖ϕ¯i(t)‖C0(ω).
This identity yields ‖u¯i(t)‖M(ω) = γ if ϕ¯i(t) 6≡ 0 and −〈u¯i(t), ϕ¯i(t)〉M(ω),C0(ω) =
‖u¯i(t)‖M(ω)‖ϕ¯i(t)‖C0(ω) holds. Then, we can apply [9, Lemma 3.4] to get the inclu-
sions (3.14).
Next we define the Lagrangian function associated with the control problem (P).
To this end, first we consider the functional j : M(ω) −→ [0,∞) given by j(u) =
‖u‖M(ω). This is a convex and Lipschitz functional having directional derivatives
j′(u; v) for all u, v ∈ M(ω). To give an expression for the derivative j′(u; v) we
consider the Lebesgue decomposition of v with respect to |u|: v = va + vs with
dva = gvd|u|, where va and vs are the absolutely continuous and singular parts of
v with respect to |u|, and gv ∈ L1(|u|) is the Radon-Nikodym derivative of v with
respect to |u|. We can also write du = gud|u| where gu is a measurable function such
that |gu(x)| = 1 for all x ∈ ω. Actually, gu is the Radon-Nikodym derivative of u
with respect to |u|. The reader is referred, for instance, to [24, Chapter 6] for these
issues. Now we have the following result taken from [11, Proposition 3.3]
Proposition 3.4. Let u, v ∈M(ω), then
j′(u; v) =
∫
ω
gv du+ ‖vs‖M(ω). (3.17)
Given u,v ∈ L∞(I;M(ω)), we denote by gvi(t) the Radon-Nikodym derivative of
vi(t) with respect to |ui(t)| and vis(t) the singular part of vi(t) with respect to |ui(t)|.
Then, gvi : ω × I −→ R is a measurable function.
Associated with the control problem (P) we define the Lagrangian function
L : L∞(I;M(ω))× L1(I)2 −→ R, L(u,ψ) = J(u) +
2∑
i=1
∫ T
0
ψi(t)j(ui(t)) dt.
According to (3.1) and (3.17) the directional derivative of L with respect to the first
12 E. CASAS AND K. KUNISCH
variable is given by
∂L
∂u
(u,ψ)v =
∫ T
0
〈v(t),ϕu(t)〉M(ω),C0(ω)
+
2∑
i=1
∫ T
0
ψi(t)
{∫
ω
gvi(t) dui(t) + ‖vis(t)‖M(ω)
}
dt
=
2∑
i=1
∫ T
0
{∫
ω
ϕui(t)gvi(t) d|ui|(t) + ψi(t)
∫
ω
gvi(t) dui(t)
}
dt
+
2∑
i=1
∫ T
0
{〈vis(t), ϕui(t)〉M(ω),C0(ω) + ψi(t)‖vis(t)‖M(ω)} dt. (3.18)
Denote by u¯ ∈ Uad a control with associated adjoint state ϕ¯ ∈ V2,1(0, T ) satis-
fying (3.14). We define the function φ¯ as follows
φ¯i(t) =
{
1 if ϕ¯i(t) ≡ 0,
− ϕ¯i(t)‖ϕ¯i(t)‖C0(ω) if ϕ¯i(t) 6≡ 0,
for i = 1, 2.
Then, we infer with (3.14) that
φ¯i(x, t) =
{
+1 if x ∈ Supp(u¯+i (t)),
−1 if x ∈ Supp(u¯−i (t)),
for i = 1, 2,
and, consequently, du¯i(t) = φ¯i(t)d|u¯i(t)| for i = 1, 2. Using these identities and
setting u = u¯ and ψ¯i(t) = ‖ϕ¯i(t)‖C0(ω), i = 1, 2, in (3.18) we obtain the directional
derivatives
∂L
∂u
(u¯, ψ¯)v =
2∑
i=1
∫ T
0
{∫
ω
ϕ¯i(t)gvi(t) d|u¯i|(t) + ‖ϕ¯i(t)‖C0(ω)
∫
ω
gvi(t) du¯i(t)
}
dt
+
2∑
i=1
∫ T
0
{〈vis(t), ϕ¯i(t)〉M(ω),C0(ω) + ‖ϕ¯i(t)‖C0(ω)‖vis(t)‖M(ω)} dt
=
2∑
i=1
∫ T
0
{∫
ω
[ϕ¯i(t) + ‖ϕ¯i(t)‖C0(ω)φ¯i(t)]gvi(t) d|u¯i|(t) dt
+
2∑
i=1
∫ T
0
{〈vis(t), ϕ¯i(t)〉M(ω),C0(ω) + ‖ϕ¯i(t)‖C0(ω)‖vis(t)‖M(ω)} dt
=
2∑
i=1
∫ T
0
{〈vis(t), ϕ¯i(t)〉M(ω),C0(ω) + ‖ϕ¯i(t)‖C0(ω)‖vis(t)‖M(ω)} dt. (3.19)
From the above expression we deduce that ∂L∂u (u¯, ψ¯) can be extended to a linear
continuous form ∂L∂u (u¯, ψ¯) : L
q(I;M(ω)) −→ R. Indeed, taking into account that
V1,2(0, T ) ⊂ L2(I;C0(ω)) ⊂ Lq′(I;C0(ω)) we have
|∂L
∂u
(u¯, ψ¯)v| ≤ ‖ϕ¯‖Lq′ (I;C0(ω))‖v‖Lq(I;M(ω)) ∀v ∈ Lq(I;M(ω)).
From the inequality
|〈vis(t), ϕ¯i(t)〉M(ω),C0(ω)| ≤ ‖ϕ¯i(t)‖C0(ω)‖vis(t)‖M(ω) for i = 1, 2,
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[9, Lemma 3.4], the fact that vis(t) is singular with respect to |u¯i(t)|, and recalling
that ψ¯(t) = ‖ϕ¯(t)‖C0(ω) we deduce
∂L
∂u
(u¯, ψ¯)v ≥ 0 ∀v ∈ Lq(I;M(ω)), (3.20)
∂L
∂u
(u¯, ψ¯)v = 0 if and only if for i = 1 and 2, in case ϕ¯i(t) 6≡ 0{
Supp(v¯+is(t)) ⊂ {x ∈ ω \ Supp(|u¯i(t)|) : ϕ¯i(x, t) = −‖ϕ¯i(t)‖C0(ω)},
Supp(v¯−is(t)) ⊂ {x ∈ ω \ Supp(|u¯i(t)|) : ϕ¯i(x, t) = +‖ϕ¯i(t)‖C0(ω)}.
(3.21)
4. Second order optimality conditions. In this section we study the second
order necessary a sufficient optimality conditions for local optimality. Associated with
u¯ of (P) we introduce the cone of critical directions
Cu¯ = {v ∈ Lq(I;M(ω)) : vi satisfies (4.2), i = 1, 2, and ∂L
∂u
(u¯, ψ¯)v = 0}. (4.1)
For a.a. t ∈ I : if ‖u¯i(t)‖M(ω) = γ then
{
j′(u¯i(t); vi(t)) ≤ 0,
j′(u¯i(t); vi(t)) = 0 if ϕ¯i(t) 6≡ 0. (4.2)
Now, we formulate the second order necessary optimality condition.
Theorem 4.1. Let u¯ be a local minimum of (P). Then, J ′′(u¯)v2 ≥ 0 ∀v ∈ Cu¯
holds.
Proof. Let us take v ∈ Cu¯ ∩ L∞(I;M(ω)). We set
vi(t) = gvi(t)d|u¯i(t)|+ vis(t) and du¯i(t) = gu¯i(t)d|u¯i(t)|, i = 1, 2,
where gvi(t) and gu¯i(t) are the corresponding Randon-Nikodym derivatives. We define
the sets
I0γ,i = {t ∈ I : ‖u¯i(t)‖M(ω) = γ and ϕ¯i(t) ≡ 0},
I+γ,i = {t ∈ I : ϕ¯i(t) 6≡ 0}, Iγ,i = I0γ,i ∪ I+γ,i, i = 1, 2.
Note further that I = Iγ,i ∪ {t ∈ I : ‖u¯(t)‖M(ω) < γ}. From (3.14) it follows that
‖u¯i(t)‖M(ω) = γ for every t ∈ Iγ,i. Proposition 3.4 and v ∈ Cu¯ yield
j′(u¯i(t), vi(t)) =
∫
ω
gvi(t) du¯i(t) + ‖vis(t)‖M(ω)
{
= 0 if t ∈ I+γ,i,
≤ 0 if t ∈ I0γ,i,
i = 1, 2. (4.3)
Let us denote
a(t) =
∫
ω
gvi(t) du¯i(t) and ak(t) =
∫
ω
proj[−k,+k](gvi(t)) du¯i(t) for k ≥ 1.
With (4.3) and Lebesgue’s theorem we infer
j′(u¯i(t); vi(t)) = a(t) + ‖vis(t)‖M(ω)
{
= 0 if t ∈ I+γ,i,
≤ 0 if t ∈ I0γ,i,
and lim
k→∞
ak(t) = a(t), (4.4)
in the a.e. sense. Now, we set
gkvi(t) = proj[−k,+k](gvi(t)) +
a(t)− ak(t)
γ
gu¯i(t)
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and
dvk,i(t) =


0 if γ − 1
k
< ‖u¯i(t)‖M(ω) < γ,
gkvi(t)du¯i(t) + dvis(t) if t ∈ Iγ,i,
dvi(t) otherwise.
Below we shall argue that vk → v in Lq(I;M(ω)). From (4.4) we get
j′(u¯i(t); vk,i(t)) = ak(t) +
a(t)− ak(t)
γ
∫
ω
gu¯i(t) du¯i(t) + ‖vis(t)‖M(ω)
= ak(t) +
a(t)− ak(t)
γ
∫
ω
d|u¯i(t)|+ ‖vis(t)‖M(ω)
= a(t) + ‖vis(t)‖M(ω)
{
= 0 if t ∈ I+γ,i,
≤ 0 if t ∈ I0γ,i.
Moreover, from (3.19) we have that ∂L∂u (u¯, ψ¯)v only depends on the singular part of
v(t) with respect to u¯(t). Since the singular part of vk(t) is zero or equal to the
singular part of v(t), we conclude that ∂L∂u (u¯, ψ¯)vk = 0. This identity along with
j′(u¯i(t); vk,i(t)) = 0 for t ∈ I+γ,i, ϕ¯i(t) ≡ 0 on I \ I+γ,i, and the equality
∂L
∂u
(u¯, ψ¯)vk = J
′(u¯)vk +
2∑
i=1
∫ T
0
‖ϕ¯i(t)‖C0(ω)j′(u¯i(t); vk,i(t)) dt
imply that J ′(u¯)vk = 0.
Next we prove that u¯+ ρvk ∈ Uad for every ρ > 0 small enough. Indeed, first we
observe that
|gkv,i(t)| ≤ k +
|a(t)− ak(t)|
γ
≤ k + 2
γ
∫
ω
|gvi(t)| d|u¯i(t)| ≤ k +
2
γ
‖v‖L∞(I;M(ω)).
Let us take ρk > 0 such that
ρk
(
1 +
2
γ
)
‖v‖L∞(I;M(ω)) <
1
k
.
For i = 1, 2 , using (4.4), we deduce for t ∈ Iγ,i and ρ ≤ ρk
‖u¯i(t) + ρvk,i(t)‖M(ω) =
∫
ω
|gu¯i(t) + ρgkvi(t)| d|u¯i(t)|+ ρ‖vis(t)‖M(ω)
=
∫
ω
(1 + ρgkvi(t)) du¯
+
i +
∫
ω
(1− ρgkvi(t)) du¯−i + ρ‖vis(t)‖M(ω)
= γ + ρ
(∫
ω
gkvi(t) du¯i + ‖vis(t)‖M(ω)
)
= γ + ρ
(
a(t) + ‖vis(t)‖M(ω)
)
≤ γ.
Moreover, if ‖u¯(t)‖M(ω) ≤ γ − 1k , then ‖u¯(t) + ρvk(t)‖M(ω) = ‖u¯(t) + ρv(t)‖M(ω) ≤ γ
∀ρ < ρk holds. If γ− 1k < ‖u¯(t)‖M(ω) < γ, then ‖u¯(t)+ρvk(t)‖M(ω) = ‖u¯(t)‖M(ω) < γ
is fulfilled. Thus, we have that u¯+ ρvk ∈ Uad for every ρ < ρk.
Now, using that u¯ is a local minimum of (P), J ′(u¯)vk = 0 as proved before, and
performing a Taylor expansion we get for k fixed and ρ small enough
0 ≤ J(u¯+ ρvk))− J(u¯) = ρJ ′(u¯)vk + ρ
2
2
J ′′(u¯+ θρvk)v
2
k =
ρ2
2
J ′′(u¯+ θρvk)v
2
k.
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Dividing the expression by ρ2/2, using the fact that J : Lq(I;M(ω)) → R is of class
C∞, and taking ρ → 0 we infer J ′′(u¯)v2k ≥ 0. Now, using again Lebesgue’s theorem
it follows that for almost every t ∈ I
lim
k→∞
‖gkvi(t)− gvi(t)‖L1(|u¯i(t)|) = 0 and
‖gkvi(t)− gvi(t)‖L1(|u¯i(t)|) ≤ 2‖gvi(t)‖L1(|u¯i(t)|) ≤ 2‖vi‖L∞(I;M(ω))
Using these properties we easily obtain that vk → v in Lq(I;M(ω)). Then, with
Theorem 3.2 we can pass to the limit when k → ∞ in the above inequality and
conclude that J ′′(u¯)v2 ≥ 0.
Finally, if v ∈ Cu¯ \ L∞(I;M(ω)), then we take {vk}∞k=1 ⊂ L∞(I;M(ω)) defined
as follows
vk(t) =
{
0 if ‖vk(t‖M(ω) > k,
v(t) otherwise.
It is straightforward to check vk ∈ Cu¯ ∩ L∞(I;M(ω)) for every k ≥ 1 and vk → v
in Lq(I;M(ω)). Hence, J ′′(u¯)v2k ≥ 0 holds for every k, and passing to the limit we
obtain J ′′(u¯)v2 ≥ 0.
In order to formulate a second order sufficient condition for local optimality we
need to extend the cone of critical directions. Given (u¯, ϕ¯) ∈ Uad ×V2,1(0, T ) satis-
fying (3.13)–(3.14), we define for τ > 0
Cτu¯ ={v ∈ Lq(I;M(ω)) : vi satisfies (4.6), i = 1, 2, and
∂L
∂u
(u¯, ψ¯)v ≤ τ‖zv‖L2(Q)}, (4.5)
where zv = G
′(u¯)v.
{
For a.a. t ∈ I : if ‖u¯i(t)‖M(ω) = γ then j′(u¯i(t); vi(t)) ≤ 0,
moreover
∑2
i=1
∫ T
0
‖ϕ¯i(t)‖C0(ω)j′(u¯i(t); vi(t)) dt ≥ −τ‖zv‖L2(Q).
(4.6)
The last condition is a relaxation of the second condition of (4.2).
Theorem 4.2. Let (u¯, ϕ¯) ∈ Uad ×V2,1(0, T ) satisfy (3.13)–(3.14). Assume that
y0 ∈ Bp,q(Ω) and ∃r ∈ (4, q] such that yd, y¯ ∈ Lr(I;L4(Ω)), (4.7)
∃τ > 0 and δ > 0 such that J ′′(u¯)v2 ≥ δ‖zv‖2L2(Q) ∀v ∈ Cτu¯. (4.8)
Then, there exist κ > 0 and ε > 0 such that
J(u¯) +
κ
2
‖yu − y¯‖2L2(Q) ≤ J(u) ∀u ∈ Uad : ‖u− u¯‖Lq(I;W−1,p(Ω)) ≤ ε, (4.9)
where y¯ = G(u¯).
Remark 4.3. Notice that in the proof of Theorem 3.2 the continuous embedding
Y ⊂ L4(I;L4(Ω))) was established. Hence, the assumption y¯ ∈ Lr(I;L4(Ω)) for some
r > 4 is not too restrictive. Actually, we think that this regularity is enjoyed by the
solutions of the state equation, but we have not been able to prove it.
In order to prove this theorem we need to establish some lemmas.
Lemma 4.4. There exists a constant Mγ such that
‖yu − y¯‖Y ≤Mγ‖u− u¯‖Lq(I;W−1,p(Ω)) ∀u ∈ Uad. (4.10)
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Proof. Let G0 : L
q(I;W−1,p(Ω)) −→ Y be as defined in the proof of Theorem
2.3. Then, from mean value theorem we infer
‖yu − y¯‖Y = ‖G0(χωu)−G0(χωu¯)‖Y
≤ sup
v∈Uad
‖G′0(χωv)‖L(Lq(I;W−1,p(Ω)),Y)‖u− u¯‖Lq(I;W−1,p(Ω))
=Mγ‖u− u¯‖Lq(I;W−1,p(Ω)).
The constant Mγ is finite; see the proof of [14, Theorem 5.1].
Lemma 4.5. Given u ∈ Uad and v ∈ Lq(I;M(ω)), we set zu,v = G′(u)v and
zv = G
′(u¯)v. Then, there exist constants M1 > 0 and M2 > 0 independent of u and
v such that
‖zu,v − zv‖L2(Q) ≤M1‖u− u¯‖Lq(I;W−1,p(Ω))‖zv‖L2(Q), (4.11)
‖zu,v‖L2(Q) ≤M2‖zv‖L2(Q). (4.12)
Proof. According to (2.3), the equations satisfied by zu,v and zv are
∂zu,v
∂t
− ν∆zu,v + (yu · ∇)zu,v + (zu,v · ∇)yu +∇qu = χωv,
∂zv
∂t
− ν∆zv + (y¯ · ∇)zv + (zv · ∇)y¯ +∇q¯ = χωv.
Subtracting both equations and setting e = zu,v − zv and q = qv − q¯ we get

∂e
∂t
− ν∆e+ (yu · ∇)e+ (e · ∇)yu +∇q = g in Q,
div e = 0 in Q, e = 0 on Σ, e(0) = 0 in Ω
where g = −[(yu − y¯) · ∇]zv − (zv · ∇)(yu − y¯). From [14, Lemma 2.1] we get
that g ∈ L2(I;H−1(Ω)). Then, [14, Theorem 2.7] implies that (4.8) has a unique
solution (e, q) ∈ W(0, T ) ×W−1,∞(I;L2(Ω)/R). Take f ∈ L2(Q) arbitrary and let
ϕ ∈ V2,1(0, T ) be the solution of the adjoint state equation (3.3) with yu−yd replaced
by f . We have the estimate
‖ϕ‖V2,1(0,T ) ≤ C‖f‖L2(Q) ∀f ∈ L2(Q), ∀u ∈ Uad. (4.13)
Then, we have
∫ T
0
∫
Ω
fe dx dt =
∫ T
0
∫
Ω
[
− ∂ϕ
∂t
− ν∆ϕ− (yu · ∇)ϕ− (∇ϕ)Tyu +∇π
]
e dx dt
=
∫ T
0
[ d
dt
(e,ϕ)L2(Ω) + a(e,ϕ) + b(yu, e,ϕ) + b(e(t),yu,ϕ)
]
dt
=
∫ T
0
〈g,ϕ〉H−1(Ω),H10(Ω) dt = −
∫ T
0
{
b(yu − y¯, zv,ϕ) + b(zv,yu − y¯,ϕ)
}
dt.
Let us estimate the last integral. To this end we use the embeddings H2,1(Q) ⊂
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L4(I;W1,4(Ω)) and Y ⊂ L4(I;L4(Ω)), and estimates (4.10) and (4.13):
∫ T
0
|b(yu − y¯, zv,ϕ)| dt =
∫ T
0
|b(yu − y¯,ϕ, zv)| dt
≤ ‖yu − y¯‖L4(I;L4(Ω))‖ϕ‖L4(I;W1,4(Ω))‖zv‖L2(Q)
≤ C′‖f‖L2(Q)‖yu − y¯‖Y‖zv‖L2(Q)
≤ C′′Mγ‖f‖L2(Q)‖u− u¯‖Lq(I;W−1,p(Ω))‖zv‖L2(Q).
The term b(zv,yu − y¯,ϕ) is estimated in the same way. Thus, we have∫ T
0
∫
Ω
fe dx dt ≤M1‖f‖L2(Q)‖u− u¯‖Lq(I;W−1,p(Ω))‖zv‖L2(Q)
∀f ∈ L2(Q) and, consequently, (4.11) is fulfilled. Finally, (4.12) follows from (4.11)
and the inequality
‖zu,v‖L2(Q) ≤ ‖zu,v − zv‖L2(Q) + ‖zv‖L2(Q).
Lemma 4.6. There exists ε0 > 0 such that ∀u ∈ Uad with ‖u− u¯‖Lq(I;W1,p0 (Ω)) ≤
ε0 the inequality
‖yu − y¯‖L2(Q) ≤ 2‖zu−u¯‖L2(Q) (4.14)
holds, where zu−u¯ = G
′(u¯)(u− u¯).
Proof. Let us consider the equations satisfied by yu, y¯ and zu−u¯:
∂yu
∂t
− ν∆yu + (yu · ∇)yu +∇pu = χωu,
∂y¯
∂t
− ν∆y¯ + (y¯ · ∇)y¯ +∇p¯ = χωu¯,
∂zu−u¯
∂t
− ν∆zu−u¯ + (y¯ · ∇)zu−u¯ + (zu−u¯ · ∇)y¯ +∇qu−u¯ = χω(u− u¯).
Setting e = yu − y¯− zu−u¯ and q = pu − p¯− qu−u¯, we infer from the above equations
∂e
∂t
− ν∆e+ (y¯ · ∇)e+ (e · ∇)y¯ +∇q = −[(yu − y¯) · ∇](yu − y¯).
Using again [14, Lemma 2.1], we have that [(yu − y¯) · ∇](yu − y¯) ∈ L2(I;H−1(Ω))
and, hence, e ∈W(0, T ). Arguing as in the proof of Lemma 4.5 and using (4.10) we
infer
‖e‖L2(Q) ≤ C1‖yu − y¯‖Y‖yu − y¯‖L2(Q)
≤ C2‖u− u¯‖Lq(I;W−1,p(Ω))‖yu − y¯‖L2(Q).
Let us take 0 < ε0 <
1
2C2
. Then, we have
‖yu − y¯‖L2(Q) ≤ ‖e‖L2(Q) + ‖zu−u¯‖L2(Q)
≤ 1
2
‖yu − y¯‖L2(Q) + ‖zu−u¯‖L2(Q),
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which implies (4.14).
Lemma 4.7. Assume that (4.7) holds. Then, there exists ε¯ > 0 such that yu ∈
Y ∩Lr(I;L4(Ω)) for every u ∈ Bε¯(u¯) ⊂ Lq(I;M(ω)). Moreover, if {uk}∞k=1 ⊂ Bε¯(u¯)
is a sequence converging to u¯ in Lq(I;W−1,p(Ω)), then yuk → y¯ in Lr(I;L4(Ω))
holds.
Proof. The proof is split in three steps.
Step I- From [14, Theorem 2.5] we know that the system

∂yS
∂t
− ν∆yS +∇pS = f0 + uχω in Q,
div yS = 0 in Q, yS = 0 on Σ, yS(0) = y0 in Ω
(4.15)
has a unique solution yS ∈Wq,p(0, T ) satisfying
‖yS‖Wq,p(0,T ) ≤ C1
(
‖f0‖Lq(I;Wp′(Ω)′) + ‖u‖Lq(I;W−1,p(Ω)) + ‖y0‖Bp,q(Ω)
)
(4.16)
for some constant C1 independent of u. Since p ≥ 43 and r ≤ q, we have that
yS ∈ Lr(I;L4(Ω)).
Now, we take y ∈W(0, T ) as the solution of

∂y
∂t
− ν∆y + (y · ∇)y + (yS · ∇)y + (y · ∇)yS +∇p = −(yS · ∇)yS in Q,
div y = 0 in Q, y = 0 on Σ, y(0) = 0 in Ω.
(4.17)
The existence and uniqueness of y follows from [14, Theorem 2.7], as well as the
estimate
‖y‖W(0,T ) ≤ ηˆ
(
‖yS‖Lq(I;Wp(Ω))
)
, (4.18)
where ηˆ : [0,∞) −→ [0,∞) is a nondecreasing function with ηˆ(0) = 0. Obviously, the
solution of (1.1) is given by yu = yS+y. In the sequel, applying the implicit function
theorem, we will prove that y ∈ Lr(I;L4(Ω)) if u ∈ Bε¯(u¯) for some ε¯ > 0.
Step II- First, we write y¯ = y˜S + y˜ with y˜S and y˜ solutions of (4.15) and (4.16)
with u and yS replaced by u¯ and y˜S , respectively. Let us prove that y˜ ∈W r
2
,2(0, T ).
Observe that y˜ satisfies the Stokes equations
∂y˜
∂t
− ν∆y˜ +∇p˜ = g in Q,
where g = −(y˜S · ∇)y˜S − (y˜ · ∇)y˜ − (y˜S · ∇)y˜ − (y˜ · ∇)y˜S . Then, using the
maximal parabolic regularity for the Stokes system, it is enough to prove that g ∈
L
r
2 (I;H−1(Ω)) to deduce that y˜ ∈ W r
2 ,2
(0, T ). First we observe that (4.7) implies
that y˜ = y¯ − y˜S ∈ Lr(I;L4(Ω)). Let us prove (y˜S · ∇)y˜S ∈ L r2 (I;H−1(Ω)). Indeed,
given z ∈ H10(Ω) we have
|〈(y˜S(t) · ∇)y˜S(t), z〉| = |〈(y˜S(t) · ∇)z, y˜S(t)〉| ≤ ‖y˜S(t)‖2L4(Ω)‖z‖H10(Ω).
Then, we have ‖(y˜S · ∇)y˜S‖L r2 (I;H−1(Ω)) ≤ ‖y˜S‖2Lr(I;L4(Ω)). In a similar way we get
that ‖(y˜ · ∇)y˜‖
L
r
2 (I;H−1(Ω))
≤ ‖y˜‖2Lr(I;L4(Ω)) and ‖(y˜ · ∇)y˜S‖L r2 (I;H−1(Ω)) = ‖(y˜S ·
∇)y˜‖
L
r
2 (I;H−1(Ω))
≤ ‖y˜‖Lr(I;L4(Ω))‖y˜S‖Lr(I;L4(Ω)). All together this leads to
‖y˜‖W r
2
,2(0,T ) ≤ C2
(
‖y˜‖Lr(I;L4(Ω)) + ‖y˜S‖Lr(I;L4(Ω))
)2
.
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Step III- We define the mapping
F :W r
2 ,2
(0, T )× Lq(I;W−1,p(Ω)) −→ L r2 (I;V′)
F(y,u) = ∂y
∂t
+Ay + (y · ∇)y + (yS(u) · ∇)y + (y · ∇)yS(u) + (yS(u) · ∇)yS(u),
where yS(u) is the solution (4.15) and A : V −→ V′ is given by 〈Ay, z〉V′ ,V = a(y, z).
Using [3, Theorem 3] with X0 = H
−1(Ω), X1 = H
1
0(Ω), p =
r
2 , s =
1
r , and θ =
3
4 we
obtain
W r
2 ,2
(0, T ) ⊂ Lr(I; (H−1(Ω),H10(Ω)) 34 ,1) ⊂ L
r(I; (H−1(Ω),H10(Ω)) 34 ,2)
= Lr(I;H
1
2 (Ω)) ⊂ Lr(I;L4(Ω)).
Arguing as in Step II, it yields (y·∇)y+(yS(u)·∇)y+(y·∇)yS (u)+(yS(u)·∇)yS(u) ∈
L
r
2 (I;V′) for every y ∈ W r
2 ,2
(0, T ). Consequently, F is well defined. Furthermore,
it is a C∞ function. We have that F(y˜, u¯) = 0. Moreover, the partial derivative
∂F
∂y
(y˜, u¯) :W r
2
,2(0, T ) −→ L r2 (I;V′)
∂F
∂y
(y˜, u¯)z =
∂z
∂t
+Az + (y¯ · ∇)z+ (z · ∇)y¯,
where y¯ = y˜ + y˜S = y˜ + yS(u¯), is an isomorphism. Indeed, the injectivity follows
from [14, Theorem 2.7]. Let us prove the surjectivity. Given f ∈ L r2 (I;V′), we take a
sequence {fk}∞k=1 ⊂ L
r
2 (I;H) such that fk → f in L r2 (I;V′). For every k we consider
the equation{
∂zk
∂t
+Azk + (y¯ · ∇)zk + (zk · ∇)y¯ = fk for a.a. t ∈ I,
zk(0) = 0.
Arguing as we did for equation (3.3), we get that zk ∈ V2,1(0, T ). Moreover, using
again [14, Theorem 2.7], we have the estimate analogous to (4.18) for k0 large enough:
‖zk‖W(0,T ) ≤ ηˆ
(
‖fk‖L r2 (I;V′)
)
≤ ηˆ
(
2‖f‖
L
r
2 (I;V′)
)
∀k ≥ k0. (4.19)
Observe that zk satisfies the Stokes equations
∂zk
∂t
+Azk = gk,
where gk = fk − (y¯ · ∇)zk − (zk · ∇)y¯. Then, using again the maximal parabolic
regularity for the Stokes system we have
‖zk‖W r
2
,2(0,T ) ≤ C3‖gk‖L r2 (I;V′) ≤ C3
(
‖fk‖L r2 (I;V′)+2‖y¯‖Lr(I;L4(Ω))‖zk‖Lr(I;L4(Ω))
)
.
From [3, Theorem 3], we know that the embedding W r
2 ,2
(0, T ) ⊂ Lr(I;L4(Ω)) is
compact. Then, we can apply Lions’s Lemma with W r
2 ,2
(0, T ) ⊂ Lr(I;L4(Ω)) ⊂
L2(Q) to deduce the existence of a constant C4 such that
‖zk‖Lr(I;L4(Ω)) ≤
1
4C3‖y¯‖Lr(I;L4(Ω))
‖zk‖W r
2
,2(0,T ) + C4‖zk‖L2(Q).
20 E. CASAS AND K. KUNISCH
The last two inequalities and (4.19) imply that {zk}∞k=1 is bounded in W r2 ,2(0, T ).
Then, taking a subsequence, we have that zk ⇀ z in W r2 ,2(0, T ) with
∂F
∂y (y˜, u¯)z = f ,
which proves the surjectivity. Hence, from the implicit function theorem we conclude
the existence of ε¯ > 0 such that the statement of the lemma is fulfilled.
Lemma 4.8. Assume that (4.7) holds and let ε¯ be as defined in Lemma 4.7. Then,
for every u ∈ Bε¯(u¯) the solution ϕu of (3.3) belongs to C(I¯;C1(Ω¯)) and there exists
a constant M3 continuously depending on ‖yu‖Lr(I;L4(Ω)) such that
‖ϕu‖C(I¯;C1(Ω¯)) ≤M3‖yu − yd‖Lr(I;L4(Ω)). (4.20)
Proof. Let us consider the spaces
X = {y ∈ Lr(I;W2,4(Ω)) ∩W 1,r(I;L4(Ω)) : y = 0 on Σ and div y = 0 in Q},
Π = {π ∈ Lr(I;W 1,4(Ω)) :
∫
Ω
π(t) dx = 0 for a.a. t ∈ I}.
Applying [3, Theorem 3] with X0 = L
4(Ω), X1 = W
2,4(Ω), p = r, 1r < s <
1
4 , and
3
4 < θ < 1− s, we obtain that
X ⊂ C0,s− 1r (I¯ ; (X0,X1)θ,1) ⊂ C0,s− 1r (I¯; (X0,X1)θ,2)
= C0,s−
1
r (I¯ ;W2θ,4(Ω)) ⊂ C(I¯ ;C1(Ω¯)),
the embedding X ⊂ C(I¯ ;C1(Ω¯)) being compact. We point out that the lower bound
3
4 < θ is used to guarantee the continuous embedding W
2θ,4(Ω) ⊂ C1(Ω¯).
Now, for every t ∈ [0, 1] and u ∈ Bε¯(u¯) we define the linear operators:
Lt : X×Π −→ Lr(I;L4(Ω)),
Lt(ϕ, π) = −∂ϕ
∂t
− ν∆ϕ− t[(yu · ∇)ϕ+ (∇ϕ)Tyu] +∇π.
Using the embedding X ⊂ C(I¯ ;C1(Ω¯)) and the regularity yu ∈ Lr(I;L4(Ω)) estab-
lished in Lemma 4.7, it is obvious that Lt is linear and continuous. Moreover the in-
yectivity of Lt follows from Theorem 3.2. Put E = {t ∈ [0, 1] : Lt is an isomorphism}.
The maximal parabolic regularity property of the Stokes system implies that 0 ∈ E.
Moreover, E is a relatively open set in [0, 1]. Indeed, if t0 ∈ E and t ∈ [0, 1] with
|t− t0| < ε we have
‖Lt(ϕ, π)− Lt0(ϕ, π)‖Lr(I;L4(Ω)) = |t− t0|‖(yu · ∇)ϕ+ (∇ϕ)Tyu‖Lr(I;L4(Ω))
≤ C1ε‖yu‖Lr(I;L4(Ω))‖ϕ‖X,
therefore ‖Lt − Lt0‖L(X×Π,Lr(I,L4(Ω)) ≤ Cε‖yu‖Lr(I;L4(Ω)). Since the set of isomor-
phisms is an open set, we have that Lt is an isomorphism if ε is small enough. Now,
we prove that E is closed. Take a sequence {tk}∞k=1 ⊂ E such that tk → t. It is
enough to prove that Lt is surjective to conclude that t ∈ E. Given an arbitrary
element f ∈ Lr(I;L4(Ω)), we introduce the sequence {(ϕk, πk)}∞k=1 ⊂ X × Π such
that Ltk(ϕk, πk) = f . Using the well known estimates for the Stokes system we have
‖(ϕk, πk)‖X×Π ≤ C2‖f + tk[(yu · ∇)ϕk + (∇ϕk)Tyu]‖Lr(I;L4(Ω))
≤ C2
(‖f‖Lr(I;L4(Ω)) + 2‖yu‖Lr(I;L4(Ω))‖ϕk‖C(I¯;C1(Ω¯))) .
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Using again Lions’s Lemma with the spaces X ⊂ C(I;C1(Ω¯)) ⊂ L2(Q) we deduce
the existence of a constant C3 such that
‖(ϕk, πk)‖X×Π ≤ C2(
(‖f‖Lr(I;L4(Ω)) + C3‖yu‖Lr(I;L4(Ω))‖ϕk‖L2(Q))+ 12‖ϕk‖X,
which proves the boundedness of {(ϕh, πk)}∞k=1 in X × Π. Indeed, the boundedness
of {ϕk}∞k=1 in L2(Q), actually in V2,1(0, T ), follows from Theorem 3.2. Finally, it is
straightforward to pass to the limit in k and to conclude that (ϕk, πk) ⇀ (ϕ, π) in
X × Π with Lt(ϕ, π) = f . Hence, Lt is also an isomorphism. Since E is nonempty,
open, and closed, we conclude that E = [0, 1] and, consequently, ϕu ∈ X. The
estimate (4.20) follows from the above estimates.
Lemma 4.9. Assume that (4.7) is fulfilled and let ε¯ be as introduced in Lemma
4.7. Then, for every u ∈ Bε¯(u¯) the inequality
‖ϕu − ϕ¯‖C(I¯;C1(Ω¯)) ≤M3
(
1 + 2M3‖yu − yd‖Lr(I;L4(Ω))
)
‖yu − y¯‖Lr(I;L4(Ω)) (4.21)
holds with M3 given by Lemma 4.8.
Proof. Taking (e, π) = (ϕu − ϕ¯, πu − π¯) and subtracting the corresponding
equations we get
−∂e
∂t
−ν∆e−(y¯·∇)e−(∇e)T y¯+∇π = yu−y¯+[(yu−y¯)·∇]ϕu+(∇ϕu)T (yu−y¯) in Q.
Then, applying Lemma 4.8 we get
‖ϕu − ϕ¯‖C(I¯;C1(Ω¯)) ≤M3‖yu − y¯ + [(yu − y¯) · ∇]ϕu + (∇ϕu)T (yu − y¯)‖Lr(I;L4(Ω))
≤M3
(
1 + 2‖ϕu‖C(I¯;C1(Ω¯))
)
‖yu − y¯‖Lr(I;L4(Ω))
≤M3
(
1 + 2M3‖yu − yd‖Lr(I;L4(Ω))
)
‖yu − y¯‖Lr(I;L4(Ω)).
Lemma 4.10. Assume that (4.7) holds. Then, for every ρ > 0 there exists ερ > 0
such that
|[J ′′(u)− J ′′(u¯)](u− u¯)2| ≤ ρ‖zu−u¯‖2L2(Q) ∀u ∈ Uad ∩ B¯ερ(u¯), (4.22)
where B¯ερ(u¯) = {u ∈ Uad : ‖u− u¯‖Lq(I;W−1,p(Ω)) ≤ ερ}.
Proof. Let ε¯ be as defined in Lemma 4.7 and take u ∈ Uad ∩ Bε¯(u¯). Let us set
v = u− u¯, zu,v = G′(u)v, and zv = G′(u¯)v. According to (3.2) we have
|[J ′′(u)− J ′′(u¯)]v2|
=
∣∣∣∣
∫
Q
[|zu,v|2 − 2(zu,v · ∇)zu,vϕu] dx dt−
∫
Q
[|zv|2 − 2(zv · ∇)zvϕ¯] dx dt
∣∣∣∣
≤
∫
Q
|zu,v + zv| |zu,v − zv| dx dt+ 2
∣∣∣∣
∫
Q
[(zu,v − zv) · ∇]ϕuzu,v dx dt
∣∣∣∣
+ 2
∣∣∣∣
∫
Q
(zv · ∇)(ϕu − ϕ¯)zu,v dx dt
∣∣∣∣+ 2
∣∣∣∣
∫
Q
(zv · ∇)ϕ¯(zu,v − zv) dx dt
∣∣∣∣ .
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We estimate the last four integrals. For the first one we use Lemma 4.5 as follows∫
Q
|zu,v + zv| |zu,v − zv| dx dt ≤ ‖zu,v + zv‖L2(Q)‖zu,v − zv‖L2(Q)
≤ 2M2M1‖u− u¯‖Lq(I;W−1,p(Ω))‖zv‖2L2(Q). (4.23)
For the second integral we use Lemmas 4.5 and 4.8 to get∣∣∣∣
∫
Q
[(zu,v − zv) · ∇]ϕuzu,v dx dt
∣∣∣∣
≤ ‖ϕu‖C(I;C1(Ω¯))‖zu,v − zv‖L2(Q)‖zv‖L2(Q)
≤M1M3‖u− u¯‖Lq(I;W−1,p(Ω))‖yu − yd‖Lr(I;L4(Ω))‖zv‖2L2(Q). (4.24)
The third integral is estimated with Lemmas 4.5 and 4.9 as follows∣∣∣∣
∫
Q
(zv · ∇)(ϕu − ϕ¯)zu,v dx dt
∣∣∣∣ ≤ ‖ϕu − ϕ¯‖C(I¯;C1(Ω¯))M2‖zv‖2L2(Q)
≤M3
(
1 + 2M3‖yu − y¯‖Lr(I;L4(Ω))
)
‖yu − y¯‖Lr(I;L4(Ω))M2‖zv‖2L2(Q). (4.25)
The estimate (4.24) is also valid for the fourth integral just changing yu by y¯.
Finally, the existence of ερ such that (4.22) holds is an immediate consequence of the
above estimates and Lemma 4.7.
Proof of Theorem 4.2. Using that G′0(u¯) : L
q(I;W−1,p(Ω)) −→ Y is a linear
continuous operator we get
‖zu−u¯‖L2(Q) ≤ CΩ‖zu−u¯‖Y ≤ CΩ‖G′0(u¯)‖‖u− u¯‖Lq(I;W−1,p(Ω)). (4.26)
From Lemmas 4.7 and 4.8, (4.12), and (4.26) we deduce the existence of a constant
M such that for every u ∈ Uad ∩ B¯ ε¯
2
(u¯) we have
|J ′′(u)(u − u¯)2| ≤
(
1 + 2‖ϕu‖C(I¯;C1(Ω¯))
)
‖zu,u−u¯‖2L2(Q)
≤M‖u− u¯‖Lq(I;W−1,p(Ω))‖zu−u¯‖L2(Q) ∀u ∈ Uad. (4.27)
From Lemma 4.10 we obtain the existence of εδ > 0 such that
|[J ′′(u) − J ′′(u¯)](u− u¯)2| ≤ δ
2
‖zu−u¯‖2L2(Q) ∀u ∈ Uad ∩ B¯εδ (u¯), (4.28)
where δ is given in (4.8). We take
ε = min
{ ε¯
2
, ε0, εδ,
τ
2M
,
1
CΩ‖G′0(u¯)‖
}
and κ = min
{τ
4
,
δ
8
}
,
where ε0 is given in Lemma 4.6. Now, we prove the inequality (4.9). To this end, we
take u ∈ B¯ε(u¯) ∩Uad and distinguish two cases.
Case I: u− u¯ 6∈ Cτu¯. At first we note that if ‖u¯i(t)‖M(ω) = γ, taking into account
that u¯+ ρ(u− u¯) ∈ Uad for every ρ ∈ (0, 1), we have
j′(u¯i(t);ui(t)− u¯i(t)) = lim
ρց0
j(u¯i(t) + ρ(ui(t)− u¯i(t))) − γ
ρ
≤ 0 for i = 1, 2.
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Therefore, if u− u¯ 6∈ Cτu¯, then one (or both) of the two conditions holds
I)
∂L
∂u
(u¯, ψ¯)(u− u¯) > τ‖zu−u¯‖L2(Q), (4.29)
II)− τ‖zu−u¯‖L2(Q) >
2∑
i=1
∫ T
0
‖ϕ¯i(t)‖C0(ω)j′(u¯i(t); vi(t)) dt. (4.30)
If (4.29) holds, then performing a Taylor expansion of J around u¯, using the
convexity of j, (3.14) and ‖u(t)‖M(ω) ≤ γ, (4.26), (4.27), and taking into account the
definitions of ε and κ, we get for some θ ∈ [0, 1]
J(u)− J(u¯) ≥ L(u, ψ¯)− L(u¯, ψ¯) ≥ ∂L
∂u
(u¯, ψ¯)(u− u¯) + 1
2
J ′′(u¯+ θ(u− u¯))(u− u¯)2
≥ τ‖zu−u¯‖L2(Q) −
τ
2
‖zu−u¯‖L2(Q) =
τ
2
‖zu−u¯‖L2(Q) ≥
τ
2
‖zu−u¯‖2L2(Q)
≥ τ
8
‖yu − y¯‖2L2(Q) ≥
κ
2
‖yu − y¯‖2L2(Q).
If (4.30) holds, then we obtain J ′(u¯)(u− u¯) > τ‖zu−u¯‖L2(Q) due to (3.20). Then,
this inequality, (4.26), and (4.27) yield
J(u)− J(u¯) = J ′(u¯)(u− u¯) + 1
2
J ′′(u¯+ θ(u− u¯))(u − u¯)2
> τ‖zu−u¯‖L2(Q) −
τ
2
‖zu−u¯‖L2(Q) ≥
κ
2
‖yu − y¯‖2L2(Q).
Case II: u− u¯ ∈ Cτu¯. We use J ′(u¯)(u− u¯) ≥ 0, (4.8), and (4.28) to infer
J(u)− J(u¯) = J ′(u¯)(u− u¯) + 1
2
J ′′(u¯+ θ(u− u¯))(u− u¯)2
≥ 1
2
J ′′(u¯)(u− u¯)2 + 1
2
[J ′′(u¯+ θ(u− u¯))− J ′′(u¯)](u− u¯)2
≥ δ
2
‖zu−u¯‖2L2(Q) −
δ
4
‖zu−u¯‖2L2(Q) =
δ
4
‖zu−u¯‖2L2(Q)
≥ δ
16
‖yu − y¯‖2L2(Q) ≥
κ
2
‖yu − y¯‖2L2(Q),
which concludes the proof.
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