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ABSTRACT 
The concepts of matrix monotonicity, generalized inverse-positivity and splittings 
are investigated and are used to characterize the class of all M-matrices A, extending 
the well-known property that A -* > 0 whenever A is nonsingular. These conditions 
are grouped into classes in order to identify those that are equivalent for arbitrary 
real matrices A. It is shown how the nonnegativity of a generalized left inverse of A 
plays a fundamental role in such characterizations, thereby extending recent work by 
one of the authors, by Meyer and Stadehnaier and by Rothblnm. In addition, new 
characterizations are provided for the class of M-matrices with “property c”; that is, 
matrices A having a representation A = sI- I?, s > 0, B > 0, where the powers of 
(l/s)B converge. Applications of these results to the study of iterative methods for 
solving arbitrary systems of linear equations are given elsewhere. 
1. INTRODUCTION AND PRELIMINARIES 
All vectors and matrices considered in this paper are real. For notation 
purposes let R” denote the vector space of all n-tuples of real numbers and 
R n,n denote the set of all n x n matrices of real numbers. If x E R n and each 
component of x is nonnegative, we shall write x > 0, and if each component 
of A E R”,” is nonnegative we shall write A > 0, where the symbol 0 denotes 
the zero vector or zero matrix. Of particular interest here will be the set 
Zn~“={A=(aii)ER”~“:a,j~OforaUi#j}. 
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A matrix A E R”,” is called monotone if it satisfies the condition 
Ax>O=+x>O forall xER”. 
It is immediate that A is monotone if and only if A is inverse-positive: that is, 
if and only if A - ’ exists and 
A-'>O. 
The concept of monotonicity or inverse-positivity plays an important role in 
numerical analysis (e.g., Berman and Plemmons [3], Collatz [5], Meyer and 
Plemmons [13], Schroder [22] and Varga [24]) and in mathematical econom- 
ics and stochastic processes (e.g., Seneta [23]). 
Perhaps the most important class of inverse-positive matrices is the class 
of nonsingular M-matrices. An M-matrix, as defined by Ostrowski [17], is a 
matrix A that can be split into 
A=si-B, B 20, s>p(B), 
where p(B) denotes the spectral radius of B. It follows that the M-matrices 
form a proper subset of Z”,” and that A is nonsingular if and only if s > p(B), 
in which case A is inverse-positive. If s >p(B), then the powers of (l/s)B 
converge to the zero matrix. In general, if s > p(B) and the powers of (l/s)B 
converge to some matrix, then A is called an M-matrix with “property c”. 
The class of M-matrices with “property c” then properly contains the class 
of nonsingular M-matrices but is properly contained in the total class of 
M-matrices. 
It is well known that M-matrices often occur in relation to systems of 
linear and nonlinear equations or eigenvalue problems in a wide variety of 
areas including finite difference or finite element methods for partial dif- 
ferential equations, input-output production and growth models in Econom- 
ics, linear complementarity problems in operations research and Markov 
processes in probability and statistics (for discussions of several important 
applications of M-matrices in the mathematical sciences see the surveys: 
Kaneko [9], Plemmons [20] and Schroder [22]). 
Singular M-matrices very often arise in the same context as nonsingular 
M-matrices, but they are especially useful in the study of Markov processes 
(e.g. Meyer [12]). Singular M-matrices also arise in finite difference methods 
for solving certain partial differential equations such as the Neumann prob- 
lem and Poisson’s equation on a sphere (e.g. Marchuk and Kurznetzov [ll] 
and Plemmons [IS]). 
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Nonsingular M-matrices can be characterized in a variety of ways. 
Categories of characterizations involving positivity of principal minors, in- 
verse-positivity and splittings, stability, and semipositivity and diagonal 
dominance were given by Plemmons [20]. The purpose of this paper is to 
investigate the extension of the category of inverse-positivity and splittings to 
singular M-matrices. A partial extension was given by Plemmons [19], where 
it was shown that splittings of certain M-matrices form a useful tool in 
numerical analysis and Markov processes (see also Meyer [12], Meyer and 
Plemmons [13] and Plemmons [19]). Rothblum [21] has extended much of 
this work by use of the Drazin generalized inverse (see Drazin [8] or Sec. 2). 
Unfortunately, none of these characterizations of M-matrices have been in 
terms of the nonnegativity of some generalized matrix inverse. Recently, 
Campbell and Meyer [6] have defined and studied a weak form of the 
Drazin generalized inverse. In this paper we attempt to place into perspec- 
tive and to unify some of these concepts, as well as to add new characteriza- 
tions of general M-matrices and M-matrices with “property c”. 
2. CHARACTERIZATIONS 
It will be convenient to consider the category of inverse-positivity and 
splittings for singular M-matrices in terms of generalized matrix inverses. 
Various types of generalized inverses have been defined and studied in the 
literature (see Ben-Israel and Greville [2]). It turns out that the most 
important class of generalized inverses for our purpose are those that involve 
invariant subspaces. 
Let AER”,“. Then the index of A, denoted by indexd, is the least 
nonnegative integer k such that 
rangeAk+‘=rangeAk. 
Thus indexA is the least nonnegative integer k such that A k+l and A k have 
the same rank; or equivalently, the least nonnegative integer k such that the 
range of A k and the null space of A k are complementary subspaces in R *. 
For notation purposes let 
V,= A rangeA”=rangeAk, k=indexA. 
m=O 
The nonsingular matrices are those matrices A for which indexA =O; or 
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equivalently, those matrices A for which V’ = R”. These ideas lead to the 
following class of operator type generalized inverses. 
Let A ER”,“. Then each matrix Y E R “sn such that 
YAx=x for all xEV, 
will be called a generalized left inverse of A. Similarly, each matrix Z E R n,n 
such that 
xtAZ = xt for all x E V,,, 
where t denotes the transpose, will be called a generalized right inverse of A. 
Of course such generalized inverses reduce to A - ’ whenever A is nonsingu- 
lar. 
Throughout the paper we will concentrate on generalized left inverses; in 
many instances similar results will hold for generalized right inverses. The 
proof of the following elementary lemma is obvious. 
LEMMA 1. Let A ER”,“, and let V, = n ,“,erangeA”‘. Then the follow- 
ing statements are equivalent for Y E R n,n: 
(1) Y i.s a generalized left inverse of A. 
(2) YA k+’ = A k, where k = indexd. 
(3) YA”‘+‘= A” for each m > indexA. 
(4) YAm+‘= A”forsomem>O. 
The concept of a generalized left inverse was essentially introduced by 
Campbell and Meyer [6], who used the characterization given by Condition 
2 of Lemma 1 for their definition. There, such a generalized inverse Y of A 
was called a weak Drazin inverse, because Y satisfies one of the defining 
equations for the Drazin inverse. In particular, the Drazin inverse of A is the 
unique matrix AD satisfying the equations 
AX=XA, 
mk+l,Ak k=indexA, 
x=xAx. 
Then AD is both a generalized left inverse and a generalized right 
inverse of A, but is not characterized by this property. We are now ready to 
give the main result. 
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For practical purposes in characterizing M-matrices, it is evident that we 
can usually begin by assuming that A E ZnS”. However, it may be the case 
that certain conditions are equivalent without this assumption. Such condi- 
tions will be grouped together into categories. Moreover, certain implications 
between categories follow without assuming that A E P”, and such implica- 
tions are pointed out in the following inclusive theorem. 
THEOREM 1. Let A E R”,“, and bt V, = II z,arangeA”‘. Then for each 
fixed letter C? representing one of the conditions below, conditions CZi are 
equivalent fm each i. Moreover, letting C! represent any of the equivalent 
conditons ei, the following implications hold: 
04 * (4 * (4 
Finally, if A E Z”*“, so that a, i < 0 for all i #i, then each of the following 
eight conditions is equivalent to the statement: A is an M-matrix. 
(al) A is generalized left inverse-positive. That is, A has a generalized 
left inverse Y with 
Y >o. 
erwralizd left inverse Y such that Y is nonnegative on V,. 
x>Oand XEV, * Yx>o. 
(aJ Every generalized left inverse of A is nonnegative on V,. 
(a4) A is monotone on V,. That is, 
Ax>0 and XEV, + x>O. 
(b5) A has a regular splitting A=M-N with VMmlA=VA and with an 
iteration matrix of spectral radius at most one. Thut is, A has a splitting 
A=M-N, M-l>O, N>O, 
with VMmlA = V, and with p(M-‘N) < 1. 
(be) There exist an inverse-positive matrix M > A and an M-matrix 
B=I-T, T>O, V,=V,,such that 
A=MB. 
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(cy) A has a weak regular splitting whose iteration matrix has spectral 
radius at most one. That is, A has a splitting 
A=M-N, M-‘20, M-lN>O, 
with V,-lA= V, and with p(M-‘N)<l. 
(c8) There exist an inverse-positive matrix M and an M-matrix B, V, = 
V,, such that 
A=MB. 
Proof Let A E R “2”. That (a&o) is trivial. Suppose (as) holds, and let 
L he any generalized left inverse of A. Suppose that x > 0 and x E V,. Then 
x = Ak +l.z for some Z, so that 
Akz = YA k+lZ= YX>O 
Lx = LAk+‘z = Akz > 0, 
and (as) holds. Now assuming (a& suppose that Ax > 0 and x E V,. Let L be 
any generalized left inverse of A which is nonnegative on V,. Then Ax E V,, 
so that x= LAX > 0, since Ax > 0. This establishes (ad). We mention that the 
proof that (aJ=$a,J also follows from Rothblum [21, Lemma 21. Next, it will 
be shown that (a+(ai) using the theory of the alternative. For that purpose 
one direction of the following well-known consistency lemma will be useful. 
LEMMA 2 (e.g. Ben-Israel [l]). Let b E R” and C ERnrn. Then the 
following statements are equivalent: 
(1) y%=bt, PER”, y>O is consistent. 
(2) Cx>OandxER”*b’x>O. 
Returning to the proof of the theorem, let k =indexA, and let (A k)i 
denote the ith row of A k for i = 1 ,..., n.Supposethat~ER”withA~+~xZO. 
Set x=u+v, uEV, andAkv=O. Then 
A(Aku) = A k+l~ = Ak+‘x > 0 and A ku E V,, 
so that 
Aku>O 
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by (ad). Then 
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and thus taking C = A k+l in Lemma 2, 
Y~A~+‘=(A~)~, yER” and y>O 
is consistent for 1 < i < n. Then 
yAk+‘,Ak > YER”,” and Y>O 
is consistent, so that (al) holds by Lemma 1. 
Next, the equivalence of (b5) and (ba) will be established for arbitrary 
A ER”,“. Suppose that (b5) holds and that A = M - N is a regular splitting of 
A with p(M -lN) < 1. Then M is inverse-positive and M = A + N > A, so that 
taking T = M -‘IV and B = I - T, it follows that B is an M-matrix, 
and 
A=M(Z-M-‘N)=M(Z-T)=MB. 
Thus (bs) holds. Conversely, suppose @a) is true. Then 
A=MB=M(Z-T)=M-MT, 
where M -I >O,M>A.Asaresult,MT=M-A>OandVB=VI_,=V,-l,. 
Moreover, 
p(M-‘(MT))=p(T)<l, 
since B = Z - T is an M-matrix. Thus (b5) holds. 
The proof that (q) and (cs) are equivalent for arbitrary A E R”*” is 
similar to the proof of the equivalence of (bs) and (b,) and will not be given 
here. 
Next, it will be shown that @)*(c)+(a), where (b), (c) and (a) represent 
any of the conditions @J, (ci) and (a,), respectively. That (b)*(c) is trivial, 
since a regular splitting is a weak regular splitting. Assume that (c) holds. 
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That (ca)+(aJ will be established. Suppose Ax > 0, x E V,. Then by (cs), 
A=MB,whereM-‘>O,V,=V,,andBisanM-matrix.ThenBx=M-‘Ax 
> 0 so that x > 0 from Rothblum [21, Theorem 51. 
For the remainder of the proof of the theorem we assume that A E Z”,“, 
that is, A = (a, i), ai i < 0 for all i # j. Suppose that A is an M-matrix. To show 
that each of the eight conditions hold it suffices to establish (bs). But by the 
definition of an M-matrix, A has a representation 
A=sZ-B, B >O, s>p(B), 
and this constitutes a regular splitting where the iteration matrix T= (l/s)B 
satisfies p(T) < 1, so that (b,) holds. To show that each of the eight conditions 
implies that A E Z”,” is an M-matrix, it suffices to consider condition (al). 
Let A have the representation 
A=sZ-B, s>O, B 20. 
Then by the Perron-Frobenius theorem there exists a vector x > 0 such that 
Bx = p(B)x. 
Suppose that s#p(B). Then 
Ax=(sZ- B)x= [ s-p(B)]x#O, 
and consequently 
A%= [ s-p(B)]‘x for i=l,2, . . . . 
This means that x E V,. Now by (al) we can choose a generalized left inverse 
Y of A, so that 
[s-p(B)]“x = A”x = YAm+lx = [s-p(B)]“+‘Yx. 
Therefore s - p(B) > 0, since x > 0, x#O and Yx > 0. Thus A is an M-matrix 
and the proof is complete. The proof can also be obtained using (as) and 
Theorem 5 of Rothblum [21]. n 
We mention that Meyer and Stadehnaier [14] have established the 
equivalence of (al) to A E Zm9”’ being an M-matrix. This is given as condition 
(4) in Theorem 3 in their paper. Their approach, using complementary 
perturbations, is quite different from ours. 
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We now turn to the characterization of M-matrices with “property c’: It 
was shown by Plemmons [18] that an M-matrix A has “property c” if and 
only if index A < 1. Thus the conditions in Theorem 1 can be used to 
characterize such matrices, provided the stipulation indexA < 1 is added to 
each condition. In particular, if indexA < 1, so that V, =rangeA, and if Y is 
a generalized left inverse of A, then it follows from Campbell and Meyer [6, 
Theorem 11 that 
A =AYA. 
This is made more precise in the following theorem. 
THEOREM 2. Let A E R “7”. Then for any fixed letter e representing one 
of the conditions below, conditions (3, are equivalent for each i. Moreover, 
letting e represent any of the equivalent conditions ei, the following 
implications hold: 
@)*(C)*(D) 
/ (E) 
YAkW. 
Finally, if A E Z”*“, so that aii < 0 fm all i # f, then each of the conditions is 
equivalent to the statement: A is on M-matrix with “property c”. 
For some fixed complement S of the null space of A: 
(A,) A has a nonnegative { 1}-inverse B with range BA = S. That is, there 
exists B > 0 such that 
A = ABA, rangeBA=S. 
(4) A b a {l]- inverse B with range BA = S, such that B is nonnega- 
tive on range A. 
(4) Every {l]- inverse B of A with range BA = S is nonnegative on 
range A. 
(AJ A has a { 1,2}-inverse C with rangeC= S, such that C is nonnega- 
tive on rangeA. That is, there exists a matrix C, nonnegative on ranged, 
such that - 
A = ACA, 
(As) Every { 1,2}-inverse 
range A. 
(A,J A is monotone on S. 
C = CAC, rangeC= S. 
C of A with range C= S is nonnegative on 
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(I&) A has a regular splitting A = M - N such that range M - ‘A = range A 
and such that the powers of M - ‘N converge. 
(B,) There exist an inverse-positive matrix M > A and an M-matrix 
B = I - T, T > 0, where the powers of T converge and with range B = range A, 
such that 
A=MB. 
(C,) A has a weak regular splitting A = M - N such that range M - ‘A = 
rangeA and such that the powers of M - ‘N converge. 
(Cl,) There exist an inverse-positive matrix M and an M-matrix B with 
“property c” and with rangeB =rangeA, such that 
A=MB. 
(DIJ Condition (A) holds fm the case where S = ranged. 
(Eis) IndexA < 1 and A is weak monotone. That is, 
Ax>0 =+ x=u+v, u>O, Av=O. 
(Fis) For every regular splitting of A into A = M - N, we have p( M - ‘N) 
< 1 and index(Z - M -‘N) < 1. 
Proof. Let A E R”,“, and let S be some complement of the null space of 
A. That (Ai)* is trivial. Suppose (A,) holds and let B’ satisfy (As). Let B 
be any { 1}-inverse of A with range BA = S. Let x= Ay and suppose x > 0. 
Set 
y=s+t, SES, At=O. 
O< B’x=B’Ay=B’As=s, 
and so 
Bx=BAy=BAs=s>O. 
Thus (AJ holds. Now suppose A satisfies (As), and let B be any { 1}-inverse 
of A with rangeBA= S. Set C= BAB. Then C is a { 1,2}-inverse of A and 
rangeC=rangeCA=rangeBA=S. Then ifx=Ay and x)0, 
Cx=CAy=BAy=Bx>O, 
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so that (AJ holds. The proof that (A&(A& is similar to the proof that 
&)*(AJ. Now suppose (As) holds, and let C be any { 1,2}-inverse of A. Let 
Ax>O, XES. Then 
x=CAx>O, 
since x is in rangeCA =rangeC and Ax is in rangeA. This establishes (As). 
The implication &)*(A,) ’ p is roved in Berman and Plemmons [3]. 
Next, if (B,) holds for A E R”,“, then (B,) follows by taking B = I- 
M -‘iV. If (B,) holds, then (Br) follows by taking N= MT. 
The proof that (C,) is equivalent to (C,,) is similar to the proof of the 
equivalence of (B,) and (Bs). 
Now let e represent any of the equivalent conditions ei. That (B)+(C) is 
trivial. Suppose (C,,) holds for A = MB. Then B is monotone on rangeI? = 
rangeA by Plemmons [18]. Suppose Ax > 0 with x in ranged. Then 
Bx=M-'MBx=M-lAx>O, 
so that x > 0. Thus (As) holds for S=rangeA, so that (Dii) holds. That 
(D+(Eia) is in Berman and Plemmons [3] and also in Carlson [I. Now 
(D)*(A) is trivial by the statement of (Dii), and the implication (A)*(F) is 
given in Neumann and Plemmons [15]. 
Next, let A E Z”,“, that is, A = (uii) with aii < 0 for all i #j. Suppose that 
A is an M-matrix with “property c”. To show that each of the thirteen 
conditions hold, it suffices to establish (B7). But then A has such a regular 
splitting by definition. To show that each of the thirteen conditions implies 
that A is on M-matrix with “property c”, it suffices to consider conditions 
(EW.) and (F13). SUPP ose (E,,) holds. Then since indexA < 1, it suffices to 
show that A is an M-matrix. For that purpose let A have the representation 
A=sI-B, B >O, s>O, 
and suppose for the purpose of contradiction that s <p(B). By the Perron- 
Frobenius theorem there exists a vector y > 0, y # 0, such that 
By=@) Y. 
Then 
Ay=[s-p(B)]y<O 
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sothatA(-y)>O,sinces-p(B)<Oandy>O.Then 
--y=u+u, u>O, Au=0 
so that u+ y#O and 
A(u+y)=A(-v)=O, 
and thus 
B(u+y)=s(u+y). 
But then s is an eigenvalue of B, contradicting the assumption that s <p(B). 
Then s > p(B) and thus A is an M-matrix. Finally, if (Fra) holds for A E Z”,“, 
then since any representation A = SZ - B, s > 0, B > 0, is a regular splitting of 
A, it follows that A is an M-matrix with “property c”. This completes the 
proof of the theorem. n 
REMARKS. 
(1) That in general (D)+(C) for arbitrary A E R”,” in Theorem 2 will 
be established by example. For that purpose let 
Then indexA = 1 and rangeA consists of all vectors of the form (z), (Y real. 
Clearly A satisfies (Drr), for 
if Ax>0 and X=(E), then a>O. 
However, A does not satisfy (C), for if 
A=MB, M-'>O, rangeB=rangeA, 
then if 
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B has the form 
which cannot be an M-matrix, since x1 + X, > 0. Thus (D)+(C). This example 
also shows that (a)+(c) in Theorem 1. 
(2) As was mentioned earlier, part of the motivation of this paper was an 
effort to extend some of the results concerning the Drazin inverse in 
Rothblum [21]. In particular, condition (ad) in Theorem 1 is due to Rothblum 
[21, Theorem 31, who showed in addition that (ad) is equivalent to the 
nonnegativity of the Drazin inverse AD of A on V,. This follows &O from 
our condition (as), since A n is just one generalized left inverse of A. The 
work of Rothblum has also been extended by Meyer and Stadelmaier [14], 
who study generalized inverse-positivity of M-matrices A by the use of 
complementary perturbations A + tE, where t > 0 and E = Z-AA D. 
(3) The characterizations of M-matrices with “property c” in Theorem 2 
extend and unify those given in Plemmons [18]. Condition (D) was essen- 
tially given there, but it was given in terms of the group inverse A # of A. 
Here A # is the unique { 1,2}-inverse of A such that AA # = A #A when it 
exists; and A * exists if and only if indexA < 1, in which case A # = A D, the 
Drazin inverse of A. 
(4) It has been shown by Kuo [lo] that if A is an M-matrix, then the 
Moore-Penrose generalized inverse, A +, of A (see Ben-Israel and Greville [2] 
for an extensive treatment of this generalized inverse) satisfies 
A+>0 
if and only if either A is the zero matrix or else there exists a permutation 
matrix P such that 
where M is a nonsingular M-matrix. In addition, Kuo has indicated that this 
result also holds for the Drazin inverse AD whenever index A = 1. The latter 
Kuo result can be extend.ed to M-m&rices with arbitray index by using 
condition (ad) of Theorem 1 together with the fact that 
AD>0 
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if and only if A satisfies the condition 
Ax=u+v, xEV,, u>O and Akv=O 
* x>o, 
where k = index A. 
(5) Finally, if indexA =O, so that A is nonsingular, then each of condi- 
tions (al) through (cs) in Theorem 1 and conditions (A,) through (E,,) in 
Theorem 2 is equivalent to the statement: A is inverse-positive. Moreover, 
the splittings defined for A in these theorems are the usual regular and weak 
regular splittings of a nonsingular matrix (see Ortega [IS]). These and other 
characterizations of nonsingular M-matrices involving inverse-positivity and 
splittings are listed in Theorem 1 of Plemmons [20]. 
The authors would like to acknowledge helpful comments concerning this 
paper from Professors Uriel Rothblum and Carl D. Meyer, Jr. 
REFERENCES 
1 A. Ben-Israel, Linear equations and inequalities in finite dimensional, real or 
complex, vector spaces: a unified theory, _Z. Math. Anal. A&. 12 (RX%), 
367-389. 
2 A. Ben-Israel and T. N. E. Greville, Generalized Mutlix Inverses: Theory and 
Applications, Wiley, New York, 1973. 
3 A. Berman and R. J. Plemmons, Eight types of matrix monotonicity, Linear 
Algebra and AppZ. 13 (1976), 115-123. 
4 A. Berman and R. J, Plemmons, Nonnegative Matrices in the Mathematical 
Sciences, Academic, New York, to be published. 
5 L. Collatz, Functional Analysis and Numerical Mathematics, Academic, New 
York, 1966. 
6 S. L. Campbell and C. D. Meyer, Weak Drazin inverses, Linear AZgebra and 
AppZ. 20 (1978), 167-178. 
7 D. Carlson, Generalizations of matrix monotonicity, Linear Algebra and AppZ. 13 
(1976), 1.2-132. 
8 M. P. Drazin, Pseudo inverses in associative rings and semigroups, Amer. Math. 
Monthly 65 (1958), 506-513. 
9 K. Kaneko, Linear complementarity problems and characterizations of Minkow- 
ski matrices, Linear Algebra and AppZ. 20 (1978), 111-129. 
10 I. Kuo, The Moore-Penrose inverses of sing&r M-matrices, Linear Algebm ami 
AppZ. 17 (1977), l-14. 
11 G. I. Marchuk and Y. Kurznetzov, Iterative Methods and Quadratic Fun&ma& 
Science Press, Novosibirsk, -1972 (in Russian). 
12 C. D. Meyer, The role of the group generalized inverse in the theory of finite 
Markov chains, SIAM Review 17 (1975), 443 -464. 
GENERALIZED INVERSE-POSITIVITY 35 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
C. D. Meyer and Il. J. Plemmons, Convergent powers of a matrix with apphca- 
tions to iterative methods for singular linear systems, SIAM J. Numer. An&. 14 
(1977), 699 -705. 
C. D. Meyer and M. Stadehnaier, Sing&r M-matrices and inverse-positivity, 
Linear Algebra and Appl., to be published. 
M. Neumann and It. J, Plemmons, Semiconvergent nonnegative matrices and 
iterative methods for singular linear systems, preprint. 
J. M. Ortega, Numerical Analysis: A Second Course, Academic, New York, 1972. 
A. Ostrowski, Uber der Determinanten mit liberwiegender Hauptdiagonal, Corn- 
ment. Math. Helu. 10 (X37), 69-96. 
R. J. Plemmons, Regular splittings and the discrete Neumann problem, Numer. 
Math. 25 (1976), 153-161. 
R. J. Plemmons, M-matrices leading to semi-convergent splittings, hWuT Alge- 
bra and Appl. 15 (1976), 243-252. 
R. J. Plemmons, M-matrix characterizations I: Nonsingular M-matrices, Linear 
Algebra and Appl. 18 (1977), 175-188. 
U. Rothblum, An index classification of M-matrices, Tech. Rept. 82, Yale Univ.; 
Linear Algebra and Appl., to be published. 
J. Schroder, M-matrices and generalizations, SLAM Review to be published. 
E. Seneta, Nonnegative Matrices: An Introduction to the Themy and Applica- 
tions, Wiley, New York, 1973. 
R. S. Varga, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, New 
Jersey, 1962. 
Received 24 March 1977; revised 17 November 1977 
