Yager considered the problem of maximizing an OWA aggregation of a group of variables that are interrelated and constrained by a collection of linear inequalities and he showed how this problem can be modelled as a mixed integer linear programming problem. In this short communication we show a simple algorithm for exact computation of optimal solutions to a constrained OWA aggregation problem with a single constraint on the sum of all decision variables.
Constrained OWA aggregations
An Ordered Weighted Averaging (OWA) is a mapping F : R n → R that has an associated weighting vector w = (w 1 , . . . , w n ) T of having the properties w 1 + · · · + w n = 1, 0 ≤ w i ≤ 1, i = 1, . . . , n, and such that
where y j is the jth largest element of the bag {x 1 , . . . , x n }.
The constrained OWA aggregation problem [1] can be expressed as the following mathematical programming problem max F (x 1 , . . . , x n ); subject to {Ax ≤ b, x ≥ 0}, where F (x 1 , . . . , x n ) = w T y = w 1 y 1 + · · · + w n y n and y j denotes the jth largest element of the bag {x 1 , . . . , x n }.
In this paper we shall show a simple algorithm for solving the following (nonlinear) constrained OWA aggregation problem max w T y; subject to {x 1 + · · · + x n ≤ 1, x ≥ 0}.
(1) Remark 1.1 As an illustration of the general constrained OWA aggregation problem, Yager [1] considered problem (1) for n = 3 and showed how it can be modelled as a mixed integer linear programming problem. Then he used the Storm software to solve it. In fact, our work has been motivated by the observation that the dual of problem (1) can be solved by a simple inspection.
First using the relations y 1 ≥ y 2 ≥ · · · ≥ y n ≥ 0, we rewrite (1) in the form max w T y; subject toĜy ≤ q,
whereĜ = e T G ,
We note here that the condition y ≥ 0 is implicitly included in problem (2). The dual problem of (2) can be formulated as
whereẑ = [t, z 1 , . . . , z n ] T ∈ R n+1 and t ∈ R is a real number. It is easy to see that problem (3) can be written as
where t ≥ 0 and z ≥ 0. Summing up the first k conditions of (4) for k = 1, . . . , n, we get kt − z k = w 1 + · · · + w k , that is,
So problem (3) is equivalent to the problem min t; subject to t =
where z 1 , . . . , z n ≥ 0. The optimal solutionẑ * = [t * , z * 1 , . . . , z * n ] to (6) can be obtained immediately by inspection. We merely have,
where k * ∈ {1, . . . , n} is such that
Let us introduce the notations
It can easily be checked that each y k satisfies all conditions of problem (2). Using the duality theorem we have max k=1,...,n
which means that the optimal value
can be reached with y k * . Summary 1.1 To find an optimal solution to (2) we should proceed as follows: select the maximal element of the set max w 1 , w 1 + w 2 2 , . . . , w 1 + · · · + w n n , and then choose the corresponding element from (7). Remark 1.2 Let d > 0 be a real number. Then the constraint x 1 + · · · + x n ≤ 1 can be replaced by x 1 + · · · + x n ≤ d without modifying the solution algorithm. Thus, the problem studied in this paper is nothing else but a nonlinear version of the well-known continuous knapsack problem.
Illustration
As an example, consider the following 4-dimensional constrained OWA aggregation problem max F (x 1 , x 2 , x 3 , x 4 ); subject to {x 1 + x 2 + x 3 + x 4 ≤ 1, x ≥ 0}. (8)
