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Abstract
We study dynamics of quantum entanglement in smooth global quenches with a finite rate, by
computing the time evolution of entanglement entropy in 1 + 1 dimensional free scalar theory
with time-dependent masses which start from a nonzero value at early time and either crosses or
approaches zero. The time-dependence is chosen so that the quantum dynamics is exactly solvable.
If the quenches asymptotically approach a critical point at late time, the early-time and late-time
entropies are proportional to the time and subsystem size respectively. Their proportionality
coefficients are determined by scales: in a fast limit, an initial correlation length; in a slow limit,
an effective scale defined when adiabaticity breaks down. If the quenches cross a critical point, the
time evolution of entropy is characterized by the scales: the initial correlation length in the fast limit
and the effective correlation length in the slow limit. The entropy oscillates, and the entanglement
oscillation comes from a coherence between right-moving and left-moving waves if we measure the
entropy after time characterized by the quench rate. The periodicity of the late-time oscillation is
consistent with the periodicity of the oscillation of zero modes which are zero-momentum spectra
of two point functions of a fundamental field and its conjugate momentum.
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I. INTRODUCTION AND SUMMARY
Introduction
The behavior of quantum entanglement in dynamical systems has been a subject of
great interest because the entanglement plays an important role in holography [1–7] and
thermalization [8–15].
Two kinds of protocol have been often used in order to study the dynamics of quantum
entanglement. One of them is a local quench, and another is a global quench. In the local
quenches, a state is excited by adding a local interaction to a Hamiltonian suddenly [16–
21], or acting by local operators [22–25]. Entanglement entropy characterizes the resulting
quantum state. Thus, the entropy in the local quenches might shed light on the properties
of holographic theories which has a gravity dual.
In the global quenches, parameters of a Hamiltonian depend only on time, t. The dynam-
ics of entanglement has been well-studied by studying entanglement entropy in the global
quenches where the parameters of Hamiltonian change suddenly [8–10, 12, 14]. Entangle-
ment entropy for an excited state in the sudden global quench increases linearly with respect
to t in a window, ξc  t < l2 , where ξc is a characteristic scale and l is a subsystem size. After
t ∼ l
2
, entanglement entropy is proportional to the subsystem size, l, so called volume law.
Thus, entanglement entropy in late time becomes a “thermal” entropy. The time evolution
of entropy for an interval can be interpreted in terms of relativistic propagation of quasi-
particles. The quasi-particle interpretation can be applied to the time evolution of other
quantum measures such as logarithmic negativity and mutual information [26, 27]. However,
the authors in [28, 29] has pointed out that the time evolution of entropy for two or more
disjoint intervals in holographic conformal field theories can not be interpreted in terms of
the relativistic propagation of quasi-particles.
It is well known that the late-time entanglement entropy in the sudden global quenches
has a thermal entropy-like property. However, very little is known about how the dynamics
of entanglement entropy depends on the quench rate for a smooth quench. In fact for smooth
quenches [30–48], local quantities such as two point functions are well studied, but non-local
quantities such as entanglement entropy have not been studied in much detail. The scaling
behavior of the entanglement entropy in early time has been studied recently in [31]. In this
paper, we concentrate on its time evolution. Authors in [49] have studied momentum-space
entanglement entropy in the similar situation to ours.
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FIG. 1: A schematic picture of potentials: the left panel is for ECP-type mass, and the right panel
is for CCP-type mass.
Summary
In this paper, we study the dynamics of quantum entanglement in global quenches with
a finite quench rate, δt−1 in a 1 + 1 dimensional free scalar field theory living on an infinite
spatial lattice with a time-dependent masses, which are m = 1
ξ
initially. We study the
change of entanglement entropy in a quenched state at time t from that in an initial state
at t = −∞, ∆SA1. These masses (which we will also call potentials) are called end-critical-
point (ECP) type and cross-critical-point (CCP) type potentials. In the ECP-type potential
we consider (a left panel in Figure 1), the Hamiltonian at early time is a massive one. The
mass parameter gradually decreases and asymptotically vanishes at late time. In the CCP-
type potential considered (the right panel in Figure 1), the mass is finite (and equal) in the
early and late times and vanishes smoothly at an intermediate time which we choose to be
t = 0.
We study ∆SA in these protocols in two extreme limits: fast and slow limits. In the slow
limit, for most of the time the process of system is adiabatic. However, near the critical point
adiabaticity is broken. In the fast limit, the late-time behavior of the system is expected to
be qualitatively similar to a sudden quench protocol. However, at early time, the physics is
quite different, and interesting universal scaling laws emerge [30–48].
The outline of the time evolution of ∆SA is in Table I.
1 In this paper, we assume that the area law term in a cutoff expansion is independent of time. The authors
in [50] show that the terms in 3 or more dimensions can be dependent of time.
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TABLE I: Brief summary of the time evolution of ∆SA.
Protocol Early time Late time
ECP in the fast limit ∆SA ∝ t ∆SA ∝ l; its coefficient is set by ξ.
ECP in the slow limit ∆SA ∝ t ∆SA ∝ l; its coefficient is set by E−1kz .
CCP in the fast limit After t = 2ξ, ∆SA oscillates. The periodicity of oscillation is determined by
CCP in the slow limit After t = 2ξkz, ∆SA oscillates. the periodicity of coherent oscillation of zero modes.
Time evolution in ECP-type potential
∆SA in the fast limit, ω =
δt
ξ
 1, in the ECP-type potential is proportional to t
when ξ  t < l
2
(early time). Here, l is the subsystem size and ξ is an initial correlation
length. ∆SA is proportional to l (subsystems are thermalized) when
l
2
 t (late time). The
coefficients of t and l are set by ξ.
∆SA in the slow limit, ω  1, is proportional to t when tkz  t < l2 + tkz (early time).
Here, tkz is the time adiabaticity breaks down. ∆SA is proportional to l when
l
2
+ tkz  t
(late time). The coefficients of t and l are set by the scale at t = tkz, Ekz. Ekz is an energy
scale at t = tkz. The time evolution of ∆SA in both limits is interpreted in terms of the
propagation of entangled particles.
Time evolution in CCP-type potential
The time evolution of ∆SA in the fast and slow limits in the CCP-type mass is charac-
terized by the scale of the initial correlation length, ξ, in the fast limit and of the effective
correlation length, ξkz, in the slow limit. ∆SA increases monotonically before t ' ξ or ξkz,
and decreases monotonically from t ' ξ or ξkz to t ' 2ξ or 2ξkz. After that, ∆SA for the
large subsystem increases independently of size with an oscillation, and the time evolution
of ∆SA in the fast limit depends on the subsystem after t ' l2 . On the other hand, ∆SA in
the slow limit depends on l in very late time.
The l-dependence of ∆SA(t = 2ξ) in the fast limit shows it approaches a negative constant
if l > 4ξ. The negative constant shows we can define an effective correlation length, which
is smaller than the initial one. We expect the effective correlation length to be related to
the distance between the entangled particles created around t = 0. On the other hand, the
l-dependence of ∆SA(t = 2ξkz) in the slow limit shows that it approaches a positive constant
if l > 6ξkz. There is an effective correlation length, which is larger than the initial length,
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and this effective correlation length is expected to be associated with the distance between
the entangled particles created around t = −ξkz.
The time evolution of ∆SA in the fast limit is interpreted in terms of the propagation of
the entangled particles. The late-time ∆SA in both limits can be fitted by a linear function
of l, whose proportionality depends on ξ and δt. Two point functions in t  δt, composed
of a fundamental field and its conjugated momentum, oscillate, and the oscillation comes
from the coherent between right-moving and left-moving waves. Since entanglement entropy
for a Gaussian state in weakly coupled theories is related to the two point functions, the
entanglement oscillation comes from the oscillation of two point functions. The periodicity
of oscillation in late time is set by ξ which is related to the coherent oscillation of zero
modes which are zero-momentum spectra of two point functions for a fundamental field and
its conjugate.
Organization
Our paper is organized as follow. In section 2, we explain our setup: the definition of
SA, smooth quenches and how to compute ∆SA. In section 3, we explain the detail of our
results. In section 4, we conclude our results and discuss a few future directions.
II. OUR SETUP
In this paper, we study the time evolution of quantum entanglement by measuring
a change of entanglement entropy in global quenches with finite quench rate (smooth
quenches). The change is defined by subtracting the entropy of an initial state from the
entropy at t. We will explain the definition of entanglement entropy, smooth quenches and
how to compute the change in this section. In our notation, t, l, δt and ξ are dimensionless.
A. Definition of entanglement entropy
Here, we will explain how we define entanglement entropy in quantum field theories. We
divide a total Hilbert space into two subsystems, A and B, geometrically as follows:
Htotal = HA +HB, (II.1)
where HA,B are Hilbert spaces of A and B. Entanglement entropy can measure the quantum
entanglement between A and B. The entropy is given by the von Neumann entropy SA for
a reduced density matrix ρA:
SA = −TrAρA log ρA, (II.2)
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where ρA is given by
ρA = TrBρ. (II.3)
Thus, SA is defined by ignoring the degrees of freedom in B.
1. A change of entanglement entropy
Here, we study the dynamics of quantum entanglement by computing the change of
entanglement entropy defined by subtracting the entropy for the initial state from the entropy
for the state at t:
∆SA(t) = SA(t)− SA(tin), (II.4)
where SA(tin) is the entropy for the initial state which is defined at t = −∞. Since the
time-dependent mass in this paper change slowly in the very early time, the entropy for the
initial state is approximated by the one in a massive theory.
B. Smooth quenches
A Hamiltonian in this paper has a time-dependent mass which has two tunable parame-
ters: δt and m. There are two kinds of potential in this paper. One of them is an ECP-type
mass, and the other is a CCP-type. The parameter, δt, determines a time scale of the po-
tential as in Figure 1. On the other hand, m determines the correlation length, ξ, for the
initial state.
1. ECP-type potential
The ECP-type potential in this paper is given by
m2(t) =
m2
2
·
(
1− tanh
(
t
δt
))
, (II.5)
where m is the inverse of the correlation length for the initial state. As in the left side
of Figure 1, the Hamiltonian before t ' −δt is the one with the finite mass, m. The
time-dependent mass m(t) decreases monotonically with respect to t. Thus, the system
approaches a critical point asymptotically.
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2. CCP-type potential
The CCP-type mass is given by
m2(t) = m2 tanh2
(
t
δt
)
. (II.6)
In this potential, the initial and final Hamiltonians (t → ±∞) are approximated by the
Hamiltonian with a finite mass m, as in the right side of Figure 1. Before t = 0, the mass
monotonically decreases with respect to t and vanishes at t = 0. After t = 0, it monotonically
increases with respect to t.
C. Two extreme limits
The time-dependent mass has two parameters which we can tune in order to change the
quench rate. We can change the time evolution of ∆SA by tuning these parameters. In this
paper, we take two extreme limits: the slow and fast limits. We will explain these limits.
1. Slow limit
In the slow limit, the system is expected to time-evolve adiabatically when it is far from
the critical point. Whether the time evolution of system is adiabatic is determined by
Landau criteria. We define a function, CL(t):
CL(t) =
∣∣∣∣ 1m2(t) × dm(t)dt
∣∣∣∣ . (II.7)
If CL(t)  1, the local quantities such as two point functions can be approximated by the
leading term in the adiabatic expansion. Thus, the local quantities is computed adiabatically.
When the system approaches the critical point, an adiabaticity breaks down: CL(t) ' O(1).
The Kibble–Zurek time, tkz, is the time CL(t) ' 1. In the ECP case, the adiabaticity breaks
down after t ' tkz. On the other hand, the adiabaticity breaks down from t ' −tkz to
t ' tkz in the CCP case. By tuning the parameters, the condition CL(t) ' 1 is satisfied only
near the critical point (the slow limit).
ECP-type Potential
Here, we consider the ECP-type mass in (II.5). CL(t) for (II.5) is given by
CL(t) =
1
√
2mδte−
3t
2δt
√
cosh
(
t
δt
) . (II.8)
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The breaking of adiabaticity near the critical point is that CL(tkz) ∼ 1 when e
tkz
δt  1. It
means that
CL(tkz) ∼ e
tkz
δt
mδt
∼ 1
⇒ e tkzδt ∼ δtm.
(II.9)
Thus, ω = δtm 1. A Kibble–Zurek energy, Ekz, is given by
Ekz = m(tkz) ∼ 1
δt
. (II.10)
A Kibble–Zurek time can be defined by
tkz ∼ δt logω. (II.11)
CCP-type Potential
If mass profile is (II.6), CL(t) is given by
CL(t) =
1
m(t)δt tanh
(
t
δt
)
cosh2
(
t
δt
) . (II.12)
The breaking of the adiabaticity near the critical point means CL(t = −tkz) ' 1 for tkzδt  1.
When the adiabaticity breaks down around the critical point, CL(t = −tkz) ' 1 means that
C2L(−tkz) =
1
m2δt2 sinh4
(
t
δt
) ∼ 1
⇒ tkz ∼
(
δt
m
) 1
2
,
(II.13)
where we use tkz
δt
 1 in the second line in (II.13). Then,
tkz
δt
 1
⇒ ω = mδt 1,
(II.14)
where ξkz ≡ 1m(−tkz) = tkz. Thus, the limit, ω  1, is the slow limit. If
tkz
δt
 1 (the slow
quenches), Kibble and Zurek conjectured that the dynamics is frozen, which means that
local quantities between t ' −tkz and t ' tkz might be approximated by the leading terms
in the adiabatic expansion at t ' −tkz.
2. Fast limit
The fast limit is the opposite of the slow limit:
ω  1, (II.15)
where the system is expected to be similar to the one in sudden quenches.
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D. How to Compute
Here, we explain how to compute entanglement entropy. A well-known and powerful
method to compute the entropy is a replica method [51, 52], where Re´nyi entanglement
entropy is given by a “free energy” from a partition function on a replica space. In this
paper, we compute entanglement entropy by a method, correlator method, where the entropy
is given by two point functions. It is the powerful method to compute entanglement entropy
numerically in a lattice theory [12, 26, 31, 53].
1. Setup
We put a dynamical system on the lattice as follows. A time-dependent Hamiltonian is
given by
H(t) =
1
2
∫
dx
[
pi(x)pi(x) + (∇φ(x))2 + m˜(t)2φ(x)2] , (II.16)
where the time-dependent mass m˜(t) is dimensionful. A discrete Hamiltonian on a circle
with the circumference L = N is obtained by replacing
∫
dx → ∑N−1k=0 and φ → qk, pi →
pk/, m˜(t)→ m(t)/ as well as ∇φ→ (qk+1 − qk)/,
H(t) =
1
2
N−1∑
k=0
[
p2k + (2 +m(t)
2)q2k − 2qk+1qk
]
, (II.17)
where we assume that N = 2m + 1 (m ∈ Z). Dimensionful parameters t˜, l˜, δt˜ and ξ˜ are
given by
t˜ = t, l˜ = l, δt˜ = δt, ξ˜ = ξ. (II.18)
We impose om qk and pk a periodic boundary condition:
p0 = pN−1, q0 = qN−1, (II.19)
and a canonical commutation relation:
[qa, pb] = iδab, [qa, qb] = [pa, pb] = 0. (II.20)
We use a discrete Fourier transform:
qk =
1√
N
N−1
2∑
l=−N−1
2
ei
2pikl
N q˜l,
pk =
1√
N
N−1
2∑
l=−N−1
2
ei
2pikl
N p˜l,
(II.21)
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where q˜†l = q˜−l and p˜
†
l = p˜−l because pk and qk are real. In terms of variables in the
momentum space, the Hamiltonian can be written by
H(t) =
1
2
N−1
2∑
k=−N−1
2
[
p˜kp˜
†
k +
(
4 sin2
(
pik
N
)
+m2(t)
)
q˜kq˜
†
k
]
, (II.22)
where p˜ and q˜ satisfy that [q˜a, p˜b] = iδa,−b and [p˜a, p˜b] = [q˜a, q˜b] = 0. p˜ and q˜ are written by
q˜k = fk(t)ak + f
∗
−k(t)a
†
−k,
p˜k = f˙k(t)ak + f˙
∗
−k(t)a
†
−k,
(II.23)
where [ak, al] =
[
a†k, a
†
l
]
= 0 and
[
ak, a
†
l
]
= δk,l. We impose a condition, fk(t) = f−k(t), on
fk. Then, fk(t) satisfies the following Wronskian condition:
[q˜L, p˜−l] =
(
fl(t)f˙
∗
l (t)− f˙l(t)f ∗l (t)
)
δl,L = iδl,L. (II.24)
After replacing pik
N
→ k/2, fk(t) obeys the following equation of motion:
d2fk(t)
dt2
+
[
4 sin2
(
k
2
)
+m2(t)
]
fk(t) = 0. (II.25)
2. Correlator method
If we take a limit where N → ∞, and L → ∞, but  is finite, the coordinates and its
conjugate momenta are given by
qn = Xn =
∫ pi
−pi
dk√
2pi
q˜ke
ikn,
pn = Pn =
∫ pi
−pi
dk√
2pi
p˜ke
ikn,
(II.26)
where p˜ and q˜ are defined in (II.23).
We can use the correlator method for a Gaussian state in a weakly coupled theory when
we compute Re´nyi entanglement entropy. In the method, n-th Re´nyi entanglement entropy
is given by
S
(n)
A =
l∑
r=1
1
n− 1 log
[(
γr +
1
2
)n
−
(
γr − 1
2
)n]
, (II.27)
where l is the number of subsystem site, and γr are positive eigenvalues of a 2l × 2l matrix
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M:
M = iJΓ,
J =
[
0 Il×l
−Il×l 0
]
,
Γ =
[
Xab(t) Dab(t)
Dab(t) Pab(t)
]
,
(II.28)
where Xab(t), Pab(t) and Dab(t) are given by
Xab(t) = 〈Xa(t)Xb(t)〉 =
∫ pi
−pi
dk
2pi
Xk cos (k |a− b|) =
∫ pi
−pi
dk
2pi
|fk(t)|2 cos (k |a− b|),
Pab(t) = 〈Pa(t)Pb(t)〉 =
∫ pi
−pi
dk
2pi
Pk cos (k |a− b|) =
∫ pi
−pi
dk
2pi
∣∣∣f˙k(t)∣∣∣2 cos (k |a− b|),
Dab(t) =
1
2
〈{Xa(t), Pb(t)}〉 =
∫ pi
−pi
dk
2pi
Dk cos (k |a− b|) =
∫ pi
−pi
dk
2pi
Re
[
f˙ ∗k (t)fk(t)
]
cos (k |a− b|).
(II.29)
In this paper, we compute ∆SA numerically. The detail of numerical computation is ex-
plained in Appendix D and E.
III. TIME EVOLUTION OF ∆SA
Here, we study the dynamics of quantum entanglement in the smooth quenches by mea-
suring time evolution of entanglement entropy. Since we are interested in how the entangle-
ment structure changes in the smooth quenches, we define a change of entanglement entropy,
∆SA(t), by subtracting SA(tin) for an initial state from SA(t) for the smooth-quenched state.
First, we study the time evolution of ∆SA in the ECP-type potential. Second, we study the
time evolution of ∆SA in the CCP-type potential.
A. Time evolution of ∆SA in ECP-type protocol
We study the time evolution of ∆SA in both fast and slow limits in ECP-type potential
and interpret it in terms of entangled particles.
1. Fast limit
Here, we study the time evolution of ∆SA in the fast limit, ω  1, in the ECP-type
potential. ∆SA with several parameters is shown in Figure 2. If parameters (ξ, δt, l) are
11
sufficiently large, we expect ∆SA to depend on ratios of physical length scales, and the
lattice spacing drops out. Furthermore, Figure 3 shows the data for ∆SA as a function of
t/ξ for different values of l, ξ, δt with the same value of l/ξ and ω. All the points lie on the
same curve, showing that the function ∆SA is of the form
∆SA ∼ ∆SA
(
l
ξ
,
t
ξ
, ω
)
. (III.1)
Figure 4 shows the l-dependence of ∆SA. We also find that Figure 2, 3 and 4 show the
following properties of the time evolution:
(1) The entanglement structure does not change at t < 0.
(2) ∆SA starts to increase around t = 0.
(3) If the subsystem size l is sufficiently larger than the initial correlation length, ξ, the
time evolution of ∆SA does not depend on l before t ' l2 . When ξ  t < l2 , ∆SA is
fitted by a linear function of t.
(4) ∆SA depends on l after t ' l2 . A liner function of l fits ∆SA.
Time growth
In the window (3), ξ  t < l
2
, the time evolution of ∆SA is fitted by a linear function of
t (in Figure 2):
∆SA ' a1 t
ξ
+ a2, (III.2)
where a1 and a2 are in Table II. It shows that
a1 ' 0.57, a2 ' −0.23. (III.3)
(III.2) and (III.3) show that the linear growth of ∆SA is determined by the initial correlation
length.
TABLE II: Fit results for Figure 2 in the window (3), ξ  t < l2 .
δt ξ l Fit Result Fit Range
5 100 1, 000 ∆SA = −0.231489 + 0.567424 tξ 2.5 ≤ tξ ≤ 5
5 200 2, 000 ∆SA = −0.232435 + 0.569479 tξ 2.5 ≤ tξ ≤ 5
10 200 2, 000 ∆SA = −0.231518 + 0.567467 tξ 2.5 ≤ tξ ≤ 5
12
-5 5 10
1
2
3
4
5
6
t/ξ
∆SA
-2 2 4 6
0.5
1.0
1.5
2.0
2.5
3.0
t/ξ
∆SA
-2 2 4 6
0.5
1.0
1.5
2.0
2.5
3.0
t/ξ
∆SA
FIG. 2: The time evolution of the entanglement entropy. We plot ∆SA with (ξ, δt) = (100, 5) in
the left panel, (ξ, δt) = (200, 5) in the middle panel and (ξ, δt) = (200, 10) in the right panel.
1 2 3 4 5 6 7
0.5
1.0
1.5
2.0
t/ξ
∆SA
FIG. 3: The properties in the time-dependence of the entanglement entropy. We plot ∆SA with
ξ = 100, δt = 5 corresponding to red plots and ξ = 200, δt = 10 corresponding to blue plots.
Late time behavior
In the window (4), t ≥ l
2
, ∆SA depends on the subsystem size l as in Figure 4. ∆SA is
fitted by
∆SA ' b1 l
ξ
+ b2 (III.4)
where b1, b2 are in Table III. Table III shows that b1 and b2 are given by
b1 ' 0.28, b2 ' 1.89. (III.5)
(III.4) and (III.5) show that ∆SA is proportional to the volume of subsystem. Thus, entan-
glement entropy appears to be thermal entropy:
∆SA ∼ Teff · l, Teff ∼ 1
ξ
. (III.6)
Teff is set by the initial correlation length. ∆SA even in late time increases slowly, unlike
the result in [8]. The authors in [12] have found that ∆SA in late time in a lattice theory
increases logarithmically, ∆SA ∼ 12 log[t]. Table IV shows that ∆SA even in this setup
appears to be ∆SA ∼ 12 log[t]. It might come from a discretization effect as we will explain
later.
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TABLE III: Fit results for Figure 4 in the window (4), t l2 .
δt ξ t Fit Result Fit Range
5 100 5, 000 ∆SA = 1.88818 + 0.278238
l
ξ 10 ≤ lξ ≤ 20
5 200 10, 000 ∆SA = 1.88808 + 0.279255
l
ξ 10 ≤ lξ ≤ 20
10 200 10, 000 ∆SA = 1.88822 + 0.278254
l
ξ 10 ≤ lξ ≤ 20
12 14 16 18
5.0
5.5
6.0
6.5
7.0
l/ξ
∆SA
FIG. 4: The volume-dependence of the entanglement entropy. Three results are on top of each
other.
2. Slow limit
Here, we study the time evolution of ∆SA in the slow limit, ω  1, in the ECP-type
potential2. Figure 5 and 6 show the time evolution of ∆SA whose behavior is as follows:
(1) The entanglement structure changes around t = 0.
(2) If the subsystem size, l, is efficiently larger than Kibble–Zurek time, tkz, the time
TABLE IV: Fit results for Figure 2 in very late time.
δt ξ l Fit Result Fit Range
5 200 2, 000 ∆SA = −0.633481 + 0.571142 log[t] 2, 000 ≤ t ≤ 100, 000
5 200 2, 000 ∆SA = −0.0697051 + 0.516526 log[t] 10, 000 ≤ t ≤ 100, 000
5 200 2, 000 ∆SA = 0.0496387 + 0.505738 log[t] 60, 000 ≤ t ≤ 100, 000
2 We expect ∆SA with the parameters sufficiently larger than the lattice spacing to be independent of the
spacing. ∆SA is given by a scaling function of Ekz · l, Ekz · t and ω:
∆SA ' ∆SA(Ekz · l, Ekz · t, ω). (III.7)
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evolution of ∆SA does not depends on l before t ' tkz + l2 . When tkz  t < tkz + l2 ,
∆SA is fitted by a linear function of t.
(3) ∆SA depends on l if t > tkz +
l
2
, and ∆SA in the window, t  l2 + tkz, is fitted by a
linear function of l.
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∆SA
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FIG. 5: The time evolution of the entanglement entropy in the slow limit. We plot ∆SA with
(ξ, δt) = (4, 400) in the left panel, (ξ, δt) = (4, 800) in the middle panel, and (ξ, δt) = (5, 500) in
the right panel.
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FIG. 6: The time that the behavior of the entanglement entropy changes. This figure is same as
Figure 5, but enlarged. In this case, the Kibble–Zurek times are tkz ·Ekz ' 4.605 in the left panel,
tkz · Ekz ' 2.648 in the middle panel, and tkz · Ekz ' 4.605 in the right panel.
Time growth
If tkz  t < tkz + l2 , ∆SA is a linear function of t as in Figure 7:
∆SA ∼ c1Ekzt+ c2, (III.8)
where c1 and c2 are in Table V
3. Thus, c1 is given by
c1 ' 0.33. (III.9)
3 The result of the protocol, (δt, ξ) = (100, 1), might strongly depend on the lattice spacing since the lattice
spacing highly affects the results when ξ approaches 1.
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FIG. 7: The time-dependence of ∆SA for tkz  t tkz + l2 .
A parameter, c2 depends on a fit range. The proportionality coefficient of t is determined
by Ekz. Thus, how entanglement entropy increases is determined by the scale, Ekz, which
is an energy scale when adiabaticity breaks down.
TABLE V: Fit results for Figure 7.
δt ξ l Fit Result Fit Range
100 1 2, 000 ∆SA = 0.333333Ekz · t− 0.111814 8 ≤ t · Ekz ≤ 12
100 1 2, 000 ∆SA = 0.333161Ekz · t− 0.109879 10 ≤ t · Ekz ≤ 14
500 5 2, 000 ∆SA = 0.332814Ekz · t− 0.00621652 4.6 ≤ t · Ekz ≤ 5.8
500 5 2, 000 ∆SA = 0.326995Ekz · t+ 0.0258795 5.2 ≤ t · Ekz ≤ 6.4
400 4 4, 000 ∆SA = 0.333327Ekz · t− 0.0127876 6.25 ≤ t · Ekz ≤ 8.25
400 4 4, 000 ∆SA = 0.3333Ekz · t− 0.0125858 6.75 ≤ t · Ekz ≤ 8.5
800 4 4, 000 ∆SA = 0.331369Ekz · t− 0.000153294 6 ≤ t · Ekz ≤ 7.25
800 4 4, 000 ∆SA = 0.331066Ekz · t+ 0.00206931 6.5 ≤ t · Ekz ≤ 7.125
Late time behavior
Figure 8 shows the size-dependence of ∆SA in the late time, t  tkz + l2 . ∆SA is fitted
by
∆SA ∼ d1Ekzl + d2, (III.10)
where d1 and d2 are in Table VI. It shows that
d1 ' 0.16+0.01−0.00, (III.11)
and d2 depends on the fit range. ∆SA is proportional to the subsystem size, l, whose
coefficient is set by Ekz. Thus, the effective temperature is given by Teff ∼ Ekz.
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FIG. 8: The size-dependence of ∆SA. We can see that ∆SA in the late time grows linearly on
time, and three results are on top of each other.
TABLE VI: Fit results for Figure 8.
time t ξ dt Fit Result Fit Range
20, 000 4 400 ∆SA = 0.167555Ekz · l + 3.26166 3 ≤ l · Ekz ≤ 5
20, 000 4 400 ∆SA = 0.164994Ekz · l + 3.27151 3 ≤ l · Ekz ≤ 254
40, 000 4 800 ∆SA = 0.168396Ekz · l + 3.497 3 ≤ l · Ekz ≤ 5
40, 000 4 800 ∆SA = 0.166204Ekz · l + 3.5049 3 ≤ l · Ekz ≤ 6
25, 000 5 500 ∆SA = 0.16115Ekz · l + 3.31292 5 ≤ l · Ekz ≤ 10
B. Physical interpretation
l
A B
l A B
FIG. 9: A picture of entangled pair.
We interpret the time evolution of ∆SA in both limits in the ECP-type potential in terms
of entangled particles because the time evolution of ∆SA is similar to the time evolution in
the sudden global quenches [8] . The time evolution of ∆SA in [8] is explained in terms of
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relativistic propagation of quasi-particles as in Figure 9. In sudden quenches, entangled pairs
are created everywhere when parameters in a Hamiltonian are suddenly changed. Here, we
assume that the parameters change at t = 0. In two-dimensional quantum field theory, the
pair is constructed of two entangled particles which propagate in right and left directions
with the speed of light. Here, the total system is divided into A and B. If a particle of the
pair is in A, and the other is in B, the entanglement between entangled particles contributes
to ∆SA. Therefore, if the subsystem size is l, entangled particles in the blue region can
contribute to ∆SA, before t ≤ l2 . The number of pairs contributing to ∆SA is proportional
to t. Thus, ∆SA is proportional to t. After t =
l
2
, whole region in A is entangled with B
because the distance between the two entangled particles is larger than the subsystem size.
∆SA is proportional to the subsystem size.
In the ECP-type mass, the mass profile in the very early time, t −δt, changes slowly.
Therefore, we expect the entanglement structure of state to change adiabatically. The
structure is expected to change drastically because the profile in the window, −δt < t < δt,
changes drastically in the fast ECP-type quench4. Here, we assume that entangled pairs
whose velocities, vk, depend on momenta, k, as in [12, 26], are created around t = 0. Since
ξ is large enough, the maximal velocity in 0 ≤ t will be the speed of light, vmaxk ' ±1. The
time evolution of ∆SA except for the late-time logarithmic growth can be explained by the
relativistic propagation of entangled particles. The late-time logarithmic growth of ∆SA in
t  δt will be explained by the contribution from the particles with small velocity. Since
the mass potential in t  δt changes slowly, a dispersion relation ωk can be approximated
by
ωk '
√
4 sin2
(
k
2
)
+m2, (III.12)
where the velocity, vk, can be defined by
vk =
dωk
dk
. (III.13)
Since the velocity for k ' ±pi, 0 is small, these slow-moving particles contribute to the late-
time ∆SA. However, the particles with k ' ±pi suffer from lattice artifacts. In this paper,
unfortunately, we do not find whether the logarithmic growth comes from the physical
mode, k = 0. This dispersion (III.12) is strongly related to how to discretize the space,
k2 → 4 sin
(
k2
2
)
, and, unphysical modes might vanish when we employ another discretization
scheme like the symmetric difference instead of the forward one.
The time evolution of ∆SA even in the slow ECP-type mass can be interpreted in terms
of the momentum-dependent propagation of entangled particles created around t = tkz .
4 In this paper, we assume that δt in the fast limit is not so large , δt ∼ O(10).
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Therefore, we expect the entangled particles to be created when adiabaticity breaks down.
∆SA in late time is proportional to l due to the contribution of entangled particles.
C. Time evolution of ∆SA in CCP-type protocol
Here, we study ∆SA at the fast and the slow limits in the CCP-type potential. We study
the time evolution and the l-dependence of ∆SA in the CCP-type potential.
1. Fast limit
Figure 10 shows the time-dependence of ∆SA. If the parameters (ξ, δt, l) are much larger
than 1, ∆SA does not depend on the UV regularization. As in Figure 11, ∆SA can be
written by the scaling function of t
ξ
, l
ξ
and ω in (III.1). The time evolution of ∆SA in the
fast CCP-type potential has the following properties:
(1) The structure of quantum entanglement starts to change around t = 0.
(2) ∆SA is minimized around t = 2ξ, and oscillates after that time.
(3) If l is sufficiently large, ∆SA is independent of the subsystem size before t ' l2 . After
t ' l
2
, ∆SA depends on the subsystem size, and oscillates around the constant which
depends on l.
Subsystem size
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FIG. 10: The t-dependence of ∆SA. The left, middle and right panels show ∆SA with (δt = 5, ξ =
100), (δt = 5, ξ = 200) and (δt = 10, ξ = 200), respectively.
Minimum of ∆SA
∆SA is minimized around t ' 2ξ. The size-dependence of ∆SA at t = 2ξ is shown in
Figure 12. If l is smaller than 4ξ, ∆SA
(
l
ξ
)
depends on only ω. If l is larger than 4ξ, the
entropy is a negative constant.
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Protocolδ t=5, ξ =100, l=5δ t=5, ξ =100, l=500δ t=5, ξ =100, l=2,000δ t=10, ξ =200, l=10δ t=10, ξ =200, l=1,000δ t=10, ξ =200, l=4,000
10 20 30 40 50
0.05
0.10
0.15
t/ξ
∆SA
FIG. 11: The t-dependence of ∆SA with different parameters. As the time evolution in the ECP-
type potential, the data points for ∆SA with the same value of
l
ξ ,
t
ξ and ω lie on the same curves.
Therefore, this panel shows the scaling law in (III.1).
Protocolδ t=5, ξ =200, t=400δ t=10, ξ =200, t=400δ t=5, ξ =100, t=200
1 2 3 4 5
-0.020
-0.015
-0.010
-0.005
0.000 l/ξ
∆SA
FIG. 12: The l-dependence of ∆SA at t = 2ξ.
Oscillation of ∆SA
Figure 13 shows δSA defined by subtracting ∆SA for l < 4, 000 from ∆SA for l = 4, 000.
The amplitude of oscillation in δSA becomes smaller as l becomes larger. Therefore, the
amplitude of oscillation in ∆SA appears to be independent of l when l is larger than ξ. At
late time, the periodicity of oscillation approaches piξ.
2. Subsystem size dependence
The l-dependence of ∆SA is shown in Figure 14 and 15. In Figure 15, ∆SA does not
depend on l when l is larger than 2t. In the window, ξ  l/2 t, ∆SA is fitted by a linear
function:
∆SA ' a l
ξ
+ b, (III.14)
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FIG. 13: The t-dependence of δSA. The left and right panels show δSA with (δt = 5, ξ = 200) and
δSA with (δt = 10, ξ = 200), respectively.
where a and b are in Table VII, which shows that a and b depend on ω. Figure 16 shows
how a depends on ω. As ω( 1) decreases, a decreases monotonically and is fitted by a
nonlinear function of ω:
a = g1ω
2 log
[
1
ω
]
+ g2, (III.15)
where g1 and g2 are in Table VIII. We estimate g1 ' 1.2. Table VIII shows that g2 depends
strongly on the fit range and becomes smaller when the upper bound of the fit range becomes
smaller. Therefore, we expect a to vanish around ω = 0. The effective temperature in (III.6)
depends on ω since the effective temperature, Teff is given by
a
ξ
∼ Teff . (III.16)
Time
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FIG. 14: The plot of ∆SA with (ξ, δt) = (100, 5). The left and right panels are for
1
100 ≤ lξ ≤ 30
and for 1 ≤ lξ ≤ 10, respectively.
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FIG. 15: The l-dependence of ∆SA. The left and right panels show ∆SA with (ξ, δt) = (200, 5)
and ∆SA with (ξ, δt) = (200, 10), respectively. Since ∆SA in the CCP-type protocol oscillates, the
values of ∆SA with different t are not the same for small l.
TABLE VII: Fit results for Figure 14 and 15.
δt ξ t Fit Result Fit Range
5 100 2500 ∆SA = −0.00326117 + 0.00834283 lξ 2 ≤ lξ ≤ 10
5 100 100, 000 ∆SA = −0.005807 + 0.00905522 lξ 2 ≤ lξ ≤ 10
5 100 100, 000 ∆SA = −0.00567712 + 0.00904089 lξ 2 ≤ lξ ≤ 30
5 200 10, 000 ∆SA = −0.00146424 + 0.00273676 lξ 2 ≤ lξ ≤ 10
5 200 100, 000 ∆SA = −0.00136572 + 0.00281051 lξ 2 ≤ lξ ≤ 10
5 200 100, 000 ∆SA = −0.00135296 + 0.00280731 lξ 2 ≤ lξ ≤ 40
10 200 10, 000 ∆SA = −0.00465824 + 0.00878667 lξ 2 ≤ lξ ≤ 10
10 200 100, 000 ∆SA = −0.00450837 + 0.00902687 lξ 2 ≤ lξ ≤ 10
10 200 100, 000 ∆SA = −0.00440558 + 0.00899895 lξ 2 ≤ lξ ≤ 40
3. Slow limit
Here, we study the time evolution of ∆SA in the slow CCP-type potential. Its time
evolution is shown in Figure 17. Figure 18 shows that ∆SA with the large parameters is
TABLE VIII: Fit results for Figure 16.
ξ t Fit Result Fit Range
200 100, 000 a = 0.000217153− 1.1576ω2log[ω] 1/200 ≤ ω ≤ 20/200
200 100, 000 a = 0.0000177701− 1.20953ω2log[ω] 1/200 ≤ ω ≤ 10/200
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FIG. 16: The ω-dependence of the coefficient a in ∆SA ' al/ξ+ b. The curve is a nonlinear fitting
in 1/200 ≤ ω ≤ 20/200.
independent of the lattice spacing and is a function of l
ξkz
, t
ξkz
and ω:
∆SA ' ∆SA
(
l
ξkz
,
t
ξkz
, ω
)
. (III.17)
As in Figure 17, the time evolution of ∆SA has the following properties:
(1) If the subsystem size is larger than the initial correlation length, ∆SA in the early
time is independent of the subsystem size.
(2) Before t ' ξkz, ∆SA monotonically increases. From t ' ξkz to t ' 2ξkz, ∆SA mono-
tonically decreases. After t ' 2ξkz, ∆SA oscillates.
(3) ∆SA in late time depends on the subsystem size. ∆SA with small l decreases, and
∆SA with large l increases when t increases.
Local minimum of ∆SA
∆SA is locally minimized around t ' 2ξkz as explained in (2). The l-dependence of
∆SA at t = 2ξkz is plotted in Figure 19. After t ' 2ξkz, ∆SA oscillates. Here, ξkz is an
effective correlation length when adiabaticity breaks down. Thus, ∆SA oscillates after the
scale characterizes the time evolution: 2ξ in the fast limit and 2ξkz in the slow limit.
Oscillation of ∆SA
∆SA in the slow CCP-type potential also oscillates. The periodicity of oscillation of ∆SA
asymptotically approaches piξ at late time. As we will explain later, the periodicity depends
on the periodicity of oscillation of zero modes, which is zero-momentum spectra of two point
functions, Xk=0, Pk=0 and Dk=0.
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Subsystem size
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FIG. 17: The t-dependence of ∆SA. The left, middle and right panels show ∆SA with (δt =
1, 000, ξ = 10), (δt = 2, 000, ξ = 20) and (δt = 4, 000, ξ = 10), respectively.
Protocolδ t=1,000, ξ =10, l=500δ t=1,000, ξ =10, l=1,000δ t=2,000, ξ =20, l=1,000δ t=2,000, ξ =20, l=2,000
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FIG. 18: The t-dependence of ∆SA with different parameters. This panel shows the scaling law in
(III.17).
Protocolδ t=1,000, ξ =10, t=200δ t=2,000, ξ =20, t=400δ t=4,000, ξ =10, t=400
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FIG. 19: The l-dependence of ∆SA at t = 2ξkz.
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l-dependence of ∆SA
Figure 20 and 21 show the l-dependence of ∆SA. If l is sufficiently large, ∆SA is inde-
pendent of l. If t is sufficiently large, a linear function of l fits ∆SA in ξ  l t∗, although
we have not found what determines t∗5.
Time
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FIG. 20: The l-dependence of ∆SA with (δt = 1, 000, ξ = 10).
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FIG. 21: The l-dependence of ∆SA with (δt = 2, 000, ξ = 20).
5 If we apply the entangled-particles interpretation where they are created at t = ±tkz to the time evolution
of ∆SA in the slow CCP-potential, the time evolution might change around
l
2 ± tkz. However, t∗ appears
to be larger than l2 ± tkz.
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The left panel of Figure 22 is a plot of ∆SA in the window, ξ  l  t∗, which is fitted
by a linear function of l:
∆SA ' A l
ξ
+B, (III.18)
where A and B are in Table IX. In the case of ∆SA in Figure 22, A depends on ω. As
shown in the right panel of Figure 22, as ω( 1) increases A decreases and can be fitted by
a function of ω:
A ' 0.167802− 0.053054 log (ω)
ω0.121652
, (III.19)
where ξ = 10 and t = 1, 000, 000. Moreover, B also depends on ω. The ω-dependence of B
might be related to the fit range.
If t is large enough, ∆SA in the slow and fast limits can be fitted by a linear function
of l/ξ. Its proportionality coefficient Teff · ξ depends on ω as shown in (III.16). In the
slow (fast) limit, Teff · ξ decreases as ω increases (decreases). As we will explain later, the
ω-dependence of Teff · ξ is consistent with the number of particles with ξ fixed.
δ tδ t=1,000δ t=2,000δ t=3,000δ t=4,000δ t=5,000δ t=6,000δ t=7,000δ t=8,000δ t=9,000δ t=10,000 l/ξ
∆SA
200 400 600 800 1000
0.015
0.020
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ω
A
FIG. 22: The left panel shows the l-dependence of ∆SA with (ξ, t) = (10, 1, 000, 000). The right
panel shows the ω-dependence of A in ∆SA ' A lξ +B. The green curve is a plot of the fit function
of ω in (III.19).
4. Physical interpretation
Here, we interpret the time evolution of ∆SA in the CCP-type potential, physically.
Entangled particles
In the window, t < l
2
, ∆SA for l > ξ in the fast CCP-type quench is independent of l
but depends on l after t ' l
2
. As in the fast ECP-type quench, the time evolution of ∆SA is
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TABLE IX: Fit results for Figure 21 and 22 .
δt ξ t Fit Reslut Fit Range
1, 000 10 1, 000, 000 ∆SA = 0.214255 + 0.0283171
l
ξ 20 ≤ lξ ≤ 100
2, 000 10 1, 000, 000 ∆SA = 0.209519 + 0.0201569
l
ξ 20 ≤ lξ ≤ 100
3, 000 10 1, 000, 000 ∆SA = 0.202759 + 0.0165772
l
ξ 20 ≤ lξ ≤ 100
4, 000 10 1, 000, 000 ∆SA = 0.195988 + 0.0144678
l
ξ 20 ≤ lξ ≤ 100
5, 000 10 1, 000, 000 ∆SA = 0.189682 + 0.0130437
l
ξ 20 ≤ lξ ≤ 100
6, 000 10 1, 000, 000 ∆SA = 0.184001 + 0.0120019
l
ξ 20 ≤ lξ ≤ 100
7, 000 10 1, 000, 000 ∆SA = 0.178983 + 0.0111977
l
ξ 20 ≤ lξ ≤ 100
8, 000 10 1, 000, 000 ∆SA = 0.174596 + 0.0105525
l
ξ 20 ≤ lξ ≤ 100
9, 000 10 1, 000, 000 ∆SA = 0.170754 + 0.0100198
l
ξ 20 ≤ lξ ≤ 100
10, 000 10 1, 000, 000 ∆SA = 0.167335 + 0.00957016
l
ξ 20 ≤ lξ ≤ 100
2, 000 20 1, 000, 000 ∆SA = 0.212146 + 0.283104
l
ξ 20 ≤ lξ ≤ 100
interpreted in terms of the propagation of entangled particles created around t = 0. Their
velocity, vk, depends on k. The potential after t = 0 is finite , but the maximum velocity,
vmaxk , is expected to be the speed of light, v
max
k ' ±1 because m  1. If the entangled
particles are created around t = 0, the distance before t ' l
2
between entangled particles
with vmaxk is smaller than the subsystem size. Since the distance after t ' l2 is larger than
l, the whole region in A is entangled with B. Therefore, ∆SA after t ' l2 depends on the
subsystem size.
Minimum of ∆SA
∆SA in CCP-type potential is characterized by tC : in the fast limit, tC = 2ξ; in the slow
limit, tC = 2ξkz. ∆SA before t ' tC2 increases monotonically. ∆SA from t ' tC to t ' 2tC
decreases monotonically, and the entropy after t = tC oscillates.
Figure 12 and 19 show the l-dependence of ∆SA(t = tC) in both limits. As entanglement
entropy in a massive theory, ∆SA with large l is independent of l: ∆SA(l ≥ 4ξ) in the
fast limit and ∆SA(l ≥ 6ξkz) in the slow limit are independent of l. In the massive free
theory, there is a correlation length, Ξstatic. If the subsystem size is much larger than Ξstatic,
entanglement entropy in the 1 + 1 dimensional massive free theories [2, 54] is given by
SA ' K log (Ξstatic), (III.20)
where K depends on the number of the boundary of subsystem. Therefore, there might be
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an effective correlation length, Ξeffective, in the CCP-type quenches at t = tC . If l > 4ξ,
∆SA(t = tC) in the fast limit is given by
∆SA(t = tC) ' K log (Ξeffective)−K log (ξ), (III.21)
where K log (ξ) is the entropy for the initial state. Figure 12 shows ∆SA(t = tC) for l ≥ 4ξ
approaches a negative constant. Thus, Ξeffective is smaller than the initial correlation length
6.
If l ≥ 6ξkz, ∆SA(t = tC) in the slow limit is independent of l. Therefore, we expect
∆SA(t = tC) for l ≥ 6ξkz to be given by (III.21). Since Figure 19 shows ∆SA for l ≥ 6ξkz
approaches a positive constant, Ξeffective is larger than ξ.
As explained above, the l-dependence of ∆SA in the fast limit is interpreted in terms
of the propagation of entangled particles created around t ' 0. Thus, the l-dependence of
∆SA(t = tC) is expected to be interpreted in terms of entangled particles created around
t ' 07. The distance at t = 2ξ between entangled particles with vmaxk is 4ξ, and it is the
subsystem size where SA(tc) becomes K log (Ξeffective). We expect Ξeffective to be related to
this distance.
If we apply the entangled particle interpretation to ∆SA(t = tC , l ≥ 6ξkz) in the slow
limit, entangled particles should be created at t ' −tkz when adiabaticity breaks down.
The periodicity of entanglement oscillation
Entanglement entropy in the CCP-type quench oscillates. The periodicity of oscillation
of ∆SA in late time, piξ, is independent of whether we take the fast or slow limits. As in
Appendix B, fk(t) in the window, t δt is given by
fk(t) ' Akeiωkt + Bke−iωkt, (III.22)
where fk is a superposition of right-moving and left-moving waves, and the amplitudes, Ak
and Bk, depend on k. Their dispersion relations are given by ωk =
√
4 sin2
(
k
2
)
+m2, which
is consistent with the fact that the Hamiltonian might be well approximated by massive one
because the CCP-type mass in late time changes slowly. As in Appendix C the spectra of
two point functions, Xk, Pk, Dk in t δt are given by
Xk, Pk ' Cx,pk +Dx,pk cos (2ω0t+ Θx,pk ),
Dk ' Ddk cos
(
2ω0t+ Θ
d
k
)
,
(III.23)
6 Ξeffective is expected to be different from 4ξ but related to it.
7 Although the pair in the sudden ECP-type potential makes entanglement entropy increase [8–10, 12], the
pair in this case reduces the entropy.
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where Cik, Dik and Θik are independent of t. Their spectra oscillate due to the time-dependent
terms in (III.23) which come from a coherence between the waves. Thus, we expect the
entanglement oscillation in t  δt to come from the coherence between the right-moving
and left-moving waves.
As explained above, the entangled pair interpretation does not seem to determine t∗.
However, we apply the interpretation to ∆SA in very late time. If we interpret the time
evolution of ∆SA in very late time in terms of the propagation of entangled particles with
the momentum-dependent velocity, vk, the particles with small vk contribute dominantly to
∆SA in very late time. Thus, we expect the modes around k = 0 to contribute dominantly
to ∆SA in the late time because the modes around k = 0,±pi are slow modes8. The
spectrum of two point functions with k = 0 in very late time, Xk=0, Pk=0 and Dk=0, oscillate
with piξ which is consistent with the periodicity of entanglement oscillation. Therefore, the
periodicity of entanglement oscillation in very late time comes from the periodicity of the
coherent oscillation of zero modes.
l-dependence of ∆SA
∆SA in the fast-CCP quench is independent of l before t ' l2 , if the subsystem size is
larger than ξ. After t ' l
2
, ∆SA depends on the subsystem size. ∆SA in the late time is
proportional to l, though its proportionality coefficient depends on δt and ξ. If we keep ξ
a constant, taking the fast limit, the proportionality coefficient and an expectation value of
number operator upon a volume, NV , decrease when ω decreases. Here, V is the spatial volume
of total space. The ω-dependence of NV is shown in Figure 23. Thus, the ω-dependence of
proportionality coefficient in the fast limit is consistent with NV .
∆SA even in the slow limit can be fitted by the function in (III.18), if t is large enough. Its
proportionality coefficient decreases when ω increases with fixed ξ, which is consistent with
the ω-dependence of NV . Therefore, the l-dependence of the late-time ∆SA in the CCP-type
potentials is determined by how dense particles in the late time are.
200 400 600 800 1000
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0.00020
0.00025
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N
V
8000 8500 9000 9500 10000
0.00100
0.00105
0.00110
0.00115
δt
N
V
8 We do not consider the modes around k = ±pi because they suffer from the discretization effect.
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FIG. 23: The ω-dependence of NV with m =
1
100 . In the left panel, the range of δt is 1 ≤ δt ≤ 1, 000.
The middle panel is for small δt. The right one is for large δt.
IV. SUMMARY AND FUTURE DIRECTIONS
In this paper, we have studied the time evolution of ∆SA in smooth quenches by taking
the extreme limits, the fast and slow limits.
ECP-type quenches
The early-time ∆SA in the ECP-type mass is fitted by a linear function of t, and the
late-time ∆SA is proportional to the subsystem size. Its proportionality coefficient depends
on the quenches. The coefficients in the fast and slow quenches are proportional to the
initial mass, m = 1
ξ
, and the Kibble–Zurek energy, Ekz, respectively. Therefore, we expect
the effective temperature in the fast limit to be determined by the initial correlation length,
ξ. On the other hand, the temperature in the slow limit is determined by the effective energy
scale defined when adiabaticity breaks down, Ekz. We found that the time evolution of ∆SA
in the ECP-type quenches is interpreted in terms of the propagation of entangled particles
with the velocity, vk. The time evolution of ∆SA in the fast limit is interpreted in terms of
the momentum-dependent propagation of entangled particles created around t = 0. On the
other hand, the time evolution in the slow limit is interpreted in terms of the propagation
of entangled particles created when adiabaticity breaks down.
CCP-type quenches
We found ∆SA in the CCP-type quenches oscillates after a characteristic time, tC : tC ' 2ξ
in the fast quench; tC ' 2ξkz in the slow quench.
∆SA in the fast CCP quench is interpreted in terms of the propagation of entangled
particles created around t = 0. Their velocity, vk, depends on the momenta.
∆SA at t = tC approaches a constant if the subsystem size is large enough. The fast-
quenched ∆SA(t = tC) in the window, l > 2tC , is a negative constant, which is interpreted
as entanglement entropy in the theory with an effective correlation length Ξeff (< ξ). Ξeff
in the fast limit is related to the distance between the entangled particles created at t ' 0.
The slow-quenched ∆SA(t = tC) in l > 3tC is a positive constant interpreted as the entropy
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in the theory with an effective correlation length Ξeff (> ξ). Ξeff in the slow limit is related
to the distance between the particles created at t ' −tkz.
After t = tC , ∆SA in the CCP-type mass oscillates with a periodicity. The periodicity
in the window, t δt, is expected to come from the periodicity of oscillation of Xk, Pk and
Dk. Moreover, the periodicity in vary late time, piξ, comes from the periodicity of oscillation
of Xk=0, Pk=0 and Dk=0.
The late-time ∆SA in both limits is fitted by the linear function of l, ∆SA ∼ Teff · l,
where Teff depends on ξ and δt. The δt and ξ-dependence of Teff is consistent with the
dependence of the density of particles in the late time, NV .
Future Directions
We will comment on a few of future directions.
• The time ∆SA starts to oscillate: We found that t = tC in CCP quenches plays an
important role. However, we were not able to find why they determine the time ∆SA
starts to oscillate. It is interesting to study why these scale determine the initial time
of entanglement oscillation.
• Physics in the slow CCP: We could not find how the l-dependence of late-time ∆SA in
the slow CCP-type potential are interpreted. It is one of interesting future directions
to study how they are interpreted.
• ∆SA in interacting field theories: In this paper, we studied the time evolution of ∆SA
in the free field theories. It is important to study how an interaction changes the
results in this paper.
• Periodic potential: The potentials in this paper can be replaced with periodic po-
tentials. ∆SA in the periodic potential might be related to the dynamics in Floquet
system (time crystal). Thus, we think that it is interesting to study ∆SA in the
periodic potentials.
• Other measures: It is interesting to study the dynamics of quantum entanglement in
the smooth quenches by computing other measures such as logarithmic negativity,
mutual information and so on. Some of authors in this paper have been studying the
time evolution of logarithmic negativity and mutual information in [55].
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Appendix A: Calculation
1. CCP for Scalar Quench
We solve the following equation,
d2fk(t)
dt2
+ (4sin2[k/2] +m20tanh
2[t/δt])fk(t) = 0. (A.1)
By defining
z = −sinh2[t/δt], fk(z) = (1− z)αψ(z), (A.2)
we find
z(1− z)d
2ψ(z)
dz2
+
(
1
2
− (2α+ 1)z
)
dψ(z)
dz
−
(
(δt)2sin2[k/2] +
α
2
)
ψ(z) +
(
α(α− 1) + 1
2
α+
(m0δt)
2
4
)
zψ(z)
1− z = 0.
(A.3)
The solution is given by the hypergeometric function. In terms of fk(t), we find
fk(t) = (cosh[t/δt])
2α
[
A 2F1
(
a, b;
1
2
;−sinh2[t/δt]
)
+B sinh[t/δt]2F1
(
a+
1
2
, b+
1
2
;
3
2
;−sinh2[t/δt]
)]
,
(A.4)
where
a = α− iω0δt
2
, b = α +
iω0δt
2
, (A.5)
α =
1 +
√
1− 4(m0δt)2
4
, (A.6)
ω20 = 4sin
2[k/2] +m20, (A.7)
and A and B are the coefficients. These coefficients can be determined by two conditions,
i
(
f ∗k (t)
dfk(t)
dt
− f
∗
k (t)
dt
fk(t)
)
= 1, (A.8)
fk(t) ∼ e
−iω0t
√
2ω0
(t→ −∞). (A.9)
Note that the hypergeometric function can be written as
2F1(a, b; c; z) =
Γ(c)Γ(b− a)
Γ(b)Γ(c− a)(−z)
−a
2F1(a, a− c+ 1; a− b+ 1; 1
z
)
+
Γ(c)Γ(a− b)
Γ(a)Γ(c− b)(−z)
−b
2F1(b, b− c+ 1; b− a+ 1; 1
z
). (A.10)
Thus by defining
E1/2 =
Γ(1/2)Γ(b− a)
Γ(b)Γ(1/2− a) , E3/2 =
Γ(3/2)Γ(b− a)
Γ(1/2 + b)Γ(1− a) , E
′
c = Ec(a↔ b), (A.11)
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we have
fk(t) = (cosh[t/δt])
2α
{
A
[
E1/2|sinh2[t/δt]|−a 2F1
(
a, a+
1
2
; a− b+ 1;− 1
sinh2[t/δt]
)
+ E′1/2|sinh2[t/δt]|−b 2F1
(
b, b+
1
2
; b− a+ 1;− 1
sinh2[t/δt]
)]
+Bsinh[t/δt]
[
E3/2|sinh2[t/δt]|−a−1/2 2F1
(
a+
1
2
, a; a− b+ 1;− 1
sinh2[t/δt]
)
+ E′3/2|sinh2[t/δt]|−b−1/2 2F1
(
b+
1
2
, b; b− a+ 1;− 1
sinh2[t/δt]
)]}
. (A.12)
In the limit t→ −∞, fk(t) reduces to
fk(t) ∼ (AE1/2 −BE3/2)e−iω0t + (AE ′1/2 −BE ′3/2)eiω0t. (A.13)
In order to satisfy fk(t) ∼ e−iω0t, we impose
B =
E ′1/2
E ′3/2
A. (A.14)
Next we determine the coefficient A from the normalization condition (A.8). This condition
does not depend on the time t, and we consider t → −∞. In this situation the hypergeo-
metric function is expanded as the following series expansion,
2F1(α, β; γ; z) =
Γ(γ)
Γ(α)Γ(β)
∞∑
n=0
Γ(α + n)Γ(β + n)
Γ(γ + n)
zn
n!
. (A.15)
In our case
d
dt
2F1
(
α, β; γ;− 1
sinh2[t/δt]
)
=
Γ(γ)
Γ(α)Γ(β)
∞∑
n=1
Γ(α + n)Γ(β + n)
Γ(γ + n)
(−sinh2[t/δt])−n−12sinh[t/δt]cosh[t/δt]
(n− 1)!
→ 0 (t→ −∞). (A.16)
In the calculation of dfk(t)
dt
, the terms that the derivative acts on 2F1
(
α, β; γ;− 1
sinh2[t/δt]
)
become zero. Then (A.8) reduces to
i
[{
−2α|A|
2
δt
(
E1/2E
′
3/2 − E3/2E ′1/2
E ′3/2
)2
− 2a
∗|A|2
δt
(
E1/2E
′
3/2 − E3/2E ′1/2
E ′3/2
)2}
−
{
2α|A|2
δt
(
E1/2E
′
3/2 − E3/2E ′1/2
E ′3/2
)2
+
2a|A|2
δt
(
E1/2E
′
3/2 − E3/2E ′1/2
E ′3/2
)2}]
= 1
⇒ |A| = 1√
2ω0
E ′3/2
E1/2E ′3/2 − E3/2E ′1/2
. (A.17)
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Finally, the phase factor can be determined from (A.9). In the limit of t→ −∞, we have
(phase of fk) = 2
−iω0δtArg[A]⇒ A = 2
iω0δt
√
2ω0
E ′3/2
E1/2E ′3/2 − E3/2E ′1/2
. (A.18)
By shifting 4sin2[k/2]→ 4sin2[k/2] +M20 , we can obtain the result with the mass term,
m2(t) = M20 +m
2
0tanh
2[t/δt]. (A.19)
In the slow CCP limit, it takes a long time to compute fk(t) numerically. In order to avoid
this difficulty, we use adiabatic approximation at large |k| [39]. Approximation functions in
our numerical computations are
fk(t) ∼ e
−iω(t)t√
2ω(t)
,
f˙k(t) ∼ −iω(t)e
−iω(t)t√
2ω(t)
,
ω2(t) = 4sin2[k/2] +m2(t). (A.20)
An error from this approximation in the computations is examined in Appendix E.
2. ECP for Scalar Quench
Next we consider the ECP-type protocol for scalar quenches. fk(t) in the ECP-type
protocol satisfies the following differential equation,
d2fk(t)
dt2
+
(
4sin2[k/2] +
m2
2
(1− tanh[t/δt])
)
fk(t) = 0. (A.21)
The calculation is almost the same as the ECP case. By defining
z =
1 + tanh[t/δt]
2
, tanh[t/δt] = 2z − 1, fk(z) = zβ(1− z)α, ψ(z), (A.22)
we obtain the following differential equation,
z(1− z)d
2ψ(z)
dz2
+
(
1 + 2β − ((α+ β + 1) + (α+ β) + 1)z)dψ(z)
dz
− ((α+ β + 1)(α+ β))ψ(z) = 0, (A.23)
where
α = −i|(δt)sin[k/2]|, β = i
√
(δt)2sin2[k/2] +
m2(δt)2
4
. (A.24)
The solution can be again expressed by the hypergeometric function,
fk(z) = A
(
1 + tanh[t/δt]
2
)β(
1− tanh[t/δt]
2
)α
2F1(α+ β + 1, α+ β; 2β + 1; (1 + tanh[t/δt])/2)
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+B
(
1 + tanh[t/δt]
2
)−β(
1− tanh[t/δt]
2
)−α
2F1(−α− β + 1,−α− β;−2β + 1; (1 + tanh[t/δt])/2).
(A.25)
Again we impose the conditions (A.8) and
fk(t) ∼ e
−2βt/δt√
4(−i)β/δt (t→ −∞), (A.26)
which is similar to (A.9)9. One can fix the coefficients under these condition,
A = 0, B =
1√
4(−i)β/δt. (A.27)
We can obtain the result with the mass term
m2(t) = M2 +m2tanh[t/δt], (A.28)
by shifting
4sin2[k/2]→ 4sin2[k/2] +M2 +m′2, (A.29)
m2 → −2m2, (A.30)
and taking the limit m′ → m.
Appendix B: Number operator in the late time
fk(t) in the late time is given by
lim
t→∞
fk(t) = V 2
−iω0δteiω0t +W 2iω0δte−iω0t, (B.1)
where V = AE 1
2
+BE 3
2
,W = AE ′1
2
+BE ′3
2
. Xk(t) in the late time is given by
lim
t→∞
XK(t) = lim
t→∞
fk(t)ak + lim
t→∞
f ∗k (t)a
†
−k
=
(
V 2−iω0δteiω0t +W 2iω0δte−iω0t
)
ak +
(
V ∗ 2iω0δte−iω0t +W ∗ 2−iω0δteiω0t
)
a†−k
=
1
N0
[
bke
−iω0t + b†−ke
iω0t
]
,
(B.2)
where
bk = N0 2
iω0δt
(
W ak + V
∗ a†−k
)
. (B.3)
9 Since α and β depend on δt, the boundary condition is slightly different.
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[
bk, b
†
k
]
is given by[
bk, b
†
k
]
= |N0|2
(|W |2 − |V |2)
= |N0|2 1
2ω0
·
− ∣∣∣∣∣E
′
3
2
E 1
2
+ E 3
2
E ′1
2
E ′3
2
E 1
2
− E 3
2
E ′1
2
∣∣∣∣∣
2
+ 4
∣∣∣∣∣ E
′
3
2
E ′1
2
E ′3
2
E 1
2
− E 3
2
E ′1
2
∣∣∣∣∣
2
 , (B.4)
where
E 3
2
E ′1
2
= Γ
(
3
2
)
Γ
(
1
2
)
× 1
Γ(1− a)Γ(a) ×
1
Γ(b+ 1
2
)Γ(1
2
− b) × |Γ(iω0δt)|
2
= Γ
(
3
2
)
Γ
(
1
2
)
× sin (pia)
pi
× cos (pib)
pi
× |Γ(iω0δt)|2 ,
E ′3
2
E 1
2
= Γ
(
3
2
)
Γ
(
1
2
)
× 1
Γ(1− b)Γ(b) ×
1
Γ(a+ 1
2
)Γ(1
2
− a) × |Γ(iω0δt)|
2
= Γ
(
3
2
)
Γ
(
1
2
)
× sin (pib)
pi
× cos (pia)
pi
× |Γ(iω0δt)|2 ,
E ′3
2
E 1
2
− E 3
2
E ′1
2
=
Γ
(
3
2
)
Γ
(
1
2
)
pi2
× (sin (pia) cos (pib)− cos (pia) sin (pib))× |Γ(iω0δt)|2
=
Γ
(
3
2
)
Γ
(
1
2
)
pi2
× sin [pi (a− b)]× |Γ(iω0δt)|2 ,
E ′3
2
E 1
2
+ E 3
2
E ′1
2
=
Γ
(
3
2
)
Γ
(
1
2
)
pi2
× (sin (pia) cos (pib) + cos (pia) sin (pib))× |Γ(iω0δt)|2
=
Γ
(
3
2
)
Γ
(
1
2
)
pi2
× sin [pi (a+ b)]× |Γ(iω0δt)|2 ,
V =
2iω0δt√
2ω0
(
sin [pi(a+ b)]
sin [pi(a− b)]
)
,
E ′3
2
E ′1
2
= Γ
(
3
2
)
Γ
(
1
2
)
Γ(iω0δt)
2 × 1
Γ(a)Γ
(
1
2
− b)Γ(a+ 1
2
)
Γ(1− b) .
(B.5)
If we assume that ω  1 (the fast limit), then a∗ = b. The absolute value of E ′3
2
E ′1
2
is
given by∣∣∣E ′3
2
E ′1
2
∣∣∣2 = (Γ(3
2
)
Γ
(
1
2
))2
× |Γ(iω0δt)|4 × 1
Γ(a)Γ(1− a) ×
1
Γ(a+ 1
2
)Γ(−a+ 1
2
)
× 1
Γ(b)Γ(1− b) ×
1
Γ(b+ 1
2
)Γ(−b+ 1
2
)
.
(B.6)
If we take the limit ω  1, then α = 1+i
√
4ω2−1
4
. Conjugates of the parameters are given by
a∗ =
1
2
− a, b∗ = 1
2
− b. (B.7)
Therefore, the absolute value of E ′3
2
E ′1
2
is the same as (B.6). In both limits, |W |2 is given by
|W |2 = 4 1
2ω0
∣∣∣∣∣ E
′
3
2
E ′1
2
E ′3
2
E 1
2
− E 3
2
E ′1
2
∣∣∣∣∣
2
=
4
2ω0
× sin pia cospia sin pib cospib|sin (pi(a− b))|2 , (B.8)
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and the conjugates of sin pi(a− b) and sinpi(a+ b) are given by
sin pi(a− b)∗ = sinpi(b− a), sin pi(a+ b)∗ = sinpi(a+ b). (B.9)
Then, |V |2 is given by
|V |2 = 1
2ω0
(sinpia cospib)2 + (sin pib cos pia)2 + 2(sin pia cos pia sin pib cos pib)
|sin [pi(a− b)]|2 , (B.10)
and |W |2 − |V |2 is given by
|W |2 − |V |2 = 1
2ω0
−(sin (pia) cos (pib)− cos (pia) sin (pib))2
|sin (pi(a− b))|2
=
1
2ω0
sin (pi(a− b))2
sin (pi(a− b))2 =
1
2ω0
.
(B.11)
Therefore, we obtain N0 =
√
2ω0.
A number operator N is given by
N =
∫ pi
−pi
dk 〈0|in b†kbk |0〉in =
∫ pi
−pi
dkN20 〈0|in
(
W ∗a†k + V a−k
)(
Wak + V
∗a†−k
)
|0〉in
=
∫ pi
−pi
dk2ω0 × |V |2 × 〈0|in a−ka†−k |0〉in = V
∫ pi
−pi
dk
cos
(
pi
√
1−4ω2
2
)
sinh (piω0δt)
2 , (B.12)
where V = 〈0|in a−ka†−k |0〉in.
Appendix C: Late-time expansion
Since fk(t) in the CCP-type potential at t  δt is (B.1), the spectra of X,P and D in
t δt are given by
|fk(t)|2 ' |V |2 + |W |2 + 2 (ReΩ · cos (2ω0t) + ImΩ sin (2ω0t)) ,∣∣∣f˙k(t)∣∣∣2 ' ω20 [|V |2 + |W |2 − 2 (ReΩ · cos (2ω0t) + ImΩ sin (2ω0t))] ,
Ref ∗k (t)f˙k(t) ' ω0[−2ReΩ · sin (2ω0t) + 2ImΩ · cos (2ω0t)],
(C.1)
where Ω = WV ∗2iω0δt. Time-dependent terms in (C.1) with k = 0 oscillate with a peri-
odicity, piξ, which is consistent with the periodicity of entanglement oscillation in very late
time.
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Appendix D: Details of numerical calculation
In this appendix, we explain details of our numerical calculation. We compute the entan-
glement entropy based on the correlator method with numerical integration. As already we
have mentioned in the main text, the time-dependent correlators for the fundamental field
and its conjugate momentum are expressed in the momentum space,
Xab(t) =
∫ pi
−pi
dk
2pi
|fk(t)|2 cos (k |a− b|), (D.1)
Pab(t) =
∫ pi
−pi
dk
2pi
∣∣∣f˙k(t)∣∣∣2 cos (k |a− b|), (D.2)
Dab(t) =
∫ pi
−pi
dk
2pi
Re
[
f˙ ∗k (t)fk(t)
]
cos (k |a− b|), (D.3)
where a, b ∈ [1, l] are a lattice coordinate, l is the subsystem size and t ∈ R is the time.
The function, fk(t), depends on the protocols. The function, fk(t), in the CCP-type mass
is in (A.12), and fk(t) in the ECP-type mass is in (A.25). The integrations in (D.1) are
performed numerically. As a consequence, |fk(t)|2,
∣∣∣f˙k(t)∣∣∣2 and Re [f˙ ∗k (t)fk(t)] are calculated
by Mathematica numerically to keep enough significant digits. The numerical integration is
performed by replacing the integrals with summations as in the definition of the Riemannian
integral. We perform the following replacement:∫ pi
−pi
dkg(k)→
pi∑
kj=−pi
εg(kj), (D.4)
where g(k) is a function of k, and ε is a small positive real number and kj = −pi+ jε. Note
that, ε is independent of the lattice spacing, . The integrants contain cos(k|a − b|), and
the cosine causes cancellations between some modes. If the argument takes value around
2piεl ∼ 1, in this case such expected cancellations are not perfect in the summation. In this
sense, ε must be taken to be smaller than (2pil)−1, and our case satisfies this condition.
In order to check how dependent our numerical computations are on ε, we perform cal-
culations for several ε. Our results do not depend on ε so much.
After the numerical integration, we calculate eigenvalues νj(t) of the following 2l × 2l
non-hermitian matrix, M, numerically,
M = iJΓ, (D.5)
Γ =
[
Xab(t) Dab(t)
Dab(t) Pab(t)
]
, (D.6)
where J is the symplectic matrix. As a consequence of the Williamson’s theorem, the
eigenvalues νj(t) appear in pairs, νj = ±γ1(t),±γ2(t), · · · , and they are real. Note that,
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γj(t) ≥ 12 in the analytic computation, but in the numerical computation some of them
are slightly smaller than 1
2
due to numerical errors. We just use only eigenvalues which
satisfy γj(t) >
1
2
so that we keep entanglement entropy finite. Finally, we compute the time
evolution and size-dependence of entanglement entropy using γj(t),
SA =
∑
j
[
(
1
2
− γj) log(γj − 1
2
) + (
1
2
+ γj) log(γj +
1
2
)
]
. (D.7)
Appendix E: Error examination
Here, we analyze a systematic error which would comes from the numerical integration
and the approximation where we replace the exact spectra fk(t) for |k| > |k∗| in (D.1) with
the adiabatic solutions in (A.20). We use this approximation when we compute ∆SA in the
slow CCP-type mass. In the numerical computations, we have to choose ε and |k∗| (see
Appendix D for the notation ε). In order to avoid the contamination of numerical error, we
need to study how our computation results depend on them.
Figure 24 and 25 show the ε and |k∗|-dependence of ∆SA in the CCP-type quenches with
different (ξ, δt, l) in the range −10 < t
ξkz
< 20 and 20 < t
ξkz
< 100. Red points are for
ε = 10−5 with |k∗| = 0.05, and black points are for ε = 10−6 with |k∗| = 0.05. The red and
black points appear to be on top of each other. Thus, we can conclude that our results in
this range is not dependent on ε so much. Blue points are for ε = 10−5 with |k∗| = 0.3.
The red and blue points appear to be on top of each other. Thus, we can conclude that our
approximation does not affect to the results in this t range so much.
Precision and approximation rangeε=10-5 , |k*|=0.05ε=10-5 , |k*|=0.3ε=10-6 , |k*|=0.05
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FIG. 24: The left and right panels show ∆SA with (ξ, δt, l) = (10, 1, 000, 100) and ∆SA with
(ξ, δt, l) = (10, 1, 000, 2, 000) in the CCP-type mass, respectively. The time range is−10 ≤ tξkz ≤ 20.
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Precision and approximation rangeε=10-5 , |k*|=0.05ε=10-5 , |k*|=0.3ε=10-6 , |k*|=0.05
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FIG. 25: The left and right panels show ∆SA with (ξ, δt, l) = (10, 1, 000, 100) and ∆SA with
(ξ, δt, l) = (10, 1, 000, 2, 000) in the CCP-type mass, respectively. The time range is 20 ≤ tξkz ≤ 100.
In both panels, ∆SA with (ε = 10
−5, |k∗| = 0.05), (ε = 10−5, |k∗| = 0.3) and (ε = 10−6, |k∗| = 0.05)
are plotted and lie on the same curve.
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