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Abstract
Disentangled generative models map a latent code
vector to a target space, while enforcing that a sub-
set of the learned latent codes are interpretable
and associated with distinct properties of the tar-
get distribution. Recent advances have been dom-
inated by Variational AutoEncoder (VAE)-based
methods, while training disentangled generative
adversarial networks (GANs) remains challeng-
ing. In this work, we show that the dominant
challenges facing disentangled GANs can be mit-
igated through the use of self-supervision. We
make two main contributions: first, we design a
novel approach for training disentangled GANs
with self-supervision. We propose contrastive
regularizer, which is inspired by a natural no-
tion of disentanglement: latent traversal. This
achieves higher disentanglement scores than state-
of-the-art VAE- and GAN-based approaches. Sec-
ond, we propose an unsupervised model selection
scheme called ModelCentrality, which uses gen-
erated synthetic samples to compute the medoid
(multi-dimensional generalization of median) of
a collection of models. Perhaps surprisingly, this
unsupervised ModelCentrality is able to select a
model that outperforms those trained with existing
supervised hyper-parameter selection techniques.
Combining contrastive regularization with Mod-
elCentrality, we obtain state-of-the-art disentan-
glement scores by a substantial margin, without
requiring supervised hyper-parameter selection.
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1. Introduction
The ability to learn low-dimensional, informative data rep-
resentations can greatly enhance the utility of data. The
notion of disentangled representations in particular was
theoretically proposed in (Bengio et al., 2013; Ridgeway,
2016; Higgins et al., 2016) for diverse applications includ-
ing supervised and reinforcement learning. A disentangled
generative model takes a number of latent factors as inputs,
with each factor controlling an interpretable aspect of the
generated data. For example, in facial images, disentangled
latent factors might control variations in eyes, noses, and
hair.
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Figure 1: Each row shows how the image changes when
traversing a single latent code under the proposed InfoGAN-
CR architecture (dSprites dataset, § 3.2). Latent codes cap-
ture desired properties: {shape, rotation, scale, x-pos, y-
pos}, of the image.
Most approaches for disentangling latent factors (or codes)
are based on the following natural intuition. We say a gen-
erative model has a better disentanglement if changing one
latent code (while fixing other latent codes) makes a notice-
able and distinct change in the generated sample (referred to
as “informativeness” and “disentanglement” in (Eastwood
& Williams, 2018)). Noticeable changes are desired as we
want the latent codes to capture important characteristics
of the image. Distinct changes are desired as we want each
latent code to represent an aspect of the samples different
from other latent codes. (Eastwood & Williams, 2018) also
values “completeness”, which refers to how much of the dis-
entangling latent factors are covered by the learned model.
As such, disentanglement can be evaluated by traversing the
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Self-supervised Model Training and Selection for Disentangling GANs
latent space as in Figure 1: by fixing all latent codes except
one, varying that code, and visualizing the resulting changes.
Figure 1 illustrates how the latent codes {c1, . . . , c5} of a
successfully-trained generator capture noticeable and dis-
tinct properties of the images.
Two main obstacles arise in the design of disentangled gener-
ative models: (1) designing architectures that achieve good
disentanglement and good sample quality, and (2) hyperpa-
rameter tuning and model selection given a fixed learning
architecture.
For the first problem, recent approaches to disentanglement
have focused on adding carefully chosen regularizers to
promote disentanglement, building upon the two popular
deep generative models: Variational AutoEncoders (VAE)
(Kingma & Welling, 2013) and Generative Adversarial Net-
works (GAN) (Goodfellow et al., 2014). Fundamental differ-
ences in these two architectures led to the design of different
regularizers. To achieve disentanglement in VAEs, a popular
approach is to promote “uncorrelatedness” by regularizing
with total correlation, as in β-VAE and FactorVAE (Higgins
et al., 2016; Kim & Mnih, 2018). This approach has led
to successful disentanglement scores, albeit at the cost of
sample quality. Disentangled GANs, on the other hand, add
a secondary input of latent codes, which are meant to con-
trol the underlying factors. The loss function then adds an
extra regularizer to promote “informativeness”, as proposed
in InfoGAN (Chen et al., 2016). Despite improving sample
quality, InfoGAN has lower disentanglement scores than
its VAE-based counterparts, which led to slow progress on
GAN-based disentangled representation learning.
The second problem, model selection, has received rela-
tively less attention. Most prior work on disentanglement
conducts hyperparameter tuning by cross-validating on a
holdout dataset labelled with ground truth latent codes. This
significantly limits the validity of those training methods on
real datasets with unknown labels. However, recent work
has acknowledged the need for unsupervised model selec-
tion techniques and proposed an unsupervised approach
(Duan et al., 2019a). This approach was evaluated only on
VAEs, and as we will show, it has poor performance on
GAN-based models.
In summary, the two principal challenges associated with
the design of disentangled generative models are particularly
pronounced for disentangled GANs. This has contributed
to a perception in the community that GANs are less well-
suited to learning disentangled representations.
Main contributions. In this paper, we show that self-
supervision can mitigate both of these challenges for disen-
tangled GANs, allowing their performance to far supersede
state-of-the-art VAE-based methods. We make two primary
contributions:
First, we design a novel architecture for training disentan-
gled GANs, which we call InfoGAN-CR. InfoGAN-CR
adds a contrastive regularizer (CR) that combines self-
supervision with the most natural measure of disentangle-
ment: latent traversal. We create a self-supervised learning
task of multi-way hypothesis tests over the latent codes
and encouraging the generator to succeed at those tasks.
We provide experimental results showing that it achieves
state-of-the-art disentanglement scores on benchmark tasks.
Second, we introduce a novel model selection scheme based
on self-supervision, which we call ModelCentrality. This
builds upon a premise that well-disentangled models are
close together, with the closeness measured by a popular
disentanglement metric from (Kim & Mnih, 2018). We
verify this premise numerically and define ModelCentral-
ity as the medoid (multi-dimensional generalization of the
median) of a set of models, computed under this disentan-
glement metric. ModelCentrality assigns centrality scores
to each trained model based on the self-supervised labels de-
fined by the closeness to other models . We demonstrate on
benchmark datasets that models trained with InfoGAN-CR
and selected with ModelCentrality significantly outperform
state-of-the-art baseline approaches, even those that use
supervised hyper-parameter tuning.
Related work. Learning a disentangled representation was
first demonstrated in the semisupervised setting, where addi-
tional annotated data is available. This consists of examples
from desired isolated latent factor traversals (Karaletsos
et al., 2015; Kulkarni et al., 2015; Narayanaswamy et al.,
2017; Lopez et al., 2018; Watters et al., 2019; Locatello
et al., 2019b; Chen & Batmanghelich, 2019). However,
as manual data annotation is costly, unsupervised methods
for disentangling are desired. Early approaches to unsu-
pervised disentangling imposed uncorrelatedness by mak-
ing it difficult to predict one representational unit from the
rest (Schmidhuber, 1992), disentangling higher order mo-
ments (Desjardins et al., 2012), using factor analysis (Tang
et al., 2013), and applying group representations (Cohen
& Welling, 2014). Breakthroughs in making these ideas
scalable were achieved by β-VAE (Higgins et al., 2016) for
VAE-based methods, and InfoGAN (Chen et al., 2016) for
GAN-based ones. Rapid progress in improving disentan-
glement was driven mainly by VAE-based methods, in a
series of papers (Kim & Mnih, 2018; Locatello et al., 2018;
Chen et al., 2018; Lopez et al., 2018; Ansari & Soh, 2018;
Esmaeili et al., 2018; Gao et al., 2018; Pineau & Lelarge,
2018; Dupont, 2018; Ainsworth et al., 2018b;a; Szabó et al.,
2017; Burgess et al., 2018; Jeong & Song, 2019; Li et al.,
2019; Caselles-Dupré et al., 2019; Tschannen et al., 2018).
Quantitative comparisons in these papers suggest that In-
foGAN learns poorly-disentangled representations. This
has led to a misconception that GAN-based methods are
inherently bad at learning disentangled representations.
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Concurrent and subsequent to our work, several other GAN-
based disentangling frameworks have been proposed (Jeon
et al., 2018; Liu et al., 2019; Lee et al., 2020) and these
work corroborate our finding that VAE-based approaches
are not superior in disentangling. Additionaly, various do-
main specific models have also been proposed for structured
data such as sequences (Hsu et al., 2017), images (Awiszus
et al., 2019; Lee et al., 2018), video (Xing et al., 2018;
Denton et al., 2017; Hsieh et al., 2018), shapes (Aumentado-
Armstrong et al., 2019; Lorenz et al., 2019), and state
space (Miladinovic´ et al., 2019). Several works have stud-
ied the use of disentangled representations in diverse topics
such as transfer learning (Higgins et al., 2017), hierarchi-
cal visual concepts learning (Higgins et al., 2018b), visual
reasoning (van Steenkiste et al., 2019), fairness of learn-
ing (Locatello et al., 2019a; Marx et al., 2019; Creager et al.,
2019), computer vision (Lee et al., 2018; Hsieh et al., 2018;
Singh et al., 2019), speech processing (Hsu et al., 2017),
robust learning (Duan et al., 2019b).
2. Background
In this section, we give a brief overview of GANs and Info-
GAN, introduced in (Chen et al., 2016).
Background on GAN. Generative Adversarial Networks
(GANs) are a breakthrough method for training generative
models (Goodfellow et al., 2014). A deep neural network
generative model maps a latent code z ∈ Rd to a desired
distribution of the samples x = G(z). z is typically drawn
from a Gaussian distribution with identity covariance or
a uniform distribution. No likelihood is available for ML
training of the neural network G. GANs instead update
weights of a generator G and discriminator D using alterna-
tive gradient updates on the following adversarial loss:
min
G
max
D
LAdv(D,G) . (1)
The discriminator provides an approximate measure of how
different the current generator distribution is from the distri-
bution of the real data. For example, a common choice
is LAdv(D,G) = Ex∼Preal [log(D(x))] + EPG [log(1 −
D(x))], which provides an approximation of the Jensen-
Shannon divergence between the real data distribution Pdata
and the current generator distribution PG.
Background on InfoGAN. In order to achieve disentan-
glement, InfoGAN proposes a regularizer based on mutual
information. As the goal is not to disentangle all latent
codes, but rather to disentangle a subset, InfoGAN (Chen
et al., 2016) proposed to first split the latent codes into two
parts: the disentangled code vector c ∈ Rk and the remain-
ing code vector z ∈ Rd that provides additional randomness.
InfoGAN then uses the GAN loss with regularization to en-
courage informative latent codes c:
min
G
max
D
LAdv(G,D)− λ I(c;G(c, z)) , (2)
where I(c;G(c, z)) denotes the mutual information between
the latent code c and the sample G(c, z) generated from that
latent code, and λ is a positive scalar coefficient. Notice
that encouraging informativeness alone does not necessarily
imply good disentanglement; a fully entangled representa-
tion can achieve infinite mutual information I(c;G(c, z)).
Despite this, InfoGAN achieves reasonable performance in
practice. Its decent empirical performance follows from
implementation choices that promote stability and alter the
InfoGAN objective, which we discuss in Appendix A.
3. Self-supervision with Contrastive
Regularizer
Our proposed regularizer is inspired by the idea that disen-
tanglement should be measured via changes in the images
when traversing the latent space. This is a popular interpreta-
tion of disentanglement, as evidenced by the widely-adopted
visual evaluations (e.g. Figure 1). This suggests a natural
disentanglement approach: run latent traversal experiments
and encourage models that make distinct changes.
We design a regularizer, which we call a Contrastive Reg-
ularizer (CR), based on this insight. That is, we generate
two (or more) images from the generator, while fixing one
of the latent codes ci to be the same for both images. We
draw the rest of the latent codes uniformly at random, and
let (x, x′) ∼ Q(i) denote the resulting distribution of paired
samples when factor ci is fixed. We propose measuring
the distinctness of this latent traversal with Jensen-Shannon
divergence among Q(i)’s defined as
dJS(Q
(1), . . . , Q(k)) , 1
k
∑
i∈[k]
dKL
(
Q(i)
∣∣∣∣ Q¯) , (3)
where Q¯ = (1/k)
∑
j∈[k]Q
(j). This measures how differ-
ent each latent code traversal is. If we maximize this as
a regularizer to the generator training, in the subsequent
generator update, the Q(i)’s will be forced to be as different
as possible. This, in turn, forces the changes in the latent
codes to make changes in the images that are noticeable and
easy to distinguish from (the changes of) other latent codes.
In general different ways of coupling the latent space of
the paired images can be used, and we leave it as a design
choice. For example, one could fix the rest of the codes
to be the same and randomly sample ci. This fits a more
traditional definition of latent traversal. We provide practical
guidelines in §3.2.
Before explaining how to implement our contrastive reg-
ularizer in §3.1, we show in Figure 2 how it enhances
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Figure 2: After 288,000 iterations, we continue training
InfoGAN with(out) the proposed contrastive regularizer.
The jump illustrates gains due to CR regularization. Curves
are averaged over 10 trials on the same data.
disentanglement beyond vanilla InfoGAN. The blue curve
shows the performance when we train a vanilla InfoGAN
on the dSprites dataset (Matthey et al., 2017) for 28 epochs
(322,560 iterations) total. To show the effect of the pro-
posed CR regularizer, we take the model we just trained
with InfoGAN at 25 epochs (288,000 iterations), and keep
training with an added CR-regularizer (red curve), precisely
defined in Eq. (5). All other hyperparameters are identical.
We measure disentanglement using the popular metric of
(Kim & Mnih, 2018) and defined in §3.2. The jump at epoch
28 suggests that contrastive regularization significantly en-
hances disentanglement, on top of what was achieved by
InfoGAN regularizer alone.
3.1. Contrastive Regularizer Architecture
To approximate the Contrastive Regularizer in (3), we intro-
duce an additional discriminator H : Rn × Rn → Rk that
performs multi-way hypothesis testing. We then justify its
use via an equivalence in an ideal scenario in Theorem 1.
Building upon InfoGAN’s architecture (see §2 for details),
we add contrastive regularization and refer to the resulting
architecture as InfoGAN-CR, illustrated in Figure 3. For
non-negative scalars λ and α, this architecture is trained as
min
G,H,Q
max
D
LAdv(G,D)− λLInfo(G,Q)− αLc(G,H) (4)
The pair of coupled images x and x′ are generated according
to a choice of a coupling that defines how to traverse the la-
tent space. The discriminator H tries to identify which code
i was shared between the paired images. Both the genera-
tor and the discriminator try to make the k-way hypothesis
testing successful. We use the standard cross entropy loss:
Lc(G,H) = EI∼U([k]),(x,x′)∼Q(I) [〈I , logH(x, x′)〉] , (5)
where Q(I) denotes the joint distribution of the paired im-
ages, I denotes the one-hot encoding of the random index,
! ∈ ℝ$
% ∈ ℝ&
' ∈ ℝ(
)
GAN Discriminator
InfoGAN Encoder*+
ℝ&CR Discriminator
ℝ
%̂ ∈ ℝ&Input Noise
Latent Factors
'′ ∈ ℝ(
'′′ ∈ ℝ( H
Figure 3: Like InfoGAN, InfoGAN-CR includes a GAN
discriminator D and an encoder Q, which share all convolu-
tional layers and have separate fully-connected final layers.
In addition, the CR discriminator H takes as input a pair
of images x and x′ that are generated by sharing one fixed
latent factor ci = c′i for a randomly chosen i ∈ [k], and
randomly drawing the rest. The discriminator is trained to
correctly identify i, the index of the fixed factor.
and H is a k-dimensional vector-valued neural network nor-
malized to be 〈1, H(x, x′)〉 = 1 for all x and x′. This
naturally encourages each latent code to make distinct and
noticeable changes, hence promoting disentanglement. Fur-
ther, the following theorem justifies the use of this architec-
ture and loss. We provide a proof in Appendix C.
Theorem 1. When maximized over the class of all func-
tions, the maximum of Eq. (5) is achieved by H(x, x′) =
(1/Zx,x′)
[
Q(1)(x, x′) , · · · , Q(k)(x, x′)] with a nor-
malizing constant Zx,x′ =
∑
i∈[k]Q
(i)(x, x′) and the max-
imum value is the generalized Jensen-Shannon divergence,
max
H
Lc(G,H) = dJS(Q(1), . . . , Q(k))− log k .
Progressive training. There are many ways to couple the
latent variables. We prescribe progressively changing the
hypotheses (or how we couple the images) during the course
of the training, from easy to hard. The hypotheses class we
propose is as follows. First we draw a random index I
over k indices, and sample the chosen latent code cI ∈ R.
Two images are generated with the same value of cI ; the
remaining factors are chosen independently at random. Let-
ting cmj denote the jth latent code for image m ∈ {1, 2},
the contrastive gap is defined as minj∈[k]\{I} |c1j − c2j |. In
Appendix D, we discuss in more detail how we sample
the latent codes for a given choice of a contrastive gap.
The larger the contrastive gap, the more distinct the pair
of samples. We gradually reduce the contrastive gap for
progressive training (§3.2.1). Figure 4 illustrates the power
of progressive training on dSprites dataset. For the ‘pro-
gressive training’ curve, we use a contrastive gap of 1.9 for
120,000 batches, and then introduce a (more aggressive) gap
of 0. For the ‘no progressive training’ curves, we use gap
size of 0 or 1.9 for all 230,400 batches.
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Figure 4: Reducing the contrastive gap from 1.9 to 0 during
training significantly improves FactorVAE scores.
3.2. Empirical Evaluation of Contrastive Regularizer
with Supervised Hyper-parameter Tuning
For quantitative evaluation, we run experiments on syn-
thetic datasets with pre-defined latent factors, including
dSprites (Matthey et al., 2017) and 3DTeapots (Eastwood
& Williams, 2018).1 We evaluate disentanglement using
the popular metrics from (Kim & Mnih, 2018; Eastwood
& Williams, 2018; Kumar et al., 2017; Ridgeway & Mozer,
2018; Chen et al., 2018; Higgins et al., 2016). For qualita-
tive evaluation, we use our synthetic datasets as well as the
CelebA dataset (Liu et al., 2015). More details on datasets
and metrics can be found in Appendix E.
It is typical in disentanglement literature to select hyperpa-
rameters in a supervised manner in synthetic datasets where
ground truth disentanglement is known. We do the same in
this section and choose hyperparameters of all the models
we train (FactorVAE, InfoGAN modified, and InfoGAN-
CR). These are fair comparisons as all reported scores in
this section are results of such hyperparameter tuning (some
by us and some by the experimenters). However, this prac-
tice of supervised hyperparameter tuning is problematic; we
resolve this issue in §4. Perhaps surprisingly, we show that
our unsupervised model selection finds a better model than
that found via supervised hyperparameter tuning.
3.2.1. DSPRITES DATASET
We compute and/or reproduce disentanglement metrics for
a number of protocols in Table 1. We provide details of the
experiments in Appendix F, and focus on the interpretation
of the results in this section. An example of latent traversal
of the output of InfoGAN-CR is shown in Figure 1.
Contrastive regularization provides a clear gain in disentan-
glement, bringing InfoGAN-CR’s FactorVAE score up to
0.90, higher than any baseline from the VAE or GAN litera-
ture. A similar trend holds for most of the metrics. We were
1The code for all experiments is available at https://
github.com/fjxmlzn/InfoGAN-CR
made aware of independent work that proposes a special
case of Contrastive Regularization in (Li et al., 2018); con-
cretely, (Li et al., 2018) fixes λ = 0 in our loss (4), and also
uses a special coupling that matches all but one latent code
in c for the matched pairs. This empirically achieves a lower
FactorVAE scores (0.39 ± 0.02 standard error over 10 runs)
than even vanilla InfoGAN. Note that this difference is not
a matter of parameter tuning, but of the loss function and
training mechanism; indeed, in our own preliminary trials,
we found that training a CR-regularizer without the Info-
GAN loss, as in (Li et al., 2018), achieved similarly poor
performance. The choice of coupling in our contrastive
regularizer, the progressive training we propose, and the
InfoGAN loss are all critical in achieving the improved the
performance, as described in Appendix F.5. Hence, we do
not consider it as a baseline moving forward.
3.2.2. 3DTEAPOTS DATASET
We ran InfoGAN-CR on the 3DTeapots dataset from (East-
wood & Williams, 2018), with images of teapots in var-
ious orientations and colors generated by the renderer in
(Moreno et al., 2016). Details on this point, our implemen-
tation, and additional plots appear in Appendix G. Table 2
shows the disentanglement scores of FactorVAE and Info-
GAN compared to InfoGAN-CR. While the results with this
supervised hyperparameter tuning are mixed (none of the
methods dominate), we show in §4, Table 4 that, perhaps
surprisingly, our proposed unsupervised model selection
finds a model that dominates all baseline algorithms.
3.2.3. CELEBA DATASET
We train InfoGAN-CR on the CelebA dataset of 202,599
celebrity facial images. Since these images do not have
known continuous latent factors, we cannot compute the
disentanglement metric. We therefore evaluate this dataset
qualitatively by producing latent traversals, as seen in Figure
5. Details of this experiment are included in Appendix I.
4. ModelCentrality: Self-supervised Model
Selection
The achievable scores in Table 1 are a consequence of su-
pervised hyper-parameter tuning, for both our models and
all baseline models. As shown in Figure 6, the designer runs
experiments with multiple hyper-parameters—whose per-
formance could vary significantly—and chooses one hyper-
parameter that gives the best average performance. This
approach is supervised, as performance evaluation requires
access to a synthetic data generator with access to the ground
truth disentangled codes.
Supervised hyper-parameter tuning is problematic, as (i) in
important real-world applications we do not have ground
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Model FactorVAE DCI SAP Explicitness Modularity MIG BetaVAE
VAE
VAE 0.63± .06 0.30± .10 0.10
β-TCVAE 0.62± .07 0.29± .10 0.45
HFVAE 0.63± .08 0.39± .16
β-VAE 0.63± .10 0.41± .11 0.55 0.21
CHyVAE 0.77
DIP-VAE 0.53
FactorVAE 0.82 0.15
FactorVAE (1.0) 0.79± .01 0.67± .03 0.47± .03 0.78± .01 0.79± .01 0.27± .03 0.79± .02
FactorVAE (10.0) 0.83± .01 0.70± .02 0.57± .00 0.79± .00 0.79± .00 0.40± .01 0.83± .01
FactorVAE (20.0) 0.83± .01 0.72± .02 0.57± .00 0.79± .00 0.79± .01 0.40± .01 0.85± .00
FactorVAE (40.0) 0.82± .01 0.74± .01 0.56± .00 0.79± .00 0.77± .01 0.43± .01 0.84± .01
GAN
InfoGAN 0.59± .70 0.41± .05 0.05
IB-GAN 0.80± .07 0.67± .07
InfoGAN (modified) 0.82± 0.01 0.60± 0.02 0.41± 0.02 0.82± 0.00 0.94± 0.01 0.22± 0.01 0.87± 0.01
InfoGAN-CR 0.88± 0.01 0.71± 0.01 0.58± 0.01 0.85± 0.00 0.96± 0.00 0.37± 0.01 0.95± 0.01
Table 1: Comparisons of the popular disentanglement metrics on the dSprites dataset. A perfect disentanglement corresponds
to 1.0 scores. The proposed InfoGAN-CR achieves the highest score on most cases, compared to the best reported result for
each baseline. See Appendix A for InfoGAN (modified). The InfoGAN (modified) and InfoGAN-CR rows are averaged
over 50 runs. Appendix F.2 gives more details on the reproducibility of the results. We show in Table 3 that with our
proposed model selection scheme, we improve the performance even further.
Model FactorVAE DCI SAP Explicitness Modularity MIG BetaVAE
FactorVAE 0.79± .03 0.55± .04 0.49± .05 0.84± .01 0.72± .02 0.24± .03 0.94± .02
InfoGAN (modified) 0.76± .06 0.62± .06 0.57± .06 0.82± .04 0.98± .01 0.34± .04 0.90± .07
InfoGAN-CR 0.82± .02 0.66± .01 0.53± .02 0.81± .01 0.97± .00 0.38± .02 0.89± .02
Table 2: Comparisons of the popular disentanglement metrics on the 3DTeapots. We show in Table 4 that with our proposed
model selection scheme, we achieve the best performance on all metrics.
truth data, and (ii) a more complex model with a larger
space to tune could get better scores by an extensive search.
To this end, we propose a novel unsupervised model selec-
tion scheme called ModelCentrality that bypasses both of
these concerns.
4.1. ModelCentrality
Suppose there is a notion of an optimal disentanglement that
we want to discover from the data. We start from a premise
that well-disentangled models should be close to that opti-
mal model, and hence also close to each other. To measure
similarity between models, we borrow insights from a long
line of research in measuring disentanglement. In particular,
prior work suggests that models with good disentanglement
metrics (e.g. those in Table 1) tend to exhibit qualitatively
good disentanglement properties, e.g., via latent traversals.
This suggests that disentanglement scores can be used to
measure how close the disentangled latent codes of one
model are to the latent codes of another.
Consider a trained model G : Rk → Rn (here we only
consider the model as mapping a disentangled latent code
c ∈ Rk to the image x ∈ Rn and treat the z ∈ Rd as an
inherent randomness in the generative model). Existing met-
rics also require the corresponding encoder Q : Rn → Rk
that maps samples to estimated disentangled latent factors.
For example, the popular FactorVAE metric of (Kim &
Mnih, 2018) of a trained generative model Gi measures
how well its encoder Qi can estimate, from real samples,
the true latents of real samples (for example the ground
truths dSprites dataset with also the true disentangled latent
factors).
Instead of the original FactorVAE score, which requires
supervision from the training data with ground truths latent
codes, we use other trained models as a surrogate for the
ground truths. ModelCentrality treats the distribution of
another model Gj as the ground truth. Given two trained
models: Gi and Gj , we can measure how well the encoder
Qi can estimate, from the generated samples of model Gj ,
the learned latents of the generated samples of model Gj .
Hence, we can compute the similarity from Gj to Gi by (1)
generating samples using the target model Gj ; (2) passing
those samples through the encoder Qi of model Gi to esti-
mate its latents, (3) using these estimated latents to evaluate
the FactorVAE metric by using the latents generated by tar-
get model Gj as ground truths. This similarity metric is an
instance of self-supervision, as we treat one model as the
target label and no ground-truth labels are needed.
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Figure 5: Latent traversal for CelebA dataset, using InfoGAN-CR.
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Figure 6: Inception score and FactorVAE score achieved
by various hyper-parameters in (4). The size of each point
denotes α ∈ {0, 1, 2, 4, 8}, in the order of increasing size.
We explicitly label this for λ = 0.05 (blue triangles).
Given a pool of N trained generative models, we com-
pute Aij as the disentanglement score achieved by model
Gi treating model Gj as the target model with the way
mentioned above. Then we define a symmetric similar-
ity matrix B ∈ RN×N , where the similarity between a
model i and model j is denoted by Bij , and is computed as
Bij = (1/2)(Aij + Aji). In our experiments, we choose
FactorVAE score as the disentanglement metric, because
it is popular and robust, but we will show that FactorVAE-
based ModelCentrality predicts all other scores accurately
in Figure 8.
We experimentally confirm our premise that good models
are close to each other in Figure 7, which illustrates the
similarity matrix B. The rows/columns of this matrix are
sorted by FactorVAE score, computed on the ground truth
disentanglement factors. As expected, models that are better
disentangled (as measured by FactorVAE score) are closer
to each other (top-left), and the models that are not disen-
tangled are far from other models (bottom-right).
This observation naturally suggests using some notion of
a central model in our pool as the best model. We pro-
pose a measure of ModelCentrality based on the medoid of
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Figure 7: Heat map of the matrix B used to compute
ModelCentrality for each InfoGAN-CR model trained with
dSprites dataset. Each row/column corresponds to one
trained model, which are sorted according to FactorVAE
score on the ground truth factors (computed with the super-
vised ground truths dSprites dataset). Top-left is the highest
FactorVAE scoring model.
models with respect to the similarity matrix B. We define
the ModelCentrality of a model i as si = 1n−1
∑
j 6=iBij .
We then select the model with the largest ModelCentral-
ity, which coincides with the medoid in the pool of models.
The pseudocode for computing ModelCentrality is given in
Algorithm 1.
4.2. Comparison with State-of-the-art Model Selection
We compare our model selection approach with state-of-the-
art schemes from (Duan et al., 2019a). The first scheme,
UDR Lasso, defines a distance Aij from one model i to
another model j as follows. Consider the encoder of model
i that maps an image to a latent code: cˆ = Qi(x) ∈ Rk. A
linear regressor is trained with Lasso to predict Qi(x) from
Qj(x) using samples {x(`) ∈ Rn}`∈Strain from the training
dataset. If two models are identical, then the resulting (ma-
trix valued) Lasso regressor will be a permutation matrix.
Otherwise, a formula is applied to give a score (Duan et al.,
Self-supervised Model Training and Selection for Disentangling GANs
Algorithm 1 ModelCentrality
Input: N pairs of generative models and latent code en-
coder: (G1, Q1), ..., (GN , QN ),
supervised disentanglement metric f : encoder ×
model→ R
Output: the estimated best model G∗
Initialize a zero matrix: A ∈ RN×N
for i, j = 1→ N do
Aij ← f(Qi, Gj)
end
B ← (A+AT )/2
for i = 1→ N do
si ← (
∑
j 6=iBij)/(N − 1)
end
k ← arg maxi si
G∗ ← Gk
2019a). The second approach, UDR Spearman, uses similar
approach, except instead of training a Lasso regressor, the
Spearman correlation coefficient is computed.
Ours UDR Las
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Figure 8: The first row/column is our ModelCentrality,
which is highly correlated with all other disentanglement
scores (row/column 4-10). Competing schemes of UDR
Lasso and UDR Spearman are nearly uncorrelated.
In our experiments, we compare ModelCentrality to UDR
Lasso and UDR Spearman on InfoGAN-CR and FactorVAE
models trained on dSprites and 3DTeapots datasets. We
first generated N = 76 InfoGAN-CR models from a grid of
hyper-parameters. Figure 8 shows the Spearman rank corre-
lations between models selected different metrics (including
two UDR approaches and ModelCentrality). To produce
this figure, we start with trained models m1, . . . ,m76, and a
list of disentanglement metrics f1, . . . , f10, including Mod-
elCentrality, UDR (Spearman and Lasso), and an assortment
of other disentanglement metrics. Then for the ith metric fi,
we compute vi = [fi(m1), . . . , fi(m76)] ∈ R76. Note that
all the metrics, except ModelCentrality and UDR, require
the access to ground truths latent factors (and hence are
supervised). Finally, the (i, j)th entry of Figure 8 is the
Spearman rank correlation coefficient between vectors vi
and vj .
Figure 8 illustrates two points. First, ModelCentrality is not
closely correlated with UDR Spearman or UDR Lasso, since
the 2nd and 3rd rows/columns have low correlation coeffi-
cients. Second, ModelCentrality is closely correlated with
the remaining disentanglement metrics. In Appendix K, we
show a more detailed statistics of the scores, and show that
a similar results hold when selecting FactorVAE models and
also under 3DTeapots dataset. This suggests that choosing
a model with maximum ModelCentrality tends to maxi-
mize existing disentanglement metrics, without requiring
access to ground truth labels—an intuition that we confirm
in Tables 3 and 4. Perhaps surprisingly, not only does Mod-
elCentrality outperform UDR schemes, but it also selects
models that outperform (a set of) models trained with a su-
pervised hyper-parameter tuning from literature and from
our experiments in §3.2. Notice the subtle difference in
ModelCentrality producing a single model versus super-
vised hyper-parameter tuning producing a hyper-parameter
for training a set of models.
A natural question is why ModelCentrality outperforms
UDR. Several aspects of UDR Lasso contribute to its un-
reliability. (i) Lasso involves a hyper-parameter, which
can significantly change the resulting score. (ii) Lasso is
restricted to linear relations, whereas two perfectly disentan-
gled models can have highly non-linear relations. (iii) In
addition, UDR Lasso does not generalize to discrete latent
codes. UDR Spearman uses the Spearman’s rank corre-
lation in place of Lasso, and is reported to be inferior to
UDR Lasso (Duan et al., 2019a). Notice that UDR schemes
inherit the issues present in the disentanglement scores of
DCI (Eastwood & Williams, 2018), from which the UDR
schemes are derived. The proposed ModelCentrality is de-
rived from FactorVAE scores (Kim & Mnih, 2018), which is
popular, principled, and demonstrated to be a stable measure
of disentanglement.
5. Conclusion
This work makes two contributions. First, we introduce
InfoGAN-CR, a new architecture for training disentangled
GANs. Next, we introduce ModelCentrality, a new frame-
work for selecting disentangled models. Numerical results
in Tables 1, 2, 3, and 4 confirm that InfoGAN-CR together
with ModelCentrality achieves the best disentanglement
across all metrics in the literature. This is surprising be-
cause hyper-parameter tuning in the literature is typically
supervised: oracle access to the ground truth disentangled
latent codes is needed. Instead, our proposed ModelCen-
trality is unsupervised, yet reliably selects a superior model.
Self-supervised Model Training and Selection for Disentangling GANs
Model FactorVAE DCI SAP Explicitness Modularity MIG BetaVAE
FactorVAE with
UDR Lasso 0.81± .00 0.70± .01 0.56± .00 0.79± .00 0.78± .00 0.40± .00 0.84± .00
UDR Spearman 0.79± .00 0.73± .00 0.53± .01 0.79± .00 0.77± .00 0.40± .01 0.79± .00
ModelCentrality 0.84± .00 0.73± .01 0.58± .00 0.80± .00 0.82± .00 0.37± .00 0.86± .00
InfoGAN-CR with
UDR Lasso 0.86± .01 0.68± .01 0.49± .01 0.84± .00 0.96± .00 0.30± .01 0.92± .01
UDR Spearman 0.84± .01 0.67± .01 0.53± .01 0.84± .00 0.96± .00 0.31± .01 0.90± .01
ModelCentrality 0.92± .00 0.77± .00 0.65± .00 0.87± .00 0.99± .00 0.45± .00 0.99± .00
Table 3: Under the same setting as Table 1 on dSprites dataset, models selected with ModelCentrality outperforms those
selected with UDR Lasso and UDR Spearman, for both FactorVAE and InfoGAN-CR respectively. Further, this outperforms
the hyper-parameter tuned models supervised by the groundtruths disentangled codes reported in Table 1.
Model FactorVAE DCI SAP Explicitness Modularity MIG BetaVAE
best model from Table 2 0.82 0.66 0.57 0.84 0.98 0.38 0.94
InfoGAN-CR with ModelCentrality 1.00 0.75 0.77 0.92 1.00 0.53 1.00
Table 4: Under the same setting as Table 2 on 3DTeapots dataset, InfoGAN-CR models selected with ModelCentrality
improves significantly upon those from supervised hyper-parameter tuning in Table 2. The standard errors are less than 0.01
and we omit them in this table.
While ModelCentrality can be used to select both GAN and
VAE based models, ModelCentrality with InfoGAN-CR
improves upon ModelCentrality with other state-of-the-art
methods, including VAE-based ones. Unlike other VAE-
based methods, our approach seamlessly generalizes to
semi-supervised settings. If we have paired examples where
one latent code has been changed, e.g., a person with and
without glasses, this can be readily incorporated in our ar-
chitecture. Hence, one way to interpret our approach is as a
self-supervised training from unsupervised data.
In addition, we experimentally find that CR substantially
increases the disentanglement capabilities of InfoGAN, but
does not appear to affect the state-of-the-art VAEs (Ap-
pendix F.4). Similarly, we experimentally show that the
total correlation regularization, a popular technique for dis-
entangling VAEs, do not improve disentanglement in GAN
training. This suggests that disentangling VAEs and GANs
require fundamentally different techniques. The proposed
CR regularization could be used in any application of dis-
entangled GANs, e.g., hierarchical image representation or
reinforcement learning. Understanding this phenomenon
analytically is an interesting direction for future work, and
may give rise to a more general understanding of how to
design regularizers for GANs as opposed to VAEs.
Another key question is to understand disentanglement in
challenging datasets, compared to those studied in the liter-
ature as a benchmark. We study two such datasets. The first
one studies three dimensional rotations on the 3DTeapots
dataset in Appendix G.1. Existing training datasets includes
only a subset of the full rotations, making disentanglement
substantially easy. When training data is drawn from com-
plete set of rotations in 3-D space, several challenges arise.
The usual rotations along the three standard basis vectors
do not commute, hence do not disentangle. We can find
a commutative coordinate system, but it is not uniquely
defined. Our preliminary experiments suggest that current
state-of-the-art methods fail to learn a disentangled repre-
sentation. The second one studies two dimensional polar
coordinate system using a novel dataset (Circular dSprites)
in Appendix H. State-of-the-art methods fail to learn the
disentangled representation of the polar coordinates.
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Appendix
A. Implicit Bias in InfoGAN
Practical implementation of InfoGAN loss and the resulting implicit bias. Let Pc,x denote the joint distribution of the
latent code c and the generated image x = G(c, z). Two structural assumptions are enforced in (Chen et al., 2016) to
make the maximization of I(c;x) tractable. First, to make optimization of the mutual information tractable, all practical
implementations of InfoGAN replace I(c;x) with a variational lower bound maxQc|x LInfo(G,Q). HereQc|x is an auxiliary
conditional distribution, which is maximized over the InfoGAN regularizer defined as
LInfo(G,Q) , Ec∼Pc,z∼Pz,x∼G(z,c)
[
logQc|x
]
, (6)
where Pc and Pz denote the distributions chosen as priors. When this lower bound is maximized over Qc|x, it acts as a
surrogate for mutual information: rearranging the terms gives
LInfo(G,Q) = I(c;x)−H(c)− Ex∼Px [dKL(Pc|x‖Qc|x)] ,
and maxQc|x LInfo(G,Q) = I(c;x) − H(c) (see (Chen et al., 2016) for a derivation). However, this maximization is
a functional optimization over an infinite dimensional function Qc|x, which is intractable. To make this tractable, the
optimization is done over a restricted family of Gaussian distributions in (Chen et al., 2016), which are factorized (or
independent) Gaussian distributions (see Q in Remark 2). Qc|x can then be parametrized by the conditional means and
variances, which is now finite dimensional functions, and one can use deep neural networks to approximate them. Note that
the Shannon entropy H(c) is a constant that does not depend on G(·, ·) or Qc|x.
Next, if this maximum over Qc|x has been achieved, then notice that in the generator update, the generator tries to minimize
minG LAdv(G,D)− λ(I(c;x)−H(c)). This is problematic as the G update will increase I(c, x) unboundedly, tending to
infinity (even ifQc|x is restricted to factorized Gaussian class). The maximum value of I(c;x) =∞ is achieved, for example,
if Qci|x has variance zero for some i. This problem is not just theoretical. In Appendix B, we confirm experimentally that
training InfoGAN with an unfactorized Qc|x leads to training instability. To avoid such catastrophic failures, (Chen et al.,
2016) forces Qc|x to have an identity covariance matrix. This restricts the class of Qc|x that we search over, and forces the
LInfo(G,Q) to be bounded, and the G and Qc|X updates to be well-defined. In summary, for stability and efficiency of
training, (Chen et al., 2016) restricted Qc|X to be a factorized Gaussian with identity covariance. We show next that this
choice creates an implicit bias.
Remark 2. If optimized over a class of factorized Gaussian conditional distributions with unit variances, i.e. Q =
{Qc|x |Qc|x = Qc1|x× · · · ×Qck|x} and Qci|x = (1/
√
2pi) exp{−(1/2)(ci−µi(x))2} for some µi(x) ∈ R for all i ∈ [k]
and x ∈ X , the maximum of the InfoGAN loss in Eq. (6) has the following implicit bias:
max
Qc|x∈Q
LInfo(G,Q) = I(x; c)−H(c)− E
[
log
Pc|x
Nc1|ν1(x) · · ·Nck|νk(x)
]
︸ ︷︷ ︸
implicit bias
, (7)
where Pc,x is the joint distribution between the latent code c and the generated image x = G(c, z), and Nci|νi(x) =
1/
√
2pi exp{−(1/2)(ci − νi(x))2} with νi = EPci|x [ci] is the best one-dimensional Gaussian approximation of Pci|x.
We provide a proof in Appendix A.1. The above implicit bias keeps the loss bounded, so it is necessary. On the other hand,
it might have undesired and unintended consequences in terms of learning a disentangled deep generative model. In this
paper, we therefore introduce a new regularizer to explicitly encourage disentanglement during InfoGAN training.
Improving InfoGAN performance via stable training. Before introducing our proposed regularizer, note that several
VAE-based architectures claim to outperform InfoGAN by significant margins (Kim & Mnih, 2018; Higgins et al., 2016;
Chen et al., 2018). This series of empirical results has created a misconception that InfoGAN is fundamentally limited
in achieving disentanglement, which has been reinforced in following literature (Jeon et al., 2018; Ansari & Soh, 2018),
which refer to those initial results. We show that the previously-reported inferior empirical performance of InfoGAN is
due to poor architectural and hyperparameter choices in training. We take the same implementation reported to have bad
performance (disentanglement score of 0.59 in Table 1). We then apply recently-proposed (but now popular) techniques
for stabilizing GAN training and achieve a performance comparable to the best reported results of competing approaches
(disentanglement score of 0.83 in Table 1). We provide more supporting experimental results in Section 3.2. Concretely,
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we start from the implementation in (Kim & Mnih, 2018). We then apply spectral normalization to the adversarial loss
discriminator (Miyato et al., 2018), with a choice of cross entropy loss, and use two time-scale update rule (Heusel et al.,
2017) with an appropriate choice of the learning rate. These choices are motivated by similar choices and successes of
(Brock et al., 2018) in scaling GAN to extremely large datasets. Implementation details are in Appendix F.6, and we also
submit the code for reproducibility. Hence, the starting point for our design is to achieve even better disentanglement than a
properly-trained version of InfoGAN.
A.1. Proof of Remark 2
Notice that LInfo(G,Q) ≤ I(c,G(z, c)). To understand why this works, let us decompose this lower bound further:
LInfo(G,Q)
= Ec∼Pc,z∼Pz,x∼G(z,c)
[
logQc|x
]
= E(x,c)∼P (x,c)
[
logQc|x
]
= I(x; c)−H(c) + E(x,c)∼P (x,c)
[
log
Qc|xPx
PxPc|x
]
= I(x; c)−H(c) + E(x,c)∼P (x,c)
[
log
Qc|x
Pc|x
]
= I(c;x)−H(c)− Ex∼Px [dKL(Pc|x‖Qc|x)]
We can further simplify and maximize the last term, which is the only one dependent on Q as,
min
Q∈Q
Ex∼Px [dKL(Pc|x‖Qc|x)]
= min
Q∈Q
Ec,x∼Pc,x
[
log
( Pc|x
Qc|x
)]
= min
Q∈Q
Ec,x∼Pc,x
[
log
( Pc|x
Nc1|ν1(x) · · ·Nck|νk(x)
)
+ log
(Nc1|ν1(x) · · ·Nck|νk(x)
Qc|x
)]
= Ec,x∼Pc,x
[
log
( Pc|x
Nc1|ν1(x) · · ·Nck|νk(x)
) ]
+ min
Q∈Q
Ec,x∼Pc,x
[
log
(Nc1|ν1(x) · · ·Nck|νk(x)
Qc|x
)]
= Ec,x∼Pc,x
[
log
( Pc|x
Nc1|ν1(x) · · ·Nck|νk(x)
) ]
,
where the last equality follows from the fact that any Q ∈ Q can be parametrized by (µ1(x), . . . , µk(x)) as Qc|x =
Qc1|x · · ·Qck|x with Qci|x = (1/
√
2pi) exp{−(1/2)(ci − µ(x))2}, in which case
min
Q∈Q
Ec,x∼Pc,x
[
log
(Nc1|ν1(x) · · ·Nck|νk(x)
Qc|x
)]
= min
{µi(x)}ki=1
Ex∼Px
[ ∑
i∈[k]
(
µi(x)− νi(x)
)2]
≥ 0 ,
and the minimum of zero can be achieved by µi(x) = νi(x), where νi(x) = EPc|x [ci].
B. InfoGAN with Non-factorizing Decoder
In this section we verify that the InfoGAN trained with non-factorizing multi-variate Gaussian distributionQ(c|x) is unstable.
Specifically, we train an InfoGAN with a decoder distribution of Q(c|x) = N (µ(x),Σ(x)), where N is the multivariate
Gaussian distribution with mean µ(x) ∈ Rk, and full covariance matrix Σ(x) ∈ Rk×k. These parameters of the distribution
are modelled as neural network functions of x, where we explicitly enforce the positive semi-definiteness of Σ(x). This
is less restrictive than the factorizing decoder distribution, Q(c|x) = ∏i∈[k]Q(ci|x) = ∏i∈[k]N (µi(x), 1) with its fixed
diagonal covariance matrix I, in the standard InfoGAN (see Remark 2).
Figure 9 shows the degradation in disentanglement due to the non-factorizing decoder. Similar to the experiment in Figure 2,
we first train the standard InfoGAN (λ = 0.2) with factorizing decoder distribution Q(c|x) = ∏i∈[k]N (µi(x), 1) on
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Figure 9: After 288,000 iterations, we continue training an InfoGAN with/without the non-factorizing decoder distribution
Q(c|x) (Section B). Non-factorizing decoder is high unstable and its training terminates early after reaching a low values of
0.2.
dSprites dataset for 25 epochs (288,000 batches) and from this point onwards we train two different versions of this model
for 3 more epochs: one where we continue training the standard InfoGAN (blue solid curve) and another version where we
replace the non-factorizing decoder distribution with the factorizing decoder distribution Q(c|x) = N (µ(x),Σ(x)) (red
dashed curve). We plot the FactorVAE score, as defined in Section E.
We see that the non-factorizing decoder is highly unstable and its performance drops (from that of factorizing decoder) to
0.2 (minimum possible value for 5 latent codes) and its training terminates early because the learnt covariance matrix Σ(x)
becomes rank deficient.
C. Proof of Remark 1
Proof. The solution to the following optimization problem is H(x, x′) = (1/Zx,x′)
[
Q(1)(x, x′) , · · · , Q(k)(x, x′)]
with a normalizing constant Zx,x′ =
∑
i∈[k]Q
(i)(x, x′).
arg max
H
EI∼Unif([k]),(x,x′)∼Q(I) [〈I , logH(x, x′)〉] ,
subject to 〈1, H(x, x′)〉 = 1, for all (x, x′) .
This follows from the fact that the gradient of the Lagrangian is Q(i)(x, x′)/Hi(x, x′)−µx,x′ where µx,x′ is the Lagrangian
multiplier, and setting it to zero gives the desired maximizer. Plugging this back into the objective function, we get that
max
||H(x,x′)||1=1
E[〈I , logH(x, x′)〉]
=
1
k
∑
i∈[k]
E(x,x′)∼Q(i)
[
log
Q(i)(x, x′)/k∑
j∈[k]Q(j)(x, x′)/k
]
=
1
k
∑
i∈[k]
dKL
(
Q(i)
∣∣∣∣∣∣ ∑j∈[k]Q(j)
k
)
− log k
= dJS(Q
(1), · · · , Q(k))− log k .
D. Implementation Details of Contrastive Latent Sampling
The steps for sampling c1 and c2 given a contrastive gap g is as follows:
1. Sample I from Uniform{1, 2, ..., k}, the index of the fixed latent.
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2. Sample the latent value c1I = c
2
I from Uniform[−1, 1].
3. For any other index, j (not I):
(a) Independently sample c1j and c
2
j from Uniform[−1 + g/2, 1− g/2].
(b) If c1j is greater than c
2
j , add g/2 to c
1
j , subtract g/2 from c
2
j ; else subtract g/2 from c
1
j , add g/2 to c
2
j .
This ensures that we uniformly sample from the latent space where c1I = c
2
I and minj∈{1,2,...,k}\{I} |c1j − c2j | ≥ g.
E. Evaluating Performance
We use the following metrics to evaluate various aspects of the trained latent representation: disentanglement, independence,
and generated image quality.
Disentanglement We use the popular disentanglement metric proposed in (Kim & Mnih, 2018). This metric is defined
for datasets with known ground truth factors and is computed as follows. First, generate data points where the ith factor
is fixed, but the other factors are varying uniformly at random, for a randomly-selected i. Pass each sample through the
encoder, and normalize each resulting dimension by its empirical variance. Take the resulting dimension j with the smallest
variance. In a setting with perfect disentanglement, the variance in the jth dimension would be 0. Each sample’s encoding
generates a ‘vote’ j; we take the majority vote as the final output of the classifier; if the classifier is correct, it should map to
i. The disentanglement metric is the error rate of this classifier, taken over many independent trials of this procedure. In our
experiment, for each fixed factor index i, we generate 100 groups of images, where each group has 100 images with the
same value at the ith index.
One challenge is computing the disentanglement metric for FactorVAE when trained with more latent codes k than there are
latent factors (let kˆ denote the true number of factors). For instance, (Kim & Mnih, 2018) uses c ∈ R10 for datasets with
only five latent codes. To account for this, (Kim & Mnih, 2018) first removes all latent codes that have collapsed to the prior
(i.e., Qcj |x = Pcj ); they then use the majority vote on the remaining factors. However, this approach can artificially change
the metric if the number of factors for which the posterior does not equal the prior does not equal kˆ. Hence to measure
the metric on FactorVAE (or more generally, cases where k > kˆ) on 3DTeapots dataset, we first compute the k × kˆ metric
matrix, find the maximum value of each row. We then take the top kˆ among the k maximum row values, and sum them up.
We additionally compute the (less common) disentanglement metric of (Eastwood & Williams, 2018) (DCI). This metric
first requires an estimate of the disentangled code c˜ from samples, for which we use our encoder. Next, we train a regressor
f to predict ground truth code cˆ from generated code c˜, so cˆ = f(c˜). These regressors must also provide a matrix of
relative importance R, such that Rij denotes the relative importance of c˜i in predicting cˆj . Because of this requirement,
Eastwood and Williams propose using regressors that provide importance scores, such as LASSO and random forests. These
restrictions limit the generality of the metric; nonetheless, we include it for completeness. Given the relative importance R,
a disentanglement score can be computed (see (Eastwood & Williams, 2018) for details).
Eastwood and Williams disentanglement metric is computed using the random forest regressor (Eastwood & Williams,
2018)2, as implemented in the scikit-learn library3.For dSprites experiments, we use default values for all parameters,
except for the max_depth parameter for which we use the values: 4, 2, 4, 2, and 2, for the latent factors: shape,
scale, rotation, x-position, and y-position respectively, as used by the IB-GAN paper (Jeon et al., 2018) (as per a private
communication with its authors). For 3DTeapots experiments, we use the default cross-validation version of random forest
regressor.
The other metrics we compute are SAP (Kumar et al., 2017), Explicitness (Ridgeway & Mozer, 2018), Modularity (Ridgeway
& Mozer, 2018), MIG (Chen et al., 2018), and BetaVAE (Higgins et al., 2016).
d-Variable Hilbert-Schmidt Independence Score (dHSIC) The dHSIC score is an empirical, kernel-based measure of
the total correlation of a multivariate random variable from samples (Pfister et al., 2018). It is used in (Lopez et al., 2018) to
enforce independence among latent factors. We use this metric to understand whether and how disentanglement is correlated
with total correlation. Suppose we have c ∈ Rk. We want to compute the distance of the distribution Pc from the product
2https://github.com/cianeastwood/qedr/blob/master/quantify.ipynb
3https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html
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distribution of the marginals
∏
i Pci . The dHSIC score over n samples is computed as follows. Consider a Gaussian kernel
(Aizerman, 1964) with a median heuristic for bandwidth:
Kh(xi, xj) = e
− ‖xi−xj‖
h2 ,
where h = Median({‖xi − xj‖}i6=j). When there are k latent codes c1, . . . , ck and n samples, we have
dHSICn =
1
n2
∑
i,j∈[n]
(
k∏
`=1
Kh`(c`i, c`j)
)
+
1
n2k
k∏
`=1
∑
i,j∈[n]
Kh`(c`i, c`j) −
2
nk+1
∑
i∈[n]
k∏
`=1
∑
j
Kh`(c`i, c`j) .
Image Quality Inception score was first proposed in (Salimans et al., 2016) for labelled data, and is computed as
exp(ExdKL(p(y|x)||p(y))), where dKL denotes the Kullback-Liebler divergence of two distributions. The distribution
p(y|x) was originally designed to be used with the Inception network (Szegedy et al., 2016), but we instead use a pre-
trained classifier for the dataset at hand. Notice that this metric does not require any information about the disentangled
representation of a sample. Inception score is widely used in the GAN literature to evaluate data quality.
Intuitively, inception score measures a combination of two effects: mode collapse and individual sample quality. To tease
apart these effects, we compute two additional metrics. The first is reverse KL-divergence, proposed in (Srivastava et al.,
2017) to measure mode collapse in labelled data. It measures the KL-divergence between the generated label distribution and
the true distribution. The second is classifier confidence, which we use as a proxy for sample quality. Classifier confidence
is measured as the max of the softmax layer of a pre-trained classifier; the higher this value, the more confident the classifier
is in its output, which suggests the image quality is better.
F. dSprites Dataset
Figure 10: Example im-
ages from the dSprites
dataset.
We begin with the synthetic dSprites dataset (Matthey et al., 2017), commonly used to numer-
ically compare disentangling methods. The dataset consists of 737,280 binary 64 × 64 images
of 2D shapes generated from five ground truth independent latent factors: color, shape, scale,
rotation, x and y position. All combinations of latent factors are present in the dataset; some
examples are illustrated in Figure 10. Figure 1 illustrates the latent traversal for InfoGAN-CR.
To generate this figure, we fix all latent factors except one ci, and vary ci from -1 to 1 in
evenly-spaced intervals. We observe that each of the five empirically-learned factors captures
one true underlying factor, and the traversals span the full range of possibilities for each hidden
factor.
F.1. Details of Table 1 and Table 3
In Table 5 (combining Table 1 and Table 3), we show our main result of how InfoGAN-CR performs both (a) when
hyper-parameters are tuned via supervised selection with oracle access to a synthetic dataset generated with ground truth
disentangled latent codes available to us, and (b) with model selected with our proposed ModelCentrality. We use the
following popular metrics: FactorVAE (Kim & Mnih, 2018), DCI (Eastwood & Williams, 2018), SAP (Kumar et al., 2017),
Explicitness (Ridgeway & Mozer, 2018), Modularity (Ridgeway & Mozer, 2018), MIG (Chen et al., 2018), and BetaVAE
(Higgins et al., 2016). For baseline scores, † indicates reported scores we copy from (Jeon et al., 2018), ‡ from (Chen et al.,
2018), ? from (Kumar et al., 2017), ∗ from (Ansari & Soh, 2018), and 4 from (Kim & Mnih, 2018). All the rest of the
scores are run by us. The DCI metric uses random forest whose parameter is selected according to IB-GAN (Jeon et al.,
2018). DCI metric of some FactorVAE runs has NaN values, which we ignore when computing the mean and standard
error. UDR and our model selection randomly select 80% of other models for computing cross-metrics; and the results are
averaged by 100 such random selection trials.
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F.2. Discussion about the Reproducibility of Table 1
An earlier version of out paper reports a slightly higher scores for both InfoGAN (modified) and InfoGAN-CR than the
current Table 1 (e.g. the FactorVAE score for InfoGAN (modified) and InfoGAN-CR were 0.83± 0.03 and 0.90± 0.01).
These results were averaged over 12 runs, which is not large enough. Later, we observed that rarely (but with a positive
probability) the trained model has very bad disentanglement performance during the training of InfoGAN, and does not
recover after CR is introduced. To make our results reproducible by anyone who uses our code from our github repo, we ran
fresh 50 runs with exactly the same code and hyper-parameters. This is reported in the current Table 1 and Table 5. Also, the
saved models of these 50 runs are available in our github repo, to help anyone verify the reproducibility of our experiments.
The histograms of FactorVAE scores of InfoGAN (modified) and InfoGAN-CR are in Figure 11 and Figure 12.
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Figure 11: Histogram of FactorVAE scores of InfoGAN (modified).
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Figure 12: Histogram of FactorVAE scores of InfoGAN-CR.
F.3. Parameter Exploration
To better understand the parameter exploration in Figure 6, we generate similar plots, except representing image quality by
mode-reversed KL-divergence (Figure 13) and classifier confidence (Figure 14).
For both reverse KL-divergence and classifier confidence, we observe similar trends to Figure 6; increasing α improves
disentanglement to a point, whereas it appears to hurt both image quality metrics. One observation is that for α ∈ {0, 1},
there is little noticeable change in the either image quality metric. This suggests that CR does not introduce mode collapse
or substantial reductions in image quality for small α.
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Figure 13: Achievable (mode-reversed KL-divergence, disentanglement) pairs for InfoGAN-CR, where disentanglement is
measured as in (Kim & Mnih, 2018). We vary the contrastive regularizer α and the InfoGAN regularizer. The size of each
point denotes α, ranging from smallest to largest for α ∈ {0, 1, 2, 4, 8}.
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Figure 14: Achievable (classifier confidence, disentanglement) pairs for InfoGAN-CR, where disentanglement is measured
as in (Kim & Mnih, 2018). We vary the contrastive regularizer α and the InfoGAN regularizer. The size of each point
denotes α, ranging from smallest to largest for α ∈ {0, 1, 2, 4, 8}.
F.4. Total Correlation
We claim that contrastive regularization is tailored to work well with GAN architectures. Similarly, we claim that total
correlation regularization of FactorVAE is specifically tailored for VAE. To test this hypothesis, we have applied contrastive
regularization (CR) to FactorVAE and total correlation (TC) regularization to InfoGAN-CR. Figure 15 left panel shows
the disentanglement metric of each as a function of batch numbers. For FactorVAE, we introduce CR regularization of
α = 20 at batch 300,000. Note that the metric does not change perceptibly after adding CR. For InfoGAN-CR, we ran one
set of trials with TC regularization from the beginning (red curve) and one set of trials without TC regularization (green
curve). We use InfoGAN regularizer λ = 0.7 and TC coefficient β = 1 for the former. Notice that InfoGAN-CR has a lower
disentanglement score than FactorVAE in this plot because we did not use the optimal λ for this dataset; this sensitivity
is a weakness of InfoGAN-CR (as well as InfoGAN). In Figure 15, we observe that TC regularization actually reduces
disentanglement compared to InfoGAN-CR without TC. The jumps in disentanglement for the InfoGAN-CR curves are due
to progressive training; we change the contrastive gap from 1.9 to 0.0 at batch 120,000. The red line (InfoGAN-CR + TC) is
averaged over 4 runs, the blue line (FactorVAE + CR) over 2 runs, and the green line (InfoGAN-CR) over ten. These results
support (but do not prove) our hypothesis that CR is better-suited to GAN architectures, whereas TC is better-suited to VAE
architectures. To further confirm this intuition, we show that disentanglement appears negatively correlated with a measure
Self-supervised Model Training and Selection for Disentangling GANs
of total correlation in the following.
To explore the relation between total correlation and disentanglement, Figure 15 plots the disentanglement score of (Kim &
Mnih, 2018) as a function of dHSIC score while varying α for InfoGAN-CR. Each point represents a single model, and
point size/color signifies the value of α ∈ {0, 1, 2, 4, 8}. Larger points denote larger α. Since dHSIC approximates the
total correlation between the latent codes, a lower dHSIC score implies a lower total correlation. Perhaps surprisingly, we
find a noticeable positive correlation between dHSIC score and disentanglement. This suggests that TC regularization (i.e.,
encouraging small TC) actually hurts disentanglement for InfoGAN-CR. This may help to explain, or at least confirm, the
findings in Figure 15, which show that adding TC regularization to InfoGAN-CR reduces the disentanglement score.
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Figure 15: [left panel] Adding TC regularization to InfoGAN-CR does not improve disentanglement; neither does adding CR
to FactorVAE. [right panel] (dHSIC score, disentanglement) pairs for various InfoGAN-CR models. Each point represents a
single model, and point size/color signifies the value of α ∈ {0, 1, 2, 4, 8}. Larger points denote larger α. Disentanglement
is measured as in (Kim & Mnih, 2018). We observe a positive correlation between disentanglement and dHSIC score,
suggesting that TC regularization does not help GANs disentangle better.
F.5. Contrastive Regularizer without InfoGAN Regularizer
To test if InfoGAN regularizer is necessary, we trained dSprites dataset without InfoGAN regularizer (i.e. λ = 0) and
progressively increasing α. This new loss suffers from significant mode collapse, which can be significantly reduced with a
recent technique for mitigating mode collapse known as PacGAN introduced in (Lin et al., 2017). The main idea is to life
the adversarial discriminator to take m samples packed together, all from either real data or generated data. This provably
introduces an implicit inductive bias towards penalizing mode collapse, which is mathematically defined in (Lin et al., 2017),
in terms of binary hypothesis testing and type I and type II errors. The resulting metric are shown in Figure 16, where even
with PacGAN we do not get the desired level of disentanglement without InfoGAN regularizer. We believe that InfoGAN
and Contrastive regularizers play complementary roles in disentangling GANs.
F.6. Implementation Details
In dSprites experiments, we used a convolutional neural network for the FactorVAE encoder, InfoGAN discriminator, and
CR discriminator, and a deconvolutional neural network for the decoder, and a multi-layer perceptron for total correlation
discriminators. We used the Adam optimizer for all updates, whose learning rates are described below. For unmodified
InfoGAN, we used the architecture described in Table 5 of (Kim & Mnih, 2018). This architecture is reproduced in Table
6 for completeness. As mentioned in Section 2, we make several changes to the training of InfoGAN to improve its
disentanglement, including changing the Adam learning rate to 0.001 for the generator and 0.002 for the InfoGAN and CR
discriminators (β1 is still 0.5). The architectural changes are included in Table 7. We include in Table 8 the architecture
of our CR discriminator, which is similar to the InfoGAN discriminator. Finally, Table 10 contains the architecture of
FactorVAE, reproduced from (Kim & Mnih, 2018). We use a batch size of 64 for all experiments.
We implemented both FactorVAE and InfoGAN using the architectures described in (Kim & Mnih, 2018). Although
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Figure 16: Training without InfoGAN loss suffers from severe mode collapse, which in turn results in poor disentanglement
score (left). With PacGAN2 discriminator that takes 2 packed samples together each time, the mode collapse significantly
decreases and disentanglement also improves (middle). With PacGAN3 discriminator that takes 3 packed samples together
each time, the higher dimensionality of those packed samples results in poor performance (right). The training trajectory of
each instance is shown on the top, and the average is shown on the bottom.
InfoGAN exhibits a reported disentanglement score of 0.59 ± 0.70 in (Kim & Mnih, 2018), we find that InfoGAN can
exhibit substantially higher disentanglement scores (0.83 ± 0.03) through some basic changes to the architecture and
loss function. In particular, in accordance with (Miyato et al., 2018), we changed the loss function from Wasserstein
GAN to the traditional JSD loss. We also changed the generator’s Adam learning rate to 0.001 and the InfoGAN and CR
discriminators learning rates to 0.002; we used 5 continuous input codes, whereas (Kim & Mnih, 2018) reported using four
continuous codes and one discrete one. We also used batch normalization in the generator, and spectral normalization in
the discriminator. The effects of these changes are shown in the line ‘InfoGAN (modified)’ in Table 1. The progressive
scheduling of InfoGAN-CR is to run InfoGAN (α = 0, λ = 0.05) for 288000 batches, and then continue running it with CR
(α = 2.0, λ = 0.05, gap=0) for additional 34560 batches (so that the total number of epoches is 28). For FactorVAE, we
used the architecture of (Kim & Mnih, 2018), which uses k = 10 latent codes in their architecture.
G. 3DTeapots Dataset
We ran InfoGAN-CR on the 3DTeapots dataset from (Eastwood & Williams, 2018), with images of 3DTeapots in various
orientations and colors generated by the renderer in (Moreno et al., 2016). Images have five latent factors: color (red, blue,
and green), rotation (vertical), and rotation (lateral). Colors are randomly drawn from [0, 1]. Rotation (vertical) is randomly
drawn from [0, pi/2]. Rotation (lateral) is drawn from [0, 2pi]. We generated a dataset of 200,000 such images with each
combination of latent factors represented. Table 2 shows the disentanglement scores of FactorVAE and InfoGAN compared
to InfoGAN-CR. Since the 3DTeapots dataset does not have classes, we do not compute inception score for this dataset;
however, the images generated by InfoGAN-CR appear sharper than those generated by FactorVAE.
We now discuss implementation details and additional experiments on the 3DTeapots dataset. We used an identical
architecture to the dSprites dataset for InfoGAN and FactorVAE. For InfoGAN-CR, the CR discriminator architecture is
changed slightly and is listed in Table 9. As with dSprites, FactorVAE used 10 latent codes, so we chose the best five to
compute the disentanglement metric.
Self-supervised Model Training and Selection for Disentangling GANs
Discriminator D / Encoder Q Generator G
Input 64 × 64 binary image Input ∈ R10
4× 4 conv. 32 lReLU. stride 2 FC. 128 ReLU. batchnorm
4× 4 conv. 32 lReLU. stride 2. batchnorm FC. 4× 4× 64 ReLU. batchnorm
4× 4 conv. 64 lReLU. stride 2. batchnorm 4× 4 upconv. 64 lReLU. stride 2. batchnorm
4× 4 conv. 64 lReLU. stride 2. batchnorm 4× 4 upconv. 32 lReLU. stride 2. batchnorm
FC. 128 lReLU. batchnorm (*) 4× 4 upconv. 32 lReLU. stride 2. batchnorm
From *: FC. 1 sigmoid. (output layer for D) 4× 4 upconv. 1 sigmoid. stride 2
From *: FC. 128 lReLU. batchnorm. FC 5 for Q
Table 6: InfoGAN architecture for dSprites experiments from (Kim & Mnih, 2018). We used 5 continuous codes and 5
noise variables.
Discriminator D / Encoder Q Generator G
Input 64 × 64 binary (dSprites) or color (3DTeapots) image Input ∈ R10
4× 4 conv. 32 lReLU. stride 2. spectral normalization FC. 128 ReLU. batchnorm
4× 4 conv. 32 lReLU. stride 2. spectral normalization FC. 4× 4× 64 ReLU. batchnorm
4× 4 conv. 64 lReLU. stride 2. spectral normalization 4× 4 upconv. 64 lReLU. stride 2. batchnorm
4× 4 conv. 64 lReLU. stride 2. spectral normalization 4× 4 upconv. 32 lReLU. stride 2. batchnorm
FC. 128 lReLU. spectral normalization (*) 4× 4 upconv. 32 lReLU. stride 2. batchnorm
From *: FC. 1 sigmoid. (output layer for D) 4× 4 upconv. 1 (dSprites) or 3 (3DTeapots) sigmoid. stride 2
From *: FC. 128 lReLU. spectral normalization
FC 5. spectral normalization (output layer for Q)
Table 7: InfoGAN (modified) architecture for dSprites and 3DTeapots experiments. We used 5 continuous codes and 5 noise
variables.
For InfoGAN-CR, we train InfoGAN with λ = 0.2 for 50000 batches, and then InfoGAN-CR with λ = 0.2, α = 3.0,
gap=1.9 for 35000 batches, and then InfoGAN-CR with λ = 0.2, α = 3.0, gap=0.0 for 40000 batches. We use a batch size
of 64 for all experiments.
We illustrate a latent traversal for the 3DTeapots dataset under InfoGAN-CR in Figure 18, which is from the best run of
InfoGAN-CR with disentanglement metric of (Kim & Mnih, 2018) 1.0. To make the traversal easier to interpret, we have
separated the color channels for each latent factor that captures color. This shows that each latent factor controls a single
color channel, while the others are held fixed. A similar traversal is shown in Figure 19 for FactorVAE, which is from the
best run of FactorVAE with β = 40 and disentanglement metric of (Kim & Mnih, 2018) 0.94. Although it is difficult to
draw conclusions from qualitative comparison, we found that the sharpness of images was reduced in the FactorVAE images,
though FactorVAE is able to learn a meaningful disentanglement with three color factors and three (one duplicate) rotation
factors.
Building on Table 2, we also plot the disentanglement metric of (Kim & Mnih, 2018) during the training of InfoGAN-CR
and FactorVAE in Figure 17. This plot shows that InfoGAN-CR achieves a consistently higher disentanglement score than
FactorVAE throughout the training procedure, though FactorVAE comes close when β = 40.
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CR Discriminator
Input 64 × 64 × 2 (2 binary images)
4× 4 conv. 32 lReLU. stride 2. spectral normalization
4× 4 conv. 32 lReLU. stride 2. spectral normalization
4× 4 conv. 64 lReLU. stride 2. spectral normalization
4× 4 conv. 64 lReLU. stride 2. spectral normalization
FC. 128 lReLU. spectral normalization
FC 5. softmax
Table 8: CR discriminator architecture for dSprites experiments.
CR Discriminator
Input 64 × 64 × 6 (2 color images)
4× 4 conv. 32 lReLU. stride 2.
4× 4 conv. 32 lReLU. stride 2. batchnorm
4× 4 conv. 64 lReLU. stride 2. batchnorm
4× 4 conv. 64 lReLU. stride 2. batchnorm
FC. 128 lReLU. batchnorm
FC 5. softmax
Table 9: CR discriminator architecture for 3DTeapots experiments.
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Figure 17: Disentanglement metric of (Kim & Mnih, 2018) as a function of batch number for InfoGAN-CR and FactorVAE
on the 3DTeapots dataset. The final models from this training were used to generate Table 2.
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Encoder Decoder
Input 64 × 64 binary image Input ∈ R10
4× 4 conv. 32 ReLU. stride 2 FC. 128 ReLU.
4× 4 conv. 32 ReLU. stride 2. FC. 4× 4× 64 ReLU.
4× 4 conv. 64 ReLU. stride 2. 4× 4 upconv. 64 ReLU. stride 2.
4× 4 conv. 64 ReLU. stride 2. 4× 4 upconv. 32 ReLU. stride 2.
FC. 128. 4× 4 upconv. 32 ReLU. stride 2.
FC. 2× 10. 4× 4 upconv. 1. stride 2
Table 10: FactorVAE architecture for dSprites and 3DTeapots experiments, taken from (Kim & Mnih, 2018).
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Figure 18: Latent traversal for 3DTeapots dataset with InfoGAN-CR. Red (R), blue (B), and green (G) channels are shown
separately for the latent factors that correspond to color.
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Figure 19: Latent traversal for 3DTeapots dataset with FactorVAE. Red (R), blue (B), and green (G) channels are shown
separately for the latent factors that correspond to color.
G.1. Non-commutative and Ambiguous Coordinate Systems
To further push the boundaries of disentangled generation, it is important to understand when and why InfoGAN-CR fails;
the 3DTeapots dataset gives a useful starting point. In particular, (Higgins et al., 2018a) observed that rotations about the
canonical basis axes are not commutative. For example, suppose we apply two rotations of some angles, one about the x and
one about the y axes in two different orders; in general, the resulting orientations of the object need not be the same.
Because of this, a disentangled GAN or VAE trained on a dataset where every possible orientation of teapot is represented
should not recover the canonical basis for 3D space. Despite this fact, existing experiments (including our own) appear to
recover the canonical axes of rotation. To explain this phenomenon, we observe that existing experiments on this dataset,
including (Eastwood & Williams, 2018) and our own initial experiments, do not include all orientations of the object in the
training data. For example, notice that none of the visualized images in Figure 18 show the bottom of the teapot. Because of
the way the training data is selected, the canonical axes are indeed recovered.
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Figure 20: A commutative 3D rotational coordinate system.
We next ask what would happen if all orientations were present in the dataset. To answer this question, first note that in
general, 3D rotations can indeed commute. For example, the rotational coordinate system described in Figure 20 commutes.
In that coordinate system, γ represents the rotation along the axis of the teapot (orthogonal to the bottom of the teapot),
while α and β represent the orientation of the teapot’s principal axis. However, this coordinate system is not unique; we
could choose a different z-axis, for instance, and construct a different commutative rotational coordinate system. Hence,
even if we were to represent all orientations of the teapots in our training data, it is unclear what orientation we would
recover.
c1 c2 c3
Figure 21: Latent traversal for InfoGAN-CR over the 3DTeapots dataset when every possible orientation of the teapot is
included. We find that InfoGAN-CR does appear to learn a consistent coordinate axis, even though there is not a unique
disentangled representation.
Figure 21 shows the result from a single trial of an experiment where every possible orientation of the teapot is included
in the training data. We trained InfoGAN-CR with InfoGAN coefficient λ = 0.2 and CR coefficient α = 1.0. As with
our other experiments, we trained five latent factors and visualize the three most meaningful ones in Figure 21. To our
surprise, we find that the system (roughly) recovers a similar coordinate system as the one depicted in Figure 20. Here
c1 appears to capture γ, c2 appears to recover β, and c3 recovers α. Even upon running multiple trials of this experiment,
the InfoGAN-CR appears to learn (approximately) the same coordinate system from Figure 20. We hypothesize that this
happens because of the illumination in the images. By default, the renderer from (Moreno et al., 2016) renders the teapots
with an overhead light source. This may distinguish the vertical axis from the others, causing InfoGAN-CR to learn the
vertical axis as a reference for the rotational coordinate system.
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Figure 22: Latent traversal over the 3DTeapots dataset when the light source is chosen uniformly for each training image.
We find that InfoGAN-CR does not appear to learn a consistent coordinate axis.
To test this hypothesis, Figure 22 shows an experiment in which we randomized the light source for each image. For this
experiment, we again used an InfoGAN coefficient of λ = 0.2, and a disentangling coefficient of α = 1.0; the experimental
setup is identical to that of Figure 21, except for the light source in the training data. We find that in this case, InfoGAN-CR
no longer appears to learn the vertical coordinate system. Indeed, it does not seem to learn any disentangled representation.
We observed similar results for FactorVAE for a range of total correlation coefficients on this dataset, so we do not believe
this effect is unique to InfoGAN-CR. Instead, it suggests that in settings where there is no single disentangled representation,
current disentanglement methods fail.
H. Circular dSprites (CdSprites) Dataset
To further study the failure modes of our InfoGAN-CR and other state-of-the-art architectures for disentangling, we introduce
the following experiments. Towards this purpose we generate a new synthetic dataset which we call Circular dSprites
(CdSprites).
It contains a set of 1080, 64 × 64 8-bit gray-scale images generated as follows. Each image has a white (pixel value 255)
circular (disc) shape of radius 5 pixels on a black background (pixel value 0). For the placement of the shape we construct a
polar (2D) coordinate system, whose co-ordinates are radius r ∈ [0, 32] and angle γ ∈ [0, 2pi), and its origin is the center
of the image canvas: (32, 32). Then the circular shape is placed on the on a point (r, γ), such that radius r is uniformly
selected from {0, 1, . . . , 26} (pixel unit) and angle γ is uniformly selected from {0, 2pi 140 , 2pi 140 , . . . , 2pi 3940}. Thus if the
center of the circular shape is selected as (r, γ) then it will be place on the pixel (32 + r cos γ, 32 + r sin γ). Thus there are
27 × 40 (1080) total images in the dataset. Fig. 23(a) shows some sample and their corresponding radius (r) and angle (γ)
indices. Fig. 23(b) shows the overlap of all the images in the dataset which shows the circular region where the shape can be
placed. We expect that a good disentangling representation should disentangle the radius and angle latent factors.
r = 0, γ = 0 r = 26, γ = 33 r = 21, γ = 13
(a) Samples (radius, angle) (b) Overlap of all samples
Figure 23: Circular dSprites dataset.
We train FactorVAE, InfoGAN and InfoGAN-CAR models on this dataset. We use the same architecture as the one we use
for the dSprites dataset for these models. However, we reduced number of latent factors to 2 for all the models, since there
are only two factors to be learned.
In Fig. 24, we show the traversal of the dataset through the true latents. Each row corresponds to one one latent’s traversal
while the other is fixed. Each column has a different fixed value for the other fixed latent. As we traverse through a latent
keeping the other fixed, for easy visualization, we increase the shade of the shape from the darkest to the brightest. In
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Figs. 25, 26, and 27, where show the traversal through the learned latents of FactorVAE, InfoGAN, and InfoGAN-CR
respectively. We see that the none of the models truly disentangle the true radius and angle factors and in fact they are mixed
in the learned learned latents. We believe this dataset is hard for any current models to disentangle, and thus could be used
as good baseline for future research.
Radius
Latent
Angle
Figure 24: (CdSprites) True latent traversal (see Appendix H for explanation). We see that the top row changes position
radially and the bottom row changes the position angluarly.
0
Latent
1
Figure 25: (CdSprites) FactorVAE latent traversal (see Appendix H for explanation). We see that the model does not
disentangle the true radius and angle factors and in fact they are mixed.
0
Latent
1
Figure 26: (CdSprites) InfoGAN latent traversal (see Appendix H for explanation). We see that the model does not
disentangle the true radius and angle factors and in fact they are mixed.
0
Latent
1
Figure 27: (CdSprites) InfoGAN-CR latent traversal (see Appendix H for explanation). We see that the model does not
disentangle the true radius and angle factors and in fact they are mixed.
I. CelebA Dataset
I.1. Implementation Details
We crop the center 128×128 pixels from original CelebA images, and resize the images to 32 × 32 for training.
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The architecture of generator, InfoGAN discriminator, CR discriminator in this experiment are shown in Table 11 and
Table 12, which are in part motivated by an independent implementation of InfoGAN4. We used the Adam optimizer for all
updates. Generator’s learning rate is 2e-3, InfoGAN discriminator’s and CR discriminator’s learning rates are 2e-4. β1 is 0.5,
batch size is 128 for all components. We train InfoGAN with λ = 2.0 for 80000 batches, and then train InfoGAN-CR with
λ = 2.0, α = 1.0, gap = 0.0 for another 10173 batches (so that total number of epoch is 57). The samples are generated
from the end of training of one run.
Discriminator D / Encoder Q Generator G
Input 32 × 32 color image Input ∈ R105
5× 5 conv. 64 lReLU. stride 2. spectral normalization FC. 1024 ReLU. batchnorm
5× 5 conv. 128 lReLU. stride 2. spectral normalization FC. 4× 4× 256 ReLU. batchnorm
5× 5 conv. 256 lReLU. stride 2. spectral normalization 5× 5 upconv. 128 ReLU. stride 2. batchnorm
5× 5 conv. 512 lReLU. stride 2. spectral normalization (*) 5× 5 upconv. 64 ReLU. stride 2. batchnorm
From *: FC. 1 sigmoid. (output layer for D) 5× 5 upconv. 3 tanh. stride 2
From *: FC. 5. spectral normalization (output layer for Q)
Table 11: InfoGAN architecture for CelebA experiments. We used 5 continuous codes and 100 noise variables.
CR Discriminator
Input 32 × 32 × 6 (2 color images)
5× 5 conv. 64 lReLU. stride 2.
5× 5 conv. 128 lReLU. stride 2. batchnorm
5× 5 conv. 256 lReLU. stride 2. batchnorm
5× 5 conv. 512 lReLU. stride 2. batchnorm
FC 5. softmax
Table 12: CR discriminator architecture for CelebA experiments.
J. Exploring Choices of CR
In the design of CR, there are 4 choices, based on how the two input images are generated, when assuming gap is always
zero:
1. Same noise variables, and same latent codes except one
2. Same noise variables, and random latent codes except one
3. Random noise variables, and same latent codes except one
4. Random noise variables, and random latent codes except one
We tried all four settings in MNIST dataset, using architecture in (Chen et al., 2016), with 1 10-category latent codes, 2
continuous latent codes, and 62 noise variables. We had 8 runs for each setting, and visually inspect whether it correctly
disentangle digit, rotation, and width. The disentanglement successful rate are recorded in table 13.
Based on this result, we choose to use option 2 as our starting point of designing CR.
K. Model Centrality
For all figure results of MC and UDR, each model is compared with all other models. For all numerical results of MC and
UDR, in order to get more accurate comparison, each model is compared with randomly selected 80% of other models.
Such random selection is done 100 times, and the mean and standard error are shown.
4https://github.com/conan7882/tf-gans
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Choice Rate of Successful Disentanglement
1 5/8
2 8/8
3 2/8
4 6/8
Table 13: Rate of successful disentanglement using four choices of CR
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Figure 28: FactorVAE scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model
selection score.
K.1. Our Model Selection Approach on InfoGAN-CR Models (dSprites Dataset)
We run 8 independent trials for each of the following 9 hyperparameter settings {α = 1, 2, 4} × {λ = 0.05, 0.2, 2.0}, and
an additional 4 independent trials of (α = 2, λ = 0.05). There are 76 models in total. The progressive scheduling of those
76 runs is the same as supervised experiments: run InfoGAN (α = 0) for 288000 batches, and then continue running it with
CR (gap=0) for additional 34560 batches (so that the total number of epoches is 28).
Figure 28, 29, 30,31,32,33,34 show the bar plots of supervised metrics, where the models are ordered according to our model
selection approach. These figures show that our model selection approach correlates with other supervised metrics well.
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Figure 29: BetaVAE scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model
selection score.
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Figure 30: DCI scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model selection
score.
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Figure 31: Explicitness scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model
selection score.
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Figure 32: Modularity scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model
selection score.
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Figure 33: MIG scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model selection
score.
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Figure 34: SAP scores of InfoGAN-CR models (dSprites dataset). The models are sorted according to our model selection
score.
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Figure 35: Spearman rank correlation of different metrics on FactorVAE models (dSprites dataset).
K.2. Our Model Selection Approach on FactorVAE Models (dSprites Dataset)
We run 10 independent trials for each of the following 4 hyperparameter settings tc = {1, 10, 20, 40}. There are 40 models
in total. Each model is run for 27 epoches.
Figure 35 shows the correlations between different metrics (including UDR and our model selection approach). It is clear
that the score given by our model selection approach is strongly and positively correlated with other supervised metrics. On
the other hand, we can see that UDR methods (Lasso or Spearman) are weakly correlated with other metrics. This suggests
that our model selection approach is very effective for model selection, whereas UDR performs badly.
Figure 36 shows the cross-model score given by our model selection approach. Generally we can see that the score between
good models are larger. This suggests that our model selection approach can effectively select the good model pairs.
Figure 37, 38, 39,40,41,42,43 show the bar plots of supervised metrics, where the models are ordered according to our model
selection approach. These figures show that our model selection approach correlates with other supervised metrics well.
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Figure 36: Our model selection approach on FactorVAE models (dSprites dataset). Each row/column corresponds to an
FactorVAE model. The models are sorted according to FactorVAE metric. (i, j) entry represents the cross-evaluation score
of i-th and j-th model using our model selection approach.
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Figure 37: FactorVAE scores of FactorVAE models (dSprites dataset). The models are sorted according to our model
selection score.
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Figure 38: BetaVAE scores of FactorVAE models (dSprites dataset). The models are sorted according to our model selection
score.
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Figure 39: DCI scores of FactorVAE models (dSprites dataset). The models are sorted according to our model selection
score. Note that some of the DCI score gives NaN values and therefore some bars are missing.
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Figure 40: Explicitness scores of FactorVAE models (dSprites dataset). The models are sorted according to our model
selection score.
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Figure 41: Modularity scores of FactorVAE models (dSprites dataset). The models are sorted according to our model
selection score.
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Figure 42: MIG scores of FactorVAE models (dSprites dataset). The models are sorted according to our model selection
score.
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Figure 43: SAP scores of FactorVAE models (dSprites dataset). The models are sorted according to our model selection
score.
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Figure 44: Spearman rank correlation of different metrics on InfoGAN-CR models (3DTeapots dataset).
K.3. Our Model Selection Approach on InfoGAN-CR Models (3DTeapots Dataset)
We run 10 independent trials for each of the following 9 hyperparameter settings {α = 1.5, 3.0, 6.0}× {λ = 0.05, 0.2, 2.0}.
There are 90 models in total. The progressive scheduling is the same as the supervised experiments: we train InfoGAN for
50000 batches, and then InfoGAN-CR with gap=1.9 for 35000 batches, and then InfoGAN-CR with gap=0.0 for 40000
batches.
Figure 44 shows the correlations between different metrics (including UDR and our model selection approach). It is clear
that the score given by our model selection approach is positively correlated with other supervised metrics. Though the
correlation is not as positive as in dSprites dataset, we see that the correlations between other supervised metrics are also
weaker than the ones in dSprites dataset. This may because this dataset is harder to interpret and evaluate for those metrics
than dSprites.
Figure 45 shows the cross-model score given by our model selection approach. Generally we can see that the score between
good models are larger, but the result is much more noisy than the one in dSprites. Again, the reason might be that this
dataset is more difficult.
Figure 46, 47, 48,49,50,51,52 show the bar plots of supervised metrics, where the models are ordered according to our
model selection approach. These figures show that our model selection approach roughly correlates with other supervised
metrics, but is more noisy than the results in dSprites. Again, the reason might be that this dataset is more difficult.
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Figure 45: Our model selection approach on InfoGAN-CR models (3DTeapots dataset). Each row/column corresponds to an
InfoGAN-CR model. The models are sorted according to FactorVAE metric. (i, j) entry represents the cross-evaluation
score of i-th and j-th model using our model selection approach.
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Figure 46: FactorVAE scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model
selection score.
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Figure 47: BetaVAE scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model
selection score.
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Figure 48: DCI scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model selection
score.
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Figure 49: Explicitness scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model
selection score.
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Figure 50: Modularity scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model
selection score.
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Figure 51: MIG scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model selection
score.
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Figure 52: SAP scores of InfoGAN-CR models (3DTeapots dataset). The models are sorted according to our model selection
score.
