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DYNAMICAL CONSEQUENCES OF A FREE INTERVAL:
MINIMALITY, TRANSITIVITY, MIXING AND TOPOLOGICAL ENTROPY
MATU´Sˇ DIRBA´K, L’UBOMI´R SNOHA, VLADIMI´R SˇPITALSKY´
Dedicated to our teacher, friend and colleague Alfonz Haviar on the occasion of his retirement.
Abstract. We study dynamics of continuous maps on compact metrizable spaces containing
a free interval (i.e., an open subset homeomorphic to an open interval). A special attention is
paid to relationships between topological transitivity, weak and strong topological mixing, dense
periodicity and topological entropy as well as to the topological structure of minimal sets. In
particular, a trichotomy for minimal sets and a dichotomy for transitive maps are proved.
1. Introduction
One-dimensional dynamics became an object of wide interest in the middle of 1970’s, some 10
years after Sharkovsky’s theorem, when chaotic phenomena were discovered by Li and Yorke in
dynamics of interval maps. As general references one can recommend the monographs [CE80],
[BC92], [ALM00] and [dMvS93] (several motivations for studying one-dimensional dynamical sys-
tems are discussed in the introduction of [dMvS93]). The interval and circle dynamics are well
understood. To extend/generalize the results to graph maps is sometimes quite easy, sometimes
extremely difficult (for instance the characterization of the set of periods for graph maps is known
only in very special cases). A good, more than 50 pages long survey of some topics in the dynamics
of graph maps can be found in an appendix in [ALM00] (the second edition). Also the paper [Bl84]
and the paper [Bl86] with its two continuations under the same title are a must for everybody who
wishes to study the dynamics of graph maps.
When working in one-dimensional topological dynamics it is natural to try to extend results from
the interval to more general spaces. One usually extends them (or slight modifications of them)
first to the circle/trees and then to general graphs (then perhaps also to special kinds of dendrites
or to other one-dimensional continua; in the case of general dendrites often a counterexample can
be found). The present paper suggests that sometimes another approach can be more fruitful — we
show that some important facts from the topological dynamics on the interval/circle work on much
more general spaces than graphs, namely on spaces containing an open part looking like an interval
(we will call it a free interval). It seems that the first result indicating that the presence of a free
interval might have important dynamical consequences for the whole space was obtained as early
as 1988 in [Ka88], for two other results see [AKLS99] and [HKO11]. However, they were isolated in
a sense and apparently have not attracted much attention; a systematic study of the influence of a
free interval on dynamical properties of a space has not been done yet. Based on the main results
of the present paper, we believe that namely the class of spaces with a free interval is a natural
candidate for possible extension of classical results of one-dimensional topological dynamics. Of
course, not all of them can be carried over from the interval/circle to spaces with a free interval
(and then trees/graphs naturally enter the scene as candidates for possible extension). However,
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we hope that the elegance of the main results of the present paper (see Theorems A, B and C)
justifies our belief.
Recall the terminology which is being used to describe spaces studied in this paper.
Definition 1. Let X be a topological space. We say that J is a free interval of X if it is an open
subset of X homeomorphic to an open interval of the real line.
Definition 2. Let X be a connected topological space and J be a free interval of X . We say that
J is a disconnecting interval of X if X \ {x} has exactly two components for every point x ∈ J .
The definition of a disconnecting interval is taken from [AKLS99]. One can suggest several other
“natural” definitions of a disconnecting interval. However, we warn the reader that only some of
them are equivalent in the setting of general connected Hausdorff topological spaces. We postpone
a discussion on this to Appendix 2.
Throughout the paper, by an interval in X we mean any nonempty subset of X homeomorphic
to a (possibly degenerate) interval in R. Of course, all free intervals are intervals. An open
subinterval of a free/disconnecting interval is also free/disconnecting.
An arc A is a homeomorphic image of [0, 1]. The closure of a free interval of X need not be an
arc (say, this closure may look like the topologist’s sine curve). If it is an arc, it is called a free arc
of X . Notice that a space X contains a free arc if and only if it contains a free interval.
Here are all the results on the dynamics of continuous maps on general spaces with a free or a
disconnecting interval, which we have found in the literature.
• No Peano continuum with a free arc admits an expansive homeomorphism ([Ka88]). For
generalizations see [MS07], [SW09].
• If X is a connected space with a disconnecting interval and a continuous map f : X → X
is transitive then the set of all periodic points of f is dense in X ([AKLS99]).
• Let X be a compact metrizable space with a free interval. Then every totally transitive
continuous map f : X → X with dense periodic points is strongly mixing ([HKO11]).
We suggest to study the dynamics of continuous maps on spaces with a free or a disconnecting
interval systematically and compare the results with those working on graphs or trees. For the
present paper we have chosen those problems which seemed to us most important/interesting.
The obtained results are potentially applicable in the study of dynamics on some classes of one-
dimensional continua and some of them are even surprisingly nice.
Let us now summarize the main results of this paper. The first two theorems deal with minimal
systems and minimal sets, the third one is a dichotomy for transitive maps. Note that all the maps
in the paper are assumed to be continuous. For definitions see Sections 2 and 3 (here we recall
only those which are not widely known).
It is well known that a graph admits a minimal map if and only if it is a finite union of disjoint
circles (see [Bl84], cf. [BHS03]). Our first result generalizes this fact.
Theorem A (Minimal spaces with a free interval). Let X be a compact metrizable space with
a free interval J and let f : X → X be a minimal map. Then X is a disjoint union of finitely many
circles, X =
⊕n−1
i=0 S
1
i , which are cyclically permuted by f and, on each of them, f
n is topologically
conjugate to the same irrational rotation.
Also characterization of minimal sets on graphs is well known: these are finite sets, Cantor
sets and finite disjoint unions of circles, see [BHS03]. In [BDHSS09] this was generalized to local
dendrites. In that connection the notion of a cantoroid was introduced. According to [BDHSS09],
a cantoroid is a compact metrizable space without isolated points in which degenerate (connected)
components are dense.
The following theorem describes the minimal sets which intersect a free interval of a space.
Theorem B (Trichotomy for minimal sets). Let X be a compact metrizable space with a free
interval J and let f : X → X be a continuous map. Assume that M is a minimal set for f which
intersects J . Then exactly one of the following three statements holds.
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(1) M is finite.
(2) M is a nowhere dense cantoroid.
(3) M is a disjoint union of finitely many circles.
Note that none of these three conditions can be removed. Already on the circle each of the
three cases can occur; here in the case (2) M is a Cantor set. Moreover, if X is a (local) dendrite
containing a free interval as well as a non-degenerate nowhere dense subcontinuum then there
is a cantoroid different from a Cantor set which intersects that free interval and contains that
subcontinuum and so by [BDHSS09] it is a minimal set for some continuous selfmap of X . Hence,
in the case (2) we cannot replace “cantoroid” by “Cantor set”.
Obviously, in the case (2), M ∩ J is a union of countably many Cantor sets (sometimes such a
set is called a Mycielski set) and if M ⊆ J then M is a Cantor set. In the case (3), M contains
the whole free interval J and by Theorem A, applied to f |M , we get that M is a disjoint union
of finitely many circles which are cyclically permuted by f . Then, on each of these circles, the
corresponding iteration of f is topologically conjugate to the same irrational rotation.
To state our next theorem we recall the following notion. If D = (D0, . . . , Dn−1) is a regular
periodic decomposition for f (see Section 3) we say, according to [Ba97], that f is strongly mixing
relative to D if fn is strongly mixing on each of the sets Di. Also, we say that f is relatively
strongly mixing if it is strongly mixing relative to some of its regular periodic decompositions.
Theorem C (Dichotomy for transitive maps). Let X be a compact metrizable space with
a free interval and let f : X → X be a transitive map. Then exactly one of the following two
statements holds.
(1) The map f is relatively strongly mixing, non-invertible, has positive topological entropy and
dense periodic points.
(2) The space X is a disjoint union of finitely many circles, X =
⊕n−1
i=0 S
1
i , which are cyclically
permuted by f and, on each of them, fn is topologically conjugate to the same irrational
rotation.
Three obvious remarks to Theorem C can be made. First, if X is a continuum with a discon-
necting interval then necessarily the case (1) holds. Second, if f is totally transitive then X is a
continuum (otherwise X has k ≥ 2 components permuted by f , a contradiction), in the case (1)
the map f is strongly mixing (if not then the RPD from the definition of relative strong mixing
has m ≥ 2 elements and fm is not transitive) and in the case (2) the space X is a circle. Third,
none of the two conditions in Theorem C is superfluous. To see it, just consider the tent map on
the interval and an irrational rotation of the circle.
Kwietniak in [Kw11] independently obtained the following result which follows from our The-
orem C: Any weakly mixing map on a compact metrizable space with a free interval is strongly
mixing, has dense periodic points and positive entropy.
By [Bl84], on graphs the following dichotomy, stronger than that in our Theorem C, is true:
A transitive system on a (not necessarily connected) graph either has the relative specification
property (hence also all the properties from the case (1)) or the case (2) from Theorem C holds.
It is a challenge to solve the problem whether this stronger dichotomy is true for every compact
metrizable space with a free interval.
For some other results which are worth of mentioning and are not covered by Theorems A–C,
see Theorems 19, 20 and Corollary 30.
Let us state some applications of our main results.
The Warsaw circle is one of the simplest continua which are not locally connected. The dynamics
on this particular space has been studied since 1996, see [XYZH96]. The main result of the recent
paper [ZPQY08] says that every transitive map on the Warsaw circle W has a horseshoe (hence
positive topological entropy) and dense periodic points and is strongly mixing. Our Theorem C
gives, for granted, a result which is on one hand only slightly weaker and, on the other hand, works
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on a whole class of spaces including the Warsaw circle. Namely if X 6= S1 is a continuum with a
free interval then every transitive map on X has positive topological entropy and dense periodic
points and every totally transitive map on X is strongly mixing.
Baldwin in [Ba01] asked whether every transitive map on a dendrite has positive topological
entropy. The problem is still open but notice that our Theorem C implies that the answer is
positive for dendrites whose branch points are not dense.
The paper is organized as follows. In Section 2 we recall some definitions and known facts
from topological dynamics. In Section 3 we apply the theory of regular periodic decompositions
for transitive maps, developed by Banks in [Ba97] in the setting of general topological spaces, to
spaces with free intervals. In Section 4 we study connections between recurrent and periodic points
on spaces with free intervals. In Section 5 we prove some conditions sufficient for the density of
(eventually) periodic points. Section 6 deals with minimal systems and minimal sets on spaces
with free intervals; it contains proofs of Theorems A and B. Then in Sections 7, 8 and 9 we study,
respectively, dense periodicity, topological entropy and strong mixing for transitive maps. The
proof of Theorem C is contained in Section 9. A proof of Theorem 20, which is a generalization
of a theorem from [MS09], is given in Appendix 1. Finally, in Appendix 2 we discuss relations
between several “natural” definitions of a disconnecting interval, see Proposition 44. Moreover,
the main results of both appendices are used in the proof of Lemma 21.
2. Preliminaries
Here we briefly recall all the notions and results which will be needed in the rest of the paper.
We write N for the set of positive integers {1, 2, 3, . . .} and I for the unit interval [0, 1]. A space
means a topological space. If X is a connected space and x ∈ X is a cut point of X (i.e. X \ {x}
is not connected) we also say that x cuts X (by saying that x cuts X into two components we
mean that X \ {x} has exactly two components). A continuum is a connected compact metrizable
space. By IntA, A, ∂A and cardA we denote the interior, closure, boundary and cardinality of
A. For definitions of a cantoroid, a free interval/arc and a disconnecting interval see Section 1.
If J is a free interval/arc then we always assume that one of two natural orderings (induced by
usual orderings on a real interval) is chosen and denoted by ≺. We will use the usual notations for
subintervals of J , say we write [a, b) = {x ∈ J : a  x ≺ b} for a ≺ b in J . Throughout the paper
no distinction is made between a point x and the singleton {x}.
A (discrete) dynamical system is a pair (X, f) where X is a topological space and f : X → X is
a (possibly non-invertible) continuous map. The iterates of f are defined by f0 = IdX (the identity
map on X) and fn = fn−1 ◦ f for n ≥ 1. The orbit of x is the set Orbf (x) = {fn(x) : n ≥ 0}. A
point x ∈ X is a periodic point of f if fn(x) = x for some n ∈ N. The smallest such n is called
the period of x. If fm(x) is periodic for some m ∈ N we say that x is eventually periodic. A point
x is recurrent if for every neighborhood U of x there are arbitrarily large n with fn(x) ∈ U . By
Per(f) or Rec(f) we denote the set of all periodic or recurrent points of f , respectively.
A system (X, f) is minimal if every orbit is dense. A set A ⊆ X is minimal for f if it is
nonempty, closed, f -invariant (i.e. f(A) ⊆ A) and (A, f |A) is a minimal system. A system (X, f)
is called totally minimal if (X, fn) is minimal for every n = 1, 2, . . . .
A dynamical system (X, f) is (topologically) transitive if for every non-empty open sets U, V ⊆ X
there is n ∈ N such that fn(U) ∩ V 6= ∅. A point whose orbit is dense is called a transitive point ;
points which are not transitive are called intransitive. The set of transitive or intransitive points
of f is denoted by Tr(f) or Intr(f), respectively. If (X, fn) is transitive for all n ∈ N we say that
(X, f) is called totally transitive. If (X ×X, f × f) is transitive then (X, f) is called (topologically)
weakly mixing. It is well known that if X is a compact metrizable space and (X, f) is weakly mixing
then for every n ≥ 1 the system (X × · · · ×X, f × · · · × f) (n-times) is topologically transitive. A
system (X, f) is (topologically) strongly mixing provided for every non-empty open sets U, V ⊆ X
there is n0 ∈ N such that fn(U) ∩ V 6= ∅ for every n ≥ n0. Instead of saying that a system (X, f)
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has some of the defined properties (minimality, transitivity, . . . ) we also say that the map f itself
has this property.
Finally, the topological entropy of (X, f) will be denoted by h(f). We assume that the reader
is familiar with Bowen’s definition of topological entropy which uses the notion of (n, ε)-separated
sets; see for instance [ALM00].
Lemma 3 ([Ba97]). Let X be a topological space and f : X → X a continuous map. If f is totally
transitive and has dense set of periodic points, then f is weakly mixing.
Lemma 4 ([AKLS99]). Let X be a connected topological space with a disconnecting interval J and
let f : X → X be a continuous map. Assume that there exist x, y ∈ J and n,m ≥ 1 such that
fn(x), fm(y) ∈ J , fn(x) ≺ x and fm(y) ≻ y. Then f has a periodic point in the convex hull of
{x, y, fn(x), fm(y)}.
Lemma 5 ([AKLS99]). Let X be a connected topological space with a disconnecting interval and
let f : X → X be a transitive map. Then the set of all periodic points of f is dense in X.
Our Theorem C is stronger than the following result from [HKO11]; however, we will use it in
the course of proving Theorem C.
Lemma 6 ([HKO11]). Let X be a compact metrizable space with a free interval. Then every totally
transitive map f : X → X with dense periodic points is strongly mixing.
We will use several topological properties of minimal systems which we summarize in the fol-
lowing lemmas.
A set G ⊆ X is said to be a redundant open set for a map f : X → X if G is nonempty, open
and f(G) ⊆ f(X \G) (i.e., its removal from the domain of f does not change the image of f).
Lemma 7 ([KST01]). Let X be a compact Hausdorff space and f : X → X continuous. Suppose
that there is a redundant open set for f . Then the system (X, f) is not minimal.
Lemma 8 ([KST01]). Let X be a compact Hausdorff space and let f : X → X be a minimal map.
Then f is feebly open, i.e. f sends nonempty open sets to sets with nonempty interior.
Lemma 9 ([KST01]). Let X be a compact metrizable space and let f : X → X be a minimal map.
Then the set {x ∈ X : cardf−1(x) = 1} is a Gδ-dense set in X.
Notice that a minimal map f on a compact Hausdorff space X is necessarily surjective and so
f−1(x) is nonempty for every x ∈ X .
Minimal maps preserve several important topological properties of sets both forward and back-
ward. We will explicitly use the following result.
Lemma 10 ([KST01]). Let X be a compact Hausdorff space and let f : X → X be a minimal
map. If R is a residual subset of X then so is f(R).
If (X, f) is a dynamical system and x ∈ X then any subset {xn : n ≥ 0} of X satisfying x0 = x
and f(xn+1) = xn (n ≥ 0) is called a backward orbit of x (under f). We will use the following fact
(see the proof of [KST01, Theorem 2.8] or [Ma11]; in fact also the converse is true – for continuous
selfmaps of compact metrizable spaces the density of all backward orbits implies minimality).
Lemma 11 ([KST01]). Let X be a compact metrizable space and let f : X → X be a continuous
map. If f is minimal then all backward orbits are dense.
The following result easily follows from [Ye92, Theorem 3.1].
Lemma 12 ([Ye92]). Let X be a compact Hausdorff space and let f : X → X be a minimal map.
If X is connected then f is totally minimal.
The following classical result is an immediate consequence of [Ki58] and [Si92] (proved also in
[KS97]).
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Lemma 13 ([Ki58], [Si92]). Let X be a compact metrizable space without isolated points and let
f : X → X be a continuous map. Then one of the following holds:
(1) Tr(f) = ∅ and Intr(f) = X;
(2) Tr(f) is Gδ-dense and Intr(f) is either empty (i.e. the system is minimal) or dense (then
the system is transitive non-minimal).
Lemma 14 ([D32]). If f is a transitive homeomorphism of a circle then it is conjugate to an
irrational rotation.
3. Regular periodic decompositions for transitive maps
In this section we study regular periodic decompositions for transitive maps on spaces with a
free interval. We begin by reviewing some results from [Ba97].
Let X be a topological space. Recall that a set D ⊆ X is regular closed it it is the closure of its
interior or, equivalently, if it equals the closure of an open set.
Now let f : X → X be a continuous map. A regular periodic decomposition (briefly RPD) for
f is a finite sequence D = (D0, . . . , Dm−1) of regular closed subsets of X covering X such that
f(Di) ⊆ Di+1(modm) for 0 ≤ i ≤ m− 1 and Di ∩Dj is nowhere dense in X for i 6= j. The integer
m is called the length of D. From the latter condition in the definition and from the fact that the
boundary of a regular closed set is nowhere dense, we get, respectively,
(RPD1) Int(Di) ∩Dj = ∅ for i 6= j;
(RPD2) the boundary of each Di is nowhere dense.
Now let D = (D0, . . . , Dm−1) be an RPD for a transitive map f . Then, by [Ba97, Lemma 2.1
and Theorem 2.1],
(RPD3) f l(Di) = Di+l(modm) for 0 ≤ i ≤ m− 1 and l ≥ 0;
(RPD4) f−l(Int(Di)) ⊆ Int
(
Di−l(modm)
)
for 0 ≤ i ≤ m− 1 and l ≥ 0;
(RPD5) D =
⋃
i6=j Di ∩Dj is closed, f -invariant and nowhere dense;
(RPD6) fm is transitive on each Di.
If all the sets of D are connected we say that D is connected. By (RPD3) and the fact that the
continuous image of a connected set is connected we get that
(RPD7) if one of the sets Di is connected then D is connected.
Lemma 15 ([Ba97], Corollary 2.1). Let X be a topological space and f be a transitive map on
X with fn non-transitive for some n ≥ 2. Then f has a regular periodic decomposition of length
dividing n.
Assume now that D = (D0, . . . , Dm−1) and C = (C0, . . . , Cn−1) are RPD’s for f . We say that
C refines (or is a refinement of) D if every Ci is contained in some Dj . Then each element of D
contains the same number of elements of C, so n is a multiple of m.
The following is a slight generalization of [Ba97, Theorem 6.1]; it will be used in the proof of
Lemma 18.
Lemma 16. Let X be a topological space containing a nonempty open locally connected subset.
Let f be a transitive map on X. Then every regular periodic decomposition for f has a connected
refinement.
Proof. Let J 6= ∅ be an open locally connected subset of X and let D = {D0, . . . , Dn−1} be a
regular periodic decomposition for f . By (RPD2) the union of interiors of Di is dense, so at least
one of them — say IntD0 — intersects J . Let C0 be a connected component of D0 the interior of
which intersects J (use that J is locally connected). By (RPD6), fn|D0 : D0 → D0 is transitive. It
follows, since C0 is a component of D0 with nonempty interior, that the set D0 has finitely many
components C0, C1, . . . , Cm−1 (m ≥ 1) which are permuted by f
n and C = {C0, C1, . . . , Cm−1}
is a regular periodic decomposition for fn|D0 . Let G = Int(C0) (interior in X , not in D0). By
[Ba97, Lemma 3.3] we obtain that E = {G, f−(mn−1)(G), . . . , f−(mn−2)(G), f−1(G)} is an RPD
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for f . By (RPD4) it is a refinement of D. Since G = C0 is connected, by (RPD7) we get that E is
connected. 
Given a transitive map f , by [Ba97] the set of all m ∈ N such that f admits an RPD of length
m is called the decomposition ideal of f (the use of the term “ideal” is justified by the fact that
this set is an ideal in the lattice of positive integers ordered by divisibility). If the decomposition
ideal of f is finite then there is an RPD of f of maximal length. Such an RPD (which is by [Ba97,
Theorem 2.2] unique up to cyclic permutations of its elements) is called a terminal decomposition
of f .
Lemma 17 ([Ba97], Theorem 3.1). Let X be a topological space and f be a transitive map on X.
Assume that D = (D0, . . . , Dm−1) is a regular periodic decomposition for f . Then D is terminal if
and only if fm|Di is totally transitive for 0 ≤ i ≤ m− 1.
Now we study regular periodic decompositions for transitive maps on spaces with a free interval.
Lemma 18. Let X be a topological space with a free interval J and f be a transitive map on X.
Assume that f has a periodic point x in J with period p. Then every regular periodic decomposition
D for f has length at most 2p. In particular, f has a terminal RPD.
Proof. Fix an RPD D = (D0, . . . , Dm−1) for f . By Lemma 16 we may assume that D is connected.
Two cases are possible:
(1) x ∈ Int(Di) for some i;
(2) x ∈ Di ∩Dj for some i 6= j.
In the case (1), the periodicity of x and (RPD4) give
x ∈ f−p(Int(Di)) ⊆ Int(Di−p (modm)).
Thus Int(Di) ∩ Int(Di−p (modm)) 6= ∅ and so m|p by (RPD1). Consequently m ≤ p ≤ 2p.
In the case (2), since x ∈ J and Di, Dj are connected, we may choose the ordering in J in
such a way that there are a ≺ x ≺ b in J with (a, x] ⊆ Di and [x, b) ⊆ Dj. Put L = (a, x) and
R = (x, b). Since f is transitive neither fp(L) nor fp(R) is a singleton. However, fp(x) = x and
so fp(z) ∈ (a, b) for all z sufficiently close to x. Hence
(3.1) fp(L) ∩ (L ∪R) 6= ∅ and fp(R) ∩ (L ∪R) 6= ∅.
If fp(L) ∩ L 6= ∅ then we have
∅ 6= Int(Di) ∩ f
p(Di) ⊆ Int(Di) ∩Di+p (modm),
whencem|p by (RPD1) and som ≤ p ≤ 2p. The same inequalitym ≤ p is obtained if fp(R)∩R 6= ∅.
It remains to consider the situation when fp(L) ∩ L = ∅ = fp(R) ∩ R, fp(L) ∩ R 6= ∅ and
fp(R) ∩ L 6= ∅. Hence, since fp(x) = x, there are a ≺ a′ ≺ x ≺ b′ ≺ b such that for the non-
degenerate sets fp(L) and fp(R) we have fp(L) ⊇ R′ := (x, b′) and fp(R) ⊇ L′ := (a′, x). Since
(3.1) obviously holds for L′, R′ instead of L,R we get that f2p(L) ∩ L 6= ∅. Analogously as we
obtained above m|p when fp(L) ∩ L 6= ∅ now we get m|2p and so m ≤ 2p. 
4. Periodic-recurrent property
In a system (X, f) always Per(f) ⊆ Rec(f). The sets Per(f) and Rec(f) need not be closed.
When Per(f) = Rec(f) for every continuous map f on X , we speak on the periodic-recurrent
property of the space X . Some one-dimensional spaces do have this property. In [Il00] dendrites
with periodic-recurrent property have been characterized. For the history of the investigation of
this property see [Il00] and [MS09]. A space with a disconnecting interval J need not be one-
dimensional but the periodic-recurrent property, relatively in J , still holds.
Theorem 19. Let X be a connected topological space with a disconnecting interval J and let
f : X → X be a continuous map. Then
Rec(f) ∩ J = Per(f) ∩ J.
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Proof. Only one inclusion needs a proof. Moreover, it is sufficient to show that Rec(f) ∩ J ⊆
Per(f)∩J (it is elementary to check that then also Rec(f)∩J ⊆ Per(f)∩J). So fix a recurrent point
r ∈ J and consider any open interval J ′ with r ∈ J ′ ⊆ J . We show that Per(f)∩ J ′ 6= ∅. If r itself
is periodic then there is nothing to prove. So assume that r /∈ Per(f). There are positive integers
n,m such that fm(r), fm+n(r) ∈ J ′ and either r ≺ fm+n(r) ≺ fm(r) or fm(r) ≺ fm+n(r) ≺ r.
Without loss of generality we may assume that the first possibility holds. We thus have fm(r) ≻ r
and fn(fm(r)) ≺ fm(r). By Lemma 4, f has a periodic point in J ′. 
If U is an open set in a topological space X and A is any set in X then A ∩ U = A ∩ U .
Therefore it follows from our theorem that
Rec(f) ∩ J = Per(f) ∩ J
which is the equality of two sets which are not necessarily subsets of J . One can see that both
equalities are equivalent.
In general, Theorem 19 is no longer valid if J is assumed to be a free interval rather than
a disconnecting one (consider an irrational rotation of the circle). One can deduce from [Bl86]
that for graph maps a weaker form of the periodic-recurrent property holds, namely Rec(f) =
Rec(f) ∪ Per(f). Recently Mai and Shao gave in [MS09] a different proof of this fact. Their idea
can be used to show that such an equality holds (relatively) in every free interval, see Theorem 20.
Though the proof is pretty similar to that from [MS09], we include it into the appendix because
the result is crucial for Lemma 21.
Theorem 20. Let X be a topological space with a free interval J and let f : X → X be a continuous
map. Then
Rec(f) ∩ J =
[
Rec(f) ∪ Per(f)
]
∩ J.
5. Density of (eventually) periodic points
From now on we consider only compact metrizable spaces. The reason is that we use results
known only in such spaces (results on cantoroids) and results which do not work without compact-
ness (Lemma 13 and the fact that transitive maps in compact metrizable spaces have dense set of
transitive points).
The following two lemmas are first steps towards the proof of the dichotomy for transitive maps,
see Theorem C.
Lemma 21. Let X be a compact metrizable space with a free arc A and let f : X → X be a
transitive map. Assume that f has a periodic point x0 in A. Then the set of periodic points of f
is dense in X.
Proof. For a transitive map, the set of periodic points is either nowhere dense or dense. So it is
sufficient to show that the periodic points of f are dense in A. Assume, on the contrary, that there
is a free interval J ⊆ A with J ∩Per(f) = ∅. The space X has no isolated point (otherwise, due to
transitivity of f , it would be finite). By Lemma 13, the set Tr(f) of transitive points of f is dense
in X and hence dense in J . Every transitive point is clearly recurrent, so Rec(f) is dense in J . By
Theorem 20 we have
J = Rec(f) ∩ J =
[
Rec(f) ∪ Per(f)
]
∩ J = Rec(f) ∩ J.
Thus every point of J is recurrent and hence no point of J is eventually mapped to x0.
For n ≥ 0 put Jn = fn(J) and consider the set Y =
⋃∞
n=0 Jn. Then x0 6∈ Y . Further, Y
is f -invariant and is dense in X by transitivity of f . Therefore the restriction of f to Y is also
transitive. Since Y contains a nonempty open connected set J , Y has only finitely many connected
components, say Y0, . . . , Yp−1, they are cyclically permuted by f and the restriction of f
p to each
of them is topologically transitive. We may assume that Y0 is the component of Y containing J .
So Y0 is a connected space with a free interval J .
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We claim that J is in fact a disconnecting interval for Y0. According to Proposition 44(i) it is
sufficient to find a point x ∈ J such that Y0 \ {x} is not connected. We show that every x ∈ J
works. To this end fix x ∈ J . Then x 6= x0 and we may assume that x ≺ x0. Notice that, since
X is Hausdorff, the compact set [x, x0] is closed in X , hence X \ [x, x0] is open. Then (x, x0)
and X \ [x, x0] are disjoint open sets in X whose union contains Y0 \ {x}. It follows easily that
(x, x0) ∩ Y0 and Y0 \ [x, x0] form a separation of Y0 \ {x}, so Y0 \ {x} is not connected.
By Lemma 5 the periodic points of fp|Y0 are dense in Y0. Consequently, the periodic points of
f are dense in J which is a contradiction. 
Lemma 22. Let X be a compact metrizable space with a free interval J and let f : X → X be a
transitive map. Assume that there is a nonempty closed nowhere dense invariant set S ⊆ X such
that S ∩ J 6= ∅. Then the set of periodic points of f is dense in X.
Proof. Let pi denote the quotient map which collapses the set S into a point, call it s, and denote
the corresponding quotient space of X by Y . Obviously, the underlying decomposition of X is
upper semi-continuous which implies that Y is compact and metrizable. Since S is invariant for f ,
we have an induced dynamics on Y . More precisely, there is a continuous map g : Y → Y with
g ◦ pi = pi ◦ f . The restriction of pi to X \ S is a homeomorphism onto Y \ {s} (it is a continuous
bijection and it is open since every open subset of X \ S is saturated). So, since S is nowhere
dense, to prove the density of Per(f) in X it is sufficient to show that Per(g) is dense in Y .
Choose a free arc A in J ⊆ X whose intersection with S is just one point, an end point of A.
Then B = pi(A) is a free arc in Y whose one end point is s. Further, (Y, g) is a transitive system,
being a factor of (X, f). Finally, s ∈ B is a fixed point of g. By Lemma 21 applied to g we obtain
that Per(g) is dense in Y . 
If f is a transitive map on an infinite compact metrizable space with dense periodic points then
it can happen that there are no points in the system which are eventually periodic but not periodic.
Such an example can be found in [DY02, Section 3]. (It is a so-called ToP-system, see also the end
of Section 7). The following lemma shows that under the additional assumption that the space
has a free interval the eventually periodic points do exist.
Lemma 23. Let X be a compact metrizable space with a free interval J and let f : X → X be a
transitive map with dense set of periodic points. Then the set of all eventually periodic points of f
which are not periodic is dense in X.
Proof. By Lemma 18, f has a terminal regular periodic decomposition D = (D0, . . . , Dm−1). There
is i ∈ {0, . . . ,m− 1} such that Int(Di)∩J 6= ∅. Then Di is a compact metrizable space with a free
interval J ′ (a subinterval of J). Moreover, by Lemma 17, the map g = fm|Di is totally transitive
on Di. Since Di is regular closed and Per(f) is dense in X we get that Per(g) is dense in Di. By
Lemma 3, g is weakly mixing. Now choose a periodic point p of g satisfying card(Orbg(p)∩J ′) ≥ 3.
Let p1 ≺ p2 ≺ p3 be members of Orbg(p) lying in J ′. We show that the set of points non-periodic
for g which are eventually mapped into Orbg(p) (and hence are eventually periodic for g) is dense
in J ′. To this end we prove that any open interval V ⊆ J ′ \Orbg(p) contains such a point. Since
g is weakly mixing, there exists k ∈ N with gk(V ) ∩ (pj , pj+1) 6= ∅ for j = 1, 2. Then the set
gk(V ), being connected, contains pj for some j ∈ {1, 2, 3}. Thus there exists a point e ∈ V which
is mapped by gk into Orbg(p). Since e /∈ Orbg(p), e is eventually periodic but not periodic for g.
We have shown that points in J ′ which are eventually periodic but not periodic for g are dense
in J ′. Trivially, in this statement we may replace g by f .
To finish the proof fix a nonempty open set U in X . By transitivity of f there is an open
subinterval K of J ′ and integers 0 ≤ j ≤ n such that f j(K) ⊆ U and fn(K) ⊆ J ′. The interval
fn(K) is non-degenerate and so it contains a point y0 which is eventually periodic but not periodic
for f . Since f (n−j)(U) ⊇ fn(K), there is x0 ∈ U with f
(n−j)(x0) = y0. The point x0 is eventually
periodic but not periodic for f which proves the density of such points in X . 
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6. Minimality and a trichotomy for minimal sets (proofs of Theorems A and B)
We embark on the proof of Theorems A and B.
Lemma 24. Let X be a second countable Hausdorff space and J be a nonempty subset of X. Then
J is a free interval if and only if it is open, connected, locally homeomorphic to R and it is not a
circle.
Proof. One implication is trivial, for the converse one use the fact that if J is connected and locally
homeomorphic to R then, being a connected one-dimensional topological manifold, it is either a
circle or an open interval. 
Notice that if J is a free interval in a circle X then always there is maximal (with respect to
the inclusion) free interval J∗ containing J (in fact, J∗ is the circle minus a point). However, if
the complement of J is not a singleton then J∗ is not unique. If X is not a circle, the following
lemma shows that the things work better.
Lemma 25. Let X be a continuum which is not a circle.
(a) If J1, J2 are free intervals in X then either they are disjoint or their union is again a free
interval.
(b) Two maximal (with respect to the inclusion) free intervals of X either are disjoint or
coincide.
(c) If J is a free interval in X then it is a subset of a (unique) maximal free interval.
Proof. (a) Assume that J1 ∩ J2 6= ∅. Then J = J1 ∪ J2 is a connected open subset of X . Suppose
that J is a circle. Then J is closed in X and so it is a clopen subset of X . Hence X = J by
connectedness of X , a contradiction. In view of Lemma 24 it remains to show that J is locally
homeomorphic to R. Fix x ∈ J ; we may assume that x ∈ J1. Since J1 is a free interval there is
a neighborhood U of x (in the topology of X) which is homeomorphic to R and is a subset of J1,
hence a subset of J . So, U is a neighborhood of x (in the topology of J) homeomorphic to R.
(b) Indeed, if J1 and J2 are maximal free intervals in X with J1 ∩ J2 6= ∅ then, by (a), J1 ∪ J2
is a free interval in X . By maximality of both J1 and J2 we have J1 = J1 ∪ J2 = J2.
(c) Let J∗ denote the union of all free intervals containing J . Then, analogously as in (a), J∗ is a
free interval. Obviously it is a maximal free interval containing J . Uniqueness follows from (b). 
Lemma 26. Let X be a continuum with a free interval and let f be a transitive homeomorphism
on X. Then X is a circle and f is conjugate to an irrational rotation.
Proof. If X is a circle use Lemma 14. Supposing that X is not a circle, we are going to find a space
Y homeomorphic to a circle and a transitive homeomorphism g on it with a fixed point, which will
contradict Lemma 14. The system (Y, g) will be obtained as a factor of (X, fn) for some n > 0.
By Lemma 25(c) there is a maximal free interval and since f is a homeomorphism, every maximal
free interval is mapped onto such an interval. Then transitivity of f , in view of Lemma 25(b), gives
that there are only finitely many pairwise disjoint maximal free intervals, say J1, . . . , Jn (n ≥ 1),
and f permutes them in a periodic way. Since X is compact and the free intervals J1, . . . , Jn are
pairwise disjoint, the set X \
⋃n
i=1 Ji is nonempty. It is closed, f -invariant and, by transitivity of
f , nowhere dense.
Denote by D the decomposition of X whose elements are the singletons {x} with x ∈ J1 and
the (closed) set X \ J1. Obviously D is upper semi-continuous and so the decomposition space
Y = X/D is a (metrizable) continuum. Denote by pi the quotient map X → Y . Clearly, pi(J1) is a
free interval in Y . Since Y \ pi(J1) is a singleton, the space Y , being a one-point compactification
of an open interval, is a circle.
The map fn is a homeomorphism of X and both J1 and X \J1 are f
n− invariant. Consequently,
there exists a homeomorphism g of Y with g ◦pi = pi ◦fn. Moreover, an elementary argument gives
that fn|J1 is transitive (alternatively one can use (RPD6) for the regular periodic decomposition
(J1, . . . , Jn) for f restricted to
⋃
i Ji). Therefore also g|pi(J1), being conjugate to f
n|J1 , is transitive.
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It follows that the homeomorphism g is transitive on the circle Y . However, the singleton pi(X \J1)
is a fixed point for g which contradicts Lemma 14. 
Corollary 27. A continuum with a disconnecting interval does not admit a transitive homeomor-
phism.
Proof. Consider an appropriate iterate of the homeomorphism and apply Lemma 26. 
Of course in this corollary it is substantial that we speak on homeomorphisms (the tent map is
a transitive map on a continuum with a disconnecting interval).
Proposition 28. Let X be a continuum with a free interval J and let f be a minimal map on X.
Then X is a circle and f is conjugate to an irrational rotation.
Proof. In view of Lemma 26 it is sufficient to show that f is one-to-one. We proceed by contra-
diction. Suppose that f(x) = f(y) for some x 6= y. By Lemma 11 there are n ∈ N and a ∈ J
with fn(a) = x. Now use surjectivity of f to find b ∈ X with fn(b) = y. There is k ≥ n+ 1 such
that c = fk(a) = fk(b) ∈ J . Notice that a, b, c are pairwise distinct (because x 6= y and f has no
periodic point) and a, c ∈ J . Moreover, by Lemma 12, fk is minimal.
Before proceeding further realize that the following claim holds.
Claim. Let Y be a topological space and g : Y → R be a continuous map. Let U, V be two disjoint
nonempty open sets in Y such that g(U) and g(V ) overlap (i.e. there is an open interval L with
L ⊆ g(U) ∩ g(V )). Then there is a nonempty open set G in Y with g(G) ⊆ g(Y \G).
The proof of the claim is obvious, just set G = U ∩ g−1(L).
To finish the proof of the proposition choose an open interval a ∈ A ⊆ J and an open neigh-
borhood B ∋ b such that A,B are disjoint and both fk(A) and fk(B) are subsets of J . The set
A \ {a} consists of two disjoint open intervals A1, A2 with a being their common limit point.
Both fk(A1) and f
k(A2) contain an open interval having the point c as its left or right end
point. Moreover, by Lemma 8, we have Int fk(B′) 6= ∅ for every neighborhood B′ ⊆ B of b. It
follows that either the sets fk(A1), f
k(A2) overlap or one of them overlaps with f
k(B). In any
case we may use the claim, with Y = A ∪ B and g = fk|Y , to find an open redundant set for fk
which contradicts the minimality of fk, see Lemma 7. 
Now we are ready to prove Theorems A and B. For reader’s convenience we repeat the statements
here.
Theorem A (Minimal spaces with a free interval). Let X be a compact metrizable space with
a free interval J and let f : X → X be a minimal map. Then X is a disjoint union of finitely many
circles, X =
⊕n−1
i=0 S
1
i , which are cyclically permuted by f and, on each of them, f
n is topologically
conjugate to the same irrational rotation.
Proof. Since f is minimal and X has a component with nonempty interior (namely the one con-
taining J), X has only finitely many components C0, . . . , Cn−1 and they are cyclically permuted
by f . We may assume that C0 ⊇ J and f(Ci) = Ci+1(mod n) for all 0 ≤ i ≤ n − 1. Since f
n|C0
is minimal and C0 is a continuum with a free interval J , we have, by Proposition 28, that C0
is a circle and fn|C0 is conjugate to an irrational rotation. Now fix i ∈ {1, . . . , n − 1}. Since
fn : C0 → C0 is a homeomorphism, it follows that also f i : C0 → Ci is a homeomorphism and
hence it is a conjugacy between fn|C0 and f
n|Ci . So all the maps f
n|Ci (i = 0, . . . , n − 1) are
conjugate to the same irrational rotation which completes the proof. 
Theorem B (Trichotomy for minimal sets). Let X be a compact metrizable space with a free
interval J and let f : X → X be a continuous map. Assume that M is a minimal set for f which
intersects J . Then exactly one of the following three statements holds.
(1) M is finite.
(2) M is a nowhere dense cantoroid.
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(3) M is a disjoint union of finitely many circles.
Proof. Trivially the three cases are mutually exclusive. Assume first that M ∩ J contains an arc.
Then M is a compact metrizable space with a free interval admitting a minimal map f |M . By
Theorem A, M is a disjoint union of finitely many circles and so we have (3).
Now we assume that M ∩J contains no arc and we show that in this case either (1) or (2) holds.
Clearly, M ∩ J is totally disconnected. If M ∩ J has an isolated point then M has an isolated
point and so M , being a minimal set, is finite. So assume that M ∩ J is dense in itself. We prove
(2). The set M , being an infinite minimal set, has no isolated point. Thus to show that M is a
cantoroid we only need to prove that the union of all degenerate components of M is dense in M .
By Lemma 9, the set R of all points x ∈M which have a unique preimage in M is residual in M .
By Lemma 10 all the images fn(R) of R are residual inM . SinceM ∩J is a nonempty open subset
ofM it necessarily contains a point z0 from the residual (in M) set
⋂∞
n=0 f
n(R). Since z0 ∈M ∩J ,
it is a degenerate component of M and since z0 ∈
⋂∞
n=0 f
n(R), it has a unique backward orbit
{zn}∞n=0 with respect to f |M . By Lemma 11, this orbit is dense in M . Since z0 is a component of
M , the singleton zn = (f |M )−n(z0), being a union of components of M , is itself a component of
M . Hence degenerate components of M are dense in M and so M is a cantoroid.
It remains to show that M is nowhere dense in X . Suppose, on the contrary, that the (closed)
setM contains a set U which is nonempty and open in X . Fix an arc A ⊆ J containing a nonempty
open subset of M (in the topology of M). Since M is minimal for f , there is n ∈ N such that⋃n
i=0 f
i(A) ⊇ M ⊇ U . Since the sets f i(A) are closed there is j such that f j(A) ⊇ V for some
nonempty open set V ⊆ U . The set f j(A), being a continuous image of an arc, is locally connected.
Therefore we may assume that V is connected. SinceM is minimal and intersects J , there is k ∈ N
with fk(V ) ∩ J 6= ∅. Since the components of M ∩ J are singletons, it follows that fk(V ) is also a
singleton. This implies that M is finite, contradicting our assumptions. 
7. Transitivity and dense periodicity
Theorem C will follow from Lemma 26 and from three other lemmas, each of which will deal
with some ‘partial’ dichotomy for transitive maps (we call them partial because Theorem C called
a “Dichotomy for transitive maps” combine all of them). In this section we prove the first of these
three lemmas.
Lemma 29. Let X be a compact metrizable space with a free interval J and let f : X → X be a
transitive map. Then exactly one of the following two statements holds.
(1) The periodic points of f form a dense subset of X.
(2) The space X is a disjoint union of finitely many circles, X =
⊕n−1
i=0 S
1
i , which are cyclically
permuted by f and, on each of them, fn is topologically conjugate to the same irrational
rotation.
Proof. By Lemma 13 the set Intr(f) of intransitive points of f is either empty or dense. If it is
empty, then (X, f) is minimal and Theorem A gives (2).
So assume that the set Intr(f) is dense in X and fix x0 ∈ J ∩ Intr(f). Denote by S the closure
of the orbit of x0 under f . Clearly, S is a nonempty closed invariant set. Furthermore, we have
S ⊆ Intr(f). Indeed, if S contained a transitive point y0 then, being invariant, it would contain
the orbit of y0 and hence it would be dense in X , contradicting the fact that x0 is not transitive.
So S ⊆ Intr(f) and, since Tr(f) is dense in X , the (closed) set S is nowhere dense in X . Lemma 22
then gives (1). 
By [DY02], a dynamical system (X, f) is called a ToM-system if X is a compact metrizable
space, f is transitive, not minimal, and every point of X is either transitive or minimal (a point is
called minimal if it belongs to a minimal set). If in such a system every point is either transitive
or periodic, the system is called a ToP-system. Notice that if (X, f) is a ToM-system then X has
no isolated point. (Otherwise, by transitivity of f , the system would be just one periodic orbit, so
it would be minimal.)
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Corollary 30. Let X be a compact metrizable space with a free interval J . Then there are no
ToM-systems on X.
Proof. Suppose that (X, f) is a ToM-system. Since f is transitive and not minimal, by Lemma 29
it has a dense set of periodic points. By Lemma 23, f has a dense set of points which are eventually
periodic but not periodic, a contradiction. 
8. Transitivity and topological entropy
The following result should be well known but we have not found it explicitly and so we include
a proof.
Lemma 31. Let X be a compact metrizable space and f : X → X a continuous map. Assume
that there exist nonempty closed pairwise disjoint subsets A1, . . . , Am of X and a positive integer
k such that for every i ∈ {1, . . . ,m} there is pi ∈ N with
card{j ∈ {1, . . . ,m} : fpi(Ai) ⊇ Aj} ≥ k.
Then for p = max{p1, . . . , pm} we have h(f) ≥ (1/p) log k.
Proof. Call a finite sequence s = (s0, . . . , sn) (n ≥ 0) of elements of the set {1, . . . ,m} realizable if
fpsi (Asi ) ⊇ Asi+1 for 0 ≤ i ≤ n− 1. For such a sequence s the set
As = {x ∈ As0 : f
ps0 (x) ∈ As1 , f
ps0+ps1 (x) ∈ As2 , . . . , f
ps0+···+psn−1 (x) ∈ Asn}
is obviously nonempty and so one can fix xs ∈ As. For n ∈ N put
En = {xs : s = (s0, . . . , sn) is realizable}.
By our assumptions cardEn ≥ mkn ≥ kn+1. Choose 0 < ε < mini6=j dist(Ai, Aj). It follows
that the set En is (np + 1, ε)-separated for f . Consequently, by Bowen’s definition of topological
entropy,
h(f) ≥ lim sup
n→∞
1
np+ 1
log(cardEn) ≥ lim sup
n→∞
n+ 1
np+ 1
log k =
1
p
log k,
as desired. 
Lemma 32. Let X be a compact metrizable space with a free interval J . Then every weakly mixing
map f on X has positive topological entropy.
Proof. We prove the following assertion:
(A) If a connected set C ⊆ X contains three distinct points x1, x2, x3 ∈ J , then it contains at
least one of the (non-degenerate) subarcs of J whose end points are in {x1, x2, x3}.
We may assume that x1 ≺ x2 ≺ x3. Suppose that C contains neither [x1, x2] nor [x2, x3]. Fix
y1 ∈ [x1, x2]\C and y2 ∈ [x2, x3]\C. Then the sets (y1, y2) and X \ [y1, y2] constitute a separation
of C in X which is a contradiction.
Now we prove the lemma. Fix three disjoint arcs A1, A2, A3 in J . Then the set J \
⋃3
i=1 Ai
has four components Uj (1 ≤ j ≤ 4) which are open in X . Since f is weakly mixing, there is
p ∈ N satisfying fp(Ai) ∩ Uj 6= ∅ for every i, j. The Assertion (A) now secures that for every
i the connected set fp(Ai) contains at least two of the sets A1, A2, A3. Thus, by Lemma 31,
h(f) ≥ (1/p) log 2 > 0. 
We get the second partial dichotomy for transitive maps.
Lemma 33. Let X be a compact metrizable space with a free interval J and let f : X → X be a
transitive map. Then exactly one of the following two statements holds.
(1) The topological entropy of f is positive.
(2) The space X is a disjoint union of finitely many circles, X =
⊕n−1
i=0 S
1
i , which are cyclically
permuted by f and, on each of them, fn is topologically conjugate to the same irrational
rotation.
14 M. DIRBA´K, L’. SNOHA, V. SˇPITALSKY´
Proof. Assume that f does not satisfy condition (2). Then, by Lemma 29, the set of periodic
points of f is dense in X . By Lemma 18 there is a terminal regular periodic decomposition
D = (D0, . . . , Dm−1) for f . We may assume that D0 intersects J and so D0 is compact metrizable
with a free interval. By Lemma 17 the map fm|D0 is totally transitive. Since the periodic points of
f are dense in X and D0 is regular closed in X , it follows that the map f
m|D0 has dense periodic
points and, by Lemma 3, is weakly mixing. It follows from Lemma 32 that h(fm|D0) > 0 and so
h(f) > 0. 
9. Transitivity and strong mixing. Proof of Theorem C
To prove Theorem C we will need the following, already the third, partial dichotomy for transi-
tive maps. (Recall that f is relatively strongly mixing if f has an RPD (D0, . . . , Dm−1) such that
fm|Di is strongly mixing for every i.)
Lemma 34. Let X be a compact metrizable space with a free interval J and let f : X → X be a
transitive map. Then exactly one of the following two statements holds.
(1) The map f is relatively strongly mixing.
(2) The space X is a disjoint union of finitely many circles, X =
⊕n−1
i=0 S
1
i , which are cyclically
permuted by f and, on each of them, fn is topologically conjugate to the same irrational
rotation.
Proof. The proof is word by word the same as that of Lemma 33 only at the very end of it we use
Lemma 6 instead of Lemma 32, to get that fm|D0 is strongly mixing. Then every f
m|Di , being a
factor of fm|D0 by (RPD3), is also strongly mixing. 
Theorem C (Dichotomy for transitive maps). Let X be a compact metrizable space with
a free interval and let f : X → X be a transitive map. Then exactly one of the following two
statements holds.
(1) The map f is relatively strongly mixing, non-invertible, has positive topological entropy and
dense periodic points.
(2) The space X is a disjoint union of finitely many circles, X =
⊕n−1
i=0 S
1
i , which are cyclically
permuted by f and, on each of them, fn is topologically conjugate to the same irrational
rotation.
Proof. Assume that (2) does not hold. Then f is relatively strongly mixing by Lemma 34, has
positive entropy by Lemma 33 and has dense periodic points by Lemma 29. Finally, f is non-
invertible by Lemma 26. 
Appendix 1
As we promised in Section 4, we prove here Theorem 20. For maps f and g, each of them being
defined on a (possibly different) subset of X and with values in X , put
Pg,f = Fix(f) ∪ Fix(g) ∪
⋃
k≥1
Fix(gk ◦ f).
For an interval map ϕ we will write [α, β]
ϕ
ց [γ, δ] if ϕ([α, β]) = [γ, δ], ϕ(α) = δ and ϕ(β) = γ.
In the proof of the next lemma we will use the following simple observation: If ϕ([α′, β′]) ⊇ [γ, δ],
ϕ(α′) = δ and ϕ(β′) = γ then there are α′ ≤ α < β ≤ β′ with [α, β]
ϕ
ց [γ, δ].
Lemma 35. Let a < d and b, c ∈ (a, d) be reals and let f : [a, b] → [a, d] and g : [c, d] → [a, d] be
interval maps such that f(a) = d, g(c) = a and g(d) ∈ f([a, b]). Then Pg,f 6= ∅.
Proof. Assume that neither f nor g has a fixed point. Then g(d) < d and, by the assumption,
minx∈[a,b] f(x) ≤ g(d). By replacing b by appropriate a < b
′ < b (and replacing f by f ′ = f |[a,b′]),
if necessary, we may assume that f(x) > f(b) = g(d) for every x ∈ [a, b). Analogously by replacing
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c by a larger number, if necessary, we may assume that a = g(c) < g(y) for every y ∈ (c, d]. See
Figure 1 (the choice b < c in the figure does not play any role in the proof).
Since f and g have no fixed points, it holds
f(x) > x and g(y) < y for every x ∈ [a, b] and y ∈ [c, d].
Thus miny∈[c,d](y − g(y)) > 0 and hence there is m ≥ 1 such that
d0 := d > d1 := g(d0) > . . . > dm := g(dm−1) ≥ c > dm+1 := g(dm).
If dm+1 = a then a ∈ Fix(gm+1 ◦ f) and the proof is finished. So assume that a < dm+1.
a b cd2 d1 d = d0
b
c
d2
d1
d = d0
f
g
Figure 1. Illustration for the case when m = 1.
For i ≥ 0 put gi = gi ◦ f . Since f([a, b]) ⊇ [d1, d0] and g([di, di−1]) ⊇ [di+1, di] for i = 1, . . . ,m,
we get
gi([a, b]) ⊇ [di+1, di], for i = 0, . . . ,m
(of course, gi([a, b]) means the gi-image of the intersection of [a, b] with the domain of gi). So, by
the observation above the lemma, one can find ai, bi such that
a = a0 ≤ a1 ≤ · · · ≤ am < bm ≤ · · · ≤ b1 ≤ b0 = b and [ai, bi]
gi
ց [di+1, di].
Moreover, g([dm+1, dm]) = g([c, dm]) ⊇ [a, dm+1] and so there are am+1 < bm+1 in [am, bm] such
that
[am+1, bm+1]
gm+1
ց [a, dm+1].
Then gm(bm+1) = c since g
−1(a) = {c}.
Put
p = max{0 ≤ i ≤ m+ 1 : bi < gi(bi)}.
Since b < f(b) can be written as b0 < g0(b0), p ≥ 0 exists. Moreover, p ≤ m since bm+1 > a =
gm+1(bm+1). Now gp+1(bp+1) ≤ bp+1 (by the choice of p) and, regardless of whether p ≤ m− 1 or
p = m, we get gp+1(ap+1) = dp+1 = gp(bp) > bp > ap+1. So gp+1 = g
p+1 ◦ f has a fixed point in
[ap+1, bp+1]. Hence Pg,f 6= ∅. 
To simplify the things, in the following two lemmas we will assume that a given free arc A is
(not only homeomorphic to [0, 1] but) exactly [0, 1]. This of course does not restrict generality and
enables us to imagine a part of the considered dynamics as an interval one.
Lemma 36. Let X be a compact metrizable space with a free arc A = [0, 1]. Let f : A → X
and g : X → X be continuous maps such that A ∩ Pg,f = ∅ and there are 0 < x < y < 1 with
f(x), g(y) ∈ [x, y]. Then the following are true:
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(1) If f(x) ≤ g(y) then f(0) ∈ (0, 1).
(2) If f(x) > g(y) then f(0) ∈ (0, 1) or g(f(0)) ∈ (0, 1).
Proof. (1) Assume, on the contrary, that f(0) 6∈ (0, 1). Let v ∈ [0, x) be maximal such that
f(v) ∈ {0, 1}; such v exists since f([0, x]) is a connected set intersecting (0, 1) and X \ (0, 1). By
maximality of v we get
f([v, x]) ⊆ [0, 1].
Then f(v) = 1 since otherwise [v, x] ⊆ f([v, x]) ⊆ [0, 1] and f would have a fixed point in [v, x].
Let a ∈ [v, x] be maximal such that f(a) = y; then f([a, x]) ⊆ [a, y]. Finally let c ∈ [a, y] be
maximal such that g(c) = a (it must exist since g has no fixed point in [a, y] and g(y) < y);
then g([c, y]) ⊆ [a, y]. Denote f ′ = f |[a,x] and g
′ = g|[c,y]. Since f(x) ≤ g(y) < y = f(a) we
get g′(y) ∈ f ′([a, x]). Now Lemma 35 applied to f ′, g′ gives that Pg′,f ′ 6= ∅, a contradiction with
Pg′,f ′ ⊆ Pg,f ∩A = ∅.
(2) Now assume that x ≤ g(y) < f(x) ≤ y and f(0) 6∈ (0, 1). As in the proof of (1) let v ∈ [0, x)
be maximal such that f(v) ∈ {0, 1}. Then again f(v) = 1 and [f(x), 1] ⊆ f([v, x]) ⊆ [0, 1]. So there
is x′ ∈ (v, x) with f(x′) = y. Put f ′ = g ◦ f . Then f ′ : A→ X , g : X → X , x′ < x ≤ g(y) ≤ y and
f ′(x′) = g(y). Moreover, Pg,f ′ ∩A ⊆ Pg,f ∩A = ∅. The already proved case (1) applied to f ′, g
and x′, y gives that g(f(0)) = f ′(0) ∈ (0, 1). 
Lemma 37. Let X be a compact metrizable space with a free arc A = [0, 1]. Let f : X → X be a
continuous map such that Per(f) ∩ [0, 1] = ∅ and Rec(f) ∩ (0, 1) 6= ∅. Then Orbf (0) ∩ (0, 1) 6= ∅.
Proof. Let x ∈ Rec(f) ∩ (0, 1); then there are positive integers m,n such that fn(x) ∈ (0, 1) and
fn+m(x) is between x and fn(x).
Assume first that x < fn+m(x) < fn(x). We are going to apply Lemma 36(2) to the points x, y =
fn(x) and the maps F = fn|A, G = f
m. Since trivially PG,F ⊆ Per(f), we have PG,F ∩[0, 1] = ∅.
Further, 0 < x < G(y) < F (x) = y < 1. So Lemma 36(2) gives F (0) ∈ (0, 1) or G(F (0)) ∈ (0, 1).
So Orbf (0) ∩ (0, 1) 6= ∅.
Now assume that fn(x) < fn+m(x) < x. Put x′ = fn(x), y′ = x and F = fm|A, G = fn. Then
0 < x′ = G(y′) < F (x′) < y′ < 1. Again PG,F ∩[0, 1] = ∅ and we can use Lemma 36(2) as in the
previous case. 
Proof of Theorem 20. We only need to prove the inclusion
Rec(f) ∩ J ⊆
[
Rec(f) ∪ Per(f)
]
∩ J.
Assume that x ∈ J is such that x ∈ Rec(f) \Per(f). If x is recurrent we are done. So assume that
x 6∈ Rec(f). Take arbitrarily small free interval L ⊆ J containing x which is disjoint with Per(f).
Choose an orientation on L which ensures that for some free arc A = [x, b] ⊆ L there is a recurrent
point of f in (x, b). By Lemma 37, the orbit of x intersects (x, b) ⊆ L. Since L was arbitrarily
small, x is recurrent. This contradicts our assumption. 
Appendix 2
We are going to show that in compact connected Hausdorff spaces, many natural definitions of
a disconnecting interval are equivalent. However, in more general spaces this is not the case, see
Proposition 44.
Let X be a topological space and J be a free interval. Recall that we assume that one of the two
natural orderings on J (induced by the usual orderings on a real interval) is chosen and denoted
by ≺. If K is a subinterval of J we define the (possibly empty) sets
J−K := {z ∈ J : z ≺ y for all y ∈ K} and J
+
K := {z ∈ J : y ≺ z for all y ∈ K}.
IfX is a topological space we writeX = A|B to meanX = A∪B, A 6= ∅, B 6= ∅, A∩B = ∅ and A
and B are both open inX . In other wordsX = A|B meansX = A∪B where A and B are nonempty
sets which are separated in X (recall that A and B are separated provided A ∩ B = A ∩ B = ∅).
Sometimes the union of two disjoint sets A,B will be denoted by A⊔B. We will need the following
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two lemmas whose proofs can be found for instance in [Na92, Proposition 6.3] (cf. [Ku68, §46, II,
Theorem 4]) and [Na92, Lemma 6.4], respectively.
Lemma 38. Let X be a connected topological space, C be a connected subset of X and X\C = A|B.
Then A ∪ C, B ∪ C are connected and, if C is closed, then they are also closed.
Lemma 39. Let X be a connected topological space and a, b ∈ X be such that
X \ {a} = A1|A2 and X \ {b} = B1|B2 .
If a ∈ B1 and b ∈ A2 then B2 ∪ {b} ⊆ A2.
From Lemma 38 we immediately obtain the following observation which will be used repeatedly.
Lemma 40. Let X be a connected topological space, C be a connected subset of X and X\C = A|B.
Then
(a) ∂C ∩ ∂A 6= ∅ and ∂C ∩ ∂B 6= ∅;
(b) if C is open then A,B are closed and ∂C ∩ A 6= ∅, ∂C ∩B 6= ∅;
(c) if C is closed then A,B are open and C ∩ ∂A 6= ∅, C ∩ ∂B 6= ∅.
To shorten some formulations in the next lemma and in Proposition 44, we introduce the
following terminology. If J is a free interval of a space X and K ⊆ J is an interval such that
J \K has two components, we say that K is a bi-proper subinterval of J . Note that every point
c ∈ J is a (degenerate) bi-proper subinterval of J .
Lemma 41. Let X be a connected Hausdorff topological space, J be a free interval of X and K be
a subinterval of J such that X \K is not connected. Then for every separation X \K = LK |RK
the notation can be (and in what follows always will be) chosen in such a way that
(9.1) LK ∩ J = J
−
K and RK ∩ J = J
+
K .
Moreover, if K is a bi-proper subinterval of J , then J−K , J
+
K are nonempty and LK , RK are the
(two) components of X \K. Regardless of whether K is bi-proper or not, it holds
(9.2) LK =
{
LK ∪ {infK} if J
−
K 6= ∅
LK otherwise
and RK =
{
RK ∪ {supK} if J
+
K 6= ∅
RK otherwise.
Before reading the proof we recommend to see Example 45. It illustrates that if the subinterval
K is not bi-proper then LK , RK are not uniquely determined byK and they need not be connected.
Proof. First we prove (9.2) assuming that the rest of the lemma is true. Since LK and RK are
separated we have LK \ LK ⊆ K ⊆ J . If J
−
K is nonempty then, by (9.1) and taking into account
that J is open in X , we get LK ∩ J = J
−
K ∪ {infK} and so LK = LK ∪ {infK}. If J
−
K = ∅,
LK ∩ J = ∅ and LK = LK . Similarly for RK .
It remains to prove the lemma without (9.2).
Since K disconnects X , there are LK and RK with X \ K = LK |RK . The sets J
−
K , J
+
K are
connected (possibly empty); if some of these two sets is nonempty, then it is either a subset of LK
or a subset of RK . Distinguish four cases.
If K = J then there is nothing to prove since every separation X \K = LK |RK satisfies (9.1).
If J−K = ∅ 6= J
+
K then, by changing the notation of the sets LK and RK if necessary, we obtain (9.1)
and the same argument works if J+K = ∅ 6= J
−
K ; in these two cases the first part of the lemma just
fixes the notation so that equation (9.1) hold. It remains to prove the lemma if K is bi-proper.
So assume that K is bi-proper (i.e. J−K , J
+
K are nonempty) and X \K = LK |RK . By changing
the notation, if necessary, we may assume that LK ⊇ J
−
K ; we are going to prove that RK ⊇ J
+
K .
Suppose, on the contrary, that LK ⊇ J
+
K . Then ∂K ∩ ∂RK ⊆ J ∩ RK ⊆ J ∩RK = ∅ (since J is
open and J ⊆ K ∪ LK) which contradicts Lemma 40(a).
Once we know that LK ⊇ J
−
K , LK ∩K = ∅ and LK ∩ J
+
K = ∅ (since RK ⊇ J
+
K), then taking
into account that J = J−K ⊔K ⊔ J
+
K we get that LK ∩ J = J
−
K . Analogously RK ∩ J = J
+
K .
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To show that LK is connected, suppose on the contrary that LK = A|B. Since J
−
K is connected,
it is a subset of A or B, say J−K ⊆ A. We claim that X = B|(A ∪K ∪RK).
Now B ∩ J ⊆ B ∩ (A∪K ∪RK) = ∅. Since J is open, B ∩ J ⊆ B ∩ J . Hence, B ∩ J = ∅. Since
J is homeomorphic to an open interval and K ⊆ J is bi-proper, for a = infK and b = supK we
have K ⊆ [a, b] ⊆ J . Obviously, [a, b] is compact and since X is assumed to be Hausdorff, [a, b]
is a closed set in X . Thus K ⊆ [a, b] ⊆ J and so B ∩ K ⊆ B ∩ J = ∅. Using this fact we get
B ∩ (A ∪K ∪RK) = ∅ and B ∩A ∪K ∪RK = ∅. This contradicts the connectedness of X and so
we have proved that LK is connected. Similarly, RK is connected. 
Lemma 42. Let X be a connected Hasudorff topological space with a free interval J and let c ∈ J
be a cut point of X. Then
(a) X \ {c} = Lc|Rc where Lc, Rc are the connected sets from Lemma 41;
(b) Lc = Lc ∪ {c} and Rc = Rc ∪ {c};
(c) {c} is closed in X and Lc and Rc are open in X.
(d) each z ∈ J is a cut point of X;
(e) every bi-proper subinterval K of J cuts X into exactly two components.
Proof. (a) follows from Lemma 41.
(b) Using (9.2) from Lemma 41 we get Lc = Lc∪{inf{c}} = Lc∪{c} and, similarly, Rc = Rc∪{c}.
(c) It follows from (b) that Rc = X \ (Lc ∪ {c}) = X \ Lc is open. Similarly Lc is open and so
{c} = X \ (Lc ∪Rc) is closed.
(d) Fix a point z ∈ J \ {c}, say z ≺ c. Then [z, c) ⊆ J−c ⊆ Lc. Observe also that, since X is
Hausdorff, the compact set [z, c] is closed and so we have (z, c] = [z, c) = [z, c].
Put L = Lc\[z, c) and R = (z, c]⊔Rc. ThenX = L⊔{z}⊔R and we only need to show that L and
R are separated. First, R = [z, c]∪Rc = [z, c)⊔Rc. Further, we show that L = L∪{z}. This follows
from three facts. First, by (c), L ⊆ Lc = Lc ∪ {c}. Second, no point x ∈ (z, c] belongs to L since
J+z is a neighborhood of x disjoint with L. Third, z ∈ L since every neighborhood of z intersects
J−z ⊆ L. Then for the set Lc = L ⊔ [z, c) we get Lc = L ∪ [z, c] = L ⊔ (z, c]. So L = Lc \ (z, c].
To summarize, L = Lc \ [z, c) and R = [z, c) ⊔ Rc. Hence L ∩ R =
(
Lc \ (z, c]
)
∩ ((z, c] ⊔Rc) ⊆
Lc ∩Rc = ∅ and similarly L ∩R ⊆ Lc ∩Rc = ∅, i.e. L,R are separated.
(e) Let K be a bi-proper subinterval of J . To show that X \K has exactly two components it is
sufficient, by Lemma 41, to show that X \K is not connected. If K is degenerate this follows from
(d). So assume that K is non-degenerate and choose a point a from the interior of K. By (d), a is
a cut point of X and, by Lemma 41, the sets La, Ra form a separation of X \ {a}. It follows that
(X \K) ∩ La and (X \K) ∩Ra form a separation of X \K and so X \K is not connected. 
Lemma 43. Let X be a connected compact Hausdorff space and J be a free interval of X. Assume
that X \ J is disconnected. Then X \ J has exactly two components LJ , RJ , the set ∂J is nowhere
dense, has exactly two components L0,R0 and the notation can be chosen in such a way that
L0 ⊆ LJ , R0 ⊆ RJ and for each c ∈ J it holds
(9.3) J−c = L0 ⊔ J
−
c ⊔ {c}, J
+
c = {c} ⊔ J
+
c ⊔R0 and X \ {c} = (LJ ⊔ J
−
c ) | (J
+
c ⊔RJ ) .
Proof. Fix a separation X \ J = LJ |RJ whose existence is guaranteed by Lemma 41.
Now we show the existence of L0,R0 with the required properties. Since J is a free interval
in X we may identify it with the real interval (0, 1). For 0 < δ < 1 put Lδ = (0, δ) and Rδ =
(1 − δ, 1). Then L0 =
⋂
δ>0 Lδ, being the intersection of a nested family of nonempty compact
connected sets in a compact Hausdorff space, is a nonempty compact connected set. By changing
the notation of Lδ,Rδ, if necessary, we may assume that L0 ⊆ LJ . Further, L0 ⊆ J \ J ; indeed,
the inclusion L0 ⊆ J is trivial and a point from J cannot belong to L0 since J is open. Similarly
for R0 =
⋂
δ>0Rδ. Hence L0 ∪R0 ⊆ J \ J . Also the converse inclusion holds since for every δ > 0
we have J = Lδ ∪ [δ, 1− δ]∪Rδ and so J \ J ⊆
⋂
δ(Lδ ∪Rδ) = L0 ∪R0. We have thus proved that
∂J = J \ J = L0 ∪R0.
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By Lemma 40(b), each of the sets LJ , RJ intersects ∂J = L0 ∪R0. Since L0 ⊆ LJ we must have
R0 ⊆ RJ . It follows that L0,R0 are disjoint which implies that they are the two components of
∂J . The boundary ∂J is nowhere dense since J is open.
Now we prove that LJ , RJ are connected. Suppose that LJ is not connected and fix a separation
A|B of LJ . Then the connected set L0 lies in one of the sets A,B, say L0 ⊆ B. Then A, J are
separated and so X = A|(B ∪ J ∪RJ) is not connected, which is a contradiction. Analogously we
can show that RJ is connected.
Fix c ∈ J . It remains to show (9.3). For every sufficiently small δ we have J−c ⊇ Lδ, so
J−c ⊇
⋂
δ>0 Lδ = L0. Hence J
−
c ⊇ L0 ⊔ J−c ⊔ {c}. Further, for every sufficiently small δ > 0
the set Lδ ∪ J−c ∪ {c} = Lδ ∪ [δ, c] is closed and contains J
−
c , hence it contains J
−
c . Thus J
−
c ⊆⋂
δ>0
(
Lδ ∪ J−c ∪ {c}
)
= L0 ⊔ J−c ⊔ {c}. We have proved the first formula in (9.3); analogously for
the second one. The third formula follows from the first two ones and the fact that LJ , RJ are
separated and closed. 
Proposition 44. Let X be a connected Hausdorff topological space and J be a free interval in X.
Consider the following conditions:
(1a) X \ J is not connected;
(1b) X \ J has exactly two components;
(2a) there is a point x ∈ J which cuts X;
(2b) every point x ∈ J cuts X into exactly two components (i.e. J is a disconnecting interval,
see Definition 2);
(3a) there is a bi-proper subinterval K of J such that the set X \K is not connected;
(3b) for every bi-proper subinterval K of J the set X \K has exactly two components;
(4a) there is a subinterval K of J such that the set X \K is not connected;
(4b) for every subinterval K of J the set X \K has exactly two components.
Then the following hold:
(i) (4b)⇒ (1b)⇒ (1a)⇒ (4a) and (4b)⇒ (2a)⇔ (2b)⇔ (3a)⇔ (3b)⇒ (4a).
(ii) If X is a compact connected Hausdorff space then all the eight conditions (1a)− (4b) are
equivalent.
In the case (i) no other implication, except of those which follow by transitivity, is true.
Proof. (i) It is sufficient to show (2a)⇔(2b)⇔(3a)⇔(3b) since all other needed implications are
trivial. Since the implications (3b)⇒(2b)⇒(2a)⇒(3a) are also trivial, it remains to prove that
(3a)⇒(3b). However, (2a)⇒(3b) holds by Lemma 42 and so it is sufficient to prove (3a)⇒(2a).
To this end, let K ⊆ J be a bi-proper subinterval of J such that X \K is not connected. If K is
degenerate there is nothing to prove. Otherwise put a = infK and b = supK. Then, since X is
Hausdorff, the same argument as in the last paragraph of the proof of Lemma 41 gives that [a, b] is
a closed set in X and so K = [a, b]. By Lemma 41, X \K = LK |RK where LK , RK are connected
and contain J−K , J
+
K , respectively. We are going to prove that a is a cut point of X . We do not know
whether a belongs to LK or to K, therefore denote L
′
K = LK \ {a} and K
′ = K \ {a}. Obviously,
K ′ = K = [a, b] and L′K = LK = LK ∪{a} by Lemma 41. It follows that K
′∩L′K = K∩LK = {a}
and hence K ′ ∩L′K = K
′ ∩L′K = ∅. Using these facts and the fact that LK and RK are separated
we immediately get that X \ {a} = L′K |(K
′ ⊔RK).
(ii) Assume that X is also compact. We need to prove that (4a)⇒(4b). The implications
(1a)⇒(1b) and (1a)⇒(2a) follow from Lemma 43. Moreover, we know that (2a) is equivalent with
(3b). So to finish the proof it is sufficient to show that (4a)⇒(1a) and that (1b) and (3b) together
imply (4b).
First we show that (4a)⇒(1a). So assume (4a). We may identify J with the real interval (0, 1).
Write X \ K = LK |RK as in Lemma 41. We are going to show that K
′ = K ∪ J−K also cuts X .
This is trivial if J−K = ∅, so assume that J
−
K 6= ∅. Put a = infK > 0. Take a decreasing sequence
a > a1 > a2 > . . . of real numbers converging to 0. Put Kn = (an, a] ∪K and Ln = LK \ (an, a].
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Then Ln is nonempty and trivially for the interval Kn ⊆ J we have X \ Kn = Ln|RK . Since
Ln ∩ J = J
−
Kn
, the sets Ln and RK in this separation correspond to the sets LKn and RKn from
Lemma 41. Hence Ln = Ln ∪ {infKn} = Ln. Since (Ln)∞n=1 is a nested sequence of nonempty
compact sets, the set L =
⋂
n Ln is nonempty. Now, using the fact that K
′ =
⋃
nKn, we have
that X \K ′ = L|RK , i.e. K ′ cuts X . Once we know that K ′ = K ∪ J
−
K cuts X , by an analogous
argument we get that also J = K ′ ∪ J+K′ cuts X , i.e. we get (1a).
To show that (1b) and (3b) together imply (4b), fix a subinterval K of J . We need to show
that X \K consists of two components. This is trivial if K = J (use (1b)) or if K is bi-proper (use
(3b)). It remains to consider the case when J−K = ∅ and J
+
K 6= ∅ or conversely. Suppose we are
in the former case. By (1b), X \ J = LJ |RJ , where LJ and RJ are connected. We claim that LJ
and J+K ⊔ RJ are the two components of X \K. Indeed, the sets LJ and J
+
K ⊔ RJ are separated
(use that for c ∈ K, J+K ⊆ J
+
c and Lemma 43 gives J
+
c ∩ LJ = ∅). Further, we know that LJ is
connected. Finally, the sets J+K and RJ are connected and not separated (if d ∈ J
+
K then J
+
K ⊇ J
+
d
and, by Lemma 43, J+d ∩RJ ⊇ R0 6= ∅). Hence also the set J
+
K ⊔RJ is connected.
To finish the proof of the proposition we need to show that in the case (i) no other implication,
except of those which follow by transitivity, is true. It is easy to see that this requires three
counterexamples. We collect them below (see Examples 45–47). 
Example 45 (In Proposition 44(i), (1a) 6⇒(1b)). Consider the topologist’s sine curve with the
interval of convergence replaced by just two points of it. If J is the maximal free interval of this
space then X \ J consists of three degenerate components.
Example 46 (In Proposition 44(i), (1b) 6⇒(2a)). Consider the (non-compact) subspace X of the
Euclidean plane defined by
X = J ⊔C−1 ⊔ C1
where Ci = [−1, 1]× {i} for i ∈ {−1, 1} and J is the graph of the function x 7→ x · sin(1/1− |x|),
x ∈ (−1, 1). Then X is connected, J is a free interval and X \ J = C−1 ∪C1 has two components.
However, no point x ∈ X is a cut point of X .
Example 47 (In Proposition 44(i), (3b) 6⇒(1a)). Let X = (0, 1) or X = [0, 1) be a subset of the
real line. Then J = (0, 1) is a disconnecting interval of X and X \ J is connected.
In Proposition 44 we have assumed that X is Hausdorff. Without this assumption we would
not have the equivalence of the four conditions (2a), (2b), (3a), (3b). For instance the space in the
following example satisfies (2a), (3a) but does not satisfy (2b), (3b).
Example 48. Let X be the line with two origins, i.e. the factor space of R×{−1, 1} obtained by
identifying x×(−1) with x×1 for every x 6= 0. Let p : R×{−1, 1} → X be the corresponding factor
map. Then J = p((−1, 1)×1) is a free interval containing a cut point of X , e.g. c = p(1/2×1). But
z = p(0×1) ∈ J is not a cut point of X . So we have (2a) but not (2b). Also, K = p((−1/2, 1/2)×1)
is a bi-proper subinterval of J such that X \K is not connected but has precisely three components.
So we have (3a) but not (3b).
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