We deal with heteroclinic planar fronts for parameter-dependent reaction-diffusion equations with bistable reaction and saturating diffusive term like
Introduction
In this paper, we analyze the behavior of traveling-wave type solutions for a reactiondiffusion model with saturating diffusive term and bistable reaction in dependence on a small parameter ε, showing that the presence of the saturation induces singularities for ε sufficiently small and thus the limit procedure for ε → 0 necessarily passes through discontinuous steady states.
In the analysis of reaction-diffusion models, traveling waves are probably the first pattern to be studied, since despite their quite simple form they often manage to give some useful insight on the dynamics. Their appearance is essentially due to the interplay between the spatial action exerted by the diffusion and the constructive/destructive effect due to the reaction, which contribute to create one (or more) profile propagating with a fixed speed c and having parallel planes as level surfaces.
Usually, it is assumed that both u ≡ 0 and u ≡ 1 are equilibrium solutions and such profiles take values between 0 and 1, as in [22] and in the celebrated paper by Fisher [12] , where the unknown u indicated in fact the relative concentration of a gene undergoing an advantageous mutation in a population. In this case, the natural waves to be studied are the ones leading to a complete spread of the advantageous gene starting with 0-concentration, namely the ones connecting the equilibrium states 0 and 1. Both the shapes of the reaction and of the diffusion term play a primary role for the existence of such solutions, and may give rise to several different portraits.
As for the former, for the linear model u t = ∆u + f (u), u = u(x, t), x ∈ R n , t ∈ R,
it has been proved (see, e.g., [2, 19] ) that if the reaction is always positive and linearly controlled near 0 and 1 then there exists a (monotone, cf. [11] , and regular) heteroclinic profile between 0 and 1 for any (positive) speed starting from a suitable value c * , named critical speed. On the other hand, if the reaction is non-negative in a neighborhood of 0, then there exists a unique admissible speed for (regular and monotone) heteroclinic profiles between 0 and 1. This means that reactions helping the time growth of the substance at any level of concentration give rise to multiplicity of admissible transitions, while if the reaction obstructs the growth of u penalizing low concentrations (this being also called strong Allee effect in biological models), then the speed of the profile is the result of a careful balance between the strengths of the diffusion and of the reaction.
The role of diffusions other than the linear one has instead been studied more recently and has given rise to a huge number of works in many different directions. Our focus is here on the so-called strongly saturating diffusions, whose study was introduced by Rosenau and co-workers [20, 26] . A motivation for considering such diffusions lies in the need to restore the finiteness of the energy along sharp interfaces, in order to possibly admit the existence of discontinuous solutions. A careful study performed in [26] (see also [20] ) for the 1-dimensional case revealed that, for such a feature to hold, the diffusive term has to be of the kind (P (u x )) x , where P is a bounded increasing C 1 -function satisfying +∞ 0 sP (s) ds < +∞.
As a basic example, one could choose
corresponding to the so-called mean curvature operator (in the Euclidean space). In dimension n, a natural extension can be obtained selecting diffusions having the form div (ϕ(|∇u|)∇u), where ϕ is of class C 1 , so that (3) takes the form 
as we will see later on. We will briefly comment about the consequences of assumption (4) on the features of planar fronts in Remark 2.4. The conditions of strong saturation (3) and (4) 
While, for the solutions of the general PDE (possibly with convection), both weakly and strongly saturating diffusions are accompanied by the natural emergence of singularities (see, e.g., [17] ), speaking about planar fronts it is the rate of saturation which plays a crucial role for the appearance of discontinuous solutions: in case (5) is fulfilled, there are no deep qualitative differences in the dynamics of fronts with respect to the linear model (2), as highlighted in Remark 2.4. On the contrary, strongly saturating diffusions (3) (or (4)) may create discontinuous stationary waves. As shown in [13, 20] , though condition (3) reveals outcomes that are analogous to the ones of the linear diffusion case for monostable reactions (the aforementioned positive ones), in fact discontinuous steady states may appear if the reaction is of bistable type, i.e., if f is negative in a right neighborhood of 0 and changes sign in correspondence of a third equilibrium α ∈ (0, 1), see assumption (H2) in the next section. This occurs when the negative part of the reaction is so strong (in L 1 -norm) that the weakness of the saturating diffusion is not able to counterbalance it giving rise to a regular profile.
This suggests that a loss of regularity should always appear in the vanishing diffusion limit of planar fronts for the problem
for any bistable reaction term f ; indeed, the smallness of the parameter ε makes the weakness of the saturating diffusion arbitrarily accentuated. Incidentally, recall that the study of vanishing viscosity limits is a typical procedure in hyperbolic dynamics: for instance, adding a small regularizing diffusive term in reaction-convection problems allows to recover entropy solutions as the limit of regular solutions for ε → 0 (see, e.g., [8, 9, 25] ).
In this paper, we thus deal with the limit of heteroclinic planar traveling waves of equation (6) for ε → 0, investigating both the behavior of the wave speeds and the shape of the limit profile. Assuming that
for some α ∈ (0, 1), here we have to distinguish between monostable-type fronts, namely fronts connecting α and 1 (or 0 and α), and bistable-type ones, connecting 0 and 1. As we will see in Section 3, for the first ones the picture is very similar to the one for the linear case, for which we refer, e.g., to [18] ; see also [1, 24] . What is new for bistable-type fronts is instead that the diffusion process slows down on decreasing of ε until it occurs with 0-speed already for a critical positive valueε,
given byε = 1 0 f − (s) ds (where f − (s) = max{−f, 0}). Then, the convergence for ε → 0 can only occur passing through discontinuous steady states (see Theorems 2.9 and 3.4 below).
In the proof of the above results, we exploit a suitable change of variables reducing the order of the problem, strictly related to the one introduced in [23] -see also [13] -and used in two slightly different versions, see Remark 2.7 below. The core of the method then relies both in a shooting technique making use of lower and upper solutions arguments and in a direct convergence analysis deeply exploiting the properties of the mean curvature operator (in Remark 3.6, we make a brief comparison with the qualitatively different case of the socalled Minkowski curvature or Born-Infeld operator). This technique allows us to identify in a quite precise way the development of singularities and to make general considerations about nonmonotone heteroclinic traveling waves as well, as shown in Section 2.
Construction of the traveling waves
Our focus is on the partial differential equation
where ϕ : [0, +∞) → R, ε is a small parameter (ε → 0) and f is a bistable reaction term. Precisely, we will assume the following:
, and P (s) > 0 for every s ∈ R;
Finally, there exists l > 0 such that
As already mentioned in the Introduction, our aim is to study heteroclinic planar traveling waves for (7), namely solutions of the kind u(x, t) = v(x · e + ct) connecting two equilibria, where e is a fixed vector on the unit sphere of R n . Thanks to the fact that |e| = 1, replacing u(x, t) = v(x · e + ct) into (7) provides
which recalling the definition of P and dividing both sides by ε can be rewritten as
where b ε = c/ε and g ε (s) = f (s)/ε. In (9) and (10), we denote by z the independent variable; moreover, we will highlight the dependence on the parameter ε by writing c = c ε . Let us briefly comment about hypotheses (H1)-(H2). In analogy with [26] , dealing with the 1-dimensional case, a diffusive term fulfilling (H1) will be called strongly saturating; as we mention in Remark 2.4, such a terminology is justified by the appearance of a singularity resulting into the existence of discontinuous planar stationary waves, similarly as in the 1-dimensional case. Notice that (H1) implies, in particular, that P is bounded and lim s→+∞ ϕ(s) = 0; moreover, the fact that P > 0 ensures that the differential equation (10) is nondegenerate. As for (H2), the sign condition on f is referred to by saying that f is a bistable reaction term, and fixes the sign for the speeds of increasing traveling waves connecting α and 1 (resp., 0 and α), which can only be positive (resp., negative); the assumption 1 0 f (s) ds > 0 fixes instead the sign for the speeds of increasing traveling waves connecting 0 and 1, which can only be positive (just integrate (9) on the whole real line and exploit the fact that v (−∞) = v (+∞) = 0); the regularity condition (8) in α is required in order to have neat estimates of the critical speeds -see the observation after the proof of Proposition 2.1 -and, together with the linear controls near the equilibria 0 and 1, provides a complete equivalence between heteroclinic solutions of (10) and solutions of the associated first-order reduction, see also the comment before Proposition 2.1.
Given now q 1 , q 2 ∈ {0, α, 1} such that f (q 1 ) = f (q 2 ) = 0, q 1 < q 2 , we first observe that if v is a solution of (10) with v(−∞) = q 1 , v(+∞) = q 2 , the fact that (10) is autonomous implies that also z → v(z + τ ) solves (10) and connects the same two equilibria at infinity, for every τ ∈ R. A whole one-parameter family of heteroclinics propagating with the same speed c is thus automatically found. In case z → v(z) is monotone -thus being called a heteroclinic front -we can recover the uniqueness for fixed speed c by imposing
Moreover, for monotone solutions it is sufficient to focus on nonnegative speeds: if v is an increasing front having speed b ε > 0 and connecting
is decreasing and connects q 2 with q 1 , so it suffices to change the sign of the speed to have a front with opposite monotonicity. Let us thus focus first on fronts. The procedure we use here is a first-order reduction making use of the change of variables exploited in [13, 14, 23] . Namely, the monotonicity of v allows us to write z = z(v) -where v becomes the new independent variable -and obtain a first order differential equation for φ(v) = v (z(v)). By doing explicit computations, for which we refer also to [13] , this yields
where
Focusing for the moment on the case of increasing fronts (decreasing ones will be obtained by a change of variable, see the proof of Proposition 2.1), we set y(v) = Q(φ(v)) and notice that (3) implies that the range of Q is a bounded interval, say [0, M 0 ). We thus obtain
where R denotes the functional inverse of Q, which is well defined because (0, +∞) s → sP (s) is positive in view of assumption (H1). The fact that Q([0, +∞)) = [0, M 0 ) implies that R possesses a singularity, and this will turn into the possible existence of discontinuous stationary solutions (see also [14, Section 2] and Remark 2.4). Obviously, the two boundary conditions in (11) come from the fact that a monotone heteroclinic profile connecting q 1 and q 2 has to have zero derivative in correspondence of such equilibria. As a notation, when dealing with systems having similar form to (11), we write explicitly the independent variable v only in the expression of the reaction term.
To make things more readable, henceforth we make the precise choice
for which we can perform more explicit computations; however, our framework guarantees that, up to modifying the bounds on the critical speeds which will be given from here on -which essentially depend on the behavior of R in 0 -the results which follow can be stated in the same way also for the general equation (7) (see for instance the remarks after the convergence statements in Section 3). Under assumption (12), (9) and (10) read respectively as
and v
and we have R(s) =
In view of assumption (H2), once a solution y of (15) is found, it is possible to recover a planar front connecting q 1 and q 2 by solving the Cauchy problem 
Then, there exist 0 < b * ε < b + ε such that regular heteroclinic fronts for (14) exist if and only if
Proof. The first item follows from the fact that f | 
there exists an increasing front connecting α and 1 having speed b ε .
As for the second item, in view of [13, Remark 2.3] a decreasing front from α to 0 having speed b ε corresponds to a solution y of
Since the critical speed for such a problem is given by 2
(notice that k ε satisfies the control required therein in the point 1 − α), we deduce that decreasing fronts connecting 0 and α exist for b ≥ b + ε . Finally, the third item is a direct consequence of [13, Proposition 3.9] , after noticing that the assumption ε > Notice that assumption (8) allows us to explicitly write the critical speed relative to fronts connecting α and 1, being given by (17) , so that c + ε = εb + ε = 2 εf (α) (as also observed in [14] ). Thus, the more ε approaches 0, the more the original speeds corresponding to monotone fronts tend to invade the whole real line. (8) is not fulfilled, one can state a similar result but with a less precise bound on the value of b + ε . On the one hand, looking at the dynamics near the equilibrium α one sees that it is always true that b + ε ≥ 2 g ε (α) (cf., e.g., [7, 13] ); on the other hand, as already remarked in the previous proof, it is proved in [13] that if there exists M > 0 so that (18) 
Remark 2.2. If
for s > α then g ε = f /ε satisfies (18) with M = M /ε; therefore, the upper bound for the critical speed c + ε relative to monostable-type fronts for (13) rescales as well with
The third item in Proposition 2.1 means that the evolution is not able to support regular fronts if the strength of the negative part of f is too high, as previously mentioned, because the solutions of (15) blow-up to the boundary {y = 1}. Indeed, if ε is too small we have the following.
Then, the only heteroclinic front connecting 0 and 1 for (14) is a discontinuous steady state.
Proof. Since 1 0 f (s) ds > 0, the statement follows from [13, Proposition 5.2], after having noticed that planar traveling wave-type solutions for (7) having nonzero speed cannot be discontinuous (see [20] and the proof of Theorem 3.1 below).
As for the statement of Proposition 2.3, we mean the solution in weak-BV loc sense, as in [4, Example 1.1 and Definition 1.1]. Here, in order to recover uniqueness, we impose that the (only) discontinuity of the solution occurs in correspondence of z = 0. We also arbitrarily continue to set v(0) = 1/2, even if v is therein not defined. Notice that if it were 1 0 f (s) ds = 0, then for ε > 1 0 f − (s) ds the heteroclinic connection between 0 and 1 would be a regular front with zero speed; for ε = 1 0 f − (s) ds, such a profile would have infinite derivative when taking the value 1/2, namely for z = 0 (though remaining continuous therein; such a kind of solution was called border steady state in [13] ). However, the results of Section 3 in terms of convergence for ε → 0 would hold all the same also in this case. The BV -setting is actually the most natural for the study of problems ruled by the curvature operator (see, e.g., [3] ), especially on bounded intervals, and the transition between regular and BV -solutions is a quite typical phenomenon in this kind of quasilinear problems, see for instance [4, 6, 21] .
Remark 2.4. Proposition 2.3 highlights a phenomenon which is peculiar of strongly saturating diffusions: indeed, it is condition (3) which ensures that R appearing in (11) possesses a singularity, so that the domain of the right-hand side of the differential equation in (11) cannot be the whole half-plane y > 0. The existence of discontinuous steady states thus arises and in the first-order model such solutions are simply found whenever both the (respectively, forward and backward) solutions of
blow up to the boundary {y = 1}. Among the general saturating diffusions entering our setting, one could consider for instance
for fixed m > 1 and δ > 0. Here the singularity for R occurs in correspondence of y = +∞ 0 sP (s) ds < +∞, as observed, e.g., in [14, Remark 2.1]. Similarly, the arguments in the present paper can be adapted to the case of a density-dependent diffusion of the kind div (ϕ(|∇D(u)|)∇D(u)), with D a strictly increasing function, as studied in [14] . On the other hand, if (5) holds then R possesses no singularities and it is possible to find a regular front for any ε > 0 by simply mimicking the technique used in the linear case [5] (exploiting the uniqueness for the backward Cauchy problem centered in q 2 , here holding thanks to the monotonicity properties of R).
As a notation, henceforth let us set
explicitly highlighting the dependence of the considered problem on the speed b ε , on the point q where the initial condition is given and on the fact that it is solved forward or backward (through the superscripts + and −, respectively). Correspondingly, let us denote the solutions to the problems in (21) as y We now extend our considerations to general (possibly nonmonotone) heteroclinic traveling waves. Motivated in particular by a population dynamics perspective, we restrict our interest to planar fronts taking values between 0 and 1, otherwise other situations -meaning f as extended by 0 outside [0, 1] -could in principle be considered; under this assumption, the profile z → v(z) oscillates infinitely many times around the equilibrium α and will be obtained by gluing several monotone pieces of profile, alternatively increasing and decreasing. If at +∞ (or −∞) the profile reaches another equilibrium (0 or 1) in a monotone way, then this can be done starting the shooting procedure from such equilibrium, similarly as before. To this end, notice that if y − bε,1 satisfies y − bε,1 (v) = 0 for somev ∈ (0, 1), by (16) the corresponding wave profile has a critical point at z(v), namely v (z(v)) = 0. Observe that we can always assumev = α, since by the uniqueness the equilibrium α is reached in infinite time, see also the second order formulation (23) below. For this reason, it is (y − bε,1 ) (v) = 0 and thus v (z(v)) = 0, meaning that z → v (z) changes sign in z(v) (i.e., when the profile takes the valuev). Now, the subsequent piece of profile will be decreasing in the z-variable; in order to determine it as above, one has to follow the solution of the forward Cauchy problem (PB) + −bε,v up to its first zerov; we explicitly underline that the sign of the speed has to be changed when constructing a piece of solution of the first order problem with opposite monotonicity, see [13, Remark 2.3] . The entire profile z → v(z) up to its valuev will then be obtained by juxtaposing the constructed pieces of graphs of y − bε,q 2 and y + −bε,v ; notice that this gives rise to a regular (C 2 ) wave solution, since the gluing procedure in correspondence of the value y = 0 preserves the C 1 -regularity thanks to (16); using (10), one then reaches the C 2 -regularity. A brief comment about the case when no equilibria are reached monotonically at ±∞ is postponed after the forthcoming proof.
With this preliminary discussion in mind, we get the following result.
Theorem 2.5. Fix ε > 0. Then,
, there exist a nonmonotone traveling wave type solution of (14) connecting α and 1, which is definitively increasing at +∞;
• for every b ε ∈ (0, b + ε ), there exist a nonmonotone traveling wave type solution of (14) connecting 0 and α, which is definitively decreasing at +∞.
Proof. The idea is to use the gluing procedure previously described. As for the first item, let us initially assume that ε > 1 0 f − (s) ds. In this case, we start from y − bε,1 , which cannot blow up to the boundary {y = 1} due to sign reasons. Indeed, if it did it, its derivative therein should be equal to −∞ (since y − bε,1 (1) = 0), while by the differential equation
satisfied by y is going to vanish in a point v 2 which belongs to the interval (α, 1) in view of the sign of g ε . We now iterate such a procedure, alternatively shooting backward and forward from the zeros of the constructed pieces of solution (the subsequent one would be v 2 ) and using as strict supersolutions the pieces of solutions constructed in the immediately preceding step (the subsequent one would be y
, which is a strict supersolution for (PB)
). By construction, it is clear that the sequences of zeros v 2j , v 2j+1 where the profile changes its monotonicity are monotone (respectively, decreasing and increasing), so they both converge to the equilibrium α. In case ε ≤ 1 0 f − (s) ds, the argument would work all the same: indeed, here y − bε,1 would vanish in a certain 0 < v 1 < α because otherwise its graph would cross the one of the solution of (PB) + bε,0 , which blows up to the boundary {y = 1}. By the uniqueness, this would not be possible; notice that the conclusion could be drawn similarly also in case 1 0 f (s) ds = 0, for which b * ε = 0. As for the second item, this time we start with y + −bε,0 , for 0 < b ε < b + ε , noticing that the blow-up to the barrier {y = 1} cannot occur since the primitive of −g ε taking zero value at 0 is a supersolution which vanishes in a point of the interval (α, 1), being 1 0 f (s) ds > 0. We can thus proceed as for the previous item; since y + −bε,0 is well defined up to its first zero, it works as a supersolution for the following steps and hence blow-up is not possible at any of the subsequent iterations. The conclusion can then be obtained as before.
Notice that in this case there could be high multiplicity of solutions; the closer v(0) to α is, the more solutions are obtained. To maintain uniqueness, one should choose v(0) close to 1 in such a way that z → v(z) takes the value v(0) only once. In principle, there could also be the possibility for heteroclinic traveling waves to oscillate around α at +∞ (−∞) and to have inferior and superior limit respectively equal to 0 and 1 at −∞ (+∞); in view of Proposition 2.1, for positive speeds this could occur only if b ε < b * ε . Anyway, the point is that a profile of this kind would make infinite oscillations both for z → +∞ and for z → −∞, and for this reason the corresponding pieces of solution of the first order problem have to be shot both backward and forward from each of their zeros (with opposite speed, as we have already seen). It is not difficult to see that this forces the corresponding profile z → v(z) to necessarily take values also outside [0, 1]: at some point, the backward solution y Remark 2.6. Some of the above conclusions could be reached also by a careful analysis of the equilibria for the second order ODE system equivalent to (14) :
However, the above direct study of the first order model can be implemented with little difficulty also for general operators and appears simpler than the complete analysis of the second order system. Remark 2.7. Dealing with (13), namely keeping ε in front of the diffusive term avoiding to divide by ε, the same change of variables as before would yield the first-order two-point
The behavior of fronts could here be deduced similarly as above. This alternative way of proceeding may actually be independently helpful: see the proof of Theorem 2.9 and Section 3.
So far, we have reasoned for fixed ε > 0. Let us now highlight two properties on varying of ε which may be useful. Proof. The continuity follows from the continuous dependence for the differential equation (15) in the case of regular solutions; the monotonicity follows instead from standard lower and upper solution arguments, see for instance [13] .
Integrating between α 0 and α this last relation yields
For ε ε, the second summand in the right-hand side of the above inequality is a constant which goes toc √ 3, while at the same time it has to be y ε (α) < ε, otherwise y ε would not correspond to a regular front. This is a contradiction for ε sufficiently close toε.
3 The limit for ε → 0
We are here interested in some convergence properties of the traveling fronts when passing to the limit for ε → 0. Here it appears convenient to stick to the change of variables mentioned in Remark 2.7, namely we do not divide by ε the original equation. We will analyze the convergence from two different points of view, that is, fixing the speed (in case it is admissible for every small ε) or focusing on the critical speeds and examining the convergence of the associated fronts. For simplicity, we will perform the study only in the case (12) , briefly remarking the changes to be done for a general strongly saturating diffusion.
Convergence at fixed speed
In the first case, inspired by [18] , we recall that an inviscid traveling wave is a planar traveling wave-type solution of the problem without diffusion, that is, u(x, t) = v(x · e + ct) solving
As mentioned in [18, Remark 2] , for the bistable case no fronts of this type connecting 0 and 1 appear, while there always exists an inviscid traveling front connecting α and 1 (and, symmetrically, connecting 0 and α). Such a front can be recovered simply by solving the ODE in (26) by separation of variables, noticing that the integral 1 α dv/f (v) diverges since f (α) > 0 by assumption. It can thus be proved that for every speed c ≥ 0 there exists an inviscid traveling front V c connecting α and 1 with speed c (this is independent of ε, since ε does not appear in equation (26)). On the other hand, the fact that c + ε → 0 for ε → 0 implies that for fixed speed c > 0 it suffices to take ε sufficiently small in order to find a regular front connecting α and 1 having speed c; we denote such a front by v ε,c . We assume without loss of generality that v ε,c (0) = (α + 1)/2 for every ε > 0. We now have the following. Proof. First, we observe that since α ≤ v ε,c (z) ≤ 1 for every z ∈ R, the set {v ε,c } ε is a bounded subset of L ∞ (R); by using a diagonal procedure, then, we have the existence of a function v c such that v ε,c (z) → v c (z) almost everywhere in R. Moreover, multiplying (13) by v ε,c and integrating on R yields
and since
where F is a primitive of f . Thus v ε,c ∈ H 1 loc (R); by the compact Sobolev embedding into continuous functions, we have that v ε,c → v c locally uniformly. Notice that v c is Hölder continuous (again by the Sobolev embeddings) and is increasing since v ε,c is increasing for every ε. Using [10, Lemma 2.4], we can now deduce that v ε,c → v c uniformly in R, since v ε,c is increasing, v c is continuous and there is pointwise convergence of v ε,c to v c also for z → ±∞. Multiplying (13) by a test function ψ ∈ C ∞ c (R) and integrating by parts, one now has
For ε → 0, this says that v c is a weak solution of cv c − f (v c ) = 0. We thus conclude similarly as in [18, Theorem 1] : since v c is Hölder continuous and cannot be constant in view of the fact that v c (0) = (α + 1)/2, by the uniqueness one has α < v c < 1, so that v c > 0 and thus v c coincides with the inviscid front of speed c.
Remark 3.2. In case of a general strongly saturating diffusion one can proceed analogously, splitting the integration domain in the first integral appearing in (27) into the two domains {v ε,c ≷ 0}, and exploiting (3) to infer that the two obtained integrals compensate one for the other. Thus, the first term in (27) disappears and the rest of the argument works in the same way. The first part of the above proof also shows that a traveling wave having nonzero speed has necessarily to be continuous, since its derivative belongs to L 2 (see also [20] ).
Convergence of the critical fronts connecting α and 1
As for the critical fronts connecting α and 1, which under our hypotheses appear for
. We also set
Then, we have the following.
Theorem 3.3. For every z ∈ R, it holds
where the convergence is uniform in R\I 0 , I 0 being an arbitrary neighborhood of the origin. Moreover,
, where δ 0 denotes the Dirac delta distribution concentrated at 0.
Proof. Recalling that α ≤ V + ε (z) ≤ 1 for every z ∈ R, using a diagonal procedure as in the proof of Theorem 3.1 we have that there exists V + for which V + ε → V + almost everywhere. Multiplying (13) by ψ ∈ C ∞ c (R) and integrating by parts, we then infer that
Passing to the limit for ε → 0, we observe that the first two summands converge to 0 because
for every ψ ∈ C ∞ c (R). Since f is bounded and f (V + ε (z)) → f (V + (z)) for almost every z ∈ R, we deduce that f (V + (z)) = 0 for almost every z ∈ R. Using the monotonicity of V + ε and the fact that V + (0) = α+1 2 , we deduce that
The full pointwise convergence follows now from the fact that z → V + ε (z) is monotone for every ε, together with the comparison theorem for limits. The uniform convergence outside a neighborhood of 0 follows instead from [10, Lemma 2.4] , similarly as in the proof of Theorem 3.1 (notice that the limit function has to be continuous in order to apply such a lemma). It remains to prove that (V + ε ) → (1 − α)δ 0 in distributional sense, namely
where the first duality can be meant in integral sense since V + ε ∈ L 1 loc (R). Using the Lebesgue dominated convergence theorem we now have
whence the thesis.
In case of a general strongly saturating diffusion like the ones considered in (7), the fact that P is bounded ensures that the argument in the previous proof works all the same.
In Figure 1 , we illustrate Theorem 3.3 for P as in (12),
and different values of ε: it is quite immediate to see that, the smaller ε, the steeper the corresponding traveling front (on the left). On the right, we depict the shape of the corresponding solution of (15) (13), on the right the corresponding solution y of (15).
Convergence of the critical fronts connecting 0 and 1
We now take into account the unique (up to translations) increasing front which connects 0 and 1, which henceforth we denote by V * ε = v ε,c * ε . We have seen that, for ε >
this is a regular front, "normalized" in such a way that V * ε (0) = 1/2; on the contrary, for ε ≤ 1 0 f − (s) ds, V * ε is a discontinuous steady state, and in this case we have chosen to "normalize" it in such a way that it is discontinuous at z = 0 and V * ε (0) = 1/2. For ε →ε, we have seen that the appearance of discontinuous steady states agrees with Theorem 2.9, and it is even more justified if one writes the definition of weak BV loc -solution as in [4, formula (6) ] for (the regular solution) V * ε and lets ε →ε, precisely in view of the fact that c * ε → 0 for ε →ε (see also [4, Example 1.1 and Remark 1.1]) . We now want to analyze the behavior of V * ε for ε → 0. Denoting by H 0 the Heaviside function
we have the following.
Theorem 3.4. For every z ∈ R, it holds
Proof. Instead of using the same method as for the proof of Theorem 3.3, we show how the first-order reduction can here be effective also in a convergence argument. For ε ≤ 1 0 f − (s) ds we notice that, through the change of variables of the previous section, the function y (defined as in (16)) associated with V * ε obeys the equation
namely (24) with c = 0. The solution of such a problem is given by
notice that v − ε < α < v + ε . Since v represents the value of the front profile, this means that the corresponding front V * ε is defined, C 2 and increasing both on the left and on the right of 0 (where we have placed its discontinuity) and that
On decreasing of ε, in view of (30) and taking into account the sign of f , we have that v − ε decreases and v + ε increases. As f is strictly negative in a neighborhood of 0 and strictly positive in a neighborhood of 1, it is now clear that v − ε → 0, v + ε → 1, otherwise (30) would be violated in the limit for ε → 0. However, this means that the limitV (z) := lim ε→0 V * ε (z) (which can be constructed pointwise similarly as in the previous proofs) will be such that
SinceV is the limit of positive increasing functions on (−∞, 0) and on (0, +∞), this means thatV = H 0 almost everywhere. The pointwise convergence and the uniform convergence outside a neighborhood of 0 follow from the same argument as for Theorem 3.3 (notice that V * ε (0) = 1/2 by the previous positions). It remains to prove that (V * ε ) → δ 0 in distributional sense; this follows similarly as in the proof of Theorem 3.3 since
The argument used throughout the proof works as well for general strongly saturating diffusions, up to possibly replacing the constant ε bounding y in (29) with another constant depending continuously on ε; of course, the differential equation therein remains instead the same, since the speed of the discontinuous stationary waves is equal to 0 (and thus the part coming from the second-order operator disappears). In Figure 2 , we illustrate Theorem 3.4 for P as in (12) and f as in (28), for different values of ε: notice that hereε = 1 0 f − (s) ds ≈ 0.00853, so for values of ε converging toε from above, the regular fronts (on the left) keep becoming steeper and already for ε = 0.01 (gray, dashed), corresponding to c * ≈ 0.0006326, the derivative of the profile in 0 is almost infinite. On decreasing of ε starting from the valueε, the solutions are discontinuous steady states, and this is well seen both in the left picture and in the right one, where we depict the shape of the associated solution y of (15) (with q 1 = 0, q 2 = 1). Again, solving (15) is the only way to know what is the initial derivative with which we can shoot the solution in order to reconstruct the wave profile.
Remark 3.5. It is likely that a similar approach to the one developed in [16] could provide sharper results than the ones presented here, possibly allowing to relax the regularity assumptions on the reaction term. However, proceeding similarly as in [16] , the integral equation to be studied could here be obtained from (23) and would read as
x(s) ds.
Though seeming not particularly more complicated than the one studied in [16] , such equation would probably require a number of ad-hoc preliminary results, the ones in [15] not being directly applicable. For this reason, we have preferred to stick to a more elementary and direct approach, focusing on the nature of the results for the PDE model (7) rather than on their optimal statement. (13), on the right the corresponding solution y of (15).
Remark 3.6. The (positive definite Euclidean) curvature operator is usually mentioned together with its analogous in Lorentz spaces, the so-called Minkowski curvature operator, given by choosing
It is natural to wonder what part of the present investigation can be extended to this qualitatively different case. On the one hand, the existence of fronts for such a kind of operator was analyzed in [7] , where it was shown that for monostable reaction terms a similar picture as for the linear case appears, though the control required on the growth of the reaction is therein slightly stronger. More precisely, in [7] it is assumed that
in order to state that the critical speed c + for planar fronts connecting α and 1 for the equation
satisfies the upper bound c + ≤ 2 √ M . The problem here is that, given f for which (31) holds for some M , it is not true that g(s) = f (s)/ε fulfills (31) for M = M/ε (compare with Remark 2.2 above); in fact, if f reaches a maximum value K > 0 inside the interval (0, 1), it suffices that K/ε > 1 in order for (31) to fail at least in one point of the interval, regardless of M . It is thus not clear what portrait to be expected for ε → 0; one may wonder whether heteroclinic fronts between α and 1 still exist, or whether any limit procedure necessarily passes through nonmonotone traveling wave solutions. The bistable case could possibly be even more complicated. These issues will be the object of a future investigation.
