The application of data mining algorithms requires the use of powerful software tools. As the number of available tools continues to grow, the choice of the most suitable tool becomes increasingly difficult. This paper present the basic data mining techniques i.e., naive Bayesian tree, RIpple DOwn Rule, naive Bayes and decision tree algorithm J48 for classifying in medical databases. The goal of this paper is to provide a comprehensive of different classifying techniques in data mining. To evaluate the performance of the above techniques recall, precision and accuracy measures are applied.
INTRODUCTION
Data mining has a long history, with strong roots in statistics [1] , machine learning (ML), database research (BR) and artificial intelligence (AI). Data mining has become a technology in business intelligence (BI) [2] , and continues to exhibit steadily increasing importance in technology. Today, a large number of data mining techniques are available such as k-nearest neighbor (KNN) [3] , Bayesian networks (BN) [4] , case-based reasoning (CBR) fuzzy logic (FL) [5] and genetic algorithms (GA) [6] . As the number of available techniques continues to grow, the choice of the most suitable technique becomes increasingly difficult, each with their own strengths and weaknesses.
In this paper, comparative of data mining techniques for classifying in medical databases namely, naive Bayesian tree, RIpple DOwn Rule, naive Bayes and decision tree algorithm J48 are presented. In this way, we have constructed a large dataset of 4,000 records for an accurate training and testing for our techniques. The techniques following an automated process of knowledge discovery (KDD) i.e., data cleaning, data integration, data selection, data transformation, data mining and knowledge representation. The accuracy of the proposed techniques is evaluated in terms of the percentage of the correctly classified instances from the test data and the difference between values predicted by a model and the values actually observed from the environment that is being modelled. The overall procedure of a comparison data mining techniques is shown in Figure 1. 
DATA PREPARATIONS
Sometime, data may be in different formats as it comes from different sources, irrelevant attributes and missing data.
Therefore, data needs to be prepared before applying any kind of data mining. Although at the core of the KDD process [7] , this step usually takes only a small part of the overall effort and their details are explained below.
Figure 2. The KDD process of data mining techniques
From Fig.2 , the KDD process of data mining techniques is composed of seven main steps: (1) Developing an understanding of the application domain and the goals of the data mining process, (2) Acquiring or selecting a target data set, (3) Data integrating and checking the data set; if the data to be mined comes from several different sources data needs to be integrated which involves removing inconsistencies is name of attributes or attributes values names between data sets of different source, (4) Data cleaning and transformation; this step may involve detecting and correcting errors in the data, (5) Model development; when the data mining techniques cannot cope with continues attributes, discretization needs to be applied. This step consists of transforming a continuous attribute into categorical attribute, taking only a few discrete values, (6) Choosing suitable data mining technique, and (7) Result testing and verification.
Data set description
The data sets have different characteristics, such as the number of age from 30 to 89. Also, the characteristics reflect different shapes where some data sets contain a small number of instances.
Example of the diabetes mellitus data sets for training and testing purposes as shown in the Table 1 , each dataset is described by the data type being used, whether they are categorical, integer or real, the number of instances stored within the data set. Therefore, we use the Min-Max normalization model to transform the attribute's values to a new range, -1 to 1. 
DATA MINING TECHNIQUES
Data mining techniques can follow three different learning techniques i.e., supervised, unsupervised and semi-supervised [7] . In supervised learning, the technique works with a set of examples whose labels are known. The labels can be nominal values in the case of the classification task, or numerical values in the case of the regression task. In unsupervised learning, in contrast, the labels of the examples in the dataset are unknown, and the technique typically aims at grouping examples according to the similarity of their attribute values, characterizing a classifying task. Finally, semi-supervised learning is usually used when a small subset of labeled examples is available, together with a large number of unlabeled example. Various data mining techniques used for classifying proposed in this paper are explained in the following section.
Naïve Bayesian Tree
The naive Bayesian tree (NBT) [8] , combined naive Bayesian classification and decision tree learning. In an NBT, a local naive Bayes is deployed on each leaf of a traditional decision tree, and an instance is classified using the local naive Bayes on the leaf into which it falls. The formulations of NBT are proposed by [9] and described below.
Algorithm NBT
Input: Π is a set of candidate attributes, and S is a set of labeled instances.
Output: A decision tree T.
1. If (S is pure or empty) or (Π is empty) Return T.
2. Compute P s (c i ) on S for each class c i .
3. For each attribute X in Π, compute IIG(S, X) based on Eq. (1) and Eq. (2).
4.
Use the attribute X max with the highest IIG for the root.
5. Partition S into disjoint subsets S x using X max .
For all values x of
6.2 Add T x as a child of X max 7. Return T.
Before we call the NBT, a set of probabilities P(X|C) should be computed on the entire training data for each attribute and each class. According to the analysis in the preceding section, the total time complexity of the NBT is O(m·n).
where S is a set of training instance, X is an attribute and x is its value, S x is a subset of S consisting of the instances with X = x.
where P s (c i ) is estimated by the percentage of instances belonging to c i in S, and |C| is the number of classes. Entropy (S x ) is similar.
RIpple DOwn Rule
Ripple DOwn Rule Learner (Ridor) rule [10] generates a default rule first and then the exceptions for the default rule with the least (weighted) error rate. Then it generates the "best" exceptions for each exception and iterates until pure. Thus it performs a tree-like expansion of exceptions. The exceptions are a set of rules that predict classes other than the default. Confidence(C): Measure how often items in Y appear in transactions that contain X. Conditional probability that a transaction having X also contains Y.
Naïve Bayes
Naïve Bayes (NB) is a simple probabilistic classifier based on applying Bayes' theorem (or Bayes's rule) with strong independence (naive) assumptions [11] . The explanation of Bayes rule is defined as Eq. (3).
The basic idea of Bayes's rule is that the outcome of a hypothesis or an event (H) can be predicted based on some evidences (E) that can be observed. From Bayes's rule, we have:
1. A priori probability of H or P(H): This is the probability of an event before the evidence is observed.
2.
A posterior probability of H or P(H|E): This is the probability of an event after the evidence is observed 
Decision tree algorithm J48
J48 is slightly modified C4.5 decision tree for classification. The C4.5 algorithm generates a classification decision tree for the give data set by recursive partitioning of data. The decision is grown using depth first strategy (DFS). The algorithm considers all the possible tests that can split the data set and selects a test that gives the best information gain [8] .
The formulations of J48 are proposed by [12] and described below.
Algorithm J48

Input: T is training data
Output: A decision tree.
1. If (T belong to the same category C) then Return N as a leaf node, and mark it as class C;
2. If attribute is the remainder samples of T is less than a give value, then Return N as a leaf node, and mark it as the category which appears most frequently in attribute, for each attribute, calculate its information gain ratio.
3. Suppose attribute is the testing attribute of N, the test attribute equal to the attribute which has the highest information gain ratio in attribute list.
4.
If testing attribute is continuous, the find its division threshold.
For each new leaf node grown by node N
{
Suppose T is the sample subset corresponding to the leaf node. If T has only a decision category, then mark the leaf node as this category; else continue to implement J48-Tree } 6. Compute the classification error rate of each node, and then prune the tree.
PERFORMANCE EVALUATION
The algorithms performance was assessed using the recall, precision and accuracy on test set. Recall is the fraction of relevant instances that are retrieved (TP/TP+FN). Precision is the fraction of retrieved instances that are relevant (TP/TP+FP). Accuracy is the overall success rate of the algorithms (TP+TN/TP+FP+FN+TN). All measures can be calculated based on four values [13] , namely True Positive (TP, is a number of correctly predictions that an instances positive), False Positive (FP, is a number of incorrect predictions that an instance is positive), False Negative (FN, is the number of incorrect of predictions that an instance negative), and True Negative (TN, is the number of correct predictions that an instance is negative). These values are defined in Table 2 . 
EXPERIMENTAL RESULTS
The experimental results under the framework of Waikato Environment for Knowledge Analysis (WEKA; version 3.6.10) [14] . All experiments were performed on a Duo Core with 1.8GHz CPU and 2G RAM. We have performed of several data mining techniques to select the one with the most accurate results to use in medical data set. We choose four very commonly used techniques namely, NBT, Ridor, NB and J8. To have a fair comparison between different techniques, training time in seconds and tree size ratio for each technique on each data set obtained via 10-fold stratified cross validation.
Results for classification using NBT
NBT is applied on the data set and the confusion matrix is generated for class gender having two possible values (Yes/No). 
NB Tree --------------------------------------------------------------------------------------------------------------------------------
--------------------------------------------------------------------------------------------------------------------------------
For above confusion matrix [15] , TP for class a (Yes) is 800 while FP is 0 whereas, for class b (No), TP is 3120 and FP is 0 (diagonal element of matrix 880+3120 = 4000 represents the correct instances classified and other elements 0+3120 = 3120 represents the incorrect instances). Therefore, TP rate equals diagonal element divided by sum of relevant row, while FP rate equals non-diagonal element divided by sum of relevant row (TP rate for class a = 880/(880+0) = 0, FP rate for class a = 0/(0+3120) = 0, TP rate for class b = 3120/(0+3120) = 1, and FN rate for class b = 0/(880+0) = 0).
Results for classification using Ridor
Ridor is applied on the data set and it generates a default rule first and then the exceptions for the default rule with the least (weighted) error rate. Then it generates the "best" exceptions for each exception and iterates until pure.
Thus it performs a tree-like expansion of exceptions. The exceptions are a set of rules that predict classes other than the default [16] . 
Ridor rules ---------------------------------------------------------------------------------------------
For above confusion matrix, TP for class a (Yes) is 832 while FP is 48 whereas, for class b (No), TP is 3094 and FP is 26 (diagonal element of matrix 832+3094 = 3926 represents the correct instances classified and other elements 480+26 = 506 represents the incorrect instances). Therefore, TP rate equals diagonal element divided by sum of relevant row, while FP rate equals non-diagonal element divided by sum of relevant row (TP rate for class a = 832/(832+48) = 0.94+, FP rate for class a = 26/(26+3094) = 0.008+, TP rate for class b = 3094/(26+3094) = 0.99+, and FN rate for class b = 48/(832+48) = 0.05+).
Results for classification using NB
Class for a NB classifier using estimator classes. Numeric estimator precision values are chosen based on analysis of the training data. For this reason, the classifier is not an updateable classifier (which in typical usage are initialized with zero training instances), if you need the updateable classifier functionality, use the NB updateable classifier. The NB updateable classifier will use a default precision of 0.1 for numeric attributes when build classifier is called with zero training instances. 
Results for classification using J48
J48 is applied on the data set and the confusion matrix is generated for class gender having two possible values (Yes/No). Class for generating a pruned or unpruned C4.5 decision tree [16] .
results of the NBT, Ridor, NB and J48 techniques. All the experiment results are shown in Table 3 . 
CONCLUSIONS
This paper has conducted a comparison between four data mining techniques namely, NBT, Ridor, NB and J48 relies on the careful KDD steps could be used to classification in medical databases. The performance of the techniques is validated by recall, precision and accuracy values. The NBT technique show better performance for our medical databases (100%), but J48 and Ridor are also useful and may be better fit to deal with our case.
In the process of KDD, choice of parameters and the construction of high quality training and test data sets are important steps.
Overall, our experimental results show that careful KDD steps and appropriate technique together provide best classification in medical databases This technique intends to help expert in risk factor analysis in diabetes mellitus to faster and more easily.
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