A test of homogeneity tries to decide whether observations come from a single distribution or from a mixture of several distributions. A powerful theory has been developed for the case where the component distributions are members of an exponential family. When no parametric assumptions are appropriate, the standard approach is to test for bimodality, which is known not to be very sensitive for detecting heterogeneity. To develop a more sensitive procedure, this article builds on an approach employed in sampling literature and models the component distributions as logarithmically concave densities. It is shown how this leads to a special semiparametric model, in which the homogeneity problem is equivalent to testing whether a parameter c equals zero, versus the alternative that c > 0. This setup leads naturally to a novel multiscale maximum likelihood procedure, where the multiscale character re ects the desirable property of adaptivity to the unknown value of the parameter c under the alternative, to ensure a test with high power. The test can also be extended, in principle, to a multivariate situation. In a univariate setting, the multiscale procedure is well suited to computation with the iterative convex minorant algorithm, a recent innovation in computational nonparametric statistics. The test is applied to simulated data and to the stamp data of Izenman and Sommer.
INTRODUCTION
This article is concerned with the homogeneity problem: Given a sample of observations, one wishes to decide whether the observations come from one distribution (the homogeneity case) or from a mixture of distributions. The homogeneity problem arises in many different contexts. One prominent example is the Pickering/Platt debate on the nature of high blood pressure. The English internist Platt claimed that hypertension was a disease, which one either had or not. Thus the observed blood pressure measurements would follow a mixture of distributions. Pickering argued that there was no single dominating cause for hypertension, and that doctors arbitrarily labeled people in the right tail of the blood pressure distribution as having hypertension. See Swales (1985) for an account of this dispute. A more recent example from the physical sciences concerns the study of so-called moving groups of stars. Stars tend to form groups, which astrophysicists try to detect by examining the distribution of the radial velocity of a large number of stars. The presence of a moving group of stars will result in a mixture of velocity distributions. See Côté et al. (1993) for the discovery of a moving group via a statistical analysis of the velocity distribution.
The statistical theory on the homogeneity problem has been developed very successfully in the case where the component densities are assumed to be from a known exponential family. Important references are Lindsay and Roeder (1992, 1997) and Roeder (1994) . More references to relevant work can be found in the authoritative monograph of Lindsay (1995) . A key aspect of those approaches is the observation that mixing in exponential families manifests itself in the sign-change behavior of certain functions, which can then be examined statistically. Aspects of that approach go back to Shaked (1980) .
The conclusions of such an analysis usually depend quite sensitively on the assumed parametric model for the component densities. In particular, skewed component distribu- tions can cause problems (see Roeder 1994, p. 493, and Schork et al. 1990 ). Hence if no prior information is available concerning the component distributions, then the standard approach is a nonparametric test for the number of modes (see Titterington et al. 1985, p. 48 , for a judicious discussion). It is well known, however, that such an approach is not very sensitive for detecting the presence of mixing (see, e.g., Roeder 1994, p. 493) . Thus there exists a gap between the criteria and methods available in the nonparametric case on the one hand and the quite de nitive results (see the articles cited in the previous paragraph) for the parametric case on the other hand. The aim of this article is to develop a counterpart for a more sensitive analysis in the nonparametric case. The article builds on a proposal from the sampling literature that models singlecomponent distributions as logarithmically concave functions and then develops the necessary tools for statistical inference.
Section 2 motivates this set-up and gives a representation theorem that provides a useful framework for the statistical analysis. Section 3 shows that inference in this model leads naturally to a novel method of multiscale maximum likelihood analysis, which can also be motivated by certain optimality criteria. Section 4 addresses computational issues. It turns out that the multiscale maximum likelihood estimator (MLE) can be computed in a nice and fast way with the Iterative Convex Minorant Algorithm (see Jongbloed 1998), a recently developed tool in computational statistics. In Section 5 simulation results are reported, and the procedure is applied to the stamp data of Izenman and Sommer (1988) . Proofs are deferred to the Appendix.
A REPRESENTATION THEOREM
Clearly, the homogeneity problem described in the Introduction becomes meaningful only if some assumptions are made about the component densities. We will adopt an approach commonly used in the sampling literature (see Gilks and Wild 1992; Dellaportas and Smith 1993; and Brooks 1998) , where " is a concave (but not necessarily smooth) function. As expounded in the above references, the most commonly used parametric densities are log-concave, the prime example of course being the normal density where " is a quadratic. Hence log-concave densities are a quite natural choice, if one looks for a class that contains the commonly used distributions, but is also parsimonious. Note that the class of log-concave distributions is strictly contained in the class of unimodal distributions. Hence modeling single-component distributions as log-concave densities makes it possible to construct a procedure that is more sensitive for detecting mixing than would be possible under a unimodal model. This proposition will be illustrated by a normal mixture example in Section 5. As log-concave densities are precisely the densities that are totally positive of order 2, this model can also be regarded as a nonparametric counterpart to the remarkably successful approach developed by Lindsay and Roeder (1992, 1997) and Roeder (1994) in the parametric case.
The following representation theorem provides a framework for the analysis. It is proved without much extra effort for a multivariate set-up. In fact, the methodology described below can be readily transferred to a multivariate situation, but the computational algorithms will be different. 
holds for a concave function " on R d and a constant c ¶ 0. can jump down, but an increase of the derivative must satisfy a Lipschitz condition due to the derivative of the term c˜x˜2, as the one-sided derivative of the concave function " is nonincreasing. It will be seen that an approach based on maximum likelihood readily accounts for this property. The constant c in (1) is uniquely determined if we consider its smallest value for which (1) holds. We will use this convention in the following. The technical condition placed on G will turn out not to be essential for the methodology that will be developed below. Theorem 1 shows that testing whether f can be represented as a single log-concave distribution is equivalent to testing whether c D 0 in (1). We will call the case c D 0 the null model. Assessing the evidence of mixing amounts to assessing the evidence that c > 0. It can happen that mixing two logconcave distributions will again result in a log-concave distribution, that is, in c D 0 in (1), in which case it is impossible to determine whether mixing is present. This lack of identi ability is the price one has to pay if no prior information about the component distributions is available and one chooses a nonparametric approach.
THE MULTISCALE MLE
As interest centers on the parameter c of the log density, it is natural to use the method of maximum likelihood for statistical inference. Note that the parameter c in (1) . But c true is unknown. Combining the evidence for various values of c is a way to make the procedure adaptive to the unknown c true .
For the related model where " is a decreasing function and the term cx 2 is replaced by cx in (1) (i.e., one tests whether the density is decreasing versus alternatives that are locally smoothly increasing), Walther (in press) showed that the multiscale MLE approach indeed results in a procedure that is adaptive and optimal in the asymptotic minimax framework. This motivates the use of the corresponding approach for the model (1), for which a theoretical analysis appears to be much more dif cult. The next proposition summarizes some properties of the MLE: 
The concave function O " n is piecewise linear with changes of slopes at the observations. The left-hand slopes 8 O " 0 n 4X 4i5 ƒ51 1 μ i μ n9 at the observations are contained in the cone
We will assess the evidence against the null model by measuring the distance of log O f c n from the class of concave functions or, alternatively, the distance T n 4c5 of the (left-hand) derivative of log O f c n from Mon, the class of decreasing functions from R into S R, the extended real line. More precisely, the distance of a function g from Mon is de ned as d w 4g1 Mon5 D inf m2Mon˜4 g ƒ m5w˜ˆ, where w is a weight function which we will take to be O f 0 n . Down-weighting the tails of the distribution is a desirable feature for many applications. The choice of the supremum norm is motivated by its sensitivity to local violations of monotonicity (see Liero et al. 1998 ) and by the fact that it results in a relevant and interpretable measure of the deviation from the null model. It is shown in Section 4 that the evaluation of this distance T n 4c5 reduces to the computation of a simple expression and that computing the MLE O f c n for various scales c goes hand in hand with the workings of the iterative algorithm employed. The implementation will of course use a nite set £, usually a grid, for the range of possible values of c that are to be inspected.
Finally, the reference distribution for assessing the significance of the statistic is obtained by Monte Carlo sampling from the estimated null model O f 0 n . This approach follows that of Silverman (1981) . The complete description of the test is then as follows. 
Results of a small simulation study that compares observed relative frequencies of rejection with nominal levels are reported in Section 5. While a precise theoretical analysis of the adaptivity properties of the test in the model (1) appears to be dif cult, the following proposition shows that the test is consistent:
Proposition 2. Let the density f be of the form (1) with c > 0 and with compact support G. Then the above multiscale test is consistent against f ; that is, its power converges to 1 as n !ˆ1 B !ˆ.
COMPUTING THE MULTISCALE MLE
The optimization problem (2) can be put as the minimization of a convex function over the cone C n given in (3), and as such is well suited for treatment with the Iterative Convex Minorant Algorithm ( ICMA), a recent advance with potential applications in many nonparametric problems (see Wellner 1992 and Jongbloed 1998) . The key idea of that algorithm is to approximate the convex function locally around the current candidate solution by a quadratic form, which can then be minimized over the cone with standard tools from isotonic regression, such as the pool-adjacent-violators algorithm. This procedure is then iterated to the nal solution.
We will now give some more details for the present context. It is helpful for the binning described below to scale the observations as well as the Monte Carlo samples to have variance unity, and then perform the test on this scale. Linearly binning the data, that is, assigning the empirical measure of each observation to each of its two neighboring grid points in proportion to the distance of the observation from the other grid point (see, e.g., Wand 1994), was not found to affect the solution much but provides two obvious advantages: First, quantized data, such as those involving rounding errors, are readily incorporated into this setting. Second, the running time of the algorithm will be shorter, as the optimization problem is reduced to a lower-dimensional space. Distances between the bin centers as large as one-tenth of the standard deviation of the data were found to give satisfactory results. Let x 2 < ¢ ¢ ¢ < x nC1 denote the bin centers, so that n now refers to the number of bins, not the sample size. x 1 2D x 2 ƒ 001 is a dummy point whose purpose will become clear immediately. The binning procedure will associate weights w i with the x i such that P i w i D 1 (see Wand 1994 for the details of linear binning). For a given candidate solution f write l i 2D log f 4x i 5. The associated concave function "4x5 D log f 4x5ƒ cx 2 can be taken to be piecewise linear by Proposition 1, and hence the candidate solution is speci ed by the slopes s i of " between x i and x iC1 1 1 μ i μ n, together with the value l 1 at the dummy point x 1 . Setting l 1 2D ƒ 10 should be a small enough choice for almost any situation. In summary, we have (4) where the vector s D 4s 1 1 : : : 1 s n 5 must be contained in C n given in (3). The likelihood for the binned data is P nC1 iD2 w i l i D P n iD1 s i 4x iC1 ƒ x i 5 P nC1 jDiC1 w j . In all of the examples given in Section 5, the binned likelihood and the resulting MLE give an excellent approximation to the corresponding quantities for the unbinned data. Using a standard approximation to the integral in (2), the latter optimization problem becomes
where the l i are given in (4). Note that the criterion function (5) is convex in s. Thus the problem is now in a form where the ICMA can be applied directly; the required gradient and the diagonal of the Hessian of the criterion function can readily be found by differentiating (5) and are given in the Appendix. Two modi cations to the ICMA were found to be helpful: rst, adding an additional stopping criterion that ends the iterations once the improvement in the criterion function (5) is less then 10 ƒ5 , and second, replacing each Hessian diagonal weight by 10 ƒ3 if it falls below that number, to avoid problems with inverting those elements. It can be proved that this change of weights will still make the algorithm converge to the solution. This choice of accuracy parameters follows the choice in Jongbloed (1998) for similar situations and was found to work well.
Alternatively to using the ICMA, (5) can be solved by an interior point method (see Terlaky and Vial 1998) . Interior point methods require more programming effort and do not appear to be as fast and stable as the ICMA for the situation at hand. Note that the iterative nature of the ICMA goes hand in hand with the structure of the multiscale procedure: The solution of (5) serves as a starting value for that problem with the next larger value of c under consideration. With the distance of 001 between the bin centers as described above, the running time of the algorithm per scale is about 4 s on a present-day PC. In Section 5 a normal t was used to provide the initial starting value for the ICMA in the null case c D 0.
Recall that T n 4c5 is de ned as 
ƒ5 (say), and otherwise X D log4U 4e s i 4x iC1 ƒx i 5 ƒ 15 C 15=s i . The Matlab code for the described procedure is available from the author upon request.
EXAMPLES
In all of the examples and simulations below, B D 299 resamples were used to compute the signi cance of the statistic. Including the null model c D 01 £ consisted of 11 equally spaced values c, with the largest c taken to be 3. The results appear not to be sensitive to those choices.
A small simulation study was performed to assess the accuracy of the simulated p values. Three hundred samples of size 100 were generated from the standard uniform distribution, and the test was evaluated for each sample. Of the samples, 007% resulted in p values of less than 1%, and 503% of the samples resulted in p values of less than 5%. The uniform distribution is a least favorable distribution for this situation, because its log-density is constant, and, hence, everywhere on its support, it lies on the boundary to local violations of concavity. The above simulations show that the relevant observed signi cance levels coincide quite satisfactorily with the nominal levels. Simulating instead from the standard normal distribution resulted in signi cant outcomes at relative frequencies below the nominal levels, that is, in conservative results.
Next the methodology was applied to a sample of size 250 from the mixture Figure 3 . This mixture distribution is unimodal, and hence one would expect it to be dif cult to detect the two components in the distribution. The test clearly detected The assertion follows. &
A.3 Proof of Proposition 1
We will rst prove that if the MLE O " n exists, it is the solution of (2). De ne the functionals M 0 4"5 2D " n . This argument follows that of Silverman (1982) .
Proving existence and the stated properties of the MLE can be done in a way similar to the proof of Robertson et al. (1988, p. 326 
