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Abstract
Establishing global convergence of Newton-CG has long been limited to making
strong convexity assumptions. Hence, many Newton-type variants have been proposed
which aim at extending Newton-CG beyond strongly convex problems. However, the
analysis of almost all these non-convex methods commonly relies on the Lipschitz
continuity assumptions of the gradient and Hessian. Furthermore, the sub-problems of
many of these methods are themselves non-trivial optimization problems.
Here, we show that two simple modifications of Newton-CG result in an algo-
rithm, called Newton-MR, which offers a diverse range of algorithmic and theoretical
advantages. Newton-MR can be applied, beyond the traditional convex settings, to
invex problems. Sub-problems of Newton-MR are simple ordinary least squares. Fur-
thermore, by introducing a weaker notion of joint regularity of Hessian and gradient,
we establish the global convergence of Newton-MR even in the absence of the usual
smoothness assumptions. We also obtain Newton-MR’s local convergence guarantee
that generalizes that of Newton-CG. Specifically, unlike the local convergence analysis
of Newton-CG, which relies on the notion of isolated minimum, our analysis amounts
to local convergence to the set of minima.
1 Introduction
Given an objective function f : Rd → R, consider the unconstrained optimization
problem
min
x∈Rd
f(x). (1)
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Due to their simplicity and elegant existing theoretical foundations, the bulk of op-
timization literature for solving (1) is dedicated to the development of the methods
for the case where f is convex [13, 17, 65]. Such methods can be typically categorized
into two main groups: first-order algorithms, [6], which solely employ gradient infor-
mation, and second-order methods, [52, 68], which in addition incorporate curvature
information in the form of Hessian.
Generally speaking, compared to first-order methods, second-order algorithms enjoy
superior convergence properties in both theory and practice. This is so since by taking
the local curvature information into account (e.g., in the form of the Hessian matrix),
second-order methods can non-uniformly rescale the gradient components so that it is a
much more “useful” direction to follow. This is in contrast to first-order methods which
can only scale the gradient uniformly for all coordinates. Second-order information has
been used in many machine learning and data fitting applications, e.g., [16,19,20,57,60,
74,75,91,93,94,95] as well as many scientific computing problems, e.g., [18,35,48,78,79].
The canonical example of second-order methods is arguably the classical Newton’s
method whose iterations are typically written as
xk+1 = xk + αkpk, with pk = −
[∇2f(xk)]−1∇f(xk), (2)
where xk,∇f(xk),∇2f(xk), and αk are respectively the current iterate, the gradient,
the Hessian matrix, and the step-size which is often chosen using an Armijo-type
line-search to enforce sufficient decrease in f [68]. When f is smooth and strongly
convex, it is well known that the local and global convergence rates of the classical
Newton’s method are, respectively, quadratic and linear [17,65,68]. For such problems,
the Hessian matrix is uniformly positive definite. As a result, if forming the Hessian
matrix explicitly and/or solving the linear system in (2) exactly is prohibitive, the
update direction pk is obtained (approximately) using conjugate gradient (CG), as the
iterative method of choice, resulting in the celebrated (inexact) Newton-CG. In what
follows, we center our discussions around (inexact) Newton-CG, noting the classical
Newton’s method and exact Newton-CG are simply two sides of the same coin (2).
Newton-CG has been shown to enjoy various desirable theoretical and algorith-
mic properties including insensitivity to problem ill-conditioning [74, 75, 93] as well
as robustness to hyper-parameter tuning [11, 55]. However, in the absence of either
smoothness or strong-convexity, Newton’s method in its pure form (2), i.e., without
any regularization strategy such as Levenberg-Marquardt [56, 59], trust-region [32],
or cubic [24, 25, 67], lacks any favorable convergence analysis. For example, without
strong convexity assumption, which is often violated in many practical applications,
an immediate problem is that the Hessian matrix, ∇2f(xk), may simply fail to be
invertible. Hence, many Newton-type variants have been proposed which aim at ex-
tending Newton-CG beyond strongly convex problems. More subtly, when f is not
regular enough, e.g., its gradient or Hessian is not Lipschitz continuous, it is widely
believed that the curvature information is not useful [4, 5]. This widespread belief is,
perhaps, a side-effect of the fact that the analysis of almost all Newton-type meth-
ods for non-convex problems relies heavily on Lipschitz continuity of the gradient and
Hessian. Furthermore, vast majority of these non-convex Newton-type methods in-
volve sub-problems that are themselves non-trivial to solve, e.g., the sub-problems of
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trust-region and cubic regularization methods are non-linear and non-convex [91].
In this paper, we propose and study a variant of the classical Newton’s method,
called Newton-MR, which can, to a great degree, address many of these shortcomings.
1.1 Derivation of Newton-MR in a Nutshell
Newton-MR is derived by means of two very simple modifications to Newton-CG.
• Update Direction pk: Recall that to obtain the update direction, pk, (inexact)
Newton-CG aims at (approximately) solving quadratic sub-problems of the form ( [68])
min
p∈Rd
〈∇f(xk),p〉+ 1
2
〈
p,∇2f(xk)p
〉
.
Clearly, in the absence of positive definite Hessian, Newton-CG can fail. This is be-
cause if the Hessian matrix is indefinite or if its positive semi-definite but ∇f(xk) /∈
Range
(∇2f(xk)), the above sub-problems are simply unbounded below. Similarly,
when Hessian in singular and ∇f(xk) /∈ Range
(∇2f(xk)), there is no solution to the
linear system ∇2f(xk)p = −∇f(xk). To address these, our sub-problems involve (ap-
proximately) minimizing the residual of the underlying linear system in the form of the
ordinary least squares (OLS)
min
p∈Rd
1
2
∥∥∇2f(xk)p +∇f(xk)∥∥2 .
Clearly, regardless of the Hessian matrix, there is always a solution (in fact at times
infinitely many solutions) to the the above OLS problem.
• Step-size αk: After obtaining the search direction, pk, and to find an appropriate
step-size, αk, we perform line-search on ‖∇f(x)‖, instead of f(x), i.e., we require
descent in the norm of the gradient as opposed to the objective value. This is mainly
because, in the absence of positive definite Hessian, an approximate solution to the
above OLS sub-problem will not necessarily be a direction of descent for f(x). However,
it is always guaranteed to be a descent direction for ‖∇f(x)‖; see Remark 2.
Newton-MR, where the term “MR” refers to the fact that the sub-problems are in
the form of Minimum Residual, i.e., least squares, is depicted in Algorithm 1.
1.2 Properties of Newton-MR in a Nutshell
In its pure form, i.e., when pk is computed exactly, Newton-MR’s iterations can be
written as
xk+1 = xk + αkpk, with pk = −
[∇2f(xk)]†∇f(xk), (3)
where A† denotes the Moore-Penrose generalized inverse of matrix A, and αk is an
appropriately chosen step-size. As it can be seen, exact Newton-MR (3) appears almost
identical to exact Newton-CG (2). However, as it turns out, it comes with a variety of
advantageous properties. A high-level overview of the these properties, as compared
with Newton-CG, is given in Table 1. The main theoretical guarantees of Newton-MR
are gathered in Table 2.
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Algorithm 1 Newton With Minimum Residual Sub-problems (Newton-MR)
Input:
- Initial iterate x0 ∈ Rd
- Inexactness tolerance θ as in Condition 1 (for inexact Newton-MR)
- Line-search parameter 0 < ρ < 1
- Termination tolerance 0 < 
for k = 0, 1, 2, · · · until ‖∇f(xk)‖ ≤  do
if Exact Update then
Find pk using (7), i.e., pk = − [Hk]† gk
else
Find pk using (11) with inexactness tolerance θ
end if
Find step-size, αk, such that (14) holds with ρ
Set xk+1 = xk + αkpk
end for
Output: x for which ‖∇f(x)‖ ≤ 
• Relaxing Convexity: The application range of Newton-MR goes beyond the tra-
ditional convex settings.
– Newton-MR can be readily applied to a class of non-convex problems known as
invex, which subsumes convexity as a sub-class; see Section 2.1. Although the
Hessian of an invex function can be indefinite and/or singular, the iterations of
Newton-MR are well-defined and, under certain conditions, converge. In contrast
to most non-convex Newton-type methods that involve non-trivial sub-problems,
iterations of Newton-MR amount to (approximately) solving simple OLS.
– One can draw parallels between the relationship of Newton-MR and Newton-CG
and that of MINRES and CG; see Remarks 3 and 6. For example, just as in the case
of symmetric positive-definite matrices for MINRES and CG, in the traditional
strongly convex and smooth settings, both Newton-MR and Newton-CG have
identical convergence rates; however the convergence is measured using different
quantities. Furthermore, the same way that MINRES outperforms CG when early
stopping is based on the residual norm, inexact Newton-MR is preferable to inexact
Newton-CG, when the termination criterion is based on the norm of the gradient
(which most often is the only practical and computable termination criterion).
Also, just as the application of MINRES, unlike CG, stretches beyond symmetric
positive-definite matrices, Newton-MR, unlike Newton-CG, can be applied beyond
convex settings.
• Relaxing Smoothness: Establishing global convergence of Newton-CG merely re-
quires uniform boundedness of Hessian. In non-convex settings, however, the smooth-
ness requirement is significantly more stringent and includes Lipschitz continuity of
Hessian. Here, by introducing a novel notion of smoothness, we establish the global
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convergence of Newton-MR and show that even an unbounded and discontinuous Hes-
sian may contain information that can be deemed useful for some non-convex problems;
see Assumptions 1 and 2.
• Relaxing Inexactness Criteria: Inexact Newton-MR allows for more relaxed
inexactness conditions compared with inexact Newton-CG.
– The termination criteria for any iterative procedure aiming to approximately solve
the least-squares sub-problems of inexact Newton-MR are much weaker than those
of inexact Newton-CG. In other words, for any given inexactness tolerance, the
termination criteria of inexact Newton-MR are implied by those of inexact Newton-
CG; see Remark 1.
– Regardless of the inexactness tolerance in solving the underlying OLS problems,
inexact Newton-MR converges globally/locally with a rate that is similar, up to
a problem-independent constant, to that of the exact variant. In sharp contrast,
for inexact Newton-CG to converge fast, one has to solve the underlying linear
system to a high-enough accuracy; see Remarks 9 and 10.
• Local Convergence: We obtain local convergence guarantees of (inexact) Newton-
MR and show that our local analysis indeed generalizes that of (inexact) Newton-CG.
– Just as in the case of Newton-CG, local convergence rate of Newton-MR is problem-
independent; see Remark 7. However, for inexact variants to have problem inde-
pendent rates, inexact Newton-CG requires a small enough inexactness tolerance,
whereas Newton-MR enjoys this property with significantly larger tolerance; see
Remark 10.
– Our local convergence analysis does not make use of the notion of isolated mini-
mum, which is required for the local convergence analysis of Newton-CG. Instead,
our local convergence is stated in terms of convergence to the set of optimal solu-
tions; see Remark 11.
Newton-MR vs. Newton-CG
Method
Function
Class
Sub-
problems
Convergence
Inexactness
ConditionGlobal Local
Required Smoothness Metric Rate Required Smoothness Metric Rate
Newton-MR Invex
Least
Squares
Hg: β-Ho¨lder (β > 0)
‖g‖
f−f ?
Q-Linear
R-Linear (GPL)
Hg: β-Ho¨lder (β > 1)
or
H: β-Ho¨lder (β > 0)
Distance to
the set of
minima
Q-Superlinear
and
Problem
Independent
(GEB)
(9) with
θ < 1
Newton-CG
Strongly
Convex
Linear
System
H: Bounded
‖g‖
f−f ?
R-Linear
Q-Linear
H: Bounded and
β-Ho¨lder (β > 0)
Distance to
the unique
minimum
Q-Superlinear
and
Problem
Independent
(8) with
θ <
1√
κ
Table 1: Snapshot of high-level comparison between Newton-MR and Newton-CG. H and
Hg refer, respectively to Hessian, and the action of Hessian on the gradient. β-Ho¨lder refers
to Ho¨lder continuous with exponent β. f ? denotes the minimum value of the function f . θ
is the inexactness tolerance and κ is the condition number of the problem. GPL and GEB
refer, respectively, to convergence under conditions in Definitions 2 and 5.
The rest of this paper is organized as follows. We end Section 1 by introducing
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Summary of Results
Metric
Convergence
Global Local
‖g‖ Theorems 1 and 3
Corollaries 1, 2, and 3
Theorems 2 and 4
f − f ? Theorem 5 N/A
∆ N/A Theorem 6
Table 2: Summary of the main results. f ? denotes the minimum value of the function f and
∆ is the distance to the set of minima, i.e., ∆ , min
x?∈X ?
‖x− x?‖, where X ? is as in (36).
the notation used throughout the paper. In Section 2.1, we briefly review the notion
of invexity and related concepts. Algorithmic details of Newton-MR are given in Sec-
tion 2.2. Convergence properties of Newton-MR are gathered in Section 3. This is
done, first, by extensive discussion on various assumptions underlying the analysis in
Section 3.1, followed by a detailed theoretical development to obtain local and global
convergence of Newton-MR in Section 3.2. Numerical examples illustrating empiri-
cal performance of Newton-MR are provided in Section 4. Conclusions and further
thoughts are gathered in Section 5.
Notation
In what follows, vectors and matrices are denoted by bold lowercase and bold uppercase
letters, e.g., v and V, respectively. We use regular lowercase and uppercase letters to
denote scalar constants, e.g., c or L. The transpose of a real vector v is denoted by vT .
For two vectors, v,w, their inner-product is denoted as 〈v,w〉 = vTw. For a vector v,
and a matrix V, ‖v‖ and ‖V‖ denote the vector `2 norm and the matrix spectral norm,
respectively, while ‖V‖F is the matrix Frobenius norm. For two symmetric matrices
A and B, A  B indicates that A − B is symmetric positive semi-definite. For any
x, z ∈ Rd, y ∈ [x, z] denotes y = x + τ(z − x) for some 0 ≤ τ ≤ 1. We also denote
R+ = {x ∈ R; x ≥ 0} and R++ = R+ \ {0}. For a natural number n, we denote
[n] = {1, 2, . . . , n}. For any finite collection S, its cardinality is denoted by |S|. The
subscript, e.g., xk, denotes iteration counter. For a matrix A ∈ Rd×d, Range (A) and
Null (A) denote, respectively, its range, i.e., Range (A) =
{
Ax | x ∈ Rd} and its null-
space, i.e., Null (A) =
{
y ∈ Rd | Ay = 0}. The Moore-Penrose generalized inverse
of a matrix A is denoted by A†. The identity matrix is written as I. When the
minimum is attained at more than one point, “Arg min” denotes the set of minimizers,
otherwise “arg min” implies a unique minimizer. Finally, for notational simplicity, we
use g(x) , ∇f (x) ∈ Rd and H(x) , ∇2f (x) ∈ Rd×d for the gradient and the Hessian
of f at x, respectively, and at times we drop the dependence on x by simply using g
and H, e.g., gk = g(xk) and Hk = H(xk).
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2 Newton-MR
In this section, we detail the basic building blocks of Newton-MR, depicted in Algo-
rithm 1. On the surface, there is a striking resemblance between exact variants of
Newton-MR and Newton-CG. Indeed, (3) is the same as (2) with the pseudo-inverse
in place of the usual inverse, and a step-size which is chosen differently. However, we
will show that the relationship between Newton-MR and Newton-CG is reminiscent
of that between MINRES and CG. In particular, similar to MINRES that unlike CG,
can be applied beyond positive-definite matrices, Newton-MR, unlike Newton-CG, is
applicable beyond the traditional convex settings to invex functions. In fact, even for
strongly convex problems, Newton-MR comes with natural features that make it, both
theoretically as well as empirically, preferable to Newton-CG.
We first give a brief review of invexity in Section 2.1, and then discuss the main
ingredients of Algorithm 1 in Section 2.2.
2.1 Invexity
Even though convexity is arguably the backbone in the development of many non-linear
optimization algorithms, non-convex optimization problems arise more naturally and
far more frequently in applications, e.g., non-linear inverse problems [47, 48, 77, 78,
79, 89]. Recently, the field of machine learning has also seen a surge of interest in
the design, analysis and evaluations of non-convex models as well as optimization
algorithms [1, 10, 23, 31, 42, 53, 72, 85, 91, 92, 94]. This is mainly so since it is widely
believed that a suitable learning architecture, even if it gives rise to non-convex loss
functions, can prove to be more effective in parameter recovery/learning than insisting
on convexity, e.g., simple convex classifiers versus deep neural-nets. Even for many
convex classifiers, simply trading for non-convex loss functions actually improves the
accuracy and efficiency of the learning procedure, e.g., non-convex variant of SVM [31].
For non-convex optimization (1), though not as abundant as the convex case, there
are a variety of methods. The vast majority of these methods, that mainly employ
local information such as the gradient or Hessian, can only guarantee convergence
to a point which satisfies first order optimality condition, i.e., where the gradient
vanishes. For non-convex functions, however, such first-order stationary point can
be a global minimum, local minimum, a saddle point or even local maximum. In
this light, generalized convex functions [22] have been introduced in order to weaken,
as much as possible, the convexity requirements, and extend many results related to
convex optimization theory to more general functions. Among them is the class of invex
functions, first studied in [50], which extends the sufficiency of the first order optimality
condition, e.g., Karush-Kuhn-Tucker conditions, to broader class of problems than
simple convex programming.
Definition 1 (Invexity). Let X ⊆ Rd be an open set. A differentiable function
f : X → R is said to be invex on X if there exists a vector-valued function
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φ : X × X → Rd such that
f(y)− f(x) ≥ 〈φ(y,x),∇f(x)〉 , ∀x,y ∈ X . (4)
The class of functions satisfying (4) with the same φ is denoted by Fφ. The class
of all invex functions is denoted by F .
It is easily seen that, by choosing φ(y,x) = y−x in Definition 1, differentiable convex
functions are subsumed in the class of invex functions; see [9,63] for detailed treatments
of invexity. An example of invex function, which is not convex, is f(x, y) = x2y2 on
R2, whose stationary points, i.e., global minima, are (x, 0) and (0, y), for x, y ∈ R. It
is notable that the term “invex”, which stands for “invariant convex”, was first coined
by [33] motivated by the fact that invex functions can be generated by applying a
differentiable one-to-one domain transformation to a convex function, i.e., if f : X → R
is convex and g : Y → X is a differentiable and one-to-one map, then h = f ◦g : Y → R
is invex. Such transformations destroy convexity, but preserve the invex property.
From invexity (4), it follows that the necessary and sufficient condition for any
minimizer of invex problem (1) is ∇f(x∗) = 0. However, this is alternatively equivalent
to having ‖∇f(x∗)‖ = 0, which in turn give rise to the following auxiliary non-convex
optimization problem
min
x∈Rd
‖∇f(x)‖ . (5)
Since the global minimizers of (5) are the stationary points of (1), when f is invex,
the global minimizers of (1) and (5) coincide. As we will show in Section 3, the simple
modifications highlighted in Section 1.1 allow for Newton-MR to be readily applicable
to (5), which in turn makes it suitable for (1) with invex objective. We also note that,
in many applications, e.g., chemical physics [2, 61], where instead of minimizing the
function, the goal is to find zeros of its gradient field, algorithms for solving (5) are
highly desired.
Considering (5) in lieu of ∇f(x) = 0 is, in fact, a special case of a more general
framework for solving non-linear system of equations involving a vector valued function
F : Rd → Rd. More specifically, as an alternative to solving F(x) = 0, minimization of
‖F(x)‖ has been considered extensively in the literature; e.g., [7,8,27,66,73,96,99]. In
our case, the non-linear system of equations arises from optimality condition ∇f(x) =
0, i.e., F(x) = ∇f(x). However, what sets our contributions in this paper apart is
studying the plethora of desirable theoretical and algorithmic properties of Newton-
MR in the context of (5).
2.2 Details of Algorithm 1
As alluded to in Section 1.1, the underlying sub-problem of Newton-MR, at kth itera-
tion, involve OLS problem of the form
min
p∈Rd
‖gk + Hkp‖ . (6)
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Under invexity assumption, the Hessian matrix can be indefinite and even rank de-
ficient, and as a result, the sub-problem (6) may contain infinitely many solutions.
Indeed, the general solution of (6) can be written as
p = − [Hk]† gk +
(
I−Hk [Hk]†
)
q, ∀q ∈ Rd,
which implies that when Hk has a non-trivial null-space, the sub-problem (6) has
infinitely many solutions. Among all these solutions, the one with the minimum norm,
is defined as the unique solution to
min
p∈Rd
‖p‖ s.t. p ∈ Arg min
p̂∈Rd
‖gk + Hkp̂‖ , (7)
which yields pk = − [Hk]† gk. For reasons that will be clear later, among all possible
solutions, we will choose the least norm solution, to get iterations of the form (3).
Clearly, in almost all practical application, it is rather unreasonable to assume that
(7) can be solved exactly. Allowing for inexact solutions can speed up the computa-
tions. In doing so, in lieu of requiring exact solutions to (6), one can search among
approximate solutions, for which the relative residual satisfies the inequality
‖Hkpk + gk‖ ≤ θ ‖gk‖ , (8)
for some appropriate 0 ≤ θ ≤ 1. In other words, we can simply require that an
approximate solution pk is, at least, better than “p = 0” by some factor (in Section 3.1,
we will discuss conditions under which one can have θ < 1, i.e., θ strictly smaller than
one). Similar inexactness conditions have long been used in the analysis of inexact
Newton-CG, e.g., see [15,19,68,74]. However, Newton-MR allows for further relaxation
of this condition. Indeed, as we will later see in Section 3, we can further loosen (8)
by merely requiring that an approximate solution satisfies
〈Hkpk,gk〉 ≤ −(1− θ) ‖gk‖2 , (9a)
‖Hkpk‖ ≤ (1 + θ) ‖gk‖ . (9b)
It is easy to see that (8) implies (9). In this light, (7) can be modified to incorporate
the inexactness condition (9) as
min
p∈Rd
‖p‖ s.t. p satisfies (9). (10)
In fact, as we will later show, we don’t even need to find the exact solution to (10).
Indeed, any feasible solution to (9) for which as have p ∈ Range(Hk) is a good approx-
imate solution to (10), i.e.,
Find p ∈ Range(Hk) s.t. p satisfies (9). (11)
In Section 3.2.2, we give the precise description of ways to obtain a solution of (11).
For the analysis of Newton-type methods, to the best of our knowledge, (9) has never
been considered before and constitutes the most relaxed inexactness condition on the
sub-problems in the similar literature; see Remark 1.
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Remark 1. Recall that to guarantee fast global/local convergence of inexact
Newton-CG for strongly convex problems, one needs to ensure small enough rel-
ative residuals for the update directions. More specifically, at every iteration, we
are required to obtain a solution for which we have ‖Hkpk + gk‖ ≤ θ ‖gk‖ for
small enough θ, e.g., see [76] in which θ ∈ O(1/√κ), where κ is the condition
number of the problem. Without obtaining a solution with small enough residual,
inexact Newton-CG can perform very poorly. However, fast global/local conver-
gence of inexact Newton-MR can be established with a significantly more relaxed
condition as in (9) for any θ < 1. Indeed, the relative residual of any solution to
(9) is often much larger than the one required to guarantee fast convergence of
inexact Newton-CG.
The inexact solution is subsequently used to update the current iterate as xk+1 =
xk + αkpk. The resulting iterations of Newton-MR involve two main ingredients,
namely, the update direction pk, and the step-size αk. We now discuss ways to appro-
priately compute each.
2.2.1 Update Direction: pk
For solving OLS problems (or linear systems), a plethora of iterative solvers exists.
Each of these iterative methods can be highly effective once applied to the class of
problems for which they have been designed; for completeness, Table 6 in Appendix B
gathers a list of several least squares/linear system solvers with an overview of their
respective properties.
The underlying sub-problem of Newton-MR is a simple OLS problem, which can
involve an indefinite and possibly rank-deficient symmetric matrix. For such a prob-
lem, several existing least-squares solvers can be applied. For example, despite the
fact that MINRES [70] is typically considered for solving compatible linear systems
with symmetric matrices, it can also be applied to incompatible systems to obtain a
least-squares solution. However, this solution is not necessarily the least norm solution.
Another possible alternative is SQMR [41], which in fact without preconditioning is an-
alytically equivalent to MINRES. The one method which has been specifically designed
to effectively obtain the least-norm solution for all systems, compatible or otherwise,
involving symmetric and indefinite matrices is MINRES-QLP [28, 29]. MINRES-QLP
involves two major ingredients: the Lanczos process (which is performed similar to
that in MINRES) as well as QLP decomposition [86]. We now list a variety of ad-
vantageous properties of MINRES-QLP, which make it the algorithm of choice within
Newton-MR. We refer the reader to the original publications [28,29] for further details
and discussions regarding MINRES-QLP algorithm.
(i) The underlying matrix, i.e., Hk, is not only symmetric, possibly indefinite, and
singular, but also it can be highly ill-conditioned. By requiring only marginally more
computations/storage, it has been shown that MINRES-QLP is numerically more sta-
ble than MINRES on ill-conditioned problems.
(ii) MINRES-QLP is guaranteed to obtain the minimum length solution, which is
required for the theoretical analysis of exact Newton-MR in Section 3.2.1. Further-
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more, its iterations can be easily modified to accommodate the requirements for the
theoretical guarantees of inexact Newton-MR in Section 3.2.2.
(iii) MINRES-QLP, similar to MINRES, generates iterates with monotonically de-
creasing residual norms. In cases, where the underlying sub-problem (6) is solved in-
exactly, this serves as a highly useful feature. This is mainly because the convergence
properties of Newton-MR, which is related to the relative residual of the approximate
solution to (6), can be seamlessly enforced within MINRES-QLP iterations; see Re-
marks 1, 2, and 3.
Remark 2 (MINRES vs. CG). For strongly convex problems, recall that the clas-
sical Newton’s method involves the exact solution to the linear system Hkpk =
−gk with the symmetric positive-definite (SPD) matrix Hk. This can be re-
garded as the exact minimizer of the quadratic problem pk = arg minp∈Rd 〈p,gk〉+
1
2 〈p,Hkp〉. The inexact Newton-CG variant aims at relaxing this requirement by
applying only a few iterations of CG and obtaining an approximate solution to the
sub-problem. More specifically, the tth iteration of CG yields a search direction,
p
(t)
k , which satisfies ( [81])
p
(t)
k = arg min
p∈Kt(Hk,gk)
qk(p) , 〈p,gk〉+ 1
2
〈p,Hkp〉 , (12)
where Kt(Hk,gk) = Span
{
gk,Hkgk, . . . , [Hk]
t−1 gk
}
denotes the tth-Krylov sub-
space, [43], generated by Hk and gk. However, beyond CG being the classical
method of choice for solving SPD linear systems, one might wonder why MINRES
or variants are hardly ever advocated to be used instead as part of inexact Newton’s
method? This is despite the fact that MINRES can be effectively applied to any
SPD system. Furthermore, similar to CG, MINRES also enjoys optimal iteration
complexity (when measured by the norm of residuals) [90, Section 6.2].
Perhaps, the answer lies in a simple observation that every iteration of CG
yields a direction that is guaranteed to be a descent direction for strongly-convex
f(x), while the same cannot be said for MINRES. More specifically, since 0 ∈
Kt(Hk,gk), it follows that for any t in (12), we have qk(p(t)k ) ≤ qk(0), which in
turn implies 〈
p
(t)
k ,gk
〉
≤ −
〈
p
(t)
k ,Hkp
(t)
k
〉
/2 ≤ 0.
In other words, p
(t)
k from CG, for all t, is a descent direction for strongly-convex
f(x). Such a unique descent property has potentially been the main classical
motivation for the exclusive application of CG within inexact Newton iterations.
All iterations of MINRES, on the other hand, amount to descent directions for
‖∇f(x)‖, which is of interest within Newton-MR. Indeed, the update direction
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from the tth iteration of MINRES is
p
(t)
k = arg min
p∈Kt(Hk,gk)
rk(p) , ‖gk + Hkp‖ . (13)
Again, from 0 ∈ Kt(Hk,gk), it follows that for any t in (13), we have rk(p(t)k ) ≤
rk(0), which in turn implies〈
p
(t)
k ,Hkgk
〉
≤ −
∥∥∥Hkp(t)k ∥∥∥2 /2 ≤ 0.
In other words, p
(t)
k from MINRES, for all t, is a descent direction for ‖∇f(x)‖.
Remark 3. In practice, for solving strongly convex optimization problems, inner
iterations of inexact Newton-CG are usually terminated by monitoring the residu-
als within CG or after a fixed number of iterations. However, unlike MINRES, the
residual norms of the iterates of CG are not monotonically decreasing. As a re-
sult, one typically incurs more inner iterations with CG than MINRES [39]. In this
light, using MINRES as the sub-problem solver for the inexact Newton’s method
is a far more practical choice than CG. However, due to the descent properties of
CG, alluded to above, this has not yet been theoretically considered. To the best
of our knowledge, our work is the first to provide convergence guarantees for an
inexact variant of Newton’s method with MINRES-type inner iterations. Conse-
quently, even for strongly convex problems, inexact Newton-MR using MINRES
(or MINRES-QLP) can be a suitable replacement for inexact Newton-CG.
2.2.2 Step-Size: αk
Once the update direction pk has been determined, the next iterate is obtained by
taking a step, with an appropriate size, along this direction. As discussed in Remark 2,
the update direction from (approximately) solving Newton-MR’s sub-problem using a
MINRES-type algorithm is always a descent direction for ‖g‖. As a consequence,
the step-size, αk, is chosen using Armijo-type line search [68] to reduce the norm of
the gradient. Specifically, we chose αk ≤ 1 as the largest value such that for some
0 < ρ < 1, we get
‖gk+1‖2 ≤ ‖gk‖2 + 2ραk 〈pk,Hkgk〉 . (14)
This can be approximately achieved using any standard back-tracking line-search strat-
egy. Note that from (9a), we always have 〈pk,Hkgk〉 ≤ 0, which implies that
‖gk+1‖ ≤ ‖gk‖ . (15)
In other words, by appropriate application of Hessian and regardless of the degree
of non-convexity of the problem or singularity of the Hessian matrix, one can always
12
obtain descent directions. However, these are descent directions corresponding to (5) as
opposed to (1). This is indeed the case for any arbitrary non-convex function without
imposing any assumptions.
3 Theoretical Analysis
In this section, we study the convergence properties of Algorithm 1. For this, in Sec-
tion 3.1, we first give the assumptions underlying our analysis. These assumptions
constitute relaxations from those typically found in the analysis of Newton-type meth-
ods. Indeed, we show that local/global convergence of (inexact) Newton-MR method
can be guaranteed under a new set of geometric structures which subsume many typi-
cal assumptions in the literature. Under these assumptions, in Section 3.2, we provide
detailed local/global convergence analysis of Algorithm 1. We do this for both cases
where, at every iteration, the sub-problem (7) is solved exactly (Section 3.2.1), followed
by an inexact variant (Section 3.2.2) in which the approximate solution satisfies inex-
actness criteria (11). We then give a more refined convergence analysis for a sub-class
of invex functions, which satisfy a generalized variant of Polyak- Lojasiewicz inequality
(Section 3.2.3).
3.1 Assumptions
For the theoretical analysis of Newton-MR, we make the following blanket assumptions
regarding the properties of the objective function f in (1). Some of these assumptions
might seem unconventional at first, however, they are simply generalizations of many
typical assumptions made in the similar literature. For example, a strongly-convex
function with Lipschitz continuous gradient and Hessian satisfies all of the following
assumptions in this Section.
Assumption 1 (Differentiability). The function f is twice-differentiable. In par-
ticular, all the first partial derivatives are themselves differentiable, but the second
partial derivatives are allowed to be discontinuous.
Recall that requiring the first partials be differentiable implies the equality of crossed-
partials, which amounts to the symmetric Hessian matrix [51, pp. 732-733]. Note that,
here, we allow Hessian to be entirely discontinuous.
In the literature for the analysis of Newton-type methods, in particular those de-
signed for non-convex problems, it is typically assumed that the function is sufficiently
smooth in that it is twice-continuously differentiable with gradient and Hessian that are
Lipschitz continuous (e.g., [4,5,15,74,75]). More specifically, for some 0 < Lg, LH <∞
and ∀ x,y ∈ Rd, it is assumed that
‖∇f(x)−∇f(y)‖ ≤ Lg ‖x− y‖ , (16a)∥∥∇2f(x)−∇2f(y)∥∥ ≤ LH ‖x− y‖ . (16b)
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Recall that (16a) implies
∥∥∇2f(x)∥∥ ≤ Lg, ∀x ∈ Rd. We now introduce a more relaxed
smoothness condition and subsequently show that its is indeed implied by the stronger
condition (16).
Assumption 2 (Moral-Smoothness). For any x0 ∈ Rd, there is a constant 0 <
L(x0) <∞, such that∥∥∇2f(y)∇f(y)−∇2f(x)∇f(x)∥∥ ≤ L(x0) ‖y − x‖β , ∀(x,y) ∈ X0 × Rd, (17)
where X0 ,
{
x ∈ Rd | ‖∇f(x)‖ ≤ ‖∇f(x0)‖
}
and 0 < β <∞.
Note that in Assumption 2, the constant L(x0) depends on the choice of x0. By (17), it
is only the action of Hessian on the gradient that is required to be Lipschitz continuous,
and each gradient and/or Hessian individually can be highly irregular, e.g., gradient
can be very non-smooth and Hessian can even be discontinuous; see Example 1.
Example 1 (A Morally-Smooth Function with Discontinuous Hessian). Consider
a quadratically smoothed variant of hinge-loss function,
f(x) =
1
2
max
{
0, b 〈a,x〉
}2
,
for a given (a, b) ∈ Rd × R. It is easy to see that
∇f(x) = b2 〈a,x〉a 1{b〈a,x〉>0}, ∀x ∈ Rd,
∇2f(x) = b2aaT 1{b〈a,x〉>0}, ∀x /∈ N ,
where
N ,
{
x ∈ Rd | b 〈a,x〉 = 0
}
.
Clearly, Hessian is discontinuous on N . Since N is a set of measure zero, i.e.,
µ(N ) = 0 with respect to the Lebesgue measure µ, we can arbitrarily define
∇2f(x) , 0 for x ∈ N (in fact, any other definition would work as well). It
follows that for any x,y ∈ Rd, we have∥∥∇2f(x)∇f(x)−∇2f(x)∇f(x)∥∥ = b4 ‖a‖2 ∥∥〈a,x〉a 1{b〈a,x〉>0} − 〈a,y〉a 1{b〈a,y〉>0}∥∥
≤ b4 ‖a‖3 ∣∣〈a,x〉 1{b〈a,x〉>0} − 〈a,y〉 1{b〈a,y〉>0}∣∣
≤ b4 ‖a‖4 ‖x− y‖ .
The last inequality follows by considering four cases with 1{b〈a,x〉>0} = 1{b〈a,y〉>0}
and 1{b〈a,x〉>0} 6= 1{b〈a,y〉>0}. Indeed, for the former two cases, the last inequality
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follows immediately. For the latter two cases, suppose without loss of generality
that 1{b〈a,x〉>0} = 1 and 1{b〈a,y〉>0} = 0. In this case, we use the fact that by
b 〈a,y〉 ≤ 0, we have b 〈a,x〉 ≤ b 〈a,x〉 − b 〈a,y〉.
It is easy to show that (17) is implied by (16), and hence, it constitutes a relaxation
on the typical smoothness requirements for gradient and Hessian, commonly found in
the literature.
Lemma 1 (Moral-smoothness (17) is less strict than smoothness (16)). Suppose
(16) holds. Then, for any x0, we have (17) with β = 1 and L(x0) = L
2
g +
LH ‖∇f(x0)‖.
Proof. Suppose (16) is satisfied and fix any x0 with the corresponding X0 as defined
in Assumption 2. Since for any two matrices A,B and two vectors x,y, we have
‖Ax−By‖ ≤ ‖A‖‖x− y‖+ ‖y‖‖A−B‖, it implies that ∀x ∈ X0, ∀y ∈ Rd∥∥∇2f(y)∇f(y)−∇2f(x)∇f(x)∥∥ ≤ ∥∥∇2f(y)∥∥ ‖∇f(x)−∇f(y)‖
+ ‖∇f(x)‖∥∥∇2f(x)−∇2f(y)∥∥
≤ L2g ‖y − x‖+ LH ‖∇f(x)‖ ‖y − x‖
≤ (L2g + LH ‖∇f(x0)‖) ‖y − x‖ ,
where the last inequality follows since x ∈ X0.
As a very simple example, consider the quadratic function f(x) = ‖Ax−b‖2/2 for
which we have L = ‖A‖4. This can also be obtained by using Lemma 1 and noting
that Lg = ‖A‖2 and LH = 0.
Remark 4. A natural consequence of Algorithm 1 is that starting from any x0,
all the iterates will always remain inside X0, i.e., xk ∈ X0, ∀k ≥ 0 (cf. (15)). As
a result, starting from any x0, (17) holds for all subsequent iterate with the same
L(x0).
By Lemma 1, any smooth function satisfying (16) would also satisfy Assumption 2
with β = 1. Below, we bring examples which show that the converse does not neces-
sarily hold. We do this by constructing functions, which satisfy (17) ∀x,y ∈ Rd, i.e.,
stronger condition than Assumption 2, while violating either (or both) of smoothness
conditions in (16).
Example 2 (Smoothness (16) is strictly stronger than moral-smoothness (17)).
In this example, for three regimes of 0 < β < 1, β = 1, and β > 1, we give concrete
counter-examples of functions on R, i.e., d = 1, which satisfy (17) but not (16).
1. For 0 < β < 1, consider a solution to the following ODE
f ′′(x)f ′(x) = xβ, x > x0 ,
(
(1 + β)a
) 1
(1+β)
, f(x0) = b, f
′(x0) = 0,
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where b ∈ R, a ∈ R+. Such a solution can be of the form
f(x) = b+
√
2
1 + β
∫ x
x0
√
tβ+1 − (1 + β)a dt, (18a)
and satisfies (17) with 0 < β < 1, and L = 1. It is easily verified that f ′′(x) and
f ′′′(x) are both unbounded; hence f violates (16). Note that, on (x0,∞), (18a) is
convex, and hence by definition, it is invex.
2. For β = 1, the condition (17) implies that∥∥∥[∇2f(x)]2 + 〈∇3f(x),∇f(x)〉∥∥∥ ≤ L.
In one variable, for b ∈ R, a ∈ R++, the solution to the following ODE
f ′′(x)f ′(x) = x, x > x0 ,
√
2a, f(x0) = b− a log(
√
2a), f ′(x0) = 0,
can be written as
f(x) =
1
2
x
√
x2 − 2a− a log
(√
x2 − 2a+ x
)
+ b, (18b)
which satisfies (17) with β = L = 1. It can be easily verified that
f ′′(x) =
x√
x2 − 2a, and f
′′′(x) = − 2a
(x2 − 2a) 32
,
which are unbounded, and so, f does not belong to the class of functions satisfying
(16a) or (16b). It is clear that, on (x0,∞), (18b) is convex, and hence it is invex.
Similarly, for b ∈ R, a ∈ R++, one can consider
f ′′(x)f ′(x) = −x, x ∈ (−
√
2a,
√
2a), f(0) = b, f ′(0) = −
√
2a.
The solution to this ODE is of the form
f(x) = b− x
2
√
2a− x2 − a arctan
(
x√
2a− x2
)
, (18c)
which satisfies (17) with β = L = 1. However, since
f ′′(x) =
x√
2a− x2 , and f
′′′(x) =
2a
(2a− x2) 32
,
are both unbounded, such a function does not satisfy either of (16a) or (16b).
3. For β > 1, the condition (17) implies that[∇2f(x)]2 + 〈∇3f(x),∇f(x)〉 = 0.
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In one variable, the solution to the following ODE(
f ′′(x)
)2
+ f ′′′(x)f ′(x) = 0, x > c/2, f(c/2) = a, f ′(c/2) = 0, f ′′(c) = 3b/
√
c.
can be written as
f(x) = a+ b(2x− c)3/2. (18d)
This implies that there are non-trivial function which can satisfy (17) for β > 1.
In addition, since
f ′′(x) =
3b
(2x− c)1/2 , f
′′′(x) =
−3b
(2x− c)3/2 ,
are both unbounded, it implies that such f does not satisfy either assumptions in
(16). It is clear that, on (c/2,∞), (18d) is convex, and hence it is invex.
Example 2 shows that (16), which is often assumed in the literature for analysis of
almost all non-convex Newton-type algorithms is strictly stronger than Assumption 2.
Assumption 2 allows for Hessian to grow unboundedly, however it implies a cer-
tain restriction on the growth rate of the action of Hessian on the gradient, i.e.,
∇2f(x)∇f(x).
Lemma 2 (Growth Rate of ∇2f(x)∇f(x)). Under Assumption 2, for any x0 ∈
Rd, we have
L(x0) ≥
(
2β
β + 1
)β ∥∥∇2f(x)∇f(x)∥∥β+1
‖∇f(x)‖2β , ∀x ∈ X0,
where L(x0), β and X0 are as defined in Assumption 2.
Proof. Under Assumption 2, for any x ∈ X0 and p ∈ Rd, using Lemma 10 with
h(x) = ‖∇f(x)‖2 /2, we have
‖∇f(x + p)‖2 ≤ ‖∇f(x)‖2 + 2 〈∇2f(x)∇f(x),p〉+ 2L(x0)
(β + 1)
‖p‖β+1 .
Let
m(p) , ‖∇f(x)‖2 + 2 〈∇2f(x)∇f(x),p〉+ 2L(x0)
(β + 1)
‖p‖β+1 .
Consider solving for p 6= 0 such that
∇m(p) = 2∇2f(x)∇f(x) + 2L(x0) ‖p‖β−1 p = 0.
It implies that
‖p‖β−1 p = −∇2f(x)∇f(x)/L(x0).
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As a result, for such p, we must have
‖p‖β = ∥∥∇2f(x)∇f(x)∥∥ /L(x0),
and 〈∇2f(x)∇f(x),p〉 = −∥∥∇2f(x)∇f(x)∥∥ ‖p‖ ,
where the above equality follows since p is a scalar multiple of ∇2f(x)∇f(x). Since
m(p) is convex, it follows that
min
p
m(p) = ‖∇f(x)‖2 − 2 ∥∥∇2f(x)∇f(x)∥∥ ‖p‖+ 2L(x0)
(β + 1)
‖p‖β+1
= ‖∇f(x)‖2 − 2
∥∥∇2f(x)∇f(x)∥∥β+1β
L(x0)
1
β
+
2
∥∥∇2f(x)∇f(x)∥∥β+1β
(β + 1)L(x0)
1
β
= ‖∇f(x)‖2 −
(
1− 1
β + 1
)(
2
L(x0)
1
β
)∥∥∇2f(x)∇f(x)∥∥β+1β
= ‖∇f(x)‖2 −
(
β
β + 1
)(
2
L(x0)
1
β
)∥∥∇2f(x)∇f(x)∥∥β+1β .
Since we must have m(p) ≥ ‖∇f(x + p)‖2 ≥ 0,∀p, we get
L(x0) ≥
(
2β
β + 1
)β ∥∥∇2f(x)∇f(x)∥∥β+1
‖∇f(x)‖2β .
We also require the following regularity on the pseudo-inverse of the Hessian ma-
trix.
Assumption 3 (Pseudo-Inverse Regularity). There exists γ > 0, such that
‖H†‖ ≤ 1/γ. (19)
Clearly, for any x, we always have ‖ [H(x)]† ‖ ≤ γ(x), where γ(x) is the smallest, in
magnitude, among the non-zero eigenvalues of H(x). Assumption 3, however, implies
that we have a constant γ > 0 independent of x such that γ(x) ≥ γ. It is easy to see that
(19) is equivalent to the regularity of the Hessian matrix on its range space.
Lemma 3. (19) is equivalent to
‖Hp‖ ≥ γ ‖p‖ , ∀p ∈ Range (H) . (20)
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Proof. (19) implies (20) using the definition of the matrix spectral norm, ‖A‖ =
supv ‖Av‖ / ‖v‖, with v = Hp and p ∈ Range (H), and noting that H†Hp = p
for p ∈ Range (H). For the converse, consider any v ∈ Rd and let v = p + q where
p ∈ Range (H) and q ∈ Null (H). We have∥∥∥H†v∥∥∥ = ∥∥∥H† (p + q)∥∥∥ = ∥∥∥H†p∥∥∥ ≤ ‖p‖ /γ ≤ ‖v‖ /γ,
where the second to last inequality follows by applying (20) with pˆ = H†p and again
noting that HH†p = p for p ∈ Range (H), and the last inequality follows from the
Pythagorean theorem ‖v‖2 = ‖p‖2 + ‖q‖2, which implies ‖p‖ ≤ ‖v‖.
Assumption 3 is trivially satisfied for all strongly convex functions. However, it
is also satisfied for any function whose (possibly rank-deficient) Hessian is uniformly
positive definite in the sup-space spanned by its range.
Example 3 (Functions satisfying Assumption 3). A simple example of a non-
strongly convex function satisfying Assumption 3 is the undetermined least squares
f(x) = ‖Ax− b‖2 /2 with full row rank matrix A ∈ Rn×d, n ≤ d. This problem
is clearly only weakly convex since the Hessian matrix, ATA ∈ Rd×d, is rank-
deficient. However, it is easy to see that (19) holds with γ = σ2n(A), where σn is
the smallest non-zero singular value of A.
Another example is a non-convex function whose Hessian has discontinuous
eigenvalues, but has the property that uniformly, for all x, its non-zero eigenvalues
at any given x are bounded away from zero. In other words, eigenvalues can vanish
or become non-zero across iterations but the change to/from zero has to happen
with a jump that is uniform for all x.
Finally, we make the following structural assumption about f with regards to the
gradient and its projection onto the range space of Hessian.
Assumption 4 (Gradient-Hessian Null-Space Property). For any x ∈ Rd, let Ux
and U⊥x denote arbitrary orthogonal bases for Range(∇2f(x)) and its orthogonal
complement, respectively. A function is said to satisfy the Gradient-Hessian Null-
Space property, if there exists 0 < ν ≤ 1, such that∥∥∥∥(U⊥x)T ∇f(x)∥∥∥∥2 ≤ (1− νν
)∥∥UTx∇f(x)∥∥2 , ∀x ∈ Rd. (21)
In words, Assumption 4 ensures that the angle between the gradient and the sub-
space spanned by the Hessian matrix is uniformly bounded away from zero. In other
words, as iterations progress, the gradient will not become arbitrarily orthogonal to
the range space of Hessian.
Lemma 4 gives some simple, yet useful, consequences of Assumption 4.
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Lemma 4. Under Assumption 4, we have
ν ‖∇f(x)‖2 ≤ ∥∥UTx∇f(x)∥∥2 , ∀x ∈ Rd, (22a)
(1− ν) ‖∇f(x)‖2 ≥
∥∥∥∥(U⊥x)T ∇f(x)∥∥∥∥2 , ∀x ∈ Rd. (22b)
Proof. For (22a), we have
‖∇f(x)‖2 =
∥∥∥∥(UxUTx + U⊥x (U⊥x)T)∇f(x)∥∥∥∥2 = ∥∥UTx∇f(x)∥∥2 + ∥∥∥∥(U⊥x)T ∇f(x)∥∥∥∥2
≤ 1− ν
ν
∥∥UTx∇f(x)∥∥2 + ∥∥UTx∇f(x)∥∥2 = 1ν ∥∥UTx∇f(x)∥∥2 .
Also, (22b) is obtained similarly.
We now give examples of functions, which satisfy Assumption 4.
Example 4 (Empirical Risk Minimization Using Linear Predictor Models). Con-
sider the Empirical Risk Minimization (ERM) problem involving linear predictor
models [84],
f(x) =
n∑
i=1
fi(a
T
i x), (23)
where ai ∈ Rd, i = 1, . . . n, are given data points and each fi : R → R is some
nonlinear misfit or loss corresponding to ith data point. Lemma 5 gives sufficient
conditions under which Assumption 4 is satisfied.
Lemma 5. Consider (23) and assume Range ({ai}ni=1) = Rr where r =
min{n, d}. For a given t, define the following sets of indices
Gt ,
{
i ∈ [n] | f ′i (t) 6= 0
}
, H0t ,
{
i ∈ [n] | f ′′i (t) = 0
}
H−t ,
{
i ∈ [n] | f ′′i (t) < 0
}
, H+t , [n] \
(
H−t
⋃
H0t
)
.
If either of the following is satisfied, then Assumption 4 holds with ν = 1.
(a) For n ≥ d,
min
{∣∣∣H−t ⋃H0t ∣∣∣ , ∣∣∣H+t ⋃H0t ∣∣∣} ≤ (n− d)/2, ∀t.
(b) For n ≤ d, ∣∣∣Gt⋂H0t ∣∣∣ = 0, ∀t.
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Proof. Define
A =
a
T
1
...
aTn
 ∈ Rn×d, D =

f ′′(aT1 x)
f ′′(aT2 x)
. . .
f ′′(aTnx)
 ∈ Rn×n.
Note that the assumption Range ({ai}ni=1) = Rr is equivalent to assuming that
rank(A) = r. It is easy to see that
∇f(x) = AT
f
′
i (a
T
1 x)
...
f
′
i (a
T
nx)
 , ∇2f(x) = ATDA.
For case (a), by assumption we have r = d, and we can verify that rank(∇2f(x)) =
d, ∀x, i.e., Range(∇2f(x)) = Rd, ∀x, and hence ν = 1. Indeed, without loss of
generality, assume
∣∣H−t ⋃H0t ∣∣ ≤ ∣∣H+t ⋃H0t ∣∣, which implies ∣∣H−t ⋃H0t ∣∣ ≤ (n− d)/2
and
∣∣H+t ∣∣ ≥ (n+ d)/2. For any v ∈ Rd, consider
〈
v,∇2f(x)v〉 = n∑
i=1
(〈ai,v〉)2 f ′′i (〈ai,v〉) .
In forming the above quadratic form, even if all the negative terms cancel the
contribution of positive terms, there will still be at least d positive terms whose
contributions are not canceled, and hence the product is always non-zero. As a
result, the range of the Hessian matrix covers all of Rd.
In case (b), by assumption we have r = n. Now, for the gradient to be in the
range of the Hessian, we must have for some v ∈ Rd
ATDAv = AT [f ′(aT1 x), . . . , f
′(aTnx)]
T . (24)
Under the assumption of case (b), we can easily see that
v = A†D†[f ′(aT1 x), . . . , f
′(aTnx)]
T ,
satisfies (24), where
A† = AT
(
AAT
)−1 ∈ Rd×n,
and Assumption 4 holds with ν = 1.
The condition for case (a) in Lemma 5 allows for a combination of convex and
concave functions in (23). In words, the function in (23), at all points, is allowed to
have positive or negative curvature directions, but it may not have flat directions
along which the curvature vanishes, i.e., the Hessian matrix can be indefinite but
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it has to remain full-rank. The condition (b) in Lemma 5 is equivalent to requiring
that, for each fi, if f
′′
i (t) = 0 then we must also have that f
′
i (t) = 0. This is indeed
satisfied for many ERM formulations. For example, suppose f
′′
i (t) 6= 0, ∀i ∈ [n],
e.g., strictly convex fi(t). Here, we trivially have H0t = ∅, and hence
∣∣Gt⋂H0t ∣∣ = 0.
Note that in this case, even thought (23) corresponds to only a weakly convex
problem, we have ν = 1. Indeed, by Sylvester’s inequality [12, Proposition 2.5.10],
we have
n = rank(A) ≥ rank(DA) ≥ rank(D) + rank(A)− n = rank(D) = n,
which implies rank(DA) = n. Now using [12, Fact 6.4.30], without any restriction
on f
′
i , we have (
ATDA
) (
ATDA
)†
= AT
(
AT
)†
,
and hence
HH†g = AT
(
AT
)†
AT [f ′(aT1 x), . . . , f
′(aTnx)]
T = AT [f ′(aT1 x), . . . , f
′(aTnx)]
T = g.
Example 5 (Fractional Programming). Consider the fractional programming
problem of the form
min
(x1,x2)∈X
f(x1, x2) =
ax21
b− x2 ,
where X = {(x1, x2) | x1 ∈ R, x2 ∈ (−∞, b) ∪ (b,∞)}. The Hessian matrix and
the gradient of f can, respectively, be written as
∇f(x) =

−2ax1
x2−b
ax21
(x2−b)2
 , ∇2f(x) =

−2a
x2−b
2ax1
(x2−b)2
2ax1
(x2−b)2
−2ax21
(x2−b)3
 .
Hence, for a given x, the range and the null-space of ∇2f(x) are, respectively,
given by
ux =
 −1
x1
x2−b
 , u⊥x =
 x1x2−b
1
 .
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Now, we get
|〈ux,∇f(x)〉| =
∣∣∣∣ 2ax1x2 − b + ax
3
1
(x2 − b)3
∣∣∣∣ ,∣∣∣〈u⊥x ,∇f(x)〉∣∣∣ = ax21(x2 − b)2 ,
and
| 〈ux,∇f(x)〉 |
| 〈u⊥x ,∇f(x)〉 |
=
∣∣∣∣2(x2 − b)x1 + x1(x2 − b)
∣∣∣∣ ≥ 2√2, ∀x ∈ X ,
where the lower bound is obtained by considering the minimum of the function
h(y) = 2/y + y for y = x1/(x2 − b). Hence, it follows that ν = 8/9.
One can also imagine many functions which do not satisfy Assumption 4. Below,
we bring one such example.
Example 6 (Counter Example). For function
f(x1, x2) =
x21
x2
+
x22
x1
,
with the domain X = {(x1, x2) | x1, x2 ∈ (−∞, 0)∪(0,∞)}, one can see that ν = 0,
and hence this function does not satisfy Assumption 4. Indeed, the gradient and
the Hessian can be written as
∇f(x) =
(
2x1
x2
− x22
x12
2x2
x1
− x12
x22
)
, ∇2f(x) =
 2x22x13 + 2x2 −2(x13+x23)x12x22
−2(x1
3+x23)
x12x22
2x12
x23
+ 2x1
 .
The eigenvectors of the Hessian are
U =
( x1
x2
1
1 −x1x2
)
,
for which we get
| 〈u,∇f(x)〉 | =
∣∣∣∣x15 + 2x13x22 − 2x12x23 − x25x12x23
∣∣∣∣ , | 〈u¯,∇f(x)〉 | = ∣∣∣∣x13 + x23x1x22
∣∣∣∣ .
Note that on the line x1−x2 = 0, we have | 〈u,∇f(x)〉 | = 0 and | 〈u¯,∇f(x)〉 | = 2,
while on the line x1 + x2 = 0, we get | 〈u,∇f(x)〉 | = 6 and | 〈u¯,∇f(x)〉 | = 0.
Example 7 (Composition of Functions and Connection to Gauss-Newton). For
the composition of smooth functions g : Rd → Rp, and h : Rp → R, as f(x) =
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h(g(x)), we have
∇f(x) = Jg(x) · ∇h(g(x)),
∇2f(x) = Jg(x) · ∇2h(g(x)) · JTg (x) + ∂Jg(x) · ∇h(g(x)).
where Jg(x) ∈ Rd×p and ∂Jg(x) ∈ Rd×d×p are, respectively, the Jacobian and
the tensor of all second-order partial derivatives of g, and ∇h(g(x)) ∈ Rp, and
∇2h(g(x)) ∈ Rp×p are the gradient and Hessian of h, respectively. Lemma 6 gives
a sufficient condition for f to satisfy Assumption 4.
Lemma 6. Suppose Assumption 3 holds, ∇2h(g(x)) is full rank, and also
rank(∇2f(x)) ≥ rank(Jg(x)). If for some ν ∈ (0, 1], we have
‖∂Jg(x) · ∇h(g(x))‖ ≤ γ
√
1− ν
2
, (25)
then Assumption 4 holds with ν. Here, γ is as in Assumption 3.
Proof. Define B , A + E where
B = ∇2f(x),
A = Jg(x) · ∇2h(g(x)) · JTg (x),
E = ∂Jg(x) · ∇h(g(x)).
Let UA and UB be, respectively, arbitrary orthogonal bases for Range(A) and
Range(B) and denote U⊥A and U
⊥
B as their respective orthogonal complement.
By assumption, we have rA = rank(A) ≤ rank(B) = rB. Let ÛA ∈ Rd×rB be
UA augmented by any rB−rA vectors from U⊥A such that rank(ÛA) = rank(UB).
By the matrix perturbation theory applied to B = A + E, [69, Theorem 19], we
have ∥∥∥ÛAÛTA −UBUTB∥∥∥ ≤ 2 ‖E‖σrB(B) ≤ 2 ‖E‖γ ≤ √1− ν,
where σrB(B) is the smallest non-zero singular value of B. This, in turn, implies
(see [45, Theorem 2.5.1])∥∥∥∥[U⊥B]T ÛA∥∥∥∥2 = ∥∥∥ÛAÛTA −UBUTB∥∥∥2 ≤ 1− ν.
Now since ∇2h(g(x)) is full rank, then Range(A) = Range(Jg(x)). Therefore
∇f(x) = UAUTA∇f(x) and hence U⊥A
[
U⊥A
]T ∇f(x) = 0, which implies ∇f(x) =
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ÛAÛ
T
A∇f(x) and ‖∇f(x)‖ =
∥∥∥ÛTA∇f(x)∥∥∥. Now we have∥∥∥∥[U⊥B]T ∇f(x)∥∥∥∥2 = ∥∥∥∥[U⊥B]T ÛAÛTA∇f(x)∥∥∥∥2
≤
∥∥∥∥[U⊥B]T ÛA∥∥∥∥2 ∥∥∥ÛTA∇f(x)∥∥∥2 ≤ (1− ν) ‖∇f(x)‖2
= (1− ν)(∥∥UTB∇f(x)∥∥2 + ∥∥∥∥[U⊥B]T ∇f(x)∥∥∥∥2).
Rearranging the terms above, we obtain∥∥∥∥[U⊥B]T ∇f(x)∥∥∥∥2 ≤ 1− νν ∥∥UTB∇f(x)∥∥2 ,
which completes the proof.
The requirement for∇2h(g(x)) being full rank is satisfied in many applications,
e.g., nonlinear least squares where h(z) = ‖z‖2 /2, statistical parameter estima-
tions using negative log-likelihood where h(z) = − log(z), or multi-class classifica-
tions using cross-entropy loss where h(z) = −∑pi=1 yi log(zi) for some ∑pi=1 yi = 1
and yi ≥ 0. The requirement for rank(∇2f(x)) ≥ rank(Jg(x)), however, might
not hold for many problems. Nonetheless, Lemma 6 can give a qualitative guide
to understanding the connection between Newton-MR and Gauss-Newton, when
both are applied to f(x) = h(g(x)).
It is well-known that the convergence of Gauss-Newton is greatly affected by
‖∂Jg(x) · ∇h(g(x))‖; see [87]. Indeed, when ‖∂Jg(x) · ∇h(g(x))‖ is large, Gauss-
Newton can perform very poorly, whereas small values of ‖∂Jg(x) · ∇h(g(x))‖
implies Gauss-Newton matrix is a good approximation to the full Hessian. In
fact, local quadratic convergence of Gauss-Newton can only be guaranteed when
‖∂Jg(x) · ∇h(g(x))‖ = 0; otherwise, the convergence is only linear. Lemma 6 re-
lates such a quantity to ν, which directly affects the performance of Newton-MR,
e.g., see Theorem 1 where larger values of ν implies faster convergence for Newton-
MR. In this light, Lemma 6 implies that we can expect Newton-MR to perform
well, whenever Gauss-Newton exhibits good behaviors, whereas the converse can-
not be guaranteed. In fact, empirical evaluations demonstrate that Gauss-Newton
can perform very poorly, while Newton-MR converges fast; see examples of Sec-
tion 4.2.
3.2 Convergence Analysis
In this section, we discuss the convergence properties of Algorithm 1. For this, in
Section 3.2.1, we first consider the case where the sub-problems (7) are solved exactly.
Clearly, this is too stringent an assumption, and as a result, in Section 3.2.2, it is
subsequently relaxed to allow for inexact solutions based on (11). Convergence under
a generalized variant of Polyak- Lojasiewicz inequality will be treated in Section 3.2.3.
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3.2.1 Exact Update
Consider the exact solution to the sub-problem (7), which can be written as pk =
− [Hk]† gk. In this case, we have the following convergence result regarding the iterates
generated by Algorithm 1.
Theorem 1 (Convergence of Algorithm 1 Using (7)). Consider Assumptions 1,
2, 3, and 4. For the iterates of Algorithm 1 using update directions from (7), we
have
‖gk+1‖2 ≤
(
1− 2ρτ ‖gk‖(1−β)/β
)
‖gk‖2 ,
where
τ ,
(
(1− ρ)(1 + β) (νγ)1+β
L(x0)
)1/β
,
and ρ is the line-search parameter of Algorithm 1, x0 is the initial iterate, (β, L(x0))
are as in Assumption 2, γ is as in Assumption 3, and ν is defined in Assumption 4.
Proof. Suppose Uk ∈ Rd×r is any orthogonal basis for the range of Hk and r =
rank (Hk) ≤ d. It follows that
〈Hkgk,pk〉 = −
〈
gk,Hk [Hk]
† gk
〉
= −∥∥UTk gk∥∥2 .
Hence, using (14), we get the reduction in the gradient norm as
‖gk+1‖2 ≤ ‖gk‖2 − 2ραk
∥∥UTk gk∥∥2 . (26)
All that is left is to obtain a non-zero iteration independent lower-bound on αk, i.e.,
αk ≥ α > 0, for which (26) holds. For this, using Assumption 2 and Lemma 10, with
x = xk, z = xk + pk, y = xk + αpk, and h(x) = ‖g‖2 /2, we get
‖gk+1‖2 ≤ ‖gk‖2 + 2α 〈Hkgk,pk〉+ 2α
β+1L(x0)
(β + 1)
‖pk‖β+1 . (27)
Assumption 3 implies
‖pk‖ =
∥∥∥[Hk]† gk∥∥∥ ≤ 1
γβ+1
‖gk‖ .
Hence, it follows that
‖gk+1‖2 ≤ ‖gk‖2 − 2α
∥∥UTk gk∥∥2 + 2αβ+1L(x0)γβ+1(β + 1) ‖gk‖β+1 .
Using the above as well as (26), we require for α to satisfy
‖gk‖2 − 2α
∥∥UTk gk∥∥2 + 2αβ+1L(x0)γβ+1(β + 1) ‖gk‖β+1 ≤ ‖gk‖2 − 2ρα ∥∥UTk gk∥∥2 .
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But from (22a) and Assumption 4, this is implied if α satisfies
αβ+1L(x0)
γβ+1(β + 1)
‖gk‖β+1 ≤ (1− ρ)να ‖gk‖2 ,
which is given if
α ≤
(
(1− ρ)(1 + β)νγ1+β
L(x0)
)1/β
‖gk‖(1−β)/β .
Now, Assumption 4 and Lemma 4 give
‖gk+1‖2 ≤ ‖gk‖2 − 2ρα
∥∥UTk gk∥∥2 ≤ (1− 2ρνα) ‖gk‖2 .
Remark 5. The convergence rate of Theorem 1, for β 6= 1, seems rather com-
plicated. However, one can ensure that it is indeed meaningful, i.e., the rate is
positive and strictly less than one. From Lemma 2, under the additional Assump-
tions 3 and 4, it follows that ∀x ∈ X0, we have
L(x0) ≥
(
2β
β + 1
)β ∥∥∇2f(x)∇f(x)∥∥β+1
‖∇f(x)‖2β
=
(
2β
β + 1
)β ∥∥∇2f(x) (UxUTx∇f(x))∥∥β+1
‖∇f(x)‖2β
≥
(
2β
β + 1
)β
(γ
√
ν)β+1 ‖∇f(x)‖1−β ,
where Ux ∈ Rd×r is any orthogonal basis for the range of ∇2f(x). It can also be
shown that
ρ ((1 + β)(1− ρ))1/β ≤ β
1 + β
, ∀ρ ∈ (0, 1), ∀β ∈ (0,∞),
with equality holding at ρ = β/(1 + β). Hence, noting that ν ≤ 1, we obtain
L(x0) > 2
βρβ(1− ρ)(1 + β) (νγ)β+1 ‖∇f(x)‖1−β , ∀x ∈ X0,
which ensures
0 < 2ρτ ‖gk‖(1−β)/β < 1, k = 0, 1, . . . . (28)
For β = 1, we get the following corollary, which gives a uniform linear convergence
rate of decrease in ‖g‖.
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Corollary 1 (Convergence of Algorithm 1 Using (7) and β = 1). Under similar
conditions as in Theorem 1 but with β = 1 in Assumption 2, for the iterates of
Algorithm 1 using updates from (7), we get
‖gk+1‖2 ≤
(
1− 4ρ(1− ρ)ν
2γ2
L(x0)
)
‖gk‖2 .
Remark 6 (Parallels between Newton-MR/Newton-CG and MINRES/CG). In
the traditional settings of strongly convex and smooth functions, the global conver-
gence rate in Corollary 1 is identical to that of Newton-CG; see [76] for example.
However, the former indicates the rate of reduction in the norm of the gradient of
the function, while the latter corresponds to the reduction in the function value
itself. This relationship is reminiscent of the convergence guarantees of MINRES
and CG for linear systems involving symmetric positive-definite matrices. Indeed,
while having identical convergence rates, the former is stated in terms of the re-
duction in the norm of the residual of the iterates, while the latter indicates the
reduction in the error of the iterates themselves. Also, recall that MINRES, unlike
CG, can be applied beyond positive-definite matrices. In the same spirit, Newton-
MR, unlike Newton-CG, is applicable beyond the traditional convex settings to
invex functions.
The iterations of MINRES are derived with the aim of minimizing the residual,
and as a result, MINRES monotonically decreases the norm of the residual at every
iteration. In fact, it has been shown in [39] that for the most part, the residuals
of MINRES are often smaller than those from CG by 1 or 2 orders of magnitude.
As a result, when the termination criterion is based on the residual norm, MIN-
RES can converge faster than CG by as much as 2 orders of magnitude. In this
light, it has been advocated that MINRES may be preferable to CG for symmetric
positive-definite systems if iterations are to be terminated early [39]. This com-
parison almost verbatim carries over to the case of Newton-MR and Newton-CG
in strongly convex settings. In particular, on one hand, the optimization iterations
are almost always terminated in practice based on the norm of the gradient. On
the other hand, unlike Newton-CG, the iterations of Newton-MR monotonically
reduce the gradient norm. In this light, when iterations are to be terminated
early, Newton-MR can be preferable to Newton-CG for convex settings; see the
numerical examples in Section 4.
Similarly as in the case of many Newton-type methods, we can obtain local con-
vergence guarantees for Newton-MR with unit step-size, i.e., αk = 1. We further show
that such result greatly generalizes the classical analysis of Newton-CG. We will show
that local (super-)linear rate of convergence is possible under either Assumption 2 with
β > 1, or Assumption 5 with β > 0. Clearly, both of these assumption are weaker than
the typical Lipschitz continuity assumption on Hessian (16b), which is typically made
to obtain similar local convergence results.
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Assumption 5. For some 0 < β <∞ and 0 < LH <∞, we have ∀x ∈ Rd, ∀p ∈
Range(∇2f(x)),〈∇f(x + p), (∇2f(x + p)−∇2f(x))p〉 ≤ LH ‖∇f(x + p)‖ ‖p‖1+β . (29)
Although, we do not know of a particular way to, a priori, verify Assumption 5, it is
easy to see that (29) with β = 1 is implied by (16b), and hence weaker. In fact, unlike
the usual local convergence analysis of Newton-type methods, analyzing iterations in
terms of gradient norm allows us to weaken (16b) and instead consider (29). However,
even though we will state our results using the weaker condition (29), to our knowledge
as of yet, (16b) is the only practical sufficient condition for verifying (29).
Theorem 2 (Error Recursion of Algorithm 1 Using (7) and αk = 1). Consider
Assumptions 1, 3, and 4. For the iterates of Algorithm 1 using update directions
from (7) and with αk = 1, we have the following:
(i) If Assumption 2 holds, then
‖gk+1‖2 ≤ 2L(x0)
(1 + β)γ1+β
‖gk‖1+β + (1− 2ν) ‖gk‖2 .
(ii) If Assumption 5 holds and ∇2f(x) is continuous, then
‖gk+1‖ ≤ LH
(1 + β)γ1+β
‖gk‖1+β +
√
1− ν ‖gk‖ .
Here, L(x0), γ, ν and LH are defined, respectively, in Assumptions 2, 3, 4, and 5.
Also, β refers to the respective constants of Assumptions 2 and 5.
Proof. Recall that (7) and αk = 1 implies that xk+1 = xk + pk, where we have pk =
− [∇2f (xk)]†∇f (xk). Throughout the proof, let Ux and U⊥x denote any orthogonal
bases for Range(∇2f(x)).
(i) From (27) with αk = 1 and using Assumptions 3 and 4, we get
‖gk+1‖2 ≤ ‖gk‖2 − 2
∥∥UTk gk∥∥2 + 2L(x0)(β + 1)γβ+1 ‖gk‖β+1
≤ (1− 2ν) ‖gk‖2 + 2L(x0)
(1 + β)γ1+β
‖gk‖1+β .
(ii) Since by assumption ∇f(x) is continuously differentiable, using mean-value theo-
rem for vector-valued functions ( [30, Theorem 7.9-1(d)]) for gk+1 = ∇f (xk + pk), we
have
‖gk+1‖2 = 〈gk+1,gk+1〉 =
〈
gk+1,gk +
∫ 1
0
[∇2f (xk + tpk) pk]dt〉 . (30)
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Note that
∇f (xk) = ∇2f (xk)
[∇2f (xk)]†∇f (xk) + U⊥x [U⊥x ]T ∇f (xk)
= −∇2f (xk) pk + U⊥x
[
U⊥x
]T ∇f (xk) .
Hence, it follows that
‖gk+1‖2 =
〈
gk+1,−∇2f (xk) pk +
∫ 1
0
[∇2f (xk + tpk) pk]dt〉
+
〈
gk+1,U
⊥
x
[
U⊥x
]T ∇f (xk)〉
≤
〈
gk+1,
∫ 1
0
[(∇2f (xk + tpk)−∇2f (xk))pk]dt〉
+ ‖gk+1‖
∥∥∥∥[U⊥x ]T ∇f (xk)∥∥∥∥
≤
∫ 1
0
t−1
[〈
gk+1,
(∇2f (xk + tpk)−∇2f (xk)) tpk〉]dt
+
√
1− ν ‖gk+1‖ ‖gk‖ ,
where the inequality follows by Assumption 4 and Lemma 4. Now, using Assumptions
3 and 5, we get
‖gk+1‖2 ≤ LH ‖gk+1‖ ‖pk‖1+β
∫ 1
0
tβdt+
√
1− ν ‖gk+1‖ ‖gk‖ ,
and hence,
‖gk+1‖ ≤ LH
(1 + β)
‖pk‖1+β +
√
1− ν ‖gk‖ ≤ LH
(1 + β)
∥∥∥[Hk]† gk∥∥∥1+β +√1− ν ‖gk‖
≤ LH
(1 + β)γ1+β
‖gk‖1+β +
√
1− ν ‖gk‖ .
Remark 7. Theorem 2-(ii) implies a local linear (super-linear with ν = 1) con-
vergence in gradient norm. For example, for any given
√
1− ν < c < 1, if
‖gk‖ ≤
(
(c−√1− ν)(1 + β)γ1+β
LH
)1/β
,
we get ‖gk+1‖ ≤ c ‖gk‖. In other words, the local convergence rate is problem-
independent, which is a similar characteristic to that of exact Newton-CG; see [76].
Similar conclusions for Theorem 2-(i) with β > 1 can be made.
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Remark 8. If ν = β = 1, then Theorem 2-(ii) implies that
‖gk+1‖ ≤ LH
2γ2
‖gk‖2 , (31)
which greatly resembles the quadratic convergence of Newton-CG, but in terms of
‖gk‖ in lieu of ‖xk − x?‖. For strongly-convex objectives, (31) coincides exactly
with the well-known bound on ‖g‖ in the literature, e.g., see [17, Eqn. (9.33)].
3.2.2 Inexact Update
In this section, we consider Algorithm 1 coupled with inexact update pk. The inex-
actness tolerance has to be chosen with regards to Assumption 4. Indeed, considering
Assumption 4, the residual corresponding the exact solution to (7) is
‖Hkpk + gk‖ =
∥∥∥(I−Hk [Hk]†)gk∥∥∥ ≤ √1− ν ‖gk‖ .
As a result, it is sufficient to chose θ in (9) such that θ ≥ √1− ν. Smaller values of θ
can render the sub-problem infeasible.
Condition 1 (Inexactness Tolerance θ). The inexactness tolerance, θ, is chosen
such that θ ∈ [√1− ν, 1), where ν is as in Assumption 4.
In our theoretical analysis for inexact update, we will employ (20) using pk. As a
result, we need to ensure that for the update directions, pk, we have pk ∈ Range (Hk).
It is easily seen that the solution to (7), i.e., pk = −[Hk]†gk, satisfies this condition.
The solution of (11) also satisfies this condition by construction. Lemma 7 gives similar
results for (10).
Lemma 7. Let pk be the solution to (10). We must have that pk ∈ Range(Hk).
Proof. Suppose pk is the solution to (10) but pk /∈ Range(Hk). This implies that
for Uk ∈ Rd×r, an orthogonal basis for the range of Hk with r = rank (Hk) ≤ d, we
have pk = rk + qk with ‖qk‖ > 0, where rk , UkUTk pk and qk , pk − UkUTk pk.
Clearly ‖rk‖ < ‖pk‖ and also 〈pk,Hkgk〉 = 〈Hkrk,gk〉 as well as ‖Hkpk‖ = ‖Hkrk‖,
i.e., rk satisfies the constraints in (10) and also has a smaller norm than pk, which is
a contradiction for pk being the least-norm solution.
Hence, regardless of how pk is computed from either of (7), (10), and (11), we are
always guaranteed to have pk ∈ Range (Hk).
The inexactness condition in (11) involves two criteria for an approximate solution
p, namely feasibility of p in (9) and that p ∈ Range(Hk). To seamlessly enforce the
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latter, recall that the tth iteration of MINRES-QLP can be described as follows [28,
Table 5.1 and Eqn (3.1)]
p(t) = arg min
p∈Rd
‖p‖,
s.t. p ∈ Arg min
p̂∈Kt(H,g)
‖Hp̂ + g‖ ,
where Kt(A,b) = Span
{
b,Ab, . . . ,At−1b
}
denotes the tth-Krylov sub-space gener-
ated by A and b with t ≤ r , rank (A). If ν = 1 in Assumption 4, then we necessarily
have g ∈ Range(H), and hence p(t) ∈ Range(H), ∀t. Otherwise, when ν < 1 in
Assumption 4, which implies g /∈ Range(H), we cannot necessarily expect to have
p(t) ∈ Range(H). However, one can easily remedy this by modifying MINRES-QLP
iterations to incorporate Kt(H,Hg) instead of Kt(H,g); see [21,49] for similar modifi-
cations applied to MINRES. Clearly, this will not change the guarantees of MINRES-
QLP regarding the final solution at termination, i.e., p† = − [H]† g. As a result, to
find a solution to (11), we search for pt ∈ Kt(H,Hg) that satisfies the constraints (9).
If, for a given t, such an iterate is not yet feasible, we search in Kt+1(H,Hg), until
such a feasible solution is obtained. Since for all t, we have pt ∈ Range(H), it follows
that any feasible pt satisfies (11).
The following result gives the convergence properties of inexact variant of Algo-
rithm 1 in which (11) replaces (7).
Theorem 3 (Convergence of Algorithm 1 Using (11)). Consider Assumptions 1,
2, 3, and 4. For the iterates of Algorithm 1 using update directions from (11), we
have
‖gk+1‖2 ≤
(
1− 2ρτˆ ‖gk‖(1−β)/β
)
‖gk‖2 , (32)
where
τˆ ,
(
1− θ
(1 + θ)ν
) 1+β
β
τ,
where ρ is the line-search parameter of Algorithm 1, ν is defined in Assumption 4,
τ is as defined in Theorem 1 and θ is given in Condition 1.
Proof. Similar to the proof of Theorem 1, we get (27). From (9b), Assumption 3 and
the fact that by (11), we have pk ∈ Range(Hk), it follows that
‖pk‖ ≤ 1
γ
‖Hkpk‖ ≤ (1 + θ)
γ
‖gk‖ . (33)
This, in turn, implies that
‖gk+1‖2 ≤ ‖gk‖2 + 2α 〈Hkgk,pk〉+ 2L(x0)α
β+1(1 + θ)β+1
(β + 1)γβ+1
‖gk‖β+1 .
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Now, as in the the proof of Theorem 1, to obtain a lower bound on the step-size
returned from the line-search, using the above, (9a) and (14), we consider α satisfying
2L(x0)α
β+1(1 + θ)β+1
(β + 1)γβ+1
‖gk‖β+1 ≤ 2α(1− ρ)(1− θ) ‖gk‖2
This, in turn, implies that the line-search (14) holds for any α such that
α ≤
(
(1− θ)(1− ρ)(1 + β)γ1+β
L(x0)(1 + θ)1+β
)1/β
‖gk‖(1−β)/β .
With this lower-bound on the step-size, we obtain the desired result by noting that
‖gk‖2 + 2ρα 〈pk,Hkgk〉 ≤ (1− 2ρα(1− θ)) ‖gk‖2 .
Recalling that 1 − θ ≤ ν, we can obtain a bound similar to (28) with τˆ replacing
τ , for the rate given by Theorem 3. For β = 1, the following corollary gives a uniform
linear rate of decrease in ‖g‖.
Corollary 2 (Convergence of Algorithm 1 Using (11) and β = 1). Under similar
conditions as in Theorem 3 but with β = 1 in Assumption 2, for the iterates of
Algorithm 1 using update directions from (11), we get
‖gk+1)‖2 ≤
(
1− 4ρ(1− ρ)γ
2
L(x0)
(
1− θ
1 + θ
)2)
‖gk‖2 .
Remark 9. For ν = 1 and θ = 0, i.e., when sub-problems are solved exactly,
Corollary 2 coincides with Corollary 1. More generally, for any ν ∈ (0, 1] and θ ∈
[1−ν, 1), we get a rate similar, up to a constant factor of ((1−θ)/(1+θ)ν)2, to that
of the exact update in Corollary 1, i.e., the effects of the problem-related quantities
such as L(x0) and γ appear the same. This is in contrast inexact Newton-CG, for
which in order to obtain a rate similar to that of the exact algorithm, one has to
solve the linear system to a high enough accuracy, i.e., θ ≤ √κ, where κ is the
condition number of the problem. Otherwise, the dependence of the convergence
rate on the problem-related quantities is significantly worsened; see [76, Theorem
2]. This, in particular, implies that inexact Newton-MR converges fast with almost
any inexactness tolerance, whereas this has indeed been shown, both in theory and
practice, not to be the case for inexact Newton-CG.
Similar local convergence results as in Theorem 2 can also be obtained for the
case where the update direction, pk, is obtained approximately. For this, however, we
require a stronger inexactness criterion than (11), namely
Find p ∈ Range(Hk) s.t. ‖Hkp + gk‖ ≤ θ ‖gk‖ , (34)
where θ is chosen as in Condition 1.
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Theorem 4 (Error Recursion of Algorithm 1 Using (34) and αk = 1). Under
the same assumptions of Theorem 2, for the iterates of Algorithm 1 using update
directions from (34) and with αk = 1, we have the following:
(i) If Assumption 2 holds, then
‖gk+1‖2 ≤ 2(1 + θ)
1+βL(x0)
(1 + β)γ1+β
‖gk‖1+β + (2θ − 1) ‖gk‖2 .
(ii) If Assumption 5 holds and ∇2f(x) is continuous, then
‖gk+1‖ ≤ (1 + θ)
1+βLH
(1 + β)γ1+β
‖gk‖1+β + θ ‖gk‖ .
Here, L(x0), γ and LH are defined, respectively, in Assumptions 2, 3, and 5, β
refers to the respective constants of Assumptions 2 and 5, and θ is an inexactness
tolerance chosen according to Condition 1.
Proof. The proof is very similar to that of Theorem 2.
(i) This again follows immediately from (27) with αk = 1 and using (9) coupled with
(33).
(ii) For this, we first replace gk = −Hkpk + (Hkpk + gk) in (30). As in the proof
Theorem 2-(ii), we get
‖gk+1‖ ≤ LH
(1 + β)
‖pk‖1+β + θ ‖gk‖ ,
which using (33) gives the result.
Remark 10. Here, as in Remark 7, one can obtain local linear convergence rate
that is problem-independent. For example, from Theorem 4-(ii), it follows that if
θ < c < 1 and the gradient is small enough, we get ‖gk+1‖ ≤ c ‖gk‖. This implies
that local convergence in the norm of the gradient is very fast even with a very
crude solution of the sub-problem. This is in sharp contrast to inexact Newton-
CG for which, in order to obtain the same local rate, c, for a strongly convex
problem (where ν = 1), the inexactness tolerance has to be set small enough, i.e.,
θ ≤ c√γ/Lg; see [76, Theorems 9, and 12].
Finally, we can obtain iteration complexity to find a solution satisfying ‖∇f(x)‖ ≤ 
for a desired  > 0. We give this for the case of inexact update for Algorithm 1
using (11). Clearly, similar results for the exact update can also easily be obtained.
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Corollary 3 (Iteration Complexity of Algorithm 1 Using (11)). Under similar
conditions as in Theorem 3, consider finding an iterate for which ‖gk‖ ≤  for a
desired  > 0. Then, we have the following two case:
(i) If β ≥ 1 in Assumption 2 then
k ∈ O
(
log
1

)
,
i.e., we have a linear convergence rate.
(ii) If 0 < β < 1 in Assumption 2, then
k ∈ O
(

β−1
β log
1

)
,
i.e., we have a sub-linear convergence rate.
Proof. Recall that we always have ‖gk‖ ≤
∥∥g(k−1)∥∥ ≤ . . . ≤ ‖g0‖ .
(i) For β ≥ 1, from (32), we have
‖gk‖2 ≤
(
1− 2ρτˆ ‖g0‖(1−β)/β
)k ‖g0‖2 ,
which, in order to obtain ‖gk‖2 ≤ , implies that we must have
k ≥ log (/ ‖g0‖) / log
(
1− 2ρτˆ ‖g0‖(1−β)/β
)
.
Now, noting that − log(1− 1/x) ∈ O(1/x), we obtain the result.
(ii) For β < 1, as long as ‖gk‖2 ≥ , from (32), we have
‖gk‖2 ≤
(
1− 2ρτˆ ‖gk‖(1−β)/β
)k ‖g0‖2
≤
(
1− 2ρτˆ(1−β)/β
)k ‖g0‖2 .
Now, we obtain the result as above.
Corollary 3 implies that (inexact) Newton-MR is guaranteed to converge for func-
tions, which traditionally have not been considered suitable candidates for Newton-
type methods. For example, Algorithm 1 can still be applied for optimization of a
twice continuously differentiable objective for which we have β  1 in Assumption 2.
Such functions can be extremely non-smooth, and as a consequence, they have been
labeled, rather inaccurately, as cases where the application of curvature is entirely
useless, e.g., [4, 5].
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3.2.3 Convergence Under Generalized Polyak- Lojasiewicz Inequality
The set of global optima of an invex function, f(x), is characterized by the zeros of the
gradient, ∇f(x). If, in addition, the distance to the optimal set, in terms of iterates
and/or their respective function values, is also somehow related to ∇f(x), then one can
obtain rates at which the iterates and/or their objective values approach optimality.
In this section, we introduce an important sub-class of invex problems, which allows
us to do that. More specifically, we show that, to achieve -sub-optimality in objective
value in (1), i.e., f(xk) − minx∈Rd f(x) ≤ , Newton-MR achieves R-linear/sublinear
convergence for functions, which satisfy the generalized Polyak- Lojasiewicz inequality.
Definition 2 (Generalized Polyak- Lojasiewicz Inequality). Let X ⊆ Rd be an
open set. A differentiable function f on X is said to satisfy the generalized Polyak-
 Lojasiewicz (GPL) inequality on X if there exist 1 < η <∞ and 0 < µ <∞ such
that
f(x)− inf
x∈X
f(x) ≤
(
1
µ
‖∇f(x)‖η
)1/(η−1)
, ∀x ∈ X . (35)
The class of functions satisfying (39) is denoted by FGPLη,µ .
It is clear that FGPLη,µ ⊂ F (cf. Definition 1). Most often in the literature, Polyak-
 Lojasiewicz (PL) inequality is referred to as (35) with η = 2, e.g., [54], which excludes
many functions. Our generalized notion of Polyak- Lojasiewicz in (35) with any 1 <
η <∞ encompasses many of such functions. For example, the weakly convex function
f(x) = x4 clearly violates the typical PL (i.e., with η = 2), but it indeed satisfies (35)
with η = 4 and µ = 256. In fact, it is easy to show that any polynomial function of
the form f(x) =
∑p
i=1 aix
2i with ai ≥ 0, i = 1, . . . , p satisfies (35).
But “how large is the class FGPLη,µ in Definition 2”? We aim to shed light on this
question by considering other classes of functions that are, in some sense, equivalent
to FGPLη,µ . In doing so, we draw similarities from various relaxations of strong convex-
ity. More specifically, to alleviate the restrictions imposed by making strong convexity
assumptions, several authors have introduced relaxations under which desirable conver-
gence guarantees of various algorithms are maintained; e.g., the quadratic growth con-
dition [3], the restricted secant inequality [88], and the error bounds [58]. The relation-
ships among these classes of functions have also been established; see [54,64,83,97,98].
We now give natural extensions of these conditions to invex functions and show that
FGPLη,µ in Definition 2 is indeed an equivalent class of functions.
Let us define the set of optimal points of the problem (1) as
X ? ,
{
x? ∈ Rd | f(x?) ≤ f(x), ∀x ∈ Rd
}
. (36)
Further, assume that X ? is non-empty, and denote the optimal value of (1) by f?.
Recall that when f is invex, X ? need not be a convex set, but it is clearly closed;
see [63, p. 14].
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Definition 3 (Generalized Functional Growth Property). A differentiable func-
tion f is said to satisfy the generalized functional growth (GFG) property if there
exist 1 < η <∞, 0 < µ <∞ and a vector-valued function φ : Rd×Rd → Rd, such
that
f(x)− f? ≥ µ min
y∈X ?
‖φ(y,x)‖η , ∀x ∈ Rd. (37)
The class of functions satisfying (37) with the same φ is denoted by FGFGφ,η,µ.
Definition 4 (Generalized Restricted Secant Inequality). For a vector-valued
function φ : Rd × Rd → Rd define
Y?φ(x) , {y? ∈ X ? | ‖φ(y?,x)‖ ≤ ‖φ(y,x)‖ , ∀y ∈ X ?} .
A differentiable function f is said to satisfy the generalized restricted secant (GRS)
inequality if there exist 1 < η < ∞, 0 < µ < ∞ and a vector-valued function
φ : Rd × Rd → Rd, such that
min
y∈Y?φ(x)
〈−∇f(x),φ(y,x)〉 ≥ µ min
y∈X ?
‖φ(y,x)‖η , ∀x ∈ Rd. (38)
The class of functions satisfying (38) with the same φ is denoted by FGRSφ,η,µ.
It is easy to see that when f is convex and φ(y,x) = y− x, we have Y?φ(x) = {[x]X ?},
where [x]X ? , arg miny∈X ? ‖y − x‖ is the unique orthogonal projection of x onto the
set of optimal solutions X ? (which, in this case, is convex). Hence, the generalized
condition (38) coincides with, and hence is a generalization of, the usual definition of
restricted secant inequality for convex functions with η = 2; see [54,83,97,98].
Definition 5 (Generalized Error Bound Property). A differentiable function f is
said to satisfy the generalized error bound (GEB) property if there exist 1 < η <∞,
0 < µ <∞ and a vector-valued function φ : Rd × Rd → Rd, such that
‖∇f(x)‖ ≥ µ min
y∈X ?
‖φ(y,x)‖η−1 , ∀x ∈ Rd. (39)
The class of functions satisfying (39) with the same φ is denoted by FGEBφ,η,µ .
Lemma 8 establishes a loose notion of equivalence amongst the classes of functions
mentioned above, as they relate to invexity. However, when restricted to a particular
class of invex functions for a given φ, Lemma 8 shows that FGPLη,µ ∩ Fφ can indeed be
larger. In contrast, for when φ(y,x) = y − x, equivalence between these classes has
been established in [54]. This is in particular so since, unlike [54], here we have made
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no assumptions on the smoothness of f such as Lipschitz-continuity of its gradient.
This is a rather crucial distinction as for our main results in this paper, we make
smoothness assumptions that are less strict that those typically found in the literature;
see Assumption 2 in Section 3.1.
Lemma 8. (i) For any φ, we have
FGFGφ,η,µ ∩ Fφ ⊆ FGRSφ,η,µ ∩ Fφ ⊆ FGEBφ,η,µ ∩ Fφ ⊆ FGPLη,µ ∩ Fφ.
(ii) There exists a φ̂, for which
FGPLη,µ ≡ FGPLη,µ ∩ Fφ̂ ⊆ FGFGφ̂,η,µ ∩ Fφ̂.
(iii) These classes are equivalent in the sense that⋃
φ
{FGFGφ,η,µ ∩ Fφ} ≡⋃
φ
{FGRSφ,η,µ ∩ Fφ} ≡⋃
φ
{FGEBφ,η,µ ∩ Fφ} ≡ FGPLη,µ .
Proof. (i) We start by showing that, for any f ∈ Fφ, (37) implies (38). Consider any
x ∈ Rd and y? ∈ Y?φ(x). By (37) and invexity as well as noticing that Y?φ(x) ⊆ X ? ⇒
f(y?) = f?, we have
µ min
y∈X ?
‖φ(y,x)‖η ≤ f(x)− f(y?) ≤ −〈φ(y?,x),∇f(x)〉 .
Since the last inequality holds for all y? ∈ Y?φ(x), we can minimize the right-hand side
over all Y?φ(x) to get
µ min
y∈X ?
‖φ(y,x)‖η ≤ min
y∈Y?φ(x)
〈−φ(y,x),∇f(x)〉 ,
which is exactly (38). A simple application of Cauchy-Schwarz inequality on (38) and
noting that miny∈Y?φ(x) ‖φ(y,x)‖ = miny∈X ? ‖φ(y,x)‖, gives
µ min
y∈X ?
‖φ(y,x)‖η ≤ min
y∈X ?
‖φ(y,x)‖ ‖∇f(x)‖ .
If x is such that miny∈X ? ‖φ(y,x)‖ = 0, then the inequality (39) trivially holds, oth-
erwise dividing both sides by miny∈X ? ‖φ(y,x)‖ gives (39).
To get (35) from (39), note that by invexity, for any y ∈ X ?, we have
f(x)− f? ≤ ‖φ(y,x)‖ ‖∇f(x)‖ ,
hence,
f(x)− f? ≤ min
y∈X ?
‖φ(y,x)‖ ‖∇f(x)‖ ,
which using (39) gives (35).
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(ii) We will show that (35) implies that there exists a φ̂ for which (37) holds. Indeed,
for any invex function f , we can always define a corresponding φ̂ as
φ̂(y,x) =

0, ∇f(x) = 0(
f(y)−f(x)
‖∇f(x)‖2
)
∇f(x), ∇f(x) 6= 0
.
Now suppose f ∈ FGPLη,µ . For any x ∈ X ?, the inequality (37) trivially holds. Suppose
x /∈ X ?, which implies ∇f(x) 6= 0. For any y ∈ X ?, we have∥∥∥φ̂(y,x)∥∥∥η = |f(y)− f(x)|η‖∇f(x)‖η = (f(x)− f?)η‖∇f(x)‖η ≤ 1µ (f(x)− f?) ,
where the last inequality follows since by (35), we have
1
µ
(f(x)− f?)(1−η) ≥ 1‖∇f(x)‖η , ∀x ∈ X .
(iii) The is a simple implication of the first two parts.
If f ∈ FGPLη,µ , where FGPLη,µ is the class of Generalized Polyak- Lojasiewicz (GPL)
functions as defined in Definition 2, we immediately have the following convergence
guarantee of Algorithm 1 using (11) in terms of objective value f(xk). Similar results
with exact update (7) can also easily be obtained.
Theorem 5 (Convergence of Algorithm 1 under GPL inequality (35)). Under
similar conditions as in Theorem 3, if f(x) satisfies GPL inequality (35), there
are constants 0 < C < ∞, 0 < ζ < 1 and ω > 0, such that for the iterates of
Algorithm 1 we have the following.
(i) With β ≥ 1 in Assumption 2, we get R-linear convergence as
f(xk)− inf
x∈Rd
f(x) ≤ Cζk,
where C = C(x0, η, µ), and 0 < ζ = ζ(x0, β, η, ρ, τˆ) < 1.
(ii) With 0 < β < 1 in Assumption 2, we get R-sublinear convergence as
f(xk)− inf
x∈Rd
f(x) ≤ C
(
1
k + 1
)ω
,
where C = C(x0, η, µ, ρ, β, τˆ), and ω = ω(η, β) > 0.
Here, ρ is the line-search parameter of Algorithm 1, η and µ are as in Definition 2,
and τˆ is as in Theorem 3.
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Proof. (i) Consider β ≥ 1. From (32) and (35), we have
f(xk)− inf
x∈Rd
f(x) ≤ 1
µ1/(η−1)
(
‖gk‖2
)η/(2(η−1))
≤ 1
µ1/(η−1)
((
1− 2ρτˆ ‖g0‖(1−β)/β
)k ‖g0‖2)η/(2(η−1))
=
‖g0‖η/(η−1)
µ1/(η−1)︸ ︷︷ ︸
C
(1− 2ρτˆ ‖g0‖(1−β)/β)η/(2(η−1))︸ ︷︷ ︸
ζ

k
,
where τˆ is as in Theorem 3, and by (28) we also have that 0 < ζ < 1.
(ii) Now take 0 < β < 1. From (32), we have
‖gk+1‖2 ≤
(
1− 2ρτˆ ‖gk‖(1−β)/β
)
‖gk‖2
= ‖gk‖2 − 2ρτˆ ‖gk‖(1+β)/β ,
which, using telescopic sum, implies
‖gk+1‖2 ≤ ‖g0‖2 − 2ρτˆ
k∑
j=0
∥∥gj∥∥(1+β)/β .
Rearranging gives
2ρτˆ
k∑
j=0
∥∥gj∥∥(1+β)/β ≤ ‖g0‖2 − ‖gk+1‖2 ≤ ‖g0‖2 .
From (15), we get
(k + 1)2ρτˆ
∥∥∥gk∥∥∥(1+β)/β ≤ ‖g0‖2 ,
which gives ∥∥∥gk∥∥∥ ≤ ((2ρτˆ)−1 ‖g0‖2)β/(1+β)( 1
k + 1
)β/(1+β)
.
Using (35), we get
f(xk)− inf
x∈Rd
f(x) ≤ 1
µ1/(η−1)
‖gk‖η/((η−1))
≤ 1
µ1/(η−1)
((
(2ρτˆ)−1 ‖g0‖2
)β/(1+β)( 1
k + 1
)β/(1+β))η/((η−1))
=
1
µ1/(η−1)
(
(2ρτˆ)−1 ‖g0‖2
) βη
(η−1)(1+β)
︸ ︷︷ ︸
C
(
1
k + 1
)
ω︷ ︸︸ ︷
βη
(η − 1)(1 + β) .
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The following Lemma shows that, under some of the previous assumptions, the
norm of the gradient at each point can be estimated using the distance of the point to
the optimality set X ?.
Lemma 9. Under Assumptions 2, 3 and 4, there is exists a constant 0 < Lg <∞,
such that
‖∇f(x)‖ ≤ Lg min
x?∈X ?
‖x− x?‖ , ∀x ∈ Rd, (40)
where X ? is as in (36).
Proof. Consider Assumption 2 with any x0 ∈ Rd and the corresponding X0. Further,
let x? ∈ X ?. Since x? ∈ X0, we have∥∥∇2f(x)∇f(x)∥∥ = ∥∥∇2f(x)∇f(x)−∇2f(x?)∇f(x?)∥∥ ≤ L(x0) ‖x− x?‖ , ∀x ∈ Rd.
For any given x?, the above inequality holds for all x0, and hence we have∥∥∇2f(x)∇f(x)∥∥ ≤ L? ‖x− x?‖ , ∀(x,x?) ∈ Rd ×X ?,
where L? , minx0∈Rd L(x0) > 0. Now, from Assumptions 3 and 4, it follows that for
any (x,x?) ∈ Rd ×X ?, we have
‖∇f(x)‖ ≤ 1
ν
∥∥∥[∇2f(x)]†∇2f(x)∇f(x)∥∥∥ ≤ 1
νγ
∥∥∇2f(x)∇f(x)∥∥ ≤ L?
νγ
‖x− x?‖ .
Using Lemma 9, from Theorem 2-(ii), with any x? ∈ X ?, we get
‖gk+1‖ ≤ LHL
1+β
g
(1 + β)γ1+β
‖xk − x?‖1+β +
√
1− νLg ‖xk − x?‖ ,
where γ, ν, LH, and Lg are the constants defined, respectively in (19), (21), (29), and
(40). Now, suppose we have (39), potentially only locally, with φ(y,x) = y − x. It
follows that
min
x?∈X ?
‖xk+1 − x?‖η−1 ≤ LHL
1+β
g
(1 + β)γ1+βµ
‖xk − x?‖1+β +
√
1− νLg
µ
‖xk − x?‖ .
We can also obtain a similar inequality using Theorem 2-(i). We can gather the above
in the following corollary. We give this result for Algorithm 1 using exact update
directions from (7). Similar results with inexact update (11) can also easily be ob-
tained.
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Theorem 6. Consider Assumptions 1, 3, and 4. Suppose that we have (39) with
φ(y,x) = y− x. For the iterates of Algorithm 1 using update directions from (7)
and with αk = 1, we have
min
x?∈X ?
‖xk+1 − x?‖c0(η−1) ≤ c1 min
x?∈X ?
‖xk − x?‖1+β + c2 min
x?∈X ?
‖xk − x?‖c0 ,
where
(i) if Assumption 2 holds, then
c0 = 2, c1 =
2L(x0)L
1+β
g
(1 + β)γ1+βµ2
, c2 =
(1− 2ν)L2g
µ2
,
(ii) and if Assumption 5 holds and ∇2f(x) is continuous, then
c0 = 1, c1 =
LHL
1+β
g
(1 + β)γ1+βµ
, c2 =
√
1− νLg
µ
.
Here, L(x0), γ, ν and LH are defined, respectively, in Assumptions 2, 3, 4, and 5,
X ? is the set of optimal solutions as defined in (36), Lg is as in Lemma 9, µ and
η are as in Definition 5, and β refers to the respective constants of Assumptions 2
and 5.
Remark 11. Assuming (39) (locally) with φ(y,x) = y−x, is significantly weaker
than requiring to have isolated (local) minimum. If we have ν = 1 in Theorem 6-
(ii) (or ν ≥ 1/2 in Theorem 6-(i)), we get error recursion as
min
x?∈X ?
‖xk+1 − x?‖ ≤ c1/(c0(η−1))1 min
x?∈X ?
‖xk − x?‖(1+β)/(c0(η−1)) . (41)
For example, under the usual (local) error bound condition where (39) is with
φ(y,x) = y − x and η = 2, we get super-linear convergence to the set of optimal
solutions, X ? (the rate is quadratic for β = 1 as a special case). More generally, for
η < 1+(1+β)/c0, we get super-linear convergence of order (1+β)/(c0(η−1)). Note
that (41) greatly generalizes the local convergence results of (inexact) Newton-CG.
In particularly, (41) relaxes the notion of isolated minimum, which is required for
the local convergence analysis of (inexact) Newton-CG.
4 Numerical Experiments
In this section, we evaluate the empirical performance of inexact Newton-MR as com-
pared with several other Newton-type optimization methods on some model problems.
Evaluation of performance in comparison to a variety of first-order methods is left for
future work.
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Optimization Methods. In the following performance evaluations, we compare
inexact Newton-MR (plotted in black solid line) with some widely used optimization
methods as listed below; see [68] for the details of each of these algorithm.
- Inexact Newton-CG with Armijo line-search (plotted in blue dashed line).
- Limited memory BFGS (L-BFGS) using strong Wolfe conditions (plotted in red
dash-dot line).
- Nonlinear-CG using strong Wolfe conditions. In all of experiments, among the many
variants of nonlinear-CG, FR-PR variant [68, Chapter 5] performed better on almost
all instances (plotted in green dashed line).
- Gauss-Newton with Armijo line-search (plotted in yellow dash-dot line).
The main hyper-parameters for these methods, e.g., number of inner iterations of CG
or MINRES-QLP, used in the code can be found in Table 3. In all of our experiments,
we run each method until the norm of the gradient falls below 1E-10, maximum number
of iterations are reached, or the algorithm fails to make progress. The latter case is
detected when Newton-CG encounters a negative curvature and its CG inner iterations
are terminated, or when, for any method, the maximum number of corresponding line-
search has been reached and no step-size has been accepted. These scenarios are
depicted by a cross “×” on all the plots.
Remark 12. Despite the fact that Newton-CG is not meant to be used on
problems where Hessian can become singular or indefinite, we run plain inex-
act Newton-CG on all of our examples without any modifications, e.g., we do
not attempt to employ the encountered negative curvature as in [68, 80]. As a
result, we terminate its iterations if CG fails. This is a judicial choice to highlight
a significant difference between Newton-MR and Newton-CG. Specifically, this
serves to distinguish between cases where the trajectory of inexact Newton-CG
remains in regions that are locally strongly-convex and those where it enters areas
which exhibit high degree of weak-convexity or non-convexity. In fact, as we will
demonstrate, even though the outer iterations of these two algorithms look very
similar, their respective behaviors when encountering regions with flat directions
or negative curvature, i.e., directions aligned to the eigenvectors corresponding to,
respectively, zero and negative eigenvalues, are radically different. For example,
in Section 4.2, more often than not, inexact Newton-CG fails at the very outset
with x0, whereas inexact Newton-MR makes continuous progress.
Model Problems. We experiment with the following two model problems; see [14]
for details regarding these models.
- Softmax with cross-entropy loss: This is an objective function, which is widely used in
machine learning for multi-class classification problems. In the absence of any strongly
convex regularizer, e.g., `2, this problem, depending on the input dataset, is either
weakly or strictly convex, hence invex. We consider this example in Section 4.1.
- Gaussian mixture model (GMM): Here, the goal is to recover some parameters of
a mixture of normal distributions such as the mean vectors and the mixture weights.
Although, this is not an invex problem, the landscape of the objective function has been
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CG/MINRES-
QLP max
iterations
CG/MINRES-
QLP relative
residual
tolerance
History
size of
L-BFGS
Armijo
line-search
parameter
Wolfe
curvature
condition
parameter
Maximum
line-search
iterations
100 0.01 20 1E-4 0.9 1E3
Table 3: Hyper-parameters used in optimization methods. The initial trial step-size for all
methods, with the exception of nonlinear-CG is set to α = 1. For nonlinear-CG, we use the
strategy described in [68, Section 3.5].
shown to resembles one, i.e., small saddle regions with large areas of global minima;
see [62]. This examples is treated in Section 4.2.
Performance Evaluation Measure. In all of our experiments, we plot the ob-
jective value vs. the total number of oracle calls of function, gradient and Hessian-vector
product. This is so since comparing algorithms in terms of “wall-clock” time can be
highly affected by their particular implementation details as well as system specifi-
cations. In contrast, counting the number of oracle calls, as an implementation and
system independent unit of complexity, is most appropriate and fair. More specifically,
after computing each function value, computing the corresponding gradient is equiva-
lent to one additional function evaluation. Our implementations are Hessian-free, i.e.,
we merely require Hessian-vector products instead of using the explicit Hessian. For
this, each Hessian-vector product amounts to two additional function evaluations, as
compared with gradient evaluation. The number of such oracle calls for all algorithms
is given in Table 4, where Ns and Nl denote the total number of iterations for the
corresponding inner solver and the line search, respectively.
Newton-MR L-BFGS Newton-CG Nonlinear-CG Gauss-Newton
2 + 2×Ns + 2×Nl 2 + 2×Nl 2 + 2×Ns +Nl 2 + 2×Nl 2 + 2×Ns +Nl
Table 4: Complexity measure for each of the algorithms. Ns and Nl denote, respectively,
the total number of iterations for the corresponding inner solver and the line search.
4.1 Softmax Regression
Here, we consider the softmax cross-entropy minimization problem without regulariza-
tion. More specifically, we have
f(x) , L(x1,x2, . . . ,xC−1) =
n∑
i=1
(
log
(
1 +
C−1∑
c′=1
e〈ai,xc′ 〉
)
−
C−1∑
c=1
1(bi = c) 〈ai,xc〉
)
,
(42)
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where {ai, bi}ni=1 with ai ∈ Rp, bi ∈ {0, 1, . . . , C} denote the training data, C is the
total number of classes for each input data ai and x = (x1,x2, . . . ,xC−1). Note that,
in this case, we have d = (C−1)×p. It can be shown that, depending on the data, (42)
is either strictly convex or merely weakly convex. In either case, however, by Lemma 5
we have ν = 1. Hence, it follows that ∇f(xk) ∈ Range
(∇2f(xk)) and CG iterations
within Newton-CG are well-defined.
The datasets use for our experiments in this section are listed in Table 5.
Name Train Size Test Size
Feature
dimension (p)
Classes (C)
Total dimension
(d = (C−1)×p)
20 Newsgroups 10,142 1,127 53,975 20 1,025,525
cifar10 50,000 10,000 3,072 10 27,648
covetype, 435,759 145,253 54 7 324
gisette 6,000 1,000 5,000 2 5,000
mnist 60,000 10,000 784 10 7,065
UJIIndoorLoc 19,937 1,111 520 5 2,080
Table 5: Data sets used for example of Section 4.1. All data sets are publicly available
from [26] as well as [34].
As for this convex problem, Gauss-Newton is mathematically equivalent to Newton-
CG, comparisons are made among Newton-CG, L-BFGS, nonlinear-CG, and Newton-
MR. Performance of each method, as measured by the decrease in objective value,
f(xk), and the gradient norm, ‖∇f(xk)‖, is depicted, respectively, in Figures 1 and 2.
Typically, in machine learning applications, one optimizes a model such as (42) on
the training data with the aim of obtaining good classification accuracy on the “un-
seen” test data, i.e., data that has not been used in the training procedure. This is
often referred to as “generalization performance”. We include plots of such compar-
isons in Figure 3, which demonstrate that Newton-MR, in these examples, can indeed
outperform other methods in general, and Newton-CG in particular, as measured by
this metric. In other words, inexact Newton-MR obtains better generalization accuracy
faster than other Newton-type methods considered here. The size of the test set, for
each example, is given in the third column of Table 5.
4.2 Gaussian Mixture Model
Here, we consider an example involving a mixture of Gaussian densities. This problems
is clearly non-invex, however, as it has been shown in [62], it exhibits features that are
close to being invex, e.g., small regions of saddle points and large regions containing
global minimum. For simplicity, we consider a mixture model with two Gaussian
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(a) 20 Newsgroups (b) cifar10 (c) covetype
(d) gisette (e) mnist (f) UJIIndoorLoc
Figure 1: Objective value, f(x) vs. number of oracle calls as in Table 4 for datasets of
Table 5. All algorithms are always initialized at x0 = 0.
components as
f(x) , L(x0,x1,x2) = −
n∑
i=1
log
(
ω(x0)Φ (ai; x1,Σ1) + (1− ω(x0))Φ (ai; x2,Σ2)
)
,
(43)
where Φ denotes the density of the p-dimensional standard normal distribution, ai ∈ Rp
are the data points, x1 ∈ Rd,x2 ∈ Rp,Σ1 ∈ Rp×p, and Σ2 ∈ Rp×p are the corresponding
mean vectors and the covariance matrices of two the Gaussian distributions, x0 ∈ R
and ω(t) = (1 + tanh(t))/2 is the shifted and scaled version of “tanh” function to
ensure that the mixing weight is scaled appropriately to be inside [0, 1]. Note that,
here, x , [x0,xT1 ,xT2 ]T ∈ R2p+1 and d = 2p+ 1.
We run the experiments 500 times, and plot the performance profile [36,46] of each
method; see Figure 4. For each run, we generate 1, 000 random data points, generated
from the mixture distribution (43) with p = 100, and the ground truth parameters as
ω(x?0) = 0.3, x
?
1 ∼ Up[−1, 0], x?2 ∼ Up[0, 1], where Up[a, b] denotes the distribution of
a p-dimensional random vector whose independent components are drawn uniformly
over the interval [a, b]. Covariance matrices are constructed randomly, at each run,
with controlled condition number, such that they are not axis-aligned. For this, we
first randomly generate two p × p matrices, W1,W2, whose elements are iid drawn
standard normal distribution. We then find corresponding orthogonal basis, Q1,Q2,
using QR factorizations. This is then followed by forming Σ−1i = Q
T
i DQi where D
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(a) 20 Newsgroups (b) cifar10 (c) covetype
(d) gisette (e) mnist (f) UJIIndoorLoc
Figure 2: Gradient norm, ‖∇f(x)‖ vs. number of oracle calls as in Table 4 for datasets of
Table 5. All algorithms are always initialized at x0 = 0.
is a diagonal matrix whose diagonal entries are chosen equidistantly from the interval
[0, 100], i.e., the condition number of each Σi is 100.
The performance profiles of all the methods are gathered in Figure 4. In all the
figures, the “Estimation error” refers to the error of the recovered estimate, (x0,x1,x2),
relative to the true underlying parameters, (x?0,x
?
1,x
?
2), computed as
Estimation error , 1
2
( |x0 − x?0|
x?0
+
‖[x1; x2]− [x?1; x?2]‖
‖[x?1; x?2]‖
)
.
5 Conclusions
Motivated to alleviate several disadvantages of Newton-CG, we introduced a new al-
gorithm, called Newton-MR, and studied in details its theoretical properties as well as
empirical performance. On the surface, Newton-MR appears similar to, and shares sev-
eral desirable properties of, Newton-CG. For example, it involves simple sub-problems
in the form of ordinary least squares. However, compared with Newton-CG, Newton-
MR is equipped with a range of additional theoretical and practical advantages.
One can draw several parallels between the relationship of Newton-MR and Newton-
CG and that of MINRES and CG. For example, for certain problems, i.e., strongly
convex and smooth objectives, both methods have identical convergence rates, while
47
(a) 20 Newsgroups (b) cifar10 (c) covetype
(d) gisette (e) mnist (f) UJIIndoorLoc
Figure 3: Test accuracy vs. number of oracle calls as in Table 4 for datasets of Table 5. All
algorithms are always initialized at x0 = 0.
(a) f(xk) (b) ‖∇f(xk)‖ (c) Estimation error
Figure 4: Performance profile for 500 runs of various methods for solving (43) as detailed
in Section 4.2. For a given λ in the x-axis, the corresponding value on the y-axis is the
proportion of times that a given solver’s performance lies within a factor λ of the best
possible performance over all runs. All algorithms are always initialized at x0 = 0.
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the former is stated in terms of the reduction in the norm of the residual of the iter-
ates, while the latter indicates the reduction in the error of the iterates themselves.
Furthermore, the same way that MINRES outperforms CG when early stopping is
based on the residual norm, inexact Newton-MR is preferable to inexact Newton-CG
for strongly convex problems, when the termination criterion is based on the norm of
the gradient (which is often the most practical stopping rule). Also, just like MINRES
that, unlike CG, can be applied beyond positive-definite systems, Newton-MR, unlike
Newton-CG, is applicable beyond the traditional convex settings to invex functions.
To obtain fast convergence results, in comparison to inexact Newton-CG, the sub-
problems of inexact Newton-MR need to be solved to a much cruder accuracy, which
most often translates to far fewer iterations of the sub-problem solver. Further, to
obtain theoretical guarantees of Newton-MR, one requires a significantly more relaxed
notion of smoothness than what is often found in the similar literature. In particular,
Lipschitz continuity of the gradient and Hessian can be replaced by a weaker condition
on the smoothness of the action of Hessian on the gradient, called moral-smoothness.
We then obtained local convergence guarantees of Newton-MR and argued that
such analysis is a generalization of that of Newton-CG. For example, under certain
assumptions, we obtained super-linear convergence of iterates of Newton-MR as mea-
sured by their distance to the set of optimal solutions. This greatly relaxes the notion of
isolated minimum, which is required for the local convergence analysis of Newton-CG.
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A Useful Lemma
The following simple Lemma relating to (17) is frequently used in our theoretical
analysis. The proof can be found in most textbooks and is only given here for com-
pleteness.
Lemma 10. Consider any x, z ∈ Rd, 0 < β <∞, 0 ≤ L <∞ and h : Rd → R. If
it holds that
‖∇h(y)−∇h(x)‖ ≤ L ‖y − x‖β , ∀y ∈ [x, z] ,
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then, we have
h(y) ≤ h(x) + 〈∇h(x),y − x〉+ L
β + 1
‖y − x‖β+1 , ∀y ∈ [x, z] .
Proof. For any y ∈ [x, z], using the mean value theorem, we have
h(y)− h(x)− 〈∇h(x),y − x〉 =
∫ 1
0
〈∇h(x + τ(y − x)),y − x〉 dτ − 〈∇h(x),y − x〉
≤ ‖y − x‖
∫ 1
0
‖∇h(x + τ(y − x))−∇h(x)‖ dτ
≤ L ‖y − x‖β+1
∫ 1
0
τβdτ
≤ L
β + 1
‖y − x‖β+1 .
B Iterative Solvers Linear Systems/Least Squares
For solving ordinary linear least squares min ‖Ax − b‖ or linear systems Ax = b,
there is a plethora of iterative methods, a few of which are listed in Table 6. Naturally,
each method enjoys certain desirable properties and, indeed, one can find interesting
relationships among these iterative solvers. Below, we briefly highlight only a few of
these connections/properties.
(i) SQMR is a simplified version of QMR for symmetric cases.
(ii) For symmetric A, QMR and SQMR without preconditioner are mathematically
equivalent to MINRES.
(iii) For symmetric A, GMRES without restarts is mathematically equivalent to MIN-
RES.
(iv) LSQR is analytically equivalent to the CG method applied to the normal equation
ATAp = ATb.
(v) CGLS is mathematically equivalent to LSQR, while LSQR has better performance
on ill-conditioned problems.
(vi) LSMR is analytically equivalent to the MINRES method applied to the normal
equation ATAp = ATb.
(vii) LSLQ is analytically equivalent to the SYMMLQ method applied to the normal
equation ATAp = ATb.
(viii) For an incompatible system with symmetric matrix, SYMMLQ and CG both
break down, while MINRES still gives a least-squares solution. However, this solution
is not necessarily p†.
(ix) For incompatible problems, where the residual is never zero, at any least squares
solution, we always have ‖AT r‖ = 0. Hence, if ∥∥AT rk∥∥ is implemented as a stopping
condition, QMR, SQMR, MINRES, and GMRES would apply to incompatible systems
as well.
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(x) For compatible systems, if initialized at zero, all methods find the min-length
solution. For incompatible systems, only LSLQ, LSQR, LSMR, CGLS and MINRES-
QLP have this property.
Method
What problem can it solve? What matrix does it require?
Reference
Compatible,
i.e.
b ∈ Range(A)
Incompatible,
i.e.
b /∈ Range(A)
Hermitian,
i.e.
A∗ = A
Definite,
i.e.
±A  0
CG 3 7 3 3 [44]
SYMMLQ 3 7 3 7 [70]
MINRES 3 3 3 7 [70]
GMRES 3 3 7 7 [82]
LSQR 3 3(p†) 7 7 [71]
CGLS 3 3(p†) 7 7 [71]
LSMR 3 3(p†) 7 7 [38]
LSLQ 3 3(p†) 7 7 [37]
QMR 3 3 7 7 [40]
SQMR 3 3 3 7 [41]
MINRES-QLP 3 3(p†) 3 7 [28, 29]
Table 6: Some iterative methods for solving least-squares/linear systems. “p†” implies that
the method obtains the least-norm solution.
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