The nonlinear transformations to accelerate the convergence of sequences due to Levin are considered and bounds on the errors are derived. Convergence theorems for oscillatory and some monotone sequences are proved.
1. Introduction. Recently, Levin (1973) has developed some very powerful nonlinear transformations to accelerate the convergence of sequences (or series). These transformations have had remarkable success when applied to certain problems. For example, Levin (1973) has applied them to various infinite series, Longman (1973) has used them to generate rational approximations for Laplace transform inversion, and Blakemore, Evans, and Hyslop (1976) have used them in the computation of certain infinite integrals which come up in certain physical problems. So far, however, the convergence properties of these transformations have not been analyzed. The purpose of this paper is to partially fill this gap.
In the next section we review the derivation of the transformations of Levin. In Section 3 we give error bounds for two different limiting processes and state some sufficient conditions for convergence. The results of Section 3 are based on Sidi (1977, Chapter 5) . In Section 4 the application of Levin's transformations to oscillatory and monotone sequences is considered. It turns out that for oscillatory sequences the sufficient conditions in the theorems of Section 3 are automatically satisfied, hence there is always convergence. For monotone sequences, however, in general, we do not know whether the sufficient conditions above are satisfied, and experience suggests that they are not. For some monotone sequences though we are able to give a convergence theorem. In Section 5 further convergence properties for some parameters which appear in the derivation of Levin's transformations are analyzed. In Section 6 a special case of a theorem due to Levin and Sidi (1975) is proved which shows under what conditions one could expect Levin's transformations to give convergent results.
2. Review of Levin's Transformations. Let Ax, A2, ... be an infinite convergent sequence whose limit we denote by A. Tk n, the approximation to A, and the constants y¡, i = 0, ... , k -1, are defined as the solution to the k + 1 linear equations k-l (2.1) Ar = Tkn+Rr £ 7f/r', r = n, n + 1, ... , n + k, i=0 provided that no Rr is zero.
These equations have a simple solution for Tk n, which is given by (2-2) rk)" 2^0 (-»>(*)<«+fl*-UB+//*n+,
The expression in (2.2) can be put in a more compact form by using forward differwe enees. If we define Aa" = an + x -a" and AJan = A(A* 1a"), s = 2,3, ... , then have
Making use of (2.3) in (2.2), we can express Tkn as
The t, u, and v transformations are defined by letting Rr = ar,Rr = rar, and Rr = irar+x/(ar+x ~ ar), respectively, where ax = Ax,ar = AAr_x, r > 2. The t and u transformations were designed specifically for alternating and monotone series, respectively.
3. Error Bounds and Some Convergence Theorems. As is well known, in order for a certain convergence acceleration method to work well on a given sequence, the sequence in hand has to have certain properties which suit the specific convergence acceleration method. If the sequence does not have those properties, then we should not expect the method to work well. What then are the properties that the sequence Ar, r = 1, 2,... , of Section 2, should have in order for Tk n to be a good approximation to the limit AI Another even more important question is: Given that the sequence Ar, r = 1,2, ... , has those favorable properties, how good an approximation is Tknl A partial answer to both of these questions will be given below.
Lemma. Let Tk " be the approximation to the limit A of the sequence Ar,r = 1,2, ... , as given in (2.4). Then
Proof. Subtracting A from both sides of (2.4) we obtain Ak(nk-xAjRn)-AAk(nk-x/Rn) (3-2) Tk " -A = -.
Ak(nk-X/R")
Using now the fact that Ak is a linear operator in the numerator of the expression on the right-hand side of (3.2), the result follows.
We are now going to consider two kinds of limiting processes:
1. A: is held fixed and n -► °°, (Process I), 2. n is held fixed and k -*■ °°, (Process II). Subtracting the left-hand side of (3.8), with x replaced by n, from the numerator of the right-hand side of (3.7), and using (3.5), the result follows. Proof. Making use of (2.3) in (3.6) and using (3.9), (3.6) can be written as Subtracting now the left-hand side of (3.21), with x replaced by n, from the numerator of the right-hand side of (3.7) again, and using (3.18), the result follows. Proof. Since f(x) is infinitely differentiable for x > n including x = °°, F(£) is infinitely differentiable for 0 < £ < 1. As is known from the theory of best polynomial approximations, ffc = max0<i<1 \Zk(%)\, as k -*■<*>, tends to zero more rapidly than any negative power of k. Now sup |zfc(s)| = sup \Zk(n/s)\ < max |Zfc(ij)| = ffc. Setting ek = R~nÇk, where Rn = sups>" \RS\ as in Corollary 1 to Theorem 3.1 (3.23) follows from (3.22). Now, using (3.24) in (3.23), (3.25) follows easily. 4 . Some Special Cases. In Corollary 2 to Theorem 3.1 and also in Corollary 2 to Theorem 3.2 the conditions (3.14) and (3.24) are sufficient for convergence. When
Process I and Process II are viewed as summability methods, by the Silverman-Toeplitz theorem (see Powell and Shah (1972, pp. 23-27)), these conditions are necessary (but not sufficient) for both processes to be regular summability methods. It is clear that these conditions can be weakened by assuming that 2Í=0 \a^'"\ grows less rapidly than l/r?fc "as « -► o° and than l/efc as A: -► °°. However, in certain cases convergence does take place in spite of ZJLq \af'"\ growing faster than l/r?fc>" and 1/e^.. An example of this will be given below. Although it is not easy to see how 2*_0 \a*f'"\ behaves as n -> °° or k -► oo for general Rr, in one instance at least, the convergence of Tk n to A can be proved easily, and this is done below. Proof. Using (4.1) in (3.9), we see that
Hence, the result follows from Corollary 2 of Theorem 3.1 and Corollary 2 of Theorem 3.2.
It has been shown by Levin (1973) that for an oscillatory convergent sequence An = 2"=1 (-l)'_1a,-with a¡>0, ax> a2> ■■■ , and lim^^^ an = 0, the t-and ^transfor-mations, both in Process I and in Process II, satisfy all the conditions of the SilvermanToeplitz theorem (see Powell and Shah (1972, pp. 23-27)) and, hence, are regular.
Therefore, Tk n -* A. Now for the ¿-transformation, which has been designed specifically for oscillatory sequences, Rr = (-l)r~xar. Hence, we see from Theorem 4.1 that the condition ax > a2 > • • • is not necessary for convergence.
Another instance in which the convergence of Tk n to A as n ->■ °° (Process I) can be shown is that of some monotone sequences. This we give in the following theorem. Theorem 4.2. Suppose the sequence Ar,r = 1,2, ... , is as described in Theo- Poincaré-type asymptotic expansions in inverse powers of n. In fact, nk xwk(n) = 0(n~x) and «*"'/*" = 0(nk~x+o) as n -► °°. Therefore, Ak[nk-Xwk(n)] = 0(«_fc_1) and Ak(nk~x/Rn) = 0(n~x+a) as n -* °°. The result now follows from (3.6).
In spite of the result in (4.5), Corollary 2 of Theorem 3.1 does not apply to this case as is shown below. Proof. Again, all we need to show is that E*_0 la*'"! is not bounded as k -► °°. Proof. Let us multiply each of the equations in (2.1) by rk+'/Rr, r = n, n + 1, ... ,n + k. Now let us operate on the first equation (r = n) (5.2) nk+iAn/Rn = nk+iT/R" + £ 7/ii*+H with the operator Ak. Using the fact that Akp(x) = 0 when p(x) is a polynomial of degree k -1 or less, we obtain (5.1). Now assuming that 7" has been computed (using (2.4)), we set / = 0 in (5.1), and using Akxk = kl, we obtain and this proves the theorem. Remark. As can be seen from (5.5), the convergence of y¡ to ß( is strongest for í = 0 (70 -ß0 = 0(n~k)), and becomes weaker gradually as i increases, and is weakest for i = k -1 (yk_x -ßk_x = 0(n~x)). This phenomenon has indeed been observed numerically.
Now
6. Concluding Remarks. So far we have proved some convergence theorems for the nonlinear sequence transformations of Levin. These theorems are based mainly on the assumption that the sequence {Ar}™=1 satisfies (3.3) together with (3.4) . Until now, however, nothing has been said about when these conditions are satisfied. This point will be clarified by the following theorem which is a special case of a more general theorem proved by Levin and Sidi (1975) . Remark. For monotonie sequences, it turns out usually that / = 1. This is exactly what is given in the u-transformation of Levin, which is designed for monotonie sequences. For oscillatory sequences on the other hand it turns out usually that / < 0.
The ¿-transformation of Levin, which is good for oscillatory sequences, has i = 0. Since £fj(Z?) oc p(R -l) and p(R) = 0(R¡) as R -»• °°, cf^Z?) = 0(Z?') too. Similarly, since c,(r) = 0(r~2) as r ->■ °°, we have /3j(r) = 0(r"2) as r ->■ oo; hence, the serieŝ 7=R bx(r)ar converges to zero faster than zZf°=R ar as R -*■ °°.
We now apply all the steps that led to (6.11) and (6.12) to 2"=Ä bx(r)ar. Making use of (6.1) again, we can write Substituting (6.16) into (6.14), defining a2 = 1 + 52 and using (6.4) with / = 1 (hence a2 ¥= 0), we can write (6.18) Y bx(R)ar=d2(R)aR+ ¿ b2(r)ar, r=R r=R where (6.19) d2(R) = -ot2lq(R -1), b2(r) = -a2xc2(r).
Since q(R) <* bx(R)p(R) and bx(R) = 0(R~2) and p(R) = 0(Rl) as R -» <*>, we have d2(R) = 0(Ri"2) as R -> oo. Similarly, /32(r) = 0(r~3) as r -> °°. Therefore, the series 2~=# b2(r)ar converges to zero faster than 2™=R bx(r)ar as R -► °°. Continuing in this manner, we can define the functions dk(R) and bk(r), k = 3,4,5, ... , such that The changes in Theorem 3.2 are more complicated. Equation (3.19) now reads
