Abstract. The fast multipole method (FMM) has had great success in reducing the computa- 
Notation Description κ
wavenumber, 2π/λ with wavelength λ a l box size at level l. Root: l = 0. Highest active level: l = 2. θ polar angle φ azimuthal angle c complex conjugate of c x vector in R 3 , x = |x|x x · y inner product, x · y = |x| |y| cos(ϕ x,y ) S 2 sphere, {ŝ ∈ R 3 : |ŝ| = 1} j n spherical Bessel function of the first kind y n spherical Bessel function of the second kind h 
n (κ |r 0 |)j n (κ |r|)P n (r ·r 0 ) (2.
2)
The series converges absolutely and uniformly for |r 0 | ≥ 2 √ 3 |r| and has been studied 120 extensively in [2, 6] .
121
Truncating the Gegenbauer series at ℓ and using an integral over the unit sphere, 
n (κ |r 0 |)P n (ŝ ·r 0 ). (2. 3)
The reduced computational complexity of the FMM is achieved by constructing a 126 tree of nodes, typically an octree, over the domain of the source and field points. We through the tree to compute the local field
141
Field Computation: At the finest level, the integration over the sphere is finally 142 performed and added to the near-field contribution to determine the field value at the 143 N field points: be chosen so that the Gegenbauer series (2.2) is converged to a desired accuracy.
148
However, for n > x, j n (x) decreases super-exponentially while h 
156
The excess bandwidth formula (EBF) is derived from the convergence of the 
161
The actual Gegenbauer truncation error for a given ℓ can also be approximated.
162
As Carayol and Collino showed in [2] , an upper bound of this error for large values of 163 |r| is obtained when P n (r ·r 0 ) = (±1) n so that
which they showed can be computed in closed form
This fails for small |r| when the upper bound is obtained by choosingr ·r 0 such that 166 the oscillation of P n (r·r 0 ) compensates for the oscillation of (−1) n h
n (κ |r 0 |)j n (κ |r|).
167
Using the EBF as an initial guess for ℓ and refining the choice using the above closed value for ℓ (that is the smallest value consistent with the target error). This is the 170 scheme we selected for this paper.
171
Carayol and Collino in [1] and [2] present an in-depth analysis of the Jacobi-Anger 172 series and the Gegenbauer series. They find the asymptotic formula
where W (x) is the Lambert function defined as the solution to
This appears to be near optimal for large box sizes. 
179
The most common choice of quadrature uses uniform sample points in φ and Gauss-
180
Legendre sample points in z(θ). With N + 1 uniform points in the φ direction and 
This results in an O(N log N ) or O(N 3/2 ) FMM (see 
216
Interpolation Volume Surface 
where the translation function E r (θ, φ) and the modified transfer function T 
has the trigonometric polynomial representation
where the symmetry condition (3.3) is equivalent to
If functions f and g can be represented exactly by trigonometric polynomials of
where
If N φ is made even (by padding the Fourier coefficients with an extra zero), then
so that only half of the sampled values must be stored. is not bandlimited in θ due to the integration weight.
254
In this section, we review a common strategy for integrating functions that are not 255 bandlimited against functions that are bandlimited or nearly bandlimited.
256
Consider the periodic functions
Computing this integral numerically with a uniform quadrature of size K yields
So the error is exactly given by
The error is therefore determined by the asymptotic decay of both f n and g n . For
typically expected decay of the error on a uniform quadrature as a function of K.
263
The equivalent result holds for g n . Thus, if the spectrum of either f or g decays 264 slowly, a very large quadrature K is needed.
265
However, if the spectrum of f decays slowly and the spectrum of g decays quickly
266
a much smaller quadrature can be used by truncating the Fourier coefficients of f .
267
Let us define a bandlimited version of f (θ)
and use a uniform quadrature of K points to compute the integral. Then
This error can be made small by requiring only that g n decays quickly enough. That is,
271
| f n | can decay slowly provided | g n | decays quickly. The first term of (3.9) represents 272 the truncation error in using the bandlimited f N instead of f . The second term 273 represents the aliasing error resulting from the finite sampling of the function g. As
274
an example, if we assume that g n is negligible for |n| > N then it is sufficient to 275 choose K = 2N + 1 so that |n + mK| > N for all −N ≤ n ≤ N and m = 0 so that 276 g n+mK is always negligible.
277
Detailed numerical results will be presented in Section 3.5. However, to demon-278 strate this idea on a simple example, we build a quadrature to calculate: 
To motivate the use of Fourier interpolations and anterpolations in the Helmholtz

305
MLFMM, suppose that the spectrum of f N (θ) is bounded, that is | f n | ≤ F , and that
(3.10)
This can be used to find an appropriate truncation parameter N if g n is known or 308 can be approximated. The key step to constructing a fast algorithm is to note that 309 the Fourier series of E r (θ, φ) in θ decays rapidly while the Fourier series of T s ℓ,r0 (θ, φ) 310 in θ decays slowly. This is due to the slow decay of the Fourier series of |sin(θ)|:
The spectrum of the plane-wave is given by
where ϕŝ ,r is the angle betweenŝ and r. The functions J n decay rapidly once n > κ |r| such that:
Since T ℓ,r0 is bandlimited in θ with bandwidth 2ℓ + 1, only the frequencies |m| ≤
. Therefore, the exact bandlimited modified transfer function, T s,L ℓ,r0 , can be computed using the pseudocode in Algorithm 1.
Algorithm 1: Pseudocode to compute the bandlimited modified transfer function, T s,L , given ℓ, r 0 , N θ , and N φ . 
where T s,L ℓ,r0 (θ n , φ m ) is the bandlimited modified transfer function described in Sec-363 tion 3.2. the θ-direction and makes ε I a function of N θ only. Integrating φ out of (3.12) yields
which is equivalent to the 1D case considered in Section 3. Bessel function terms:
Equation (3.13) can be used to search for a value N θ via Algorithm 2. the plane-wave (3.11) can be expressed as
Since J m (κ |r| sin(θ n )) is exponentially small when m κ |r| sin(θ n ), the series can be for each θ n must be Fourier anterpolated from length N φ to length N φ (θ n ).
394
Estimates of N φ (θ n ) can be developed by determining when J m (κ |r| sin(θ n )) 395 becomes exponentially small, as in the computation of the EBF in [3] . However, we 396 find that the EBF generated quadrature typically overestimates the sampling rate.
397
To accurately compute N φ (θ n ) a similar procedure to that in Section 3.3.1 is applied.
398
After determining the appropriate N θ , the T s,L ℓ,r0 can be computed. For a given θ, the 399 error is
where T s,LL is the bandlimited modified transfer function with both the θ-frequencies 
Equation (3.16) can then be used to search for a value of N φ (θ n ) via Algorithm 3.
408
Choose N max φ sufficiently larger than 2ℓ + 1;
Algorithm 3: Pseudocode to compute each N φ (θ n ) given ℓ, |r 0 |, |r|, and N θ .
Since N max φ is only a small constant larger than 2ℓ + 1, the algorithm as presented 
418
The worst-case value of |r| is the largest. For a box of size a l , |r| ≤ a l √ 3.
419
However, using |r| = a l √ 3 in the previous methods is often too conservative. This 
433
For a given Gegenbauer series truncation ℓ, the total number of quadrature points 434 required in the Fourier based FMM is approximately
where C 1 , C 2 ≥ 1 are small integers dependent on ℓ, numerically computed from the 436 methods in Section 3.3.1, 3.3.2. Keeping only the leading term in ℓ:
Thus, the method presented in this paper uses approximately 0.64 times the number 438 of quadrature points in the standard FMM. However, it is possible that the same N φ 439 optimization can be applied to the standard FMM for the same reasons it was applied 440 in Section 3.3.2 to reduce the standard quadrature to a comparable size. Characterize a quadrature by an array of length N θ /2 + 1, 
Then, the following steps, as illustrated in Figure 3 .6, perform an exact interpola-450 tion/anterpolation using only FFTs. 
For each
θ n , 0 ≤ n ≤ N θ /2, Fourier interpolate the data [F (θ n , φ m )] N φ (θn)−1 m=0 452 from length N φ (θ n ) to N φ .N φ −1 m=0 . 459 5. For each θ n , 0 ≤ n ≤ N ′ θ /2, Fourier anterpolate the data [F (θ n , φ m )] N φ −1 m=0 460 from length N φ to N ′ φ (θ n ).
461
A slightly more efficient algorithm uses the symmetry (3.5) rather than (3.6). 3.5. Numerical Results. In the following sections, we will use the total mea-463 sured error, ε T , defined as
The total Gegenbauer truncation error, ε G , is
The total integration error ε I is
3.5.1. Single-Level Error. In the first test case, shown in Figure 3 .7, we exam-467 ine the choice of N θ by using the worst case r 0 = |r 0 |ẑ. Here, the optimal Gegenbauer 468 truncation ℓ is obtained as explained in Section 2.1 [see Equation (2.6)]. The quadra-469 ture for computing the integral (3.1) was constructed as described in Section 3.3.
470
With box size a = 1, the quadrature and Gegenbauer truncation are constructed with the maximum found over many directionsr, verifying that the worst case is r ∼ ±ẑ.
473
We note that the target error ε is accurately achieved, for all frequencies (except curve corresponds to using the EBF along with N θ = 2ℓ + 1; this choice leads to a drift in the error as the frequency increases. In contrast, using our error estimate and scheme to choose the parameters, the error follows closely the target error.
The second test case, shown in Figure 3 .8, shows the accuracy resulting from 488 our choice of N φ using the worst case r 0 = |r 0 |x. Again, the direct computation was 489 used to find the optimal Gegenbauer truncation ℓ and the quadrature was constructed 
492
The plotted errors represent the maximum found over many directionsr, verifying 493 that the worst case is r ∼ ±x. We can see that the target error is achieved even more 494 accurately than theẑ case. This is due to the number of N φ that are chosen -one 495 for each θ n . The N φ (θ n ) that yields the most inaccurate result dominates the others, curve corresponds to using the EBF along with N φ (θn) = 2ℓ + 1; this choice greatly overestimates the size of the quadrature needed in the φ-direction especially near the poles θ = {0, π}. In contrast, using our error estimate and scheme to choose the parameters, the error follows closely the target error.
Section 3.3.4 is supported. Together, these results demonstrate that by choosing ℓ and the quadrature as We note that the method converges super-exponentially, following the rate of 534 decay of the Jacobi-Anger series (3.11). To further show that the numerical integral is converging to the Gegenbauer se- Quadrature Size (×1000) Error |ε G | |ε I | |ε T | Fig. 3.11 . Log-log plot of two-level convergence to the truncated Gegenbauer series value with κ = 100, α = 1/ √ 3, and highest active level box size a 2 = 1. The convergence of the numerical quadrature for (θ, φ) (red curves) should be compared with the convergence of the toy problem in FFT in φ, a dense matrix-matrix product on the θ angles, and a backward FFT in φ.
555
This spherical harmonics method is analyzed and accelerated in [14, 7] . To show that the optimal asymptotic running time is achieved, Figure 3 
