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a b s t r a c t
A new two-point iterative method for solving nonlinear equations is presented. This is a
derivative-free method for the simultaneous determination of several or all of the simple
zeros. It is proved that the proposed method possesses a quadratic convergence locally.
Numerical examples are given to illustrate the efficiency and performance of the method
presented.
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1. Introduction
Let us consider the scalar function f : D ⊆ R→ R and the nonlinear equation
f (x) = 0, (1)
with n distinct simple zeros α1, α2, . . . , αn. The problem of solving such nonlinear equations is one of the oldest problems
of applied mathematics. It still remains an important research topic, arising in many areas of engineering sciences, physics,
computer science, finance, and so on. There are many numerical methods which have been developed for solving this
problem. Basically, the methods concerning this topic may be classified in two groups: methods for finding one root of
nonlinear equations at a time and methods for finding all roots of algebraic polynomials simultaneously. Probably the most
popular and commonly used method of the first category is Newton’s method:
zk+1 = zk − f (zk)f ′(zk) , k = 0, 1, 2, . . . , (2)
which converges quadratically in a neighborhood of α. Although Newton’s formula is simple, works fast and has high
computational efficiency, it may fail if at any stage of computation the derivative of the function f is either zero or very
small.
If we restrict our consideration to f algebraic (monic) polynomials of degree n with simple zeros α1, α2, . . . , αn, we
recall that one of the most frequently used methods for the simultaneous approximation of all the polynomial zeros is the
Weierstrass method:
zk+1i = zki −
f (zki )
n
j≠i
(zki − zkj )
, i = 1, . . . , n; k = 0, 1, 2, . . . , (3)
which also converges quadratically.
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To improve the local order of convergence, many modified methods (for both aforementioned methods) have been
proposed in the literature. We should note that the methods for the simultaneous finding of all roots of polynomial have
some advantages, e.g., they have a wider region of convergence, they are more stable, and they can be implemented for
parallel computing. For some of recent publications on derivative-free methods see for example [1–3] and for higher order
simultaneous methods see [4,5] and the references therein.
But sometimes in practice it necessary to find more than one or several zeros of a given nonlinear equation. In recent
years, the problem of simultaneous extraction of only some of the roots of polynomials became very popular. One of the
first works on this topic dates from 1966, and was by Presic [6]. Some recent results are presented by Kyurkchiev and Iliev
in [7–9]. See also [10].
Motivated and inspired by the research going on in this area, our aim in this paper is to derive and study a new iterative
method for finding several or all simple zeros of a nonlinear equation, simultaneously. The paper is organized as follows.
The newmethod is presented in Section 2. Convergence analysis is given in Section 3, where we prove that the convergence
is of second order. Numerical examples are given in Section 4 to demonstrate the convergence behavior of the method
considered. The last section gives the conclusions.
2. Description of the new iterative method
Let Im = {1, . . . ,m} be the index set. For i ∈ Im and k = 0, 1, 2, . . . ,we introduce the quantity
G(k)i = Gi

z(k)
 = f

z(k)i

m
j≠i

z(k)i − z(k)j
 , i ∈ Im, k = 0, 1, 2, . . . .
We suggest the following two-point iterative method:
z(k+1)i = z(k)i −
f

z(k)i

f

z(k)i , y
(k)
i
 , k = 0, 1, 2, . . . , (4)
where i ∈ Im = {1, . . . ,m} form ≥ 1 and
y(k)i = z(k)i − G(k)i . (5)
In (4) the notation f [., .] represents the divided difference of order 1.
For simplicity, we will from here on omit the iteration index and consider the equivalent presentation
yi = zi − Gi(z),
zˆi = zi − f (zi)f [zi, yi] , i ∈ Im,
(6)
where zˆ1, . . . , zˆm are the new approximations.
3. Convergence analysis
In this section we study the convergence speed of the method presented, (4)–(5). For the sake of brevity we will use the
presentation (6). Using definition of the divided difference
f [zi, yi] = f (zi)− f (yi)zi − yi =
f (zi)− f (yi)
Gi(z)
,
we can represent (6) in the following way:
zˆi = zi − f (zi) Gi(z)f (zi)− f (yi) = zi − Gi(z)ϕi(z), i ∈ Im, (7)
where ϕi = ϕi(z) = f (zi)f (zi)−f (yi) and yi = zi − Gi(z).
3.1. Application to polynomials
We restrict our consideration to an algebraic (monic) polynomial of degree n:
f (x) = xn + an−1xn−1 + · · · + a1x+ a0,
with simple zeros α1, α2, . . . , αn.
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In this case the following theorem implies that the convergence order of the proposed iterative method becomes
quadratic as the number of iterations increases.
Theorem 1. If z(0)1 , z
(0)
2 , . . . , z
(0)
m (m ≥ 1) are sufficiently close approximations to the simple zeros α1, α2, . . . , αm of a
polynomial f of degree n (and m ≤ n), then the order of convergence of the iterative method (4)–(5) is at least 2.
Proof. Consider the presentation (7). Let εi = zi−αi and εˆi = zˆi−αi. According to the assumption of the theorem, the errors
ε1, ε2, . . . , εm are sufficiently small in moduli. Let us assume that the errors ε1, ε2, . . . , εm are of the same order in moduli
and let |εi| = O(|ε|), where ε ∈ {ε1, ε2, . . . , εm} is the error such that |ε| = max1≤k≤m |εk|. Similarly |εˆ| = max1≤k≤m |εˆk|.
Let use the notation β = Om(γ ) for two complex numbers β and γ if their moduli are of the same order, i.e. |β| = O(|γ |).
Observe that
f (zi) = εi
n
j≠i
(zi − αj) = Om(ε) and Gi = Om(f (zi)) = Om(ε). (8)
In our proof we use the following presentation:
f (yi)
f (zi)
=
n
j=1
(yi − αj)
(zi − αj) =
(yi − αi)
(zi − αi)
n
j≠i
(yi − αj)
(zi − αj) =
εi − Gi
εi
n
j≠i
(yi − αj)
(zi − αj) . (9)
Using that
n
j≠i
(yi − αj)
(zi − αj) =
n
j≠i
(zi − Gi − αj)
(zi − αj) =
n
j≠i

1− Gi
(zi − αj)

= 1−
n
j≠i
Gi
(zi − αj)Pij,
where Pij is a polynomial of
Gi
(zi−αj) , it follows that
n
j≠i
(yi − αj)
(zi − αj) = 1− O(εi).
From the last estimation and (9) we find
f (yi)
f (zi)
= εi − Gi
εi
(1− O(εi)) = 1− Gi
εi

1− Gi − εi
εi
O(εi)

= 1− Gi
εi
(1− Om(ε)) . (10)
Hence, by (10) and (8),
ϕi = f (zi)f (zi)− f (yi) =

1− f (yi)
f (zi)
−1
= εi
Gi
(1+ Om(ε)).
Further, it follows that
|εˆi| = |zˆi − αi| =
εi − Gi εiGi (1+ Om(ε))
 = Om(ε2).
Since Om(ε2) is the dominant term, we conclude that the order of convergence of the method (4)–(5) is 2, which completes
the proof of Theorem 1. 
Remark 1. In the case of extracting all of the zeros of a polynomial f of order n, i.e. m = n, we get the known third-order
iterative method:
yi = zi −
f

z(k)i

n
j≠i

z(k)i − z(k)j
 ,
zˆi = zi − f (zi)f [zi, yi] , i ∈ In,
(11)
suggested and analyzed in [11,12].
3.2. Application to nonlinear equations
In our consideration we make use of the following well known theorem from the theory of iterative processes.
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Theorem 2 (Traub [13, Theorem 2.2]). Let φ be an iterative function such that φ and its derivatives φ′, . . . , φ(p) are continuous
in the neighborhood of a root α of a given function f . Then φ defines an iterative method of order p if and only if
φ(α) = α, φ′(α) = · · · = φ(p−1)(α) = 0, φ(p)(α) ≠ 0. (12)
The following theorem is concerned with the order of convergence of methods (4)–(5) for any nonlinear function
f : D ⊂ R→ R.
Theorem 3. Let α1, α2, . . . , αm be simple zeros of the nonlinear equation (1). If z
(0)
1 , z
(0)
2 , . . . , z
(0)
m are sufficiently close
approximations to these zeros then the order of convergence of the iterative method (4)–(5) is 2.
Proof. Let us fix i and put z ≡ α = (α1, . . . , αm). Considering yi = yi(z) = zi−Gi(z) as a function of zi and using L’Hopital’s
rule we get
f [zi, yi]z=α = f (zi)− f (yi)zi − yi

z=α
= f (αi)− f (yi(α))
αi − yi(α) =
f ′(αi)− f ′(yi(α))y′i(α)
1− y′i(α)
= f ′(αi).
Obviously, from the presentation (7) we have
zˆi(α) = αi − f (αi)f [αi, yi(α)] = αi, (i = 1, . . . ,m). (13)
The first derivative of the function zˆi regarding zi is
zˆi ′ = 1− f
′(zi)
f [zi, yi] +
f (zi)f [zi, yi]′zi
f [zi, yi]2 .
Again using L’Hopital’s rule we get
f [zi, yi]′z=α =
f ′′(αi)
2
(1+ y′i(α)) ≠ 0.
From the last two equations it follows that
zˆi ′(α) = 0, (i = 1, . . . ,m). (14)
Further, it is easy to prove that
zˆi ′′(α) = f
′′(αi)
f ′(αi)
y′i(α) ≠ 0, (i = 1, . . . ,m). (15)
From Theorem 2 and (13)–(15) it follows that the iterative function (4)–(5) has the order of convergence 2. 
Remark 2. In the case of approximating only one root of nonlinear equation (1), i.e.m = 1, we get the well known second-
order iterative method
zˆi = zi − f (zi)f [zi, yi] = zi −
f (zi)2
f (zi)− f (yi) , (16)
where yi = zi − f (zi); see [13].
4. Numerical results
In this section, we employ the newmethod (4)–(5) (denoted asNed) to solve some nonlinear equations. All computations
were done usingMATLAB 7.0. We accept an approximate solution rather than the exact root, depending on the precision (ϵ)
of the computer. We use the following stopping criteria for computer programs:
(i) ∥x(k+1) − x(k)∥ < ϵ,
(ii) ∥F(x(k+1))∥ < ϵ,
where we use the maximum norm ∥x∥∞ = max{|x1|, . . . , |xn|} and the notation F(x) = (f (x1), . . . , f (xn))T . When the
stopping criterion is satisfied, x(k+1) is taken as the exact root computed. For numerical illustrations in this section, we used
the fixed stopping criterion ϵ = 10−8.
Our consideration of the method is based upon the following criteria: the initial approximation x(0) = (x(0)1 , . . . , x(0)m )
(where m is the number of roots that we are seeking), the number of iterations to approximate the zero(s) (Iterations), the
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Table 1
Numerical results for Example 1.
Initial point x(0) = (x(0)1 , . . . , x(0)m ) Iterations (k) Zeros reached α = (αs1 , . . . , αsm ) Comput. order ρ¯
BS Pet Ned
x(0) = 0.5 NaN NaN 8 α = α3 = 1 ρ¯ = 1.98
x(0) = 2.8 NaN NaN 29 α = α4 = 3 ρ¯ = 1.84
x(0) = −1.2 NaN NaN 58 α = α2 = −1 ρ¯ = 1.99
x(0) = (0.1,−2.5) NaN NaN 11 α = (3,−3) ρ¯ = (2.00, 1.99)
x(0) = (−2.5, 2.6) NaN NaN 10 α = (−3, 3) ρ¯ = (1.99, 1.99)
x(0) = (−3.5, 1.5, 2.5) NaN NaN 7 α = (−3, 1, 3) ρ¯ = (2.00, 1.99)
x(0) = (−3.5, 0.5, 1.5) NaN NaN 10 α = (−3, 1, 3) ρ¯ = (2.00, 1.94)
x(0) = (−1.3, 0.4, 3.3) NaN NaN 10 α = (−1, 1, 3) ρ¯ = (2.02, 1.97)
x(0) = (−3.5,−0.5, 1.5, 3.5) 4 4 3 α = (−3,−1, 1, 3) ρ¯ = (3.4, 2.7)
x(0) = (−4.5,−1.5, 0, 4.5) 4 4 5 α = (−3,−1, 1, 3) ρ¯ = (3.1, 2.97)
x(0) = (−5,−4, 4, 5) 4 4 4 α = (−3,−1, 1, 3) ρ¯ = (2.87, 3.0)
roots reached αm = (αs1 , . . . , αsm) and the computational order of convergence. For the computing of the computational
order of convergence, we have used the following well known formula:
ρi = ln
εk+1iεki


ln
 εkiεk−1i
 , i = 1, . . . ,m,
where x(k−1)i , x
(k)
i and x
(k+1)
i are three consecutive iterations near the root α and ε
k
i = x(k)i −αi. We adopted in the following
tables the notation ρ¯ = (min{ρi},max{ρi}) for i = 1, . . . ,m.
We tested the proposed method (4)–(5) (denoted as Ned in the tables) on examples of several nonlinear equations to
demonstrate its performance, as a novel solver for nonlinear equations. Also we compared the method presented with two
derivative-free methods for the simultaneous determination of polynomial zeros. The first method, structurally similar to
(4)–(5), is the best known third-order Börsch–Supan method (denoted as BS in the tables):
zˆi = zi − Wi
1+
n
j≠i
Wj
zi−zj
, whereWi = P(zi)n
j≠i
(zi − zj)
(17)
and the other method is the following, presented in [4] (denoted as Pet in the tables):
zˆi = zi − Wi1+ G1,i

1− WiG2,i
(1+ G1,i)2

, where Gs,i =
n
j≠i
Wj
(zi − zj)s , (s = 1, 2). (18)
We selected the following three examples for illustration.
Example 1. Consider the polynomial equation
(x2 − 1)(x2 − 9) = 0,
with four simple zeros α1 = −3, α2 = −1, α3 = 1, α4 = 3. See the results in Table 1.
The results presented in Table 1 show that for this example, when we approximate only one zero (using the formula
(16)) the method presented converges linearly at the beginning of the iterative procedure. This is the reason for the larger
number of iterations (Table 1, rows 2 and 3), although the second order of convergence is reached in the last iterations
(in a closer neighbourhood of the zero). In all of the cases when looking for m (1 ≤ m < 4) zeros, the computational
order of convergence is approximately 2. In the case of computing all the zeros simultaneously (using the formula (11)),
the computational order of convergence is approximately 3. The methods (17) and (18) are not convergent when we seek
less than all of the four roots (denoted as NaN). In the case of simultaneous approximation of all roots, the three methods
considered have similar convergence behavior.
Example 2. Consider the nonlinear equation
exp(x)− 1
exp(x)
− 3x = 0,
with three simple zeros α1 = −1.622131217724421, α2 = 0, α3 = 1.622131217724421. The results are given in Table 2.
In Table 2 we can see that even the methods (17) and (18) have better convergence behavior than method (11); they are
not convergent for many other cases when we seek only one or only two zeros. The three methods have similar results in
the case of computing simultaneously all the zeros.
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Table 2
Numerical results for Example 2.
Initial point x(0) = (x(0)1 , . . . , x(0)m ) Iterations (k) Zeros reached α = (αs1 , . . . , αsm ) Comput. order ρ¯
BS Pet Ned
x(0) = 0.5 NaN NaN 6 α = 1.6221 ρ¯ = 1.99
x(0) = −1.2 NaN NaN 5 α = α1 = −1.6221 ρ¯ = 1.99
x(0) = (1.1, 0.5) 3 3 5 α = (1.6221, 0) ρ¯ = (1.94, 1.48)
x(0) = (2, 0.5) 3 3 4 α = (1.6221, 0) ρ¯ = (1.31, 1.89)
x(0) = (−2.2, 1.9) NaN NaN 6 α = (−1.6221, 1.6221) ρ¯ = (1.99, 1.61)
x(0) = (−2.5, 1.5, 4.5) 3 3 5 α = (−1.6221, 1.6221, 0) ρ¯ = (1.68, 3.00)
x(0) = (−2, 0.5, 2.3) 3 3 4 α = (−1.6221, 0, 1.6221) ρ¯ = (1.14, 1.99)
Table 3
Numerical results for Example 3.
Initial point x(0) = (x(0)1 , . . . , x(0)m ) Iterations (k) Zeros reached α = (αs1 , . . . , αsm ) Comp. order ρ¯
BS Pet Ned
x(0) = −2 NaN NaN 4 α = α4 = −2.59095 ρ¯ = 1.79
x(0) = −4.1 NaN NaN 6 α = α3 = −3.56428 ρ¯ = 1.95
x(0) = (−3.8,−1.9) NaN NaN 7 α = (α3, α4) ρ¯ = (1.97, 2.02)
x(0) = (−10,−5) NaN NaN 10 α = (α5, α3) ρ¯ = (2.16, 1.99)
x(0) = (−9,−7,−4) NaN NaN 7 α = (α1, α5, α3) ρ¯ = (1.98, 2.04)
x(0) = (−9,−7,−4,−1) NaN NaN 6 α = (α1, α2, α3, α5) ρ¯ = (1.57, 2.29)
x(0) = −(9.5, 7, 3, 2, 0.5) NaN NaN 5 α = (α1, α2, . . . , α5) ρ¯ = (1.57, 2.29)
Example 3. Consider the nonlinear equation
sin2 x
exp
 x
2
 − 1 = 0,
with an infinite number of zeros. In the numerical experiments we approximate (and denote) only the following five zeros:
α1 = −9.32751, α2 = −6.48228, α3 = −3.56428, α4 = −2.59095, α5 = −0.91867. The results are given in Table 3.
For this example, bothmethods (17) and (18) are not convergent for all initial approximations considered.We should note
that the choice of the initial approximations is very important. If they are chosen sufficiently close to the roots sought, then
the expected (theoretical) convergence speed will be reached in practice. Otherwise the method (like many other iterative
methods) shows slower convergence, especially at the beginning of the iterative process. For this reason, special attention
should be paid to finding good initial approximations.
5. Conclusion
In this work we presented an iterative method of second order for extraction of more than one zero of nonlinear
equations, simultaneously. In the case of simultaneous extraction of all the roots of polynomials, the method employed
has third order of convergence. The newmethod does not require the computation of the first-order or higher derivatives of
the function f . Besides that, the resulting method requires only two evaluations of the function per iteration. The main
advantage of the proposed method is that it is applicable for a wide range of nonlinear functions f : D ⊆ R → R
for computing an arbitrary number of zeros and can be implemented for parallel computing. The numerical experiments
confirm the theoretical results.
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