In this report we discuss the problem of approximating nonlinear delta-interactions in dimensions one and three with regular, local or non-local nonlinearities. Concerning the one dimensional case, we discuss a recent result proved in [10] , on the derivation of nonlinear delta-interactions as limit of scaled, local nonlinearities. For the three dimensional case, we consider an equation with scaled, non-local nonlinearity. We conjecture that such an equation approximates the nonlinear delta-interaction, and give an heuristic argument to support our conjecture.
Introduction
Point interactions in quantum mechanics describe the dynamics of particles in interaction with potentials supported on a (finite or infinite) set of points. In dimension one, they are quite easily understood as a limit of short range potentials and they have been a subject of study since the very early years of quantum mechanics, a most well-known application is the Kronig-Penney model [17] , which describes the dynamics of electrons in crystals. In higher dimensions, the first attempts to use point interaction came from nuclear physics, to describe the short range interactions between nucleons. It was found that to define a potential supported in one point in dimension larger than one is a subtler and less intuitive matter. Indeed, a rigorous mathematical definition of point potentials in dimension three was achieved only in the 1960's with the work of Berezin and Faddeev [7] .
At a formal level the Hamiltonian describing a particle in a potential supported by points can be written as: H α = −∆ + j α j δ y j , where α = {α j } is a set of assigned real constants, Y = {y j } is a fixed set of points in R d , and δ y j is the Dirac delta-distribution centered in y j . For this reason, H α is also referred to as delta-interaction. For a thorough discussion on the Hamiltonian H α see [6] , the monograph also includes an historical overview of the topic and an appendix with an update on the progresses in the area.
The subject of this report is the Schrödinger equation associated with a nonlinear version of the Hamiltonian H α in which the constants α j depend on the state of the system. Such an equation describes the propagation of a wave function in a medium whose response is nonlinear only in some isolated points. The question that we want to address is whether the solution of the equation with point-like nonlinearities is approximated by the solution of an equation with smooth nonlinear terms.
We shall focus attention only on the one and three dimensional cases. They will be discussed separately, with the related applications and literature, in Sec. 2 and 3 respectively.
In dimension one, a solution to the approximating problem was given in [10] . Here we shall briefly discuss the result and give a sketch of the proof, we refer to [10] for the details.
In dimension three , the problem is still open. Here we shall exhibit an equation that we conjecture to approximate the nonlinear delta-interaction, and give an heuristic argument to support our conjecture.
To the best of our knowledge very little is known about the two dimensional case. Also the correct definition of the limit problem, and the study of the well-posedness, is not yet done. In dimension four or higher, instead, the problem cannot be set up because is not possible to define the Hamiltonian H α , see [6] .
In what follows we shall construct the approximating equation by introducing a small scaling parameter that will be denoted by ε. We shall denote by c a generic positive constant whose value may change from line to line. The constant c may depend on the parameters entering the equations and on the initial data, but in no case c will depend on the scaling parameter.
Nonlinear delta-interactions in dimension one
In this section we shall present a review on the Schrödinger equation with delta-like nonlinearities concentrated in a fixed set of points in dimension one. We shall recall the definition of the equation and the basic results about its well-posedness, this part is a survey of the works [4, 5] and [16] . Then we shall state the main result of [10] on the derivation of the equation as the limit of Schrödinger equations with spatially non-homogeneous scaled nonlinearity, and discuss the basic ideas behind the proof. We shall also mention a different approximation method based on non-local smoothed nonlinearities, this method was used in [16] as an intermediate step in the proof of the well-posedness of the limit equation.
To begin, it is worth recalling the definition of the operator H α in dimension one. The domain of the self-adjoint operator H α is
The operator H α acts on the elements in its domain as the Laplacian, everywhere, except that in the points y j , i.e.,
for any ψ ∈ D(H α ). The form domain of H α does not depend on the parameters α j and coincides with
To give a precise definition of the nonlinear dynamics in which we are interested, we start with a discussion on the non-autonomous Hamiltonian H α(t) , for which we let the parameters α j depend on the time variable t. Such Hamiltonians are interesting on their own both from the physical and mathematical point of view, see, e.g., [15, 19] and references therein.
When α j (t) are assigned real valued functions of time, the domain D(H α(t) ) changes in time as well. In particular, if ψ(t) ∈ D(H α(t) ), then ψ(t) must satisfy the time dependent jump conditions ψ (t, y
Conversely, the form domain of H α(t) does not depend on t and coincides with H 1 (R).
Consider the Cauchy problem
The weak solutions of (3) are the solutions of the associated integral equation
where U (t) is the unitary evolution group associated to the free Laplacian in dimension one, its explicit expression is given by
The solutions of (4) belong to the domain of H α(t) only under suitable assumptions on the initial datum and on the regularity of the functions α j (t). For a discussion on this problem we refer to the works [15, 19] .
From (4), it is clear that the solution ψ(t, x) is fully determined from the quantities ψ(t, y j ), j = 1, ..., N . Then, by evaluating the equation (4) in y k , k = 1, ..., N , the problem of finding ψ(t, x) can be reduced to solve a system of N coupled Volterra equations for the functions ψ(t, y k ). This fact will also be used in the analysis of the nonlinear problem.
To define the nonlinear delta-interactions we use the weak formulation (4) and mimic the nonlinear flow on it by letting α j (t) → α j (|ψ(t, y j )| 2 ). In this way we give a weak formulation of the problem given by the equation
2 ) δ y j ψ with initial datum ψ 0 . We remark that the choice of the nonlinearity α j (|ψ(t, y j )| 2 ) guarantees that the equation is invariant under phase multiplication and that the nonlinearity is local; strong solutions should satisfy the jump condition ψ (t, y
2 )ψ(t, y j ). We shall follow [4, 5] and consider only power-type nonlinearities, i.e., α j (z) = γ j z µ j for some real constants γ j , and µ j > 0, but more general nonlinearities could be considered, see, e.g., [16] . Our model nonlinear delta-interaction is then defined by the integral equation
This is a weak formulation of the problem
Nonlinear point interactions of this form have been used in solid state physics, see, e.g., [8, 18] (and references therein), and, more recently, to model nonlinear periodic systems, such as Bose-Einstein condensates trapped into optical lattices, see [14] .
As for the time dependent delta-interactions, we do not address here the problem of showing under what conditions on γ j , µ j and ψ 0 , the solution of (5) satisfies the jump condition ψ (t, y
Instead we take initial data in the form domain, H 1 (R), and discuss the well-posedness and the approximation problem in
We start by recalling that global well-posedness of (5) for initial data in H 1 (R) and under the condition that
was proved in [5] (see also [16] for different kind of nonlinearities).
The proof of global well-posedness as given in [5] follows a standard scheme: first prove local well-posedness; then show that there exist some conserved quantities; finally, extend the well-posedness to an arbitrarily large time T by exploiting the conserved quantities together with results on the existence of global solutions for the Volterra equations. We shall not comment on the first step of the proof, the analysis of the local well-posedness. For the purposes of this report it is enough to discuss the conservation laws and how they affect the proof of the global well-posedness, the discussion will make clear where the condition (6) plays a role.
For any initial state in H 1 (R), there exist two quantities which are conserved by the nonlinear flow (5): the L 2 -norm (also referred to as mass), and the energy
Then, if ψ(t) is the solution of (5) with
One main issue in the proof of the global well-posedness is to prove that the H 1 -norm of the solution does not blow-up in finite time, i.e., that there does not exist T such that lim sup t→T ψ(t) H 1 < ∞.
From the conservation of mass, proving that blow-up does not occur is reduced to prove that the kinetic energy ψ (t) 2 does not blow-up in finite time. If γ j 0 for all j, the conservation of the energy immediately implies that ψ (t) c (as well as |ψ(t, y j )| c). Then no restriction on the power of the nonlinearity is needed.
If for some j, γ j < 0, then the conservation of the energy alone is not enough to guarantee that ψ (t) stays bounded. One needs to be sure that in the energy the growth of ψ (t) cannot be compensated by the negative term j:
2 . This is achieved by using the well known Gagliardo-Nirenberg inequality
Inequality (7), together with the energy and mass conservation, imply
The bound (8) makes clear where the condition (6) comes from: if µ j < 1 for all the j's such that γ j < 0, then the inequality (8) implies that ψ (t) c; otherwise the negative term at the r.h.s. dominates for ψ (t) large, and the inequality (8) does not imply that ψ (t) is bounded.
We note that in [5] , it is shown that for N = 1 the condition (6) is indeed sharp. In the sense that for µ ≡ µ 1 1, it is possible to find an initial datum ψ 0 ∈ H 1 (R) such that there exists t c < ∞ for which lim sup t→tc ψ(t) H 1 (R) = ∞, i.e., the solution blows-up in finite time.
Point-like limit of scaled spatially non-homogeneous nonlinearities in dimension one
Here we discuss the approximating equation used in [10] and give a sketch of the proof of the convergence of the solutions.
For any ε > 0, consider the nonlinear flow
where
and µ j > 0. We remark that Eq. (9) is a weak formulation of the Cauchy problem
This describes a situation in which there is a spacial inhomogeneity of the response of the medium to the wave function propagation. The regions in which the response is nonlinear are supported on intervals of length of order ε around the points y j .
Before discussing the convergence of the solutions of Eq. (9) to the solutions of Eq. (5) we shall comment on the well-posedness of (9) . Under the assumption (10), Corollary 6.1.2 of [11] applies, so that, for any ε > 0, one has global existence of strong H 1 -solutions for every initial datum ψ 0 ∈ H 1 (R) for any µ j > 0 if V j 0 (defocusing case) and for 0 < µ j < 2 if V j is negative in some open interval (for µ j = 2, the critical case, one has global existence for small data, see Remark 6.1.3 of [11] ).
As for the limit problem (5), to prove global well-posedness in H 1 one uses the fact that there exist two conserved quantities: the L 2 -norm (mass) and the energy
Precisely one has that, for any ψ 0 ∈ H 1 (R), the solution ψ ε (t) of (9) is such that:
From the mass conservation, to prove that the H 1 -norm of ψ ε (t) does not blow-up in finite time, one needs to show that the quantity ψ ε (t) stays bounded for any t. This is achieved by using the following argument, write V j as the sum of its positive and negative part, V j = V j,+ − V j,− , with V j,+ 0 and V j,− > 0. Then, by the Gagliardo-Nirenberg inequality (7),
We denote by K ⊆ {1, ..., N } the set of indices j such that V j is negative in some open interval. Then by mass and energy conservation, and the inequality above, one has that,
As a consequence, one has ψ ε (t) C ε if µ j < 2 for all j ∈ K. We remark that the argument used above gives a bound on ψ ε (t) which is not uniform in ε. The constant C ε depends on ε because ε appears at the denominator of c in Eq. (12) . This is enough to obtain global well-posedness for any ε > 0 but it is not enough to prove the convergence result. For that we shall need a bound on ψ ε (t) which is uniform in ε, we shall be able to obtain it at the cost of a more restrictive constraint on µ j . Now we are ready to state the main result of [10] . 
Outline of the proof of Th. 2.1. We shall discuss only the main ideas behind the proof of Th. (2.1), for the details we refer to [10] . We divide the proof in four steps.
Step 1. The first step is to obtain a bound for ψ ε (t) which is uniform in ε. This can be achieved at the cost of a more restrictive constraint on the power of the nonlinear term, precisely we shall need to assume that µ j < 1, for all j ∈ K. Writing, as in the proof of the well-posedness of Eq. (9), V j as the sum of its positive and negative parts, and by assumption (10) and Gagliardo-Nirenberg inequality, we have that
The latter bound together with the conservation of the energy, gives
we finally get the inequality:
K which implies ψ ε (t) c if µ j < 1 for all j ∈ K and t > 0, by the Gagliardo-Nirenberg inequality, this also implies the bound ψ ε (t) ∞ c.
Step 2. The solution of the limit problem (5) is completely determined by the values ψ(t, y j ), j = 1, ..., N . Then to find ψ(t, x) we must solve first the system of coupled nonlinear Volterra equations in the variables ψ(t, y k ).
For this reason in the second step of the proof we address the problem of showing the convergence of ψ ε (t, y k ) to ψ(t, y k ), for all k = 1, ..., N . To this end, we compute ψ ε (t, y k ) by using Eq. (9), we get
We rewrite the latter equation in a more explicit form as
Letting ε → 0 at the r.h.s. of the latter equation one would expect that
By comparison with Eq. (13) one notices that ψ ε (t, y k ) approximatively satisfies the same equation as ψ(t, y k ) if γ j = R V j (y)dy. To make precise this idea we subtract Eq. (13) from (14) . By adding and subtracting suitable terms at the r.h.s. (using the fact that γ j = R V j (y)dy), we end up with the identity
where R ε (t) is a remainder that satisfies the bound sup t∈[0,T ] |R ε (t)| cε δ for any 0 < δ < 1/2 and T > 0, we refer to [10] for the details. Here we use the a priori bounds ψ(t) ∞ c and ψ ε (t) ∞ c. From the bound for the remainder R ε (t), the explicit expression of U (t, x), the fact that ||a| 2µ a − |b| 2µ b| (|a| 2µ + |b| 2µ )|a − b| for any a, b ∈ C, and the a priori bounds ψ(t) ∞ c and ψ ε (t) ∞ c, we get the inequality:
By a standard argument in the theory of Abel integral operators, we conclude that
for any 0 < δ < 1/2 and T > 0.
Step 3. Now we can proceed to the proof of the convergence in L 2 -norm, precisely we shall show that sup
for any 0 < δ < 1/2 and T > 0. We rewrite the nonlinear Eq. (9) explicitly, as
As in Step 2, letting ε → 0 at the r.h.s. we see that, if γ j = R V j dx, ψ ε (t, x) approximately satisfies the same equation as ψ(t, x). To make precise this argument we subtract (17) from (5) and get the identity
where T ε (t, x) is a remainder that satisfies the bound sup t∈[0,T ] T ε (t) cε δ for any 0 < δ < 1/2 and T > 0 (see [10] for the details). Taking the L 2 -norm of ψ ε (t, x) − ψ(t, x) we obtain sup
In the second inequality we used the bound
In the third inequality we used ||a| 2µ a − |b| 2µ b| (|a| 2µ + |b| 2µ )|a − b| and the a priori bounds ψ(t) ∞ c, ψ ε (t) ∞ c. And finally we used the bound (15) . This concludes the proof of (16).
Step 4. We are left to prove the convergence in H 1 . Since the bound ψ ε (t) c holds true, there exists a subsequence, that we denote in the same way, such that ψ ε (t) converges weakly to φ(t) in H 1 (R). Recalling that ψ ε (t) → ψ(t) in L 2 (R) we conclude that φ(t) = ψ(t) a.e.. Moreover, since:
it is sufficient to prove that lim
As in
Step 3 we proved the convergence in L 2 , we are left to show that
From the conservation of the energy we obtain
By
Step 2 we have lim ε→0
The latter bound, together with the equality (19), give (18) , and this concludes the proof of Th. 2.1.
Remarks on the one dimensional problem
We conclude the discussion on the one dimensional case with several remarks.
We note that the approximating problem (11) imitates the approximation result on the linear delta-interactions. Indeed it is well known, see [6] , that the Hamiltonian (10), converges in the norm resolvent sense to H α , defined by (1) - (2), with α j = R V j dx. Recall that this also implies the convergence of associated unitary groups.
For the convergence of the linear problem one only needs to assume V j ∈ L 1 (R). Also, the well-posedness result for Eq. (9) requires only V j ∈ L 1 (R) ∩ L ∞ (R) (see [11] ). This suggests that the assumption
is not optimal. Concerning the assumptions on V j , we also note that the limit problem (5) is well posed for any µ j > 0 if γ j > 0. Since γ j = R V j dx, one would expect the convergence result to hold true for any µ j > 0 if R V j dx > 0. Nevertheless, the argument used to derive the uniform bound, ψ ε (t) c (step 1 in the proof of Th. 2.1), requires an upper bound on µ j whenever V j is negative in some open interval. The same problem appears in the proof of the well-posedness of Eq. (9) . This is a consequence of the fact that the argument neglects the positive part of V j .
In [16] , the authors describe a different type of approximating problem which uses a non-local nonlinearity. They consider the equation
where ρ ε is a function approximating the Dirac delta-distribution (i.e., ρ ε (x) = ρ(x/ε)/ε with ρ ∈ C ∞ 0 [−1, 1], ρ 0, and R ρdx = 1) and α(z) is a nonlinear function. Under suitable assumptions of the nonlinearity, they prove that, for any initial data in H 1 (R), the solution of Eq. (20), converges to the solution of the equation
Nonlinear delta-interactions in dimension three
This section is devoted to the analysis of the approximation problem for the Schrödinger equation with nonlinear delta-interactions in dimension three. We will discuss a conjecture on an approximating problem with non-local nonlinearity. For the sake of simplicity we shall restrict the analysis to the case N = 1. For a discussion on the generalization of the limit model to N > 1 we refer to [1] [2] [3] .
We shall start by recalling several results from [1] on the well-posedness of the limit model. Since we are setting N = 1, we use the notation α 1 ≡ α, and set y 1 ≡ 0, i.e., we put the center of interaction in the origin. We set
.
In dimension three the operator formally written as
and
The quantity q is referred to as charge of the wave function ψ. We remark that by the definition of D(H α ), in general one has φ / ∈ H 2 (R 3 ). This is due to the decomposition ψ = φ + qG 0 and to the fact that G 0 / ∈ L 2 (R 3 ). Whenever q = 0, one has that ψ = φ, and ψ ∈ H 2 (R) with ψ(0) = 0. The form domain of the operator
As for the one dimensional case the form domain does not depend on α. Yet, we note one main difference with the one dimensional case: V does not coincide with H 1 (R), the form domain of the free Laplacian (−∆, H 2 (R 3 )). Then H α is not a small perturbation, in the sense of quadratic forms, of −∆.
As for the one dimensional case, to give a precise definition of the nonlinear dynamics we are interested in, we start with a discussion on the non-autonomous Hamiltonian H α(t) , where α(t) is an assigned function. Such Hamiltonians have been studied, for example, in relation with the ionization problem (see, e.g., [12, 13] and references therein).
Consider the Cauchy problem (3) in dimension three. From [20] , one obtains its solution in terms of the time dependent charge q(t). The charge satisfies the Volterra equation:
where U (t) is the unitary group generated by the free Laplacian in dimension three. Its explicit expression is given by
(4πit) 3/2 , while the solution ψ(t) is completely defined by q(t) through the equation
The solutions defined by equations (23) - (24) belong to D(H α(t) ) only under certain assumptions on the regularity of the function α(t) and on the initial state ψ 0 , see, e.g., [21] and references therein for results in this direction.
To define a nonlinear delta-interaction in dimension three we let α(t) → α(|q(t)| 2 ) in equation (23). Following [1] , we restrict ourselves to power type nonlinearities, and, as for the one dimensional case, we choose α(z) = γz µ , with γ ∈ R and µ > 0. With this choice the linear Volterra equation (23) is replaced by the nonlinear one
Equation (24) -(25), define our model for a nonlinear delta-interaction in dimension three. We recall that, global well-posedness for the problem (24) -(25) in ψ 0 ∈ V and under the condition that µ < 1 if γ < 0 was proved in [1] . In the same paper, the authors also prove that the nonlinear flow admits two conserved quantities: the L 2 -norm (mass) and the energy
where ψ = φ + qG 0 ∈ V . So that, for any ψ 0 ∈ V , if ψ(t) is the solution of the problem (24) -(25), one has ψ(t) 2 = ψ 0 2 and E[ψ(t)] = E[ψ 0 ]. We remark that by the definition of the form domain of H α , ψ ∈ V does not imply ψ ∈ H 1 (R 3 ), and the well-posedness in V must be understood in the sense that ∇φ(t) and |q(t)| stay bounded.
We also remark that in [1] , the authors consider the more general case of finitely many nonlinear delta-interactions, N 1. The conditions on the initial state which guarantee ψ(t) ∈ D(H α(|q(t)| 2 ) ) are also discussed in [1] . We refer to [2] for the analysis of the blowup problem and to [3] for the study of the stability/instability properties of the stationary solutions of (24) -(25).
Point-like limit of scaled non-local nonlinearities in dimension three
In this section we discuss a conjecture about the approximation problem for (24) -(25)through scaled non-local nonlinear flows. We remark that in dimension three the problem of finding an approximation of the nonlinear flow (24) -(25) is subtler than the corresponding problem in dimension one. This is not surprising, as also the problem of finding a regular approximation of the (linear) operator H α in dimension three requires non-trivial renormalization procedures (see, [6] ). the distributional sense. Assuming additionally, that V decays fast enough, one has that (see [6] )
where λ ∈ R converges (in norm resolvent sense) to H α , with coupling constant α = −mλ, where m is a positive constant that depends on V . One may wonder whether letting λ → λ(ψ) would allow to obtain a local approximation of the nonlinear delta-interaction in dimension three.
A similar problem can be formulated in dimension one. Assume that V decays fast enough and that it is such that H = −∆ + V has a zero energy resonance, i.e., there exists φ ∈ L ∞ (R), φ / ∈ L 2 (R), such that −φ + V φ = 0. Assume also that the resonance φ is an even function. Then the operator H ε in (31), in dimension one, converges in norm resolvent sense to H α , defined in (1) - (2), with α = − mλ, where m is a positive constant which depends on V (see [9] ). In this sense the problems of approximating H α in dimension one and three are similar. We remark that, in dimension one, also the convergence of the operator −∆ + V (·/ε)/ε relies on the presence of a zero energy resonance of the operator (−∆, H 2 (R)). In this case the resonance is just the constant function. Also in the one dimensional case, one might expect that letting λ → λ(ψ) in (31) will allow one to construct an approximation of a nonlinear delta-interaction.
