We study the convergence properties of a general inertial first-order proximal splitting algorithm for solving nonconvex nonsmooth optimization problems. Using the Kurdyka-Lojaziewicz (KL) inequality we establish new convergence rates which apply to several inertial algorithms in the literature. Our basic assumption is that the objective function is semialgebraic, which lends our results broad applicability in the fields of signal processing and machine learning. The convergence rates depend on the exponent of the "desingulari zing function" arising in the KL inequality. Depending on this exponent, convergence may be finite, linear, or sublinear and of the form
INTRODUCTION
We are interested in solving the following optimization problem rnin <.p(x) = fex) + g (x) xERn (1) where 9 : lR n -+ lRU {+oo } is lower semicontinuous (I.S.C.) and f : lR n -+ lR is differentiable with Lipschitz continuous gradient. We also assurne that <.p is semialgebraic [1] , meaning there are integers p, q ~ ° and polynomial functions Pij , Qij : lR n + l -+ lR such that We make no assumption of convexity. Semialgebraic objective functions in the form of (1) are widespread in machine learning, image processing, compressed sensing, matrix completion, and computer vision [2, 3, 4, 5, 6] . In this paper we focus on the application of Prob.
(1) to sparse least-squares, which includes compressed sensing and regression. This problem arises when looking for a sparse solution to a set of underdetermined linear equations. Suppose we observe y = Ax + b where b is noise and wish to recover x which is known to be sparse, however the matrix A is "fat" or poorly conditioned. One approach is to solve (1) with f a loss function modeling the noise band 9 a regularizer modeling prior knowledge of x, in this case sparsity. The correct choice for f will depend on the noise model. A common choice is the least-squares function ~ IIAx -bl13 which is convex, smooth, and semialgebraic. Examples of appropriate nonconvex semialgebraic choices for gare the Co pseudo-norm, and the smoothly clipped absolute deviation (SCAD) [7] . The prevailing convex choice is the gl norm which is also semialgebraic.
SCAD has the advantage over the gI-norm that it leads to nearly unbiased estimates of large coefficients. Furthermore unlike the Co norm SCAD leads to a solution which is continuous in the data matrix A [7] . Nevertheless gl-based methods continue to be the standard throughout the literature due to convexity and computational si mplici ty. For Problem (1),jirst-order methods have been found to be computationally inexpensive, simple, and effective sol vers [8] . In this paper we are interested in first order methods of the inertial type, also known as momentum methods. These methods generate the next iterate using more than one previous iterate so as to mimic the inertial dynamics of a model differential equation. In many instances both in theory and in practice, inertial methods have been shown to converge faster than noninertial ones [9, 10, 11] . Furthermore for nonconvex problems it has been observed that using inertia can help the algorithm escape local minima and saddle points that would capture other first-order algorithms [12, 13, Sec 4.1] . A prominent example of the use of inertia in nonconvex optimization is in training neural networks, wh ich goes under the name of back propagation wirh momentum [14] . In convex optimization a prominent example is the heavy ball method [9] .
Over the past decade the KL inequality has come to prominence in the optimization community as a powerful tool for studying both convex and nonconvex problems. It is very general, applicable to almost all problems encountered in real applications, and powerful because it allows researchers to precisely understand the local convergence properties of first-order methods. The inequality goes back to [15, 16] . In [17, 18, 19, 20] the KL inequality was used to derive convergence rates of descent-type first order methods. The KL inequality was used to study convex optimization problems in [21, 22] .
Nonconvex optimization has traditionally been challenging for researchers to study since iterative methods generall y cannot distinguish a local minimum from a global minimum. Nevertheless, for so me applications such as empirical risk minimization in machine learning, finding a good local minimum is all that is required of the optimization sol ver [23, Sec. 3] . In other problems local minima have been shown to be global minima [24] .
Contributions: The main contribution of this paper is to determine for the first time the local convergence rate of a broad family of inertial proximal splitting methods for solving Prob. (1) . The family of methods we study includes several algorithms proposed in the literature for which convergence rates are unknown. The family was proposed in [10] , where it was proved that the iterates converge to a critical point. However the convergence rate, e.g. how fast the iterates converge, was not determined. In fact in [10] , local linear convergence was shown under a partial smoothness assumption. In contrast we do not assurne partial smoothness and our results are far 978-1-5090-4117-6/ 17/$31.00 ©2017 IEEEmore general. We use the KL inequality and show finite, linear, or sublinear convergence, depending on the KL exponent (see Sec. 2). The main inspiration for our work is [19] which studied convergence rates of several noninertial schemes using the KL property. However, the analysis of [19] cannot be applied to inertial methods. Our approach is to extend the framework of [19] to the inertial setting. This is done by proving convergence rates of a multistep Lyapunov potential function which upper bounds the objective function. We also include experiments to illustrate the derived convergence rates.
Notation: Given a closed set C and point x, define d( x, C) ~ min{llx -eil : e E Cl. For a sequence {XdkEN let ßk ~ IlxkXk-lil. We say that Xk ---+ x* linearly with convergence factor q E (0, 1) if there exists C > ° such that Ilxk -x' II :::; Cqk.
MATHEMATICAL BACKGROUND
In this section we give an overview of the relevant mathematical con- (ii) For all x E U n {x : fex ' ) < fex) < fex') + TI} the KL inequality holds:
If f is semialgebraic, then it has the KL property at all points in dom 8f, and 'P(t) = ~te for e E (0,1].
In the semialgebraic case we will refer to e as the KL exponent (note that some other papers use 1 -e [22] ). For the special case where
1, wh ich shows why 'P is called a "desingularizing function". The slope of 'P near the origin encodes information about the " ftatness" of the function about a point, thus the KL exponent provides a way to quantify convergence rates of iterative first-order methods.
For example the 10 function fex) = Ixl P for p 2: 2 has 1 desingluarizing function 'P(t) = { ii . The larger p, the ftatter f is around the origin, and the slower gradient-based methods will converge. In general, functions with smaller exponent e have slower convergence near a critical point [19] . Thus, determining the KL exponent of an objective function holds the key to assessing convergence rates near critical points. Note that for most prominent optimization problems, determining the KL exponent is an open problem. Nevertheless many important examples have been determined recently, such as least-squares and logistic regression with an l,!, Co, or SCAD penalty [22] . A very interesting recent work showed that for convex functions the KL property is equivalent to an error bound condition which is often easier to check in practice [21] . We now precisely state our assumptions on Problem (1), which will be in effect throughout the rest of the paper. 
A FAMILY OF INERTIAL ALGORITHMS
We study the family of inertial algorithms proposed in [10] . The algorithm is very general and covers several inertial al gorithms proposed in the literature as special cases. For instance the inertial forward-backward method proposed in [12] corresponds to MiFB with s = 1, and bk ,O = 0. The well-known iPiano algorithm also corresponds to this same parameter choice, however the original analysis of this algorithm assumed 9 was convex [13] . The heavy-ball method is an early and prominent inertial first-order method which also corresponds to this parameter choice when 9 = 0. The heavy-ball method was originally proposed for strongly convex quadratic problems but was considered in the context of nonconvex problems in [25] . The analysis of [26] applies to MiFB for the special case when s = 1 and ak,O = bk, O. However [26] only derived convergence rates of the iterates and not the function values, which are our main interest. Note that if the objective function is not Lipschitz continuous, rates derived for the iterates do not immediately imply rates for the objective. Furthermore [26] used a different proof technique to the one used here. This same parameter choice has been considered for convex optimization in [11, 27] , albeit without the sharp convergence rates derived here.
General convergence rates have not been derived for MiFB under nonconvexity and semialgebraicity assumptions. The convergen ce rate of iPiano has been examined in a li mi ted situation where the KL exponent e = 1/ 2 in [22, Thm 5.2]. Note that the primary motivation for studying this framework is its generality -allowing our analysis to cover many special cases from the literature. However the case s = 1 is the most interesting in practice and corresponds to the most prominent inertial algorithms.
CONVERGENCE RATE ANALYSIS
Throughout the analysis, Assumption 1 is in effect. Before providing our convergence rate analysis, we need a few results from [10] . Thm2.~.
• The assumption that {xd is bounded is standard in the analysis of algorithms for nonconvex optimization and is guaranteed under ordinary conditions such as coercivity. Since the set of semialgebraic functions is closed under addition, W is semialgebraic [28] . We now give our convergence result. (a) 1f(} = 1, then Xk converges to x* in afinite numberofiterations.
Proof The starting point is the KL inequality applied to the multistep Lyapunov function defined in ( (2) yields (5) Now substituting Thm.l (ii) into (5) yields
where in the first inequality we have used the fact that (~:= 1 a i )2 ~ s ~~l ar, and in the second inequality we have used Thm. 1 (i).
Substituting this into (6) yields
from which convergence rates can be derived by extending the arguments in [19, Thm 4] . Proceeding, let rk ~ W(Zk) -w(z*), and Cl ~ (72~2 S ' then using tp'(t) = ct 8 -\ we get where in the second inequality we have used (7).
Case 2: suppose that 2r~~-,2 < r~8 -2 . Now 2(} -2 < 2(} -1 < 0, therefore (2() -1)/(2(} -2) > 0, thus r~8 -1 > qr~~-, l where (10) Thus putting together (9) and (10) • In the case where fand 9 are also convex, we can use parameter choices specified in [11, Thm. 1] . In the long version of this paper we also prove corresponding convergence rates for the iterates [ predicts 0 (k -~) rates for MiFB, which is verified in Fig. 1 for three parameter choices in the cases p = 4, 18. For simplicity we ignore constants and focus on the sublinear order. For p :::; 4 this convergence rate is better than that of Nesterov's accelerated method [30] , for which only O(I / k 2 ) worst-case rate is known. Faster rates are achievable due to the additional knowledge of the KL exponent. Note ak" ~ [ak ,o, ak ,l ] and these are log-log plots.
SCAD and i l regularized Least-Squares
We solve Prob. (1) We consider four valid parameter choices. To isolate the effect of inertia, all choices used the same randornly chosen starting point and fixed stepsize, rk = O.l / L for SCAD and r k = l / L for i l . The inertial parameters were chosen so that <5 > 0 (defined in (4» for SCAD and to satisfy [11, Thm. 1] for the i l problem. The two figures on the right corroborate Theorem 2 in that all considered parameter choices converge Iinearly to their limit, which was estimated by using the attained objective function value after 1000 iterations. For the nonconvex SCAD this is a new result. For il-regulari zed least squares, inertial methods have been shown to achieve locallinear convergence in [11, 31] under additional strict complementarity or restricted strong convexity assumptions. However, our analysis, which is based on the KL inequality, does not explicitly require these additional assumptions, as the objective function always has a KL exponent of 1/ 2 [21, Lemma 10] . Furthermore our result proves global linear convergence, in that the KL inequality (2) holds for all k, implying ko = 1 in (5) and (8) holds for all k. In addition the two left figures show that the inertial choices appear to provide acceleration relative to the standard non-inertial choice wh ich for SCAD is a new observation. This does not conflict with Theorem 2 wh ich only shows that both non-inertial and inertial methods will converge linearly, however the convergence factor may be different. Estimating the factor is beyond the scope of this paper and we leave it for future work. Finally we mention that FISTA [32] and other Nesterov-accelerated methods [30] are not applicable to SCAD as it is nonconvex.
