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ABSTRACT
This paper shows that it is possible to train large and deep convolutional neural networks (CNN) for JPEG compres-
sion artifacts reduction, and that such networks can provide significantly better reconstruction quality compared to
previously used smaller networks as well as to any other state-of-the-art methods. We were able to train networks
with 8 layers in a single step and in relatively short time by combining residual learning, skip architecture, and
symmetric weight initialization. We provide further insights into convolution networks for JPEG artifact reduction
by evaluating three different objectives, generalization with respect to training dataset size, and generalization with
respect to JPEG quality level.
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1 INTRODUCTION
This work presents a novel method of image restora-
tion using convolutional networks that represents a sig-
nificant advancement compared to the state-of-the-art
methods. We study the direct approach [12] in which
a fully convolutional network accepts a degraded im-
age as input and outputs a high quality image. By
making a number of important improvements regard-
ing the network architecture, initialization, and train-
ing, we are able to train large and deep networks for
JPEG compression artifact reduction which surpass the
state-of-the-art in this task. The networks predict a
residual image [16] describing changes to be applied
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to the input image, and they incorporate skip connec-
tions [18] which allow information to bypass the mid-
dle layers. We reduce the "saturation" of ReLU units in
deeper layers by centering filters during network initial-
ization which allows us to use significantly faster learn-
ing rates.
Lossy image compression achieves high compression
ratios through elimination of information that does
not contribute to human perception of images, or
contributes as little as possible. Due to the limitations
of the human visual system, such loss of information
may be acceptable in many scenarios but the introduced
visual artifacts become unacceptable at higher com-
pression ratios. The primary methods currently used
for lossy image compression include JPEG and JPEG
2000. This paper focuses on the JPEG compression
method [13] and the degradation it causes. The JPEG
compression chain consists of a block-based discrete
cosine transform (DCT), followed by a quantization
step utilizing a quantization matrix, and an entropy
coding. The decompression follows this process in
reverse order.
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Blocking, blurring, and ringing artifacts are typical ex-
amples of image degradation caused by the lossy com-
pression methods. Considering the JPEG method, the
degradation is the result of information loss in the DCT
coefficient quantization step. More specifically, the
blocking artifacts are caused by the grid segmentation
into 8×8 cells employed in the JPEG standard and the
resulting discontinuities at the cell edges. The ringing
artifacts (or the Gibbs phenomenon) are induced os-
cillations caused by removal of high frequencies dur-
ing the quantization. The removal of high frequen-
cies causes blurring as well, but the blurring is less no-
ticeable compared to the ringing artifacts. Blocking is
mostly noticeable in low-frequency regions, while the
ringing artifacts are especially well noticeable around
sharp edges.
The convolutional networks have to learn to recognize
the compression artifacts and fill them appropriately
with respect to the neighboring image content. In this
sense, the networks incorporate both the data term and
prior regularization term of standard image restoration
techniques, and they can make use of correlations be-
tween image content and the image degradation.
Convolutional networks have been successfully used
in many image restoration tasks including super res-
olution [4, 16], denoising [15], structured noise re-
moval [6], non-blind deconvolution [21, 30], blind de-
convolution in specific image domains [12, 24], and
sub-tasks of blind deconvolution [20]. Our work was
mostly inspired by the large deblurring networks of
Hradis et al. [12], and by Kim et al. [16] who showed
that residual learning together with good weight initial-
ization enabled training of large convolutional networks
for super resolution. We extend the work of Dong et
al. [4] who achieved state-of-the-art compression arti-
fact reduction even with very small convolutional net-
works. However, they were not able to scale up their
networks due to problems with training convergence.
2 RELATEDWORK
A large number of methods designed to reduce com-
pression artifacts exist ranging from relatively simple
and fast hand-designed filters to fully probabilistic im-
age restoration methods with complex priors [29] and
methods which rely on advanced machine learning ap-
proaches [4].
Simple deblocking and artifact removal postprocess-
ing filters are included in most image and video view-
ing software. For example, the FFmpeg framework in-
cludes the simple postprocessing (spp) filter [19] which
simply re-applies JPEG compression to the shifted ver-
sions of the already-compressed image, and averages
the results. The spp filter uses the quantization ma-
trix (compression quality) of the original compressed
image as the matrix has to be stored with the image
to allow for decompression. Pointwise Shape-Adaptive
DCT (SA-DCT) [7, 8], in which the thresholded or at-
tenuated transform coefficients are used to reconstruct
a local estimate of the signal within the adaptive-shape
support, is currently considered the state-of-the-art de-
blocking method. However, similarly to other deblock-
ing methods, SA-DCT overly smooths images and it is
not bale to sharpen edges. In video compression do-
main, advanced in-loop filters (deblocking and SAO
filters) known from video compression standards like
H.264 or H.265 are obligatorily applied. A completely
different deblocking approach was presented in [31],
where the authors applied DCT-based lapped transform
on the signal already in the DCT domain in order to
undo the harm done by the DCT domain processing.
However, the video in-loop deblocking methods, SA-
DCT deblocking (only to estimate parameters), and
methods derived from the lapped DCT rely on the cog-
nizance of the DCT grid. Unlike these methods, the
method proposed in this paper is able to process images
without such knowledge.
This work focuses on application of convolutional net-
works to reconstruction of images corrupted by JPEG
compression artifacts. Convolutional networks belong
to an extensively studied domain of deep learning [2].
Recent results in several machine learning tasks show
that deep architectures are able to learn the high level
abstractions necessary for a wide range of vision tasks
including face recognition [25], object detection [9],
scene classification [17], pose estimation [26], image
captioning [27], and various image restoration tasks [4,
16, 15, 6, 21, 30, 12, 24, 20]. Today, convolutional
networks based approaches show the state-of-the-art re-
sults in many computer vision fields.
Small networks were historically used in image de-
noising and other tasks. On the other hand, deep and
large fully convolutional networks have become only
recently important in this field. Burger et al. [3] used
feed forward three layer neural network for image de-
noising. While there were attempts to use neural net-
works for denoising before, Burger et al. showed that
this approach can produce state-of-the-art results when
trained on a sufficiently large dataset.
A non-blind deconvolution method of Schuler et
al. [21] uses a regularized inversion of the blur kernel
in Fourier domain followed by a multi-layer perceptron
(MLP) based denoising step. The shortcoming of the
approach is that a separate MLP models have to be
trained for different blur kernels, as a general models
trained for multiple blur kernels provide inferior
reconstruction quality. Schuler et al. [20] introduced a
learning based approach to blind deconvolution. They
perform a regression from the blurred image towards
the source blur kernel. The neural network itself is
trained to extract image features useful for estimation
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of the blur point spread function. Sun et al. [23]
presented CNN-based approach for non-uniform mo-
tion blur removal which classified image patches into
closed set of blur kernel types. The local classification
outputs were used as input to a Markov random field
model which estimates the dense non-uniform motion
blur field over the whole image. Hradis et al. [12]
trained CNNs composed of only convolutional layers
and rectified linear units (ReLU) to directly map
blurred and noisy images of text images to high quality
clean images. The approach was extended by Svoboda
et al. [24] who demonstrated high quality deblurring
reconstructions for car license plates in a real-life traffic
surveillance system. Their results show that a single
CNN can be trained for a full range of motion blurs
expected to appear in a specific traffic surveillance
camera resulting in a robust and fast system.
Dong et al. [4] introduced super-resolution convolu-
tional neural network (SRCNN) to deal with the ill-
posed problem of super-resolution. The SRCNN is de-
signed according the classical sparse coding methods –
the three layers of SRCNN consist of feature extrac-
tion layer, a high dimensional mapping layer, and a
final reconstruction layer. The very deep CNN based
super-resolution method proposed by Kim et al. [16]
builds on the work of Dong et al. [4] and it shows that
deep networks for super-resolution can be trained when
proper guidelines are followed. They initialized net-
works properly and they used so-called residual learn-
ing in which the network predicts how the input im-
age should be changed instead of predicting the desired
image directly. Residual learning appears to be very
important in super-resolution. The resulting 20 layers
deep networks trained with adjustable gradient clipping
significantly outperform previous approaches. How-
ever, it is unclear how effective residual learning would
be in other image processing tasks where the networks
inputs and outputs are not correlated that strongly as in
super-resolution. We follow this approach in our work
on JPEG reconstruction.
Convolutional networks have previously been used for
suppressing compression artifacts by Dong et al. [5],
who proposed a compact and efficient CNN based on
SRCNN – artifacts removing convolutional network
(AR-CNN). AR-CNN extends the original architecture
of SRCNN with feature enhancement layers. The net-
work training consist of two stages – a shallow network
is trained first and it is used as an initialization for a
final 4 layer CNN. As reported in the paper, this two
stage approach improved results due to training diffi-
culties encountered when training the full 4 layer net-
work from scratch. The authors also state that they aim
to achieve feature enhancement instead of just making
the CNN deeper. They argue that although the deeper
SRCNN introduces a better regressor between the low-
level features and the reconstruction, the bottleneck lies
on the features. Thus the extracting layer is augmented
by the enhancement layer which together may provide
better feature extractor.
We adapt the idea of residual learning [16] for the
JPEG compression artifact removal based on CNN. We
follow the assumption "deeper is better" and we try
to learn our deep residual CNNs in a single step by
creating a new recipe including initialization, network
architecture, and high learning rates. The resulting
networks significantly outperform the classical JPEG
compression artifact removal methods, as well as, the
AR-CNN [5] on common dataset measured by PSNR,
specialized deblocking assessment measure PSNR-B,
and SSIM.
3 CNN IMAGE ENHANCEMENT
In computer vision, CNNs are most extensively stud-
ied in the context of classification, semantic class seg-
mentation, object detection, and captioning where the
networks are often constrained to a fixed input size.
This is due to the fully connected layers which are used
as the final layers in order to aggregate information
from a whole image. In low level image processing
(but not limited to it), the so-called fully convolutional
neural networks [18] (FCN) are preferred as they be-
have as non-linear convolutional operators – they pro-
cess each image position the same way and they can be
applied to images of arbitrary size.1 The architecture
of fully convolutional networks is limited to convolu-
tional operations (linear convolution, so-called decon-
volution, local response normalization, and local pool-
ing) and element-wise operations. Most image process-
ing networks use only convolutions and element-wise
non-linearities (ReLU, sigmoid, tanh) [12, 24, 5, 16, 4,
21, 20]. In the case that no pooling and no deconvolu-
tion layer is used, the size of the input is reduced only
by size of the convolution layer kernels (by the size of
receptive field).
The fully convolutional networks F used in our work
consist of an input data layer F0, convolutional layers
F` , where 0< `≤ L with F` weights represented as con-
volutional kernels W` with their biases b`, and element-
wise max operations (ReLU) as follows:
F0(y) = y
F` (y) = max(0,W` ∗ F` −1(y)+b`)
F(y) =WL ∗FL−1(y)+bL
(1)
Where y is the distorted input image and F(y) is the
restored output image.
1 In practice, the minimum size of processed images is con-
strained by the receptive field size of the network.
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Figure 1: Illustration of a network with direct architec-
ture.
We use the standard mean squared error (MSE) objec-
tive function
1
n
n
∑
i=1
‖F(yi)− xi‖22 , (2)
which is often used for general image enhancement.
It is computed on a training data represented as pairs
(yi,xi), 0< i≤ n, where yi represents the reconstructed
image and xi its corresponding clean image.
Direct mapping objective. In direct mapping shown
in Figure 1, the networks learn to transform corrupted
images directly to clean images. This approach leads
to high quality results in specific low level image pro-
cessing tasks i.e. in blind and non-blind deconvolu-
tion for text denoising or motion deblurring [12, 24], in
super-resolution [4] or JPEG compression artifacts re-
duction [5]. Direct mapping forces the network to trans-
fer the whole image through all its layers until it reaches
the output. The learning of such autoencoder-like map-
ping in situations where the input images are highly cor-
related with the desired outputs may be wasteful espe-
cially for large and deep networks. It may be one of the
main reasons why Dong et al. [5] were not able to scale
up their networks and why they required approximately
107 iterations to train their AR-CNN. Similar problems
were reported by Kim et al. [16].
Residual objective. The residual objective was origi-
nally introduced for super-resolution [16] where the in-
put and output images are highly correlated. Instead
of learning to predict the output image, the network in
residual learning learns the changes which should be
applied to the input image – it predicts the residual im-
age r = y− xˆ between the distorted y and latent high-
quality image xˆ. The residual learning scheme is de-
picted in Figure 2. Kim et al. [16] were able to speed up
Figure 2: Illustration of a network with skip architec-
ture and residual loss.
the training by large factor of (up to 104×) with resid-
ual learning and it allowed them to learn much deeper
networks – 20 layers vs. 3 in [4] and 4 in [5].
Edge emphasized objective. Mean square error used
in many image restoration methods does not necessar-
ily correlate well with the image quality perceived by
humans. With convolutional networks, it is relatively
easy to use more perceptually valid error measures as
objective functions, as long as they can be efficiently
differentiated (e.g. SSIM). We decided to add partial
first derivatives of the image to the loss function in a
form of vertical and horizontal Sobel kernels. This is
achieved by adding the objective function computed on
image derivatives calculated by Sobel kernels G as
1
n
n
∑
i=1
‖G∗F(yi)−G∗ xi‖22 . (3)
Our assumption is that the addition of the first deriva-
tives should force the network to focus specifically on
high frequency structures such as edges, ringing arti-
facts, and block artifacts and it could lead to percep-
tually better reconstructions. The combined edge em-
phasized loss can be easily implemented in all exist-
ing convolutional network frameworks by defining the
derivative Sobel kernels as a convolutional layer with
predefined fixed filters. The network utilizing such ob-
jective function is shown in Figure 3.
Symmetric weight initialization. Weights in con-
volutional networks are usually initialized by sampling
from some simple distribution (e.g. Gaussian or uni-
form) with mean equal to 0. The zero mean is desir-
able as it prevents mean offsets of activations to propa-
gate through the layers. In case the mean was not zero,
any mean offset in input values would result in non-zero
mean of output activations which could force the ReLU
non-linearities to get fully stuck either in the positive
linear interval or, even worse, in the negative interval
where gradients are not propagated rendering the unit
useless.
Label
Reconstruction
Loss direct Loss Sobel
mapping edges
Figure 3: Illustration of a network with edge preserving
loss.
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Layer 1 2 3 4(+1) 5 6(+1) 7 8
Filter size 11×11 3×3 3×3 3×3 1×1 5×5 1×1 5×5
Channels 32 64 64 64(+32) 64 64(+32) 128 1
Table 1: L8 architecture – filter size and number of channels for each layer.
Although the weights are sampled from a distribution
with zero mean, the means of individual convolutional
filters are not zero due to the fact that they are a fi-
nite sample from the distribution. These random offsets
together with the positive offset of ReLU activations
cause units in deeper layers to become more likely to
be either permanently turned off or turned on, which
increases sparsity of the activations and increases ef-
fective mean offsets of the deeper layers. The result is
that that majority of units in deep layers become almost
useless right after the initialization.
Some activation normalization methods, such as "batch
normalization" [14], can eliminate the saturation
problem, but the normalization introduces noise during
training which is not desirable for image restoration
networks.
We eliminate this problem by explicitly forcing individ-
ual filters to have zero mean during initialization. Such
initialization allows us to use significantly higher initial
learning rates, especially together with residual learn-
ing, and it results in trained networks with significantly
fewer saturated neurons.
We could explicitly force all filters to have zero mean
during the whole training. Such constraint almost en-
tirely eliminates any potential for unit saturation, but it
prevents networks to utilize the DC component of input
signals. Although we were able to achieve reasonably
good results with this constraint in our preliminary ex-
periments, we did not find it necessary and it was not
used in the experiments presented in this paper.
Skip architecture. Deeper networks may have prob-
lems with exploding and vanishing gradients and they
may take a long time to learn to efficiently propagate
information through large number of layers. The prob-
lems with the gradients can be eliminated by proper ini-
tialization [10]. The problems with propagating infor-
mation through many layers can be alleviated by by-
passing some layers [18] or by letting layers to learn
residual of their inputs [11]. The skip architecture with
the residual objective function is shown in Figure 2.
We employ a skip architecture similarly to Long et
al. [18]. We feed activations of the first convolutional
layer to some deeper layers bypassing the layers in-
between. Unlike Long et al. [18] who add the activa-
tions together, we concatenate them. The goal of the
skip architecture is to allow the network to pass geo-
metric information easily from the input to the output,
Layer 1 2 3 4
Filter size 11×11 3×3 3×3 5×5
Channels 48 64 64 1
Table 2: L4 architecture – filter size and number of
channels for each layer.
and to allow for more complex reasoning about the im-
age content in the middle layers (e.g. what is an artifact
and what local context information should be used to
repair the artifacts.
Network architectures. This paper presents two dif-
ferent FCN architectures which use only convolutional
units and ReLU non-linearities. The first architecture
denoted as L4 is relatively small with four layers de-
fined in Table 2. The second network, denoted as L8,
has eight layers and it utilizes the skip architecture by
concatenating activation of the first layer with activa-
tions of the fourth and sixth layers. The exact definition
of L8 is in Table 1. The receptive fields of L4 and L8
are 19×19 and 25×25, respectively.
4 EXPERIMENTAL RESULTS
All the experiments were computed on images from
BSDS500 [1] and LIVE1 [22] datasets. The networks
were trained solely on the merged train and test part of
BSDS500 which contain 400 images. The images were
transformed to gray-scale using the YCbCr color model
by keeping the luma component – Y only. Although
the networks can process color images, we evaluate on
gray-scale images because we focus on the ringing and
blocking artifacts and not on the chromatic distortions.
The gray-scale images were compressed with the MAT-
LAB JPEG encoder into six disjoint sets according the
JPEG quality. Specifically, we use images compressed
with the quality 10, 20, 30, 40, 50, and 60.
The networks were evaluated on the test set from
BSDS500 which includes 100 high quality compressed
images and on the LIVE1 dataset containing 29 color
images (uncompressed BMP format). All the evalua-
tion images were transformed to gray-scale the same
way as the training images and compressed using the
same encoder.
Several metrics for objectively assessing perceptual
quality of images exist. We use PSNR, PSNR-B, and
SSIM. Generally, the most commonly used quality
metric is the mean squared error (MSE). This quantity
is computed by averaging squared intensity differences
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Q10 Q20
method PSNR PSNR-B SSIM PSNR PSNR-B SSIM
distorted 27.77 25.33 0.791 30.07 27.57 0.868
spp 28.37 27.77 0.806 30.49 29.22 0.877
SA-DCT 28.65 28.01 0.809 30.81 29.82 0.878
AR-CNN 28.98 28.70 0.822 31.29 30.76 0.887
L4 Residual 29.08 28.71 0.824 31.42 30.83 0.890
L8 Residual – – – 31.51 30.92 0.891
Table 3: Image reconstruction quality on LIVE1 test dataset for JPEG quality 10 and 20.
Q10 Q20
method PSNR PSNR-B SSIM PSNR PSNR-B SSIM
distorted 27.58 24.97 0.769 29.72 26.97 0.852
spp 28.13 27.49 0.782 30.11 28.68 0.859
AR-CNN 28.74 28.38 0.796 30.80 30.08 0.868
L4 Residual 28.75 28.29 0.800 30.90 30.13 0.871
L8 Residual – – – 30.99 30.19 0.872
Table 4: Image reconstruction quality on BSDS500 test dataset for JPEG quality 10 and 20.
(a) distorted (b) AR-CNN (c) L08 (d) original
Figure 4: Illustrative comparison of reconstruction quality on lighthouse3 image from LIVE1 dataset, for JPEG
quality 20.
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Figure 5: Generalization ability of L4 networks trained with Normal, Residual, and Edge preserving objectives for
different JPEG quality levels.
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of the distorted image and the reference image. The
quantity is often expressed in a logarithmic scale as
the peak signal-to-noise ratio (PSNR). Unfortunately,
PSNR and MSE are not necessarily correlated well
with perceptual quality. The structural similarity
index (SSIM) [28] that compares local patterns of
pixel intensities should be better correlated with
perceptual quality. Since we focus on JPEG artifacts
which include blocking artifacts, a block-sensitive
metric referred to as the PSNR-B [32] should provide
additional insights. PSNR-B modifies the original
PSNR by including an additional blocking effect factor
(BEF). Some experiments report IPSNR which is a
PSNR increase compared to PSNR of the degraded
image. IPSNR is more stable across different dataset
and it directly reflects the quality improvement.
We compare our results to AR-CNN [5], to the widely
regarded deblocking oriented SA-DCT [7, 8], and to a
simple postprocessing filter spp included in the FFm-
peg framework [19]. While L4 was used in most ex-
periments and it was trained for various compression
quality levels, L8 was trained only for quality 20. If not
stated otherwise, the residual version of networks was
used.
The L4 and L8 networks were trained on mini-batches
of 64 64×64 patches and 4 128×128 patches respec-
tively. The patches were randomly sampled from train-
ing images. The number of training iterations was fixed
to 250 K which is significantly less compared to AR-
CNN’s 107 iterations. The learning rate was scaled
down by factor of 2 every 50 K iterations. The net-
works were initialized by the Xavier initialization [10]
in the first three layers, and a Gaussian initialization
with lower variation was used in the final layer. The
learning rate of the last layer was set ten times smaller
than for the other layers.
Artifacts reduction quality. The results of artifacts
removal on LIVE1 dataset with JPEG quality 10 and
20 are shown in Table 3. The results on the BSDS500
test set are presented in Table 4. L8 outperforms all
other methods with significantly higher scores in all
three quality measures. L4 which performs worse com-
pared to L8, still surpasses the other methods in most
cases even though it is much small and computation-
ally efficient compared to L8. Examples of resulting
images are presented in Figure 4.
JPEG quality generalization. We evaluated the ability
of the trained networks to generalize to a different com-
pression quality by training L4 on one quality and eval-
uating on other qualities (L4Q10 trained for quality 10,
L4Q20 for quality 20, etc up to L4Q60). To asses the
ability of CNNs to handle multiple compression quali-
ties in a single model, we trained a single L4 network on
all the qualities together (L4Q10-Q60). The results in
0 
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0 50k 100k 150k 200k 250k
IPS
NR
 [d
B]
iterations
direct
residual
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Figure 6: Training development of L4 with different
training objectives.
Figure 5 show that L4Q10-Q60 provides stable results
across the quality range. However, the quality-specific
networks perform better for their respective qualities.
The quality-specific networks generalize only to similar
qualities. In practice, a single network should easily be
able to handle smaller quality ranges (e.g. 10–20 qual-
ity points wide) when trained on data from the whole
range.
Impact of learning objective. We compare L4 net-
works trained for direct mapping, residual, and edge
preserving loss. Although the architecture and initial-
ization of all the L4 networks were the same, we had to
select suitable learning rates (lr) and weight decay coef-
ficients (wd) by performing grid search for each learn-
ing objective separately. The chosen values are for di-
rect mapping lr 0.4, wd 5× 10−7, for residual learning
lr 8, wd 5× 10−7, and for edge preserving objective lr
0.05, wd 5× 10−4.2 The values were chosen on JPEG
quality 10 and they were used for all other qualities.
The progress of learning is shown in Figure 6. The
residual network converges much faster compared to
the direct mapping network. The results on LIVE1
measured by PSNR, PSNR-B and SSIM are in Table 5.
Figure 7 shows 1st layer filters of the networks during
different stages of training. All the networks formed
reasonable-looking filters. The residual network
Objective PSNR PSNR-B SSIM
Distorted 27.58 24.97 0.769
Direct mapping 28.99 28.66 0.820
Edge preserving 28.69 28.40 0.813
Residual learn. 29.08 28.71 0.824
Table 5: Results of L4 networks with different objec-
tives on LIVE1 dataset with quality 10.
2 In our experiments, the loss was normalized by the number of
output pixels. This scaling influences the scale of gradients
and results in relatively high learning rates and low weight
decay coefficients.
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Normal
(a) 20k (b) 100k (c) 250k
Residual
(d) 5k (e) 20k (f) 250k
Edge preserving
(g) 2.5k (h) 20k (i) 250k
Figure 7: Filters from the first layer of L4 networks
with normal/residual/edge preserving objective at dif-
ferent stages of training. Iterations are showed below
the images.
formed more complex higher frequency filters com-
pared to the other networks. The edge preserving
network learned a number of low-pass filters which
are probably needed to transfer the general image
appearance through the network – these filters are
missing in the residual network. The filters of the
normal direct mapping network remain noisy, which
could be due to different weight decay coefficient the
low learning rate, or their combination.
The results show that the residual learning is beneficial
for JPEG artifact reduction in terms of resulting recon-
struction quality and training speed. On the other hand,
the edge preserving objective does not improve result-
ing quality noticeably in the case of L4.
Dataset size. The quality of reconstruction achieved
by larger networks may suffer due to inadequate size
of a training set. In order to asses how the L4 and L8
behave with respect to training set size, we trained the
residual versions of the networks on 4, 16, 64, 256, and
400 images from the training set. The L4 and L8 net-
works contain approx 70 K and 220 K learnable param-
eters respectively which suggests that L8 should require
larger training set for the same generalization. Figure 8
shows results on the different training sets and corre-
sponding results on the independent test set. Both net-
works clearly overfit on the smaller datasets. L8 overfits
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Figure 8: Generalization for different sized train set.
significantly more and it would require more images to
reach proper generalization, while L4 seems to reach
perfect generalization already on the relatively small
dataset of 400 images.
Speed. Using cuDNN v3 implementation of convo-
lutions on GeForce GTX 780, we were able to pro-
cess 1 Mpx images in 220 ms with network L4 and in
1052 ms with L8. The L4 and L8 networks require ap-
proximately 140 K and 440 K floating point operations
per pixel, respectively.3
5 CONCLUSIONS
In this work, we show that it is possible to train large
and deep networks for JPEG artifacts removal which
outperform previous state-of-the-art results of smaller
networks. We combine the residual learning by Kim et
al. [16], skip architecture [18], and symmetric weight
initialization which allowed us to successfully train net-
works with 8 layers.
We compare networks with three different objectives
– direct mapping, residual learning, and edge preserv-
ing. The best reconstruction results are provided by the
residual learning.
3 The networks, processed images, and implementations are
available at
http://www.fit.vutbr.cz/~ihradis/CNN-Deblur/.
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We further investigate the network ability to general-
ize across different compression JPEG quality levels.
Our results show that it is possible to use one network
trained for several qualities as an acceptable trade-off.
Finally, we evaluate generalization of the networks with
respect to training set size. The results suggest that
small networks similar to L4 (20 K parameters) can be
safely trained on the BSD dataset. However, the gener-
alization of L8 (100 K parameters) and larger networks
is not guaranteed on this small dataset and a larger com-
mon dataset should be compiled to allow fair and con-
sistent evaluation in the future.
In a future work, we intend to apply convolutional
networks to other compression methods, for example,
JPEG 2000, JPEG XR, or WebP. Next, we would like to
train convolutional networks to reconstruct images di-
rectly from the JPEG coefficients which should provide
the networks with significant clues as to which image
elements are and which are not artifacts. The receptive
field even of the L8 network is still relatively small and
we expect that it should be possible to reach higher re-
construction quality by increasing the receptive field or
by providing context information by other means.
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