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Social reinforcement and modular structure are two salient features observed in the spreading of
behavior through social contacts. In order to investigate the interplay between these two features,
we study the generalized epidemic process on modular networks with equal-sized finite communities
and adjustable modularity. Using the analytical approach originally applied to clique-based random
networks, we show that the system exhibits a bond-percolation type continuous phase transition for
weak social reinforcement, whereas a discontinuous phase transition occurs for sufficiently strong
social reinforcement. Our findings are numerically verified using the finite-size scaling analysis and
the crossings of the bimodality coefficient.
PACS numbers: 89.75.Hc, 87.23.Ge, 64.60.aq, 05.70.Fh
I. INTRODUCTION
Numerous studies have discussed epidemics on vari-
ous types of networks [1–3], but the epidemics of be-
haviors in societies remains less understood. The latter
phenomenon has two features that make it more com-
plex than the former. First, there is social reinforcement:
Each individual has the memory of previous social inter-
actions, so that a new behavior is more easily transmitted
from an approving neighbor when it has been affirmed
by a greater number of social connections [4–6]. Second,
human societies usually have highly-clustered modular
structures [7]. Developing proper mathematical devices
to deal with these two features has been a theoretical
challenge. In this paper, we present a model for which
this problem can be successfully addressed so that the
phase transition properties of behavioral epidemics can
be analytically predicted.
Previous studies have modeled social reinforcement in
several different ways. For example, each node may
require a minimum number of approving neighbors to
adopt a behavior [4, 7–9]. Alternatively, an individ-
ual may go through a series of intermediate “aware-
ness” levels before the final adoption [10, 11]. Other-
wise, the probability of adoption may change for each
recommendation received from an additional approving
neighbor [12]. The generalized epidemic process (GEP)
belongs to the last type, in which the probability of adop-
tion is an arbitrary function of the number of previ-
ous recommendations [13–15]. The GEP on locally tree-
like random networks was analytically solved [15] using
a self-consistency equation argument analogous to the
derivation of bond percolation threshold on random net-
works [16, 17]. The solution revealed that the GEP ex-
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hibits a bond-percolation type continuous phase transi-
tion for weak social reinforcement, which changes to a
discontinuous transition for sufficiently strong social re-
inforcement. Whether the GEP on more realistic highly
clustered networks has similar properties is an interest-
ing problem, since the previous self-consistency equation
argument assumes locally tree-like structure and cannot
be directly applied to such clustered systems.
While previous works about behavioral epidemics on
highly clustered networks [4, 5, 9, 12] primarily dealt with
the small-world networks [18], we prefer to focus on the
modular networks consisting of highly-clustered commu-
nities joined by random inter-community links [19]. Such
networks capture three crucial properties of social net-
works at once: clustering, modularity, and small world-
ness. Besides, such modular networks are structurally
very similar to clique-based random networks, whose cas-
cading properties were recently shown to be analytically
tractable by a variant of self-consistency equation argu-
ment [20, 21]. Keeping these considerations in mind, we
have chosen the GEP on modular networks with equal-
sized communities and adjustable proportions of intra-
and inter-community links as the focus of our study. In
order to reduce the complexity of the problem, we sim-
plify the GEP so that the probability of adoption at and
after the second approval is constant, as was the case in
[13].
The rest of the paper is organized into four sections.
In Sec. II, we define the modular network and the two
different kinds (original and modified) of GEP used in
our study. In Sec. III, we present an analytical approach
to the original GEP, which predicts outbreak size, epi-
demic threshold, and the nature of phase transition. All
predictions can be numerically verified. In Sec. IV, with
the aid of the crossings of bimodality coefficient, we nu-
merically show that the modified GEP shows the same
transition nature despite the differences in the model de-
tails. Finally, we summarize our findings and discuss
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FIG. 1. (Color online) Schematic illustration of modular net-
works for various p: The network at p = 0 consists of N = 12
nodes partitioned into communities of size c = 3. As p in-
creases from 0 to 1, the disconnected cliques gradually changes
via a series of modular structures to the ER network.
their possible implications in Sec. V.
II. MODEL
A. Modular network
We consider a modular network ofN nodes, which con-
sists of predefined communities with c nodes each. The
total number of links is fixed so that the average degree
is exactly c−1. A fraction p of the links connect random
pairs of nodes, while the others are all intra-community
ties. Self-loops and parallel links are forbidden. If p = 0,
the network has disconnected cliques of size c, whereas
p = 1 corresponds to an Erdo˝s–Re´nyi (ER) network.
Thus, by varying p between 0 and 1, we can adjust the
modularity of the network (see Fig. 1 for a schematic il-
lustration of the effect of p). This network is very similar
to (but not exactly the same as) the benchmark modular
network used in [19]. We define the asymptotic limit of
this network as the limit of N →∞ with c kept finite. In
this limit, p is effectively the fraction of inter-community
ties since a random pair of nodes is far more likely to be-
long to different communities [O(N2) pairs] than to the
same community [O(N) pairs].
B. Generalized epidemic process (GEP)
In the context of behavioral epidemics, the GEP can be
defined as an epidemic process in which the probability of
a node adopting the spreading behavior depends on the
number of previous unsuccessful attempts to persuade
the node [13, 15]. In the most general case, the proba-
bility of adoption at the n-th attempt can be denoted by
λn. In the beginning, the behavior is adopted by a single
random node, which is active in the sense that it tries to
spread the behavior to its neighbors. At every instant,
one randomly chosen active node tries to persuade all its
neighbors simultaneously, with the probability of success
given by λn; any persuaded neighbor adopts the behavior
and becomes active. After then, the node deactivates and
no longer participates in the dynamics, losing interest in
spreading the behavior. This process continues until the
system runs out of active nodes. If R nodes adopt the
behavior in the end, we call R the outbreak size and R/N
the fractional outbreak size.
In the simplest case when all probabilities of adoption
are equal (λ1 = . . . = λ∞ = λ), the process reduces
to the well-known susceptible-infected-recovered (SIR)
model [17], which lacks social reinforcement. We fo-
cus on the case minimally more sophisticated than the
SIR model, where λ1 = λ and λ2 = · · · = λ∞ = T .
Here λ represents the inherent strength of the behav-
ior, while T indicates the modified strength of the be-
havior resulting from the memory of social interactions.
When T > λ, multiple recommendations synergistically
enhance the probability of adoption. If T < λ, multiple
recommendations have inhibitory effects on the spreading
of behavior. We note that T < λ can also be interpreted
as the case when the spreading occurs in an explorative
way rather than an exploitative way, always preferring to
spread through the sites that have been contacted fewer
times [22].
For a given set of parameters c, p, and T , there exists
an epidemic threshold λc such that R/N can converge
to a nonzero value as N → ∞ only for λ > λc. This
phenomenon is called the epidemic transition, which can
be interpreted as an absorbing phase transition whose
order parameter is the largest possible asymptotic limit
of R/N . Analytic predictions of this order parameter is
explained in Sec. III.
C. Modified GEP
In the original GEP, an active node tries to persuade
its neighbors. In reality, the spreading of behavior may
occur in a slightly different way, in which a randomly cho-
sen susceptible node observes its neighbors and decides
whether to adopt the behavior depending on the num-
ber of approving neighbors. We require that the node
does not update its state when the number of approv-
ing neighbors has not changed since the last observation.
Thus, the process stops when there is no node that can
observe any change in its neighborhood. This process is
different from the original GEP in that the probability
of adoption does not always change sequentially from λ
to T ; depending on the observed number of approving
neighbors, the first probability of adoption experienced
by the node may well be T rather than λ. We call this
process the modified GEP, whose properties are numeri-
cally investigated in Sec. IV.
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FIG. 2. (Color online) Schematic illustration of the self-
consistency equation approach to the GEP on modular net-
works. A modular network is equivalent to a clique-based
network sharing the same value of c but with every intra-
clique equally disconnected with probability p. Since all ex-
ternal neighbors are similar and independent of each other, a
self-consistency equation can be obtained for the probability
q that an external neighbor adopts the spreading behavior.
III. ANALYSIS OF ORIGINAL GEP
This section presents a self-consistency equation ap-
proach to the GEP on modular networks, from which the
asymptotic limit of R/N can be derived. The approach,
originally developed for locally tree-like networks [15, 17],
was recently generalized to clique-based random net-
works [20, 21]. We describe how this generalized ap-
proach can be adapted to modular networks.
Consider a clique-based random network that consists
of cliques of size c and some additional links that connect
random pairs of nodes belonging to different cliques. The
number of these inter-clique links is such that each node
has on average p(c − 1) external neighbors belonging to
the other cliques in addition to c − 1 internal neighbors
in the same clique. Then, the degree distribution of the
network satisfies
P (k) =
{
[p(c−1)]k−c+1
(k−c+1)! e
−p(c−1) for k ≥ c− 1
0 for k < c− 1.
(1)
We denote by Fl,j the probability that a node has
adopted the behavior by the time l internal and j exter-
nal neighbors have adopted it. For the sake of simplicity,
we assume T = λ for the moment. For clique-based ran-
dom networks, Fl,j can be written as Fl+j because both
internal and external neighbors contribute equally to its
value [21]. More specifically, each neighbor fails to per-
suade the node with probability 1− λ, thus
Fl+j = 1− (1− λ)
l+j . (2)
However, in modular networks, on average a fraction p
of the inter-clique links are actually disconnected. To ac-
count for these nonexistent links, the probability that an
internal neighbor fails to persuade the node must be put
equal to p+(1−p)(1−λ), where p represents the absence
of a link and (1− p)(1− λ) is the failure to persuade the
node despite the presence of a link. Therefore,
Fl,j = 1− [p+ (1− p)(1 − λ)]
l
(1− λ)j . (3)
Returning to the case of T 6= λ, any (1− λ)n with n ≥ 2
must be replaced with (1− λ)(1 − T )n−1. Then, Eq. (3)
is rewritten as
Fl,j = 1− [1− (1− p)T ]
l(1− T )j−1(1 − λ)
+ δj,0
T − λ
1− T
pl, (4)
which is the expression we use to describe the GEP on
modular networks. We note that the use of Eqs. (1) and
(4) is the only change required for making the approach
of [20, 21] applicable to modular networks. The rest of
the derivation is essentially the same as that given by
[21], which is reviewed in the following for the sake of
completeness.
We denote by q the probability that a node at an end of
a randomly chosen inter-clique link ends up adopting the
behavior through one of the k− 1 excess links other than
the inter-clique link chosen in the beginning. Suppose
that the probability of j among k− c external neighbors
(l among c − 1 internal neighbors) adopting the behav-
ior before the behavior spreads to the node is given by
Bk−cj (q) [R
c−1
l (q)]. Then q satisfies the self-consistency
equation
q =
∞∑
k=1
P ′(k)
k−c∑
j=0
c−1∑
l=0
Bk−cj (q)R
c−1
l (q)Fl,j , (5)
where
P ′(k) =
(k − c+ 1)P (k)
p(c− 1)
= P (k − 1) (6)
is the degree distribution of a node at an end of a ran-
domly chosen inter-clique link (see Fig. 2 for a schematic
illustration of this self-consistency equation). Similarly,
the probability that a randomly chosen node adopts the
behavior through one of its k links is given by
lim
N→∞
R
N
=
∞∑
k=0
P (k)
k−c+1∑
j=0
c−1∑
l=0
Bk−c+1j (q)R
c−1
l (q)Fl,j .
(7)
From Eqs. (5) and (6), it is clear that
q = lim
N→∞
R
N
. (8)
Thus, solving Eq. (5) for q automatically yields the
asymptotic limit of the fractional outbreak size R/N .
It is very straightforward to obtain Bk−c+1j (q), since
the locally tree-like structure of inter-clique links implies
that each external neighbor adopts the behavior with in-
dependent and identical probability equal to q. Thus,
Bk−c+1j is given by the binomial distribution
Bk−cj (q) =
(
k − c
j
)
qj(1− q)k−c−j . (9)
On the other hand, calculating Rc−1l (q) is far more
tedious due to the strong interdependence arising from
4local clustering. We must consider every possible way
to spread the behavior among l internal neighbors (while
keeping the node itself unaffected) in a single or multiple
steps of cascades. An interested reader is referred to [21]
for the detailed derivation, and here we simply describe
the final result:
Rc−1l (q) =
∑
(li)
v∏
i=1
B
nc,i
li
(θc,i). (10)
The summation is over all possible integer sequences
(li)
v
i=1 of variable length v satisfying l =
∑v
i=1 li and
li > 0 except that lv = 0 for l < c − 1 [23]. Also
note that, adopting the simplifying notation l0 = 0 and
mi =
∑i
j=0 lj,
nc,i = c− 1−mi−1 (11)
and
θc,i =


Gc−1mi−1 (q)−G
c−1
mi−2
(q)
1−Gc−1mi−2(q)
if i ≥ 2
Gc−10 (q) if i = 1,
(12)
whereGc−1m (q) denotes the probability that a single mem-
ber of the clique has adopted the behavior by the time
m other members have adopted the behavior:
Gc−1m (q) =
∞∑
k=0
P (k)
k−c+1∑
j=0
Bk−c+1j (q)Fm,j
= 1−
1− λ
1− T
[1− (1− p)T ]me−(c−1)pqT
+
T − λ
1− T
pme−(c−1)pq. (13)
From Eqs. (7), (8), and (13), the self-consistency equa-
tion can be rewritten as
q = H(q) ≡
c−1∑
l=0
Rc−1l (q)G
c−1
l (q). (14)
This equation always has a solution at q = 0, which cor-
responds to the localized spreading of behavior. An epi-
demic outbreak is possible only if Eq. (14) has a nonzero
solution. In order to check this possibility, we may ex-
amine a Taylor expansion of Eq. (14) given by
H(q)− q = [H ′(0)− 1]q +
H ′′(0)
2
q2 +O(q3)
= a(λ− λc)q +
H ′′(0)
2
q2 +O[q3 + q(λ− λc)
2]
= 0, (15)
where H ′(0) = 1 at λ = λc and a ≡ ∂H
′(0)/∂λ|λ=λc is a
positive coefficient.
For H ′′(0) < 0, Eq. (15) implies that q = 0 is the
only solution for λ ≤ λc, and a nonzero solution becomes
available for λ > λc. When λ is only slightly larger than
λc, the nonzero solution satisfies q ∼ (λ − λc)
β with the
critical exponent given by the mean-field value β = 1.
The other critical exponents cannot be determined from
Eq. (14) alone, for they are dependent on the size distri-
bution of finite outbreaks (R≪ N) [3], whose properties
are not well described by Eq. (14). Nonetheless, we ex-
pect them to be equal to the mean-field values because,
for finite outbreaks, the effect of T is limited to local com-
munities and would not affect the scale-invariant critical
properties. Thus, whenever H ′′(0) < 0, the epidemic
transition would not be distinguishable from the ordi-
nary bond percolation transition.
By contrast, if H ′′(0) > 0, the transition becomes dis-
continuous. The boundary between the two different
types of transitions, or the tricritical point (λt, Tt), is
given by
H ′(0) = 1, H ′′(0) = 0. (16)
For the special case of ER networks (p = 1), Eq. (16)
yields
λt = 1/(c− 1), Tt = λt/(1− λt), (17)
which confirms the result of [15] obtained for locally tree-
like networks. If p < 1, the tricritical point Tt cannot be
written in a simple form, but it can still be calculated by
numerically solving Eq. (16). The predicted relationship
between p and Tt is shown by the thick curve in Fig. 3.
This curve separates the region of discontinuous transi-
tion (above the curve) from that of continuous transition
(below the curve).
The analytical approach explained in this section can
be numerically verified. The distribution of R/N ob-
tained from simulations consists of two clearly separable
peaks for λ sufficiently larger than λc. Since the left peak
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FIG. 3. (Color online) Diagram of transition nature for c = 6.
The solid line indicates the tricritical line of the original GEP
predicted by the analytical approach, while the gradation of
shades indicates the crossing point values of the bimodality
coefficient B∗ for the modified GEP numerically obtained at
N = 768000 and 1536000. The curvature of the predicted line
is qualitatively similar to that of the observed boundary.
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FIG. 4. (Color online) Comparison between analytical pre-
dictions (lines) and numerical estimations (symbols) of the
right-peak average 〈R/N〉r, which indicates the nonzero frac-
tional outbreak size. They give consistent results for the GEP
on both (a) clique-based networks (c = 6, p = 0.2, T = 0.7
for solid line and c = 3, p = 0.8, T = 0.7 for dashed line) and
(b) modular networks (c = 6, p = 0.2, T = 0.7 for solid line
and c = 3, p = 0.8, T = 0.7 for dashed line).
is very close to R/N = 0, only the right peak corresponds
to the nonzero fractional outbreak size predicted by the
analytical approach. Thus, we may use the right-peak
average of R/N , denoted by 〈R/N〉r, as an estimator of
the nonzero fractional outbreak size. A comparison be-
tween this estimator (symbols) and the prediction (lines)
is shown in Fig. 4. As N increases, the former approaches
the latter for both clique-based [Fig. 4(a)] and modular
[Fig. 4(b)] networks, which is a strong evidence for the
validity of the theory.
The estimator 〈R/N〉r can be measured reliably only
when the right peak is separable from the left peak
and contains sufficiently many samples. For this rea-
son, the epidemic threshold λc cannot be directly veri-
fied by 〈R/N〉r. As an alternative indicator of λc, we use
the crossing of bimodality coefficient, which is described
in details in Sec. IV. For the moment, we simply note
that the estimated λc is consistent with the prediction,
as shown for the case of λ = T in Fig. 5.
IV. ANALYSIS OF MODIFIED GEP
While the analytical approach described in Sec. III has
been shown to be accurate for the ordinary GEP, it is in-
accurate for the modified GEP. Since multiple persuasion
attempts in the former process can be treated as a single
observation event in the latter, the modified GEP always
has a fewer number of updates. Thus, its outbreak size
must be smaller than that of the ordinary GEP, and con-
sequently its epidemic threshold would be larger. How-
ever, we may still check whether these differences lead
to any notable changes in the nature of phase transi-
tion, namely its (dis)continuity and critical exponents.
For this purpose, we perform numerical simulations of
the modified GEP on modular networks. Provided that
p is high enough to ensure the existence of a percolat-
ing giant cluster, the qualitative properties of the model
were checked to be largely invariant with respect to the
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FIG. 5. (Color online) Comparison of λ∗ (symbols) obtained
from the crossings of B(λ) with the analytical prediction of
λc (line) in the absence of social reinforcement (T = λ) for
the GEP on modular networks with c = 6. The prediction is
in good agreement with the numerical results.
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FIG. 6. (Color online) FSS of moments of outbreak size R
for the modified GEP with c = 6 and p = 0.2. The notation
ǫ ≡ λ/λc−1 is used. The data are obtained from 10
5 samples.
When social reinforcement is absent (T = λ, λc = 0.3283; left
panel) or weak (T = 0.30, λc = 0.3384; right panel), the data
are well collapsed with β = 1, γ = 1, and ν¯ = 3 as expected.
choice of c and p. Therefore, without loss of general-
ity, we present the results for c = 6 and p = 0.2 unless
otherwise noted.
We first estimate the critical exponents by the FSS
analysis of the moments of outbreak size R. Using the
notation ǫ ≡ (λ − λc)/λc, Fig. 6 shows that all data are
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FIG. 7. (Color online) Bimodality coefficient B(λ) of the outbreak size distribution near λc for the modified GEP with c = 6
and p = 0.2, measured for 105 samples. The slope of the curve increases with N , making a series of crossings that stay around
a value much smaller than 1 for (a) the absence of social reinforcement (T = λ) and (b) weak social reinforcement (T = 0.30),
while it is close to 1 for (c) strong social reinforcement (T = 0.70).
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FIG. 8. (Color online) The rightmost crossings B∗(N) of
two B(λ) curves for system sizes N and 2N , obtained from
105 runs of the modified GEP with c = 6. Results for (a)
p = 1.0 and (b) p = 0.2 are shown separately. Interpreting
the asymptotic limit of B∗ as B(λc), we observe that B(λc)
approaches 1 only for sufficiently strong social reinforcement.
well collapsed by the predicted FSS forms [24]
〈R〉 = Nγ/ν¯f(|ǫ|N1/ν¯), (18)
〈R2〉 = N (β+2γ)/ν¯g(|ǫ|N1/ν¯) (19)
provided that social reinforcement is either absent (T =
λ) or sufficiently weak (T = 0.30) to yield continuous
transitions. Here λc is chosen to give the best collapse,
and critical exponents are those of the mean-field bond
percolation universality class (β = 1, γ = 1, ν¯ = 3). This
shows that the critical properties of the modified GEP
are likely to be the same as those of the original GEP.
Now we move on to check whether the modified GEP
has both continuous and discontinuous transitions. In
order to numerically determine the transition nature, we
employ the bimodality coefficient B [25] of the outbreak
size distribution, which is defined as
B(λ) =
〈(
R−〈R〉
σ
)3〉2
+ 1〈(
R−〈R〉
σ
)4〉 , (20)
where σ ≡
√
〈R2〉 − 〈R〉2. This coefficient is equal to
1 only for random variables with exactly two possible
choices, such as Bernoulli trials or two delta peaks. It is
smaller than 1 for the other kinds of distributions [26].
In the case of the modified GEP, as N → ∞, the bi-
modality coefficient at the transition point B(λc) con-
verges to 1 only for discontinuous transitions, whereas it
approaches a smaller value determined by the outbreak
size distribution P (R) ∼ R−τ+1 (which is equivalent to
the probability of a randomly chosen node belonging to a
cluster of size R in the original percolation problem [24])
for continuous transitions:
B(λc) =
(4− τ)(6 − τ)
(5− τ)2
. (21)
For the mean-field bond-percolation universality class, we
have τ = 5/2, so B(λc) = 0.84.
As shown in Fig. 7, a pair of B(λ) curves measured at
different values of N make some crossings. To estimate
λc and B(λc), we keep track of one of those crossings (say
the rightmost one, to remove the ambiguity) as N is suc-
cessively increased by factors of 2. Denoting by (λ∗, B∗)
the coordinates of the rightmost crossing, Figs. 5 and
8 show their behavior as N is successively increased by
factors of 2. It seems that both λ∗ and B∗ converge to
7a limit, which can be interpreted as λc and B(λc), re-
spectively. The agreement between the predicted λc and
the estimator λ∗ for the original GEP shown in Fig. 5
supports this interpretation.
As shown for both p = 1 [Fig. 8(a)] and p = 0.2
[Fig. 8(b)], B∗ converges to values near 0.84 when T
is sufficiently small or fixed equal to λ, which is to
be expected from Eq. (21) and the mean-field bond-
percolation critical exponents implied by Fig. 6. Mean-
while, for sufficiently large values of T , B∗ approaches
very close to 1, suggesting discontinuous transitions. Al-
though the curves obtained at intermediate values of T
seemingly converge to values other than 0.84 and 1, we
expect this to be a crossover phenomenon at finite size.
Based on these observations, we use B∗ obtained from
two B(λ) curves with sufficiently large values of N as
a proxy for the true B(λc). Figure 3 shows the (p, T )-
dependence of B∗ obtained from N = 768000 and N =
1536000 by a gradation of shades. Both the dark re-
gion of discontinuous transition and the light region of
continuous transition are observed, whose border shows
a curvature similar to that of the tricritical line (solid
curve) of the original GEP. Thus, despite the differences
between the original and modified GEP, many properties
related to the nature of phase transition remain similar.
V. SUMMARY AND DISCUSSIONS
Using the self-consistency equation method adapted
to clique-based random networks, we formulated an an-
alytical approach to the generalized epidemic process
(GEP) on modular networks, which describes the emer-
gence of collective behavior through social contacts. The
theory predicts that strong social reinforcement induces
an abrupt epidemic outbreak (discontinuous transition),
while weak social reinforcement leads to a gradual epi-
demic outbreak (continuous transition) whose critical ex-
ponents are those of the mean-field bond percolation uni-
versality class. We also obtained the mathematical con-
dition [Eq. (16)] for the tricritical line that forms the
boundary between the two different types of transition.
These analytical predictions were numerically confirmed
by tracking the crossings of the bimodality coefficient
test. We also numerically showed that the modified GEP,
in which the nodes observe rather than persuade others,
exhibits the same transition nature despite the differences
in the model details.
We note that the modularity parameter p changes the
positions of tricritical points only, leaving the nature of
critical points and the existence of discontinuous transi-
tions unaffected. Thus, the modular networks (p < 1)
turn out to have the same critical properties as those of
the Erdo˝s–Re´nyi (ER) networks (p = 1). It is also no-
table that the tricritical point Tt increases monotonically
as p is decreased. Since lowering p increases clustering,
it could have amplified the effect of social reinforcement
so that Tt is minimized at some p < 1. Instead, Tt is
minimized at p = 1, for which the clustering coefficient
becomes zero. All these properties might be attributable
to the fact that modular networks look similar to ER
random networks when coarse grained, since clustering
is localized to small communities and long-range inter-
community links are randomly distributed. Reducing p
(i.e., removing inter-community links) is just equivalent
to lowering the average degree of the coarse-grained ER
random network, which merely raises the critical and the
tricritical points. The critical exponents, which repre-
sent the scale-invariant properties [27], would remain un-
changed as long as the coarse-grained structure of the
network is essentially the same.
Finally, we comment on a few possible extensions of
our study. First, we only considered the case when degree
and community size distributions are very homogeneous,
while both distributions tend to be heterogeneous for re-
alistic networks [28]. Just as bond percolation on scale-
free networks has a unique set of critical exponents, the
critical properties of the GEP would be affected by such
structural heterogeneity. Second, we discussed the GEP
only from the phase transition perspective, but the model
can also be studied from the viewpoint of optimization,
as was done for small-world networks [12]. For example,
what is the optimal value of p that maximizes the out-
break size for given λ and T ? The analytical approach
of Sec. III can also be applied to answer such questions.
Lastly, the tricritical line predicted in our study might
have its own critical properties, which can be addressed
in future studies.
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