A random unitary channel is one that is given by a convex combination of unitary channels. It is shown that the conjectures on the additivity of the minimum output entropy and the multiplicativity of the maximum output p-norm can be equivalently restated in terms of random unitary channels. This is done by constructing a random unitary approximation to a general quantum channel. This approximation can be constructed efficiently, and so it is also applied to the computational problem of distinguishing quantum circuits. It is shown that the problem of distinguishing random unitary circuits is as hard as the QIP-complete problem of distinguishing general mixed state circuits.
Introduction
A quantum channel is random unitary if it can be decomposed into the probabilistic application of one of a finite set of unitary operations. More formally, Φ is random unitary if there exist unitary operators U 1 , . . . , U n and a probability distribution p 1 , . . . , p n such that
It has been shown by Gregoratti and Werner [11] that the random unitary channels describe exactly the noise processes that can be corrected using classical information obtained by measuring the environment. For channels on qubits, a theorem of Landau and Streater [16] shows that the random unitary channels are exactly the unital channels. For channels on spaces of larger dimension this correspondence does not hold. Audenaert and Scheel have recently provided necessary and sufficient conditions for a channel to be random unitary [4] . Buscemi has also provided an upper bound on the number of unitaries needed for a random unitary decomposition [6] . A natural question arises from this class of channels: is the additivity conjecture simplified when restricted to the random unitary channels? In the present paper this question is answered in the negative. This is done using a method to approximate an arbitrary quantum channel by a random unitary one. This approximation can also be used to show that the question of the multiplicativity of the maximum output p-norm can be restricted to random unitary channels with no loss of generality. These results extend the results of Fukuda [9] on unital channels. In addition to these results, this approximation scheme can be used to show the computational hardness of distinguishing mixed-state quantum circuits that implement random unitary channels.
All Hilbert spaces considered here are finite dimensional, and denoted by calligraphic letters H, K, . . .. The set of all (bounded) linear operators on a space H is denoted by L(H). The set of density matrices, which are the positive semidefinite operators with unit trace, on the space H is denoted D(H). The notation T(H, K) is used for the set of admissible maps from H to K. An admissible map, which will hereafter be called a channel, is one that is completely positive and trace preserving. The notationĨ H will be used to denote the maximally mixed state on H, i.e.Ĩ H = I H / dim H.
The minimum output entropy of a channel Φ is given by S min (Φ) = min ρ∈D(H)
S(Φ(ρ)),
where S is the von Neumann entropy. A central conjecture in quantum information is whether this quantity is additive [14, 19] , i.e. whether S min (Φ ⊗ Ψ) = S min (Φ) + S min (Ψ), for all channels Φ and Ψ. In Section 5 it is shown that this conjecture can be restricted to the random unitary channels with no loss of generality. A related quantity is the maximum output p-norm of a quantum channel Φ ∈ T(H, K). This quantity, for p ∈ [1, ∞) is given by ν p (Φ) = sup
which is simply the p-norm of the singular values of Φ(ρ), maximized over all inputs ρ. This is extended to the case of p = ∞ in the usual way, by replacing the sum in the p-norm with a maximization over the singular values of Φ(ρ). The corresponding conjecture regarding this quantity is that it is multiplicative with respect to the tensor product of two channels [3] , i.e. that
for any two channels Φ, Ψ. Counterexamples to this conjecture are known for all fixed p > 1, with the exception of p = 2 [12, 21, 22] . This does not eliminate interest in this quantity, however, as the conjecture can be weakened to ask if, for given Φ, Ψ, does there exist p close enough to one so that this quantity is multiplicative? This weakened conjecture still implies the additivity of the minimum output entropy [3] , and so remains of interest. In Section 4 it is shown that this conjecture can also be restricted to an equivalent one on random unitary channels.
Random Unitary Approximation
Stinespring's Dilation Theorem [20] states that any quantum channel Φ can be written as
for U a unitary operation. There are two operations in this representation that are not random unitary, as defined by Equation (1) . These operations are the partial trace over the system B, and the introduction of the ancillary system in the state |0 . To find an approximation to Φ that is random unitary, we will need to deal with both of these operations. Fixing notation, let Φ be a completely positive and trace preserving map from L(H) to L(K). Representing Φ as in Equation 2, let A be the space containing the ancillary space starting in the |0 state, and let B be the space that is traced out. This implies that U is a unitary map from A ⊗ H to K ⊗ B.
To avoid tracing out the system in the space B the partial trace may be replaced by the operation N B that takes the state in B to the completely mixed state. This operation can be implemented as a random unitary operation as the uniform mixture of the generalized Pauli operators [2, 5, 13] . It is not difficult to see that for ρ a density matrix on A ⊗ B,
This implies that if the system to be traced out instead has N B applied to it, the resulting state is the same, up to a maximally mixed state in the space B. This factor will change both the minimum output entropy and the maximum output p-norm by a fixed value that will not affect the additivity or multiplicativity of these quantities. Replacing the introduction of the ancillary space A with a random unitary operation is more complicated. The strategy employed is to expand the input of the transformation to include the space A. The input state of this system will not, in general, be |0 , and so a checking process will be used in an effort to force this to be the case. The idea behind this process is to leave the state |0 fixed, but on any other state send both the space H and the space A to the maximally mixed state. As the maximally mixed state has maximum entropy, an input state that minimizes the minimum output entropy will be close to a product state with |0 0| in the space A. A similar argument will apply to the maximum p-norm due to the fact that the p-norm of the maximally mixed state is the minimum over all density operators.
Unfortunately, the ideal transformation that fixes |0 0| but sends any other state the maximally mixed state is not random unitary. This strategy is still viable, however, as this channel can be approximated by a random unitary operation to within an additive error of O(1/ dim A), and so by taking the dimension of this space large enough the result is essentially the same as the ideal transformation.
As a first step in this approximation the operation known as decoherence or phase damping is applied to the space A. This operation eliminates the off-diagonal elements of a density matrix, so that when applied to the input density matrix ρ, the result is of the form
for some probability distribution p i . This operation is random unitary, as it may be implemented with a uniform mixture of the generalized Pauli Z operators [10] . This is considered in more detail in Section 6, where a circuit construction for this channel is considered.
The second and final step of this approximation is to apply the operation that takes |i i| ⊗ ρ to a state close to the maximally mixed state, for any i = 0. The channel that implements this perfectly is not random unitary, but there is a random unitary channel M that implements
where |ψ i is a pure state that depends on i. A circuit description of the channel M is given in Section 6, from which it follows that this channel is random unitary when the dimension is a power of two. The extension to the case of general dimension is straightforward. The key observation to make about the transformation M is that when i = 0 the result is, up to a an additive error of O(1/ dim A), a completely mixed state. When Equation (4) is combined with the decoherence channel D A , the result is
The operation D A • M will be referred to as the conditional mixing procedure, as it is used to send the input near to the maximally mixed state if the state in A is not |0 . Putting all of these pieces together, given a channel Φ(ρ) = tr B U (ρ ⊗ |0 0|)U * , the random unitary approximation Φ ′ is given by
which, more plainly, is simply the application of the conditional mixing procedure, the unitary operation from a Stinespring dilation of Φ, and finally the completely mixing channel to the space that would have been traced out by Φ. As the composition of random unitary transformations remains random unitary, the channel Φ ′ will be a random unitary channel. It will be useful to observe that the channel Φ ′ specified in Equation (6) can be used to simulate the channel Φ. This occurs when the input |0 0| ⊗ ρ is provided to Φ ′ , as argued in the following proposition.
Proof. Notice that both D A and M do not affect this input: the decoherence operation does not affect the pure state on A, and M does not affect the state by Equation (4). Thus, the output of Φ ′ channel is
where the penultimate equality is an application of Equation (3).
Combining this proposition with Equation (5) that demonstrates the effect of the decoherence operation D A , and the observation that applying D A twice has no further effect than applying it once, the output of Φ ′ on an arbitrary input state ρ is given by
The major technical portion of the results that follow will be bounding the distance from the maximally mixed state of the terms in the sum, from which most of the results will follow.
Properties of the Constructed Channel
In this section some basic results on the random unitary approximation of a channel are shown. Throughout the section, and the remainder of the paper, Φ will represent the original transformation and Φ ′ will represent the random unitary transformation constructed from it as in Equation (6) .
As a first step to showing that Φ ′ approximates Φ it is shown that random unitary transformations cannot increase the distance of a state from the completely mixed state. This lemma shows that the output of a random unitary transformation cannot be more pure than the input. The extra space B appearing in this lemma will correspond to a reference system needed for the results in Section 7.
Lemma 2. Let |||·||| be a unitarily invariant norm on L(A). If Ψ ∈ T(A, A) is random unitary and
Using the fact that U iĨA U * i =Ĩ A , and the unitary invariance of the norm, this becomes
Combining these equations yields the statement of the lemma. This Lemma can be used to show not only that the conditional mixing procedure sends states where the ancillary spaces is not in the |0 state to states that are almost completely mixed, but that the channel Φ ′ also has this behaviour. Before doing this, however, this Lemma is extended to the case of the von Neumann entropy, where the proof is essentially identical, with the exception that the triangle inequality is replaced by concavity. A description of the properties of the von Neumann entropy can be found in [17] .
Proof. Let Ψ(ρ) = i p i U i ρU * i as in Lemma 2. Using this notation, and the concavity of the von Neumann entropy
where the unitary invariance of the von Neumann entropy has been used in the penultimate equality.
The next lemma shows that when the input in the space A is orthogonal to the state |0 0|, then the output of Φ ′ is very close to completely mixed. The distance measure used in the lemma is the trace norm, but this can be applied to the case of the maximum output p-norm due to the fact that
. This lemma forms a significant portion of the proof of the main results on the additivity and multiplicativity conjectures.
Lemma 4. On input states ρ of the form
Proof. On input of the form |k k| ⊗ ρ the decoherence operation D A that is applied to the qubits in A can be ignored, as it has no effect on qubits in a state of the computational basis. As k = 0 the operation M given by Equation (4) will have a nontrivial effect, sending the input state to
where |ψ k is a pure state that depends on k (an exact specification of this state is given by the circuit constructions in Section 6). Letting this state be σ k , we can then compute the distance to the desired one as
Finally, by noting that the remainder of the transformation Φ ′ is random unitary, an application of Lemma 2 yields the desired bound.
Once again we can extend this result to the case of the von Neumann entropy. In this case we do not simply repeat the same method of proof, but instead extend the result to the entropy using a relationship between the trace distance and the entropy. This extension requires that dim A ≥ dim H, but this can be assured by considering only those dilations of Φ with this property.
Proof. Letρ be the state in Equation (8) of the proof of Lemma 4. This is the state after the conditional mixing procedure of Φ ′ has been applied to the input. By Equation (9), the trace distance betweenρ and I A⊗H is at most 2 −(m−1) . Applying Fannes' inequality [8] yields
where we have implicitly used the fact that −x log x is monotone for x ∈ [0, 1/e], and 2 −(m−1) < 1/e for m ≥ 3. By Corollary 3 applying the remainder of Φ ′ to the stateρ cannot decrease the entropy, as this portion of Φ ′ is random unitary, and so the previous equation implies that
as in the statement of the lemma.
Multiplicativity of Random Unitary Transformations
In this section the construction of Section 2 is used to show some results about the multiplicativity of the maximum output p-norm and random unitary channels. The main result is that the p-norm of the tensor product of two channels is multiplicative if and only if the p-norm is multiplicative on the random unitary approximations to these channels.
Before proving this theorem, it is shown that the random unitary channel Φ ′ constructed from Φ in Equation (6) is a good approximation with respect to the p-norm.
Proof. For convenience, let d = dim A. The first inequality is simple: Φ ′ (|0 0| ⊗ ρ) = Φ(ρ) ⊗Ĩ B by Proposition 1, and so it is clear that
, by the multiplicativity of · p with respect to the tensor product of states.
To prove the second inequality let ρ ∈ D(A ⊗ H) be a state such that
The output of Φ ′ on ρ is given by Equation (7), applying the triangle inequality to this yields
Applying Lemma 4 to this gives
Then, as the norm · p is multiplicative with respect to the tensor product of states, and Ĩ K p ≤ σ p for any state σ ∈ D(K),
Finally, by the choice of the input ρ
which completes the proof of the theorem.
With this approximation result, the main theorem on the maximum output p-norm can be shown. This extends part of the work done by Fukuda [9] on unital channels to the random unitary case.
By assumption, this second quantity is multiplicative, so that
where the penultimate inequality is an application of Theorem 6. As epsilon was chosen arbitrarily, the multiplicativity of ν p (Φ 
Minimum Output Entropy and Random Unitary Channels
These results on the multiplicativity of the p-norm can be extended to the additivity of the minimum output entropy. This is done using a similar method of proof as the results of the previous section. The following theorem demonstrates that the random unitary channel Φ ′ constructed in Equation (6) forms a good approximation of the original channel Φ, from which the result on the additivity will follow directly.
Theorem 8. If Φ ∈ T(H, K), then the random unitary transformation
Φ ′ ∈ T(A ⊗ H, K ⊗ B) satisfies S min (Φ) ≥ S min (Φ ′ ) − log dim B ≥ S min (Ψ) − 8 log dim A dim A .
Proof. Exactly as in the proof of Theorem 6, Proposition 1 implies the first inequality, as Φ
Let ρ be a state minimizing S(Φ(ρ)) and for convenience let δ = 8 log dim A/ dim A, which is the quantity that appears in the statement of the theorem. Equation (7) gives the output of Φ ′ on ρ. Applying the concavity of the entropy to this, we obtain
By applying Corollary 5 to each term in the sum, this becomes
Notice that since Φ ′ is random unitary, it is the case that A ⊗ H is isomorphic to K ⊗ B. This implies that S(Ĩ A⊗H ) = S(Ĩ K⊗B ). Two additional properties of the entropy will be useful: S(σ ⊗ ξ) = S(σ) + S(ξ) for any σ, ξ and S(σ) ≤ log dim K = S(Ĩ K ) for all σ ∈ D(K). Using these three observations, in order, we find that
Finally, since S(Ĩ B ) = log dim B and S min (Φ) ≤ S(Φ(σ)) for any σ, we have
The proof that the additivity conjecture can be equivalently restricted to random unitary channels follows from the previous theorem in a way that is identical to the proof of Theorem 7, with the exception that the p-norm has been replaced by the minimum output entropy.
the random unitary extension of the channel obtained by applying the construction of Section 2 to Stinespring dilation for Φ using an ancillary space of dimension d.
Proof. Let ǫ > 0, and choose d so that
By assumption, this second quantity is additive, so that
where the penultimate inequality is an application of Theorem 8. As epsilon was chosen arbitrarily, the additivity of Φ ′ d for all large enough d implies the additivity of Φ. This theorem immediately implies the following corollary, which generalizes a result of Fukuda [9] on the additivity of the minimum output entropy of unital channels. This theorem implies that in the search for either a proof of this conjecture or a counterexample to it, only random unitary channels need to be considered.
Corollary 10. The additivity of the minimum output entropy, given by
is true for all channels Φ and Ψ if and only if it is true for all random unitary channels Φ and Ψ.
Circuit Constructions
In this section an efficient circuit construction is provided for the random unitary approximation described in Section 2. This construction will allow the hardness of computationally distinguishing quantum circuits to be extended to the case of random unitary circuits.
Before constructing these circuits, it will be important to specify the circuit models that are being used. The circuit model used to define the quantum circuit distinguishability problem is the mixed state quantum circuit model of Aharonov, Kitaev, and Nisan [1] . Circuits in this model can include unitary gates as well as measurements and other non-unitary operations, but as shown in [1] , we may assume that all such circuits first introduce any necessary ancillary qubits, then perform a unitary operation, and finally trace out those qubits that are not part of the output. This approach is equivalent to building a circuit for the Stinespring dilation of a channel. As all unitary transformations can be (approximately) implemented using one and two qubit gates there is no loss in generality in assuming that the unitary transformations implemented in such a circuit are composed of gates from some finite basis of one and two qubit gates. Circuits in this model can represent any physically realizable quantum operation.
The second model of quantum circuits we consider is the model of random unitary quantum circuits. These circuits consist of one and two qubits gates as well as random unitary gates, which implement a unitary gate with probability one half. More formally, the application of such a gate takes the state ρ to the state (1/2)U ρU * + (1/2)ρ, where U is a one or two qubit unitary gate. This is an extremely simple model, which does not appear to be universal for the class of transformations that implement random unitary operations, as defined in Equation (1). It is not clear what the correct definition of the random unitary circuits is, and since the aim of the present paper is to prove a hardness result, an extremely weak definition has been chosen, so that the result will apply to as large a class of circuit models as possible.
In order to implement the construction of Section 2 as a random unitary circuit there are three main challenges. The first two of these, N the completely noisy channel and D the decoherence channel, will be easy to implement. More difficult to implement will be the channel M , described by Equation (4) .
The channel D can be implemented as a random unitary circuit by performing the Pauli Z operation to each qubit independently with probability 1/2, as described in [7] . This will have the effect of negating the off-diagonal elements of a density matrix with probability 1/2, so that the resulting state is diagonal in the computational basis. This is exactly the decoherence operation used in Section 2.
The completely noisy channel N is also simple to implement as a random unitary circuit. This channel can be realized by performing a uniform mixture of the Pauli operators on each qubit. This mixture can be implemented by, independently on each qubit, applying the Pauli Z operation with probability 1/2, followed by applying the Pauli X operation with probability 1/2, as shown in [5] . Intuitively, the Z operations will zero the off-diagonal elements of a density matrix (viewed in the computational basis), and the X operations will scramble the diagonal, resulting in the completely mixed state I/2 on each qubit.
The operation M is not so simple to implement as a random unitary circuit. Recall that the operation M does not affect states of the form |0 0| ⊗ ρ, but sends states of the form |i i| ⊗ ρ for i = 0 to a state that is very close to the completely mixed state. As might be expected, this transformation can be implemented using only controlled-mixing operations. Before describing this implementation, notice that the controlled application of the channel N can be described by a random unitary circuit. This is because each of the unitaries applied in the above implementation of the channel N are single qubit gates that are applied independently. Adding a control qubit to each of these gates results in two qubit gates, which fit into the model of random unitary circuits used here. It is not clear that general controlled random unitary operations can be implemented as random unitary circuits in the circuit model used here, but the only controlled operation that will be needed for this construction is the completely mixing channel.
Let m be the number of qubits in the space A that is given as part of the input to M , i.e. the number of ancillary qubits used to represent the ancillary space used by the original channel. The implementation of M consists of m stages, with the jth stage testing that the jth qubit of the space A is in the |0 state, and mixing the qubits if this is not the case. A diagram of one stage of the circuit is given in Figure 1 the jth qubit as the target qubit and one of the other qubits of A as the control qubit. An example of this construction with m = 3 is presented in Figure 2 .
With circuit implementations of the three channels D, N, M it is simple to apply the construction given in Equation (6) to obtain a random unitary circuit C from a quantum channel given as a mixed-state quantum circuit Q. If the output of Q is given by Q(ρ) = tr B U (|0 0| ⊗ ρ)U * , then the circuit C is given by simply composing the circuits for D, N, M, and U in the order specified by Equation (6) .
Before applying this construction to showing the hardness of distinguishing random unitary circuits it is shown that this construction correctly implements the channel M . Much of the proof of this lemma is similar to the proof of Lemma 4, but we will need to consider the explicit construction of the circuit for M in order to extend this lemma to the case where there is a reference system in the space F . This reference system will correspond to the one given in the definition of the diamond norm, which is used in the definition of the mixed state circuit distinguishability problem. For this reason, this extra space will be essential when considering the hardness variants of this problem, as discussed in the next section.
Lemma 11. On input states of the form
the output of C satisfies
where m is the number of ancillary qubits used by the circuit Q.
Proof. On input of the form |k k| ⊗ ρ the decoherence operations that are applied to the qubits in A can be ignored, as they have no effect on qubits in a state of the computational basis. As k = 0 at least one qubit is in the state |1 , and so the controlled mixing operations in the implementation of the channel M will have an effect. Let the first nonzero qubit among the qubits of A be the jth one. The first controlled N operation with nonzero control qubit that effects the jth qubit will be at the jth stage of the mixing process, where the jth qubit is the control qubit. As this qubit is not modified before this stage (as any previous qubits are in the state |0 by choice of j), the first gate in the jth stage will mix the remaining qubits, so that the state after this gate is, using Equation (3), on A ′ in the computational basis, the only term for which qubit j is not mixed by these operations is the all zero term. With this observation, the state after the jth stage is
This proves that the circuit implementing the channel M does so correctly, as this quantity is exactly the state given in Equation (7) with the addition of tr H ρ in the reference system. As in the proof of Lemma 4, let this state be σ j . Computing the distance from this state to the desired one, we have
Finally, by noting that the remainder of the circuit C is random unitary, an application of Lemma 2 yields the desired bound.
QIP-Completeness of Distinguishing Random Unitary Circuits
The construction outlined in the previous section can be used to show that the problem of distinguishing random unitary quantum circuits is QIP-complete. The basic idea is to reduce an instance of the quantum circuit distinguishability problem to one with random unitary circuits that has the same distinguishability properties. This will be done by taking the instance (Q 1 , Q 2 ) and constructing the instance (C 1 , C 2 ) by applying the construction of Section 6 to each of these circuits. The quantum circuit distinguishability problem is given by Quantum Circuit Distinguishability. For constants 0 ≤ b < a ≤ 2, the input consists of quantum circuits Q 1 and Q 2 that implement transformations from H to K. The promise problem is to distinguish the two cases:
This problem was introduced and shown to be complete for the complexity QIP in [18] . The norm used in the definition of the problem is the diamond norm, which can be defined on a channel Φ ∈ T(H, K) by
where the space F has dimension at least as large as H. A more thorough definition as well as some properties of this norm can be found in [15] . It is shown in [18] that the maximum of this norm on the difference of two completely positive transformations is achieved by a density matrix, and so we can restrict the supremum in the definition to D(H ⊗ F).
Here we consider this distinguishability problem with the added restriction that the input circuits are random unitary circuits in the model defined in Section 6. The following theorem states that the constructed circuits C 1 and C 2 have almost the same distinguishability characteristics as the original circuits Q 1 and Q 2 . As the circuit distinguishability problem is defined as a promise problem, this theorem shows immediately that the problem of distinguishing random unitary circuits is QIP-complete, as the construction of the circuits C 1 and C 2 can be performed efficiently.
Theorem 12.
For any ǫ > 0,
where the circuits C 1 and C 2 use O(log 1/ǫ) ancillary qubits.
Proof. The first inequality is not hard to show. Once again, if the state (|0 0|) ⊗m ⊗ ρ is given as input to the circuit C i , then by Proposition 1, the output is a simulation of Q i , so that the distinguishability of Q 1 and Q 2 cannot be greater than the distinguishability of C 1 and C 2 . More formally, note that
and fix δ > 0 and ρ as a state achieving a value within δ of this supremum. By Proposition 1 if the state (|0 0|) ⊗m ⊗ ρ is given as input to the circuit C i , then the output is given by (Q i ⊗ I F )(ρ). Using this we have
Since this is true for any δ > 0, it must be the case that Q 1 − Q 2 ⋄ ≤ C 1 − C 2 ⋄ . The second inequality requires somewhat more work. Let m be the number of ancillary qubits and let n be the number of input qubits used by the circuits Q i , so that m = ⌈log dim A⌉ and n = ⌈log dim H⌉. Without loss of generality let 2 −(m−3) < ǫ, by adding at most 3 + log(1/ǫ) extra (unused) ancillary qubits to Q 1 and Q 2 . Let ρ ∈ D(A ⊗ H ⊗ F) be a state such that
and note that the reference system F need not have the same dimension as the space of the same name considered in the proof of the previous inequality. The first gates applied in the circuit C i are the decoherence gates applied to A. These gates produce a state of the form 2 m −1 i=0 p i |i i| ⊗ σ i , and since applying these gates twice has no further effect, the output of the circuits C 1 and C 2 is the same on ρ as it is on this state. Applying the triangle inequality, the quantity of interest is
Then, by applying Lemma 11 to each term with i = 0 the states in the norm can be replaced with completely mixed states on A ⊗ H plus a small correction factor. Doing this, we have
Applying this to Equation (10) we have
By Proposition 1 the output of the circuits C i on this input can be replaced the output of the circuits Q i and a maximally mixed state. When this is done to Equation (11), the desired bound is given by
This completes the proof of the theorem, since 0 ≤ p 0 ≤ 1.
Conclusion
A method for approximating a quantum channel with one that is random unitary has been provided. This approximation yields the equivalence of several important problems when restricted to random unitary channels. These results raise the open problem of how far these equivalences extend. What other problems can be restricted to the random unitary case without loss of generality, and what problems are simplified when restricted to this class of channels?
