Determinants and the structure of the integral approximant table  by Baker, George A. & Graves-Morris, P.R.
Journal of Computational and Applied Mathematics 47 (1993) 67-81 
North-Holland 
67 
CAM 1265 
Determinants and the structure of the 
integral approximant table * 
George A. Baker Jr 
Theoretical Division, Los Alamos National Laboratory, University of California, Los Alamos, NM, 
United States 
P.R. Graves-Morris 
Mathematics Department, University of Bradford, West Yorkshire, United Kingdom 
Received 29 October 199 1 
Revised 12 February 1992 
Abstract 
Baker Jr, G.A. and P.R. Graves-Morris, Determinants and the structure of the integral approximant 
table, Journal of Computational and Applied Mathematics 47 ( 1993) 67-8 1. 
The structure of the table of integral approximants based on our minimality definition is studied. The key 
elements are simplices containing only a single linearly independent solution for the integral polynomials. 
We prove some new identities among determinants of the coefficients of the determining equations for 
integral polynomials of different types. Relations between the simplices and these determinants are also 
derived. We give determinantal conditions which are both necessary and sufficient for a full simplex to 
contain just one approximant. A nullity lemma is proved limiting the change between contiguous types 
in the number of linearly independent solutions for integral polynomials. Virtually all of our results are 
equally valid for the more general case of the Hermite-Pad& approximants of the Latin type. 
Keywords: Hermite-PadC approximant; integral approximant; differential approximant; Padt approxi- 
mant; differential equations. 
1. Introduction and summary 
Integral approximants [ 1 ] are a special case of Hermite-PadC approximants [ 7,10,11] of Latin 
type. In a previous paper [2] we began an investigation of their definition and uniqueness. In 
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that study the definition given to insure uniqueness is called the minimality dejinition. In this 
paper we continue that study, but with emphasis on how the structure of the table of approximants 
relates to various determinants. The integral polynomials are determined by sets of linear algebraic 
equations. It is from these polynomials that the integral approximants themselves are computed. 
There is no problem to study when the solution of the integral polynomial defining equations is 
essentially unique. It is only in the cases where it is not unique that there is an interesting problem. 
In the special case of Pad& approximants, the nonunique entries are arranged in square blocks in 
Pade’s systematic listing of all possible approximants. These blocks are completely surrounded by 
unique entries. Such a simple structure is not found for the more general integral approximants. The 
key element in the systematic listing of all integral approximants, or “table”, is the simplex tilled 
with identical entries. As we will see later, a square block in the Pad6 table is the union of such 
simplices. We find that a further feature of the integral approximant case is that the simplices can 
intersect, leading, of course, to multiple linearly independent solutions in the region of intersection. 
Beckermann [ 31 studied a different type of structure which he calls the singular solution table based 
on a different definition of minimality. Nevertheless, some of his results can be applied to our case 
as we will see in Section 3. 
Although we use the language of integral approximants, almost all of our results are equally 
applicable to the more general case of Hermite-Padi approximants. In fact, we speak almost 
exclusively in this paper about the polynomials from which the approximants are computed, and 
not about the approximants themselves. Hermite-PadC polynomials are defined by 
&Z)Qj,L(Z) - f-l (ZPL(Z) = O(zL+M+l), (1.1) 
j=O 
where the polynomials Qj,L’( z ), PL (z ) are of degrees at most mj, L respectively, and 
M=$( WZj + 1) - 1. (1.2) 
j=O 
These polynomials are determined by the solution of the linear algebraic equations ( 1.1) in terms 
ofthek+2givenformalpowerseriesfj(z),j= -l,O,l,..., k. In the special case of the integral 
approximants, f-i (z) E 1, and for j nonnegative, fj (z) = f(j) (z), which are the jth derivatives 
the given functional element f(z). The only results in this paper which do not hold without 
further explanation for the general Hermite-Pad6 case are those which depend on the definition of 
minimality. This situation occurs because there is no fundamental distinction between the different 
series fj in the Hermite-Pad6 case. However, if the series can be ordered, even if only arbitrarily, 
then all the results remain valid for that case as well. 
In the second section, we develop some basic results for the study. A nullity lemma, limiting the 
change in the number of linearly independent solutions which can occur as one moves between 
contiguous types in the integral approximant table, is given. This lemma is somewhat related to, 
but quite distinct from, the lemma of Paszkowski [ 131. In addition we give some new identities 
for the determinants of the systems of defining equations for the integral polynomials. The same 
arguments also lead to recursion relations between the integral polynomials of different types. 
In the third section, we give results on the simplicial structure of the table of integral polynomials. 
These characterize the simplex in several ways and its relationship to the various determinants. 
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One result is that in any such isolated simplex the only solution is the vertex solution and this 
solution is unique up to a possible polynomial multiplier. We give determinantal conditions which 
are necessary and sufficient for this result. An example of intersecting simplices is also given. 
2. Basic formalism 
The general structure of the Pad6 table was derived by Pad& The key to his analysis is the theorem 
that the zeros in the C-table occur in square blocks completely surrounded by nonzero entries. The 
C-table is the table, organized according to the degrees of the numerator and the denominator, of 
the determinants of the set of linear equations which determine the coefficients of the approximant 
denominators. His results were derived by the use of Sylvester’s determinant identity. In the case of 
Pad& approximants this identity closes in terms of the elements of the C-table alone. The structure 
of the integral approximants is considerably more complex, and we need more analytic machinery 
to deal with it. 
First, let us review the definitions required. Suppose that k is a nonnegative integer, and that 
mo,..., mk and L are integers which are greater than or equal to -1. Then let 
m = (mo,ml,...,mk), &k( WZj+ 1)-l. (2.1) 
j=O 
PL denotes a polynomial of degree at most L, and we write 
QL = (Qo,~(z),Ql,~(z),...,Qk,~(z)) (2.2) 
to denote a vector of polynomials Qj,L (z) of degree at most m, and we will suppose that QL f 0. 
By definition, a polynomial of degree - 1 is identically zero. 
Further let us be given a functional element f (z ) qf 0. (By a functional element we mean a 
partial representation of a locally analytic function f (z ), namely its Maclaurin series.) Let 
$J(j)(z)Qj,L(z) - PL(z) = O(Z~+~+’ ). (2.3) 
j=O 
The set of polynomials denoted by ( QL, PL ) are called integral polynomials of type (L, m ) to f (z ) . 
The integral approximant of type (L, m) is denoted by [L/m], which is short for [L/ma; . . . ; mk ] 
in the more customary notation. Normally this integral approximant [L/m ] is the solution y (z ) of 
Y(j)(z)Qj,L(z) -PL(z) = 0, (2.4) 
j=O 
subject to the boundary conditions 
y"'(O) = f(-j'(O), j = O,...,k- 1; (2.5) 
the exceptional case is discussed in [ 21. 
Now the defining equation (2.3 ) for the integral polynomials is a system of linear, homogeneous 
equations for the coefficients of the Qj,L (z ), with one more unknown than equations. If the 
coefficient matrix of the equations is of nullity unity, it has a one-parameter solution family, 
70 G.A. Baker Jr, P.R. Graves-Morris /The integral approximant table 
including of course a nontrivial solution for the QL (i.e., QL E/ 0). That is to say, all solutions 
differ from QL by at most a constant factor. We will refer to such a solution as being “essentially 
unique”. 
This set of equations admits a solution by Cramer’s rule. 
f’%) , 
fLf1 fL ... fi+1-m. I .‘. 
Qk,L(z) = det : : I 
fM+L fM+L-1 ... fM+L-rn” I ... 
IO 0 ... 0 -IO...0 
For example, for the coefficient of 
Ii ! 
I f$jL ... s,':',_,, . 
(2.6) 
1 1 . . . zmk 
For the case j f k the results are the same as in (2.6), except that the last line has nonzero 
elements 1,. . . , ~“‘1 only in the jth block of columns. If the M x (M + 1) coefficient matrix is of 
nullity unity, then at least one of the coefficients of some one power of z in one of the Q~,J (z ), 
0 < j < k, must be nonzero, by definition, and so (2.6) provides the solution explicitly in this case. 
The determinantal normalization form (2.6) is obviously unique, however, if the nullity exceeds 
unity, then it vanishes identically and so is then uninteresting. 
A useful result for equations of this structure is the following. 
Lemma 2.1 (the Nullity Lemma). The nullity of the defining equations for the integral polynomials 
changes by at most unity as any one of the mi is changed by unity. 
Proof. We denote the M x (M + 1) coefficient matrix of the equations for the integral polynomials 
of type (L, m) by A. We extend it to the case where rnk is increased by unity as 
d+d= ;;, 
[ I 
(2.7) 
where a is an M-dimensional vector, b is the transpose of an (44 + 1)-dimensional vector and c 
is a number. The cases in which mi is increased rather than mk is increased by unity, that is, with 
- 1 < i < k, have a similar structure, but with the columns permuted. The case i = - 1 can be done 
as well using the method given at the end of the proof of Theorem 3.2. From the rank theorem 
[S], we find that 
0 G rankd - rankd < 2, (2.8) 
in all cases. Hence, 
(nullity A - nullity AI Q 1, (2.9) 
which provides the conclusion of the lemma. 0 
The explicit results of Pade [ 10,111 on the structure of the table of Padt approximants illustrate 
the special case of this lemma for k = 0. 
Next we need to define the determinants 
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D(j) (r) 
= det I I i 
f*+kl, I . . . I fA?L 
f hf+L+l+j fM+L+/ “. fM+L-m,+l+i I ... I fiiL+l+j 
where Y = (L, m) for short. When the solutions for the integral polynomials are normalized as in 
(2.6), we have the series expansion 
(2.11) 
j=O j=O 
of the error term. In addition and still using the normalization (2.6), the coefficient of zmi+’ in 
Qi,L(z) for the case Y + di, with & a unit vector in the ith direction, is given by &D(O) (u) for 
all i. Thus zeros in the table of values of D(O)(r) characterize relationships amongst the integral 
polynomials in much the same way as the determinants of the C-table characterize the table of Pad& 
approximants. In particular, zeros of D(j) (y), j = 0,l , . . . , J, signify that the accuracy-through-order 
condition (2.3) is oversatisfied. 
There are a number of identities which involve the determinants D(j) (r). First we will give 
one which generalizes some of the results of [4,6]. Specifically it is the result referred to as the 
“generalized Frobenius formula”. There are also given some additional inequalities of the same 
character. In addition, as an alternate to our procedure, it is possible to deduce the identities which 
will be given below from the general formulae of [9] by their extension to fit also derivatives as 
well as the values at a point. Our argument is of the same type, but extended, as that which leads to 
Sylvester’s identity. Suppose we denote by M the matrix whose determinant is D(O) (Y). We notice 
that, except for the element in the column added, the row added is independent of ,u when we go 
from r to r + S,. Let us further denote by A the matrix whose determinant is D(j) (r + C;= 1 S,, ). 
We illustrate the required manipulations for the case n = 3: 
kdetd detM = det 
, wrrp 0 Mrqp 0 
h gfe 0 hgfeo 
dcba0 =det d cba0 
vutsv vutsv 
0 OOOM M r qPM 
= det 
MrqpO 
h sfe 0 
d cba 0 
Outsv 
0 rqpM 
2 
(2.12) 
where the entries are understood to be two-dimensional arrays of the appropriate size. For example, 
r is an (A4 + 1) x 1 array, h is a 1 x (M + 1) array and g is a 1 x 1 array. The three rows and 
columns bordering the M in the upper left-hand corner are what must be added to M to produce A, 
with some permutation of its columns. We now use the Laplace expansion of the last determinant 
in (2.12) to get 
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(2.13) 
where only the nonzero entries of the (M + 3, A4 + 2 )-split have been recorded. These can now be 
identified as D(j) determinants, and we can write (2.12), (2.13) as 
n 
II(j) r + CdIL, II(‘) (r) ( 1 I=1 
= 5(--l )n-rD’o’ 
I=1 
@j+n-l) (y + &, ), (2.14) 
with the signs as stated when the yl are taken to be in ascending order. The computation of the 
signs comes simply from keeping track of the number of row and column permutations required to 
put the various matrices involved in their original form. The special case yt = k + 1 is the result of 
[4,6] mentioned above. The special case n = 1 is trivial. The application of the Laplace expansion 
theorem to other splits is possible, but as far as we can see does not give results which are closed 
in the set of the D(j) (r). 
Paszkowski [ 12 ] has derived a large number of interesting identities interconnecting the elements 
of the D(O) (r ) table. We give here a modest extension of [ 12, Theorem 2.51 to involve the D(j) (r) 
as well. It follows from Sylvester’s determinant identity 
det ]A] det IJ&,~\ = det Id& det [.A,,,/ - det IdrJ det IdsipI, (2.15) 
where the subscripts define the rows and columns deleted and r < s and p < q defines the order. If 
p < A, then we select the first and last rows plus the columns beginning with s,‘ltk and fL(!)ml for 
removal. By application of Sylvester’s determinant identity, we identify the result a”s 
D’j)(L,m + 6, + Sn)D(O)(L + 1,m) = D”‘(L + 1,m + &)D’O’(L,m + S,) 
-D(j)(L + 1,m + 6,)D”‘(L,m + dn). (2.16) 
The result (2.16 ) holds more generally as 
D(I) (r + 6, + 61 )D’O’ (r + 80 ) = D(j) (r + f5~ + Sn )D(O’ (r + S, ) 
--D(j) (r + do + S, )D’O’ (r + ~5, ), (2.17) 
where 8 < p < 1. The indices can range from - 1 --f k + 1 and - 1 is the index denoting the direction 
of increasing L in our index space. This result for 0 < 0 < p < /z is a special case of the Schweins’ 
little-known identity. If X has / rows and I + 1 columns, then if we delete as appropriate, row 1 
and columns 1, 2 or I + 1, Schweins’ identity is, in the notation of (2.15 ), 
det k%;~+lI det IX,,d = det P’0;2l det I&;I,c+~ 1 - det ]A&, 1 det IX,;,,+, 1, (2.18) 
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where 0 is the empty set. Schweins’ identity can be derived from Sylvester’s identity by adjoining 
a final row to X of the form (0,. . . , 0,l). It is straightforward to also extend the results of [ 121 to 
give the related result for 3 d y1 < k + 2: 
~(-1)‘D(j)(r-8p,)D(o) r-&A +d,, = 0, (2.19) 
I=1 I.=1 
where the signs are as stated when the pf are taken to be in ascending order. 
The identity (2.17) (with j = 0) can be used to generate the entire table of D(O) (v), provided 
it is normal, i.e., free of zero entries. This usage is analogous to that of the “star” identity used 
to compute the C-table in the theory of Pade approximants. Of course, alternate algorithms, for 
example those due to [4,6,12] are well known. We start by computing by standard methods two 
two-dimensional boundary planes with one common direction, for example by using the C-tables 
forf , ck) f’k-l’,...,f. By use of (2.17) we can fill in the line in the D(O) (r)-table next to their 
line of intersection, and continue by recursion to generate a plane parallel to one of those planes 
through that line. We now have a repeat of the original situations, so we can repeat the above 
construction until we have completed a three-dimensional subspace of the table. Next we add 
an additional (containing a new direction) two-dimensional boundary, fill in a different three- 
dimensional subspace (two dimensions overlap the previous three-dimensional subspace) and then 
fill in the full four-dimensional subspace. Eventually we can complete the construction of the entire 
table, or at least of the simplex which corresponds to a finite section of the given power series. The 
order of computation for k = 1, for example, could be 
[O/O;O], [O/l;O], [I/O;Ol, [0/2;01, [1/1;01, [2/O; llY...> 
[0/0;11, [0/0;21, [l/O; II,..., 
[O/l;ll, [1/1;11, [2/1;11,..., 
[O/2; 11, [l/&11, [2/Z II,..., 
[O/ 1 ;21, [l/l ;21, [2/1;21,..., 
Once the D(O) (r )-table has been constructed, we can then apply (2.17 ) to generate the corresponding 
tables forj = 1,2,... . In the case that zeros occur in the tables, we would need a Cordellier-type 
extension of our construction, which we have not yet investigated. The nature of such an extension 
would depend on the analysis of the possible structures of the table. 
We next observe that in the derivation of (2.17) it did not really matter what we put in for the 
row corresponding to the superscript j. We could have used the last line of (2.6) to create Qk,L (z) 
instead of D(j) (r). With the notation Qn,r(~) used to denote the polynomial Q,,L (z) of the type 
(L,m), y1 = -l,o )... , k, and by repeating the derivation of (2.17)) we obtain the following identity 
between the integral polynomials: 
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Q n,,+cs,+csA (z)D’~’ (r + de) = Qn,r+~~ +s, (zP’~’ (r + 6, ) 
-Qn,r+~e +cv, (z)D(~)(~ + 6~). (2.X j 
The same pattern of operations that we used to generate the D(O) (r)-table as described above can 
be employed, using (2.20) to generate recursively the entire table of integral approximants (or 
more generally Hermite-PadC approximants, as we have made no use of the special properties of 
the coefficients of the integral approximants in these derivations). Again modifications would be 
necessary if there are zeros in the D(O) (r) tables. 
Another set of recursion relations to generate the Qn,r(z) recursively can be obtained by coupling 
the above line of argument with the derivation of (2.14) to give the Q’s in terms of those on a 
previous hyperplane plus the D(O)‘s. It gives 
m,r+CI_,d,,(z)D(0)(r) = ~(-l)nplD(o) 
n 
Q r+C&, -4, (2.21) 
I=1 I=1 
Again, we can fill the entire integral approximant table by recursion using these formulae, provided 
that there are no zeros in the D(O) (r)-table. In particular, if D(O) (r) f 0, then every Q,,f+c;_, 6,, (z) 
is explicitly given by a linear combination of 2 < n < k + 1 Q’s from the IZ - 1 previous hyperplane 
in index space. 
We can show, when k > 0, that the set of integral polynomials consisting of the type r and any 
k + 1 of the types r - ~5~ are linearly dependent, independently of whether or not any of the D(O)‘s 
are zero or not. The proof follows the lines of the proof of the multi-niqueness theorem [2]. Let the 
superscript i denote the member of the aforementioned k + 2 member set of integral polynomials; 
then, 
~.f(j)(z)Q~~~(z) -P:“(z) = r:)(z), i = l,...,k + 2, (2.22) 
j=O 
where for all i, 
r!)(z) = O(Z~+~), (2.23) 
except for one where the order of satisfaction is one degree higher. Regarding (2.22) as a set of 
linear equations in the f(j) (z), j = 0,. . . , k, with k > 0, we have the condition 
Q;;;(z) ... Q;,;(z) -P;“(z) 
det ; 
Q j:;*‘(z) . . . QAI;+;‘(z) _@+2J(Z) 
Q$(z) ... Q:,;(z) r:)(z) 
= det ; 
Q ~f~2’(z) ... Q::*‘(z) r?+*)(z) ’ 
(2.24) 
for their internal consistency. But since every term on the left-hand side is a polynomial of degree 
d A4 + L - k and the right-hand side is O( z L+“), the left-hand side must vanish identically. 
Therefore the k + 2 different sets of integral polynomials must be linearly dependent. If the k + 1 
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integral polynomials chosen on the previous hyperplane are not by themselves linearly dependent, 
then the integral polynomials can be expressed as linear combinations of those on the previous 
hyperplane. 
3. Simplicial structure 
A beginning on the analysis of the structure of the table of approximants was made for the case 
of k = 1 (notation of (2.1)-(2.4) ) by Della Dora [ 4,5]. He found small tetrahedra of identical 
integral polynomials to be possible and proved that the idea that there must be cubes (one possible 
generalization of Pade’s square block theorem) of identical approximants was incorrect, by means 
of a counterexample. 
Let us take up Pade’s idea that one should look at the degree of oversatisfaction of the defining 
equations. For the moment we will not concern ourselves with uniqueness or minimality. Suppose 
that for type r = (L, m) there exists a set of integral polynomials QL, PL such that 
fyqz)Qj,L(z) - PL(Z) = O(zL+M+‘+t), t > 0, (3.1) 
j=O 
with t the degree of oversatisfaction. Then it is true that QL, PL are also solutions of the defining 
equations of the types r + v, where the zli are integers and 
(3.2) 
That is to say that the solution of (3.1) fills a simplex with vertex at Y. In addition, as pointed out 
in [ 2 1, if t > k + 1, then zQL (z ), ZPL (z ) are integral polynomials with every index advanced by 
unity for which the integral polynomial defining equations are oversatisfied by t - k - 1. As long as 
oversatisfaction continues, we can repeat this process. These integral polynomials are not linearly 
independent in the sense of polynomials of the original ones because they differ from each other 
just by factors of z. In the special case of Pad6 approximants (k = O), the simplex defined in 
(3.2) plus the addition of sections of hyperplanes resulting from the multiplication by powers of z 
(simplex extension) leads to square blocks in the Pade table of identical approximants, under the 
older definition. (Under the modern definition, which requires that the denominator not vanish at 
the origin, there are no solutions outside the simplex in the square block.) When k > 0, we still get 
a (nonsquare) block, the simplex plus the simplex extension, of essentially identical solutions built 
on a single solution which oversatisfies the defining equations. Here essentially identical solutions 
means identical up to a common, possibly z-dependent, factor. 
An additional observation, independent of uniqueness and minimality, is that if some of the 
integral polynomials have their true degree less than their nominal degree, then there is a solution 
of the defining equations for the type equal to the true degree type which oversatisfies the defining 
equations sufficiently so as to include the set of integral polynomials with which we started. 
Therefore, if any of the integral polynomials have their true less than their nominal degree, then 
the integral polynomials must lie in a simplex. 
The notion of oversatisfaction is very useful for analyzing the structure of the family of sets 
of integral polynomials, but it is unsatisfactory from the numerical point of view as a criterion 
76 G.A. Baker Jr, P.R. Graves-Morris/The integral approximant table 
for selecting a unique approximant of a given type, because it may depend on knowing more 
coefficients than are given in the data set. An interesting study of the theory obtained by the use 
of this criterion has been made in [ 13 1. The concept of minimality introduced in [ 2 ] is something 
like oversatisfaction run backwards. They prove that it guarantees a unique minimal solution for 
the integral polynomials of each type (L, m). It is based on the following definition. 
Definition 3.1. A solution for the integral polynomials of type (L, m) to f (z) is called minimal if it 
is of the lowest degree in the following sense. First no other solution of type (L, m) exists for which 
the actual degree of Q~,J (z ) is smaller. If solutions of type (L, m ) exist for which Qk,L (z ) z 0, 
then we minimize the degree of Qk_i,~(z), Qk_z,t(z), etc., to find the minimal solution. 
From the point of view of the integral approximants, this definition has the virtue that it selects 
the integral polynomials which define approximants with the minimum number of singular points. 
We need however to try to blend these concepts which have their roots in the analytic theory 
with the algebraic problem of the definition of the integral polynomials. After all, the solutions of 
differential equations defined by CijziCi, where the Li are linearly independent operators, are not 
so simply related to each other. 
Before proceeding, we consider Beckermann’s analysis [3] of a related problem. Our minimal 
solutions are contained in his minimal solution sets. For his purposes, any solution is a minimal 
solution if, among certain other possibilities, the degree of some one of the Q;,L (z), - 1 < j < k, 
is said to be of minimal degree. To each point Y in index space he associates one or more “minimal 
solutions”, which are the solutions of the polynomial defining equations of types pi < Y, meaning 
that no component of pi exceeds that for r. With each of these “minimal solutions” he further 
associates a “minimal region” throughout which this “minimal solution” is a minimal solution for 
every integral polynomial type in the “minimal region”. This “minimal region” has the shape of a, 
possibly truncated, simplex I; = {vi + v I6i < 11~1 < d,), where 0 < 6i < d ,. This structure is much 
more elaborate than the one with which we are dealing. We have associated just one unique minimal 
solution with each integral polynomial type. Beckermann’s theorem [3] on the geometric figures 
induced by a minimal solution can also be used in our case to associate a simplex q except using 
0 instead of Ji, containing a “minimal region” with each type of our minimal integral polynomials. 
The minimal integral polynomial type lies at the vertex of the simplex, but not necessarily in the 
“minimal region”. The point in index space r with which we have associated the minimal integral 
polynomial type lies in the “minimal region”. The minimal region in our case is not necessarily 
a (possibly truncated) simplex as was the case for Beckermann’s problem, but can have a more 
complex shape. 
Let us now make some uniqueness assumptions. We will state them in terms of the determinants 
of (2.10). 
Theorem 3.2 (rule of the simplex). Iffor some p, - 1 < p G k, 
(a) D(O) (r - 6, ) f 0, 
(b) D(j)(r) = 0, j = 0 ,..., J, 
then the solution of type r is essentially unique, fills the simplex (3.2) with t = J, and 
DC’) (r + v) = 0 > Vn, v 3 Iv1 + n ,< J. 
(3.3) 
(3.4) 
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Note that in the case described by this theorem, both our definition and that of [3] yield uniquely 
the vertex solution for the isolated simplex throughout the whole simplex. 
Proof. Condition (a) implies (p B 0) that the coefficient of z mfl in the coefficient of f(p) (z) is 
not zero in the determinant normalization (2.6). This is sufficient to insure that the solution is 
essentially unique, as explained in Section 2. By the remarks at the beginning of this section, that 
solution must fill the simplex (3.2) with t = J. It remains to prove (3.4). Let A denote the matrix 
whose determinant is D(O) (r - S, ). We next add a row and a column to make 
(3.5) 
where the entries are appropriately sized two-dimensional arrays. For example, a is an A4 x 1 array 
and the b, are 1 x A4 arrays. The final form in (3.5) follows because A is nonsingular and by 
condition (b). Any of the determinants of (3.4) can, using these results, be put in the form 
D’“)(r + u) = det A a ’ 
I I OOW’ 
(3.6) 
where w is a (8 + 1) x 0 matrix with 13 = [VI. The determinant of a matrix of this structure is 
necessarily zero, as it has nullity at least unity. To see all these results for ,u = -1 as well, it is 
convenient to rewrite the D(j)(r) of (2.10) and the polynomials of (2.6) for -1 d p d k in their 
full multi-gradient form [ 1, 61 by using f (-’ ) (z) = - 1. Then the arguments carry through as just 
described for p b 0. 0 
There is an additional determinantal theorem which adds further assumptions, and plays in some 
sense the role of Pad& block theorem. 
Theorem 3.3 (isolated simplex). If in addition to the assumptions of Theorem 3.2, we further assume 
that condition (a) holds for all ,u, then for all p and for all v >, 0, 
(C) D(J+l-l”l) (r + u) f 0, provided [VI 9 J + 1, 0.6 fl = 0, (3.7) 
if and only if 
D(O)(r + u-dp,) + 0, IuI < J + 1, 
D(O) (r + v) # 0, 1~1 = J + 1, 
provided u. 6, = 0. (3.8) 
Proof. In order to demonstrate this theorem, we need to use the identity (2.14) for n = 2 in the 
form 
D(J+‘-i”I)(r + u)D(O)(r + u-S,-dA) = -D’O’(r + v-d,)D(J+2-I”l)(r + ~-6~) 
+D(O)(r + u - Sn)D(J+2-I”I) (r + u - 6,). 
(3.9) 
First let us show that (c) implies (3.8). The second condition in (3.8) is a special case of (c). To 
show the first condition, we can start with v = SA where 61 is any direction in the surface of the 
hyperplane, i.e., perpendicular to a particular S,. Since the left-hand side of (3.9) is nonzero by 
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hypothesis, as is also the second factor of the first term on the right-hand side, it follows, since the 
first factor of the second term on the right-hand side is zero by Theorem 3.2, that the second factor 
on the right-hand side is now seen to be nonzero. This result is that D(O) for one of the nearest 
neighbors of the simplex is nonzero. We can repeat this argument in a systematic manner to run 
over the whole face of the simplex (perpendicular to 6, ). We can then extend it to run over all the 
faces of the simplex. To show the converse that (3.8) implies (c), we start with v = (J + 1)6~. 
As (3.8) implies that both the left-hand side and the first factor of the first term on the right-hand 
side of (3.9) are nonzero, and the second term vanishes by Theorem 3.2, we can conclude that 
the second factor of the first term on the right-hand side of (3.9) is nonzero. We can repeat this 
argument, and use it to demonstrate completely that (3.8) implies condition (c). This completes 
the demonstration of the theorem. 0 
This theorem says, in other words, that the simplex defined in Theorem 3.2 will be an isolated 
simplex when either all the nearest. neighbors (on the hypercubic lattice in index space, but 
not, of course, those in the simplex itself) of its face planes have nonzero determinants D(O), or 
equivalently, that the D(j) f 0 for appropriate j for each point in the face planes and the face-plane 
“bases”. We do not expect the “base” of the whole simplex, i.e., the surface of the simplex which 
is not perpendicular to any coordinate axis, necessarily to be completely covered with nonzero 
determinants, because if J 2 k + 2, then, as remarked above, the simplex extensions will generate 
multiple solutions to the integral polynomial defining equations which will imply the occurrence of 
zero determinants. 
Corollary 3.4. Zf we have for A # p, 
D(O) (r + jd,) = 0, j = O,...,J, 
D(O) (r + jS, - 6, ) + 0, 
D”‘(r + (J + 1 )S,t) f 0, (3.10) 
j = O,...,J + 1, 
then 
W)(r) = 0, j = O,...,J, 
(3.11) 
(c’) DCJ+*-j)(r + jS,) f: 0, j = O,...,J + 1. 
Proof. This corollary follows directly from the argument used for the converse case in Theorem 
3.3. 0 
The consequence of this corollary is that the assumption of a line of zero determinants adjoined 
by nonzero determinants is sufficient to establish by Theorem 3.2, the existence of a whole simplex 
of size J. These assumptions are stated in terms of the determinants D(O) alone and do not involve 
the D(j)‘,, while the assumptions of Theorem 3.2 are local in index space, but do involve the D(j)‘s. 
An important property which characterizes blocks in the Pade table is the occurrence of only 
a single approximant. In terms of the integral polynomials, it is that there is just one linearly 
independent solution in the sense of polynomials. We now give a theorem for integral approximants. 
Theorem 3.5 (isolated simplex uniqueness). There is at most one linearly independent (allowing 
z-dependent factors) solution for the integral polynomials in an isolated simplex. 
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Proof. According to the Nullity Lemma, since an isolated simplex is bordered by nonzero deter- 
minants by Theorem 3.3, the nullity of the defining equations for the integral polynomials cannot 
exceed the distance from the faces of the simplex (plus unity). Thus the equations in the faces 
have nullity unity, and so the solutions there are essentially unique; however, by Theorem 3.2, the 
solution is just that at the vertex of the simplex. At a distance unity from at least one face, and 
at least unity from all other faces, the nullity can be two. Here we can construct another solution 
which is just z&, ZPL, which together with QL, PL exhausts the available number of solutions. We 
can continue this argument up to the maximum possible distance from all faces and we find that 
by using powers of z times QL, PL, we always exhaust the number of solutions that can exist by 
the Nullity Lemma. Thus all solutions of the defining equations are given by a polynomial times 
the solution for the vertex of the simplex. Hence it can be taken as the only linearly independent 
solution. 0 
The case of isolated simplices is one of rather simple structure. This case, plus the simplex 
extension, is all that can occur for Pad6 approximants (case k = 0). At this point it is worthwhile 
to give an example to show that for k > 0 simplices can intersect. Consider the case where 
(3.12) 
It is easy to compute that 
(1 - z)f(z) - 1 = 0, (3.13) 
and by differentiation that 
(1 - z)f’(z) -f(z) = 0. (3.14) 
Thus both the [O/ 1; - 1 ] and the [ - 1 /O; 1 ] integral polynomials form the vertices of simplices of 
infinite size. It is clear that neither vertex lies in the other simplex and that both overlap, for 
example, at the [O/ 1; 11. In fact, that particular case has the solution 
(f’o,Qo,Q~, = at-l, 1 - z,O) + b(O,-l,l - 21, (3.15) 
and the minimal solution for this case given by (3.13 ), that is, b = 0. However, for the cases of 
the form [-l/m; 21, m > 0, the minimal solution is always that of (3.14). In this case we always 
find that the minimal solution is that of one or the other of the simplex vertices. 
Beckermann [ 3 ] has found that two or more simplices can intersect in his case as well. In addition 
he has found that the vertex of a new simplex can occur inside the intersection of two simplices. 
The same results are true for our case as well. This phenomenon causes problems in the proof of 
the existence of infinite sequences with Q(0) f 0. 
The conditions of Theorem 3.3 may seem to be unduly strong in view of the large number of 
determinants assumed to be nonzero. Let us review them. Let us start with the idea of a simplex 
containing just one linearly independent solution in the sense of polynomials. There are basically 
just two types of simplices. Those for which the vertex is essentially unique and those for which it 
is not. Those for which it is not lie in the intersection of other simplices for example. Manifestly 
we need the first kind for our current considerations. As the simplex of Theorem 3.2 could refer to 
only a portion of a larger simplex, in line with our idea, we require that we have the actual vertex. 
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Thus as observed above, every integral polynomial needs to be of full nominal degree. Therefore 
this condition plus essential uniqueness implies that 
D(c)+f&) + 0 2 v/L. (3.16) 
The question does not arise for J = 0, so now suppose that one of the conditions (3.8), 
D(O)(r + U - 6,) + 0 > 1 d (~1 < J, u. 6 P = 0, (3.17) 
is violated for v = vo, ,U = p 0 and J 3 1. We may also suppose by (3.16) that we may examine 
one such violation for which there exists a il + ,UO, such that D(O) (Y + vc - Sn - S,,) f 0, so that 
the integral approximants of type r + va - S,, are essentially unique and oversatisfy by at least 
one order in z. Thus r + v. - d,, is also a solution of type Y + v. and is linearly independent 
of type r as type r - 6, is at least one degree lower in the pth polynomial, and of full degree in 
the &h polynomial by the remark after (2.11). In the light of (3.16) and (2.11)) if the degree of 
oversatisfaction of the integral polynomial determining equation is exactly J orders in z, then we 
must have the conditions (3.3) (b) and the condition 
DtJ+l)(r) f 0. (3.18) 
If these conditions hold, then by the use of identity (3.9) we can conclude condition (3.7) of 
Theorem 3.3, but only for [VI < J instead of J + 1 . The remaining conditions in Theorem 3.3 
that we have not discussed yet are 
D(‘)(r + v-6,) f 0, D(“(r + v) f 0, provided Iv1 = J + 1, v.6 P= 0, (3.19) 
and they serve a dual role. First, as we showed in Theorem 3.3, they imply (together with the 
other conditions discussed) (3.18) and the rest of (3.7). They are however not necessary for the 
conclusion of that theorem if we replace them with (3.18 ). If we do assume (3.18)) then we can 
conclude that both of the determinants of (3.19) are either zero or nonzero together. Secondly, the 
conditions (3.19) do serve to isolate the base plane of the simplex and so to create an isolated 
simplex. If the degree of oversatisfaction for the simplex is large enough, then as remarked at the 
beginning of this section, it will necessarily have the appropriate associated simplex extension. We 
can now summarize our conclusions by the following corollary. 
Corollary 3.6. It is both necessary and sufficient that there be exactly one linearly independent 
solution (in the sense of polynomials) for the integral polynomials in a simplex at whose vertex 
the integral polynomials oversatisfy their defining equations by exactly J orders in z that (3.3) (b), 
(3.16)-(3.18) hold. 
Although we imagine that these results will suffice for most practical cases where zero determinants 
are relatively sparse, we see as a goal of future research, the complete dissection of the general 
integral approximant table, and the characterization of all the solutions for an arbitrary point as 
linear combinations of specific other “fundamental” (possibly simplex vertex) minimal (in our 
sense) solutions. As we showed by Theorem 3.5, there is only one “actual” solution inside an 
isolated simplex. Since we are ultimately concerned with the approximants and their convergence 
properties, we need to know what approximant to assign to each point of the table, or if none is 
to be assigned, that there remains at least an infinite subsequence. If the table consists of isolated 
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simplices and ordinary points, then this problem is solved in the same manner as it has been done 
for the PadC table previously. However, inside the intersection of simplices such is not the case for 
the integral polynomials. For the simple example (3.12)- (3.15)) (3.12) is the only solution of all 
the equations (3.15 ), subject to the boundary condition f (0) = 1, but this fact is a consequence 
of both (3.13) and (3.14) being exact to all orders, and should not be expected in general. Further 
work is needed here to give a fully satisfactory structural analysis from the point of view of 
convergence theory. 
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