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Several researchers have proposed support to take advantage of this mixed parallelism.
In the theory area, the best known on-line scheduling algorithm for mixed parallelism is 2.62-optimal [4, 11] , and the best off-line algorithm is 2-optimal [25, 17] In this paper, we step back from these algorithmic and systems issues and address the question of how much benefit should be expected, and what impact architectural evolution has on these estimates.
Specifically, we consider the relative efficiency of executing a task graph with parallelizable tasks using mixed parallelism vs. pure data parallelism. In a purely data parallel execution, the tasks in the task graph are executed one at time using all the processors for each.
In mixed parallelism, each task is spread over a subset of processors.
We are generous in our treatment of mixed parallehsm in that tasks are modeled as having no setup or switching cost, and optimal scheduling is assumed. 2. The structure of the task graph, which gives an Idea of the degree of task parallelism available to supplement data parallelism.
By "structure" we mean the task vertices and directed precedence edges of the graph and the problem sizes at the vertices. Accordingly, our model has two components. In Section 2.1 we model a single task profile, and in Section 2.2 we model the task graph.
2.1
The efficiency of data parallelism
We let e(N, P) be the parallel efficiency of solving a problem of size N on P processors. If the serial running time is (N), the parallel running time r-(iV, P) on P processors is r(iV, P) =~(iV)/(P . e(N, F')). e(N, F') depends on the algorithm, and relative speeds of computation and communicant ion. Despite e's possibly complex dependence on all these parameters, we will show that for a number of algorithms of interest, e(N, P) is accurately modeled by a simple two-parameter function of the problem size per processor, N/P. By Amdahl's law, we expect e to be a decreasing function of P, with e(., 1) = 1. So our intuition is that e(N, P) should be an increasing function of N/P. We will let em < 1 be its asymptotic value for large N/P. 
The parameter a measures how fast the efficiency approaches its asymptotic value em. As shown in figure 1 the efficiency reaches half its asymptotic value when N/P = cr. 
Task graph model
The second part of our model has to address the task graph structure.
In the theory literature, irregular and even onhne task graphs are handled, but the algorithms are optimal in the asymptotic sense with constants in the range 2-2.6, in the worst case.
Unfortunately, a constant factor q The work required to do a task of size N is~(N) = N", where a~1.
We call such regular trees that have a root size of N as (N, a, c, d) In Section 4.2 we develop a comparatively weak bound to the benefits of mixed parallelism for irregular graphs. In spite of the above restriction, we demonstrate interesting effects of the tree shape and size on the optimal scheduling strategy.
3
Batch problems
We will use the efficiency models of the last section to determine the best way to allocate processors to a single task, and then to a batch of L independent, identical tasks. We argue that the benefit of mixed over data parallelism is largest when the independent tasks are identical, rather than being of different sizes. Finally, we give a simple nemoptlmal heuristic for switched execution of a batch of tasks of various sizes 3.1 Balanced batch problems
For a single task with sequential running time f(N), the choice 1s only between 1 and P processors, and the running time is
For a batch of L mdependent tasks, each of size N, the sequential running time t 1 of all L tasks is Lf(N). The data parallel running time tD, where we run each task in data parallel fashion one after the other, is just L times the above expression.
We let tT denote the task parallel running time, where we assign one processor per task.
Finally, we let t&fdenote the mixed parallel running time, the optimal running time over all possible assignments of processors to tasks.
Let eD, es, and e~be the corresponding overall efficiencies. 1 we obtain u = 53 and em = 1 for this problem.
To attain a relative improvement e of mixed over data parallelism, i.e. e~/e&f <1 -e, we need the problem size to be small. Specifically, if each MM involves n x n matrices, we can substitute the numbers into (3) and see that n needs to be less than roughly J53P(3 -4e)/4e for this improvement.
E.g., if P = 64 and e = 0.5, then n <42, a tiny problem indeed. It is interesting that the experiments reported in [20] for the CM5 use P E {64, 128} processors and n = 64. On the Paragon with P = 512 and u = 633} to ensure eD /eJf < ().5 as above, we will need roughly that n < 569, which is still not large by the standard of many scientific applications: a matrix of this size fills only O.03~o of the Paragon's total memory. Here we argue that permitting tasks of different sizes makes data parallelism only closer in performance to optimal mixed parallelism, because, if there are a few large tasks that dominate the work content of the batch, the margm for improvement over pure data parallelism will be small.
To prove this, suppose we have a batch of L > 1 tasks, the z-th task of size N,.
Suppose all tasks have the same efficiency profile e(N,, F'), and that the sequential processing time for task i is j(iV, ), where~(z) = x" as before. We will need the following theorem for our proof. 1. The total work~,~(N,) = F, a constant.
2. The total size xi iV~= N, a constant.
We will consider both variations. The remaining exercise it to bound from above the parenthesized term in the above RHS. u It can be verified that the claim also holds for functions of the form~(x) = z log x, etc., so the claim is quite broadly applicable. We consider the regular but important special case of the matrix arising from the 5-point Laplacian on a square grid, ordered using the nested dissection ordering [13] . In this case one may think of dividing the matrix into 4 independent sub problems, corresponding to dividing the square grid into 4 subsquares, each of half the perimeter.
The work erformed at a node which corresponds $ to an nx n grid is O(n ); most of this cost is a dense Cholesky of a small n x n submatrix corresponding to the nodes on the boundaries of the subsquares. Thus N = nz, a = 3/2, c = 4 and d = 4. We will also see that the results go over to matrices with planar graphs.
Parallel Scheduling Strategies
We will consider the following three strategies:
Data parallelism.
The tasks in the tree are executed sequentially, with the optimum number of processors (1 or 1') used for each task.
Mixed parallelism.
Level .!?in the tree is treated as a batch of de independent tasks each of size N/ce, and using the optimal scheduling strategy of lemma 3.1.
Switched
parallelism. This is a limited kind of mixed parallelism, in which each task runs on 1 or P processors, the machine switching between task and data parallelism as needed.
For balanced trees, we use data parallelism down to some level in the tree, and then switch to task parallelism. This switch will occur no later than level log~P, since at this level there will be a frontier of P identical tasks, one for each processor to work at unit efficiency.
Thus, switched parallelism will not be as efficient as optimal mixed parallelism, but it is much simpler to implement, so if its efficiency is nearly as good, it is an attractive option. Switched parallelism is used, for example, by Bischof et al [5] .
We will let tl, tIJ, t,w, t.s and t~denote the running times for sequential execution, data parallelism, mixed parallelism, switched parallelism and task parallelism, respectively, and el = 1, eD, e&f, es and eT denote the corresponding efficiencies.
How to schedule switched parallelism. We may apply Lemma 3.1 to choose the optimal level& at which to switch from data to task parallelism:
While we cannot write down a closed form expression for es,it is easy to evaluate numerically, as well as to examine the limiting cases of N/P >> u and N/P << u.
When N/P >> a, the first term in the RHS dominates and so we switch when 1> logd (Pe@ ), i.e. when the number of tasks de at level 1 exceeds the maximum possible speedup Pe~. When N/P << u, the second term in the RHS dominates and so we switch when t > logcd (Nero/a).
How
to schedule mixed parallelism. We may again apply Lemma 3.1 to choose the optimal processor allocation for each level of the tree. Analogous to switched parallelism, there is a level &J at which one switches from mixed to task parallelism:
As before, if N/P >> u then the first term in the RHS dominates and so we switch when t > logCl (Pem ).
If N/P << u, we switch when (? > logC (Nero/o). Notice that, everything else being fixed, ts~i!JJ.
Comparing all the alternatives
We can collect all the preceding analyses into equations for the execution times for the sequential program (t, ), and parallel programs with pure data parallel (t D ), switched (f. ) and mixed (t~) strategies.
Notice how the essential difference between these expressions is made by the position of the de term in the first sum. Even after assuming the form N" for~(N), these have cumbersome closed forms, but they can be evaluated using few lines of MATLAB code, which we do for the simulation studies that follow. They can also be numerically solved by a runtime scheduler very quickly, compared to the bulk of the tasks.
Our next step is to estimate the performance difference between mixed and switched parallelism. We show that for trees large enough at the root, switched parallelism does very well, leaving lit tle room for improvement. The basic intuition is that high up in the tree, a vertex has problem size large enough that data parallelism is efficient, while lower down, there are many problems to support task parallelism. The space of programs, machines, and problem sizes is too large to examine completely; therefore we take some slices through this space that give insight into the benefits of mixed parallelism for typical current architectures and our suit e of scient ific programs.
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We fix P = 128, em = l,a=3/2, andc=d=4 (as in sparse Cholesky), and plot e~/e~and es/eã gainst a (log-scale) in figure 3 . The memory per node is assumed to be 64 MBytes, and the four plots correspond to problem sizes that fill 25, 50, 75 and 100% of the memory.
For typical values of a for various machines see table 1.
For the same sparse Cholesky problem, we consider four machines.
In each case, the x-axis is P. N is such that the memory is completely filled. We plot eM, es, and eD against lg P in figure 4.
The setting is as above, except that typical values of P are chosen for each machine and the x-axis is n = N112 (log-scale). See figure 5.
The setting is as in item (3) Figure 5 : The setting is as in figure 4 , except that typical values of P are chosen for each machine and the x-axis is n = iV1/2 (log-scale 
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