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1. INTRODUCTION 
Various integral inequalities have stimulated renewed research interest in the past few years. The 
monograph [2] has undoubtedly had the great impact on the stream of current research in this 
area. 
Any integral inequality over a finite interval [a, b] can be easily transformed to that over the 
interval [0, 1] and vice versa, so for ease of notation and statement, we assume the interval of 
interest is [0, 1]. 
The following Ostrowski's inequality is well known, 
folf(t)dt f (x ) [< [ 1 (x 1 )  2 ] - + - I l Y ' l l~ ,  
provided f is absolutely continuous on [0, i] and [If'l[~ := supte(0,1)If'(t)] is finite. 
Let Q(f) be a linear quadrature formula for approximating the integral I(f). 
E(Q; f) its error, i.e., 
E(Q; f) := I(f) - Q(I). 
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For approximating the integral I ( f ) ,  the simplest and most popular ones among the Newton- 
Cotes quadrature formulas are the midpoint rule, 
the Trapezoidal rule, 
and Simpson's rule 
1 
T(f) : :  [ (f  (0) + f (1)), 
S(f) := l ( f (O)+4f  (1 )  + 
Their error estimates under various hypotheses have been the focus of research interest. For 
example, inequalities of the Ostrowski type can be found in e.g., [3-7] and their references. If f 
is absolutely continuous on [0, 1] such that 11 f '  I1~ is finite, the following inequalities can be found 
in literature, see e.g., [4-7], 
1 
IE(M;f)I ~ ~ Hf'[l~, 
1 
IE(T; f)l < ~ IIf'll~, (1.2) 
IE(S;f)[ < -~6 IIf'fl~, 
Inequalities of the Grfiss type can be found in e.g., [8-12] and references therein. If f is absolutely 
continuous on [0, 1] such that m < f'(t) <_ M, then we have 
IE(M; f)l < 1( M-  m), 
[E(T; f)[ < I (M-  m), (1.3) 
JE(S; f)l <- 5 (  M - m). 
Usually, estimates for the error of a quadrature formula of degree of precision k - 1 are expressed 
in terms of bounds on the k th derivative of the integrand as in (1.1) (k = 1). If the k th derivative 
of the integrand is not available, but the integrand oes have bounded erivatives of lower order, 
error bounds involving those derivatives may be obtained from a formula of Peano or from some 
results in approximation theory. In such a circumstance, the integrand is called a function of 
low order continuity. In view of this, (1.2),(1.3), in fact, are estimates of quadrature rrors for 
functions of low order continuity since the midpoint rule, the Trapezoidal rule and Simpson's rule 
have degrees of precision one, one and three, respectively. 
Observe that the constant in (1.2) for the midpoint rule is identical with that for the Trapezoidal 
rule if IIf'll~ is finite and that the constants in (1.3) correspondingly halve those in (1.2). That 
these phenomena are no mere numerical accidents will be shown in more general settings. 
Based on the Euler-Maclaurin formula in the spirit of [1], we provide a unified approach to 
some estimates of Ostrowski-Grfiss type for general quadrature formulas under very natural 
assmnptions. Our results improve and generalize some existing observations. 
The paper is organized as follows. Section 2 deals with inequalities of the Ostrowski-Griiss type 
for functions with low continuity, whose derivatives belong to the usual Lp[O, 1]. In Section 3, the 
most interesting cases for p : 1,2, oo are treated in some details. 
2. INEQUALITIES OF THE OSTROWSKI -GR[ ISS 
TYPE  FOR FUNCTIONS WITH LOW CONTINUITY  
Note that the midpoint rule has one degree of precision, that is, E(M; g) : 0 if g is a polynomial 
of degree not exceeding one. Hence, E(M; f - g) : E(M; f). If f is absolutely continuous on 
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[0, 1] such that m < if(t) < M,  then we have 
[ ( f ( t ) -g ( t ) ) '  I < M-m 
- -  2 
by letting g(t) = ( (M + m)/2)t.  Now, applying the first inequality of (1.2) to f -g  gives the first 
of (1.3). 
The above arguments are applicable for the Trapezoidal rule and Simpson's formula since they 
are both exact for any polynomial of degree one. 
This simple observation can be generalized, but some notations are needed before we proceed. 
In the sequel, for p _> 1 and p-1 + q- i  = 1, let f be defined on [0, 1], 
i 1/p 
and Lv[0, 1] = {f  ] I]fllp < cxD}. A standing assumption is that x 6 [0, 1], n is a positive integer 
and 0 = to < tl < " .  < tn = 1 is an equidistant subdivision of the interval[0, 1] such that 
ti+, - ti = h = 1/n, i = O, 1 , . . . ,n -  1. 
We begin with the following Euler-Maclaurin formula in the spirit of [1]. 
LEMMA 1. (See [1,13].) Let f : [0, 1] --+ ~ be such that its ( l -  1) th derivative f(l-1) is absolutely 
continuous for some positive integer 1. Then, for any x 6 [0, 1], we have 
wh ere 
~0 1 f(t)  dt = Ql ( f  , x) + El (Ql; f , x), (2.1) 
n--1 l 
Ql ( f ,x)  = h E f (ti + xh) - E f (~- l ) (1 ) -  f (~- l ) (0 )B"  (x) h~, 
u! 
i=o ~=l  (2.2) 
hi fo 1 
El (Ql;f ,  z) = T Bl (x - nt) f q) (t) dt, 
and [~l(t) := Bz(t - It J) while Bl(t) is the l th Bernoulli polynomial 
From Lemma 1, we are now able to give our first result. 
THEOREM 2. Let f : [0, 1] ~ R be such that its ( l -  1) th derivative f(l-1) is absolutely continuous 
for some positive integer I. Then, we have 
IEl(Ql; f ,x) l  <_ cl(q) f(O _ C p, (2.3) 
where C is an arbitrary constant and 
h l 
cl(q) = ~-. [[Bl[[q. (2.4) 
REMARK 3. It is worth mentioning that the right hand side of (2.3) does not depend on the 
specific choice of x. This implies that cl(q) keep constant for Qz(f ,x)  with different x (cf., 
Example 2.1 below) and that cl (q) are the same for a class of quadrature formulas. Particularly 
interesting are the cases when q -- 1, 2, c~. Section 3 deals with these cases. 
PROOF. The periodicity of/~z(t) (with period 1) gives 
f01 /o 1 [~ (x - nt)  dt = [~l (~ - t) dt  = 0, 
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which in combination with (2.2) yields 
Ez (Qz; f ,x) = if. do Bl (x - nt) f(O (t) dt=7 [31(x - nt) (t) - dt. 
Now applying the Hhlder inequality to (2.5) gives 
hL f(0 _ C p. (2.6) IEz(@;f,x)l <_-ff. (L1  D l (x -n t )  q dt) 1/q 
Moreover, we have 
L1B l (x -n t )qdt=L1Bl (x - t )qdt=L l [B l ( t ) lqdt ,  (2.7) 
which together with (2.6) gives (2.3) in view of (2.4). 
REMARK 4. Setting C = 0 in (2.3), we obtain estimates of the Ostrowski type. Setting 
C = suPtE(°'I) f(t)(t) + infte(0,1) f(0 (t) 
2 (if it exists), 
we usually get inequalities of the Griiss type, especially when p = c~. For example, if f(l-1) is 
absolutely continuous on [0, 1] such that f(t) E L~ [0, 1], (2.3) gives 
IEt(@;f,x)l <_ cz(1) f (0 ~"  
If f(l-1) is absolutely continuous on [0, 1] such that m, _< f(O < Mt for some constants mz and Mz, 
then (2.3) gives 
lEz(Qz; f ,x)l <_ ---~tlvlt - mz), 
which is an inequality of the Griiss type. 
In order to estimate IEz(@; f,x)l, we only need to calculate IIBtllq by Theorem 2. Now, we 
give an example. 
EXAMPLE 2.1. If n = 1, I = 1, it is easy to check that 
IIBlllq = l ( l+q)_q .  
So, we have from Theorem 2, 
1 (1 + q)-q IIf' - Clip (2.8) JE1 (Q1; f,x)l < ~ 
Therefore, (2.8) is valid for the midpoint formula M(f)  (x = 1/2), the Trapezoidal formula T(f) 
(x = 0), and the following rather arbitrary quadrature formula, 
L 1 (~)  f(t) d t=f (x ) - ( f (1 ) - f (O) )  x-  , 
which also has one degree of precision. 
These results improve and generalize xiting results. For example, if p = 2 and thus, q = 2, 
C = f(1) - f(0), (2.8) reproduces Theorem 4 in [11]. If p = 0% x = 0, C = 0, we obtain the 
inequality of Ostrowski type, 
[E(T)I = IEI (Q1; f , O)l <_ l llf'll~, 
which in turn readily gives an estimate of the Griiss type by Remark 4. 
From Lemma 1, follows the next lemma, where we make a slight modification to fit our purpose 
here. 
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LEMMA 5. (See [1,13].) Supp ose that the following quadrature rule, 
J 
1 m-1 
0 
f(t) dt = c pj.f (zj) > 
j=o 
(2.9) 
is exact for any poJynomia1 of degree 5 k - 1 for some positive integers k. For 0 < 1 < k, let 
f : [0, l] -+ R be such that its (the derivative f(‘-l) is absolutely continuous. Then, we have 
J 
1 
f(t) dt=Q(f)+E(&f), (2.10) 
0 
where 
and 
n-l m-l 
Q (f) = h c c Pj f (ti + qh) 1 
i=LJ j=o 
EI (a; f) = $ /‘go (nt) f(l) (t) dt, 
. 0 
m-1 
(2.11) 
Thanks to Lemma 5, it is possible to give the following theorem. 
THEOREM 6. Let the hypotheses of Lemma 5 be maintained. Then, we have 
I-& (0; f) 1 5 G (4) (If(‘) - c/jp, 1 < k, 
El (4) = ; I191 14. 
(2.13) 
(2.14) 
PROOF. Since (2.9) is exact for any polynomial of degree 5 k - 1 and 1 < k, so is it for any 
polynomial of degree 5 1. Lemma 5 applies. Note that gl(t) is also periodic with period 1 and 
J 
1 m-1 
0 
a (4 dt = c pj 
j=o J 
1 1 
I??1 (zj - t) dt - J Bl (t) dt = 0, 0 0 
ypjBl (zj) = 1’ Bl (t) dt, 
j=o 
(2.12) 
(2.15) 
due to (2.9), being exact for every polynomial of degree 5 1. The rest of the proof is similar to 
that of Theorem 2 with the function & replaced by gl. So, we omit the details. 
3. THE MOST INTERESTING CASES 
The most interesting cases are q = 1,2 and q = cc which are to be treated in some details. 
From Section 2, we see that the remainder terms in (2.2) and (2.11) are of the following type, 
G (Q; f) = ; J1 g (t) f(l) (q dt, 
0 
where Q stands for Ql or & and g satisfies 
J 1 g (t) dt = 0. 0 
(3.1) 
(3.2) 
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If q = 1, an estimate for (3.1) subject to (3.2) 
hi fo ~ Et (Q; f )  ---- 
where 
thus, we have 
is rather simple. As is easily verified, 
(S (') ( t ) -C )  dG( t ) ,  
/o' a (t) = g (x) dx, 
1 
hZy(G)  fq ) -C  ~ (3.3) lEt (Q; f)l < ~ 
where V~(G) is the total variation of G. Therefore, the computation of cl(1) reduces to that of 
Vol(G) for an appropriate function G. This is also true for ~l(1). 
Following the main ideas of Wang [14], we now give a result concerning the computation of 
Vo'(C). 
LEMMA 7. Let r be a positive integer and g, G be as above. Assume that G satisfies the following 
two conditions. 
1. G has finite number r + 1 zeros tl < . . .  < t~+l in [0, 1]. 
2. G has exactly one extremal point ~i in each open interval (t i ,t i+l),  i = 1, . . .  ,r. 
Then, we have 
1 r 
V(c)  -- 2 ~ IC (~dl- (3.4) 
0 i= l  
REMARK 8. The above two conditions are well satisfied in our cases. 
PROOF. The proof is essentially due to [14]. Since G(t~) = G(ti+l) -- 0 and G(t) is monotonic 
in [t~, ~i] and [~i, ti+l], respectively, it is easy to check that 
1 £ r 
V(G)  = (W(~d-G(tdl+lG(~d-a(t~+a)l) = 2 ~-~ IG'(,Cdl. 
0 i= l  i=1  
Now, Lemma 7 follows. 
If q = 2, cl(2) is seen to be easily calculated. Actually, we have for any positive integer l, 
cz (2) ---- h V ~ '  (3.5) 
since we have by formulas 23.1.12 and 23.1.15 on [15, p. 805), 
f0 1 ~ ~l- l ( l ! )2D (/!)2 B (B~(t)) 2dr = ~-~J -~ .~ = -~.  ~,1. 
Having computed ct(2), we are now to find an explicit expression for 6t(2). 
THEOREM 9. Suppose that the quadrature rule (2.9) is exact for any polynomial of degree < k -  1 
for some positive integers k and 0 < l < k. Then, the following equality is valid, 
~z(2) =h ~ (-1)z-1 
(20! ~ p~pj~2~(x, - x~) 
i , j .~O 
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PROOF.  We use a technique of [16]. Setting n -- 1, h -- 1, and 
m~l  1 
f (t) = (2z)! ~ p j~ (~J - t), 
j=0  
in (2.11), we have 
~0 
1 
(/[)2 El (Q; f )  = ( -1) '  (gl (t)) 2 dt = ( -1 )  l I[g~][.~, 
since actually, in our case, 
m--  1 
gl (t) = ~ pj~, (xj - t). 
j=O 
A straightforward computation yields 
1 m--1 
El (Q; f) = fo f  (t) dt - E PJf (zj) 
j=O 
m-1  1 
1 /o - (21)! j~o= pJ B2l (xj - t )  d t  - - -  
rr~--I 1 
- (2/)! ~ PipjB2l(xi-xj), 
i , j=O 
rn--1 rn--1 
(2z)! ~ PJ j =o i=o 
(3.7) 
which in combination with (3.7) and (2.14) proves the conclusion as desired. 
It is well known that [15, p. 804-805] or [17, p. 83] 
fo 1Bl(t) =0, B~(t)=IBl_l(t), >_1. dt l 
We also know from [17, p. 86] that if/_> 1 then the function B21-1 has only one zero 1/2in (0, 1) 
and B2l has exactly two zeros in (0, 1) which are symmetric about 1/2. These facts together with 
Lemma 7 lead to the following corollary. 
COROLLARY 10. Ill is a positive integer, then 
4h2~-1 c21-1 (1) = (2/)[ (1 - 2 -2') IB2,I, 
4h21 (3.9) 
c21 (1) - (2 /+ 1)! IB21+l (tl)[,  
where tl E (0, 1/2) is the unique zero of B2t(t). 
REMARK 11. If h -- 1 and C as in Remark 4, this corollary together with Theorem 2 yields 
Theorems 5-7 in [10], whose Theorems 9 and 10 can also be derived by first choosing different 
values of x in (2.2), summing up thus obtained formulas and then using Lemma 7. We omit 
similar details. 
PROOF. By the second equality of (3.8), we have 
fo t 1 Bz (x) dx --- ~ (Bl+l (t) - Bl+l) 
and the extremal points of Bl+l (t) -B l+ l  are the zeros of Bl(t) in (0, 1). It follows from Lemma 7 
that 
i l'B21-1(t)ldt=~2 B21(1)_B2, =~2(1-2-2Z)[B2,[, (3.10) 
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~01 IB21(t)l -- dt 
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B21(2  ) = -- (1 - 21-21) B2I. 
2 4 
2l + 1 ([B21+1 (tl)l + IB2z+l (1 - tl)l) - 21 + 1 IB2z+l (tl)[, 
since we have B21+1 = 0 and [15, p. 804], 
Bz (1 - t) = ( -1)  lBt (t). 
Now, (3.9) follows from (3.10), (3.11), and (2.4). 
(3.11) 
2hZ ~lg l+ l  (~i)[. 
ez (1) - (l + 1)! ~=1 
PROOF. It is easy to see that gl is a piecewise polynomial for l > 0 and hence has only 
finitely many zeros and extremal points. Applying Lemma 7 with g and G replaced by gl and 
-1 / ( l  + 1)gl+l, respectively, gives (3,12). 
As ~l(e~) can be found in [1] (cf., [13]), we just calculate cz(ec). 
COROLLARY 13. We have cl(oe) = h/2 and for any positive integer l, 
h2/+1 
c2L+1 (ee) = (2 /+ 1)! [B21+l (tl)[, 
(3.13) h2t 
c21 (ec) = ~ IB2zl , 
where tl e (0,1/2) is again the unique zero of B21(t). 
PROOF. It is evident 
rIB~llo~ = max IB~ (t)l. re[0,1] 
An easy computation gives maxte[o,1] ]Bl(t)J = 1/2. For I > 1, it follows from the argument 
around (3.8) that 
max IB2z+l (t)[ = max {IB2z+l (h) l ,  [B2z+l (1 - Q)[} = ]B2~+1 (tl)l 
t~[0,1] 
and 
max ]B21(t)l =max {]B2l[, B2l (1 )  }-- IB2z[ ,  
tE[0,1] 
which yield the conclusions as required. 
The above results improve or generalize those in [8-11]. We end this section with an example 
concerning Simpson's rule. 
COROLLARY 12. Suppose that the quadrature rule (2.9) is exact for any polynomial of degree 
<_ k - 1 for some positive integers k and 0 < l < k. Let gl be as in (2.12), r be a positive integer 
and ~1 < ... < ~r be the extremal points of gl+t in (0, 1). Then, we have 
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EXAMPLE 3.1• For Simpson's rule, m = 3, Xo = 0, xl = 1/2, x2 = 1, P0 = P2 = 1/6, Pl = 2/3. 
It is well known that Simpson's rule has degree of precision 3 (k = 4). A direct calculation using 
the above results gives 
1 (2/)I (1/2 - t) +/)z  ( - t ) )  , g~(t) = g /<3 ,  
and 
It is easy to check that 
It follows from (3.12), 
1( 3) 
g4(t) = ~ 2t)4 (1/2 -- t) + B4 (t) + ~B4 • 
g l (1 - t )  =( -1 )  lg l ( t ) ,  1<l<4.  
c2 (1) = 
~3 (1) = ~ 
From (3.6), follows 
hZ { (- -1) l -1 
e~(2)= 5-  (2z)! 
Therefore, (with ~l(oc) from [1], cf., [13]), 
,~ 1/2 
- -  (1+ 2 3-~z) B2z~ . 
) 
1 
I lgll lq = 6 ( l+q) f l  ' el(q)=hllgl]lq' el (1) -- ~-~, 
h 2 h 2 h 3 
~ (1) = ~,  ~ (2) - 12v~'  ~3 (1) = 576' e3 (2) = 
h h 2 h 3 
h e, (2) = ~; 
h 3 
48 lx/ f~ ' 
Theorem 6 together with ~1(2) = h/6 gives Theorems 1 and 6 in [11]. 
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