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The phase eld model is a continuum thermodynamical model and has been
widely applied to deal with multi-phase systems with complicated and time-dependent
interfaces. In this thesis, ecient numerical methods are developed to simulate the
vapor-liquid system in a rectangle or a cube using the phase eld model. The -
nite volume method constructed to simulate the continuity equation is proved to
conserve mass for two dierent kinds of boundary conditions imposed in the liquid-
vapor system. When no gravity is considered and the walls are hydrophobic with
no-slip boundary condition imposed on all walls, the initial random noise vapor-
liquid system will evolve to a stable droplet at the center and the velocity eld of
the droplet will tend to zero at equilibrium. With the same boundary conditions, the
initial system with water on the one side and vapor on the other side will also evolve
to a stable droplet at the center. While all walls are hydrophilic, a stable bubble
will be formulated at the center and the water will be attracted to the walls when
no-slip boundary condition is imposed on all walls. The nal stable state admits
one of local minimums of Helmoltz free-energy functional and thus is a physically
stable state. A lot of numerical experiments are done to verify the relation between
the static contact angle and the wettability of the at solid substrate derived from
the Young's relation by Borcia. During the simulation, we nd that this analytical
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Abstract Abstract
relation between the static contact angle and the wettability of the substrate can
be approximated by a simple linear function with very small error. Numerical ex-
periments are carried out to simulate the droplet sliding on the inclined substrate
when microgravity is imposed. With no-slip boundary condition on the top and the
substrate and the periodic condition on the lateral are imposed, the initial static
droplet on the inclined substrate will nally slide along the inclined substrate at a
constant velocity due to the balance between the tangential component of the grav-
ity force and the friction against the motion of the droplet. The numerical results
reveal that the nal stable velocity of the droplet sliding on the inclined substrate
linearly depends on the microgravity imposed when other parameters which aect
the nal stable velocity of the droplet sliding on the sloped substrate are xed. Then
the linear relation between the microgravity imposed in the liquid-vapor system and
the nal stable velocity of the droplet obtained from the numerical simulation is
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1.1 The phase eld model
The phase eld model was originally proposed by Fix(1983) [1] and Langer(1986)
[2] to solve interfacial problems and simulate interfacial dynamics in solidication.
Since its proposition, it has attracted much interest and then generalized to many
other areas, such as multi-phase systems. The phase eld model is a continuum
thermodynamical model. The key point in the interfacial dynamical system is how
to characterize the boundary conditions at the interface. The phase eld model
substitutes boundary conditions at the interface by dierential equations for the
evolution of the auxiliary eld which acts as the role of an order parameter, thus
avoiding the explicit treatment of the boundary conditions at the interface. The
phase eld model usually takes two distinct values 0 and 1 for two phases with a
smooth change between both values in the zone around the interface. For example,
for the liquid-vapor system, the density function can be used as the phase eld
function, where  t 0 denotes the vapor phase and  = 1 is the liquid phase.
The phase eld model has been successfully and widely applied to deal with ther-
modynamically multi-phase systems with complicate and time-dependent interfaces.
By introducing the phase eld, the multi-phase systems can be treated continuously
from one medium to another. The theory of the phase eld model has been carefully
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investigated in [3] and [4]. The phase eld model has been applied to a liquid-vapor
system with a deformable interface to understand the Marangoni convection and
the thermocapillary migration [21]. With the help of the phase eld variable, all the
system parameters such as thermal conductivity and viscosities can be expressed
continuously from the liquid to gas system. Therefore, the problem can be treated
similar to an entire one phase problem and the interface conditions are substituted
by some nonclassical phase eld terms in the Navier-Stokes equation. The phase
eld variable is governed by a partial dierential equation over the entire domain
and is coupled with velocity, temperature, and concentration elds. Therefore, extra
terms are included into the model equation by minimizing the free-energy functional.
The interface of two uids is captured implicitly by gradient terms of the density
and the phase eld in the Helmoltz free-energy functional of the system. They have
been extended to simulate the Marangoni migration, where a droplet placed in a
temperature gradient tends to move towards the hotter wall, i.e., attracted by hot
objects [24]. This phenomenon was discovered on an experiment by Young et al. in
1959 [23]. The phase eld model has been successfully applied to many instances
with complex structures such as those presented during dendritic growths [22] or
dynamic fraction [45]. They also have wide industrial applications such as material
processing, manufacturing, boiling, storage, and management of liquids [43].
A number of formulations of the phase eld model are based on a free energy func-
tional depending on the phase eld and a diusive eld (variational formulations).
Equations of the model are then obtained by using general relations of Statistical
Physics. Such a functional is constructed from physical considerations, but contains
a parameter or combination of parameters related to the interface width. Parame-
ters of the model are then chosen by studying the limit of the model with this width
going to zero, in such a way that one can identify this limit with the intended sharp
interface model.
The phase eld model for a liquid with its own vapor is derived in [3] and [4],
where the nonclassical phase eld term is included into the classical Navier-Stokes
2
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equation to minimize the Helmoltz free-energy functional F [] and to ensure the
shear stress balance at the droplet interface. The Helmoltz free-energy functional













C is a constant, and K is the generalized surface tension coecient. By minimizing
the Helmoltz free-energy functional (1.1), the phase eld term is introduced into the
Navier-Stokes equation. Therefore, the basic equations of the phase eld model for
the liquid with its own vapor can be written as
@
@t








where the thermodynamic pressure p = @f()
@
 f(): The detailed derivation of the
equation (1.4) for the liquid-vapor phase eld model is presented in [43] and [45].
The basic idea is that by minimizing the free-energy functional (1.1), the nonclassical
phase eld term r(r (Kr)) has to be included in the Navier-Stokes equation for
assuring the shear stress balance at the droplet interface between the liquid phase
and the vapor phase.
Compared with the phase eld method, another similar method, the so-called,
ghost uid method, was developed by Osher and his collaborators for describing
interfaces in multi-material ows [36]. In place of the phase eld function, Osher
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and his collaborators use the level set function to deal with the interface in multi-
phase systems. The zero level usually labels the location of the interface, the positive
values correspond to one uid, and the negative ones correspond to the other uid.
A ghost uid can be dened through the level set function and it has the same
pressure and velocity of the real uid but the entropy of the other one for each of
the two uids. Therefore, the interface conditions can be captured by the ghost uid
just dened. Because the ghost uids have the same entropy as the real uid which
is not replaced. The one-phase problem can be solved exactly in the same way as in
the phase led formulation. One dierence from the phase eld model in which the
interface is diuse thus allowing the diusive transport between two phases around
the interfacial region, the interface in the level set method is non-diuse [43].
1.2 The contact line and contact angle
When two immiscible uids are placed on a substrate or one kind of liquid with
its own vapor is put in a container, the line where the interface of the two uid
phases or the interface of liquid and its own vapor intersects the substrate is named
as the contact line. The contact angle is the tangent angle along the contact line
intersecting the substrate. Figure 1.1 presents an example of droplet-vapor system
and the denitions of the contact line and the contact angle are clearly illustrated
in this situation. When no-slip boundary condition is imposed and the velocity of
two uids or the liquid with its own vapor is zero, we refer to the static contact line
and static contact angle. While slip boundary conditions induce the denition of
the moving contact line and moving contact angle.
Contact line problems have wide applications, e.g., industrial emulsication, liq-
uid/liquid extraction and hydrodesulfurization of crude oil, polymer blending and
plastic production, cleaning using detergent, micro uids, etc. [10{13]. Meanwhile,
contact line problems are interesting since they have distinct mathematical and
4
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Figure 1.1: A droplet on a substrate. xA and xB are the contact lines; the tangent
along contact line xA is the contact angle at the wall, denoted as m;  ,  1, and  2
denote the uid-vapor, uid-solid, and solid-vapor interfaces, respectively.
physical features, such as singularities, hysteresis, instabilities, and competing scal-
ing regimes [5]. Therefore, modeling and simulation of contact line problems have
attracted a lot of interests and much eort has been made to research on address
these diculties. The equilibrium conguration of the static contact line was re-
searched by Laplace and Young. And the important Young's relation is proposed[12]
and the analytic relation between the static contact angle and the solid substrate
is obtained by Borcia [15]. The sharp interface model and diuse interface model
for the moving contact line problem based on thermodynamic principles are derived
by Ren [5]. Continuum models in cases of partial wetting and complete wetting
is derived for the moving contact line problem through a combination of macro-
scopic and microscopic considerations by Ren, Hu and E [16]. Ren and E have
also systematically investigated the physical processes near a moving contact line
using molecular dynamics and continuum mechanics [17]. Besides establishing phys-
ical models for moving contact line problems, a number of numerical methods have
been put forward to verify the accuracy of these models. An ecient numerical
scheme for the two phase moving contact line problem with variable density, viscos-
ity, and slip length is developed by Gao and Wang [18]. The numerical scheme is
applied for solving a coupled system of the Cahn-Hilliard and Navier-Stokes equa-
tions with the generalized Navier boundary condition [19]. A level-set method for
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two-phase ows with moving contact line and insoluble surfactant is proposed by
Xu and Ren [20], where the model consists of the Navier-Stokes equation for the
ow eld, a convection-diusion equation for the surfactant concentration, together
with the Navier boundary condition and a condition for the dynamic contact an-
gle [16]. Some other numerical methods include the front tracking method [25, 35],
the volume of uid method [31], the diuse interface method [27], the immersed
boundary method [26, 32], the boundary integral method [28, 34], the immersed in-
terface method [30,37], and so on.
1.3 Outline of the thesis
Motivated by Borcia's work, the purposes of this paper are twofold. First, nu-
merical simulation of static contact angle problems in three-dimension liquid-vapor
system is presented. To ensure the conservation of mass, nite volume method is
proposed to solve the continuity equation. Explicit nite dierence method and
Semi-implicit nite dierence method are put forward to simulate the momentum
equation. Rather than simulating the contact line problem of two dimensional case
in Borcia's paper, the static contact angle calculated in the numerical experiments
is consistent with the analytic static contact angle obtained from the following equa-
tion,
cosm =  1 + 62s   43s; (1.5)
which will be derived from the Young's relation in the following chapter according
to Borcia's work [15]. Second, numerical experiments are carried to simulate the
droplet sliding on the inclined substrate. When microgravity is imposed, the initial
static droplet on the inclined substrate will nally evolve to a stable droplet sliding
on the inclined substrate at a constant velocity. As the microgravity increases, the
nal stable velocity of the droplet will also increase. We investigate the relation
between the microgravity imposed and the nal constant velocity of the droplet
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when other parameter aecting the nal stable velocity is xed.
This thesis is organized as follows. The phase eld model for the liquid-vapor
system and the introduction to the contact line and contact angle are presented
in chapter 1. In chapter 2, we develop both explicit dierence method and semi-
implicit dierence method for the momentum equation, and nite volume method
for the continuity equation for the conservation of mass. The linear system derived
from the semi-implicit dierence method can be solved by the conjugate gradient
method. Numerical experiments are carried out to simulate the liquid-vapor system
for dierent initial conditions and boundary conditions in chapter 3. These numer-
ical results demonstrate that the numerical schemes are very ecient in simulating
the liquid-vapor system. The theoretical relation between the contact angle and the
wettability of the substrate has been presented. In chapter 3, a lot of numerical
experiments are carried out to verify the accuracy of the relation the static contact
angle and the wettability of the substrate shown in equation (3.9). Then the droplet
sliding on the inclined substrate with microgravity imposed are also simulated in
Chapter 3. After a long-time simulation, the initial static droplet will side along the
inclined substrate at a constant velocity. When other parameters aecting the nal
stable velocity of the droplet are xed, the relation between the nal stable velocity
and the microgravity is numerically investigated. The implementations of the string
method, the simplied and improved string method and the climbing string method
to the Muller potential and for the Lennard-Jones potential for the seven-atom clus-
ter model are carried out in chapter 4. The conclusions are drawn and the further




In this chapter, we will focus on developing ecient numerical methods to sim-
ulate the phase eld model for the liquid-vapor system. First, we should rewrite
the equations for the phase eld model in the dimensionless form before develop-
ing numerical methods. Since the conservation of mass is very important in this
liquid-vapor system, nite volume method are put forward to simulate the continu-
ity equation. Explicit and semi-implicit dierence methods are proposed to simulate
the momentum equation. As discussed in the numerical results, the reason why the
semi-implicit dierence method is constructed is that the explicit dierence method
demonstrates obvious oscillation and the semi-implicit dierence method can reduce
the degree of oscillation. Another advantage of the semi-implicit dierence method
is that the matrices of the linear systems derived from the semi-implicit dierence
method are sparse, positive denite and symmetric. Therefore, these linear systems
can be solved eciently and fast by the conjugate gradient method. The conjugate
gradient method will be presented in detail at the end of this chapter.
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2.1 Introduction
Numerical methods play a very important role in scientic research. Since the
solutions of partial dierential equations are not available in most cases, the nu-
merical methods which simulate the partial dierential equations can provide us a
strong support to understand the solutions of the partial dierential equations we
are interested in. When appropriate methods are applied, the numerical solutions
obtained from numerical experiments are signicantly approximate to the analytic
solutions of the partial dierential equations. The most widely used numerical meth-
ods are nite dierence method, nite volume method, nite element method and
spectral method. Usually, it is much easier to construct the nite dierence schemes
both explicit and implicit for partial dierential equations we encounter. Therefore,
the nite dierence method is widely used for its simplicity. To improve the accu-
racy and stability of the nite dierence schemes, higher-order schemes and implicit
schemes are often constructed to satisfy the requirement. When the conservation
law is required in the physical system, nite volume method is usually constructed.
In our thesis, nite volume method are constructed to simulate the continuity equa-
tion for the conservation of mass. Both explicit and semi-implicit nite dierence
methods are constructed to simulate the momentum equation. For the same initial
value, the semi-implicit dierence method converges faster to the stable droplet on
the center than the explicit nite dierence method and demonstrates less oscillation
than the explicit dierence method. Signicantly fewer iterative steps are needed
for the evolution of nal steady state using implicit dierence methods when the
same stopping criterion is used.
9
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2.2 The dimensionless equations of the phase eld
model
As discussed in chapter 1, the fundamental equations of the phase eld model in
liquid-vapor system are as follows,
@
@t




+ v  rv) =  rp+ r(r  (Kr)) +r  (()rv) +r(()r  v) + g;

















denotes the characteristic of the diuse interface and l is the
liquid kinematic viscosity. We introduce the chemical potential  = @f
@
 K: The













+ v  rv) =  Car+r  (()rv) +r(()r  v) +G; (2.1)


















Here l,v are liquid kinematic viscosity and vapor kinematic viscosity, respectively,
and l, v are liquid density and vapor density, respectively [39].
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2.3 Numerical methods for the phase eld model
Before presenting a detailed description of numerical methods, we should intro-
duce mesh into the domain we are interested in. The computational domain is a
cube in three dimensional case or a rectangular in two dimensional case. The cube
or rectangle has been equally divided in each dimension. Take the cube as an ex-
ample, there are NxNy Nz unit cells 
ijk = [xi; xi+1] [yi; yi+1] [zi; zi+1] on
the computational domain. We denote the length of the unit cell along x direction,
y direction, z direction as x, y and z, respectively.
2.3.1 Finite volume method for the continuity equation

























r  (v)dxdydzdt = 0:
By divergent theorem, we will have
Z
Aijk








(v)  nd@Aijkdt = 0;








where jAijkj is the volume of unit cell Aijk, and tn+1 = tn +t, where t is a xed










(v)  nd@Aijkdt: (2.2)
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We assume that v is piecewise constant on the surface @Aijk and use the linear
function to approximate v along the normal direction n, then we will have
Z
@Aijk
(v)  nd@Aijk = (i;j;k+1Wi;j;k+1 + i;j;kWi;j;k
2
















where v = (U; V;W ): We use piecewise constant to approximate v from tn to tn+1
and base on the approximation of
R
@Aijk
(v)  nd@Aijk in (2.3), then we can derive







































































for i = 2; :::; Nx   2; j = 2; :::; Ny   2; k = 2; :::; Nz   2: When no-slip boundary
conditions for all walls of the area is considered, i.e., v = 0 on the boundary, we











; for i = 2; ::::; Nx  2;












; for j = 2; ::::; Ny   2;












; for k = 2; ::::; Nz   2;
0; k = 1 or Nz   1:
(2.7)
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When no-slip boundary conditions are considered on the top and on the bottom and
periodic conditions are considered on the lateral, we introduce the ghost mesh so













































for i = 0; :::; Nx; j = 0; :::; Ny; k = 0; :::; Nz: Therefore, no matter which boundary
conditions are imposed, combining (2.7), (2.6), (2.5), the nite volume scheme (2.4)














Theorem 1: The nite volume scheme (2.8) for either no-slip boundary condition
for all walls or periodic boundary condition on the lateral with no-slip boundary on
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Therefore, the conservation of mass (2.9) in this case is proved.
For the periodic boundary condition on the lateral and no-slip condition on the top
and bottom, by introducing ghost mesh points, using almost the same argument as
the proof for no-slip condition at all walls, it's easy to prove (2.9). Thus, the mass
in both cases is conserved.
2.3.2 The explicit dierence method for the momentum equa-
tion
In the following, we let  = 
3
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Before constructing the dierence schemes for (2.12), it's better to rewrite (2.12) in














































































































































































































By applying the central dierence, the explicit dierence scheme of (2.13) is
15





























(Uni+1;j;k   Uni 1;j;k) +
cxy
12



















(V ni+1;j+1;k + V
n










(Uni+1;j;k   2Uni;j;k + Uni 1;j;k) + cyy(Uni;j+1;k   2Uni;j;k + Uni;j 1;k)
+ czz(U
n
i;j;k+1   2Uni;j;k + Uni;j;k 1)]:
(2.16)
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Similarly, the explicit dierence scheme of (2.14) is constructed as follows





























































(V ni;j+1;k   2V ni;j;k + V ni;j 1;k) + cxx(V ni+1;j;k   2V ni;j;k + V ni 1;j;k)
+ czz(V
n
i;j;k+1   2V ni;j;k + V ni;j;k 1)]:
(2.17)
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Similarly, the explicit dierence scheme of (2.15) is constructed as follows























































(V ni;j+1;k+1 + V
n




(W ni;j;k+1   2W ni;j;k +W ni;j;k 1) + cxx(W ni+1;j;k   2W ni;j;k +W ni 1;j;k)
+ cyy(W
n





































3   3(ni;j;k)2 + ni;j;k  
1
cxx
(ni+1;j;k   2ni;j;k + ni 1;j;k)
  1
cyy
(ni;j+1;k   2ni;j;k + ni;j 1;k) 
1
czz
(ni;j;k+1   2ni;j;k + ni;j;k 1)
(2.19)
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2.3.3 The semi-implicit dierence method for the momen-
tum equation
In the simulation, the explicit dierence method demonstrates some oscillation.
To avoid this inaccuracy, the semi-implicit method is constructed. Since the dis-
cretized matrices are symmetric and positive denite, these systems of linear equa-
tions can be eciently solved by conjugate gradient method. The semi-implicit





























































(Uni+1;j;k   Uni 1;j;k) +
cxy
12








(Uni;j+1;k   Uni;j 1;k) +
czz
4ni;j;k







(V ni+1;j+1;k + V
n





















1;ij;k+1   2Un1;ijk + Un1;ij;k 1)];
(2.20)
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(V ni+1;j;k   V ni 1;j;k) +
czz
4ni;j;k






























i;j;k+1   2V n2;i;j;k + V ni;j;k 1)];
(2.21)
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(W ni+1;jk  W ni 1;j;k) +
cyy
4ni;j;k













(V ni;j+1;k+1 + V
n















i;j+1;k   2W ni;j;k +W ni;j 1;k)] +Gi;j;kt:
(2.22)
Substitute (2.19) into (2.16), (2.17), (2.18), (2.20), (2.21) and (2.22), we get the full
dierence schemes. Imposing another boundary condition @
@n
= 0, we can easily
derive the numerical scheme of mesh points on the boundary.
When we relabel the velocity (Ui;j;k; Vi;j;k;Wi;j;k) as (Us; Vt;Wr), 0  s; t; r, equa-
tions (2.20), (2.21) and (2.22) can be rewritten as the matrix form A1U = b1,
A2V = b2 and A3W = b3; respectively, where A1;A2, and A3 are known matri-
ces. When no-slip boundary conditions are imposed on all walls, we just need to
compute (Ui;j;k; Vi;j;k;Wi;j;k), 0 < i < Nx, 0 < j < Ny, 0 < k < Nz. Therefore, we
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can relabel (Ui;j;k; Vi;j;k;Wi;j;k) as (Us; Vt;Wr) in the following way,
s = i+ (j   1)  (Nx  1) + (k   1)  (Nx  1)  (Ny   1);
t = i+ (j   1)  (Nx  1) + (k   1)  (Nx  1)  (Ny   1);
r = i+ (j   1)  (Nx  1) + (k   1)  (Nx  1)  (Ny   1);
where 1  i  Nx   1; 1  j  Ny   1; 1  k  Nz   1:
The three linear systems can be solved separately and simutaneously. The three
systems are very large when the mesh size is small in three dimensions. So MPI
parallel computing can be introduced to signicantly save time. It's easy to check
that the matricesA1;A2, andA3 are symmetric and diagonally predominant. Hence
matrices A1;A2, and A3 are invertible. There exists an unique solution in each of
the three linear systems above. It's easy to derive another nice property of matrices,
A1;A2, and A3. That is matrices A1;A2, and A3 are positive denite.
2.3.4 Standard conjugate gradient method for the semi-implicit
dierence equations
The conjugate gradient method is a very ecient algorithm for the numerical
solution of particular systems of linear equations Ax = b, namely those whose
matrix is symmetric and positive denite. The conjugate gradient method is often
implemented as an iterative algorithm, applicable to sparse systems that are too
large to be handled by a direct implementation or other direct methods such as
the Cholesky decomposition. In our linear systems from the semi-implicit schemes,
(2.20), (2.21) and (2.22). The matrices are large, sparse, symmetric and positive
denite. Thus in the practical simulation, we can apply the standard conjugate
gradient method to solve A1U = b1, A2V = b2 and A3W = b3; respectively.
The conjugate gradient method for solving Ax = b can be written succinctly in
the following way:
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Algorithm: Guess the initial "solution" x0;






xk+1 = xk + kpk
rk+1 = rk   kApk




pk+1 = rk+1 + kpk
k=k+1
end repeat
The result is xk+1.
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Contact lines and contact angles
In this chapter, numerical experiments are carried out on the droplet-vapor sys-
tem for two dierent kinds of the boundary condition. The rst kind of the boundary
condition is that the no-slip condition is imposed on all walls(i.e., v = 0) and the
density  is given accordingly on dierent walls. The second kind of the boundary
condition is that the no-slip condition is imposed only on the top and bottom of the
rectangular. And the periodic boundary condition for both the velocity v = 0 and
the denstiy s is imposed on the lateral of the rectangle or the cube. And the wet-
tability  on the top and bottom of the rectangule is dened according to dierent
examples. All numerical experiments are carried out without gravity in this rst
section of chapter. For the rst kind of the boundary condition, the wettability s
on all walls is set as s = 0:001, and the no-slip boundary condition is imposed on
all walls. After a long-time simulation, the initial random vapor system will nally
evolve to a stable droplet at the center. The vapor will surround the droplet and the
velocity eld of the system will tend to zero in the nal equilibrium state. A dier-
ent initial condition is given and numerical experiments are carried out to simulate
the evolution of the liquid-vapor system. One side of the rectangle is lled with
water and the other side is full with the vapor. Also, the rst kind of the boundary
condition is imposed in this case. When all walls of the rectangle are hydrophobic,
the water will move towards the center of the rectangle as the time goes on. And
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at equilibrium, a stable droplet will be formulated at the center of the rectangle.
The velocity of the eld will also go to zero after a suciently long-time evolution.
While all walls of the rectangle are hydrophilic and the rst kind of the boundary
condition is imposed, the almost same initial random noise liquid-vapor system will
evolve to a bubble at the center and the water will be attracted to the walls. It's
easy to interpret why we have a dierent numerical result. Since the walls of the
rectangle are hydrophobic, the water will move towards to the walls and therefore
a bubble will be formulated at the center.
In the following, we will focus on the three dimensional simulation. For the
second kind of the boundary condition mentioned above, when all walls of the cube
are hydrophobic, the initial random noise liquid-vapor system will evolve to a stable
droplet at the center and the droplet is a round ball in the three dimensional case.
The theoretical relation between the static contact angle and the wettability of the
substrate s is investigated from Young's relation by Borcia in this chapter. Then a
lot of numerical experiments are performed to verify this theoretical relation. In the
simulation, we nd that the complicate relation of the static contact angle and the
wettability of the boundary s can be well approximated by a simply linear relation.
Numerical experiments have been done to simulate the dynamic contact line
when the microgravity is introduced. Borcia has devoted a lot of eort to simu-
lating the droplet sliding on the inclined substrate when the microgravity is intro-
duced [15] in two dimensional case. He has talked about the dynamic contact angles
when the droplet nally slides along the inclined substrate, driven by the tangen-
tial force of the gravity. We don't know whether the deterministic relation of the
two kinds of dynamic contact line angles with respect to the nal stable velocity
exists. The streamlines inside and around the droplet are presented by Borcia when
the droplet evolves along the inclined substrate. Aected by the lateral periodic
boundary conditions, the streamlines of the system indicates the self-interaction of
the droplet. Borcia has found that the constant body force per unit volume, i.e., the
tangential component of the gravity force parallel to the solid surface together with
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the boundary conditions, imposes a Poiseuille-type ow. But Borcia didn't analyze
the relation between the nal stable velocity of the droplet and the microgravity
imposed. It's obvious that as the microgravity increases, the nal stable constant
velocity of the droplet will increase. When the inclined angle is xed, how to nd
the explicit expression of the nal velocity of the droplet sliding along the sloped
substrate in terms of the microgravity is an interesting topic. We will focus on
nding this relation in this chapter when the inclined angle is xed.
3.1 Introduction
Numerical methods have been developed in chapter 2. Then to test the accuracy
and stability of the proposed numerical methods, a lot of numerical experiments
are to be done in chapter 3. The purpose of this chapter is to verify the analytic
relation of the static contact angle m and the wettability s of the substrate. Many
ways have been proposed to interpret the contact lines, particularly moving contact
line problems. Much eort has been devoted to studying the contact line problems
by asymptotic analysis [38]. Many numerical methods have been put forward to
characterize the contact line problems. The numerical simulations for the contact
line phenomena are usually based on the sharp interfacial models. The interface
of the two uids along the substrate is tracked by a local moving mesh and has
zero thickness in the sharp interface method. The interface boundary conditions
are included into the discrete system of equations at the interface adjacent grid
points [42, 44, 46]. Lattice Boltzmann methods and the phase eld models provide
an alternative perspective to deal with the interface between two uids on the contact
line problems. These methods assume the interface between two uids has a nonzero
thickness and has been coupled with physical properties such as surface tension.
The lattice Boltzmann methods are kinetic methods and simulate the evolution
of multi-uid system based on a given inter-particle potential. The distributional
function is proposed to interpret the microscopic properties of the system. And
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the distributional function satises the Boltzmann equation with dierent collision
terms. To ensure the time averaged motion of the particles is consistent with the
Navier-Stokes equation, the rules governing the collisions between the particles have
been designed. The lattice Boltzmann methods have been widely researched. And
a large amount of theoretical and numerical results have demonstrate the validation
of the lattice Boltzmann methods [15].
As mentioned above, another widely used method is the phase eld model
method. Borcia has applied the phase eld model to do a large amount of re-
search and published more than ten papers about the phase eld model, such
as [9,15,21,24,39,43]. The numerical methods proposed in chapter 2 are motivated
by Borcia's work. In the following, we will focus on performing a lot of numerical
experiments to test the accuracy and stability of the numerical methods proposed
in chapter 2.
Numerical experiments have been done to simulate the static contact line prob-
lems and verify the relation between the static contact angle and the wettabilities of
the substrate in the liquid-vapor system without the gravity. The numerical results
are quite consistent with the theoretical results obtained through the thermody-
namical principle. These numerical experiments demonstrate that the numerical
methods, nite volume methods for the continuity equations, explicit and implicit
nite dierence methods, works well on the static contact line problems for the
droplet-bubble system. In the following, we focus on generalizing the numerical
methods proposed to dynamic contact line problems.
When the microgravity is introduced into the liquid-vapor system, the initial
static droplet sitting on the inclined substrate will move along the inclined substrate,
driven by the tangential component of the gravity force. The no-slip boundary
condition for the velocity is introduced on the inclined substrate of the cube and
the periodic boundary condition for the velocity and the density s is imposed on
the lateral. On the top of the cube, the no-slip boundary condition for the velocity
and the density is chosen as s = 0:001. The s is dened accordingly on the
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inclined substrate of the cube. The initial static droplet sitting on the inclined
substrate will nally evolve to a stable state with a constant velocity due to the
balance between the tangential force of the gravity and friction against the motion
of the droplet. The nal constant velocity varies as the microgravity varies on the
dierent numerical experiments. In the numerical simulation, we nd that the nal
stable constant velocity linearly depends on the microgaravity imposed when other
parameters which aect the nal stable velocity of the droplet sliding on the inclined
substrate are xed.
3.2 Numerical verication of the static contact
angle
In the following simulation, the capillary number Ca = 5:0,
v
l
= 0:6  10 3,
v
l
= 0:013 and G = 0, as chosen in [15, 39]. And the mesh size x = y = z =
0:2. First, we develop numerical codes in two dimensional case with 200 200 mesh
points. We start from an initial noise density
(x) = 0 + a;
where 0 is a constant density, a is a small number, in the simulation, taken as 0.01
and  is a uniform random variable between 0 and 1. The randomly distributed
initial density act as seeds for phase separation and in the later, the nucleation will
occur.
In the numerical experiment of Figure 3.1, the initial mean density is chosen as
0 = 0:38 and the initial velocity is chosen as v = 0. The density on the boundary is
given as s = 0:001 at all walls of the rectangular, no slip boundary condition v = 0
at all walls of the rectangle, and the static boundary condition induces @
@n
= 0 at
the walls of the rectangular. After introducing the density s on the boundary, the
numerical schemes constructed in Chapter 2 can be implemented. But no further
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investigation have been gured out to verify their well-posedness. In the following,
we will present three numerical results for droplet-vapor system under three dierent
s imposed on the boundary. As the boundary condition s = 0:001 indicates that
the walls will push away the water, from Figure 3.1, the initial random noise system











































Figure 3.1: Droplet formation in a vapor atmosphere without gravity. The initial
noise liquid-vapor system will evolve to a stable droplet at the center, at equilibrium
state. No-slip boundary condition is imposed on all walls and the wettability s is
chosen as s = 0:001:
In the following, we perform a dierent numerical example. The static boundary
condition @
@n
= 0 is also imposed in this numerical example. The density led on the
boundary is given uniformly as s = 0:001 at all the walls of the rectangular. Also,
no slip boundary condition is imposed in this example. While a dierent kind of
initial value is imposed, on the one side,   0, on the other side,   1. The initial
velocity is chosen as v = 0. Since all the walls of the rectangular push away the
water, the water will move towards the center of the rectangular. A stable droplet
will be nally formulated. Figure 3.2 presents a concrete process how the initial
one-side water mass evolves to a stable droplet on the center. From the numerical
result indicated in Figure 3.2, the water is pushed away from the boundary and
evolved to the center formulating a stable droplet. This indicates that when density
29
Chapter 3. Contact lines and contact angles 3.2 Numerical verication of the static contact angle
on the boundary is chosen as s = 0:001, the initial state with water on the one
side and the gas on the other side is not a stable state. That a perfect droplet is
formulated on the center of the rectangular is only one stable state in this case.
When the walls of the rectangle is hydrophilic, the water will be attracted to
the walls. In the following numerical experiment, this phenomenon will be fully
illustrated. The boundary density s is changed to a large number and is chosen as
s = 0:8, compared with s = 0:001 on the former two examples. No slip boundary
condition for the velocity and the static boundary condition @
@n
= 0 are imposed.
The initial density is a noise density with the mean density 0 = 0:45 and the initial
velocity is chosen as v = 0. As the walls of the rectangular is hydrophilic, the
water will move towards the boundary and be attracted to the boundary, gas will
be "pushed away" from the boundary and a stable bubble will be formulated in
this case. To avoid highly computational cost in three dimensional simulation of the
liquid-vapor system, all of numerical experiments have been done in two dimensional
case so far. One thing should be noticed that although numerical experiments are
performed only in two dimensional case, all of these numerical results can be easily
generalized to three dimensional case. Therefore, these numerical results can also
help us understand phenomena in the three dimensional world around us.
Then we focus on the droplet formation in three dimensional case. The simu-
lation on the three dimensional case can help us better illustrate the phenomena
around our real world. The mesh points are given as Nx = Ny = Nz = 80 and the
mesh size is chosen as x = y = z = 0:2. The initial noise density is chosen as
0 = 0:35 and the initial velocity is chosen as v = 0. No slip boundary condition
and the static boundary condition @
@n
= 0 are imposed in this three dimensional
example. The velocity on the boundary is chosen as v = 0 and the density on the
boundary is chosen as s = 0:001. The initial noise system will nally evolve to a
stable droplet on the center of the cubic. The velocity eld of the system will tend
to zero after a long time of simulation. This numerical result in three dimensional
case is consistent with the numerical result in the two dimensional case.
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The theory for static contact line problems can be modeled through the thermo-
dynamic equilibrium between the three phases: the liquid phase of the droplet, the
solid phase at the wall of container, and the vapor phase in the container. This has
been theoretically investigated by Borcia [15]. When the system evolves to a steady
state, the chemical potential in three phases should be equal. When the interfacial
energies are introduced, the equilibrium relation can be conveniently illustrated in
the following equation
LV cosm = SV   LS; (3.1)
where LV , SV , and LS denote the liquid-vapor interfacial energy, the vapor-solid
interfacial energy, and the liquid-water interfacial energy, respectively [15]. We
assume the isotropic density in the x, y direction, then the Helmoltz free-energy
functional (1.1) in vapor-liquid system can be rewritten as










where jAj is the area of the surface along the x-y plane. As discussed in [15].



















where f() is the free-energy density given by (1.2). By minimizing the Helmoltz
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Dene
H() = F [+  ] = jAj
Z l
v







It's easy to verify that H() dened by (3.5) is in C1(R): By using variational
principle F []

= H 0(0) = 0, since  ranges from v to l, we can easily get the

































(32s   23s): (3.8)
Substitute (3.6), (3.7), (3.8) into (3.3), we get the relation between solid substrate s
and the static contact angle m given by (3.9). With some reasonable assumptions,
the analytic formula for static contact angle m is obtained as follows,
cosm =  1 + 62s   43s: (3.9)
This equality has been carefully investigated by Borcia in [15].
In the following, we will use a number of experiments to demonstrate the accuracy
of the relation between the static contact angle m and the wettability s on the
substrate of the cube in the three dimensional case. We impose periodic boundary
conditions for the velocity eld and the density eld on the laterals of the cube. On
the top of the cube, the density is chosen as  = 0:001; on the substrate of the cube,
the density s on the boundary is chosen as dierent constants according to dierent
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numerical experiments. The velocity on the top and substrate of the cube is chosen
as zero. The initial velocity of the system is zero at every mesh point. Initially, a
stable droplet sits on the substrate of the cubic and will start to evolve. No gravity
is considered on all numerical experiments carried out in this section. After a long
time of simulation, the droplet will tend to a stable state and the velocity eld of the
system will go to zero. The density s on the boundary determine the nal static
contact angle of the droplet sitting on the substrate according to the analytical
relation between the static contact angle m and the wettability s of the substrate
obtained above.
From Figure 3.5, we can see that the substrate of the cube will favor the droplet
as the density s increases. The bigger s on the substrate of the cube is, the
smaller the static contact angle m is. To better understand this relation, we plot
the relation between numerical static contact angle and s on the substrate of the
cube, as shown on the blue line in the left of Figure 3.6. And the analytic static
contact angle related to s on the substrate, obtained by cosm =  1 + 62s   43s,
is also plotted in the same gure for the convenience of comparison. The numerical
static contact angle is quite consistent with the analytic static contact angle when
s is chosen from 0:1 to 0:9 in the left of Figure 3.6. Another criterion to analyze
the error is shown on the right one. The numerical contact angles are mapped under
cos() to compare with related  1+62s 43s. From the right one in Figure 3.6, the
numerical error is also very small. The numerical results are quite consistent with
the theoretical relation between the static contact angle and the wettability of the
substrate s. It indicates that the thermodynamical interpretation for the theory of
the static contact angle is reasonable and successful.
From the relation between analytic static contact angle and the wettability of
the substrate s as shown in the left of Figure 3.6, we can nd that the complicate
relation between m and s in (1.1) can be approximated by a linear function
m  (1  s): (3.10)
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We will compare this approximation to the analytic relation in Figure 3.7. From
the left of Figure 3.7, the approximated relation, m  (1 s), is almost coincided
with the analytic one, cosm =  1 + 62s   43s. We also compare the dierence
between cosm and cos(   s), which is plotted on the right of Figure 3.7. The
static contact angle with respect to the wettability of the substrate s on the sub-
strate of the cube is well approximated by the linear function (3.10) with very small
error.
3.3 Simulation of droplets sliding on the inclined
substrate
In the following, numerical experiments are carried out to simulate the droplet
sliding on the inclined substrate when the microgravity is introduced into the sys-
tem. The inclined angle is chosen as  = 30: The microgravity is dened according
to dierent numerical examples, from 10 5 to 10 3. The following numerical ex-
periments are implemented in the two dimensional cases. The no-slip boundary is
introduced on the top and the substrate of the rectangle. The periodic boundary
condition for the velocity and the density is imposed on the lateral of the rectan-
gle. The static boundary condition on the top and the bottom of retangle induces
@
@n
= 0. The density s on the top of the rectangle is dened as s = 0:001 and
the density s on the inclined substrate of the rectangle is chosen accordingly. The
initial condition is that a droplet sits on the inclined substrate and the velocity of
the system is zero. The motion of the droplet sliding on the inclined substrate is
driven by the tangential force of the gravity. The initial static droplet sitting on
the inclined substrate with the given wettability begins to move along the inclined
substrate. As we can see from the velocity eld of the system in the Figure 3.8(d),
the vapor speed at the top play a role as the blowing wind in the same direction with
the droplet movement. And the blowing wind at the top of the droplet induces the
rotation motion of the the droplet inside it. Therefore, we can see there are circles
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in the velocity eld as presented in the Figure 3.8(d). This kind of phenomena is
very dicult to observe from the real world experiment [15]. We can see that when
no-slip boundary condition on the substrate, periodic boundary conditions on the
lateral and microgravity are imposed, the initial static droplet will evolve to slide at
a constant velocity on the substrate in the nal equilibrium state. In the numerical
experiments done in the Figure 3.8(b), the density s is xed as s = 0:5. And the
inclined angle is xed as  = 30: The microgravity imposed in the numerical exper-
iments is dierent according to dierent numerical examples to verify the relation
between the nal stable velocity of the droplet and the microgravity imposed in the
system. From the numerical results in the Figure 3.8(b), we can see that the velocity
in the nal stable state linearly depends on the microgravity imposed.
The linear relation between the microgravity imposed in the system and the nal
stable velocity of the droplet obtained from the above numerical simulation can be
interpreted theoretically as follows. Since the no-slip boundary conditions for the
velocity are imposed on the top and the bottom of the rectangle, the friction exists
when the droplet slides along the sloped substrate. When the velocity of the droplet
is small, it is easy to know that the friction of the droplet sliding on the inclined
substrate against the motion of the droplet linearly depends on the velocity of the
droplet. When the velocity of the droplet tends to a constant in the nal equilibrium
state, the friction of the droplet sliding on the inclined substrate against the motion
of the droplet and the tangential force of the gravity will be balanced. The friction
induced by the droplet sliding on the sloped substrate is equal to the tangential force
of the microgravity. Since the friction of the droplet sliding on the sloped substrate
linearly depends on the velocity of the droplet, the relation between the nal stable
velocity of the droplet sliding on the inclined substrate and the microgravity imposed
should also be linear from the theoretical perspective when other parameters are
xed.
One thing which is worth researching is that when the droplet slides along the
inclined substrate, two dierent kinds of dynamic contact angles occur in the system.
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The rst one is the advancing dynamic contact angle in the front of the moving
droplet and the second one is the receding dynamic contact angle in the back of the
droplet. When the droplet evolves along the sloped substrate at a constant velocity,
will the two kinds of dynamical contact angles have a deterministic relation with the
density s on the inclined substrate and the inclined angle? This is an interesting
topic.
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Figure 3.2: Droplet formation with water on the one side and vapor on the other
side without gravity. No-slip boundary condition is imposed on all walls and the




































Figure 3.3: Bubble formation in a liquid-vapor atmosphere without gravity. No-
slip boundary condition is imposed on all walls and the wettability s is chosen as
s = 0:8. The initial noise vapor-liquid system will evolve to a bubble at the center
and water will be attracted to the walls at equilibrium state
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Figure 3.4: Evolution of the isosurface of  = 0:5. A stable droplet is formulated.
No-slip boundary condition is imposed on all walls and the wettability s is chosen
as s = 0:001. The initial noise liquid-vapor system will evolve to a stable droplet
at the center in three dimensional case.
Figure 3.5: The density eld at the solid walls may favor the drop to be in contact
with the solid surface. The wettability of the substrate s = 0; 0:1; 0:3; 0:5; 0:7; 0:9,
respectively. No-slip boundary condition is imposed on the top and substrate and
the periodic boundary condition for the velocity and density is imposed on the
lateral. The density s is chosen as s = 0:001 on the top.
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comparison between the analytical and numerical static contact angle















(a) The blue one shows that the function
of numerical static contact angle m with
respect to the wettability of the substrate
s. The red one is the function of the
analytic m w.r.t. s.












difference between analytic and numerical contact angle under cos(.)




(b) The blue one shows that the relation
between the cosine of numerical static
contact angle m and the wettability of
the substrate s . The red one is the co-
sine of the analytic m w.r.t. s.
Figure 3.6: The comparison between the analytic and numerical static contact angles
under two dierent kinds of criterions. The range of the wettability of the substrate
s is from 0.1 to 0.9.









Linear approximation of Young−Laplace equation















(a) The red one is the function of the an-
alytic static contact angle with respect
to the wettability of the substrate s.
The blue one is the image of the function
m = (1  s).






difference between analytic and approximate contact angle under cos(.)




(b) The red one is the cosine of the ana-
lytic static contact angle with respect to
the wettability of the substrate s. The
blue one is the cosine cosm with respect
to the wettability s on the substrate.
Figure 3.7: The comparison between the analytic and linearly approximate static
contact angles. The range of the wettability of the substrate s is from 0 to 1.0.
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(a) A droplet sliding on a inclined sub-
strate.





















Relation between mean velocity v and g
 
 
numerical experiments of v w.r.t. g
linear regression of v w.r.t. g
(b) The nal stable velocity linearly de-
pends on the microgravity imposed. The
inclined angle is xed. The no-slip bound-
ary condition is imposed on the top and
bottom and the boundary conditions for
the velocity and the density  is peri-
odic on the lateral. The wettability s
on the top of the rectangle is chosen as
s = 0:001. These numerical experiments
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(c) Droplet slides at a constant velocity
in the nal stable state.











(d) The velocity eld of the droplet on the
left side
Figure 3.8: Liquid droplet in its own vapor sliding on an inclined solid surface
under gravity eect. The wettability on the top boundary of (c) S = 0:001; The
wettability on the inclined substrate of (c)  = 0:5; the periodic boundary condition





In this chapter, we will implement the string method, the simplied and improved
string method and the climbing string method, which are proposed by Ren and his
collaborators [47, 48, 50]. The basic idea of the string method is discussed and
the algorithm of the simplied and improved string method are presented in this
chapter. The implementations of the simplied and improved string method to
Muller potential and is carried out to nd the minimal energy path(MEP). Then
the climbing string method is applied to nd saddle points on the MEP of the Muller
potential. At the end of this chapter, the climbing string method is used to nd
the saddle point on the MEP of the Lennard-Jones potential for seven-atom cluster
model.
4.1 Introduction
Dynamics of complex systems is often driven by rare but important events and
has attracted a lot of interests for many years. Well-known examples are the nucle-
ation events during phase transitions, conformational changes in macromolecules,
and chemical reactions [49]. For systems with simple energy landscapes, the object
of interest is the most probable transition path between the local minima of the
potential energy, which is often called MEP. MEP is such path along which the
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potential force is everywhere parallel to it in the conguration. Once the MEP is
obtained, transition rates can be computed using several strategies. Several numeri-
cal methods have been developed to nd the MEPs [48,54{57]. One typical method
is the nudged elastic band(NEB) method [51]. But the NEB method requires the
energy landscape is relatively smooth, which is not available in most real world
problems. The string method, and the simplied and improved string method have
been proved to be a very ecient and successful tool to nd MEPs [47, 48]. They
can be applied to nd MEPs of the energy landscape which is not smooth. Locating
saddle points on MEP is of great interest in the study of reactive processes involving
barrier crossing events. Indeed, the transition state theory asserts that these saddle
points are the dynamical bottlenecks for the transitions, thereby explaining their
mechanisms and allowing one to compute their rates. But nding saddle points on
a multidimensional potential energy surface is a challenging computational problem.
The string method can be applied to nd MEP and saddle points when when both
the initial state and the nal state of a transition are known. While in some cases,
the nal state of the transition is dicult to obtain, or even can not be found by
applying tools we have at hand. In these cases, the climbing string method can be
more eciently applied to locate saddle points [50].
4.2 The string method
The string method, the simplied and improved string method and the climbing
string method have been proved to be a very ecient tool to study the rare events
in the dynamics of complex systems. When I am doing research on the simulation
of the contact line problems, I have gotten familiar with these methods. First, we
present the basic idea for the string method. Denote by V (x) the potential energy
of the system, and let a and b be the locations of two minimas of this potential. The
MEP between a and b is a curve connecting these minima whose tangent is parallel
to the gradient of the potential force. By denition, a MEP is a curve  connecting
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a and b that satises
(rV )?() = rV ()  (rV (); ~)~ = 0 (4.1)
where (rV )? is the component of rV normal to , ~ denotes the unit tangent of
curve , and (; ) denote the inner product. The basic idea of the string method is
to nd the MEP by evolving a curve connecting a and b, under the potential force
eld. The MEP curve  can be proved to be the most probable path under the over
damped dynamics to move between a and b, crossing the barriers in-between.
We can rst use the steepest descent method to nd minimum points, a and b, of
potential energy. Then we choose an arbitrary initial string (t); t 2 [0; 1]; (0) = a
and (1) = b. And cut this string into N parts by N + 1 points:
X0 = a = (t0); X1 = (t1); : : : ; XN = b:
Next we evolve each point at special direction and length. The evolution equation
of the string can be written as
't =  (rV )?() + ~;
where the scalar eld  is a Lagrange multiplier uniquely determined by the choice
of parametrization. Therefore, the evolution of Xi, denoted by X

i is
Xi = Xi  rV ((ti)) + (rV ((ti); ~(ti))~(ti) + ~(ti): (4.2)
It's easy to check that V (Xi )  V (Xi) when the parameter  is chosen appropriately.
This indicates that each point on the string actually moves toward the minimum
of its own path. When we nish all the evolution of those N   1 points, we get
new points X1 ; X

2 ; :::; X

N 1(X0 and XN are xed). We can use spline interpolation
method to achieve a C1 string through X0; X

1 ; :::; X

N 1, then reparameterize the
new string. We nish one iteration. Continue this process until the stopping criterion
43
Chapter 4. The string method 4.2 The string method
is satised [50]. One advantage of the string method is that each point on the string
is evolved independently and therefore MPI Parallel Computing can be implemented
when the computational cost is high.
Algorithm of the simplied and improved string method
The main diculty with the string method is in the computation of the projected
force. Numerical stability requires changing the way that the tangent vector is com-
puted before and after the saddle points are crossed. To overcome these diculties,
Ren and his collaborators have proposed the simplied string method. The following
is the detailed description of the simplied and improved string method [48].
Step 1: Evolution of the images
Denote 'ni ; i = 0; :::; N , the positions of images after n iterations of the scheme, the
new set of images after step 1 is given by
'i = '
n
i  trV ('ni );
if forward Euler Method is used, or
k
(1)
i = trV ('ni );
k
(2)













































if the fourth Runge-Kutta method is used.
Step 2: Interpolation/reparametrization of the string
Parameterize the string by equal arc length. The easiest way is to choose the equal
arc-length parametrization. Given the values f'i g on a nonuniform mesh fi g,
these values are interpolated onto a uniform mesh with the same number of points.
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This can be done in the following two step.
(1), calculate the arc length corresponding to the current images, s0 = 0; si =
si 1 + k'i   'i 1k, i = 1; :::; N . The mesh fi g is then obtained by normalizing
fsig, fi g = si=sN .
(2), next we use interpolation to obtain the new points 'n+1i ; i = 0; :::; N at the
uniformly grid points i = i=N . Usually, we can use cubic interpolation or spline
interpolation to perform this step.
(3), when some error criterion is satised, stop the iteration [48].
4.3 Application of the string method
4.3.1 Implementation of the simplied and improved string
method to Muller potential
In the following, we use the simplied string method to nd the minimum energy
path of Mueller potential. The Mueller potential is given as follows:





A = ( 200; 100; 170; 15); a = ( 1; 1; 6:5; 0:7);
b = (0; 0; 11; 0:6); c = ( 10; 10; 6:5; 0:7);
x = (1; 0; 0:5; 1); y = (0; 0:5; 1:5; 1):
We choose two endpoints of the initial string randomly. One is X0 = (0:6235; 0:028),
the other is XN = ( 1; 0:5). The partition number N = 40: Figure 4.1 shows the
initial string and the MEP obtained by the simplied string method.
Figure 4.2 below shows the energy along MEP and its approximation. Notice
that we calculate the potential along the nal string obtained from the simplied
string method by computing integral of projection of rV projected on the tangent
component of the string. We also use trapezoidal method to compute the integral
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numerically. There are three local minima points and two saddle points. Moreover,
the nal string obtained by the simplied and improved string method is a good
approximation of analytic MEP. That the energy of the nal string approximates
the energy along analytic MEP indicates the simplied and improved string method
works well in this numerical example.
The climbing string method can be applied to nd saddle points around a given
minimum on a potential energy landscape using the location of this minimum as
only input [50]. And in this section, we focus on searching the saddle points using
the climbing string method. First, one endpoint of the initial string is xed, a local
minimum point X0 = (0:6235; 0:0280), the other endpoint is chosen randomly as
XN = ( 1; 0:5). As we know from the climbing string method, in the nal, one of
the endpoint of the string is saddle point. The saddle point found in this numerical
experiment is (0:2125; 0:2930). We can easily check from the following energy gure
or by theoretical ways that (0:2125; 0:2930) is the saddle point. This is illustrated
in Figure 4.3. And the energy path of the nal string is plotted and the MEP are
plotted in Figure 4.4 in this numerical example.
Second, one endpoint of the initial string is xed at another local minimum point
X0 = ( 0:0179; 0:4620), the other endpoint is XN = ( 1; 0:05). Finally, we nd
that the saddle point is ( 0:8220; 0:6243) by the climbing string method. This is
illustrated in Figure 4.5. And the energy path of the nal string is plotted and the
MEP are plotted in Figure 4.5 in this numerical example.
From the gure 4.1, there are two saddle points in the neighborhood of local
minimum X0 = ( 0:0179; 0:4620). We x this endpoint of the initial string, but
choose another endpoint of the initial string as XN = (1:0; 0:8). Then the saddle
point we nd is (0:2125; 0:2930). This indicates that dierent initial strings will
converge to dierent MEPs when the climbing string method is applied. The MEP
obtained by the climbing string method depends on the initial string chosen. This
is illustrated in Figure 4.7. And the energy path of the nal string is plotted and
the MEP are plotted in Figure 4.8 in this numerical example.
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Finally, we choose the rst endpoint of the initial string as the third local min-
imum point X0 = ( 0:5594; 1:4405), the other endpoint is XN = ( 1:5; 1:5). By
the climbing string method, we nd that the saddle point is ( 0:8220; 0:6243) by
the climbing string method. This is shown in Figure 4.9. And the energy path of
the nal string is plotted and the MEP are plotted in Figure 4.10 in this numerical
example.
4.3.2 Implementation of the climbing string method to Lennard-
Jones potential for seven-atom cluster model
In the following, We will apply the climbing string method to nd the saddle
point of the Lennard-Jones potential for seven-atom cluster model. We consider a
cluster of seven atoms in two dimensions. The atoms with mass m interact via the








)12   ( 
rij
)6);
where rij = jri   rjj, and r = (r1; r2; :::; r7): ri is the position of atom i, i = 1; :::; 7.
Let (xi; yi) denote the coordinate of atom i on the x-y plane. In the simulation, the
7-th atom is xed at (0; 0), the parameter " is set as " = 1, and the parameter  is
also set as  = 1. By applying the steepest decent method, we can nd one local
minimum as follows:
(x1; y1) = ( 2:21566327311818; 1:63336209861194);
(x2; y2) = ( 1:80946216515506; 2:10774697905791);
(x3; y3) = (1:18697555024736; 2:53197759653800);
(x4; y4) = (2:79570670689648; 0:016505030501023);
(x5; y5) = (1:12959573331113; 2:52670230323600);
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(x6; y6) = ( 1:12965329846893; 4:28522154769584);
(x7; y7) = (0:00000000000000; 0:00000000000000):
In the following, we will apply the climbing string method to the saddle point
around the minima found above. In the nal step of the climbing string method,
the saddle point is found as follows:
(x1; y1) = ( 2:39700007438660; 0:500000000000000);
(x2; y2) = ( 1:44850003719330; 2:50887565918420);
(x3; y3) = (1:44850003719330; 2:50887565918420);
(x4; y4) = (2:89700007438660; 0:000000000000000);
(x5; y5) = (1:44850003719330; 2:50887565918420);
(x6; y6) = ( 1:44850003719330; 2:50887565918420);
(x7; y7) = (0:00000000000000; 0:00000000000000):
The minima found above by the steepest decent method and saddle point of
the seven-atom cluster are plotted in Figure 4.11. And the numercial MEP of the
Lennard-Jones potential obtained by the climbing string method is compared with
along the exact MEP of the Lennard-Jones potential in Figure 4.12. From Figure
4.12, we can see that the climbing string method works quite well in nding the
saddle point of the Lennard-Jones potential for the seven-atom cluster model. And
the climbing string method tends to be a very ecient method to nd the saddle
point on the application.
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Figure 4.1: The MEP obtained by the simplied string method and the po-
tential is Mueller potential. Two endpoints of the initial string are chosen as
X0 = (0:6235; 0:028) and XN = ( 1; 0:5). Two endpoints of the nal string are
( 0:5594; 1:4405) and (0:6235; 0:0280).











Thermodynamic integration along string
Exact
Figure 4.2: Comparison between the numerical MEP obtained by simplied string
method and the exact MEP. Two endpoints of the MEP are ( 0:5594; 1:4405) and
(0:6235; 0:0280) separately.
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Figure 4.3: The MEP is obtained by the climbing string method. Two endpoints of
the initial string are X0 = (0:6235; 0:0280) and XN = ( 1; 0:5). The saddle point
found in this numerical experiment is (0:2125; 0:2930).









Thermodynamic integration along string
Exact
Figure 4.4: Comparison between the numerical MEP from one local minimum
(0:6235; 0:0280) to a saddle point (0:2125; 0:2930), obtained by climbing string
method, and the exact MEP. The red is the exact MEP and the blue one is the
numerical MEP.
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Figure 4.5: The MEP obtained by the climbing string method. Two endpoints of
the initial string are X0 = ( 0:0179; 0:4620) and XN = ( 1; 0:5). The saddle point
found in this numerical experiment is ( 0:8220; 0:6243).
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Exact
Figure 4.6: Comparison between the numerical MEP from one local minimum
( 0:0179; 0:4620) to a saddle point ( 0:8220; 0:6243), obtained by climbing string
method, and the exact MEP. The red is the exact MEP and the blue one is the
numerical MEP.
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Figure 4.7: The MEP obtained by the climbing string method. Two endpoints of
the initial string are X0 = ( 0:0179; 0:4620) and XN = (1:0; 0:8). The saddle point
found in this numerical experiment is (0:2125; 0:2930).










Thermodynamic integration along string
Exact
Figure 4.8: Comparison between the numerical MEP from one local minimum
( 0:0179; 0:4620) to a saddle point (0:2125; 0:2930), obtained by climbing string
method, and the exact MEP. The red is the exact MEP and the blue one is the
numerical MEP.
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Figure 4.9: The MEP obtained by the climbing string method. Two endpoints of
the initial string are X0 = ( 0:5594; 1:4405) and XN = ( 1:5; 1:5). The saddle
point found in this numerical experiment is ( 0:8220; 0:6243).











Thermodynamic integration along string
Exact
Figure 4.10: Comparison between the numerical MEP from one local minimum
( 0:5594; 1:4405) to a saddle point ( 0:8220; 0:6243), obtained by climbing string
method, and the exact MEP. The red is the exact MEP and the blue one is the
numerical MEP.
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(a) One of the minimas of the the
Lennard-Jones potential.













(b) One of the saddle points of the the
Lennard-Jones potential.
Figure 4.11: The minima and saddle point of the Lennard-Jones potential for seven-
atom cluster model. The saddle point is found by the climbing string method.
















Thermodynamic integration along string
Figure 4.12: Comparison between the energy path of the numerical MEP obtained
by the climbing string method. The red one is the exact MEP of the Lennard-Jones
potential and the blue one is the numerical energy path.
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Conclusions and further research
5.1 Conclusions
In this thesis, the nite volume method is constructed to solve the continuity
equation of the phase eld model in droplet-vapor system for the conservation of
mass. The conservative property of this scheme is proved in two dierent kinds
of boundary conditions. Then the explicit and semi-implicit nite dierence meth-
ods are developed to simulate the momentum equation. The initial random noise
vapor-liquid atmosphere will nally evolve to a stable droplet at the center when
the wettability of the walls is close to zero. The initial vapor-liquid system with the
vapor on the one side and the water on the other side will also formulate a stable
droplet at the center when all the walls are hydrophobic, i.e., s  0. However, when
the walls favor water, for the same initial random noise vapor-liquid atmosphere, a
bubble will nally be formulated at the center and the water will be attracted to the
walls of the rectangle. Numerical experiments are carried out to verify the relation
between the static contact angle and the wettability of the at solid substrate which
is derived from Young-Laplace equation by Borcia through applying the thermo-
dynamical principle. In the experiments of simulation, we nd that this analytic
relation can be well approximated by a linear function with very small error.
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Then we simulate the droplets sliding on the inclined substrate when the micro-
gravity is introduced and no-slip boundary condition on the top and the substrate
of the rectangle or cube and the periodic boundary condition on the lateral are
imposed. The numerical experiments show that the nal constant velocity linearly
depends on the microgravity imposed when other parameters which aect the nal
stable velocity of the droplet sliding on the inclined substrate are xed in the sys-
tem. Then the reason why the nal stable velocity of the droplet obtained from the
numerical simulation linearly depends on the microgravity has been theoretically
analyzed in the thesis.
5.2 Further research plan on moving contact line
problems
The numerical results on the verication of the static contact angles indicate that
the numerical methods constructed work well for the static contact line problems.
Based on the numerical methods constructed for the static contact line problems,
we hope to develop ecient numerical methods for the diuse interface model for
one-component uids derived by Ren and his collaborators in [5] to simulate the
moving contact line problems.
Despite a large amount of eort has been devoted to researching the boundary
condition at the moving contact line problems. This area still faces much con-
troversy. One of main diculties is that the notorious contact line singularity will
occur when the classical Navier-Stokes equation with the no-slip boundary condition
is applied to model the contact line problem. What is worse is that the contact line
singularity is a rather non-physical singularity and it results in innite energy dis-
sipation rate. The contact line singularity is not only a mathematical complication
but also representing the complex physical processes encountered near the contact
line region. To remove the singularity, much eort has been done to modify the hy-
drodynamic model. Most of these modied models postulate slip to occur between
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the uid-solid surface near the contact line. By assuming that the tangential stress
vanished near the contact line or by Navier boundary condition in which the shear
stress is proportional to the slip velocity. Another problem needed to deal with is
that the dynamic contact angle which is assumed to be xed and equal to its static
value. Although these modied models remove the singularity, their applications are
restrictive and do not shed much light on capturing the phenomena near the con-
tact line [16]. Another type of model for the contact line dynamics is the molecular
kinetic model proposed by Blake and Haynes [29]. The molecular kinetic model is
based on the rate theory of Eyring. There are two primary components about the
contact line motion in the molecular kinetic model. The rst is an activated process
between the adsorption sites on the solid surface; the second is that the contact
line motion is driven by the unbalanced Young stress. A fundamental dierence
between the hydrodynamic model and the molecular kinetic model is the way to
interpret the energy dissipation of the system. The molecular kinetic model focuses
on the non-hydrodynamic dissipation near the contact line while the hydrodynamic
model emphasize the energy loss in the bulk because of the viscous ow [16]. This
dierence induces dierent relations between the dynamic contact angle and the
contact line speed, which is not anticipated. To address this issue, combinations of
the hydrodynamic and the molecular kinetic models have been proposed by Charlot
in 2000 [33]. This proposed model considers the viscous dissipation in the bulk and
the dissipation caused by the friction at the contact line and has been successfully
revealed much about the dynamic near the contact line. The disadvantage of the
model proposed by Charlot is that it is too complicated and thus limited to the real
world application.
To overcome these diculties above, Ren and his collaborators have proposed
continuum models based on the thermodynamic principles, both macroscopic and
microscopic [5,16]. Even though the idea, based on the thermodynamical principles,
used by Ren looks simple, it is a very powerful approach and can be used for many
other related problems. A new boundary condition at the contact line for the case
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of partial wetting and the case of complete wetting has been proposed by Ren. The
simplied model for thin liquid lms of the contact line dynamics is also proposed.
Then Ren and his collaborators have derived the sharp interface models and diuse
interface models for the moving contact line.
A lot of eort has been devoted to developing numerical methods to simulate the
moving contact line problems. The combination of a splitting method based on a
pressure Poisson equation and a convex splitting method is proposed by X. Wang to
simulate the moving contact line problem with variable density and viscosity. The
physical model is based on a phase eld approach consisting of a coupled system of
the Cahn-Hilliard and Navier-Stokes equations with the generalized Navier boundary
condition. For the moving contact line with variable density and viscosity, the main
diculty is how to deal with the situation with large density and viscosity ratio. To
overcome this diculty, the splitting method based on a pressure Poisson equation
is proposed to solve the Navier-Stokes equations and a convex splitting method is
proposed to simulate the Cahn-Hilliard equation [18]. Another widely used method
is the level-set method. The basic idea of the level-set method is described as fol-
lows. A level-set method for two-phase ows with moving contact line and insoluble
surfactant is proposed by W. Q. Ren and J.J. Xu. The physical model consists
of the Navier-Stokes equation for the ow eld, a convection-diusion equation for
the surfactant concentration, together with the Navier boundary condition and a
condition for the dynamic contact angle derived by Ren. The numerical method
is based on the level-set continuum surface force method for two-phase ows with
surfactant developed by Xu et al with some cautious treatment for the boundary
conditions [52]. Three major components are contained in this numerical method.
The rst one is a ow solver for the velocity eld. The second one is a solver for the
surfactant concentration. The last one is a solver for the level-set function. In the
ow solver, the surface force is dealt with by applying the continuum surface force
model. The Navier boundary condition incorporates the unbalanced Young stress at
the moving contact line [20]. Recenlty, A nite element method has been developed
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for the continuum model derived for the dynamics of two immiscible uids with
moving contact lines and insoluble surfactants based on thermodynamic principles
by Z. Zhang, S. Xu and W. Ren. The continuum model consists of the Navier-Stokes
equations for the dynamics of the two uids and a convection-diusion equation for
the evolution of the surfactant on the uid interface. The interface condition, the
boundary condition for the slip velocity, and the condition for the dynamic contact
angle are imposed. The Stokes equation is solved using the nite element method
with unstructured elements in two dierent domains. The convection-diusion equa-
tion for the surfactant is solved by using the nite element method, on the mesh
formed by the markers on the interface [53].
By applying the diuse interface model and the phase eld model for the liquid-
vapor system, we want to further numerically investigate the diuse interface model
for one-component uid in the following research. To my best knowledge, no nu-
merical experiment has been carried out before to verify the accuracy of the diuse
interface model for liquid-vapor system. In the further research, we hope to ver-
ify that the diuse interface model for the liquid-vapor system through numerical
experiments. Some preliminary work has been done so far.
5.2.1 The diuse interface model for one-component uid
The diuse interface models have been applied to the computation of ows re-
lated to complex interface morphologies and topological changes, and have also been
used to model moving contact lines [6{9]. The boundary conditions are theoreti-
cally derived for the phase-eld models in the cases of one-component uid and
two-component uids. The one-component uid means a liquid with its own va-
por system and the two-component uids are two immiscible uids. The boundary
conditions for moving contact line models in the cases of one-component uids and
two-component uids are fully investigated in [5]. In this thesis, we mainly focus on
the simulation of moving contact line model of a liquid with its own vapor system
on solid surfaces. Before presenting the boundary condition for this system, we rst
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introduce some useful notations. The viscous stress, assumed to be linear, is
 = (rv +rvT ) + (r  v)I;
where  and  are consistent with the denitions in section 2, and I is an identity
matrix. Dene the operator
B[] = K@
@n
+ 0wf (); (5.1)
where 0wf () =  12  cos surfs sin(2) given in [16] and surfs is the contact angle on









interface prole thickness and u is a parameter related to . The viscous dissipation
Jb is given by Jb =  Mb()B[].
@
@t
+ (vs  rs) = Jb; (5.2)
where vs is the slip velocity on the boundary. The slip velocity vs on the boundary
satises the following equation
 ()vs = n  B[]rs; (5.3)
where () is the slip coecient. This model together with boundary conditions
physically means that the initial droplet on the substrate with boundary condi-
tions will nally evolve to a stable droplet where the contact angle intersecting the
substrate is equal to the given parameter surfs .
Using the same scaled variables as in [16], the dimensionless forms of (5.2.1),
(5.2.1) can be written as follows
@
@t
+ (vs  rs) = L(); (5.4)
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vs  tx =  Lstx    n+ L()rs  tx; (5.5)
vs  ty =  Lsty    n+ L()rs  ty; (5.6)
where tx, ty are tangent vectors on the substrate plane along x, y direction, respec-









)). The dimensionless parameters will
occur, Ls = lld and Vs =
d2
l
. It's easy to construct the dierence scheme for these
equations (5.4), (5.5), (5.6). We just present dierence scheme for rs at mesh








The schemes for the model equations are (2.8), (2.16), (2.17), (2.18). We impose
periodic boundary conditions on the lateral and no-slip boundary conditions with
s = 0:001 on the top of the cube. In the simulation, Vs = 5:0, " = 0:01, and Ls =
0:0038. So the system is solvable and can be implemented on computers. Several
numerical experiments are carried out to verify the diuse interface model in the
vapor-liquid system by varying surfs . But I haven't got satisfactory and reasonable
results at the moment. I am checking the reasons why these numerical experiments
are not satisfactory and reasonable. One main reason might be that the boundary
is changing for this moving contact line model. This means further techniques and
appropriate methods are needed to deal with these boundary conditions. Much
further eorts are being tried to overcome the diculty I encounter at the moment.
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