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Abstract
We develop the Batalin-Vilkovisky formalism for classical field theory on generic
globally hyperbolic spacetimes. A crucial aspect of our treatment is the incorpo-
ration of the principle of local covariance which amounts to formulate the theory
without reference to a distinguished spacetime. In particular, this allows a homo-
logical construction of the Poisson algebra of observables in classical gravity. Our
methods heavily rely on the differential geometry of configuration spaces of classical
fields.
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1 Introduction
Classical field theory is an infinite dimensional generalization of classical mechanics,
Therefore the transfer of structures like Lagrangians, Hamiltonians, Poisson brackets etc.
involve problems of infinite dimensional analysis. To a certain extent these problems can
be circumvented by exploiting the locality principle of classical field theory and using as
variables finitely many derivatives of the field at a given point. A particular elegant way
of doing this is multisymplectic analysis [52, 39, 20].
A drawback of this approach is that the connection to quantum field theory is not
easy (for an attempt see [50, 51]). Other approaches use the path integral formalism of
quantum field theory. There it is extremely difficult to arrive at rigorous results.
A new way of formulating perturbative quantum field theory which combines aspects
of canonical quantization with aspects from the path integral formalism is perturbative
algebraic quantum field theory [17, 27, 29, 28]. It inherits from the canonical approach the
emphasis on algebraic structures and from the path integral formalism the insight that all
possible field configurations have to be considered, not only those which are solutions of
the field equations. This approach goes back to old ideas of Schwinger, Stückelberg and
Bogoliubov, was made mathematically rigorous by the method of causal perturbation
theory (Epstein-Glaser renormalization) and was mainly developed in order to treat
quantum field theory on generic curved spacetimes in agreement with the principle of
general covariance. The ~ = 0 limit then is classical field theory [17] where the observables
are functionals of generic field configurations and the Poisson bracket is a functional bi-
differential operator. The general method was mainly developed on the example of a
scalar field.
A generalization to gauge theories was performed in several steps [26, 29], culmi-
nating in the work of Hollands [46] on quantization of Yang-Mills theories on curved
backgrounds. There it was observed that the Batalin-Vilkovisky formalism [6, 7, 8, 9] is
most suitable for the treatment of gauge theories.
The Batalin-Vilkovisky (BV) formalism (previously and independently introduced by
Zinn-Justin [83]) generalizes the BRST approach [10, 11]. In the literature it is also called
the antifield formalism. It is usually used as a covariant method to perform the gauge-
fixing in quantum field theory, but was also applied to other problems like analyzing
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possible deformations of the action and anomalies. For a review on BRST see [5], where
the cohomological interpretation of the antifield formalism is especially stressed. It was
already recognized in [41] (see also [42]) that the Koszul-Tate complex plays a very
important role in the antifield formalism and the methods of homological algebra can be
successfully applied. The book [41] shows also the geometrical interpretation of the BV
complex in both the Hamiltonian and the Lagrangian setting, but the mathematically
rigorous results are formulated only when the configuration space is finite dimensional. A
generalization to infinite dimensional spaces is usually achieved in the jet space formalism
[5], together with the variational bicomplex [70, 71, 72]. This formulation is sometimes
more convenient for calculation but it is hard to see the general structure behind it.
Furthermore it is usually applied only to the local functionals of the configuration fields
and in quantum field theory one needs more singular objects (see for example [17]).
Most of the mathematically rigorous versions of the BV formalism (see, e.g., [77,
35, 1]) typically use assumptions which are not satisfied by the examples of interest in
physics, e.g. that the underlying spacetime is compact (this is never true for a globally
hyperbolic spacetime), or that the field configurations of interest have compact support
(this excludes solutions of hyperbolic field equations), or spacetime is even replaced by a
finite set in order to make the path integral well defined. Moreover the formalism looks
like a formal recipe where a lot of additional structure is introduced (ghosts, antifields,. . . )
whose conceptual and mathematical status is often unclear. A more conscious approach,
with a due attention to the infinite dimensional nature of the problem was proposed in
the notes [23] but the formalism is still not complete.
In the present paper we attempt to provide a conceptually convincing and mathemat-
ically rigorous version of the BV formalism for classical field theory on globally hyperbolic
spacetimes. Our construction is based on the principle of local covariance [16]. According
to this principle one does no longer try to construct a theory on a given spacetime. In-
stead all constructions have to be performed simultaneously on all spacetimes of a given
class in a coherent way. This amounts to a functorial relation between spacetimes and
the associated Poisson algebras of observables. We hope that our formulation improves
the understanding of classical field theory (see also [18]), but our main goal is to use
it as a basis for quantum field theory, in particular for quantum gravity as proposed in
[33, 14].
2 The BV formalism for the scalar field
Before entering the more complicated realm of gauge theories, we want to illustrate the
basic structures on the example of a scalar field.
Let E(M) be the space of smooth functions on the smooth manifold M , equipped
with the locally convex topology of convergence of all derivatives, uniformly on compact
sets. Let χ : M → N be an embedding and let χ∗ be the pullback, χ∗ϕ = ϕ ◦ χ for
ϕ ∈ E(M). Then E can be understood as a contravariant functor from the category Loc
of time-oriented globally hyperbolic spacetimes and with causal isometric embeddings as
morphisms to the category Vec of locally convex vector spaces (lcvs) with continuous
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injective linear maps as arrows. The embedding χ is associated to the pullback χ∗,
Eχ = χ∗. We interpret E(M) as the space of field configurations. 1
Another functor between these categories is the functor which associates to a manifold
the space D(M) of compactly supported test functions with its standard topology. This
functor is covariant with respect to push forwards Dχ = χ∗,
χ∗f(x) =
{
f(χ−1(x)) , x ∈ χ(M),
0 , else.
The observables of the theory are functions F : E(M) → R.They are supposed to be
smooth in the following sense: For each n ∈ N and each ϕ ∈ E(M) there exists a
distributional density F (n)(ϕ) with compact support onMn. F (n)(ϕ) is symmetric under
permutations of the n arguments from M and satisfies
dn
dλn
F (ϕ+ λψ) ↾λ=0= 〈F (n)(ϕ), ψ⊗n〉 .
Moreover, the map E(M)×E(M) ∋ (ϕ,ψ) 7→ 〈F (n)(ϕ), ψ⊗n〉 is required to be continuous.
Since E(M) is a nuclear Fréchet space, this notion coincides with the standard definition
of smooth maps between locally convex vector spaces (see the Appendix A.1 for details).
The support of a function F on configuration space is defined as the set of points
x ∈M such that F depends on the field configuration in any neighbourhood of x
suppF = {x ∈M |∀ neighbourhoods U of x ∃ϕ,ψ ∈ E(M), suppψ ⊂ U (1)
such that F (ϕ+ ψ) 6= F (ϕ)} .
A very important property of functionals in the context of classical field theory is locality.
According to the standard definition it means that the functional F is of the form:
F (ϕ) =
∫
M
f(jx(ϕ)) dµ(x) ,
where f is a function on the jet space over M and jx(ϕ) = (x, ϕ(x), ∂ϕ(x), . . . ) is the jet
of ϕ at the point x. It was already recognized in [28, 17, 18] in the context of perturbative
algebraic quantum field theory that the property of locality can be reformulated using the
notion of additivity of a functional. The concept itself dates back to the works of Chacón
and Friedman [19] and even to earlier ones as seen from the survey of Rao [66]. We say
that F is additive if for all fields ϕ1, ϕ2, ϕ3 ∈ E(M) such that supp(ϕ1) ∩ supp(ϕ3) = ∅
we have:
F (ϕ1 + ϕ2 + ϕ3) = F (ϕ1 + ϕ2)− F (ϕ2) + F (ϕ2 + ϕ3) . (2)
One can show that a smooth compactly supported functional is local if it is additive and
the wave front sets of its derivatives are orthogonal to the tangent bundles of the thin
1In view of the expected properties of the path integral one might conjecture that field configurations
which are not smooth will play an important role. Fortunately this is not the case in a perturbative
framework. Since our observables are functions of field configurations, an extension to more general
configurations would mean that we had to distinguish functions which coincide on smooth configurations.
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diagonals ∆k(M)
.
=
{
(x, . . . , x) ∈Mk : x ∈M}, considered as subsets of the tangent
bundles of Mk:
WF(F (k)(ϕ)) ⊥ T∆k(M) . (3)
In particular F (1)(ϕ) is a smooth section for each fixed ϕ. This property turns out to be
crucial in the context of the BV formalism. We shall come back to it later on.
The space of compactly supported smooth local functions F : E(M)→ R is denoted
by Floc(M). The algebraic completion of Floc(M) with respect to the pointwise product
F ·G(ϕ) = F (ϕ)G(ϕ) , (4)
is a commutative algebra F(M) consisting of finite sums of finite products of local func-
tionals. We call it the algebra of multilocal functionals. F becomes a (covariant) functor
by setting Fχ(F ) = F ◦ Eχ, i.e. Fχ(F )(ϕ) = F (ϕ ◦ χ). Later we will enlarge these
algebras by admitting more singular functionals (Section 5 and Appendix A.2).
In the framework of infinite dimensional differential geometry one models manifolds
on general locally convex vector spaces. Many of the results known from the finite
dimensional case generalize to this setting. One can define vector fields, differential forms
and exterior derivative. We provide precise definitions in the Appendix A.1. For further
reference see for example [61, 56]. In particular a locally convex vector space E(M) is a
trivial manifold. General vector fields are derivations of the algebra of smooth functions
C∞(E(M)). Since we restricted our considerations to its subalgebra F(M), we have to
identify a submodule of vector fields that correspond to derivations of F(M). Moreover
we want to associate this module to M in a functorial way. These two requirements
already determine the class of vector fields we want to consider.
First we note that vector fields X on E(M) can be considered as smooth maps from
E(M) to E(M), since the tangent spaces of a vector space can naturally be identified
with the space itself. We restrict ourselves to smooth compactly supported maps X with
image in D(M). Moreover we require them to be local, i.e. X(ϕ)(x) depends only on the
jet of ϕ at the point x (for an equivalent definition of locality, involving the wave front
set condition see the Appendix A.2). Vector fields with these properties act on F(M) as
derivations,
∂XF (ϕ) := 〈F (1)(ϕ),X(ϕ)〉 . (5)
The spacetime support of a vector field X is defined in the following way:
suppX = {x ∈M |∀ neigh. U of x ∃F ∈ F(M), suppF ⊂ U such that ∂XF 6= 0
or ∃ ϕ,ψ ∈ E(M), suppψ ⊂ U such that X(ϕ+ ψ) 6= X(ϕ)} . (6)
The space of vector fields with compact support and properties mentioned above can be
algebraically completed to an F(M)-module (with respect to the pointwise product (4))
which is denoted by V(M). V becomes a (covariant) functor by setting
Vχ(X) = Dχ ◦X ◦ Eχ . (7)
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The action of vector fields on functions and the Lie bracket of vector fields can be con-
sidered as special instances of the Schouten bracket of alternating multi-vector fields. In
our case these are smooth, compactly supported maps from E(M) into Λ(D(M)), with
Λ(D(M)) =
⊕
Λn(D(M)) ,
where Λn(D(M)) is the space of compactly supported test functions on Mn which are
totally antisymmetric under permutations of arguments (with Λ0(D(M)) = R).
The alternating multi-vector fields with the regularity properties discussed above form
a graded commutative algebra ΛV(M) with respect to the product
X ∧ Y (ϕ) = X(ϕ) ∧ Y (ϕ) , (8)
where on the right hand side the wedge product is the antisymmetrized tensor product
of test functions.
The Schouten bracket is an odd graded Poisson bracket on this algebra. It maps
{·, ·} : ΛnV(M)× ΛmV(M)→ Λn+m−1V(M) ,
is graded antisymmetric, i.e.
{Y,X} = −(−1)(n−1)(m−1){X,Y } ,
and satisfies the graded Leibniz rule
{X,Y ∧ Z} = {X,Y } ∧ Z + (−1)nm{X,Z} ∧ Y , (9)
where n is the degree of Y and m the degree of Z. For X ∈ Λ1V(M) ≡ V(M) and
F ∈ Λ0V(M) ≡ F(M) it coincides with the action of X as a derivation
{X,F} = ∂XF ,
and for X,Y ∈ Λ1V(M) it coincides with the Lie bracket
∂{X,Y } = ∂X∂Y − ∂Y ∂X .
Moreover, it satisfies the graded Jacobi rule
{X, {Y,Z}} − (−1)(n−1)(m−1){Y, {X,Z}} = {{X,Y }, Z} , n = deg(X),m = deg(Y ) .
(10)
To establish the connection to the BV formalism we identify the functional derivatives
δ
δϕ(x) with the antifields ϕ
‡(x). The algebra of alternating multivector fields is then the
algebra generated by fields and antifields, and the Schouten bracket coincides with the
antibracket.
In the next step we introduce an action functional S. Since neither our spacetimes nor
the support of typical configurations are compact we cannot identify S with a function
on E(M). Instead we follow [17] and define a Lagrangian L as a natural transformation
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between the functor of test function spaces D and the functor Floc such that it satisfies
supp(LM (f)) ⊆ supp(f) and the additivity rule 2
LM (f + g + h) = LM (f + g)− LM (g) + LM (g + h) ,
for f, g, h ∈ D(M) and supp f ∩ supph = ∅. As shown in [18] this implies that LM (f)
satisfies an analogous additivity relation (2) with respect to the field. Such an additiv-
ity relation together with support properties implies that the function LM(f) is local.
The action S(L) is now defined as an equivalence class of Lagrangians [17], where two
Lagrangians L1, L2 are called equivalent L1 ∼ L2 if
supp(L1,M − L2,M )(f) ⊂ supp df , (11)
for all spacetimes M and all f ∈ D(M). This equivalence relation applies in particular
to Lagrangians differing by a total divergence.
Following [17] we discuss now the equations of motion. The Euler-Lagrange derivative
of S is a natural transformation S′ : E→ D′ defined by
〈
S′M (ϕ), h
〉
=
〈
LM (f)
(1)(ϕ), h
〉
,
with f ≡ 1 on supph. The field equation is:
S′M (ϕ) = 0 . (12)
The space of solutions ϕ is a subspace of E(M) which we denote by ES(M). In the on-shell
setting of classical field theory one is interested in the space FS(M) of multilocal func-
tionals on ES(M). This space can be understood as the quotient FS(M) = F(M)/F0(M),
where F0(M) is the space of multilocal functionals that vanish on ES(M) (on-shell).
The aim of the BV construction is to find a homological interpretation of FS(M). In
the first step we note that from (12) for every vector field X ∈ V(M) the functional
ϕ 7→ 〈S′M (ϕ),X(ϕ)〉 =: δS(X)(ϕ) ,
is an element of F0(M). Thus we obtain a mapping:
V(M)
δS−→ F(M) ,
and ImδS ⊂ F0(M). If the equation of motion is strictly hyperbolic the inclusion holds
also in the opposite direction. The proof under some technical assumptions is provided
in [18]. We say that F0(M) is generated by the equations of motion.
Assume that we are given a generalized action functional S for which this is the case.
Then we have:
FS(M) = F(M)/F0(M) = F(M)/ImδS .
2We do not require linearity since in quantum field theory the renormalization flow does not preserve
the linear structure; it respects, however, the additivity rule (see [17])
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This can be easily translated into the language of homological algebra. Consider a chain
complex:
0 −→ V(M) δS−→ F(M) → 0
1 0
(13)
The numbers below indicate the chain degrees. The 0-order homology of this complex is
equal to: F(M)/F0(M) = FS(M). This completes the first step in finding the homological
interpretation of FS(M).
In the next step we shall construct a resolution of FS(M). In homological algebra a
resolution of an algebra A is a differential graded algebra (A, δ), such that H0(δ) = A
and Hn(δ) = 0 for n > 0. We can start constructing the resolution of FS(M) from the
chain complex (13). We said before that the space of multivector fields ΛV(M) is a
graded commutative algebra with respect to the product (8). Moreover it is equipped
with the natural bracket {., .}.
Since δS(X) is just {X,LM (f)} for f ≡ 1 on suppX, for X ∈ V(M), we can extend
δS to ΛV(M) and obtain the complex:
. . . → Λ2V(M) δS−→ V(M) δS−→ F(M) → 0
2 1 0
, (14)
where δS is called the Koszul map. Now we want to calculate H1(ΛV(M), δS). First
we identify the elements of Ker(δS)V(M)→F(M). In the BV formalism they are called
symmetries. They may be interpreted as the vanishing directional derivatives of the
action,
0 = δSX(ϕ) =
〈
S′M (ϕ),X(ϕ)
〉
=: ∂X(SM )(ϕ) , (15)
for all ϕ ∈ E(M) (cf. also [73]).
A symmetryX is called trivial if it vanishes on-shell, i.e. X(ϕ) = 0 for all ϕ ∈ ES(M).
It is easy to see that (ImδS)Λ2V(M)→V(M) contains exactly the trivial symmetries, so they
don’t contribute to H1(ΛV(M), δS). We can conclude that the first homology is trivial
if the action S doesn’t possess any nontrivial local symmetries. This condition can be
formulated as follows:
X(ϕ) ⊥ S′M (ϕ) ∀ϕ ∈ E(M)⇒ X(ϕ) = 0 ∀ϕ ∈ ES(M) . (16)
Now we derive from (16) a sufficient condition for an action S to be free of nontrivial
symmetries. From 〈S′M (ϕ),X(ϕ)〉 = 0 it follows in particular that
d
dλ
∣∣∣
λ=0
〈S′M (ϕ+ λψ),X(ϕ + λψ)〉 = 0 ∀ψ ∈ E(M) .
This implies that
〈S′′M (ϕ),X(ϕ) ⊗ ψ〉+ 〈S′(ϕ),X(1)(ϕ)ψ〉 = 0 . (17)
where the second derivative S′′ of an action S ≡ S(L) is a natural transformation from
E→ D′ ⊗D′ defined by
S′′M = LM (f)
(2) on D(K)⊗D(K)
8
with any compact subset K ⊂ M and with f ≡ 1 on K. Since LM (f) is local, its
second functional derivative has support on the diagonal, so we can replace one of its
arguments by a smooth function without restrictions on the support. Moreover, locality
implies that S′′M (ϕ) is a differential operator, namely the operator defining the linearized
equation of motion around the field configuration ϕ (in general, ϕ may not be a solution
of the equation of motion.)
Now for ϕ ∈ ES(M) the second term in (17) vanishes, hence we obtain
〈S′′M (ϕ),X(ϕ) ⊗ ψ〉 = 0 ∀ψ ∈ E(M) .
This means that for all ϕ ∈ ES(M), X(ϕ) has to be a solution of the linearized equation
of motion. Since X(ϕ) ∈ Ec(M), the action S possesses no nontrivial symmetries if the
linearized equation of motion doesn’t have any nontrivial compactly supported solutions.
In particular this is the case when S′′M (ϕ) is a strictly hyperbolic differential operator.
For an action that doesn’t possess any nontrivial symmetries H1(ΛV(M), δS) = 0. By
an analogous argument one can also prove that the higher homology groups are trivial,
thus we have
H0 (ΛV(M), δS) = FS(M) ,
Hk (ΛV(M), δS) = 0, k > 0 .
Hence in this case the differential graded algebra (ΛV(M), δS) underlying (14) is a res-
olution of FS(M), called the Koszul resolution. We want to stress that in our setting
δS is not an inner derivation with respect to the antibracket. This is a major difference
with respect to other approaches and stems from the fact that the action itself is not an
element of F(M), but has to be understood as an equivalence class of natural transfor-
mation between the functors D and F. Nevertheless, locally δS can be written in terms
of inner derivations, since δS(L)X = {X,LM (f)} for f ≡ 1 on suppX, X ∈ V(M).
All the structures presented in this section can be easily generalized to the case
of vector-valued fields instead of a scalar field (see [31]). One only has to replace the
category Loc by a category of vector bundles Bndl over globally hyperbolic spacetimes.
If in addition a functor B from Loc to Bndl is given (the case of natural bundles) we
obtain again a description in terms of functors on Loc.
3 The BV formalism for the Yang-Mills theories
After presenting the basic properties of the Koszul construction on the example of a scalar
field we can move to more complicated cases. Assume that we have a configuration space
functor E and a functor M 7→ G(M) of Lie groups acting on the configuration spaces.
We denote the spaces of orbits under this action by E/G(M). Let us take a generalized
Lagrangian L : D → E which is invariant under the action of the group and such
that the initial value problem is well posed for the elements of E/G(M). This is the
case for example for Yang-Mills theories. Let (E/G)S(M) denote the space of solutions
of the equations of motion. Now we would like to find the space of functionals on
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(E/G)S(M). We refer to them as gauge invariant on-shell functionals F
inv
S (M). It would
be tempting to repeat exactly the steps of section 2 and try to construct the Koszul
resolution starting from Finv(M), the space of functions on the gauge orbits E/G(M).
The problem is that E/G(M) in general doesn’t admit neither a topological vector space
nor a manifold structure. Therefore one cannot apply the geometrical construction of
the Koszul resolution directly on E/G(M).
Instead we pass over to a cohomological description of Finv(M) as the 0th order
cohomology of the so-called Chevalley-Eilenberg cochain complex associated with the
induced action of Lie(G) on F(M). This is the graded algebra of alternating multilinear
maps:
CE(M) :=
∞⊕
k=0
Lkalt(Lie(G),F(M)) , (18)
with a differential γ, called the Chevalley-Eilenberg map [21] which is the external dif-
ferential with respect to the action of the group.
Now instead of the Koszul construction based on Finv(M) = H0(CE(M)) we at-
tempt to construct the Koszul resolution starting from the full graded differential alge-
bra CE(M). This amounts to the construction of the Batalin-Vilkoviski complex in the
context of gauge theories. Since we want to consider a continuous Chevalley-Eilenberg
cohomology, we have to specify a topology on the space of functionals. We choose the
nuclear topology τ of pointwise convergence of functionals together with their derivatives,
defined in Appendix A.2. In this section F(M) and V(M) are always equipped with this
topology.
After this brief introduction we show the details of the BV construction on the ex-
ample of Yang-Mills theories. We start this section with some geometrical preliminaries.
Then we discuss the functorial aspects of the constructions involved and we introduce
the Chevalley-Eilenberg cochain complex. Next we show that this induces a functor from
the category of spacetimes to the category of differential graded algebras. Finally we per-
form the Koszul construction on the differential graded algebra CE(M) and show that
this indeed allows us to recover the space of gauge invariant on-shell functionals FinvS (M)
as a certain cohomology class. This construction is usually called Koszul-Tate resolution.
We end this section with the discussion of the so called classical master equation. In the
standard approach this is a condition which has to be satisfied by the action functional
extended to the BV-complex. In our framework this is a condition formulated on the
level of natural transformations.
3.1 Geometrical preliminaries
Let G be a semisimple compact Lie group and g its Lie algebra. Let P
π−→ M be a
principal bundle with the fiber G. We restrict ourselves to trivial bundles in order to
have a functor from Loc to the category of principal bundles (see the remark at the end of
Section 2). Then the configuration space of the theory is E(M) = Ω1(P, g)G ∼= Ω1(M,g).
Now let χ : M → N be a causal isometric embedding. We can define a morphism from
E(N) to E(M) in a natural way by setting: Eχ(ω ⊗ a) := χ∗ω ⊗ a, where ω ∈ Ω1(M),
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a ∈ g and the pullback of a differential form is defined as: (χ∗ω)x := ωχ(x) ◦ dxχ. In
this way E becomes a contravariant functor between the categories Loc and Vec. One
can also define a covariant functor Ec by assigning to a spacetime the space of compactly
supported g-valued forms Ω1c(M,g). In this case Ecχ maps forms to their push-forwards.
We define the gauge group as the space of vertical G-equivariant compactly supported
diffeomorphisms of P :
G := {α ∈ Diffc(P )|α(p · g) = α(p) · g, π(α(p)) = π(p), ∀g ∈ G, p ∈ P} .
This space can be also characterized by G ∼= Γc(M ← (P ×G G)). For a trivial bundle P
this is just G(M) ∼= C∞c (M,G). It was shown ([62, 36, 56], see also [61, 82]) that C∞c (M,G)
can be equipped with a structure of an infinite dimensional Lie group modeled on its Lie
algebra gc(M) := C
∞
c (M,g). The exponential mapping can be defined and it induces a
local diffeomorphism at 0. Since the gauge group is just a subgroup of Diff(P ), it has a
natural action on Ω1(P, g)G by the pullback:
ρM (α)A = (α
−1)∗A, α ∈ G, A ∈ Ω1(P, g)G
The derived action of the Lie algebra gc on Ω
1(P, g)G is therefore defined as:
ρM (ξ)A
.
=
d
dt
∣∣∣
t=0
ρM (exp tξ)A =
d
dt
∣∣∣
t=0
(exp(−tξ))∗A = £ZξA = dξ + [A, ξ] , (19)
where Zξ is the fundamental vector field on P associated to ξ. ρ(ξ) can be interpreted
as a vector field on E(M) (in analogy to the definition of vector fields X ∈ V(M) in
Section 2) which associates to the field configuration A ∈ E(M) the compactly supported
configuration dξ + [A, ξ]. Clearly, ρ is a natural transformation from gc to V as may be
seen from the relation
ρN (χ∗ξ)A = χ∗(ρM (ξ)(χ∗A))
for a causal embedding χ :M → N .
Now we introduce the generalized Lagrangian LM (f) = −12
∫
M f tr(F ∧ ∗F ), where
F = dA+[A,A] is the field strength corresponding to the gauge potential A and ∗ is the
Hodge operator. Using the criterion (16) we see that this action has nontrivial symmetries
because the linearized equation of motion might possess nontrivial compactly supported
solutions. Actually these symmetries can be easily characterized. We see immediately
that for each ξ ∈ gc(M) we obtain a symmetry ρM (ξ) ∈ V(M) by the invariance of the
Lagrangian. More general symmetries may be obtained by extending ρM to an F(M)-
module map G(M) → V(M) where G(M) is the space of smooth compactly supported
multilocal functions Ξ : E(M) → gc(M) such that
⋃
ϕ∈E(M)
supp(Ξ(ϕ)) is compact. The
last condition is needed to assure that ρM (Ξ) is indeed a compactly supported vector
field according to the definition (6). Any symmetry may be obtained by a sum of a trivial
symmetry with a symmetry of the form ρM (Ξ) with Ξ ∈ G(M).
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3.2 Chevalley-Eilenberg complex
We start this section with the construction of the Chevalley-Eilenberg cochain complex
CE(M). In order to have a good behavior of this structure under the embeddings χ :M →
N , we drop the assumption of compact support of the elements of g(M) := C∞(M,g)
and require instead the linear alternating maps in (18) to be compactly supported. The
assignment of g(M) to a manifold M is a contravariant functor. It associates to a
morphism χ :M → N a map gχ acting on functions as a pullback: gχ(f ⊗a) := χ∗f ⊗a
for f ∈ C∞(N), a ∈ g.
Now instead of adapting (18), we define CE(M) to be the space of smooth compactly
supported multilocal maps C∞ml(E(M),Λg
′(M)) (the definition of multilocal vector-valued
maps is given in the appendix A.2). Here g′(M) means the strong dual of g(M) (in other
words g′(M) is the space of compactly supported distributions with values of g) We
equip CE(M) with the topology τ of pointwise convergence of functionals together with
their derivatives (see Appendix A.2). Note that CE(M) has Λkg′(M)⊗F(M) as a dense
subspace3, so our definition can be seen as a generalization of the standard one used in
finite dimensional case. The Chevalley-Eilenberg differential γM is defined on the tensor
products as:
γM : Λ
qg′(M)⊗ F(M)→ Λq+1g′(M)⊗ F(M) ,
(γMω)(ξ0, . . . , ξq)
.
=
q∑
i=0
(−1)i∂ρM (ξi)(ω(ξ0, . . . , ξˆi, . . . , ξq)) +
+
∑
i<j
(−1)i+jω
(
[ξi, ξj ], . . . , ξˆi, . . . , ξˆj, . . . , ξq
)
, (20)
and extended to the whole space CE(M) by continuity. Let dgA be the category with
differential graded algebras as objects and differential graded algebra embeddings as mor-
phisms. From the naturality of ρ and [., .] it follows that CE(M) becomes a covariant func-
tor from Loc to dgA if we set CEχ(ω) := (g′χ)k ◦ ω ◦Eχ, for ω ∈ C∞(E(M),Λkg′(M)).
The space of gauge invariant functionals is now recovered as: Finv(M) = H0(CE(M), γM ).
This is again a covariant functor.
To end this section we want to make a brief comment on the relation to the "standard"
approach. Note that we can write elements of CE formally as:
F (ϕ) =
∫
dx1 . . . dxnfa1...an(ϕ)(x1, . . . , xn)C(x1)
a1 ∧ ... ∧ C(xn)an ,
where fa1...an(ϕ) is a compactly supported distribution and C
a(x) ∈ g′ are coefficients of
the Maurer-Cartan form C on G(M). In physics one calls them the ghost fields. They can
be seen as generators of the algebra CE(M). In the present setting they appear naturally
as elements of the Chevalley-Eilenberg complex. The grading of this complex is called
the pure ghost number. We denote it by #pg.
3Since the spaces g and gc are nuclear, the projective and injective tensor products coincide (see
Appendix A.2 and [49] for details).
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3.3 Koszul-Tate resolution
In the previous section we showed that Finv(M) = H0(CE(M), γM ). Now we want
to construct FinvS (M), the space of gauge invariant on-shell functionals. Obviously we
have: FinvS (M) = H
0(CES(M), γM ), where CES(M) is the space of smooth compactly
supported multilocal on-shell functions C∞ml(ES(M),Λg
′(M)). Therefore our task now is
to find the Koszul resolution of the differential graded algebra CES(M). We shall do it by
repeating the steps of Section 2, but this time for a graded configuration space. Vector
fields are replaced with graded derivations of the algebra CE(M). We restrict ourselves
to those which are smooth compactly supported (as derivations, i.e. in the sense of (6))
multilocal maps
E(M)→ Λg′(M)⊗̂ (Ec(M)⊕ gc(M)) . (21)
A pair (X, ξ) : E(M)→ Ec(M)⊕ gc(M) acts on CE(M) in the following way:
(∂(X,ξ)F )(ϕ) := (∂XF )(ϕ) + iξ(ϕ)F (ϕ) , (22)
where iξ(ϕ) is the interior product, i.e. the insertion of ξ(ϕ) ∈ gc(M) into Λg′. The first
term on the right hand side of (22) is an even and the second one an odd derivation.
The action of a general derivation of the form (21) can be now defined by imposing the
graded distributive rule. The space of such derivations is denoted by Der(CE(M)). Note
that it contains in particular V(M) and G(M). We extend the grading #pg of CE(M)
to a grading #gh (called total ghost number) on Der(CE(M)) ⊕ CE(M) by
#gh = #pg−#af
The antifield number #af = 1 is assigned to the vector fields (Ec(M)-valued functions),
the antifield number #af = 2 to the elements of G(M) (gc(M)-valued functions), whereas
elements of CE(M) have #af = 0. The graded commutator [., .] on Der(CE(M)) and the
evaluation of a derivation on an element of CE(M) are special instances of the Schouten
bracket {., .} on Der(CE(M)) ⊕ CE(M), equipped with the grading #gh. Like in the
scalar case, this structure is called the antibracket.
Using the fact that we restricted ourselves to derivations with compact support,
one can show that Der(CE) is a covariant functor from Loc to Vec. The Chevalley-
Eilenberg differential γM itself is not an element of Der(CE(M)), since it is not compactly
supported. Compare this with a similar situation encountered in Section 2 when we
showed that δS is not an inner derivation with respect to the antibracket. The differential
γM can be decomposed as a sum of two derivations γM = γ
(0)
M + γ
(1)
M , where:
(γ
(0)
M F )(ξ)
.
= ∂ρM (ξ)F, F ∈ F(M), ξ ∈ g(M) , (23)
(γ
(1)
M ω)(ξ1, ξ2)
.
= −ω([ξ1, ξ2]), ω ∈ g′(M), ξ1, ξ2 ∈ g(M)
and γ
(0)
M , γ
(1)
M are extended to the whole space CE(M) by requiring the graded Leibniz
rule. Although γM is not inner with respect to {., .} we can consider a following family
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of mappings θM from D(M) to Der(CE)(M)
(θ
(0)
M (f)F )(ξ)
.
= ∂fρM (ξ)F, F ∈ F(M), ξ ∈ g(M) ,
(θ
(1)
M (f)ω)(ξ1, ξ2)
.
= ω(f [ξ1, ξ2]), ω ∈ g′(M), ξ1, ξ2 ∈ g(M) ,
where f ∈ D(M) is a test function and the multiplication with elements of Ec(M) and
g(M) is defined pointwise. It follows now that {ω, θM (f)} = γM (ω) if supp(ω) ⊂ f−1(1),
ω ∈ CE(M). From the fact that the Lie-algebra action is local it follows that θ constructed
in this way is a natural transformation between the functors D and Der(CE). One sees
immediately the analogy with the generalized Lagrangians. We can now introduce a
differential s on the CE(M)-module (Der(CE)⊕ CE)(M) by the following definition:
sF = {F,LM (f) + θM (f)} , (24)
where f ≡ 1 on suppF , F ∈ (Der(CE) ⊕ CE)(M). The graded differential module
((Der(CE)⊕CE)(M), s) can be extended to a graded differential algebra by adding sym-
metric powers of even elements and antisymmetric powers of odd elements. The resulting
structure is called the Batalin-Vilkovisky complex BV(M). It is the space of smooth
compactly supported multilocal mappings
BV(M) = C∞mc(E(M),A(M)) , (25)
where we denoted A(M) := ΛEc(M)⊗̂S•gc(M)⊗̂Λg′(M). This graded algebra can be
explicitly characterized as a space of distributional sections of a certain vector bundle
over M (see the Appendix A.2 for details).
The map s defined in (24) can be extended to a graded differential on BV(M) by
means of the graded Leibniz rule. The grading of BV(M) by the antifield number #af is
compatible with the product, but not with the antibracket. Also the differential s is not
homogeneous with respect to this grading. We can now expand the differential s with
respect to the antifield number. The expansion has two terms: s = s(−1) + s(0), which
can be identified as follows:
• s(−1) is the Koszul-Tate differential providing the resolution of CES(M),
• s(0) is the Chevalley-Eilenberg differential on CES(M).
This results in the following bicomplex structure4:
. . .
s(−1)−−−−→ (Λ2V⊕G) s(−1)−−−−→ V s(−1)−−−−→ F s(−1)−−−−→ 0ys(0) ys(0) ys(0)
. . .
s(−1)−−−−→ C∞ml
(
E, (Λ2Ec ⊕ gc)⊗̂g′
) s(−1)−−−−→ C∞ml(E,Ec⊗̂g′) s(−1)−−−−→ C∞ml(E, g′) s(−1)−−−−→ 0
4We omit the dependency on M , since all the maps are natural and can be written on the level of
functors.
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The first row of this bicomplex corresponds to the resolution of FS(M). This can be
easily seen, since s(−1) on G(M) is just ρM and Im(ρM )G(M)→V(M) = Ker(δS)V(M)→F(M).
Moreover one can prove that F0(M) in case of Yang-Mills theories is also generated by
the equations of motion5, i.e. F0(M) = Im(δS)V(M)→F(M). Explicitly the first row of the
bicomplex can be written as:
. . .→ Λ2V⊕G δS⊕ρ−−−→ V δS−→ F→ 0
One can check that the 0-order homology of this complex is just FS(M) and the higher
homology groups are trivial.
Since (BV(M), s(−1)) is a resolution we can use a standard result in homological
algebra 6 and write the cohomology groups of s in the form:
Hk(BV(M), s) = Hk(H0(BV(M), s
(−1)), s(0))
Because H0(BV(M), s
(−1)) = CES(M) we have in particular:
H0(BV(M), s) = H0(CES(M), s
(0)) = FinvS (M)
This shows that we can recover the information on gauge invariant on-shell functionals
from the graded differential algebra (BV(M), s). Moreover, since all the steps were done
in the covariant way, we conclude that BV can be made into a functor from Loc to dgA.
3.4 Classical master equation
Finally we want to comment on one more aspect of the BV-construction, namely the
classical master equation. In our setting this has to be understood on the level of natural
transformations. First recall that the generalized Lagrangians are natural transforma-
tions between the functors D and Floc. In the BV construction we extended the space of
functionals F(M) to the BV complex BV(M). Let BVloc(M) denote the linear subspace
of BV(M) consisting of functionals that are local with respect to all the variables7. We
can generalize the notion of a Lagrangian to a natural transformation between the func-
tors D and BVloc. Let Nat(D,BVloc) denote the set of natural transformations
8. Since
we want to include also products of local functions in our discussion, a structure more
general than Nat(D,BVloc) is needed. Let D
k be a functor from the category Loc to the
product category Veck, that assigns to a manifold M a k-fold product of the test section
spaces D(M) × . . . ×D(M). Let Nat(Dk,BVloc) denote the set of natural transforma-
tions from Dk to BVloc. We define extended Lagrangians L ∈ Lgr to be elements of the
space
⊕∞
k=0Nat(D
k,BVloc) satisfying: supp(LM (f1, ..., fn)) ⊆ suppf1∪ ...∪ suppfn and
5For local functionals this was shown within the jet bundle formalism for example in [5]. This result
can be generalized to more singular functionals, like the microcausal ones, by taking the sequential
completion. See appendix A.2 for details on the topology.
6See [41] and references therein for the review and [68, 80, 30] for the mathematical details.
7The definition of locality for the elements of CE(M) and BV(M) is given in the Appendix A.2.
8It was shown in [31] that this is indeed a small set.
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the additivity rule in each argument. We can introduce on Lgr an equivalence relation
similar to (11). We say that L1 ∼ L2, L1, L2 ∈ Nat(Dk,BVloc) if:
supp((L1−L2)M (f1, ..., fk)) ⊂ supp(df1)∪ ...∪ supp(dfk), ∀f1, ..., fk ∈ Dk(M) (26)
The natural transformation Lext := L+ θ is an example of a generalized Lagrangian in
Lgr. We call the corresponding equivalence class Sext the extended action. As noted
before sF = {F,LextM (f)}, for f ≡ 1 on the support of F , F ∈ BV(M). To make a
contact with the standard approach we shall write Lext explicitly:
LextM (f) = −
1
2
∫
M
ftr(F∧∗F )+
∫
M
f
(
dC+
1
2
[A,C]
)I
µ
(x)
δ
δAIµ(x)
+
1
2
∫
M
f [C,C]I(x)
δ
δCI(x)
.
This is the standard extension of the Yang-Mills action in the BV-formalism. The an-
tibracket can be lifted to a bracket on Lgr by the definition:
{L1, L2}M (f1, ..., fp+q) = 1
p!q!
∑
π∈Pp+q
{L1M (fπ(1), ..., fπ(p)), L2M (fπ(p+1), ..., fπ(p+q))} ,
(27)
where Pp+q denotes the permutation group. The lifted antibracket is again graded an-
tisymmetric and satisfies the graded Jacobi identity (10). It will be shown in section
6.2 that if we extend Lgr to a graded algebra, (27) satisfies also the Leibniz rule and is
therefore a graded Poisson bracket.
The classical master equation extended to the natural transformations (ECME) can
now be formulated as:
{Lext, Lext} ∼ 0 , (28)
with the equivalence relation defined in (26). It guarantees the nilpotency of s defined
by sF = {F,LextM (f)}, where f ≡ 1 on suppF , F ∈ BV(M).
4 Gauge fixing
From the physical point of view, the BV-complex is an important structure since it makes
it possible to perform gauge-fixing in the systematic way in the Lagrangian formalism.
This point is usually not addressed in the mathematical literature, since the gauge fixing
procedure involves some amount of arbitrariness. In physics one fixes the gauge to
introduce the dynamical Poisson structure on the algebra of gauge invariant observables.
This is the so called Peierls bracket [64, 57]. In the BRST-formalism one introduces a
Peierls bracket first on the extended algebra and then shows that it is also well defined
on the cohomology classes. This can be done systematically with the help of the Batalin
Vilkovisky complex. In the BV framework gauge fixing means eliminating the antifields
by setting them equal to some functions of fields [7, 42, 41, 1].
The gauge fixing is usually done in two steps. First one performs a transformation
of BV(M), that leaves the antibracket {., .} invariant. This provides us with the new
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extended action S˜ext and a new differential s˜. Since the transformation leaves the an-
tibracket invariant, we have an isomorphism of the cohomology classes H0(BV(M), s) ∼=
H0(BV(M), s˜). In the second step we want to set the antifields to 0. This can be done
in a systematic way by introducing a new grading on (BV(M), the so called total anti-
field number #ta. It has value 0 on fields and value 1 on all antifields. Next we expand
the differential s˜ with respect to this new grading: s˜ = δg + γg + . . . (for Yang-Mills
theories this expansion has only two terms). From the nilpotency of s˜ it follows that
δg is a differential and γg is a differential modulo δg. Moreover δg can be interpreted
as the Koszul map corresponding to the so called "gauge-fixed action" Sg. We have to
choose the canonical transformation of BV(M) in such a way that this extended action
doesn’t have nontrivial symmetries. In this case the Koszul map δg provides a resolution
and using the main theorem of homological perturbation theory [41, 4] one can conclude
that:
H0(BV(M), s˜) = H0(H0(BV(M), δ
g), γg) . (29)
The r.h.s of (29) is called the gauge-fixed cohomology. It was discussed in details in [4].
It was argued in [41, 4] that we can view H0(BV(M), δ
g) as the Koszul-Tate resolution
for the action S˜ext where antifields are set to 0.
4.1 Nonminimal sector
We describe now the above procedure in details on the example of Yang-Mills theories.
There is one more remark that has to be made at this point. To implement the usual
gauge fixing (for example the Lorenz one) we need first to introduce Lagrange multipliers.
In the spirit of classical Lagrangian field theory, these are auxiliary, non-physical fields,
that have to be eliminated at the end by performing a quotient of the field algebra. In
the homological framework we have to introduce them in a way, that would not change
the cohomology classes of s. The natural way to do it is to extend BV(M) by so called
contractible pairs.
Two elements a, b of the cochain complex with a differential d form a contractible
pair if a = db and a 6= 0. Let a be of degree n and b of degree n − 1. Since Hn(d) =
Ker(dn)/Im(dn−1), a and b are mapped to the trivial elements [0] of the cohomology
classes. This observation provides us with a method to add Lagrange multipliers to the
BV-complex. For concreteness we take the Lorenz gauge G(A) = ∗−1d∗A, where ∗ denotes
the Hodge dual and G is a map from E(M) to C∞(M,g). This suggests that the Lagrange
multipliers (also called Nakanishi-Lautrup fields) should be elements of C∞(M,g′) which
we can also identify with C∞(M,g) because of the duality on g. Therefore we extend the
BV-complex by tensoring with the space: S•g′(M), which is interpreted as functionals of
the Lagrange multipliers and have grade #gh = 0. Together with this space we introduce
the space Λg′(M) =
∞⊕
k=0
Λkg′(M). These are the functionals of the so called antighosts
and have #gh = −k. They form trivial pairs with Nakanishi-Lautrup fields if we define:
sF = 0, and sG = ΠG ◦ mi for F ∈ S1g′(M), G ∈ Λ1g′(M), where Π denotes the
grade shift by +1 and mi the multiplication of the argument by i. The last operation
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is just a convention used in physics to make antighosts hermitian. We use it to stay
consistent with the literature. Together with antighosts and Nakanishi-Lautrup fields we
can introduce the corresponding antifields (derivations of S•g′(M) and Λg′(M)). The
full nonminimal sector is of the form:
Nm(M) = Λg′[−1]⊗̂S•g′(M)[0]⊗̂S•gc(M)[0]⊗̂Λgc[−1] ,
where we indicated the grades explicitly in brackets. The new BV-complex BVn(M)
consists of compactly supported multilocal maps C∞ml(E(M),Nm(M)⊗̂A(M)) with the
BV-differential s defined above. It can be seen that sF = {F,Lext(f)}, where f ≡ 1 on
suppF , F ∈ BVn(M) and the extended Lagrangian is now:
LextM (f) = −
1
2
∫
M
ftr(F ∧ ∗F ) +
∫
M
f
(
dC +
1
2
[A,C]
)I
µ
(x)
δ
δAIµ(x)
+
+
1
2
∫
M
f [C,C]I(x)
δ
δCI(x)
− i
∫
M
fBI(x)
δ
δC¯I (x)
. (30)
The last term corresponds to the action of s on the non-minimal sector and we used the
traditional notation B for Nakanishi-Lautrup fields and C¯ for the antighosts9.
4.2 Gauge fixing for the Yang-Mills theory
Now we turn back to the gauge-fixing. Let ψ ∈ BVn(M) be a fixed algebra element
of degree #gh = −1 and #af = 0. Using ψ we define a linear transformation αψ on
BVn(M) by
αψ(X) :=
∞∑
n=0
1
n!
{ψ, . . . , {ψ︸ ︷︷ ︸
n
,X} . . . } , (31)
The antibracket with ψ preserves the ghost number #gh and lowers the antifield number
#af by 1. Hence the sum in (31) is finite and αψ preserves the grading with respect
to the ghost number. Moreover, it preserves as well the product (as a consequence of
the Leibniz rule for the Schouten bracket) as well as the Schouten bracket itself (as a
consequence of the Jacobi identity).
Let now Ψ be a natural transformation from D to BVn such that ΨM (f) satisfies
the conditions which were stated on ψ above. Ψ is called the gauge fixing fermion. We
define an automorphism on BVn(M) by
αΨM (X) = αΨM (f)(X), X ∈BVn(M)
9Expression (30) is a little bit formal. We can make it precise if we treat BI(x) as an evaluation
functional on the space of Lagrange multipliers g(M), i.e. BI(x) ∈ S1g′(M). In this sense elements of
S•g′(M) can be seen as integrals F =
∫
dx1...dxnfa1...an(x1, ..., xn)B
a1(x1) ⊗ ... ⊗ B
an(xn). Similarly
we can write G ∈ Λg′(M) as G =
∫
dx1...dxnga1...an(x1, ..., xn)C¯
a1(x1) ∧ ... ∧ C¯
an(xn), for evaluation
functional C¯an(xn). Then the action of s on the non-minimal sector can be written as: sB
I(x) = 0,
sC¯I(x) = iBI(x). The factor i is only a convention. If we identify δ
δC¯I (x)
with the derivation that acts
on Λgc(M) as the left derivative (see [67] for the detailed discussion), we arrive at the expression (30).
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where f ≡ 1 on the support of X.
Let L˜ext = αΨ ◦ Lext be the transformed generalized Lagrangian. We define a new
BV-operator as s˜F := {F, L˜extM (f)}, for f ≡ 1 on suppF , F ∈ BVn(M) . We have:
FinvS (M)
∼= H0(BVn(M), s˜) ,
where the isomorphism is given by means of αΨ.
For the Lorenz gauge we choose the gauge-fixing fermion of the form:
ΨM (f) = i
∫
M
f
(α
2
κ(C¯, B) +
〈
C¯, ∗d ∗A〉
g
)
dvolM , (32)
where κ is the Killing form on the Lie algebra g and 〈., .〉g is the dual pairing between g
and g′.
In the second step of the gauge fixing procedure we expand the differential s˜ with
respect to the total antifield number: s˜ = δg + γg, where δg lowers #ta by 1 and γg
preserves it. Let X ∈ BVn be a derivation of total antifield number #ta = 1. The
action of δg on X is given by:
δgX = {X, L˜extM (f)}
∣∣∣
#ta=0
terms
= {X,LgM (f)}, f ≡ 1 on suppX , (33)
where Lg is the so called gauge-fixed Lagrangian and is obtained from L˜ by putting all
antifields to 0. The corresponding equivalence class Sg is the gauge-fixed action. The
ideal of BVn(M) generated by all terms of the form (33) is the graded counterpart of the
ideal of F(M) generated by the equations of motion. In the next section we shall see that
one can introduce a notion of a derivative on BVn(M) which makes this correspondence
precise. In this sense the 0-order homology of δg is the algebra of on-shell functions for
the gauge-fixed action Sg. For Yang-Mills theory the gauge-fixed Lagrangian reads:
LgM (f) = SM(f) + γ
gΨM (f) .
In case of the Lorenz gauge we obtain:
LgM (f) = −
1
2
∫
M
ftr(F∧∗F )−i
∫
M
ftr[dC¯, ∗DC]−
∫
M
f
(α
2
κ(B,B) + 〈B, ∗−1d ∗A〉g
)
dvolM .
(34)
The differential γg is called the gauge-fixed BRST differential. The action of the
gauge-fixed BRST differential on the functions in BVn(M) is summarized in the table
below.
γg
F ∈ F(M) 〈F (1), dC + [., C]〉
C −12 [C,C]
B 0
C¯ iB
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5 Peierls bracket
We come finally to the discussion of the dynamical structure. As already mentioned
in Section 4, we first need to fix the gauge, before we can define the Peierls bracket,
that implements the dynamics. As discussed in Appendix A.2 the space of multilocal
functionals is not closed under the Peierls bracket. To fix this we replace it by the space of
the space Fmc(M) of microcausal functionals, equipped with the topology τΞ, described in
Appendix A.2. Multilocal functionals are dense in Fmc(M) with respect to this topology.
Using this space as a starting point one can repeat the construction of the BV-complex
given in section 3.3 with some technical changes discussed in Appendix A.2. The elements
of BV(M) are now microcausal vector-valued functions10: BV(M) = C∞mc(E(M),A).
For Yang-Mills theory in the BV complex extended by the nonminimal sector A is of the
form:
A =
∞∏
k,l,m=0
Γ′Ξn(M
n, Skg ⊗ Λlg ⊗ Λmg ⊗ Antifields), k + l +m = n .
In the above formula Ξn denotes the open cone {(x1, ..., xn, k1, ...kn)|(k1, ...kn) /∈ (V n+ ∪
V
n
−)} and for a finite dimensional vector space Wn, Γ′Ξn(Mn,Wn) is the subspace of
Γ′(Mn,Wn) consisting of distributions with wave front set contained in the open cone
Ξn. The first three factors in the space Wn correspond accordingly to the Lagrange
multipliers, antighosts and ghosts. The subsequent factors are the antifields.
The fact that gauge fixing is possible implies that if we keep all the unphysical fields
with fixed values, then the initial value problem is well posed for the physical fields.
This is however not enough. Since the differential δg is the Koszul map for the gauge
fixed action, we should understand the equations of motion as equations for the full
field multiplet with the auxiliary fields included. The functional derivative of a function
F ∈ C∞mc(E(M),A) at the point A0 ∈ E(M) is an A-valued distribution: F (1)A (A0) :=
δF
δA (A0) ∈ E′(M)⊗̂A. The details on the involved topologies are given in Appendix A.2.
The derivatives with respect to the odd variables are defined pointwise. For example for
the functions of ghost fields we have: F
(1)
C (A0) :=
(
F (A0)
)(1)
C
, F (A0) ∈ A, where the
derivative on the graded algebra A is defined as in [67]:
F (1)(a)[h] := F (h ∧ a) F ∈ Λpg′(M), a ∈ Λp−1g(M), h ∈ g(M) p > 0 (35)
Note that F
(1)
C (A0) ∈ g′(M)⊗̂A(M). Now to implement the equations of motion we take
the quotient of BV(M) by the ideal generated by graded functions of the form:
A0 7→ 〈Sg(1)α (A0), β(A0)〉 , (36)
where A0 ∈ E(M), α is A,B,C or C¯ and β(A0) is the appropriate test section. Note that
in the graded case, when Sg is of degree higher than 1 in anticommuting variables, we
10The notion of microcausal C-valued functionals was introduced in [15], see also [17, 18]. For the
definition of microcausal elements of the BV-complex see Appendix A.2.
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don’t have an interpretation of the equations of motion as equations on the configuration
space. Instead the algebraic definition on the level of functionals can still be applied [67].
We can compare this situation to the purely bosonic case, when we had to show that the
ideal F0(M) is generated by the equations of motion for a given action functional. In the
fermionic case we reason in the opposite direction and define this ideal as generated by
the elements of the form (36). Equivalently we can say that it is the image of the map
δg acting on #ta = 1-grade derivations, so the on-shell functionals for the action Sg are
indeed characterized by H0(A(M), δ
g).
We conclude that after the gauge fixing the full dynamics is described by the action
Sg and therefore this generalized Lagrangian is the starting point for the construction of
the Peierls bracket. The off-shell formalism [28, 29] is to be understood with respect to
Sg and going on-shell means taking the quotient by the ideal generated by the equations
of motion. The construction of the Peierls bracket is a straightforward generalization
of the construction done in the scalar case [17, 18]. The only subtle point is the grad-
ing. We discussed the general case of Peierls bracket for anticommuting fields in [67].
All the distributional operations have to be generalized to distributions with values in
a graded algebra. This can be easily done, because we equipped A(M) with a nuclear,
sequentially complete topology. The distributional operations like convolution, contrac-
tion and pointwise product generalized to the A(M)-valued distributions are now graded
commutative (see the Appendix A.3 and [67] for details). As in the case of R-valued
distributions, the pointwise product is well defined only when the sum of the wave front
sets of the arguments does not intersect the zero section of the cotangent bundle. We
point out that the use of A(M)-valued distributions already accounts for the grading, so
there is no need to introduce additional Grassman algebras by hand.
Since Sg has at most quadratic terms with respect to the anticommuting variables, its
second derivative can be again treated as an operator on the extended configuration space
[67]. To construct the Peierls bracket we need this operator to be strictly hyperbolic.
Therefore we need to find a gauge fixing Fermion which makes the linearized equations of
motion of Sg into a strictly hyperbolic system in variables A,B,C and C¯. The existence
of such a Fermion in a general case is an open question. In case of Yang-Mills theory
it suffices to take the Lorenz gauge with Ψ given by (32). Taking the first functional
derivative of Sg results in a following system of equations11:
∗−1 D∗F = ∗−1D∗DA = −dB − i[dC¯, C] , (37)
∗−1d∗A+ αB = 0 , (38)
∗−1d∗DC = 0 ,
∗−1D∗dC¯ = 0 ,
where Dω = D+ [A,ω] denotes the covariant derivative. Acting with ∗−1D∗ on equation
11These equations should be understood as relations in the algebra A(M), that we have to quotient
out. For example (37) means that we quotient out the ideal generated (in the algebraic and topological
sense) by evaluation functionals (∗−1D∗F − dB − i[dC¯, C])Iµ(x).
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(37) we obtain an evolution equation for B:
∗−1D ∗ dB = −i ∗ [dC¯, ∗DC] .
For every field from configuration space the second variational derivative of (34) is an
integral kernel of a normal hyperbolic differential operator. Indeed, in the linearized
system of equations the only terms containing second derivatives in (37) are of the form
∗−1d ∗ dA = A − d ∗−1 d ∗ A. From the gauge fixing condition (38) it follows that
∗−1d∗A = −αB and therefore the only contributions containing the second derivatives are
of the form φα, where φα = A,C, C¯ or B. This means that Sg ′′M provides a hyperbolic
system of equations and one can construct the advanced and retarded Green’s functions
∆RSg , ∆
A
Sg . We define the Peierls bracket by:
{F,G}Sg .= RSg(F,G) −ASg(F,G) , (39)
RSg(F,G)
.
=
∑
α,β
(−1)(|F |+1)|φα|
〈
F (1)α , (∆
R
Sg)αβ ∗G(1)β
〉
, (40)
ASg(F,G)
.
=
∑
α,β
(−1)(|F |+1)|φα|
〈
F (1)α , (∆
A
Sg)αβ ∗G(1)β
〉
, (41)
where ∆
R/A
Sg has to be understood as a matrix, φ
α = A,C, C¯ or B and |.| denotes the
ghost number. The sign convention chosen here comes from the fact that we use only
left derivatives. One can show that {., .}Sg is a well defined graded Poisson bracket on
A(M). Moreover the algebra A(M) is closed under this bracket. The next proposition
shows that there is a relation between this dynamical structure and the BRST symmetry.
Proposition 5.1. The BRST operator γg satisfies the graded Leibniz rule with respect
to the Peierls bracket:
γg{F,G}Sg = (−1)|G|{γgF,G}Sg + {F, γgG}Sg . (42)
Proof. From the definition of the BRST operator we know that it is a graded derivation
on the algebra BV(M), acting from the right. Therefore it holds:
γg
〈
F (1)α , (∆
R
Sgαβ) ∗G(1)β
〉
= (−1)|φα|+|G|
〈
γg
(
F (1)α
)
, (∆RSgαβ) ∗G(1)β
〉
+
+ (−1)|φβ |+|G|
〈
F (1)α ,
(
γg(∆RSg)αβ
) ∗G(1)β 〉+ 〈F (1)α , (∆RSg )αβ ∗ γg (G(1)β )〉 .
Now, using the fact that Sg is γg-invariant (follows from the nilpotency of s˜), we obtain:
γgRSg(F,G) = (−1)|G|RSg(γgF,G) +RSg(F, γgG) .
The same holds for ASg(F,G), so the result follows from the definition (39).
Now we want to show that the Peierls bracket {., .}Sg is well defined on the algebra
of gauge invariant observables. We recall that FinvS (M)
∼= H0(H0(BV(M), δg), γg) and
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H0(δ
g,BV(M)) is the on-shell algebra of the gauge-fixed action Sg. It was proved in [18]
that for the scalar field the subalgebra of functionals that vanish on-shell is a Poisson
ideal with respect to {., .}S . A similar reasoning can be applied also to the graded case
and one shows that the image of δg in degree #ta = 0 is a Poisson ideal with respect
to {., .}Sg . This means that the Peierls bracket is well defined on-shell, i.e. on the
homology classes H0(δ
g,BV(M)). To see that it is also compatible with the differential
γg we consider F,G ∈ Ker(γg) and from (42) we conclude that
{F,G + γgH}Sg = {F,G}Sg + {F, γgH}Sg =
= {F,G}Sg + γg{F,H}Sg − (−1)|H|{γgF,H}Sg
= {F,G}Sg + γg{F,H}Sg . (43)
This shows that {., .}Sg is compatible with the cohomology classes of γg. Using this result
and the previous one, concerning the 0-th homology of δg, we conclude that the Peierls
bracket is well defined on FinvS (M). As a final remark, we note that for Yang-Mills theories
the Poisson structure on FinvS (M) defined by the gauge-fixed action doesn’t depend on the
gauge-fixing Fermion Ψ. Indeed, let Sg1 = S + γ
gΨ1, whereas S
g
2 = S + γ
gΨ2. Therefore
Sg2 = S
g
1 + γ
g(Ψ1 −Ψ2). It follows now that for F,G ∈ Ker(γg) we have:
{F,G}Sg2 = {F,G}Sg1 + γ
g(. . .) .
It means that {F,G}Sg1 and {F,G}Sg2 are in the same cohomology class.
To end this section we discuss the functoriality of the construction presented above.
Let PgAlg denote the category of graded topological Poisson algebras with continuous
faithful graded Poisson algebra morphisms as morphisms. It can be shown that the
assignment of (BV(M), {., .}Sg ) to M is a covariant functor from Loc to PgAlg. It is
interesting to note, that onBV(M) we have two Poisson structures, one is the antibracket
{., .} and the other one the Peierls bracket {., .}Sg . Both structures are natural and
depend on the generalized Lagrangian S, defining the concrete classical theory. Moreover
the algebra BV(M) is equipped with the graded differential s and various gradings
(antifield, ghost, . . . ). It would be interesting to investigate the relations between all
these structures.
6 General relativity
The treatment of quantum gravity in the framework of locally covariant quantum field
theory was proposed in [33, 14]. The first step towards this program is the proper
understanding of the structures that appear already on the classical level. This can be
done using the BV-formalism described in the previous sections. It turns out that the
direct application of the results known from the Yang-Mills theories is impossible, since
there are no local diffeomorphism (i.e. gauge) invariant observables and the set FinvS (M)
would be trivial. We will show that the BV construction done for a fixed manifold
M leads to a trivial 0-cohomology class. It turns out, however, that the framework of
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locally covariant field theory provides a solution. It was proposed in [33, 14] to consider
gauge invariant fields instead of observables. Here the fields are understood as natural
transformations [16, 31] between the functors Ec and F. Let Nat(Ec,F) denote the
set of natural transformations. In analogy to Section 3.4 we define the set of fields as
∞⊕
k=0
Nat(Ekc ,F). We will show that this is the right structure to consider as a starting
point for the BV construction. Indeed in general relativity one always uses objects that
are natural, for example the scalar curvature. Although it doesn’t make sense to consider
it at a fixed spacetime point, it is still meaningful to treat it as an object defined in all
spacetimes in a coherent way. This is the underlying idea of identifying the physical
quantities with natural transformations.
6.1 BV construction on a fixed background
We start with recapitulating the standard approach to the BRST construction made for
general relativity. We shall perform it on a fixed background manifold (M,g) and show
that this leads to a trivial set of gauge invariant quantities.
For the classical gravity the configuration space is E(M) = (T ∗M)2⊗ .= T 02M , the
space of rank (0, 2) tensors. The Einstein-Hilbert action reads12:
S(M,g)(f)(h)
.
=
∫
R[g + h]f d vol(M,g+h) , (44)
where g is the background metric, h the perturbation and g˜ = g + h. For every g
the local functional S(M,g)(f)(h) is defined in some open neighborhood Ug ⊂ E(M).
We can make this neighborhood small enough to guarantee that g˜ is a Lorentz metric
with the signature (− + ++). Since we are interested only in the perturbation the-
ory, we don’t need S(M,g)(f)(h) to be defined on the full configuration space. The dif-
feomorphism invariance of (44) means that the symmetry group of the theory is the
diffeomorphism group Diff(M). Since we are interested only in local symmetries, we
can restrict our attention to Diffc(M). It is an infinite dimensional Lie group mod-
eled on Xc(M), the space of compactly supported vector fields on M [58, 56, 37, 38].
We can now define the action of Diffc(M) on E(M) or more generally on arbitrary
tensor fields. Let Tens(M) denote the space of smooth sections of the vector bun-
dle
⊕
k,l
T kl M , where T
k
l M
.
= TM ⊗ . . .⊗ TM︸ ︷︷ ︸
k
⊗T ∗M ⊗ . . . ⊗ T ∗M︸ ︷︷ ︸
l
. We define a map
ρM : Diffc(M)→ L(Tens(M),Tens(M)) as a pullback, namely:
ρM (φ) = (φ
−1)∗t, φ ∈ Diffc(M), t ∈ Tens(M) (45)
The algebra of compactly supported vector fields Xc(M) on M is the Lie algebra of
Diffc(M), and there exists an exponential mapping. The corresponding derived repre-
sentation of Xc(M) on Tens(M) is just the Lie derivative:
ρM (X)t
.
=
d
dt
∣∣∣
t=0
(exp(−tX))∗t = £Xt, (46)
12In this chapter we use the metric signature (−+ ++) and the conventions for the Riemann tensor
agreeing with [79].
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where X ∈ Xc(M) and the last equality follows from the fact that the exponential map-
ping of the diffeomorphism group is given by the local flow. The most general nontrivial
symmetries of the action (44) can be written as elements of C∞ml(E(M),Xc(M)). Like in
gauge theories one can define the action of Xc(M) on F(M), the space of functionals on
the configuration space. It is given by:
∂ρM (X)F (h) =
〈
F (1)(h),£X g˜
〉
, F ∈ F(M),X ∈ Xc(M) . (47)
The full BV-complex is defined by:
BV(M) = C∞ml
(
E(M),ΛEc(M)⊗̂ΛX′(M)⊗̂S•Xc(M)
)
(48)
The BV differential can be now defined analogously to the gauge theories case as s0F =
{F, SM (f)+θM (f)} where f ≡ 1 on suppF , F ∈ BV(M) and θM is constructed form the
representation ρM . It can be seen already at this point that H
0(BV(M), s0) is trivial,
because there are no compactly supported diffeomorphism invariant functionals (see for
example [81] for a detailed discussion).
6.2 BV construction for natural transformations
Now we can come back to the question, how to define the BV differential on the level of
fields, i.e. on
∞⊕
k=0
Nat(Ekc ,F). We have to find out how the natural transformations are
transforming under spacetime diffeomorphisms. First we note that if α : M → N is an
isometric diffeomorphism, then the naturality condition implies that:
ΦM (f)(α
∗h) = Φα(M)(α∗f)(h) ,
where f ∈ Ec(M) and h ∈ E(α(M)). Therefore the basic consistency condition to impose
on the action of symmetries on the natural transformations is:
ρM (α)Φ(M,g) = Φ(α(M),α∗g) , (49)
where α ∈ Diffc(M). The infinitesimal version of this condition leads to the following
action of symmetries on natural transformations:13
(ρM (X)ΦM )(f) := ∂ρM (X)(ΦM (f)) + ΦM(ρM (X)f) (50)
= ∂ρM (X)(ΦM (f)) + ΦM(£Xf), X ∈ X(M) .
In other words, we first act with the representation of X on the functional in F(M) and
then on the test field f ∈ Ec(M). In the above formula ρ(.)Φ is a natural transformation
between the functors D and C∞ml(E,X).
14
13Here we defined X to be a contravariant functor, using the fact that vector fields can be mapped to
1-forms using the metric and the forms can be subsequently pulled back by isometric embeddings.
14A related discussion of the proper choice of the BRST transformation for general relativity can
already be found in a paper of Nakanishi [59] (cf. also [60]).
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Once we identified the physical quantities with fields, the condition (49) already
distinguishes the action (50) as the right starting point for the BV construction. The
Chevalley-Eilenberg complex on the level of natural transformations is defined as
∞⊕
k=0
Nat(Ekc ,CE),
where CE(M) is constructed analogously as in Yang-Mills theories. We can define the
Chevalley-Eilenberg differential γ = γ(0) + γ(1) by:
γ(0)Φ = ρ(.)Φ, Φ ∈ Nat(Ec,F) ,
γ(1)Φ = −Φ ◦ [., .], Φ ∈ Nat(Ec,X′) .
Requirement of the graded Leibniz rule allows us to extend γ to the whole
∞⊕
k=0
Nat(Ekc ,CE).
In case of general relativity it is convenient to choose as a space of test fields the space
of compactly supported tensor fields Tensc(M). Now we can repeat the construction of
the BV complex on the level of natural transformations. We define the extended algebra
of fields as:
Fld =
∞⊕
k=0
Nat(Ekc ,BV) ,
with BV(M) given by (48). The set Fld becomes a graded algebra if we equip it with
a graded product defined as:
(ΦΨ)M (f1, ..., fp+q) =
1
p!q!
∑
π∈Pp+q
ΦM(fπ(1), ..., fπ(p))ΨM (fπ(p+1), ..., fπ(p+q)) , (51)
where the product on the right hand side is the product of the algebra BV(M). We can
also introduce on Fld a graded bracket using definition (27). This bracket is graded anti-
symmetric, satisfies the graded Jacobi identity (10) and the Leibniz rule (9) with respect
to the product (51), so (Fld, {., .}) is a graded Poisson algebra. The BV -differential on
Fld is now given by:
(sΦ)M (f) := s0(ΦM (f)) + (−1)|Φ|ΦM (ρM (.)f) ,
where s0 is the differential defined in the previous section. The 0-cohomology of s is non-
trivial, since it contains for example the Riemann tensor contracted with itself, smeared
with a test function:
Φ(M,g)(f)(h) =
∫
M
Rµναβ [g˜]R
µναβ [g˜]fdvol(M,g˜) g˜ = g + h .
With the general framework proposed above we can now treat more specific problems
in general relativity. We claim that the physical quantities should be identified with the
elements of H0(Fld, s). As natural transformations they define what it means to have
the same physical objects in all spacetimes. In this sense we get a structure that is com-
pletely covariant. We can now introduce dynamics on H0(Fld, s) by defining the Poisson
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bracket. To have a better control on the wavefront set we shall use again the topology
τΞ and replace the multilocal with the microcausal functionals. The corresponding space
of natural transformation is denoted by Fldmc. We can construct the Peierls bracket
analogously as in Section 5. Our starting point is a Lagrangian that implements the
differential s0:
LM(f) :=
∫
fR[g˜] dvol(M,g˜) +
∫
dvol(M,g)(f£C g˜µν)
δ
δhµν
+
1
2
∫
dvol(M,g)(f [C,C]
µ)
δ
δCµ
.
(52)
To impose the gauge fixing we introduce the nonminimal sector. We shall do it already
on the level of natural transformations. The functions of Nakanishi-Lautrup fields will
be the elements of Nat(Ec, S
•X′) and functions of antighosts will belong to Nat(Ec,ΛX′).
We can define the BV operator on the nonminimal sector simply as: sΦ1 := ΠΦ1 ◦mi,
sΦ2 = 0 for Φ1 ∈ Nat(Ec,Λ1X′), Φ2 ∈ Nat(Ec, S1X′). To impose the gauge fixing we
shall use a gauge fixing Fermion Ψ ∈ Fldmc. It induces a transformation of Fldmc given
by (31). This transformation is an isomorphism on the cohomology groups, since:
(s˜X˜)M (f1) = ˜{XM (f1), LM (f2)}+ (−1)|X|X˜M (ρM (.)f1) = (˜sX)M (f1) ,
where X is a natural transformation with values in derivations, X˜ := αΨ(X) and f2 ≡ 1
on the support of f1. The above result can be written more compactly as:
s˜X˜ = s˜X
To fix the gauge we have to choose Ψ. Since it has to be covariant, the most natural
choice is the background gauge (see [48, 63]), i.e.:
Ψ(M,g)(f) = i
∫
dvol(M,g)
(
α
2
C¯µB
µ +
1√−g C¯µ∇ν(g˜
νµ)
)
= i
∫
g
(
C¯,
α
2
B+K(h)
)
dvol(M,g) ,
where the indices are lowered in the background metric g, ∇ is the covariant derivative
on (M,g) and we denoted g˜νλ :=
√−g˜g˜νλ, Kµ(h) = 1√−g∇ν g˜νµ. For α = 0 this is just
the harmonic gauge. After putting antifields to 0 we obtain a following form of the
gauge-fixed Lagrangian:
LgM (f) :=
∫
fR[g+h]d vol(M,g+h)+
∫
dvol(M,g)f
(
ig
(
C¯,
δK
δh
[£C g˜]
)− g(B, α
2
B +K(h)
))
.
The differential s˜ can be expanded with respect to the total antifield number as s˜ =
δg + γg, where δg is the Koszul differential of the gauge fixed action and γg is the gauge-
fixed BRST differential given by:
(γgΦ)M (f) = γ
g
0(ΦM (f)) + (−1)|Φ|ΦM (ρ(.)f) ,
where:
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γg0
F ∈ F(M) 〈F (1),£C(g + .)〉
C −12 [C,C]
B 0
C¯ iB
The algebra of physical microcausal fields can be recovered as Fldph := H
0(H0(Fldmc, δ
g), γg).
To introduce the Poisson structure on it, we shall first do it on Fldmc. We start with
finding the field equations for the action Sg. We use the fact that in local coordinates:
£C g˜
µν = −g˜αν∇αCµ − g˜αµ∇αCν +∇α(Cαg˜µν) .
The field equations15 take the form (compare with the equations in [63] obtained for the
Minkowski background):
Rνλ[g˜] = −i
(
∇(νC¯|µ|∇λ)Cµ +∇µC¯(ν∇λ)Cµ + (∇α∇(νC¯λ))Cα
)
−∇(λBν)
g˜
νλ∇ν∇λCµ = g˜ανR µλνα [g]Cλ + α
√−g
(
Bλ∇λCµ −∇λ(BµCλ)
)
g˜
νλ∇ν∇λC¯µ = −g˜νλR ανµλ [g]C¯α + α
√−g
(
Bλ∇λC¯µ +Bλ∇µC¯λ
)
∇ν g˜νµ = −α
√−gBµ
This system is gauge-fixed but not strictly hyperbolic in all the variables, since we have
second derivatives of the ghosts in the first equation. This can be fixed by a suitable
variable change. Before setting antifields to 0 we perform a canonical transformation of
the algebra BVn(M) by setting bλ = Bλ − iCα∇αC¯λ. The antifields have to transform
in such a way that the antibracket remains conserved, i.e.: δδcλ =
δ
δCλ
+ i∇λC¯β δδBβ and
δ
δc¯λ
= δ
δC¯λ
− iCα∇α(.)◦ δδBλ . All other variables remain unchanged. The new gauge-fixed
Lagrangian takes the form:
LgM (f) :=
∫
fR[g˜] dvol(M,g˜)+
+
∫
dvol(M,g)f
(
ig
(
c¯,
δK
δh
[£cg˜]
)− g(b+ (icα∇α)c¯, α
2
(b+ (icα∇α)c¯) +K(h)
))
(53)
The gauge-fixed BRST differential γg0 is now defined as:
γg0
F ∈ F(M) 〈F (1),£c(g + .)〉
c −12 [c, c]
b i(cβ∧ cα∇β∇α)c¯+ cα∇αb
c¯ ib− cλ∇λc¯
15The field equations have to understood in the algebraic sense, see footnote 11.
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The equations of motion in the new variables can be written as:
R˜νλ = −i∇(ν c¯|µ|∇λ)cµ −∇(νbλ) + iRανβλc¯(βcα) , (54)
g˜
νλ∇ν∇λcµ = g˜ανR µλνα cλ + α
√−g
(
(bλ + icα∇αc¯λ)∇λcµ −∇λ((bµ + icα∇αc¯µ)cλ)
)
,
g˜
νλ∇ν∇λc¯µ = −g˜νλR ανµλ c¯α + α
√−g
(
(bλ + icα∇αc¯λ)∇λc¯µ + (bλ + icα∇αc¯λ)∇µc¯λ
)
,
∇ν g˜νµ = −α
√−g(bµ + icα∇αc¯µ) ,
where we denoted R˜νλ := R[g˜]νλ and Rαβγλ := R[g]αβγλ. The equation for b can be
obtained from the first equation by means of the Bianchi identity. One can already
see that after linearization we obtain a strictly hyperbolic system of equations since:
cλcα∂λ∂αc¯
µ = 0 and all the other second order terms are of metric type. For such a
system retarded and advanced solutions of the linearized equations exist and one can
define the Peierls bracket on Fldmc. Like in case of Yang-Mills theories it is well defined
also on Fldph and we obtain a Poisson algebra (Fldph, {., .}Sg ). Although the Poissoin
structure on Fldmc can depend on the choice of variables in the extended algebra, this
doesn’t affect the structure induced on Fldph. Note that for the harmonic gauge (α = 0)
and the Minkowski background the system (54) simplifies to (compare with [60]):
R˜νλ = −i∂(ν c¯|µ|∂λ)cµ − ∂(λbν)
g˜c
µ = 0
g˜ c¯µ = 0
g˜bµ = 0
∂ν g˜
νµ = 0
7 Conclusions
In this paper we developed the BV formalism for locally covariant classical field the-
ory. We showed that the structure can be understood in terms of the geometry of the
configuration space which, in typical cases, is the space of sections of a bundle over a
globally hyperbolic spacetime. We took seriously the facts that the configuration space
is an infinite dimensional differential manifold, modeled over a suitable locally convex
space, and that the underlying spacetimes are never compact. We also did not restrict
ourselves to spacetimes with compact Cauchy surfaces.
We analyzed in details the topological and functional analytic aspects of the con-
struction. To achieve this we used the methods of calculus on locally convex vector
spaces. This research area in mathematics undergoes now a very dynamical development
and there are many interesting results that can be applied in physics. In the future we
wish to investigate these issues in more detail. Up to now the mathematically rigorous
treatment of the BV formalism was done mainly in a purely algebraic framework, when
the topological aspects are neglected.
It turned out to be crucial that all constructions are functorial. In particular the
actions are not elements of the algebra of observables over a given spacetime, instead
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they have to be considered as natural transformations between suitable functors. The
BRST transformations are locally, but not globally inner derivations of the graded Pois-
son algebra of the BV complex. We also showed how the classical master equation can be
formulated on the level of natural transformations. We want to stress that the require-
ment of covariance with respect to the isometric spacetime embeddings automatically
forces the extended action to be a natural transformation rather than an element of the
algebra of functionals. This is again an indication that the structures we are using are
natural and provide the right formulation of classical field theory.
The thorough distinction between local and global aspects and the emphasis on func-
toriality pays off in the case of general relativity. There the BV complex for a fixed
spacetime turns out to have trivial cohomology, in agreement with the nonexistence of
local observables in gravity. But on the level of locally covariant fields, considered as suit-
able natural transformations between functors on the underlying category of spacetimes,
the BV complex has a nontrivial cohomology which contains the expected observables,
i.e. curvature and the related quantities. The theory is no longer a theory on a fixed
spacetime, but depends only on the chosen class of spacetimes.
We hope that the framework we developed will provide a basis for a conceptually
consistent approach to quantum gravity.
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A Appendix
A.1 Calculus on locally convex vector spaces
Let X and Y be topological vector spaces, U ⊆ X an open set and f : U → Y a map.
The derivative of f at x in the direction of h is defined as
df(x)(h)
.
= lim
t→0
1
t
(f(x+ th)− f(x)) (55)
whenever the limit exists. The function f is called differentiable at x if df(x)(h) exists for
all h ∈ X. It is called continuously differentiable if it is differentiable at all points of U
and df : U ×X → Y, (x, h) 7→ df(x)(h) is a continuous map. It is called a C1-map if it is
continuous and continuously differentiable. Higher derivatives are defined for Cn-maps
by
dnf(x)(h1, . . . , hn)
.
= lim
t→0
1
t
(
dn−1f(x+ thn)(h1, . . . , hn−1)− dn−1f(x)(h1, . . . , hn−1)
)
(56)
The derivative defined by (55) has many nice properties. It is shown for example in
[61, 40], that the following proposition is valid:
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Proposition A.1. Let X and Y be locally convex spaces, U ⊆ X an open subset, and
f : U → Y a continuously differentiable function. Then:
1. For any x ∈ U , the map df(x) : X → Y is real linear and continuous.
2. (Fundamental Theorem of Calculus). If x+ [0, 1]h ⊆ U , then
f(x+ h) = f(x) +
1∫
0
df(x+ th)(h)dt .
3. f is continuous.
4. If f is Cn, n ≥ 2, then the functions (h1, ..., hn) 7→ dnf(x)(h1, ..., hn), x ∈ U , are
symmetric n-linear maps.
5. If x+ [0, 1]h ⊆ U ,then we have the Taylor Formula:
f(x+ h) = f(x) + df(x)(h) + . . . +
1
(n− 1)!d
n−1f(x)(h, . . . , h)+
+
1
(n− 1)!
1∫
0
(1− t)n−1dnf(x+ th)(h, ..., h)dt .
Now, following [61] we shall introduce a notion of an infinite dimensional manifold.
Let M be a Hausdorff topological space and E a locally convex space. An E-chart of an
open subset U ⊆M is a homeomorphism ϕ : U → ϕ(U) ⊆ E onto an open subset ϕ(U)
of E. We denote such a chart as a pair (ϕ,U). Two charts (ϕ,U) and (ψ, V ) are said to
be smoothly compatible if the map ψ ◦ ϕ−1
∣∣∣
ϕ(U∩V )
: ϕ(U ∩ V )→ ψ(U ∩ V ) is smooth.
An E-atlas of M is a family (ϕi, Ui)i∈I of pairwise compatible E-charts of M for which⋃
i Ui =M . Many of the objects used in differential geometry can be defined also in the
infinite dimensional case. We start with the notion of a tangent space.
Definition A.2. Let a be an element of a locally convex vector space X. A kinematic
tangent vector with foot point a is a pair (a,Q) with Q ∈ X. TaE ∼= E is the space of
all kinematic tangent vectors with foot point a. It consists of all derivatives c′(0) at 0 of
smooth curves c : R→ E with c(0) = a. The kinematic tangent space of a locally convex
vector space E will be denoted by TE and the space of vector fields by Γ(TE).
We use the term kinematic since in the most general case this definition doesn’t
coincide with the definition of vector fields as derivations. Fortunately for the spaces
considered in this paper this doesn’t pose a problem.
Definition A.3. Let M be a smooth manifold with the atlas (ϕi, Ui)i∈I , where ϕi : Ui →
Ei. We consider the following equivalence relation on the disjoint union⋃
i∈I
Ui ×Ei × {i} ,
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(x, v, i) ∼ (y,w, j) ⇔ x = y and d(ϕij)(ϕj(x))w = v ,
where ϕij are the transition functions. One denotes the quotient set by TM , the kinematic
tangent bundle of M .
Now we want to define differential forms on an infinite dimensional manifold. This
turns out to be a problem, since there is no natural notion of a cotangent space (no
natural topology on the dual of an infinite dimensional lcvs). There are alternative
definitions of differential forms, but they are not equivalent. A detailed discussion of this
problem is given in [56] (VII.33). It turns out that only one of these notions is stable
under Lie derivatives, exterior derivative, and the pullback.
Definition A.4 ([56],VII.33.22). Let M be a smooth infinite dimensional manifold. We
will define the space of differential forms on M as:
Ωk(M)
.
= C∞(M ← Lkalt(TM,M × R)) .
Similarly, we denote by Ωk(M ;V )
.
= C∞(M ← Lkalt(TM,M×V )) the space of differential
forms with values in a locally convex vector space V .
A.2 Topologies and completions
In this section we shall give more details on the locally convex topologies appearing
throughout the paper. Firstly we note that the configuration space E(M) can in our
examples be equipped with a Fréchet topology, since it is just the space of smooth
sections E(M) = Γ(B) of some vector bundle B
π−→M with a finite dimensional fiber V .
The Fréchet topology is in this case generated by the family of seminorms:
pK,m,a(ϕ) = sup
x∈K
|α|≤m
|∂αϕa(x)| , (57)
where α ∈ NN is a multiindex and K ⊂M is a compact set. A set B ⊂ E(M) is bounded
if supϕ{pK,m,a(ϕ)} <∞ for all seminorms pK,m,a. Let B be the family of bounded sets in
E(M). The strong topology on the dual space E′(M) is defined by a family of seminorms:
pB(T )
.
= supϕ∈B 〈T, ϕ〉, where B ∈ B, T ∈ E′(M), ϕ ∈ E(M).
The space of compactly supported sections Ec(M) = Γc(E) can be equipped with a
locally convex topology in a similar way. The fundamental system of seminorms is given
by [74]:
p{m},{ǫ},a(ϕ) = sup
ν
(
sup
|x|≥ν,
|p|≤mν
∣∣Dpϕa(x)∣∣/ǫν) ,
where {m} is an increasing sequence of positive numbers going to +∞ and {ǫ} is a
decreasing one tending to 0. This topology is no longer Fréchet. Nevertheless it possesses
many nice properties, for example the spaces E(M), Ec(M), as well as their strong duals
E′(M), E′c(M), are reflexive nuclear spaces.
Now we can finally address the question, what should be the natural topology on
F(M) ⊂ C∞(E(M),R). There are many choices possible. For example one can take the
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topology of uniform convergance of each derivative on compact sets. This is discussed in
details in [56, 61, 40], but in our context the pointwise convergence of all the derivatives
would suffice. This is the initial topology with respect to the mappings:
F(M) ∋ F 7→ F (n)(ϕ) ∈ Γ′(Mn, V ⊗n) n ≥ 0 , (58)
where ϕ runs through all elements of E(M) and spaces Γ′(Mn, V ⊗n) are strong duals.
We denote this initial topology on F(M) by τ . Using the result of Pietsch ([65], 5.2.3)
we conclude that this topology is nuclear.
Now we define the notion of locality for functions on E(M) with values in a lo-
cally convex vector space of distributional sections W(M) :=
∞∏
n=0
Γ′(Mn,Wn) (equipped
with the strong topology) for an arbitrary finite dimensional vector spaces Wn. In
particular CE(M) and G(M) are embeded in spaces of this form for Wn = Λ
ng and
Wn =
⊕
k+l+m=n
Λkg ⊗ ΛlV ⊗ Smg. The k-th functional derivative of an element F ∈
C∞(E(M),W(M)), at each point ϕ ∈ E(M) is vector valued compactly supported dis-
tribution (see [74, 75, 76, 54] and Appendix A.3), i.e. an element of:
F (k)(ϕ) ∈ Γ′(Mk, V ⊗k)⊗̂W(M) ∼=
∞∏
n=0
Γ′(Mk+n, V ⊗k ⊗Wn) .
On the right hand side of the above equation we have a direct product of distributions
on M . We say that F is local if all those distributions have their supports on the
thin diagonal and their wavefront sets are orthogonal to the tangent bundles of the
thin diagonals ∆p(M)
.
= {(x, . . . , x) ∈Mp : x ∈M}, p = n + k, considered as subsets
of the tangent bundles of Mp (compare with (3)). The subspace of C∞(E(M),W(M))
consisting of all the local functions is denoted by C∞loc(E(M),W(M)). The multilocal
functions C∞ml(E(M),W(M)) are again sums of finite pointwise products of the local
ones.
From the point of view of the Batalin-Vilkovisky formalism the topology τ is very well
behaving and allows to perform the Koszul-Tate resolution for very general functional
spaces. In principle one can replace the multilocal functions with functions that have first
functional derivative as a smooth test section at each point of the configuration space.
In this case the BV-construction can be performaed exactly as presented in sections 2-4.
Unfortunately this class of functions is not stable with respect to the Peierls bracket
defined in Section 5. To obtain a space that is closed under this bracket we need to
extend F(M) to more singular objects. One also has to replace the topology τ with
a different one. Since we need to have a control over the wave front sets, a natural
choice is a topology introduced in [17] and generalized for vector-valued functionals in
[67]. Let Ξn denote the open cone {(x1, ..., xn, k1, ...kn)|(k1, ...kn) /∈ (V n+ ∪ V n−)}. Let
Γ′Ξn(M
n, V ⊗n) be the subspace of Γ′(Mn, V ⊗n) consisting of distributions with wave
front set contained in the open cone Ξn. Let now Cn ⊂ Ξn be a closed cone contained in
Ξn. We introduce (after [47, 2, 17]) the following family of seminorms on Γ
′
Cn
(Mn, V ⊗n):
pn,φ,C˜,k(T ) = supξ∈V {(1 + |ξ|)k|φ̂T (ξ)|}, where the index set consists of (n, φ, C˜, k) such
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that k ∈ N0, φ ∈ D(U) and C˜ is a closed cone in Rn with (supp(φ)× C˜)∩Cn = ∅. These
seminorms, together with the seminorms of the weak topology provide a defining system
for a locally convex topology deno ted by τCn . To control the wave front set properties
inside open cones, we take an inductive limit. It can be shown that, to form this inductive
limit one can choose the family of closed cones contained inside Ξn to be countable. The
resulting topology will be denoted by τΞn . The space of local vector-valued functionals
can be now equipped with the initial topology analog to τ , but with the topologies τΞn
on all the distribution and function spaces. We denote this topology by τΞ. It can be
shown [17] that each of the topologies τCn is nuclear so τΞ is nuclear as well. We define
microcausal functionals Fmc(M), as smooth compactly supported functions on E(M),
for which the functional derivatives at each point are compactly supported distributions
satisfying the microlocal spectrum condition:
WF(F (n)(ϕ)) ⊂ Ξn, F ∈ Fmc(M) . (59)
Multilocal functionals are dense in Fmc(M) with respect to the topology τΞ. In a similar
way we define microcausal vector-valued functions. We say that F ∈ C∞(E(M),W(M))
is microcausal if for all ϕ ∈ E(M):
F (k)(ϕ) ∈
∞∏
n=0
Γ′Ξn+k(M
n+k, V ⊗k ⊗Wn) .
In particular the extended BV graded algebra BVmc(M) is defined to be a space of
microcausal vector-valued functions. Now we want to extend the BV to those more
singular objects. Since the Lagrangian LM (f) is a local functional and its functional
derivative is a smooth test section, the Koszul operator can be extended from multilocal
vector fields to Vmc(M) := C
∞
mc(E(M),Γ
′
Ξ1
(M,V )) and the resolution of Fmc(M) in the
scalar case is provided by the differential graded algebra ΛVmc(M). Similar reasoning
applies also to the case when symmetries are present. The extended Chevalley-Eilenberg
complex CEmc(M) consists of microcausal vector-valued functions withWn = Λ
ng. Since
the map ∂ρM (.)F is an element of CEmc(M), for all F ∈ Fmc(M), we can conclude that:
H0(CEmc(M), γ) = F
inv
mc(M) .
The full BV complex is equipped with the topology τΞ and since multilocal functional lie
dense in BVmc(M), the differential s can be extended to the full complex by continuity.
From the above discussion it follows that H0(BVmc(M), s) is the space of microcausal
gauge invariant functionals on-shell. We want to point out however, that the antibracket
itself is not well defined on the whole BVmc(M). This is because the commutator of
vector fields V(M) can be extended only to those elements of the space Vmc(M), that
have smooth first derivative.
A.3 Distributions with values in a locally convex vector space
In this section we describe in details the theory of vector valued distributions in case
when the vector space in question is a graded algebra A(M). For simplicity of notation
we shall denote the graded product of A(M) by ∧. We start with a definition [75]:
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Definition A.5. Let X be a locally convex topological vector space with a topology defined
by a separable family of seminorms {pα}α∈I . We say that T is a distribution on Rn with
values in X if it is a continuous linear mapping from D to X, where D denotes the space
of compactly supported functions on R.
In [75, 76] L. Schwartz requires the topological vector space X to be quasicomplete.
Definition A.6 ([49], 3.2). A subset U of a topological vector space X is called complete
(sequentially complete) if every Cauchy net (sequence) converges in U . We say that X
is quasi-complete if every closed bounded subset of X is complete.
The property of (sequential) completeness and quasi-completeness is inherited by the
infinite direct products and infinite direct sums [49, 3.3.5].
Definition A.7. Let E,F be Hausdorff lcvs and B be the family of bounded sets of the
completion of E (bornology). Let τB be the topology of uniform convergence on bounded
sets it induces on L(E,F ). We say that E has the (sequential) approximation property
if one of the following equivalent conditions holds:
1. E′ ⊗ F is (sequentially) dense in (L(E,F ), τB) for every F ,
2. E′ ⊗ E is (sequentially) dense in (L(E,E), τB) ,
3. 1E is the τB-limit of some (sequence) net in E
′ ⊗ E.
The approximation property is also inherited by a direct product of a family of lcvs
that are Hausdorff [49, 18.2.4]. The spaces E(M), Ec(M), as well as their strong duals
E′(M), E′c(M), are complete and they have the approximation property ([49, 75]) as
well as the sequential approximation property16. In [75, 76] it is shown that for the
quasi-complete X, the space of X-valued distributions with the topology of uniform
convergance on compact sets is topologically isomorphic to the completed injective tensor
product of D′ and X. It was discussed in [54] that these results can be also applied to
the situation when all the spaces are sequentially complete. In this paper we always deal
with nuclear sequentially complete spaces X, so we can identify the space of distributions
with values in X with the sequentially completed tensor product D′⊗̂X.
The notion of vector-valued distribution enables us to formulate the classical field
theory involving anticommuting fields in a mathematically elegant way. Note that the
map (35) can be treated as an element of g′(M)⊗̂A(M), i.e. a distribution with values in
a graded algebra. One can generalize all well known operations like convolution, Fourier
transform and pullback to such objects [47, 75, 76]. For the simplicity of notation we
provide here definitions for the case D′⊗̂A.
Definition A.8. Let T = t⊗ f and φ = ϕ⊗ g, where f, g ∈ A, t ∈ D′ and ϕ ∈ D. We
have an antisymmetric bilinear product on A defined as: ma(T, S)
.
= T ∧ S. We define
the convolution of T and φ by setting:
(T ∗ φ)(x) .= T (φ(x− .)) ⊗ma(f, g) . (60)
16Unlike the approximation property used by L. Schwarz [75, 76], the sequential approximation prop-
erty doesn’t follow from nuclearity. The first counterexample is due to [25], see also [78].
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The extension by the sequential continuity to D′⊗ˆA defines a convolution of a vector-
valued distribution with a vector-valued function.
Definition A.9. Let T = t⊗ f and S = s ⊗ g, where f, g ∈ A, t ∈ E′(R2) and s ∈ D′.
We define the convolution of T and S by setting:
T ∗ S .=
∫
t(., y)s(y)dy ⊗ma(f, g) , (61)
This expression is well defined by [47, 4.2.2] and can be extended by continuity to arbitrary
S ∈ D′⊗ˆA, T ∈ E′⊗ˆA.
Definition A.10. In a similar spirit we define the evaluation of T = t⊗f on φ = ϕ⊗g,
by:
〈T, φ〉 .= 〈t, ϕ〉 ⊗ma(f, g) , (62)
where f, g ∈ A, t ∈ D′ and ϕ ∈ D. Also this can be extended by continuity to D′⊗ˆA.
Let S denote the space of rapidly decreasing functions, i.e. such that: supx |xβ∂αφ(x)| < ∞
for all multi-indices α, β.
Definition A.11. Let T ∈ S ′⊗ˆA. We define Tˆ ∈ S ′⊗ˆA, the Fourier transform of T
as:
Tˆ (φ) = T (φˆ) φ ∈ S . (63)
Also the notion of the wave front set [47] can be extended to distributions with values
in a lcvs. The case of Banach spaces was already treated in detail in [69].
Definition A.12. Let {pα}α∈A be the family of seminorms generating the locally convex
topology on A. Let T ∈ S ′⊗ˆA. A point (x, ξ0) ∈ T ∗Rn \ 0 is not in WF(T ), if and only
if pα(φ̂u(ξ)) is fast decreasing as |ξ| → ∞ for all ξ in an open conical neighbourhood of
ξ0, for some φ ∈ D with φ(x) 6= 0, ∀α ∈ A.
With the notion of the wave front set we can define a "pointwise product" of two
distributions T, S ∈ D′⊗ˆA by a straightforward extension of [47, 8.2.10]:
Proposition A.13. Let T, S ∈ D′⊗ˆA, U ∈M (open). The product T · S can be defined
as the pullback of ma◦(T ⊗S) by the diagonal map δ : U → U×U unless (x, ξ) ∈WF(T )
and (x,−ξ) ∈WF(S) for some (x, ξ).
Obviously we have: T · S = −S · T , whenever these expressions are well defined. In
the paper we also use a more suggestive notation: T · S .= 〈T, S〉.
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