An explicit two-step method exact for the scalar test equation y′ = λy  by Wu, Xin-Yuan & Xia, Jian-Lin
PERGAMON 
An Intemstlonal Joumal 
computers & 
mathematics 
with appllcstiorm 
Computers and Mathematics with Applications 39 (2000) 249-257 
www.elsevier, nl/locate/camwa 
An Explicit Two-Step Method 
Exact for the Scalar Test Equation Ay 
XIN-YUAN Wu AND J IAN-L IN  X IA  
Department of Mathematics, Nanjing University, Nanjing, 210093, P.R. China 
(Received and accepted January 1999) 
Abst ract - -An  explicit wo-step method exact for the scalar test equation y~ = Ay, Re(A) < 0 is 
presented in this paper. It is exponentially fitted, L-stable (thus, A-stable), and of order 2. With a 
new set of vector computations, we also extend irectly the method to systems of ordinary differential 
equations. The numerical experiments demonstrate hat this explicit wo-step method is suitable for 
stiff systems. © 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the system of ordinary differential equations 
y' = f ( t ,  y), t • [o, T], IlYll < +~,  
y(o) = uo, 
(1) 
whose theoretical solution is y(t). Let Yn be an approximation to y(tn). Here 
y= [yl,y2, . . . ,ym] T ,  
f = [ /1 , f2  . . . .  , /m]  T ' 
and 
1 2 Y0-- [Y0~Y0~"'~Y~n]T 
are elements of C m. Without  loss of generality, we consider the autonomous ystem 
y '= f(y) ,  t • [0, T], IlYll < +oo, 
y(0) = Y0. 
(2) 
In fact, we may let yO ___ t and y = [yO,yX,y2. . .  ,ym]T in (1), then (1) can be wr i t ten as (2). 
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It is well known that A-stable multistep methods without employing derivatives axe very use- 
ful for integrating stiff systems. Unfortunately, the class of A-stable multistep methods is rather 
small. Generally, linear multistep methods are widely used. However, achieving A-stability is 
costly in terms of the restrictions that this property imposes on the class of linear multistep 
methods. One of the most remarkable restrictions is the loss of explicit schemes, which re- 
quires a greater amount of computations in each step of the method, namely, explicit linear 
multistep methods cannot be A-stable. For instance, the real stability intervals of kth-order 
Adams-Bashforth method for k = 1, 2, 3,4,5, respectively, are ( -2,0) ,  (-1.33,0), (-0.55, 0), 
(-0.3,0),  and (-0.2, 0). On the other hand, some A-stable nonlinear multistep methods have 
been developed [1]. But there are often some drawbacks with them. For instance, the method in 
paper [1] is only component applicable to systems of ordinary differential equations, and it needs 
that for each component the denominator does not vanish. 
In fact, ordinary methods for stiff problems eldom extend to systems, even if so, most of them 
are at most component applicable (see, for example, [1-6]). 
The test equation 
y~=Ay, Re(A) <0,  ycC ,  
y(0) = y0, y0 e c ,  (3) 
is very important for the study of numerical methods for stiff problems. If a numerical method 
gives exact solution when applying to (3) we say that the method is exact for test equation. 
But few of the methods we know are exact for the test equation (3). Now a direct idea is that 
the numerical methods which are exact for the test equation can be expected to be suitable for 
general stiff problems. In many papers, such as [1] and [2], certain nonlinear methods were derived 
through rational interpolants. Similarly, we can use exponential approximation. Based on the 
characteristics that the components of the solution of a stiff system contain rapidly decaying 
exponents, we can construct an explicit two-step nonlinear method by representing locally the 
theoretical solution of a stiff equation with an exponential pproximation, then by approximating 
the derivative with the difference quotient. This method is L-stable, thus, A-stable. And it is 
exact for (3). 
This method is of order 2, that is, it is a low accuracy method. We know low accuracy 
methods are also needed in a number of applications, in particular, real-time simulation and the 
time integration of PDEs [7,8]. In addition, with a low accuracy method we can often integrate 
with a large steplength. 
This method is component applicable to systems of ordinary differential equations. What's 
more, we can extend directly the method to systems with the aid of the definitions of a new set 
of vector product and vector quotient. The extended vector form can be used more conveniently 
and accurately with few restrictions. 
2. THE FORMATION OF  THE 
METHOD FOR A S INGLE EQUATION 
First, assume (2) to be a single equation. Consider the steady-state solution and the transient 
solution of the stiff equation, and the rapidly decaying exponential components of the transient 
solution. Just like paper [6], we are naturally led to propose the local interpolation function 1
I ( t )  = a + p * exp(qt), (4) 
to approximate the theoretical solution of stiff equation locally in [t~, tn+l] and a, p, and q are 
dependent on t. Let Yn be an approximation to the theoretical solution at tn, that is, to y( tn ) .  
1Of course, we may use a high-order polynomial and an exponential function to construct he interpolation 
function, just like paper [6], but it needs tedious computations ofderivatives. 
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And let fn  =- f ( tn ,  Yn), f~ =-- f ' (Yn) ,  f~' = f " (Yn) ,  where f (y ( t ) )  possesses desired continuous 
total derivatives, the range is [0, T], tn = nh, h is the steplength. 
Consider the integrals of both sides of (1) in [tn, tn+l] 
f 
tn+l 
y(t~+l) = y(t~) + f(y(t)) dr. 
din  
(5) 
Apply the following conditions: 
that is, 
I ' ( tn)  : fn,  
I " ( tn )  = J'~, 
a + pexp(qt~)  = yn, 
pq exp(qtn) = f~, 
pq2 exp(qtn) = f~. 
Suppose f,~ • f~ 7~ 0, from (7) we can eliminate the coefficients 
(~) 
(7) 
q=f ,  
f~ 
a=yn - - -  q 
fn exp(-qtn) p= 
Substitute a, p, and q into (5), we yield 
I ( t )  = Yn + fn * exp(q(t - tn)) - 1 (8) 
q 
Now that we consider the autonomous case, we have 
f (y ( t ) )  = f~ ' ( t )  = f~f. 
So 
f '(y(t)) 
q - I = f ;  (9) 
In order to avoid the calculation of the derivative f~ = q in (8), we approximate f~ in (8) with 
the backward ifference quotient 
f~ ~_ f (y ( t ) )  - f (y ( t  - h)) 
y(t)  - y(t  - h) (10) 
and yield 
exp(z(t - t,)) - 1 
l(t) = y. + In * , (ii) 
Z 
where z = (In - fn -1 ) / (Yn  - Yn-1).  Replacing f (y ( t ) )  in (5) by I ' ( t ) ,  that is, with y( t ,+ l )  = 
I(tn+l), we yield an exponentially fitted numerical method 
Yn+l = Y,~ + fnexp,znh,( ~ - 1, (12) 
Zn 
where zn = (f,~ - fn -1 ) / (Yn  - Yn-1),  (f,~ - fn -1 )  * (Yn - Y,~-I) ~ O. Obviously, method (12) is 
an explicit two-step method. 
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THEOREM 1. As for test equation (3), method (12) is exactly exponentially fitted to order r = 
+oo at any point # = hA. And they give exact numerical solution to (3) with exact Y0 and Yl. 
PROOF. Applying (12) to test equation (3), we have z = A, thus, 
Yn+l = e~hyn, (13) 
indicating (13) are exponentially fitted to order r = +oc at any point # = hA, according to the 
definition of exponential fitting [9,10]. 
And from (13), we arrive at 
Yn = Yo • eX(nh) = YO " e ~t" = y(tn). 
So Yn is exact. 
THEOREM 2. Method (12) is L-stable. 
PROOF. Applying method (12) to (3), we obtain 
Y~+I _ exp(Ah), 
Y,, 
so method (12) is L-stable. 
Now suppose y(t) possesses second continuous derivatives. As 
| 
y ' ( t )  - y ' ( t  - h)  y" ( t )  
= ~ + O(h) .  
z~ = v ( t )  - v ( t  - h)  v ' ( t )  
Under the local assumption that Yn = t(tn), consider the difference operator associated with 
method (12), defined by 
Ely(t); h] = y (tn+l) -- Yn+l 
= y (tn+l) - [y(tn) + y'(tn)(exp(Zh)z - 1)] 
= y (tn+l) - [y(tn) + yt(tn) * h + y'(tn) , \ yt--~n t(tn) + O(h))  h 2 
= O(h3), 
+o(h3) ]  
where Zn = (y'(tn) - y ' (tn-1)) /(y(tn) - y(tn-1)) and (y'(tn) - y'(tn-1)) * (y(tn) - y(tn-1)) ~ 0 
for any t E [0, T]. Thus, we have the following theorem. 
THEOREM 3. Let y(t) be the theoretical solution of the initial value problem (2) (m = 1) and 
y( t ) possesses second-order continuous derivatives with (y' ( tn ) - y' ( tn- a ) ) * (y( tn ) - y( tn-1) ) # 0 
for any t E [0, T]. Then method (12) has order at least 2. 
3. THE EXTENSION OF  METHOD (12)  TO SYSTEMS 
Method (12) is component applicable to systems of ordinary differential equations (i.e., (2)) 
y i+ I -  i exp(z~h) -  1- v .  + f~ , (14) 
z~ 
i ( f t  i i i = f*n-1)/(Yn ( f i  n i where z n - - Yn-1), (y~ i - f~-1) * - Yn-1) # 0. But (14) cannot be used as 
long as (fin i - f~- l )  * (v~ - Yn-1) = 0 is encountered for one component i, i = 1, 2 . . . .  , m. Just 
like [11] and [12], we can give the vector form of method (12) using certain vector product and 
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quotient, that is, we can extend (12) to systems. The extended method only needs the norms of 
certain vectors do not vanish. 
We can see (12) can be written as 
[ Yn+, = Yn + (Yn - yn-1) "exp \ -(Y/--'Y--~-I) ] - (Yn . fn  . (15) 
So in our extension of (2) to a system of equations, if we let a = (fn - fn -1 )h ,  b = (Yn - Yn-1), 
then quotients will appear of the form 
b.a  a 
or b. - (16) 
d d 
and 
b. e a/b, (17) 
where a ,b ,d  • C m and Ilall2 = II(fn - f~-l)h[[2 = O(h).  
Define the dot in (16) by the vector multiplication [11] 
b.a  = ba T +ab T - b ra in  = a .  b, 
where In is the identity matrix. Based on this product and the Samelson inverse of a vector [13] 
d d - i=__  
(d,d) ' 
quotient (16) can be defined as [11,12,14] 
b. a = b. a b Re(a, d) + a Re(b, d) - d Re(b, a) 
d -d = (d,d) (18) 
It follows readily that 
We further define 
(a+b) .c  a .c  b .c  
d d d 
Using (18) and (19) we have [12] 
where 
and 
b.a  
. a  
"a  
b . a  
= ""-b 
b ' (b )n=¢(n)a+~(n)b ,  
(19) 
n-1  
¢(n) = ~ I~ipn-l--i~ 
i=0 
= 1 ,2 , . . . ,  (20) 
n-2  
~(n) = ~ n~p' -~-~,  ~(1) = 0, (21) 
i=0 
p=~ + , ~=~ - , 
(a, a) = 2 Re(a, b) (22) 
a-  t3 
(b, b)' (b, b) 
With all these definitions and derivations we can introduce a new exponential function [12] 
ep --  e~ a + P e~ - -  i~e p 
b. e a/b = P -  ~ P -  ~ b, P ~ n' (23) 
3ePa + (1 -- p)e°b, p = n, 
where the notations p and n see (22). 
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Thus, with (20) and (23), method (12) can be extended to systems of equations 
[ { ( f~- fn - l )h '~- - (Yn- -Yn-1) ] "  fn (24) 
Yn+l  "~- Yn -[- (Yn -- yn-1) "exp ~ ~ :Y--~-I) .] (In : ?n - - l ) '  
where ]]fn - fn-ll l  * [[Yn -- Yn-IN # 0. It can be seen that only the norms of certain vectors 
appear in the denominators in (24). Thus, only if one component of each of these vectors is not 
zero, then the calculation can be continued. 
Assume that the solution of the initial value problem (2) has the desired continuous derivatives. 
Just like (12), the local truncation error for (24) is 
E[y(t); hi = y (tn+l) -- Yn+l 
¢(t.) 1 
× (y' (tn)----~(tn-1))J 
=y( tn+l ) -  y ( tn )+y ' ( tn )h+y ' ( tn ) .  \y~-7--~) +¢1 +e2 
= E3, 
where Ilel[I = O(h2),  Ile21l = O(h3), [[c3H = O(h3), and []y'(tn)-y'(tn-1)[[ * [[y(tn)-Y(tn-1)]l # 0 
for any t E [0, T]. 
So we have the following theorem. 
THEOREM 4. Suppose [[fn - fn-ll] * HYn - Yn-lll # 0. Then method (24) has order at least 2. 
Just like (12), (24) gives exact solution for the scalar test equation (3), and it is A-stable and 
L-stable in the Dahlquist sense. 
4. NUMERICAL  EXPERIMENTS 
The following are some numerical experiments where method (24) was used. We arranged the 
value T of independent varible, the step size h, the computation step numbers N, the theoretical 
solution, the numerical solution by (24), and the absolute rror at T. The starting value y(to) = Yo 
was given. For convenience we used exact Y0, Yl. All computations were done in MATLAB 
language with double precision arithmetic. 
PROBLEM 1. (A nonlinear example suggested by Krogh and taken from [3] and [15].) 
Y(O) = 
| 
3W= 1z32 , 
1 U=~ 
Z = 
1 (zx 
Z2 
Z3 
Z4 
Y' = -BY  + UW, 
1 - 1 1 11 d2 U, 
1 1 -1  ' d3 
1 1 1 d4 
= uY, 
The theoretical solution of Problem 1 is 
Y=UZ,  where Z= 
where 
B=U (d l  
dl 
d2 
D= d3 
d4 
(zl) 
Z2 
Z3 
Z4 
di 
zi = zi(t) = 1 - (1 +di)ed~ t'
(1:::  o01Ol) 
= 1,2,3,4. 
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Table 1. Problem 1. 
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T h N 
I0 0.005 2000 
3e4 20 1500 
Y 
y* 
y2 
y3 
y4 
yl 
y2 
ya 
y4 
Theoretical  Numerical  (by (30)) Error 
-5.045207068599254 -5.040423334829875 4.7837e - 3 
-5.045207068599254 -5.040425591353459 4.7815e - 3 
4.954792931400746 4.959558660358698 4.7657e - 3 
-4.954792931400746 -4.959560916882281 4.7680e - 3 
-5.000000000000000 -4.995526857939067 4.4731e - 3 
-5.000000000000000 -4.995532552805771 4.4674e - 3 
5.000000000000000 5.003614667103693 3.6147e - 3 
-5.000000000000000 -5.003620361970397 3.6204e - 3 
I t  is easy  to  see  that  we  can  in tegrate  w i th  a very  la rge  s tep length .  The  numer ica l  resu l t s  a re  
i l l us t ra ted  in  Tab le  1. 
PROBLEM 2. 
y~ = -1002y l  + 1000y  2, y l (0 )  = 1, 
I 
Y2 = Yl - y2(1 + Y2), y2(0)  = 1. 
The  theoret i ca l  so lu t ion  o f  P rob lem 2 is 
For  the  numer ica l  resu l t s  see  Tab le  2. 
Yl  = e -2t ,  
Y2 =e- t .  
Table 2. Problem 2. 
T h N Y 
0.01 le - 4 100 Yl 
Y2 
2 0.001 2000 yl 
y2 
PROBLEM 3. 
Theoretical  Numerical (by(30))  Error 
9.801986733067552e - 1 9.801986733663902e - 1 5.9635e - 11 
9.900498337491682e - 1 9.900498337817318e - 1 3.2564e - 11 
1.831563888873418e - 2 1.831565000667028e - 2 1,1118e - 8 
1.353352832366127e - 1 1.353353266180636e - 1 4.3381e - 8 
y~ = -0 .1y l  --  49 .9y2,  
y~ = - -50y2 ,  
Y~3 = 70y2 - 120y3,  
y1(0)=2, 
y2(0)=1, 
y3(0)=2. 
The  theoret i ca l  so lu t ion  o f  P rob lem 3 is 
Yl ---- e -O ' l t  ~- e -5° t~ 
Y2 = e -50t ,  
Y3 = e -5° t  + e-12°t .  
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Tab le  3. P rob lem 3. 
T h N Y 
0.1 le  - 4 1000 Yl 
Y2 
Y3 
0.18 0.001 180 Yl 
Y2 
Y3 
Theoret i ca l  Numermal  (by  (30))  
9 .967877807482536e - 1 9 .967879564682946e - 1 
6 .737946999085467e - 3 6 .737982915662456e - 3
6 .744091211438795e - 3 6 .744128438193323e - 3
9 .822844421623874e - 1 9 .823009277018964e - 1 
1 .234098040866796e - 4 1 .236890176468387e-  4 
1 .234102202264190e - 4 1 .236894609661203e - 4
Er ror  
1 .7572e - 7 
3 .5917e - 8 
3 .7227e - 8 
1 .6486e - 5 
2 .7921e - 7 
2 .7924e - 7 
The numerical  results are i l lustrated in Table 3. 
PROBLEM 4. 
y~ = -20y l  - 0.25y2 - 19.75y3, 
! 
Y2 = 20yl - 20.25y2  + 0.25y3, 
y~ = 20yl - 19.75y2 - 0.25y3, 
The theoret ical  solution of Problem 4 is 
Yl --~ 
Y2 ~-- 
Y3 ---- 
yl(0) = 1, 
y2(0)=0,  
y3(0) = -1 .  
e -0"St + e-2° t (cos (20t )  ~- sin(20t)) 
2 
e - ° 'S t  - e -2° t (cos (2Ot )  - sin(20t)) 
2 
e -°'5t + e-2° t (cos (2Ot )  - sin(20t)) 
2 
The numerical  results are i l lustrated in Table 4. 
Tab le  4. P rob lem 4. 
T h N Y 
1 0 .002 500 y l  
Y2 
Ya 
2 0.01 200 Yl 
Y2 
Y3 
Theoret i ca l  Numer ica l  (by(30) )  E r ror  
3 .032653312177368e - 1 3 .033118675580189e - 1 4 .6536e - 5 
3 .032653303766170e-  1 3 .033118666968601e - 1 4 .6536e - 5 
-3 .032653293360164e - 1 -3 .033118657331162e - 1 4 .6536e - 5 
1 .839397205857212e - 1 1 .883161697196591e - 1 4 .3764e - 3 
1 .839397205857212e - 1 1 .883161697848457e - 1 4 .3764e - 3 
-1 .839397205857212e - 1 -1 .883161697635806e - 1 4 .3764e - 3 
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