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RESUMEN
Se presenta la metodolog´ıa para el disen˜o de un controlador no lineal para un generador de induccio´n
doblemente en un modelo de estimacio´n del viento robusto a datos ano´malos, esto para aplicarse en el
estudio sobre la energ´ıa eo´lica.
ABSTRACT
It presents the methodology for the design of a nonlinear controller for an twice induction generator in
a robust model for estimating wind with anomalous data , this is applied to the study of wind power.
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INTRODUCCIO´N
Como se menciona en [1], las turbinas eo´licas constituyen en la actualidad una de las tecnolog´ıas ma´s
evolucionadas dentro del conjunto de las energ´ıas limpias para obtener energ´ıa ele´ctrica. Este tipo
de generacio´n depende siempre de la velocidad del viento, los generadores dependen de esta variable
para que se logre una extraccio´n o´ptima de potencia, pero como se sabe el viento es una variable muy
cambiante y se presentan datos ano´malos en las mediciones, estos datos ano´malos afectan directamente
el sistema de control de este tipo de generadores [1], [2], [3], [4].
De acuerdo a lo anterior es necesario disen˜ar un controlador no lineal para un generador doblemente
alimentado [5], en base a un modelo de estimacio´n del viento robusto a datos ano´malos [1], [2], [3],
[9]. Este disen˜o lo lograremos uniendo dos modelos matema´ticos: el sistema de control y el sistema de
estimacio´n del viento [2], [11]. Como se menciona anteriormente este sistema de control tiene un modelo
de estimacio´n del viento que esta´ constituido por un filtro de Kalman robusto a datos ano´malos [9], el
cual realiza la estimacio´n de estados en el sistema dina´mico; la otra parte se compone del sistema de
control no lineal [2], [3], en donde se obtienen las medidas de velocidad angular, voltajes y corrientes
del sistema.
OBJETIVOS
Objetivo general
Disen˜ar un controlador no lineal por realimentacio´n de estados para un generador de induccio´n
doblemente alimentado basado en un modelo de estimacio´n del viento robusto a datos ano´malos.
Objetivos espec´ıficos
Plantear el modelo matema´tico para la estimacio´n de la velocidad del viento robusta a datos
ano´malos.
Disen˜ar un sistema de control para un sistema de generacio´n eo´lica basado en el modelo de
estimacio´n del viento.
Implementar un controlador no lineal para un sistema de generacio´n eo´lica con estimacio´n robusta
del viento.
1. MODELO MATEMA´TICO PARA LA ESTIMACIO´N DEL VIENTO
ROBUSTA A DATOS ANO´MALOS
En este cap´ıtulo se desarrolla la presentacio´n del modelo matema´tico para la estimacio´n del viento,
para esto se utiliza un filtro de Kalman el cual es robusto a datos ano´malos el cual realiza la estimacio´n
de estados en el sistema dina´mico [1].
1.1. Modelado del viento
Las centrales ele´ctricas que utilizan carbo´n, gas natural y el petro´leo han contribuido en gran parte
a tener una mayor concentracio´n de CO2 en la atmosfera en todo el mundo. Como resultado,
ha habido un creciente intere´s en el modelado adecuado de los proyectos de energ´ıa eo´lica en los
estudios de sistemas de potencia, siendo estos de mayor intere´s para los operadores del sistema y
los propietarios de las redes de transporte de energ´ıa [12]. La ubicacio´n de un parque eo´lico esta
seleccionado basado, principalmente, en condiciones de buen viento y, por supuesto, las condiciones
favorables tanto econo´micas como ambientales. Sin embargo, estas buenas condiciones de viento a
menudo coinciden con partes relativamente remotas del sistema de potencia. Por lo tanto la operacio´n
del parque eo´lico y su respuesta a perturbaciones u otras condiciones cambiantes del sistema de energ´ıa
se esta´ convirtiendo en una preocupacio´n creciente, especialmente en los casos en los parques eo´licos
representan una porcio´n significativa de la generacio´n local [12], [13].
Con el fin de obtener un modelo de la velocidad del viento, que sea similar a la velocidad real del
viento, se toma como ejemplo el Parche Eo´lico Jep´ırachi ubicado en el pa´ıs de Colombia, el cual tiene
15 aerogeneradores de 1.3 MW cada uno, donde las filas se componen de dos aerogeneradores a una
distancia de 180 metros cada uno, para este lugar la velocidad promedio del viento es 10 m/s, el cual
tomaremos como el valor de la velocidad promedio del viento. Para obtener un modelo completo de
viento que contenga ruido, se toma la velocidad promedio del viento y se modela con la distribucio´n
de Rayleigh, la cual se explica a continuacio´n.
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1.2. Curva Rayleigh para modelar el perfil del viento
En los modelos estad´ısticos constituye una fuente de informacio´n bastante relevante el saber co´mo se
distribuye la velocidad del viento, para as´ı poder estimar de mejor manera el comportamiento de este
en un determinado per´ıodo de tiempo y as´ı implementar un modelo lo ma´s fidedigno a la realidad.
La distribucio´n de Rayleigh tambie´n es utilizada para determinar velocidades del viento. En este caso,
la distribucio´n tiene una variable aleatoria (tiempo) y un solo para´metro V (velocidad promedio del
viento). Su funcio´n de densidad de probabilidad esta´ dada por la ecuacio´n (1.1):
f(v) = (
k
C
)(
V
C
)
k−1
e−(
V
C )
k
(1.1)
Donde:
f(v): Probabilidad de ocurrencia de la velocidad del viento
k: Factor de forma
C: Factor de escala (m/s)
V : Velocidad promedio del viento (m/s)
La distribucio´n de Rayleigh utiliza un factor de escala C y una funcio´n gamma Γ que vienen dadas
por la ecuacio´n (1.2) y la ecuacio´n (1.3) respectivamente.
C =
2t
pi
1
2
(1.2)
Γ =
V
C ∗ (1 + 1k )
(1.3)
Al asumir conocidas las magnitudes de la velocidad promedio del viento V y el coeficiente de forma
k y al evaluar la ecuacio´n gamma para un valor de k = 2, se tiene que su nueva funcio´n densidad de
probabilidad f(v) viene dada por la ecuacio´n (1.4):
f(v) = (
pi
2
)(
t
V 2
)e−(
pi
4 )(
t
V )
2
(1.4)
En la figura 1.1 se puede observar la curva caracter´ıstica de la funcio´n Rayleigh la cual se obtiene
a partir de la ecuacio´n (1.4). Esta curva caracter´ıstica esta modelada sobre un valor constante de
velocidad de viento y en un ∆(t) de 30 horas.
Para lograr obtener el primer perfil de viento completo se realiza la simulacio´n de la ecuacio´n (1.4)
teniendo en cuenta la variacio´n de tiempo ∆(t) y se le suma un ruido el cual realizara´ la adicio´n de
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Figura 1.1: Curva Rayleigh
Figura 1.2: Perfil 1 para la velocidad del viento
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datos ano´malos, de esta manera obtendremos un perfil de viento que sera´ ma´s parecido a la variacio´n
real de este. En la figura 1.2 se observa el perfil de viento completo del aerogenerador 1.
Ya por u´ltimo, para completar la informacio´n de los perfiles de viento para los dos aerogeneradores se
realiza una simulacio´n teniendo en cuenta la distancia que existe entre las dos torres, para este caso
como se menciono´ anteriormente se toma la distancia real que existe entre las torres del parque eo´lico
Jep´ırachi la cual es de 180 metros, con esto se obtiene el perfil de viento 2. En la figura 1.3 se puede
observar el perfil de viento 1 y el perfil de viento 2.
Figura 1.3: Perfil 1 y perfil 2 para modelar la velocidad del viento
Las gra´ficas de los perfiles de viento de los dos aerogeneradores, son graficas que contienen ruido; uno
de los objetivos de este trabajo es lograr obtener a partir de estas graficas una sen˜al filtrada de la cual
podamos obtener una velocidad constante del viento para cada perfil. Esto se lograra implementando
un filtro de Kalman dual de estad´ıstica robusta.
1.3. Filtro de Kalman
El filtro de Kalman es un me´todo que viene de la representacio´n de sistemas dina´micos lineales en
modelo de espacio de estados [13], donde interactu´an diferentes variables como: las salidas, los estados,
las entradas controladas y las entradas no controladas de un sistema.
Las ecuaciones (1.5) y (1.6) me describen el sistema dina´mico:
xk = Akxk−1 + Bkuk + ωk (1.5)
yk = Ckxk + Dkuk + vk (1.6)
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Figura 1.4: Elementos de un sistema dina´mico
donde Ak  R
n×n es la matriz de transicio´n de estados y en ella esta´ consignada toda la dina´mica
del sistema, Bk  R
n×p es la matriz de relacio´n de entradas y estados, Ck  Rq×n es la matriz de
salida, Dk  R
q×p es la matriz que relaciona las entradas con las salidas. Se asume que ωk y vk son
ruidos gaussianos de media cero que nos esta´n correlacionados, es decir, ωk ∼ N(0, Q), vk ∼ N(0, R),
donde Q  Rn×n y  |Rq×q. Q y R son matrices de covarianza diagonales para el ruido de estado y
observacio´n, respectivamente. De aqu´ı en adelante se denominaran los para´metros del modelo como
θ = Ak,Bk,Ck,Dk,Q,R.
En los sistemas dina´micos hay variables a las cuales se puede tener acceso, estas son las variables de
salida y y la sen˜al de control u; los ruidos siempre van a existir en los sistemas practicos reales como
variables a las que no se tiene acceso. Otras variables de estos sistemas son los estados x y para´metros θ
que no pueden ser observados. Pese a que los estados no se observan, son las variables ma´s importantes
del sistema dina´mico, debido a que pueden ser utilizadas para representar la evolucio´n dina´mica del
sistema. Uno de los me´todos con mayor e´xito para estimar los estados en sistemas dina´micos lineales
es el filtro de Kalman. Desde un punto de vista probabil´ıstico, el objetivo de esta te´cnica consiste
en obtener el mejor estado estimado dado los para´metros θ (asumiendo que Bk = Dk = 0) y las
observaciones {yk}Nk=1 [9].
El mejor estimador xk para el instante k se puede obtener maximizando la probabilidad conjunta de
los estados xk y las observaciones yk en el instante k, dado los para´metros θ y las observaciones hasta
el instante k − 1, p(xk,yk | ykNk=1, θ). Del mismo modo, el mejor estimador para xk se puede obtener
minimizando el logaritmo negativo de la probabilidad conjunta de xk y yk, lo cual conduce al problema
de minimizacio´n descrito en la ecuacio´n (1.7),
xˆk = argmin︸ ︷︷ ︸
xk
{
n∑
i=1
(p
(i)
k − h(i)k xk)2 +
q∑
j=1
(s
(j)
k −m(j)k xk)2} (1.7)
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donde n es el nu´mero de estados; q es el nu´mero de salidas; xˆ−k y P
−
k , son la media y la matriz de
covarianza de xk dadas las observaciones {yk}Nk=1; los p(i)k son los elementos del vector pk = (P−k )−
1
2 xˆ−k ;
s
(j)
k son los elementos del vector sk = (R)
− 12 xˆ−k ; Hk = (P
−
k )
− 12 ; Mk = (R)−
1
2 Ck; (e.g.p
(i)
k es la i-esima
componente del vector pk(n× 1) y h(i)k es la i-esima fila de la matriz Hk(n× n)).
Resolviendo el problema de minimizacio´n se obtiene la ecuacio´n (1.8):
xˆk = xˆ
−
k + Kk(yk −Cx−k ) (1.8)
donde,
Kk = P
−
k Ck
T(CkP
−
k Ck
T + R)1 (1.9)
La matriz Kk en la ecuacio´n (1.9) se conoce como la ganancia de Kalman [2].
El filtro de Kalman cuenta con dos etapas: una etapa de prediccio´n y una etapa de actualizacio´n. En la
etapa de prediccio´n se calcula una estimacio´n a priori de los estados (xˆ−k ) y de la matriz de covarianza
(P−k ). Luego, con estas dos cantidades, se realiza la etapa de actualizacio´n, calculando inicialmente la
ganancia de Kalman Kk y seguidamente actualizando los estados por medio de la ecuacio´n (1.8).
1.4. Filtro de Kalman de estad´ıstica robusta
El filtro de Kalman de estad´ıstica robusta (rsKF) introduce una matriz de ponderacio´n Wk, para cada
observacio´n, tal que la matriz de covarianza de las observaciones yk sea ponderada mediante Wk [13].
Un estimador robusto para xk se obtiene minimizando la ecuacio´n (1.7),
xˆk = argmin︸ ︷︷ ︸
xk
{
n∑
i=1
(p
(i)
k − h(i)k xk)2 +
q∑
j=1
ρ(s
(j)
k −m(j)k xk)2} (1.10)
donde los te´rminos p
(i)
k , h
(i)
k , s
(j)
k y m
(j)
k fueron definidos en la ecuacio´n (1.7), ρ es una funcio´n de
perdida dada como
ρ(y) =

1
2y
2, |y| ≤ c
c|y|2 − 12c2, |y| > c.
(1.11)
La funcio´n de perdida en la ecuacio´n (1.7), es igual a la funcio´n identidad. La constante c es seleccionada
segu´n el grado de penalizacio´n de la funcio´n de perdida ρ.
La ganancia de Kalman puede ser calculada como
Kk = P
−
k Ck
T(CkP
−
k Ck
T + R
1
2 WkR)
1 (1.12)
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Donde Wk = diag{wk(1), ..., wk(q)}. Las ponderaciones {wk(j)}qj−1 en el instante k se calculan como
wk
(j) =
ψ(s
(j)
k −m(j)k xˆ−k )
(s
(k)
k −m(j)k xˆ−k )
(1.13)
con ψ(·) igual a la funcio´n de pe´rdida de Huber
ψ(y) =
y, |y| ≤ ccsgn(y), |y| > c. (1.14)
1.5. Implementacio´n del filtro de Kalman
1.5.1. Co´digo en matlab
Para llevar a cabo la implementacio´n del filtro de Kalman se realiza la bu´squeda del co´digo en matlab,
se encuentra un ejemplo con el nombre de TrackObjectUsingMATLABCode. Este ejemplo utiliza
un filtro de Kalman para estimar la posicio´n de un objeto en movimiento en un espacio de dos
dimensiones a partir de una serie de entradas ruidosas. Los filtros de Kalman tienen una amplia
gama de aplicaciones, incluyen el control de sen˜ales y el procesamiento de ima´genes. Para el caso de
aplicacio´n en este trabajo, se tomo´ el co´digo del filtro de Kalman y se realiza la simulacio´n en Simulink,
donde se simula con una sen˜al senoidal agrega´ndole ruido.
Figura 1.5: Bloque filtro de Kalman
En la figura 1.5 se observala simulacio´n realizada con los bloques de Simulink. En la figura 1.6 se
observa las sen˜ales obtenidas con los bloques mostrados en la figura 1.5, se puede observar la sen˜al
senoidal sumada a un ruido y la sen˜al filtrada por el filtro de Kalman.
1.5.2. Perfiles de viento y el filtro de Kalman
Como se menciono´ anteriormente, se construyeron dos perfiles de viento con la informacio´n obtenida
del parque eo´lico Jep´ırachi. Estos dos perfiles de viento esta´n construidos con un valor de velocidad
promedio de 10 m/s suma´ndole una funcio´n de variacio´n en el tiempo. Para realizar la simulacio´n
completa con los dos perfiles se utilizaron diagramas de bloques de Simulink. Con estos diagramas se
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Figura 1.6: Sen˜al con ruido y sen˜al filtrada
ubicaron bloques que simulan el ruido en la sen˜al, un bloque de tiempo, un bloque de funcio´n donde se
ubica los co´digos de los perfiles de viento, seguido de los bloques que contienen el co´digo del filtro de
Kalman el cual realiza una ponderacio´n de los datos obteniendo as´ı la sen˜al filtrada y requerida para
este trabajo.
Figura 1.7: Diagrama de bloques perfiles de viento y filtro de Kalman
En la figura 1.7 se observa el diagrama de bloques para la construccio´n del filtro de Kalman y los
perfiles de viento 1 y 2 en Simulink. En esta etapa del trabajo se realiza la simulacio´n de los perfiles de
viento. La diferencia que tienen estos dos perfiles es la posicio´n inicial de los torres, es decir el tiempo
que se demora la ra´faga de viento en llegar a ambas torres eo´licas. Al llevar a cabo las simulaciones se
obtienen las sen˜ales de los perfiles de viento aplicando el filtro de Kalman y sin aplicar este.
En la figura 1.8 se observa el perfil de viento 1, se logra identificar la sen˜al de viento sin ser filtrada y
la sen˜al de viento ya filtrada.
En la figura 1.9 se observa el perfil de viento 2, igualmente se logra identificar la sen˜al de viento sin
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Figura 1.8: Sen˜al filtrada perfil de viento 1
Figura 1.9: Sen˜al filtrada perfil de viento 2
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ser filtrada y la sen˜al de viento ya filtrada.
Para ambos perfiles de viento se observa que el filtro de Kalman realiza la ponderacio´n de los datos
ano´malos de manera adecuada. El siguiente paso en este trabajo es la realizacio´n del controlador no
lineal.
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2. CONTROL ADAPTATIVO
Los organismos vivos como las plantas y los animales adaptan su comportamiento a los entornos
en los que se encuentren incluso si son adversos, a esta caracter´ıstica se le llama adaptacio´n. Cada
adaptacio´n implica una cierta pe´rdida para el organismo pero despue´s de repetidas adaptaciones
de los mismos, las plantas y los animales logran tener las pe´rdidas al mı´nimo. Junto a este tipo de
sistemas que se encuentran en la naturaleza tambie´n existen sistemas te´cnicos capaces de adaptacio´n.
Estos var´ıan en gran medida en la naturaleza, y un amplio rango de herramientas matema´ticas se usa
para describirlos. Es por eso que es imposible encontrar un u´nico proceso matema´tico para definir
todos los sistemas adaptativos [14].
Un sistema adaptativo tiene tres entradas y una salida, como se muestra en la figura 3.1. Teniendo en
cuenta el medio ambiente que actu´a sobre el sistema adaptativo, se tiene en cuenta dos componentes:
la variable de referencia w y la perturbacio´n v. La variable de referencia es creado por el usuario,
pero, por regla general, la perturbacio´n no puede ser medida. El sistema recibe informacio´n sobre
el comportamiento requerido Ω, la salida del sistema es el comportamiento del sistema (Regla de
Decisio´n) [14].
y = f(w,x,Θ) (2.1)
Se produce una u´nica salida y para cada cambio del comportamiento de w y v un cambio en el
comportamiento se representa mediante el cambio del para´metro Θ. Para combinacio´n (w, v,Θ) se
selecciona un lugar de Θ, el para´metro Θ∗ con el fin de minimizar las pe´rdidas de la funcio´n g, en un
periodo de tiempo determinado.
En este caso el proceso de adaptacio´n es usado para buscar Θ∗ y continua hasta que el para´metro
sea encontrado. Si se produce un cambio despue´s de cada intervalo de tiempo T0, la adaptacio´n se
hara´ repetidamente en el inicio de cada intervalo. Si la adaptacio´n dura un tiempo τ (despue´s de que
las pe´rdidas de g se reduzcan), entonces las perdidas sera´n menores, con una relacio´n menos a τ/T0.
El valor inverso de las pe´rdidas se conoce como el efecto de adaptacio´n.
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Figura 2.1: Estructura interna de un sistema adaptativo [14]
21
g = (Ω, w, v,Θ) = min(Ω, w, v,Θ∗) (2.2)
Se puede decir, que un sistema adaptativo repite constantemente el proceso de adaptacio´n,
incluso cuando el comportamiento del medio ambiente se mantiene sin cambios, y necesita informacio´n
constante sobre el comportamiento requerido. Un sistema de aprendizaje, evalu´a repetidas adaptaciones
con el fin de recordar cualquier estado previamente encontrado durante la adaptacio´n y cuando este
vuelve a aparecer en el medio, no utiliza la ecuacio´n (2.2) para encontrar el o´ptimo, ya que utiliza la
informacio´n que se encuentra en su memoria.
Si el sistema adaptativo se utiliza para el control, las caracter´ısticas de comportamiento prodrian ser
[14]:
Asignacio´n de los polos y ceros de un sistema de lazo cerrado;
El exceso requerido de la respuesta al escalo´n de un sistema de lazo cerrado a una referencia y
las perturbaciones de entrada;
El tiempo de establecimiento;
El valor mı´nimo de varios criterios integrales o de suma;
La amplitud y la frecuencia natural de las oscilaciones en los lazos no lineales;
El espectro de frecuencia de un sistema de control de lazo cerrado;
El valor requerido de los ma´rgenes de ganancia y de fase, etc.
En la figura 3.2 se muestra un diagrama de bloques general de un sistema adaptativo. De acuerdo con
este diagrama se puede formular una definicio´n de control automa´tico para un sistema adaptativo:
Los sistemas de control adaptativos, se adaptan a los para´metros o la estructura de una parte
del sistema (controlador) a los cambios en los para´metros o la estructura en otra parte del sistema
(el sistema controlado) de tal manera que todo el sistema mantiene un comportamiento o´ptimo de
acuerdo con los criterios establecidos, con independencia de los cambios que se hayan producido.
Los controladores adaptativos se diferencian de los controladores cla´sicos de retroalimentacio´n, es que
los controladores cla´sicos utilizan el principio de retroalimentacio´n para compensar las perturbaciones
desconocidas y los estados del proceso, en cambio, la base del sistema adaptativo altera la forma
en que se procesa el error, es decir, la ley de control se adapta a las condiciones desconocidas y se
extiende su zona de situaciones reales en las que se puede lograr un control de alta calidad. La teor´ıa
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Figura 2.2: Diagrama de bloques general de un sistema de control adaptativo [14]
Figura 2.3: Clasificacio´n de los sistemas de control adaptativos [14]
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del control adaptativo no tiene un enfoque unificado para la clasificacio´n de los sistemas operativos. Se
muestra, en la figura 3.3, una clasificacio´n detallada de los sistemas de control adaptativo de acuerdo
con diferentes enfoques pero no incluye los sistemas de aprendizaje.
Los tres enfoques principales en los que se basa el problema de control adaptativo son: los
controladores de ajuste automa´tico STC, modelo de referencia para sistemas adaptativos MRAS y el
enfoque heur´ıstico. Tambie´n esta los sistemas que tienen una estructura variable la cual es alterada
basada en su experiencia adquirida de un procedimiento establecido.
2.1. Control PID Adaptativo
La gran mayor´ıa de los controladores que se utilizan actualmente en la industria son controladores tipo
PID porque siempre que este´n bien ajustados, ellos muestran buenos resultados de control. Son fa´ciles
de usar debido a que son simples, bien conocidos y fa´ciles de implementar. La forma generalizada de
un controlador PID continuo en el tiempo, se expresa en la ecuacio´n (2.3):
u(t) = KP e(t) +KI
∫ t
0
e(τ)dτ +KD
de(t)
dt
(2.3)
donde e(t) = w(t)− y(t), la variable manipulada y(t) denota la salida del proceso, es decir, la variable
controlada e(t) representa el seguimiento del error y w(t) es la sen˜al de referencia, es decir, del punto
de ajuste. u(t) es la salida del controlador. Los para´metros del controlador PID en la ecuacio´n (2.3)
son los siguientes: KP ganancia proporcional, KI ganancia integral y KD ganancia derivativa, son las
reglas para ajustar el controlador PID [14].
Usando la Transformada de Laplace es posible convertir la ecuacio´n (2.3) en la forma:
U(s) = KPE(s) +
KI
s
E(s) +KDsE(s) (2.4)
donde s representa el operador de la transformada de Laplace. De la ecuacio´n anterior se puede
determinar la funcio´n de transferencia del controlador PID.
GR(s) =
U(s)
E(s)
= KP +
1
s
KI +KDs (2.5)
Para obtener la forma digital de un controlador PID de tiempo continuo, es necesario discretizar los
componentes de derivadas e integrales de la ecuacio´n (2.3). Cuando el per´ıodo de muestreo T0 es muy
pequen˜o y el ruido de la sen˜al de salida del proceso se filtra efectivamente, el algoritmo ma´s simple se
obtiene mediante la sustitucio´n de la derivada con una diferencia de primer orden.
24
de
dt
≈ e(k)− e(k − 1)
T0
=
∆e(k)
T0
(2.6)
donde e(k) es el valor de error en el k-e´simo momento de muestreo, es decir, en el tiempo t = kT0.
La forma ma´s fa´cil de aproximar la integral es mediante la suma simple, de modo que, se puede
aproximar la funcio´n de tiempo continuo por periodos de muestreo T0 de la funcio´n constante esto se
puede lograr utilizando tres me´todos siguientes [14]:
1. Me´todo Rectangular Hacia Adelante FRM .
Figura 2.4: Me´todo de discretizacio´n FRM [14]
∫ t
0
e(τ)dτ ≈ T0
k∑
i=1
e(i− 1) (2.7)
Teniendo en cuenta el me´todo FRM para la componente integral, da como resultado la ecuacio´n
(2.8) para un controlador PID discreto.
u(k) = KP e(k) +KIT0
k∑
i=1
e(i− 1) +KD e(k)− e(k − 1)
T0
(2.8)
2. Me´todo Rectangular Hacia Atra´s BRM .
∫ t
0
e(τ)dτ ≈ T0
k∑
i=1
e(i) (2.9)
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Figura 2.5: Me´todo de discretizacio´n BRM [14]
Teniendo en cuenta el me´todo BRM para la componente integral, da como resultado la ecuacio´n
(2.10) para un controlador PID discreto.
u(k) = KP e(k) +KIT0
k∑
i=1
e(i) +KD
e(k)− e(k − 1)
T0
(2.10)
3. Me´todo Trapezoidal TRAP .
Figura 2.6: Me´todo de discretizacio´n TRAP [14]
∫ t
0
e(τ)dτ ≈ T0
k∑
i=1
e(i) + e(i− 1)
2
(2.11)
Teniendo en cuenta el me´todo TRAP para la componente integral, da como resultado la ecuacio´n
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(2.12) para un controlador PID discreto.
u(k) = KP e(k) +KIT0
[
e(0) + e(k)
2
+
k∑
i=1
e(i) + e(i− 1)
2
]
+KD
e(k)− e(k − 1)
T0
(2.12)
Cuando el muestreo es suficientemente ra´pido, no existe ninguna diferencia signicativa entre las
aproximaciones integrales, el me´todo BRM es el que ma´s se utiliza. Estos algoritmos son conocidos
como Algoritmos absolutos o de posicio´n de un controlador PID, porque calculan el valor total
de la salida del controlador u(k), en te´rminos de la posicio´n de conduccio´n. Las ecuaciones (2.8),
(2.10) y (2.12) son llamados algoritmos no recurrentes, en donde todos los valores anteriores del error
e(k − i), i = 1, 2, ..., k, tienen que ser conocidos, para calcular la integral y con ella la accio´n del
controlador pero con una variacio´n en el valor de KI o KP , esto produce un cambio instanta´neo de
todo el valor de la componente integral lo que resulta en una sobrecarga en todo el ca´lculo del error,
lo cual no es aceptable para el proceso [14].
Los algoritmos recurrentes son, por lo tanto, ma´s adecuado para el uso pra´ctico. En este
tambie´n es necesario calcular la integral recurrente (2.9) o el valor de la salida del controlador
u(k) a partir de un valor previamente grabado u(k − 1), adema´s de la correccio´n del incremento
∆u(k). Para un controlador PID con salida digital, el incremento (cambio) ∆u(k) puede ser calculado.
Los algoritmos que calculan el incremento (modifican) ∆u(k), se les conoce como algoritmos
incrementales o de velocidad. Para conocer la relacio´n recurrente, se escoge la salida del controlador
u(k) que usa el me´todo BRM , ecuacio´n (2.10) y se resta ella misma por pasos, en k y en k − 1,
ecuaciones (2.13) y (2.14).
u(k) = ∆u(k) + u(k − 1) (2.13)
∆u(k) = KP [e(k)− e(k − 1)] + T0KIe(k)
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)]
(2.14)
u(k) = KP [e(k)− e(k − 1)] + T0KIe(k)
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)] + u(k − 1)
(2.15)
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Las ecuaciones de relacio´n recurrente para los me´todos FRM y TRAP, respectivamente:
u(k) = KP [e(k)− e(k − 1)] + T0KIe(k − 1)
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)] + u(k − 1)
(2.16)
u(k) = KP [e(k)− e(k − 1)] + T0KI
2
[e(k) + e(k − 1)]
+
KD
T0
[e(k)− 2e(k − 1) + e(k − 2)] + u(k − 1)
(2.17)
forma general de la relacio´n recurrente
∆u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2) + u(k − 1) (2.18)
Los para´metros del controlador q0, q1 y q2, de la ecuacio´n (2.18), se muestran en la Tabla 2.1. Usando
la ecuacio´n (2.18), es posible calcular la respuesta al escalo´n de los controladores PI y PID digital.
Para que la respuesta al escalo´n del controlador PID digital se acerque a la de un controlador PID
en tiempo continuo, los para´metros del controlador q0, q1 y q2, esta´n limitados.
q0 > 0 q1 < −q2 − (q0 + q1) < q2 < q0 (2.19)
Para´metros del controlador FRM BRM TRAP
q0 KP (1 +
TD
T0
) KP (1 +
T0
TI
+ TDT0 ) KP (1 +
T0
2TI
+ TDT0 )
q1 −(KP − T0KI + 2KDT0 ) −(KP + 2KDT0 ) −(KP − T0KI2 + 2KDT0 )
q2
KD
T0
KD
T0
KD
T0
Cuadro 2.1: Los para´metros incrementales de un controlador PID digital.
donde KP es la ganancia proporcional, KI es la ganancia integral y KD es la ganancia derivada, es
decir, la relaciones funcionales
qi = f(KP ,KI ,KD, T0); para i = 0, 1, 2 (2.20)
Para la componente de la derivada tambie´n se puede aproximar mediante la sustitucio´n de la derivacio´n
por una diferencia media de cuatro puntos usando la relacio´n
∆e(k) =
1
6
[e(k) + 3e(k − 1)− 3e(k − 2)− e(k − 3)] (2.21)
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Figura 2.7: Respuesta al escalo´n de un controlador PI digital [14]
Figura 2.8: Respuesta al escalo´n de un controlador PID digital [14]
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El algoritmo de la posicio´n obtenida con el BRM para discretizar el componente integral tiene entonces
la forma
u(k) = KP e(k) +KIT0
k∑
i=1
e(i)
+
KD
6T0
[e(k) + 3e(k − 1)− 3e(k − 2)− e(k − 3)]
(2.22)
y el algoritmo incremental toma las siguientes formas
u(k) = KP e(k) +KIT0
k∑
i=1
e(i)
+
KD
6T0
[e(k) + 3e(k − 1)− 3e(k − 2)− e(k − 3)] + u(k − 1)
(2.23)
o esta
∆u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2)
+ q3e(k − 3) + q4e(k − 4) + u(k − 1)
(2.24)
donde
q0 = KP + T0KI +
KD
6T0
q1 = −KP + KD
3T0
q2 = −KD
T0
q3 =
KD
3T0
q4 =
KD
6T0
(2.25)
2.2. Estimacio´n de para´metros
2.2.1. Algoritmo de mı´nimos cuadrados
En un sistema de para´metros desconocido se requiere estimar los valores de A(q−1) y B(q−1) a trave´s
de un algoritmo en l´ınea. Los para´metros del controlador deben cambiar de acuerdo a la variacio´n de
los para´metros del modelo. Por esto, se utiliza el algoritmo de estimacio´n de mı´nimos cuadrados que
tiene la siguiente forma
θˆ(t) = θˆ(t− 1) + P (t− 2)φ(t− 1)
1 + φ(t− 1)TP (t− 2)φ(t− 1) [y(t)− φ(t− 1)
T θˆ(t− 1)] (2.26)
con la actualizacio´n de la matriz P (t− 1) dada por
P (t− 1) = P (t− 2)− P (t− 2)φ(t− 1)φ(t− 1)
TP (t− 2)
1 + φ(t− 1)TP (t− 2)φ(t− 1) (2.27)
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donde θ = f(A(q−1), B(q−1)).
El esquema completo de estimacio´n de variables de estado incluyendo la estimacio´n adaptativa
de para´metros del observador se muestra en la figura 3.11
Figura 2.9: Esquema general de realimentacio´n de variables de estado usando un observador de estado
adaptativo [14].
2.3. Me´todo del controlador PID de Ba´nya´sz y Keviczky
La funcio´n de transferencia discreta del controlador PID se considera en su forma esta´ndar
GR(z) =
Q(z−1)
P (z−1)
=
q0 + q1z
−1 + q2z−2
1− z−1 (2.28)
El filtro digital GF esta´ conectado en serie con el controlador. El proceso controlado se describe por
la siguiente funcio´n de transferencia discreta
GP (z) =
B(z−1)
A(z−1)
=
b0 + b1z
−1
1 + a1z−1 + a2z−2
z−d =
b0(1 + γz
−1)
1 + a1z−1 + a2z−2
z−d (2.29)
donde b0 6= 0 y d > 0 es el nu´mero de pasos del tiempo de retardo. La Figura 3.9 muestra un diagrama
de bloques de lazo cerrado. El controlador polinomial Q(z−1) se elige con el fin de validar
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Q(z−1) = q0(1 + q′1z
−1 + q2′z−2) = q0(1 + a1z−1 + a2z−2) = q0A(z−1) (2.30)
Figura 2.10: Diagrama de bloques del lazo de control para el controlador Ba´nya´sz y Keviczky [14].
lo que signfica que
q1
′ =
q1
q0
q2
′ =
q2
q0
(2.31)
Se puede simplificar el lazo del control de la Figura 3.9 como el de la Figura 3.10 donde el integrador
y el tiempo de retardo puro esta´n conectados directamente en serie cuando la relacio´n (2.32) para la
ganancia de integrador es va´lida.
kI = q0b0 (2.32)
Figura 2.11: Diagrama de bloques simplificado del lazo de control [14].
El filtro de correccio´n se puede utilizar para compensar la interferencia no deseada causada por la
expresio´n 1 + γz−1, as´ı como para otros fines durante la s´ıntesis de controlador. Este controlador
asume el conocimiento del nu´mero de pasos de tiempo de retardo. El vector de las estimaciones de los
para´metros tiene la siguiente forma
ΘˆT (k) = [aˆ1, aˆ2, bˆ0, bˆ1] (2.33)
y el vector de regresio´n es
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ΘˆT (k − 1) = [−y(k − 1),−y(k − 2), u(k − d), u(k − d− 1)] (2.34)
La estimacio´n de los para´metros del modelo se utilizan para calcular los para´metros de controlador de
acuerdo con la relacio´n (2.35)
γ =
b1
b0
q0 =
kI
b0
q1 = q0a1 =
kI
b0
a1 q2 = q0a2 =
kI
b0
a2 (2.35)
donde
kI =

1
2d−1 para γ = 0
1
2d(1+γ)(1−γ) para γ > 0
(2.36)
Las relaciones (2.35) y (2.36) pueden ser insertadas en la ecuacio´n para calcular la salida del controlador
u(k) = q0e(k) + q1e(k − 1) + q2e(k − 2) + u(k − 1) (2.37)
2.4. Controlador PI adaptativo
2.4.1. Controlador PI contenido en el modelo de la turbina eo´lica
El convertidor del lado del rotor es usado para controlar la potencia de salida y la tensio´n (o
potencia reactiva) de la turbina eo´lica medida en los terminales de la red de potencia. La potencia es
controlada con el fin de seguir la caracter´ıstica predefinida potencia-velocidad, llamada caracter´ıstica de
seguimiento. La velocidad actual de la turbina, ωr, es medida y la potencia meca´nica correspondiente a
la caracter´ıstica de seguimiento es usada como la potencia de referencia para el control en lazo cerrado
de la potencia.
La caracter´ıstica de seguimiento es definida por cuatro puntos (como se muestra en la Figura 3.11):
A, B, C y D.
Desde la velocidad cero hasta la velocidad A, la potencia de referencia es cero. Entre el punto A y el
punto B la caracter´ıstica de seguimiento es una l´ınea recta, la velocidad del punto B debe ser mayor
que la del punto A. Entre el punto B y el Punto C, la caracter´ıstica de seguimiento se encuentra en
el punto de ma´xima potencia de la turbina (ma´xima potencia de la turbina vs las curvas de velocidad
de la turbina). La caracter´ıstica de seguimiento es una l´ınea recta desde el punto C y el punto D. La
potencia en el punto D es uno por unidad (1 p.u.) y la velocidad debe ser mayor que la velocidad del
punto C. Ma´s alla´ del punto D la potencia de referencia es una constante igual a uno por unidad (1
p.u.).
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Figura 2.12: Caracter´ıstica de seguimiento [15].
El lazo de control de potencia se ilustra en la Figura 3.12. La potencia de salida ele´ctrica actual se mide
en los terminales de la red de la turbina eo´lica, se an˜aden las pe´rdidas totales de potencia (meca´nicas
y ele´ctricas) y esta es comparada con la potencia de referencia obtenida en la curva de caracter´ıstica
de seguimiento.
Un regulador Proporcional-Integral (PI) es usado para reducir el error de potencia a cero. La salida de
este regulador es la referencia de la corriente del rotor Iqrref que debe ser inyectada en el rotor desde
el convertidor Crotor 3.13. Esta componente de corriente es la que produce el torque electromagne´tico
Tem. La componente actual de Iqr, de la secuencia positiva, es comparada con Iqrref y el error es
reducido a cero por el regulador de corriente (controlador PI).
La salida de este controlador de corriente es la tensio´n Vqr generado por Crotor. El regulador de
corriente con ayuda de la alimentacio´n de Cred predice Vqr.
El convertidor Cred, figura 3.13, es usado para regular la tensio´n del capacitor del DC bus. Adema´s,
este modelo permite el uso de convertidor de Cred para generar o absorber potencia reactiva. El sistema
de control, ilustrado en la Figura 3.14, consiste de:
Los sistemas de medicio´n que miden las componentes d y q de las corrientes AC de secuencia
positiva son controlados por la tensio´n DC Vdc.
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Figura 2.13: Sistema de control del convertidor del lado del rotor [15].
Figura 2.14: Esquema del sistema de DFIG [15].
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El lazo de regulacio´n exterior consiste en un regulador de tensio´n DC. La salida del regulador de
tensio´n DC es la corriente de referencia Idgcref para el regulador de corriente (Idgc es la fase de
corriente con tensio´n de la red que controla el flujo de potencia activa).
El lazo de regulacio´n interna consiste de un regulador de corriente. El regulador de corriente
controla la magnitud y fase de la tensio´n generada (Vgc) por el convertidor Cred desde la corriente
Idgcref producida por el regulador de tensio´n DC y especif´ıca la referencia Iqref .
Figura 2.15: Sistema de control del convertidor del lado de la red [15].
El regulador de corriente con ayuda de la alimentacio´n hacia adelante predice la tensio´n de salida de
Cred.
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3. RESULTADOS DE LAS SIMULACIONES Y ANA´LISIS
En este cap´ıtulo se muestran los resultados de las pruebas realizadas sobre el modelo del Generador
de Induccio´n Doblemente Alimentado por medio de la simulacio´n del modelo matema´tico del
generador-turbina en SIMULINK/MATLAB, y un motor DC y de induccio´n real. Las pruebas
realizadas consisten en implementar un controlador PID adaptativo implemetando el metodo de
controlador PID de Ba´nya´sz y Keviczky junto el algoritmo de mı´nimos cuadrados que se presenta
en el Cap´ıtulo 2 para una sen˜al de perfil de viento filtrada por el me´todo de filtro de Kalman que se
presenta en el Cap´ıtulo 1.
En primera instancia se hace una breve descripcio´n de la conexio´n de la turbina eo´lica, mostrando las
caracter´ısticas de esta, despue´s se muestra la etapa del filtrado y los respectivos ana´lisis de resultados.
Luego, se muestra el controlador aplicado y los resultados obtenidos con este, para as´ı, pasar a la
etapa donde se muestra el grupo generador-turbina acoplado con la sen˜al filtrada y aplicando el
controlador PID adaptativo implementando y el controlador PI que contiene el modelo matema´tico
del generador-turbina en SIMULINK/MATLAB.
3.1. Turbina eo´lica y generador
Las turbinas eo´licas usadas con un generador de induccio´n doblemente alimentado DFIG, consisten
en un generador de induccio´n con rotor bobinado y un convertidor AC/DC/AC (back − to − back)
basado en PWM . El devanado del estator esta´ conectado directamente a la red a 60 Hz mientras que
el rotor esta alimentado por la frecuencia variable a trave´s del convertidor AC/DC/AC.
La tecnolog´ıa del DFIG permite extraer la ma´xima energ´ıa del viento para bajas velocidades
del viento por la optimizacio´n de la velocidad de la turbina. La velocidad o´ptima de la turbina produce
un ma´ximo en la energ´ıa meca´nica para una velocidad del viento espec´ıfica y esta es proporcional a
la velocidad del viento. Otra ventaja de la tecnolog´ıa de DFIG es la capacidad de los convertidores
electro´nicos de potencia para generar o absorber potencia reactiva, eliminando as´ı la necesidad de la
instalacio´n de bater´ıas de condensadores como en el caso de generadores de induccio´n de jaula de
ardilla.
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Figura 3.1: Sistema generador-turbina.
3.2. Modelo de la simulacio´n
Este sistema consiste de un parque oelico de 15 turbinas de 1, 5MW cada una, conectado a una red
de575v con una potencia de 500kW a una frecuencia de 60Hz.
La turbina eo´lica y la carga-motor tienen un sistema de proteccio´n que monitorea el voltaje, la
corriente y la velocidad meca´nica. El voltaje DC − Link del DFIG tambie´n esta monitoreado.
Este modelo es adecuado para observar los armo´nicos y el comportamiento del sistema dina´mico en
periodos de tiempo relativamente cortos.
El parque eo´lico esta simulado por dos turbinas de 1.5MW cada una, para ver su comportamiento
en un sistema de potencia, se realizan dos perfiles de vientos, en los cuales la diferencia esta´ en la
posicio´n en la que esta´n, la distancia a la que esta´n es de 180 metros. Para tener completo el parque
eo´lico solo se tiene que multiplicar sus para´metros por el nu´mero de turbinas completo en el menu´ de
la turbina. Las figuras 3.2 y 3.3 muestran el sistema de simulacio´n que se describe.
3.3. Resultados
3.3.1. Etapa de filtrado
Para la etapa de filtrado de realizaron pruebas con ambos perfiles de viento, esto para asegurarnos
que independiente del tiempo de llegada de la ra´faga de viento a la turbina eo´lica obtendr´ıamos
una sen˜al filtrada adecuada para este trabajo. Como se explico´ en el Cap´ıtulo 1, el filtro que se
va a utilizar es el filtro de Kalman de estad´ıstica robusta. El filtro de Kalman es un me´todo que
viene de la representacio´n de sistemas dina´micos lineales en modelo de espacio de estados, donde
interactu´an diferentes variables como: las salidas, los estados, las entradas controladas y las entradas
no controladas de un sistema.
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Figura 3.2: Sistema generador-turbina perfil de viento 1usado en la simulacio´n.
Figura 3.3: Sistema generador-turbina perfil de viento 2 usado en la simulacio´n.
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Como se menciono´ en el Cap´ıtulo 1, el perfil de viento se realizo´ con los datos te´cnicos del
parque eo´lico Jep´ırachi. Se realizaron las simulaciones de dos torres eo´licas, las cuales esta´n
distanciadas una de la otra 180 metros; con estos perfiles de viento se realizo´ la etapa de filtrado con
el filtro de Kalman, las ima´genes 3.4 y 3.5 nos muestran los perfiles de viento 1 y 2
Figura 3.4: Perfil de viento 1.
En la figura 3.4 podemos observar las sen˜ales de viento antes y despue´s del filtro, la sen˜al en color
verde representa el perfil de viento 1, se puede observar que esta sen˜al contiene ruido. La sen˜al en
color azul, es la sen˜al que sale del filtro, esta sigue la tendencia del perfil inicial de viento y reduce el
ruido, mostrando as´ı que el filtro de Kalman esta´ realizando una buena estimacio´n de los para´metros
para as´ı entregar una sen˜al mucho mas pura.
En la figura 3.5, se observa las sen˜ales de viento del segundo perfil. Aqu´ı se observa que la
sen˜al del perfil de viento 2 comienza un tiempo ∆(t) despue´s, esto para representar el tiempo que se
demora la misma ra´faga de viento en llegar a la segunda torre eo´lica. La sen˜al en color rojo representa
representa el perfil de viento 2, esta sen˜al contiene ruido. La sen˜al en color azul, es la sen˜al que
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Figura 3.5: Perfil de viento 2.
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sale del filtro, esta sigue la tendencia del perfil inicial de viento pero reduciendo el ruido, mostrando
as´ı que el filtro de Kalman esta´ realizando una buena estimacio´n de los para´metros para as´ı entregar
una sen˜al mucho ma´s pura.
3.3.2. Etapa de control
Para la parte del controlador, se disen˜o´ controlador PID de Ba´nya´sz y Keviczky junto con el me´todo de
identificacio´n de mı´nimos cuadrados. Se identifico´ los para´metros del sistema para luego ser incluidos
en el control y as´ı encontrar una respuesta ma´s ra´pida. En la figura 3.6 se muestra el modelo del
controlador PID.
Figura 3.6: Modelo del controlador PID.
Figura 3.7: Respuesta 1 del sistema controlador PID adaptativo.
En las figuras 3.7 y 3.8 se observa la respuesta del sistema de control presentado en la figura 3.6, se
puede observar que la sen˜al de salida del controlador sigue la sen˜al de la planta.
Para llevar a cabo la etapa de control se toma en el bloque del modelo matema´tico del generador-turbina
42
Figura 3.8: Respuesta 1 del sistema controlador PID adaptativo.
en SIMULINK/MATLAB la parte donde realiza en control del voltaje DC, se coloca el bloque del
controlador PID y all´ı por defecto se tiene un controlador PI jera´rquico. Con este sistema se realizan
las pruebas con los dos perfiles de viento, tanto para la sen˜al filtrada como para la sen˜al sin filtrar. En
la figura 3.9 se ensen˜a el sistema con el control PID y el control PI.
3.3.3. Etapa de simulacio´n del parque eo´lico y respuestas.
En las siguientes figuras se muestran las respuestas de los voltajes con controladores PID de Ba´nya´sz y
Keviczky y el controlador PI que tiene por defecto SIMULINK/MATLAB. La simulacio´n se realizo´ con
los datos obtenidos a la salida del filtro de Kalman descrito en la seccio´n 3.3.1.
Las figuras 3.10 y 3.11 nos muestran las respuestas del sistema en el perfil de viento 1 para el
controlador PID. Para el controlador PID se observa que el perfil de viento 1 presenta una mejor
respuesta cuando se realiza el filtrado de la sen˜al de entrada con el filtro de Kalman, la sen˜al presenta
menor ruido y mayor estabilidad. La sen˜al en color azul es la sen˜al filtrada con el filtro de Kalman y
la sen˜al en color amarillo es la sen˜al sin ser filtrada.
Las figuras 3.12 y 3.13 nos muestran las respuestas del sistema en el perfil de viento 2 para el
controlador PID. Para el perfil de viento 2, se observa que este presenta mayor ruido en ambas sen˜ales
tanto la sen˜al de viento filtrada con el filtro de Kalman y la sen˜al sin ser filtrada. La sen˜al en color
azul representa la sen˜al del perfil 2 filtrada y la sen˜al de color rojo representa la sen˜al de perfil 2 sin
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Figura 3.9: Sistema usado en la simulacio´n.
filtrar, para este caso la sen˜al filtrada presenta menores picos de ruido y mayor estabilidad en la sen˜al
ya que la sen˜al sin ser filtrada se demora en alcanzar una estabilidad.
Las figuras 3.14 y 3.15 nos muestran las respuestas del sistema en el perfil de viento 1 para el
controlador PI. Para el controlador PI se observa que el perfil de viento 1 presenta una mejor
respuesta cuando se realiza el filtrado de la sen˜al de entrada con el filtro de Kalman, la sen˜al presenta
menor ruido y mayor estabilidad. La sen˜al en color azul es la sen˜al filtrada con el filtro de Kalman y
la sen˜al en color cafe´ es la sen˜al sin ser filtrada.
Las figuras 3.16 y 3.17 nos muestran las respuestas del sistema en el perfil de viento 2 para el
controlador PI. Para el controlador PI y el perfil de viento 2, se observa que este presenta mayor ruido
en ambas sen˜ales tanto la sen˜al de viento filtrada con el filtro de Kalman y la sen˜al sin ser filtrada
pero una misma estabilidad. La sen˜al en color morado representa la sen˜al del perfil 2 filtrada y la
sen˜al de color verde representa la sen˜al de perfil 2 sin filtrar, para este caso las sen˜ales tienen ambas
ruido pero logran estabilizarse casi al mismo tiempo.
44
Figura 3.10: Respuesta del sistema PID para perfil de viento 1 con filtro de Kalman.
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Figura 3.11: Respuesta del sistema PID para perfil de viento 1 sin filtro.
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Figura 3.12: Respuesta del sistema PID para perfil de viento 2 con filtro de Kalman.
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Figura 3.13: Respuesta del sistema PID para perfil de viento 2 sin filtro.
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Figura 3.14: Respuesta del sistema PI para perfil de viento 1 con filtro de Kalman.
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Figura 3.15: Respuesta del sistema PI para perfil de viento 1 sin filtro.
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Figura 3.16: Respuesta del sistema PI para perfil de viento 2 con filtro de Kalman.
Figura 3.17: Respuesta del sistema PI para perfil de viento 2 sin filtro.
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4. CONCLUSIONES
Los polos seleccionados y usados en el sistema a controlar, lo afectan de diferentes formas ya sea
obteniendo un sistema ra´pido o lento en la adquisicio´n de las sen˜ales sobre cada sistema.
Un controlador adaptativo aplicado a un modelo de generador eo´lico funciona ante perturbaciones
en la sen˜al de perfil de viento, mostrando una adaptacio´n o´ptima en la respuesta ante estos cambios
sobre el sistema.
Con los controladores adaptativos se obtiene un estado transitorio de control ma´s reducido,
mostrando que tiene una mayor eficiencia en sistemas multivariables con cambios en sus para´metros
en cualquier instante de tiempo.
La sen˜al controlada, contiene variaciones significativamente grandes y bruscas, que en un periodo de
tiempo corto logra seguir la sen˜al de referencia establecida.
Para el sistema del parque eo´lico se observa que responde mucho mejor ante las sen˜ales que
han sido filtradas con el filtro de Kalman.
Se observa que las respuestas del controlador PID tienen una mayor estabilidad que las respuestas del
controlador PI que tiene por defecto MATLAB/SIMULINK.
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5. APE´NDICE A
GLOSARIO
CONTROL: la palabra control proviene del te´rmino france´s controle y significa comprobacio´n,
inspeccio´n, fiscalizacio´n o intervencio´n. Tambie´n puede hacer referencia al dominio, mando y
preponderancia, o a la regulacio´n sobre un sistema.
CONVERTIDOR BACK TO BACK: el convertidor back-to-back tiene un control ra´pido del
flujo de potencia. Al controlar el flujo de energ´ıa a la red, la tensio´n del enlace de CC puede
mantenerse constante.
DFIG: el generador de induccio´n doblemente alimentado (DFIG Doubly fed induction generator).
ENERGI´A ELE´CTRICA: se denomina energ´ıa ele´ctrica a la forma de energ´ıa que resulta de la
existencia de una diferencia de potencial entre dos puntos, lo que permite establecer una corriente
ele´ctrica entre ambos - cuando se los pone en contacto por medio de un conductor ele´ctrico - y obtener
trabajo. La energ´ıa ele´ctrica puede transformarse en muchas otras formas de energ´ıa, tales como la
energ´ıa luminosa o luz, la energ´ıa meca´nica y la energ´ıa te´rmica.
ENERGI´A EO´LICA: la energ´ıa eo´lica es la energ´ıa obtenida del viento, es decir, aquella que
se obtiene de la energ´ıa cine´tica generada por efecto de las corrientes de aire y as´ı mismo las
vibraciones que el aire produce.
ESPURIO: un dato espurio, es generalmente definido como observaciones o medidas que se
encuentran por fuera de la distribucio´n de los datos.
ESTADO: Es el conjunto ma´s pequen˜o de variables (denominadas variables de estado) de modo que
el conocimiento de estas variables en t = t0, junto con el conocimiento de la entrada para t ≥ t0,
determina por completo el comportamiento del sistema para cualquier tiempo t ≥ t0.
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GENERACIO´N: generacio´n es un te´rmino con origen en el lat´ın generatio que tiene diversos
significados y usos. Puede utilizarse para nombrar a la accio´n y efecto de engendrar (procrear) o a la
accio´n y efecto de generar (producir, causar algo).
PARA´METROS: se conoce como para´metro al dato que se considera como imprescindible y
orientativo para lograr evaluar o valorar una determinada situacio´n. A partir de un para´metro, una
cierta circunstancia puede comprenderse o ubicarse en perspectiva.
MODELO: Puede referirse a una construccio´n teo´rica (modelo matema´tico) de un sistema f´ısico o
tambie´n a un montaje con objetos reales que reproducen el comportamiento de algunos aspectos de
un sistema f´ısico o meca´nico ma´s complejo.
TURBINA: rueda hidra´ulica, con paletas curvas colocadas en su periferia, que recibe el agua
por el centro y la despide en direccio´n tangente a la circunferencia, con lo cual aprovecha la mayor
parte posible de la fuerza motriz.
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