The theory of continuously equivalent networks [I]-(71, and especially the noncompleteness result given in [5], suggests a related problem in the theory of continuously equivalent state realizations. The solution of this problem, given below following a formal statement of the problem, may shed light on the continuously equivalent network problem through a description of the latter in state-space terms.
The theory of continuously equivalent networks [I]-(71, and especially the noncompleteness result given in [5], suggests a related problem in the theory of continuously equivalent state realizations. The solution of this problem, given below following a formal statement of the problem, may shed light on the continuously equivalent network problem through a description of the latter in state-space terms.
As usual, a minimal state realization ( A , B, C ) of a real rational transfer function matrix W(s) with W(.o)=O is a triple of real matrices satisfying
with A being of minimum dimension. Proof.. First, suppose to the contrary that a family exists with det Tl<O. Now continuity of the family implies that det T(x) varies continuously, and nonsingularity of the family implies that det T(x) is never zero. This contradicts the property det T(O)=l and the assumption det T(1)<0. We have thus shown that existence of the family implies that det T,>O. Now suppose det T,>O. Write T, as
where U is orthogonal, and H i s positive definite symmetric. Evidently, det H>O; because also det T,>O, it follows that det U>O. Therefore, for some orthogonal matrix V, U can be written as
and with the number of - 
It is easily checked that T(O)=I and T(l)=UH=Tl. Obviously, T(x) is continuously dependent on x, and is nonsingular, being of the form U(x)H(x) far orthogonal U(x) and positive definite H(x).
This proves the theorem and, at the same time, we have indicated how the family T(x) may be found. Remark: It rollaws easily from the theorem that the set of all minimal state realizations of a transfer function matrix falls into two disjoint subsets, with all members of the one subset being continuously equivalent. I t is not possible far three or more realizations to be such that no pair is continuously equivalent.
Remark: Define the matrices W , and W, by where Ai is n X n . The W, have rank ,I by the minimality of { A < , Bi, C ; ) . The matrix TI is uniquely determined by TIWo= W , or TLWoW,'= W,Wd; see 181. Since WOW; evidently has positive determinant, the condition det Tt>O is equivalent to det WtWo'>O.
Rentark: The result extends easily to the time-varying case. Let (Ai(?), Bi(r), C;(r)) be two realizations of the same weighting function, related by A, = T,(t)A~T~'(t)+i'~(t)~,-~(t), Bi =Tl(t)Bo, CL' = CdT,-'(t); see [a]. It is implicitly assumed that TI(?) is differentiable and nonsingular for all t. For fixed t, a family T(x, t), 0 5 x 5 1 , exists taking A, to A, if and only if det T,(t)>O. Also, if det Tdr) is positive for one particular value o f t , it is positive for all t because T I ( . ) is continuous and always nonsingular. Accordingly, the family T(x, t) exists for all 1.
There is no question that there remains a gap between the statement of this theorem and its use in the design problem of varying the elements of a network so as to preserve the terminal behavior but achieve a more satisfactory internal configuration. The bridging of the gap will undoubtedly require use of the state-space approach to network synthesis; see (101, for example.
