In many areas of signal, system and control theory orthogonal functions play an important role in issues of analysis and design. In this paper it is shown that there exist orthogonal functions that, in a natural way, are generated by stable linear dynamical systems, and that compose an orthonormal basis for the signal space 4. To this end use is made of balanced realizations of inner transfer functions. The orthogonal functions can be considered as generalizations of e.g. the Laguerre functions and the pulse functions, related to the use of the delay operator, and give rise to an alternative series expansion of rational transfer functions. It is shown how we can exploit these generalized basis functions to increase the speed of convergence in a series expansion, i.e. to obtain a good approximation by retaining only a finite number of expansion coefficients .
Introduction
Consider a finite-dimensional linear time-invariant discrete-time system G, represented by its transfer function G(r) in the Hilbert space 'H2, i.e. G(r) is analytic outside the unit circle, Jtl 2 1.
A general and common representation of G(t) is in terms of its
Laurent expansion around t = 00, as with { Gk}k=O,l, ... the sequence of Markov parameters. h constructing this series expansion we have employed a set of orthogonal functions: {zo, z-', z -~, * . .}, where orthogonality is considered in terms of the inner product in 'H2. In a generalized form we can write (1) as k=O with {fk(r))k=o,l,z, ... a sequence of orthogonal functions. There are a number of research areas that deal with the question of either approximating a given system G with a finite number of coefficients in a series expansion as in (2), or (approximately) identifying an unknown system in terms ofA. finite number of expansion c d c i e n t s through G(x) = In an identification context, the use of the orthogonal functions as in (1) lead to the so called Finite Impulse Response (FIR)-model (15). However, it is well known that for moderately damped systems, and/or in situations of high sampling rates, it may take a large value of N, the number coefficients to be estimated, in order to capture the essential dynamics of the system G into its model. In this paper we consider the problem of constructing orthogonal functions f k ( z ) in such a way that a series expansion of the system Lkfk(Z).
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G, as in
The use of orthogonal functions with the aim to adapt the system and signal representation to the specific properties of the systems and signals at hand has a long history. In this paper we will expand and generalize the orthogonal functions as basis functions for dynamical system representations. In section 2 we will first give the basic results concerning the construction of generalized basis functions. Next, in section 3, we will discuss the ingredients that have led to these results. It will be shown how inner functions generate two sets of orthonormal functions that are complete in the signal space e,. We will start the technical part of this paper by giving the basic result first, and then consecutively give the analysis that provides the ingredients for making the result plausible. Note that due to the fact that G(z) is an n x m-matrix of transfer functions, the dimension of each Lk is p x n. 
Orthonormal functions generated by inner functions
In this section we will discuss the basic idea behind the construction of the orthonormal basis aa presented in the previous section. We will show that a square and inner transfer function gives rise to an infinite set of orthonormal functions. This derivation is based on the fact that a singular value decompasition of the Hankel matrix associated to a linear system induces a set of left (right) singular vectors that are orthogonal. Considering the left (right) singular vectors as discrete time functions, they are known to be orthogonal in l2-sense, thus generating a number of orthogonal functions, the number of functions being equal to the McMillan degree of the corresponding system. We will embed an inner function with McMillan degree n into a sequence of inner functions 
The theorem shows the construction of orthogonal matrices rg, r;
that have a nesting structure. The suggested svd of N(Gk) incorporates svd's of 'H(Gi) for all i < k. In this way orthogonal matrices r g and r; are constructed with an increasing rank. Note that the restriction on the structure of the consecutive svd's is so strong that, according to (b), given a singular value decomposition H(G) = &V$, the matrix sequence {Ui,X, i = 1 , 2 , . -. } is uniquely determined. Note also that there is a clear duality between the controllability part I' ; and the observability part l$. In order to keep the exposition and the notation as simple as possible we will further restrict attention to the controllability part of the problem. Dual results exist for the observability part. 
with hfk(i) E m*", k E Z+.
Then
The proposition actually is a z-transform-equivalent of the result in Theorem 3.4. It shows the construction of the controllability matrix I ' ; . In the next stage we show that this controllability matrix generates a sequence of orthogonal functions that is complete in e. 
holds true, leading to the result of Theorem 2.1.
The series expansion M reflected in (4) is schematically depicted in the diagram in Figure 1 , where q retlects the time shift, qu(t) =
For use later on we will formalize two claseee of inner functions. with R any matriz satisfying C = B'R.
0
A matrix R aa mentioned in the theorem always exists.
In section 5 we will show that specific choices of G(z) in relation with H(z), i.e. specific relations between the inner function G producing the orthonormal basis and a transfer function H that should be deacribed in this bask, will lead to very simple representations. However we will first give some examples that show how the orthonormal basis functions as discussed until now, generalize the situation of the common pulse functions, Laguerre functions and Kautz functions.
A generalization of classical basis functions
In this section we show three examples of well known sets of orthogonal functions that are frequently used in the description of linear time-invariant dynamical systems, and that occur as special caaes in the framework that is discussed in this paper.
Pulse functions Consider the inner function G(z) = t -l , G E 81.
The Hankel matrix of G satisfies:
As a result h ( z ) = 1, and with proposition 3.5 the generating 
Laguerre functions
Consider the inner function G ( t ) = -, with some real-valued a , (a1 < 1, and denote 7 = 1 -2 . Since GO = -a it is clear that G E (91 n 92). A minimal balanced realization of G is given by (A, B, C, D 
Orthonormal functions originating from general dynamical systems
We have shown that any square inner transfer function G E generates an orthonormal basis for the signal space 4. One of the reasons for developing this generalized bases was to find out whether we can yield a more suitable representation of a general dynamical system, when the basis within which we deacribe the system is more or less adapted to the system dynamica. In view of the results presented so far, this aspect relates to the question whether we can construct an inner transfer function generating a We will now present a result that is very appealing. It shows that when we want to describe the dynamical system H in terms of the basis that it has generated, as presented in Proposition 5.1, then the series expansion in the new orthogonal basis becomes extremely simple. The theorem shows that when we use a general stable and proper dynamid system to generate an orthonormal basis as described above, then the system itself has a very simple representation in terms of this basis. It is represented in a series expansion with only two nonzero expandon caefficients, being equal to the system matrices C. and D,.
Identification and System Approximation
We will now take a look at the question how we can utilize the , results to problems of identification and system approximation.
. As mentioned in the introduction, identification of a finite impulse model (FIR) fails to be successful when the number of coeflicients to be estimated becomes large. An alternative way to attain the advantages of this identification method, is to exploit the model structure
where e ( t ) is the one step ahead prediction error, D(e),Lk(e) the parametrized expansion d c i e n t s , and with &(z) representing an appropriately chosen basis.
Identifying B through least squares optimization of E(t) over the time interval, is a similar problem as in the ciae of an FIR-model. gence rate of the series expansion can become extremely fast, i.e. ~~t~~~~~ ~~ only two e x p~i~ cafficients that ~ n o~r o .
basis, that incorporates dynamics of a general systemto be repm sented within this basis. There are several ways of connecting general transfer functions to inner functions, as e.g. inner/outer factorization, or normalized coprime factorization. In this paper we w i l l explore a factorization that is closely related to the inner-unstable factorization in to exploit this knowledge in the identification procedure. The method suggested above, shows that this a priori knowledge can be exploited in terms of the basis functions that are chosen. The more precise the a priori knowledge is, the better we can adapt the basis functions to the system dynamics, and the simpler the identification problem will become; the latter effect is due to the smaller number of expansion coefficients that essentially contribute to the expression (23).
In order to justify this identification/approximation method we will present some results showing that the speed of convergence in an orthogonal series expansion can be quantified, showing the increase of speed as the dynamics of system and basis approach each other. 
The above theorem shows that we can draw conclusions on the convergence rate of the sequence of expansion coefficients {LL)~=O, ..., 
Simulation example
In order to illustrate the use of the proposed basis functions in an identification/approximation context we will present a simple simulation example. To this end we consider a linear time-invariant scalar discrete-time system Ho with McMillan degree 6 having poles: 3. Construct a model P(')(Z) = L k L $ ( z ) , by breaking off the expansion after 10 coefficients. The corresponding transfer faction will have McMillan degree 40, since the dimension of G(z) equals 4. Breaking off the expansion after 10 coefficients matches the result of an asymptotic linear regression identification of the first 10 coefficients, provided a white noise input signal is applied. Expansion coefficients Ll-l, k = 1,. . ,20 in step 2 of the iterative procedure for iteration numbers 1 (first row), 4 (second row), 7 (third row) and 10 (last row).
Perform a model reduction procedure to P ( l ) based on singular perturbation and balancing 11, 91 to construct a 4-th order model H('). Repeat steps 2-5 in an iterative procedure of estimating models, model reduction and updating of the basis functions.
In our simulation we have chosen the initial rough estimates of the model poles of G(O) to be: p1,2 = -0.7 * 0.15i, and p3,4 = 0.1 f 0.8i. We have performed 10 iterations of the identification/approximation procedure, after which the estimated expansion coefficients have converged. The results of this excercise are shown in Figures 2 and 3 . Note that the expansion coefficients depicted in Figure 2 after 10 iterations have a very high convergence rate. Only a very few coefficients are required to model the dominant dynamics in the process. The baais functions that have been determined iteratively, finally contain very accurate information on the process dynamics, i.e. the process eigenvalues.
The impulse responses of the full order model P(i) and reduced order model If(') show a poor fit to the process impulse response in the first iteration step. However, in the course of the iterations, the fit becomes extremely well. Apparently, the sixth order process can be approximated very accurately by a fourth order model. This is not so very surprising if we take a look at the process poles and zeros. However, the simulation example clearly shows the potentials of the iterative procedure to update basis functions iteratively, and to iteratively increase the speed of convergence of the related series expansion. 
Conclusions
We have developed a theory on orthogonal functions as basis functions for general linear time-invariant stable systems. The basic ingredient is that every square inner transfer function in a very natural way induces two sets of orthogonal functions that form a basis of the signal space &. The ordinary pulse functions and the classical Laguerre and Kautz polynomials are special cases in this theory of inner functions. With this concept it follows that any connection between a linear system and an inner function leads to bases of specific system based orthonormal functions. An important property of the resulting orthonormal functions is that they -to some extentincorporate the dynamic behavior of the underlying system, leading to an increasing speed of convergence in a series expansion. This greatly facilitates the identification of accurate models using simple linear regression algorithms. In a simulation example this mechanism has been illustrated.
