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qu’on doit ou peut faire, mais aussi à savoir ce 
qu’on pourrait faire quand bien même on ne doit 
pas le faire » 
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Depuis l’avènement de la technologie des composants à semiconducteurs et des circuits 
intégrés, la tendance est à la réduction de la consommation des dispositifs, à l’augmentation 
des densités d’intégration et à la diminution en taille des transistors (loi de Moore). Parmi les 
matériaux de base permettant de répondre aux exigences de plus en plus draconiennes de 
l’industrie microélectronique, les substrats innovants de type SOI (Silicon-On-Insulator) se 
distinguent. Pour élaborer une telle structure, le procédé SmartCut, développé par la société 
SOITEC et le CEA-Léti, est le plus performant. L’étape clé de ce procédé consiste en 
l’implantation d’ions légers comme l’hydrogène dans du Si (largement étudiée au cours de 
ces vingt dernières années).  
De plus, en vue de diminuer les coûts de production, la co-implantation d’hydrogène et 
d’hélium a été envisagée (réduction de la dose totale implantée). On observe également une 
volonté d’adapter le procédé SmartCut à d’autres types de matériaux pour former des 
substrats ScOI (Semiconductor-On-Insulator) : applications optoélectroniques (GaNOI), 
optimisation des performances de composants (HOT, sSOI, SGOI…). Par conséquent, 
l’adaptation du procédé nécessite des informations relatives au comportement de l’hydrogène 
et de l’hélium dans d’autres semiconducteurs (Si(110) pour substrats HOT, SiGe pour sSOI et 
SGOI…). 
 
La plupart des techniques classiques permettant l’étude des défauts d’implantation 
endommagent le matériau. Il manque donc une méthode de caractérisation non destructive 
pouvant être utilisée en ligne de production. La spectrométrie Raman est une technique de 
caractérisation optique rapide, précise et sans contact, qui a déjà été largement utilisée pour 
étudier les semiconducteurs. Sa sensibilité à l’ordre cristallin et à la déformation en fait une 
technique de choix pour l’étude des défauts d’implantation. 
 
Notre étude présente donc un double aspect.  
i. Techniquement, nous développons une méthode de caractérisation non destructive de 
l’implantation (contrainte, désordre, défauts étendus…) qui est complémentaire des 
techniques utilisées classiquement. Pour cela, nous exploitons la complémentarité des  
propriétés des différents phonons. En effet, les phonons optiques, constituant une 
sonde locale, permettront de quantifier le désordre, alors que les phonons acoustiques 
du fait de leur propriété propagatrice nous renseignent sur la localisation en 
profondeur de la zone endommagée. En particulier, nous comparerons l’ensemble de 
nos résultats à l’endommagement (défauts ponctuels) simulé par le logiciel IMSIL. 
ii. Fondamentalement, nous voulons :  
- Mieux comprendre les mécanismes en jeu lors de l’implantation, de la co-
implantation et du recuit. 
- Identifier l’influence du substrat (orientation cristalline, composition chimique) sur 
les défauts ponctuels et étendus engendrés par l’implantation. Pour cela, nous 
adaptons les modèles connus dans le silicium à d’autres types de matériaux. 
- Observer les signatures vibrationnelles des différents types de défauts (désordres et 
défauts étendus).  
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Ce manuscrit se divise en cinq grands chapitres. Les deux premiers introduisent le 
contexte de l’étude ainsi que la spectrométrie Raman. Les trois autres sont consacrés à 
l’interprétation des résultats obtenus ; chaque chapitre correspondant à un point de vue 
différent pour l’étude des défauts. L’implantation est étudiée via les phonons optiques 
(chapitre 3) et acoustiques (chapitre 4) du cristal, ainsi que par les modes induits par les 
défauts comme dans le silicium amorphe (chapitre 5). 
 
Dans le premier chapitre, nous dressons un bilan relatif aux substrats de type SOI. Nous 
indiquons les avantages de ce type de structure ainsi que les différentes méthodes permettant 
leur élaboration. Nous dressons également un état de l’art du procédé SmartCut en 
présentant ses évolutions ainsi que les nouveaux substrats de type SOI (sSOI, SiGeOI, 
DSB…).  
Le deuxième chapitre est consacré à la présentation de la spectrométrie Raman. Nous 
décrivons les mécanismes en jeu dans la diffusion de la lumière par les phonons au sein de 
matériaux cristallins et amorphes. 
Dans le chapitre 3, nous étudions l’impact des défauts ponctuels sur les phonons optiques 
du cristal. Cette étude nous permet de quantifier le désordre et la contrainte induits lors de 
l’implantation. Après une brève description de la méthode utilisée, nous étudions l’influence 
de l’implantation de H ou de He dans du Si(100). En comparant ces résultats avec ceux 
présents dans la littérature, nous validons les modèles utilisés. Forts de la compréhension de 
ces phénomènes, nous étudions ensuite l’influence de l’orientation du substrat (l’implantation 
dans Si(110)), de la co-implantation He et H et de la composition chimique de la 
matrice (effet d’alliage dans Si1-xGex). 
Dans le chapitre 4, nous étudions la zone endommagée par l’implantation en utilisant la 
sonde à longue portée que sont les phonons acoustiques. Nous mettons ainsi en évidence la 
complémentarité des informations fournies par les deux types de phonons. Nous décrirons 
tout d’abord la diffusion Brillouin et nous validerons le modèle sur des matériaux massifs 
monocristallins. Ensuite nous étudierons l’influence du désordre sur les phonons acoustiques. 
Nous monterons ainsi qu’ils fournissent une information relative à la position de la zone 
endommagée.  
Pour finir, le chapitre 5 est consacré à l’étude des modes activés par le désordre. Tout 
d’abord, nous nous intéressons à la signature Raman de l’ordre à courte portée. Nous mettons 
en évidence la transition ordre/désordre et nous observons les effets de la porosité introduite 
par les défauts étendus. Ces résultats nous permettent de comparer l’effet des défauts sur 
l’ordre à longue (cristal) et à courte portée (amorphe).  Nous étudions ensuite les complexes 
formés par l’hydrogène dans Si et Si1-xGex, qui sont une manifestation des défauts étendus. 
Les résultats obtenus sont comparés aux mesures du désordre atomique. 
 
Pour finir, nous résumerons les principaux résultats et nous présenterons les perspectives 
offertes par cette étude. Nous mettrons l’accent sur les aspects prometteurs des méthodes 

























Chapitre 1: Présentation des substrats SOI : 
état de l’art du procédé SmartCut 
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I. Les substrats Silicon-On-Insulator et le procédé 
SmartCut 
 
Un SOI (Silicon-On-Insulator) se caractérise par une fine couche de silicium cristallin 
séparée du substrat en silicium par une couche isolante d’oxyde. On comprend tout l’intérêt 
de cette séparation en constatant qu’un composant de type CMOS (Complementary Metal-
Oxyde-Semiconducteur) n’utilise, pour accomplir sa fonction, qu’une très fine couche de 
matière en surface. La grande majorité du volume de la plaque ne sert donc que de support 
mécanique. Les SOI permettent la séparation de la zone active électriquement et du support, 
grâce à la couche d’oxyde enterré. Cette caractéristique confère un meilleur fonctionnement 
aux composants réalisés au-dessus.  
L’obtention de ce type de substrat  présente un défi technologique. En effet, il est 
impossible par les techniques d’élaboration classiques de déposer, sur un matériau amorphe,  
une couche parfaitement monocristalline. Or, la couche supérieure en silicium doit présenter 
une qualité cristalline identique à celle du matériau massif. De nouvelles techniques 
d’élaboration doivent donc être développées pour la fabrication de ces structures.  
1. Propriétés et procédés de fabrication des substrats SOI. 
 
Depuis les années 70, de nombreuses études ont porté sur la fabrication et les 
propriétés des substrats SOI à cause de leur intérêt technologique croissant. L’article 
« Frontiers of Silicon-On-Insulator » de G.K. Celler et S. Cristoloveanu1 présente un bilan 
complet en termes de réalisation et de compatibilité avec les technologies CMOS.  
1.1. Avantages et applications du SOI 
 
Le principal avantage du SOI provient de sa structure séparant la zone électriquement 
active et le support purement mécanique. Historiquement, ces substrats ont été développés 
dans les années 1970-1980, pour améliorer le fonctionnement et la durée de vie des 
composants soumis à un rayonnement2. Par exemple, lors d’un bombardement de particules 
alpha, il y a création de charges dans le volume du composant. Si ce dernier est réalisé sur 
SOI, les charges ainsi créées sont maintenues dans la zone servant de support mécanique 
grâce à la couche isolante. Le composant subira alors moins de pic de courant et deviendra 
beaucoup moins sensible au rayonnement. 
 
Un substrat SOI permet d’optimiser l’isolation des transistors3, selon deux directions. 
- L’isolation verticale entraîne une diminution des courants de fuite. Les systèmes 
peuvent alors fonctionner avec une alimentation plus faible en courant et en tension.  
- L’isolation latérale permet une plus grande indépendance des transistors présents au 
sein d’une même puce. Il est alors possible d’augmenter la densité d’intégration 
conformément aux exigences des technologies ULSI (Ultra-Large Scale Integration). 
De plus, cette isolation induit une diminution des capacités de la source et du drain, et 
une augmentation de la vitesse de commutation des transistors. Il en résulte une 
amélioration des performances des microprocesseurs qu’ils composent. 
Les substrats SOI permettent l’amélioration des caractéristiques de fonctionnement des 
technologies 90 nm et 65 nm (on parle ici de la taille du canal des transistors). Ils 
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interviennent dans la fabrication des nouveaux processeurs rapides d’IBM ou d’AMD. De 
plus, la « feuille de route » de la microélectronique prévoit un nœud technologique lorsque le 
canal des transistors passera au-dessous de la barre de 25 nm. L’utilisation de SOI permettra 
alors de prolonger la durée de vie de la technologie silicium en diminuant les effets de canal 
court4. En effet, la technologie CMOS est parfaitement adaptable à ce type de substrat5. 
 
En parallèle de ces applications en microélectronique, ces substrats sont utilisés pour : 
- Des systèmes optiques : élaboration de guides d’onde dans la couche d’oxyde (indice 
optique de réfraction important entre le silicium et son oxyde)  
- Des applications mécaniques : supports pour la fabrication de MEMS (Micro-Electro-
Mechanical Systems). 
 
Toutefois, pour pouvoir posséder les avantages cités précédemment le SOI doit 
présenter trois qualités indispensables : 
- une bonne qualité cristalline de la couche électriquement active. Son taux de défauts 
doit être comparable à celui du silicium massif, 
- une bonne maîtrise de l’épaisseur des couches de silicium et d’oxyde enterré (BOX : 
Buried OXyde). Cet aspect est très important pour les applications. Par exemple, pour 
des composants entièrement déplétés, réalisés sur SOI, la valeur du courant de seuil 
dépend de l’épaisseur de la couche de silicium électriquement active6, 
- un faible coût de production. 
Ces critères influencent le choix de la méthode de fabrication des substrats SOI. 
1.2. Les différents procédés de fabrication 
 
De nombreuses méthodes d’élaboration ont été développées pour obtenir des substrats 
SOI4. J’ai choisi de ne présenter ici que les trois procédés les plus connus et les plus utilisés. 
Ces techniques font appel à une utilisation originale de l’ingénierie de l’implantation ionique 
et/ou du collage moléculaire7.  
1.2.1. Le procédé SIMOX 
Le procédé SIMOX (Separation by IMplantation of OXygen) a été inventé en 1991 
par K.Izumi8 et comporte deux étapes principales. 
1) Implantation de O+ à une dose de 2.1018 ions/cm2, avec une énergie d’environ 
200keV, à une température  de 600°C. Les conditions d’implantation fixe 
l’épaisseur du silicium en surface (énergie) et de la couche d’oxyde (dose). 
2) Recuit à 1350°C de façon à former la couche de SiO2, dont l’interface avec le 
Si doit être la plus abrupte possible. Lors du recuit, une partie des défauts 
ponctuels sont guéris thermiquement, les autres se réorganisent pour former 
des défauts résiduels (par exemple des boucles de dislocations). 
 
Avec cette méthode, on observe une défectuosité de la couche supérieure (nécessité d’une 
forte température de recuit), une qualité médiocre de l’interface Si/SiO2 (moins bonne que 
dans le cas d’une oxydation thermique) et une imprécision quant à l’épaisseur des couches.  
Les limitations de ce procédé de fabrication sont : un fort coût (forte dose), une énergie 
d’implantation importante et la densité de défauts résiduels.  
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1.2.2. Le procédé BESOI 
Le procédé BESOI (Bond and Etchback SOI) fut inventé indépendamment, en 1985, 
par Frye et al.9 aux Bell Labs et par Laski et al.10 chez IBM. Il comporte trois grandes étapes. 
1) L’oxydation des deux substrats en silicium. L’épaisseur de chacune des 
couches correspond à la moitié de l’épaisseur de BOX désirée. 
2) Le collage moléculaire des deux substrats. Ce collage est suivi d’un recuit à 
1100°C de façon à consolider les liaisons à l’interface. 
3) Le polissage et la gravure en face arrière d’un des deux substrats jusqu’à 
obtenir l’épaisseur désirée de silicium en surface. 
Le grand avantage de cette méthode est la parfaite maîtrise des épaisseurs des couches, 
ainsi que l’excellente qualité cristalline du silicium en surface. Son utilisation principale 
concerne l’obtention de SOI ayant une épaisseur de couche électriquement active comprise 
entre 10 et 100 µm (électronique de puissance). 
En revanche, le principal inconvénient de ce procédé reste son coût. En effet, il consomme 
deux substrats pour n’en produire qu’un. 
1.2.3. Le procédé SmartCut 
Le procédé SmartCut fut inventé en 1991 par M. Bruel11 du CEA-Léti. Il combine 
l’implantation d’ions légers et le collage moléculaire. L’idée principale fut d’exploiter le 
bullage (phénomène parasite de l’implantation d’hydrogène), qui se traduit par l’apparition de 
cloques en surface. Ce phénomène peut aller jusqu’à l’exfoliation de certaines zones. En 
ajoutant un raidisseur, M. Bruel a pu étendre cette séparation localisée sur la bulle à 
l’ensemble du substrat et ainsi permettre le transfert de la couche.  
 
Ce procédé comporte six grandes étapes. 
1) L’oxydation thermique du premier substrat, noté wafer A, 
2) L’implantation de A avec du H+ à une dose d’environ 6.1016 at/cm2 et une 
énergie de 60keV, 
3) Le nettoyage puis le collage du substrat implanté sur un autre substrat vierge, 
noté wafer B, 
4) Le recuit de l’ensemble à des températures comprises entre 400 et 600°C. On 
provoque alors l’agglomération de l’espèce gazeuse implantée sous forme de 
cavités cylindriques aplaties. Ces dernières vont coalescer pour former une 
ligne de fracture qui engendre le transfert de la partie supérieure du substrat 
implanté sur le substrat vierge. Cette dernière étape est appelée le phénomène 
de fracture et ne peut se produire que si le substrat B est présent (il joue le rôle 
de raidisseur, sans lui on assisterait au phénomène de bullage) 
5) Recuit de consolidation (1000°C) et polissage mécano-chimique (CMP) du 
SOI, de façon à ôter la zone endommagée en surface et à diminuer la rugosité. 
6) Recyclage du substrat ayant subi l’implantation.  
 
Les principaux avantages de ce procédé sont le parfait contrôle de l’épaisseur de couches, 
la bonne qualité cristalline de la couche transférée, et son adaptabilité à tous les matériaux (à 
condition qu’il existe un isolant compatible). 
De plus, il est possible de recycler un des deux substrats utilisés ce qui permet de réduire le 
coût de fabrication. 
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1.3. Comparaison des différents procédés : avantages du SmartCut 
 
Le tableau I.1. résume et compare12 les principales étapes de chacun des trois procédés 
présentés dans le paragraphe précédent. Ils ont en commun un certain nombre d’étapes mais 
dans des conditions bien différentes. 
 
i. Uniformité de l’épaisseur des couches.  
Pour le procédé SmartCut, l’épaisseur de la couche d’oxyde est ajustable de façon 
précise (oxyde thermique : modèle de Deal et Grove) et l’interface Si/SiO2 obtenue est 
d’excellente qualité. De plus, l’épaisseur de la couche de silicium est directement fixée par 
l’énergie d’implantation (une fois l’épaisseur de la couche d’oxyde fixée). En effet, le Rp 
(Projected Range) qui donne le maximum du profil d’espèce, ne dépend que de l’énergie et 
peut être déterminé par simulation. 
Le procédé BESOI permet également une excellente maîtrise de ces paramètres, 
contrairement au procédé SIMOX. 
 
ii. Qualité cristalline.  
Pour le procédé SmartCut, l’implantation d’ions légers, grâce à leur faible pouvoir 
d’arrêt nucléaire, induit très peu de défauts qui sont facilement guéris lors du recuit (même 
pour de faibles températures). De plus, le polissage après transfert permet de supprimer la 
partie défectueuse voisine de la zone de fracture. La couche transférée possède donc des 
propriétés électriques proches de celles du matériau massif. 
Le procédé BESOI permet également d’obtenir une couche électriquement active dont la 
qualité cristalline est comparable à celle du matériau monocristallin. 
En revanche, pour le procédé SIMOX , les doses utilisées sont 10 à 100 fois supérieures à 
celle mise en jeu dans le dopage des semiconducteurs. Par conséquent, le recuit ne parvient 
pas à guérir totalement le matériau. 
 
iii. Faible coût.   
Le procédé SIMOX nécessite pour l’implantation des équipements spéciaux adaptés aux 
fortes énergies et aux fortes doses et pour le recuit des fours spéciaux dédiés aux très hautes 
températures.  
A contrario, le procédé SmartCut ne nécessite que des équipements standard et permet le 
recyclage d’un substrat contrairement au procédé BESOI. 
 
Le SmartCut est donc devenu le procédé le plus utilisé pour fabriquer des substrats SOI 
pour la technologie CMOS, car il est le plus facile à réaliser. Le procédé BESOI reste 
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 Oxydation de 2 substrats 
Épaisseur de l’oxyde : 




Oxydation du substrat A 






Implantation O+ :  
-Dose 2.1018 at/cm2 







 Implantation H+ dans A 
- Dose 6.1016 at/cm2 



























Température : 400-600°C 






















Intégralité du wafer B 







 Zone en surface : 
 Suppression des défauts 
résiduels  
Recyclage NON NON Wafer A !!! 
Tableau I.1. : Comparaison des étapes de fabrication des SOI pour les procédés SIMOX, 
BESOI et SmartCut. 
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2. Évolution du procédé SmartCut 
 
Depuis le brevet initial de M. Bruel11 en 1991, le procédé SmartCut a connu de 
nombreuses évolutions pour diminuer les coûts, améliorer la qualité du SOI ou créer des 
substrats innovants pour de nouvelles applications. 
2.1. Évolution de l’implantation : la co-implantation 
 
Une façon de diminuer les coûts, consiste à diminuer la dose. Pour cela, on modifie 
l’espèce implantée et l’on essaye d’observer la fracture en utilisant des gaz rares comme 
l’hélium par exemple. 
 A. Agarwal13 a observé le bullage à la surface d’un échantillon de silicium en 
implantant successivement de l’hélium à 1.1016 at/cm2 et de l’hydrogène à 1.1016 at/cm2. 
 P. Nguyen14 montre que, dans ces mêmes conditions, la fracture est possible. Elle met 
également en évidence l’influence de la position relative des deux profils et de l’ordre 
d’implantation sur la qualité du transfert. Dans ce cas, la co-implantation hélium/hydrogène 
permet de diviser par trois la dose totale nécessaire à la fracture, ce qui présente un aspect non 
négligeable en termes de coût de production. 
 
La modification de l’espèce implantée a également pour but de modifier les conditions de 
fracture de façon à améliorer la qualité du SOI final (diminution de la rugosité post-fracture, 
transfert à plus haute ou plus basse température, …). Il est envisagé d’essayer d’autres 
« recettes » de co-implantation plus exotiques comme hydrogène/fluor ou hydrogène/azote, 
par exemple. 
2.2. Les nouvelles générations de Semiconductor-On-Insulator 
 
Le procédé SmartCut, applicable à tout type de matériau, permet de réaliser des 
structures de type ScOI (Semiconductor-On-Insulator) combinant les avantages du SOI et les 
propriétés de certains semiconducteurs massifs (mobilité des porteurs, des propriétés optiques 
adaptées, …). Dans ce paragraphe, nous allons présenter quelques-uns de ces ScOI. 
2.2.1. Les substrats HOT (Hybrid-Orientation Technology) 
La figure I.1. présente ces substrats qui ont été développés de façon à optimiser 
l’orientation du canal des transistors FET15 en fonction de leur mode de conduction.  
 
i. Orientation du substrat et mobilité  
Pour un substrat Si(100), les électrons présentent une bonne mobilité selon la direction 
〈110〉 : configuration idéale pour un nFET (conduction par les électrons) avec le canal selon 
cette direction. En revanche, pour cette orientation, la mobilité des trous est mauvaise.  
Pour un substrat de type Si(110), les trous présentent une bonne mobilité selon la direction 
〈110〉 : configuration idéale pour un pFET (conduction par les trous) avec le canal selon cette 
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ii. Avantages 
L’originalité des substrats HOT est donc de combiner sur un même substrat les deux 
orientations cristallines. La figure I.2. montre que ce système permet de réaliser côte à côte un 
pFET et un nFET parfaitement isolés, chacun ayant son canal orienté de façon optimal. On 
peut ainsi augmenter la densité d’intégration conformément aux exigences des technologies 
ULSI (Ultra-Large Scale Integration) et améliorer la vitesse de fonctionnement des 
microprocesseurs. 
 
iii. Procédé de fabrication 
Le type de substrat HOT présenté sur la figure I.1. peut être réalisé grâce au procédé 
SmartCut. K. K. Bourdelle16 a montré la faisabilité du transfert d’une couche de Si(110) 
oxydée sur un substrat Si(100). Le substrat Si(110) joue alors le rôle de substrat A, dans la 
procédure de fabrication décrite dans le tableau I.1. 
Toutefois, ce transfert soulève de nombreux problèmes. En effet, la génération des défauts 
lors de l’implantation et leur évolution au cours du recuit se fera différemment dans du 
Si(110) et dans du Si(100). Une étude détaillée de l’implantation et de la fracture dans du 










Figure I.1. : Schéma de l’empilement d’un 
substrat HOT. 
Figure I.2. : Etat du substrat HOT pour 
réaliser des pFET et nFET sur un même 
substrat.
 
2.2.2. Les substrats sSOI et SGOI 
Les substrats sSOI (strained Silicon-On-Insultaor) et SGOI (Silicon Germanium-On-
Insultator) ont également été créés de façon à améliorer le fonctionnement des transistors. Ces 
substrats combinent les avantages des matériaux massifs (Si contraint et alliages Si1-xGex) et 
des SOI. 
 
i. Le SGOI 
a. Mobilité des porteurs 
Dans du Si1-xGex, la mobilité des électrons et des trous augmente avec la concentration x 
et sature respectivement à x=0,217 et à x=0,3518. Cette évolution présente des propriétés 
intéressantes pour les technologies CMOS. Par exemple, on peut augmenter de 50% la 
mobilité effective des électrons dans un sSi MOSFET réalisé sur SGOI (x=0,15)19, comparé 
au même sSi MOSFET réalisé sur une couche de Si1-xGex relaxée sur Si ayant la même 
composition en germanium. 
b. Fabrication 
Pour réaliser un substrat SGOI, on utilise le procédé SmartCut tel qu’il a été décrit au 








pour pFET Surface idéale 
pour nFET 
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Si1-xGex parfaitement relaxée. Cette couche est obtenue grâce à l’introduction d’une zone 
tampon dont la concentration en germanium augmente progressivement jusqu’à la valeur 
voulue (adaptation progressive du paramètre de maille). Cette couche relaxée sera ensuite 
implantée et transférée comme une simple couche de silicium.  
Le tableau I.2. résume les principales différences.   
Le SGOI peut être également obtenu par SIMOX pour des concentrations en germanium 
faibles i.e. x< 0.120. 
 







































Tableau I.2. : Principales différences par rapport au Si du procédé SmartCut pour obtenir les 
structures sSOI et SGOI. 
 
ii. Le sSOI . 
a. Mobilité des porteurs 
Pour une déformation d’environ 1% de la maille cristalline du silicium, la mobilité des 
électrons est augmentée d’environ 70%21. En revanche, l’effet sur la mobilité des trous est 
faible. L’utilisation de silicium contraint dans le canal des transistors permet d’améliorer leur 
vitesse, leur rapport Ion/Ioff et leur transconductance
22.  
L’article de T. Akatsu23 résume les principales applications des substrats sSOI. 
b. Fabrication 
Le procédé de fabrication du SGOI par SmartCut est très proche du cas du silicium24. Le 
tableau I.2. résume les principales différences.  
Ici, le substrat de départ A se compose d’une couche de sSi élaborée sur une couche de 
Si1-xGex parfaitement relaxée (structure de départ pour la fabrication d’un SGOI). L’épaisseur 
de sSi est toujours inférieure à l’épaisseur critique de façon à lui conserver sa contrainte.  
Silicium 
Couche tampon : gradient Ge 
Si1-xGex relaxé 
Silicium 
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La fracture permet le transfert de la couche de sSi ainsi qu’une partie de la couche de Si1-xGex 
relaxé. Cette couche résiduelle sera ensuite supprimée par polissage. 
 
L’article de P. M. Mooney et al.25 Présente et compare les substrats à base de sSi et de Si1-
xGex. Dans les deux cas, la fracture se produit au sein d’une couche de Si1-xGex relaxée. La 
physique de l’implantation et la cinétique de fracture sont modifiées par rapport au cas du 
silicium pur (effet de l’incorporation de germanium).  
Pour comprendre la fracture à l’origine de l’obtention de ce type de substrat, il faudra 
donc étudier l’influence de la concentration en germanium sur les paramètres caractérisant le 
phénomène dans le silicium pur. 
2.2.3. Les substrats exotiques 
Ces deux dernières années deux matériaux ont attiré l’attention : le GaN pour 
l’optoélectronique et le SiC pouvant servir de substrat au GaN pour une épitaxie en accord de 
paramètre de maille. 
En 2005, le premier transfert d’une couche de GaN sur isolant a été réalisé par une équipe 




Au vu de l’ensemble des propriétés du SOI (isolation, compatibilité avec la technologie 
CMOS…), ce substrat occupe une place de plus en plus importante pour les applications en 
microélectronique. Bon nombre de fabricants de puces comme Philips, AMD, IBM 
introduisent le SOI pour les technologies 90 et 65 nm. AMD fut le premier à convertir 
entièrement sa fabrication de microprocesseurs au SOI (exemple : les microprocesseurs 
Athlon64 et Opteron mis sur le marché en 2003). Toutefois, pour améliorer les propriétés des 
puces, et répondre aux exigences des road-map de l’ITRS28 (International Technology 
Roadmap of Semiconductors), le développement de substrats HOT, sSOI et SGOI devient 
indispensable.  
 
Actuellement, 90% des SOI sont produits grâce au procédé SmartCut car il permet de 
réaliser des substrats de très bonne qualité.  
Une compréhension parfaite du mécanisme de fracture dans le Si est donc nécessaire pour 
améliorer encore ses propriétés. Il convient alors de posséder des méthodes de caractérisation 
fiables pour suivre les paramètres pertinents permettant de comprendre le phénomène de 
fracture dans le Si. De cette façon, on pourra mettre en évidence les différences de 
comportement et les modifications à apporter au procédé pour l’adapter aux nouveaux types 
de substrats. 
 
 Maintenant que nous avons mis en évidence les avantages des substrats SOI, nous allons 
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II. La physique du procédé SmartCut : Etat de l’art 
 
Le procédé SmartCut comporte deux étapes clés : 
- L’implantation  
o L’interaction ion-matière qui induit des défauts ponctuels et une contrainte. 
o La nature chimique de l’ion implanté, ainsi que son affinité avec la matrice, 
influencent la formation des défauts étendus. 
- Le recuit. 
o Le comportement thermique des défauts ponctuels et des espèces influence 
l’évolution des défauts étendus. Les ions légers, du fait de leur nature auront un 
comportement différent par rapport à celui des ions utilisés classiquement pour le 
dopage (désordre rapidement guéri, évolution des défauts étendus, …). 
o La contrainte évolue en impactant l’évolution des défauts. 
 
L’objectif de ce paragraphe est de dresser un bilan des principaux résultats concernant 
l’implantation d’hydrogène et la co-implantation Hydrogène/Hélium dans le silicium. 
L’influence de l’orientation cristalline du substrat et des effets d’alliage (cas du Si1-xGex) est 
envisagée. On espère ainsi obtenir une vue d’ensemble des paramètres influençant le 
phénomène de fracture et un éclairement concernant les mécanismes et les points obscurs 
encore existants. La physique de l’interaction ion-matière est résumée au sein de l’annexe B. 
De plus, les  ouvrages de J. Mayer29 et M. Nastasi30 en présente une description complète. 
1. Les méthodes de caractérisation et de simulation de l’implantation 
 
Dans ce paragraphe, nous dressons un bilan non exhaustif des différentes méthodes 
classiquement utilisées pour étudier l’implantation. En effet, des méthodes telles que 
l’élipsométrie31 ou la PAS (Positron Annihilation Spectroscopy) ne sont pas présentées. 
1.1. La microscopie Electronique en Transmission en vue transverse 
 
À partir de l’observation des clichés, cette technique permet d’obtenir32 des informations sur :  
- la zone défectueuse. On observe grâce aux effets de contraste la zone fortement 
perturbée, sans toutefois pouvoir remonter à une valeur quantitative de 
l’endommagement. La position du maximum de défauts RP (Project Range) ainsi que 
de la demi-largeur ∆RP de la zone endommagée sont mesurables. 
- la contrainte. La présence de franges sombres entourant les défauts étendus est la 
manifestation d’une contrainte (non mesurable à partir de cette observation).  
- les défauts étendus. Grâce à une méthode développée par J. Grisolia33 au CEMES, des 
données précises et quantitatives concernant la forme, la taille et la densité des défauts 
étendus sont obtenues. 
L’avantage de cette technique est donc de fournir des données statistiques sur les défauts 
étendus. On peut ainsi suivre leur évolution au cours du recuit et comprendre leur influence 
sur le mécanisme de fracture. En revanche, cette méthode ne fournit aucune donnée 
quantitative relative à l’endommagement et la déformation induite par l’implantation. De plus, 
cette technique ne peut pas être utilisée pour étudier les défauts étendus juste avant la fracture. 
En effet, à cette étape du procédé la plus petite sollicitation mécanique induit la fracture ce qui 
rend impossible la préparation des échantillons pour les observations. 
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1.2. Détermination des profils 
1.2.1. Techniques expérimentales 
i. Le profil d’espèce : Secondary Ion Mass Spectroscopy34 (SIMS) 
Cette méthode permet de déterminer le profil d’espèce implantée. Son évolution peut alors 
être suivie au cours du recuit. On obtient ainsi des informations quantitatives concernant la 
position du maximum du profil d’espèce et sa largeur. 
La principale limitation de cette technique est sa faible sensibilité à l’hélium (profils 
imprécis et très bruités). 
 
ii. Le profil de défauts : Rutherford Back Scattering35 (RBS) en condition de canalisation 
Cette méthode fournit des informations concernant : 
- le profil d’atomes déplacés,  
- la défectuosité. En comparant les résultats obtenus sur un échantillon de référence en 
condition de canalisation et en condition de décanalisation, on peut obtenir une 
information sur l’importance de l’endommagement. 
L’avantage de cette méthode est de fournir le profil de défauts créés qui peut être comparé 
avec le profil d’espèce. On acquiert ainsi une meilleure compréhension des conditions de 
fracture. 
L’inconvénient principal de cette méthode est de prendre en compte dans les atomes 
déplacés non seulement les défauts ponctuels de types lacunes (V) ou interstiels (I), et leurs 
agrégats, mais aussi les défauts étendus36, ce qui implique une surestimation de 
l’endommagement. 
1.2.2. Simulation des profils : IMSIL 
IMSIL (IMplant SimuLator) est un simulateur de l’implantation ionique développé par le 
professeur G. Höbler de l’Université Technologique de Vienne (Autriche). Ce programme 
appartient à la génération de code de type Monte-Carlo tel que SRIM ou TRIM. Il permet de 
déterminer les profils d’espèce et de défauts ponctuels de type lacunes-interstitiels. Une 
description précise de son fonctionnement, des modèles qu’il utilise et de ses limitations est 
reportée au sein de l’annexe B. 
Les profils de défauts, fournis par IMSIL, ne coïncident pas avec ceux qui sont obtenus 
par RBS. Ce désaccord se justifie en sachant que IMSIL ne représente que les défauts 
ponctuels (interstitiels/lacunes), sans modéliser les défauts étendus qui sont propres à 
l’implantation des ions gazeux, alors que la RBS mesure la superposition de ces deux types de 
défauts. IMSIL fournie une excellente prédiction des profils d’espèce et en particulier de la 
largeur du profil ∆RP, et de la position en profondeur de son maximum RP (Projected Range). 
Ce qui permet de déterminer la valeur de l’énergie d’implantation à utiliser pour obtenir 
l’épaisseur désirée pour la couche transférée.  
Notons les inconvénients de ce code : 
- La recombinaison des défauts ponctuels (recuit dynamique) n’est pas prise en compte. 
Cela induit une surestimation du ∆RP et une détermination erronée des profils de 
défauts, dans le cas de la co-implantation. En effet, dans ce dernier cas, le programme 
se limite à sommer les profils obtenus pour l’implantation de chaque ion, sans tenir 
compte de l’interaction de la deuxième espèce implantée avec le profil de défauts 
induits par la première. 
- Les profils ne peuvent être obtenus que dans l’état post-implantation. Le programme 
ne peut pas modéliser l’influence d’un recuit. 
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1.3. Absorption Infrarouge en réflexion interne37 (FTIR-MIR) 
 
Cette technique permet d’obtenir le spectre de vibration des complexes formés par 
l’hydrogène (H) avec les lacunes (V) ou les interstitiels (I) induits lors de l’implantation. 
Certaines liaisons sont caractéristiques des plaquettes, d’autres des complexes monolacunes, 
multilacunes ou interstitiels. Nous pouvons ainsi obtenir des informations sur les défauts 
étendus, qui seront ensuite comparées à celles fournies par d’autres méthodes de 
caractérisation. 
En particulier, la comparaison des mesures FTIR avec : 
- les mesures SIMS permet de suivre l’évolution de la quantité d’hydrogène présente 
dans le matériau au cours du recuit. On obtient ainsi des renseignements concernant 
les cinétiques de fracture. 
- les observations MET permet de relier les modes observés aux orientations des 
plaquettes (ou platelets en anglais). 
 
La FTIR est une méthode complémentaire de la spectrométrie Raman (présentée dans le 
chapitre 2), car certains modes sont inactifs dans une des deux techniques. 
Par exemple, en FTIR la vibration de la liaison H-H (mode de « stretching ») présente dans 
l’hydrogène moléculaire n’est pas observable, alors qu’elle l’est en spectrométrie Raman. 
1.4. Mesure de la déformation 
1.4.1. Diffraction rayons X à haute définition38 (HDXRD) 
Cette méthode permet de déterminer le profil de déformation normale à la surface de 
l’échantillon, induite lors de l’implantation. Il s’agit ici de mesure de valeurs locales, par 
conséquent son profil se rapproche de celui des atomes déplacés déterminé par RBS. 
Son inconvénient est sa sensibilité aux défauts étendus.  
1.4.2. Mesure du rayon de courbure39 
Au cours de l’implantation, la contrainte compressive induite par l’introduction des ions 
entraîne une courbure du substrat. Le rayon de courbure de l’échantillon implanté, mesuré par 
une technique optique (déflexion d’un faisceau laser), permet de calculer la contrainte 
moyenne induite par l’implantation. On mesure ici la déformation au vrai sens du terme 
(modification de la longueur des liaisons atomiques). 
1.5. Conclusion 
 
On dispose donc de nombreuses méthodes permettant de caractériser précisément 
l’implantation d’ions légers. Pour la plupart, elles ne sont pas utilisables en tant que technique 
de caractérisation en ligne de production car elles sont destructives pour l’échantillon.  
De plus, aucune de ces méthodes ne fournit d’information quantitative concernant la 
qualité cristalline de l’échantillon implanté (fraction de cristal endommagé, importance du 
désordre, domaine amorphe,…). En revanche, la spectrométrie Raman, du fait de sa forte 
sensibilité à la qualité cristalline, peut être utilisée pour obtenir ce type d’information.  
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2. L’hydrogène dans le Si(100) : le procédé SmartCut standard 
 
L’hydrogène est l’impureté la plus présente dans le silicium. De ce fait, il existe de très 
nombreuses études traitant de leur interaction. On peut citer à titre d’exemple l’ouvrage de 
S.J. Pearton40 et les articles de J.W. Corbett et al.41 et E.E. Haller et al.42. 
L’hydrogène43 présente une très forte interaction avec le silicium ainsi qu’une diffusivité 
importante au sein de ce matériau. Ces deux propriétés sont essentielles pour le procédé 
SmartCut, car elles sont à l’origine de la passivation des liaisons pendantes du silicium par 
l’hydrogène permettant la formation des défauts étendus. 
2.1. La formation de défauts étendus 
 
Leur observation est possible avec des mesures MET en coupe transversale selon la 
méthode mise en place par J. Grisolia et al.31. On en distingue plusieurs types32. 
 
i. Cavités dont la surface est passivée par l’hydrogène.  
Ces cavités cylindriques aplaties de dimension 2D sont appelées plaquettes (platelets). Dans le 
cas de l’implantation d’hydrogène dans du Si(100) on peut observer : 
- Des plaquettes selon des plans (100), i.e. parallèles à la surface. Avant recuit, elles ont 
un diamètre d’environ 10 nm et une épaisseur de 1nm. Ces défauts sont majoritaires et 
se situent aux environs du maximum du profil d’implantation. 
- Des plaquettes selon des plans (010) et (001), qui sont perpendiculaires à la surface. 
- Des plaquettes selon les directions (111) plus larges que celles qui sont selon (100). 
La figure I.3. représente ces différents types de plaquettes. 
 
 
Figure I.3. : Image MET des défauts étendus selon (100) et (111). Thèse J. Grisolia31. 
 
Au cours du recuit, la taille de ces plaquettes augmente alors que leur densité diminue, 
leur épaisseur restant constante. Les résultats fournis par les nombreuses études laissent à 
penser que cette évolution suit une loi de mûrissement d’Oswald44.  
Ce sont ces défauts qui sont le plus souvent observés et qui jouent un rôle crucial. En 
effet, la ligne de fracture est fixée par la coalescence des plaquettes (100) et la rugosité de la 
surface transférée sera influencée par la densité des plaquettes non parallèles à la surface.  
Il est également possible d’étudier ces plaquettes par l’intermédiaire de la signature spectrale  
des complexes lacunes-hydrogène qui seront présentés au paragraphe suivant. 
 
ii. Défauts étendus caractéristiques des hautes  températures : 
- Pour des recuits entre 500°C et 700°C, on observe la formation de cavités cylindriques 
dont l’axe est parallèle à la surface. 
- Pour des recuits entre 700°C et 900°C, on observe des cavités sphériques dont la 
surface est facettée. 
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iii. Défauts étendus ne faisant pas intervenir l’hydrogène 
- Des boucles de dislocations extrinsèques45 (précipités de silicium interstitiel). Elles 
apparaissent, après recuit, dans la zone amorphisée par l’implantation. 
- Des défauts {113}46. Ces défauts sont constitués de di-interstitels qui s’insèrent dans 
les cristaux selon des directions 〈110〉 entre des plans de type {113}. 
2.2. La chimie de l’hydrogène dans le silicium 
 
L’hydrogène du fait de sa forte affinité avec le silicium passive les liaisons pendantes 
formées lors de l’implantation et permet ainsi la création des défauts étendus. Par conséquent, 
l’étude de ces différentes liaisons fournit de nombreuses informations concernant la fracture 
et sa cinétique. 
2.2.1. Identification des modes de vibration 
La figure I.3. présente un spectre Raman typique d’un échantillon de silicium implanté 
avec de l’hydrogène. Nous ne parlerons ici que des vibrations de type « stretching » car ce 
sont les modes les plus facilement observables du fait de leur intensité. 
 
Figure I.3. : Exemple de spectre dans le domaine des liaisons Si-H, pour un échantillon 
de Si(100) implanté avec une dose de H à 4.1016 at/cm2.  
 
On distingue deux zones47 dans le domaine de vibration des liaisons Si-H : 
- Le domaine LF (Low Frequency) compris entre 1900 et 2050 cm-1. C’est la bande 
spectrale provenant de la zone fortement endommagée. Elle est représentative d’un 
fort désordre (bande VnHm) et des complexes multilacunes multihydrogénées. 
L’ensemble de ces modes est instable thermiquement. 
- Le domaine HF (High Frequency) compris entre 2050 et 2270 cm-1. C’est la bande 
spectrale provenant de la zone faiblement endommagée. Elle est représentative des 
complexes monolacune (V) multi-hydrogénée VHn avec n≤4
48. La fréquence de ces 
modes augmente avec le nombre d’hydrogène à cause de la répulsion entre atomes au 
sein de la lacune. Ces complexes sont stables thermiquement et sont donc favorisés par 
le recuit. La figure I.4. représente la structure cristallographique de ces complexes qui 
ont été observés pour la première fois en 1993 par J.D. Holbech et al.49. 
                                                                                                              CONFIDENTIEL 28
 
Figure I.4. : Structure cristallographique des complexes VHn formés de liaisons Si-H au sein 
d’une lacune (V). 
 
De façon générale l’hydrogène tend à se positionner au milieu de la liaison entre deux 
atomes de silicium : site BC (Bond Center), pour former un complexe HBC
+. De plus, un 
matériau de structure diamant, comme le silicium, possède ses liaisons chimiques selon les 
directions 〈111〉. Par conséquent, l’hydrogène aura tendance se positionner selon les plans 
(111) et (100). Cela explique la formation de défauts étendus selon ces plans. 
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VH4 4 liaisons Si-H dans une lacune 2208 
2234 
H2 moléculaire 4158 Hydrogène moléculaire 
H2 en site tétraédrique 3618 
Tableau I.3. : Nombres d’onde associés aux vibrations des différents complexes formés par 
l’hydrogène (H) et les lacunes (V) ou les interstiels (I).  
2.2.2. Évolution au cours du recuit et cinétique 
Au cours du recuit, il a été identifié le scénario suivant50 concernant la formation des 
micro-fissures permettant la fracture : 
- 1ère étape : réorganisation des défauts ponctuels: 
o Recombinaison thermiquement activée des paires de Frenkel (atténuation du signal 
dans le domaine LF). Transfert d’intensité du domaine LF vers le domaine HF 
(formation des complexes monolacunes VHn).  
         Silicium 
 
         Hydrogène VH VH2 VH3 VH4 
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o La nucléation des platelets42 : prédominance des complexes VH3 et VH4. 
- 2ème étape : développement des défauts étendus et des microfissures : 
o Recombinaison des complexes VH4 ou VH3 adjacents pour former les complexes 
VH2 et VH qui sont caractéristiques de surfaces (100) ou (111) passivées par des 
atomes d’hydrogène. On observe la signature spectrale des défauts étendus (leur 
étude par MET est présentée dans le paragraphe suivant). 
o La création de H2 accompagne cette évolution. Par spectrométrie Raman, cette 
molécule est représentée par deux modes : le H2 moléculaire dans les défauts 
étendus51 et le H2 en site tétraédrique
52 Td du silicium. La fréquence de ces modes 
est répertoriée dans le tableau I.3. 
 
On suit la cinétique de fracture en observant l’évolution de l’intensité intégrée des 
différents modes. Cela fournit une information sur la fraction d’hydrogène moléculaire et 
celle encore liée au silicium. 
2.3. Déformation et contrainte induites par l’implantation 
 
Il est bien connu que l’implantation induit dans le matériau cible une déformation bi-
axiale compressive, quelle que soit l’espèce implantée36. Dans le cas des ions utilisés pour le 
dopage, cette déformation est due aux agrégats de défauts ponctuels de type lacunes ou 
interstitiels. En revanche, de nombreuses études posent l’hypothèse qu’il existe une deuxième 
contribution à la déformation : les défauts étendus. 
 
Pour mesurer cette déformation ou la contrainte correspondante, on dispose de deux 
méthodes. 
- La diffraction des rayons X, qui nous donne le profil ou la valeur moyenne de la 
déformation normale à la surface. 
- La méthode du rayon de courbure qui nous donne la valeur moyenne de la contrainte 
dans le plan. La figure I.6. montre l’évolution de la contrainte compressive en fonction 
de la dose. On peut noter que la contrainte augmente linéairement. À partir d’une 
certaine dose (~ 7.1016 at/cm2), elle sature. Il est intéressant de noter que cette dose est 
proche de celle utilisée dans le procédé SmartCut standard12. Au-delà de cette dose 
limite, il y a création d’une zone amorphe qui permet une relaxation de la contrainte, 
par réarrangement atomique. On observe alors la décroissance de cette dernière. 
 
Figure I.6. : Evolution de la contrainte moyenne dans le plan en fonction de la dose 
d’hydrogène implanté à 40keV dans du Si(100)53. 
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2.4. Profil de défauts et d’espèces 
De façon générale, le profil d’espèces implantées est environ 8% plus profond que celui 
associé aux atomes déplacés (déterminé par RBS). En effet, au cours de l’implantation, 
l’hydrogène perd de l’énergie par interactions nucléaires ou électroniques avec les atomes de 
silicium. Lorsque son énergie est insuffisante pour déplacer un atome cible, il continue à 
progresser dans le matériau pour s’arrêter un peu plus profondément. 
Au cours du recuit54, le profil d’atomes déplacés mesuré par RBS voit son maximum 
augmenter en intensité à cause de la formation des plaquettes. 
T. Höchbauer et al55. ont montré que la comparaison de la position relative des profils 
d’hydrogène et d’atomes déplacés (RBS) au cours du recuit permettait de comprendre le 
mécanisme de fracture . En effet, au cours du recuit, les profils se décalent vers la zone de 
fracture.  
De plus, des études ont montré que la déformation joue le rôle de force motrice dans la 
propagation des microfissures, en favorisant l’incorporation de l’hydrogène en site BC. 
L’étude de J.K. Lee et al56. concernant le rôle de la déformation sur la diffusion des lacunes 
va dans le sens de cette hypothèse.  
- Pour une dose de 5.1016 at/cm2, la fracture se produit au niveau du maximum de 
défauts. 
- Pour une dose de 1.1017 at/cm2, une zone amorphe est créée autour du maximum de 
défauts, qui permet la relaxation de la contrainte (cf. figure I.6). Par conséquent, le 
maximum de déformation se situe à une position plus profonde (i.e. vers le maximum 
d’hydrogène). La fracture se produit alors à ce niveau. 
- Pour une dose de 7.1016 at/cm2, une situation intermédiaire se présente avec le 
développement des platelets au maximum d’atomes déplacés et au maximum 
d’hydrogène. La surface transférée est très rugueuse. 
En fait, la fracture se produit au point où les conditions de déformation sont optimales. Il 
existe donc une fenêtre de conditions dose/température de recuit pour laquelle le transfert peut 
se produire. 
3. La co-implantation dans Si(100) : évolution du procédé SmartCut 
 
A. Agarwal et al.13 ont observé le phénomène de bullage en implantant successivement 
de l’hélium à 1.1016 at/cm2 et de l’hydrogène à 1. 1016 at/cm2. Les résultats sont comparables 
à ceux obtenu pour l’implantation d’hydrogène seul dans les conditions standard du procédé 
SmartCut (dose d’environ 6. 1016 at/cm2). 
Malgré de récentes études, la physique de la co-implantation est encore mal connue. 
3.1. L’implantation d’hélium dans le silicium 
 
Pour mieux comprendre le rôle de l’hélium dans la co-implantation et le phénomène de 
fracture, on s’intéresse tout d’abord à son comportement dans le silicium.  
Il existe très peu d’études traitant de l’implantation d’hélium relatif au processus 
SmartCut™. La plupart rapportent de son utilisation pour former des matériaux poreux57 ou 
bien pour créer des pièges pour les impuretés métalliques58. 
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3.1.1. La chimie de l’hélium dans le silicium 
L’étude la plus complète concernant la thermodynamique de l’hélium dans le silicium a 
été réalisée par G.F. Cerofolini et al.54. 
Du fait de sa structure électronique (couche électronique de valence complète comme tous les 
gaz rares), il ne présente aucune affinité chimique avec le matériau dans lequel il est introduit. 
Une fois implantés, les ions fuient les lacunes pour se placer en site tétraédrique (Td), qui 
constitue une position énergétiquement favorable59.  
L’hélium et le dihydrogène ont le même comportement thermodynamique : même site 
préférentiel (Td), même enthalpie (0,8 eV) et des énergies de migration similaire (0,8-1 eV).  
Ils doivent donc jouer un rôle comparable dans le phénomène de fracture. 
3.1.2. Les défauts étendus 
Comme l’hélium fuit les monolacunes, mais est attiré par leurs agrégats60, il s’amalgame 
selon des assemblages sphériques. La figure I.7. est une image MET représentant les défauts 
étendus caractéristiques de l’implantation d’hélium : bulles sphériques d’environ 2 nm de 
diamètre61. Leur taille à la limite de détection de la méthode, ainsi que la défectuosité du 
matériau qui les entoure, les rendent difficilement repérables. Par conséquent, la mesure de 
leur densité est assez imprécise54. Au cours du recuit, ces bulles voient leur taille augmenter et 
leur densité diminuer. La plupart des résultats obtenus tendent à montrer que cette évolution 












Figure I.7. : Photo MET d’un échantillon de Si(100) implanté avec He à une dose de 1.1016 
at/cm2 (données SOITEC non publiées). La densité est de 2.1013 bulles/cm2. 
3.1.3. Contrainte et déformation 
Il existe très peu d’études traitant  de la mesure de la contrainte introduite dans le silicium 
au cours de l’implantation d’hélium.  
3.2. La co-implantation hélium/hydrogène 
3.2.1. Physico-chimie de la co-implantation hydrogène/hélium 
Comme nous venons de le voir dans les paragraphes précédents l’hydrogène et l’hélium, 
ont des comportements différents au sein du silicium. 
En fait, ces deux espèces ont des rôles complémentaires lors de la co-implantation. 
L’hydrogène va passiver les liaisons pendantes et former des défauts étendus comme dans le 
cas de son implantation seul. L’hélium, du fait de sa diffusivité dans le silicium, pourra 
rejoindre ces défauts étendus et jouer le même rôle que H2 en tant que réservoir de pression 
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pour la propagation du microfissures62. Une fois au sein des plaquettes, il inhibera la 
transformation des liaisons Si-H en H2, en remplaçant ce dernier. On obtiendra ainsi une 
amélioration de la cinétique de fracture. 
L’intérêt de la co-implantation est donc de combiner deux espèces ayant des 
comportements chimiques différents de façon à « catalyser » la réaction. 
3.2.2. Influence des paramètres d’implantation 
i. Influence de l’énergie d’implantation 
Pour être efficace pour la fracture, la deuxième espèce implantée ne doit pas traverser, le 
profil de défauts de la première espèce63. Si cela se produit, elle détruira les structures formées 
par la première en induisant un endommagement important qui nuira à la formation des 
défauts étendus. 
Les spectres FTIR dans le domaine des liaisons Si-H montrent bien cet effet. Par exemple, 
dans le cas où l’hélium est implanté légèrement plus profondément que l’hydrogène. Les 
spectres pour l’hydrogène seul et pour la co-implantation He puis H seront les mêmes. En 
revanche, ils seront très différents de celui de la co-implantation H puis He, qui présentera des 
bandes VnHm et VH2 beaucoup plus intenses, signe d’un plus grand désordre. Dans ce cas, 
l’implantation de He détruit les plaquettes formées précédemment par H. 
Toutefois, les deux profils ne doivent pas être trop éloignés pour permettre à l’hélium de 
diffuser facilement vers la zone riche en hydrogène où se forment les plaquettes61. 
 
ii. Influence de l’ordre d’implantation 
La position relative optimale des profils d’espèce est liée à l’ordre d’implantation. On 
se place ici14 avec des profils décalés (He plus profond que H) et une dose totale de 2,5.1016 
at/cm2,  pour voir l’influence réelle de l’ordre d’implantation. 
Les observations MET montrent que pour H seul et He puis H, aucune zone amorphe n’est 
créée et de nombreuses plaquettes (100) sont formées. En revanche, pour la co-implantation H 
puis He, il y a création de domaines amorphes entre les poches de cristal, ainsi qu’une densité 
de plaquettes bien plus faible. Cette dernière configuration étant défavorable pour la 
fracture64, il est indispensable de comprendre l’influence de la création de la zone amorphe 
sur la formation des défauts étendus.  
Par conséquent, il apparaît nécessaire de comprendre le mécanisme de formation de la zone 
amorphe lors de l’implantation car celle-ci a un impact non négligeable sur la formation des 
défauts étendus. Il apparaît que ces zones sont créées autour des défauts étendus, c’est-à-dire 
dans la zone où sont éjectés les interstitiels provenant des complexes lacunes-hydrogène 
formant les plaquettes. Il semblerait donc que ces derniers soient bien à l’origine de ces 
« embryons » de silicium amorphe.  
Toutefois, ce mécanisme est encore mal connu65 même si de nombreuses hypothèses 
ont été envisagées pour expliquer sa formation (bi-lacunes66, clusters d’interstitiels67). 
 
iii. Influence de la dose relative  
Pour une dose d’hélium fixée, l’énergie d’activation du transfert augmente avec la 
dose en hydrogène63. La figure I.8. illustre bien l’effet du choix des doses sur la cinétique. On 
note pour l’hélium l’existence d’un domaine de saturation qui n’est pas présent pour 
l’hydrogène. 
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Figure I.8. : Diagramme des domaines de doses en H et en He pour lesquels la fracture est 
possible. Les conditions d’implantation sont fixées : 1ère espèce, He à 60keV ; 2ème espèce, H à 
32keV (profils disjoints)63. 
4. L’implantation dans des matériaux exotiques : les substrats 
innovants 
4.1. Effets d’alliage : l’implantation dans Si1-xGex 
L’étude bibliographique a montré que l’implantation de H dans les alliages Si1-xGex avait 
été très peu étudiée et qu’il n’existait aucune étude concernant l’implantation de He. 
4.1.1. Implantation dans le germanium 
Il existe de nombreuses études traitant de l’hydrogène dans le germanium, certaines 
présentent des résultats qui diffèrent légèrement, en particulier en ce qui concerne les 
positions en fréquence des bandes de vibration « stretching » des liaisons Ge-H. 
 
i. Défauts étendus 
L’article de T. Akatsu et  al.68 présente une étude complète de l’implantation d’hydrogène 
dans du germanium en menant une comparaison avec le cas du silicium.  
- Dans le silicium, les défauts privilégiés sont des plaquettes selon les plans (100). 
- Dans le germanium, en plus des plaquettes selon (100) on observe une grande quantité 
de défauts {113} de type interstitiels, ainsi que des bulles sphériques de rayon 1nm, 
alignées dans le plan de fracture (comportement habituellement caractéristique de 
l’implantation d’hélium seul). En fait, l’hydrogène ayant une faible affinité avec le 
germanium, il se rassemble au niveau des sites Td pour former des molécules de H2 
qui joueront un rôle similaire à celui l’hélium dans la formation des bulles. 
La figure I.9. montre les défauts étendus dans le cas du germanium. 
 
Figure I.9 : image MET des défauts étendus pour un échantillon de germanium71 implanté 
avec une dose en hydrogène de 7.1016 at/cm2. 
Platelets selon (100) 
Réseau de bulles 
                                                                                                              CONFIDENTIEL 34
ii. Comportement chimique 
On constate que l’hydrogène a un comportement bien différent dans le silicium et dans le 
germanium. L’étude de S.K. Estreicher et al69. a pu mettre en évidence trois différences 
essentielles : 
- La liaison Ge-H est plus faible énergétiquement que la liaison Si-H, l’affinité 
chimique de l’hydrogène avec le germanium étant plus faible qu’avec le silicium. 
- L’hydrogène ne passive pas les centres accepteurs dans le germanium. 
- Le site HBC est moins stable énergétiquement dans le germanium. En fait, la position 
privilégiée de l’hydrogène dans ce matériau est son site tétraédrique Td, ce qui 
favorisera la formation de H2 moléculaire. 
 
Mais même si l’hydrogène possède une faible affinité avec le germanium, il se forme tout 
de même des liaisons Ge-H. Le tableau I.4. résume les positions des différentes liaisons 
possibles. Il est important de noter qu’il existe encore de nombreuses controverses concernant 
l’attribution de ces bandes. En effet, certaines études donnent des positions contradictoires. 
Nous n’avons donc répertorié que celles qui semblent présenter une certaine cohérence. 
 








VH 1980 (platelets selon (111))73 








Tableau I.4. : Position des bandes Ge-H dans le germanium massif. 
 
iii. Cinétique de fracture 
On ne dispose d’aucun renseignement concernant la cinétique de fracture dans du 
germanium implanté avec de l’hydrogène. De plus, il n’existe aucune étude concernant la 
fracture dans du germanium co-implanté hélium/hydrogène. 
4.1.2. Implantation dans Si1-xGex 
Le comportement de l’hydrogène dans le Si1-xGex a été très peu étudié. 
 
i. Chimie de l’hydrogène dans le Si1-xGex 
Pour connaître la chimie de l’hydrogène on dispose seulement d’études concernant le Si1-
xGex amorphe hydrogéné.  
Le spectre de vibration dans le domaine des liaisons Si-H et Ge-H présente : 
- Une bande attribuée aux multilacunes multihydrogénées Ge-H qui apparaît à partir de 
x=0,45 et qui disparaît pour x>0,774. L’hydrogène préférant se lier au silicium, il faut 
une certaine concentration en germanium pour que l’on puisse observer des modes de 
vibration qui lui sont propres. 
- Décalage des bandes Si-H avec la concentration en germanium. Ce point est encore 
sujet à débat car certaines études n’observent aucun décalage75 alors que d’autres le 
mettent en évidence70. Par exemple, R.N. Pereira et al.76 observent le décalage vers les 
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basses fréquences de la bande HBC
+ quand la concentration en germanium augmente. 
De plus, les études77 relatives aux alliages Si1-xCx montrent également un décalage des 
bandes avec la concentration. Il a été observé que la fréquence des bandes de vibration 
Si-H augmentait avec la concentration en C, et ce, en lien avec l’augmentation de la 
constante diélectrique de l’alliage. 
 
ii. Défauts étendus et cinétique 
On observe les mêmes types de défauts étendus que dans le cas du germanium : platelets 
(100), défauts {113} de type interstitiels et nano-bulles en périphérie des platelets. 
De plus, le pouvoir d’arrêt du germanium étant plus important que celui du silicium, on 
observe, pour des concentrations en germanium de 0,2 et 0,3, le profil d’atomes déplacés à 
environ 15 nm au-dessus de celui obtenu dans le cas du silicium. 
La cinétique de fracture78 dans Si1-xGex (x<0,3) implanté avec de l’hydrogène, ralentit 
avec l’augmentation de la concentration en germanium. 
4.1.3. Bilan 
La fracture dans Si1-xGex avec une implantation d’hydrogène présente un comportement 
proche de celui du germanium (même type de défauts étendus). 
Concernant la co-implantation hydrogène/hélium dans Si1-xGex, il n’existe aucune étude. 
On peut noter que P. Nguyen et al.78 évoquent la faisabilité de la fracture dans Si1-xGex 
(x<0,3) en utilisant la co-implantation. 
4.2. Effet d’orientation : l’implantation dans Si(110) et Si(111) 
Il existe quelques études comparants les défauts engendrés par l’implantation 
d’hydrogène dans du Si(100), Si(110) et Si(111), mais aucune ne traite de l’implantation 
d’hélium ou à la co-implantation hélium/hydrogène. 
 
i. Les défauts étendus 
 Les études MET présentées par K.K. Bourdelle et al.16  montrent que dans le Si(110), il 
ne se forme aucune plaquette parallèle à la surface (i.e. selon des plans (110)). En revanche, 
on observe des plaquettes majoritairement selon des plans (111), et quelques-unes 
perpendiculaires à la surface (i.e. selon des plans (100)) comme le montre la figure I.10. 
L’absence de défauts étendus selon des plans (110) est logique, car l’hydrogène se 
positionne préférentiellement au milieu d’une liaison entre atomes de silicium. Or, la structure 
diamant ne possède aucune liaison selon les directions 〈110〉 (cf. annexe A). 
En ce qui concerne les profils RBS d’atome déplacés le Si(111) apparaît légèrement 
moins défectueux que le Si(110) lui même légèrement moins défectueux que le Si(100). Cela 
est dû à un effet de canalisation dans le Si(111) et le Si( 110) par rapport au Si(100). 
 
Figure I.10. : Photo MET d’un échantillon de Si(110) implanté avec du H16 à 1. 1016 at/cm2. 
(111) 
platelets 
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ii. Chimie  de l’hydrogène  
À l’état post-implantation, les spectres de vibration des liaisons Si-H, obtenus par FTIR-
MIR ne montre aucune différence entre Si(100) et Si(110)79. En revanche, après recuit les 
spectres évoluent différemment. Le développement des bandes VH4 (nucléation des platelets) 




La déformation déterminée par diffraction des rayons X80 et par mesure par courbure77 du 
substrat montre qu’à dose égale le Si(110) est plus contraint que le Si(111) lui-même étant 
plus contraint que le Si(100). La figure I.11. montre bien cette évolution.  
À noter que pour une dose de 1.1016 at/cm2, les trois orientations tendent vers la même 
valeur de la contrainte. L’écart entre les substrats est d’autant plus fort que la dose augmente. 
 
Figure I.11. : évolution de la contrainte moyenne dans le plan en fonction de l’orientation du 
substrat et de la dose d’hydrogène implantée77. 
 
iv. Cinétique 
La figure I.12. présente un diagramme de cinétique de fracture extrait de l’étude de K.K. 
Bourdelle et al.16. On observe que l’effet de l’orientation du substrat sur la cinétique de 
fracture est fortement lié à la température du recuit. En effet, pour un recuit à haute 
température la cinétique de fracture est indépendante de l’orientation du substrat. En 
revanche, pour un recuit à plus basse température, on constate que la fracture est plus lente 
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Ces résultats corroborent ceux obtenus par FTIR-MIR qui montraient un retard à la formation 
des complexes VH4 (précurseurs des défauts étendus) et VH2/VH (platelets). 
Il peut sembler paradoxal que la cinétique de fracture soit plus lente alors que la 
contrainte, qui est la force motrice de la fracture81, est plus forte. En fait, le fait que la 
cinétique soit plus lente doit être lié au retard à la formation des défauts étendus. 
5. Bilan concernant la fracture 
Au cours de ce chapitre nous avons pu mettre en évidence la richesse du procédé 
SmartCut en termes de phénomènes physiques.  
Si la fracture dans le Si(100) avec une implantation unique d’hydrogène semble bien 
comprise de nombreuses interrogations concernant la co-implantation restent encore en 
suspens. Par exemple, on s’interroge encore sur l’interaction de la deuxième espèce implantée 
avec les défauts induits par la première, ou sur les mécanismes de création d’une zone 
amorphe. De plus, le procédé SmartCut, dans les alliages Si1-xGex et dans les substrats 
Si(110), n’en est qu’à ses début et les phénomènes physiques sont encore mal connus. 
Nous pouvons mettre en lumière au vu des résultats présentés ici deux paramètres 
critiques pour le phénomène de fracture : 
- La déformation ou la contrainte qui apparaît comme ayant un rôle crucial dans la 
fracture81. 
- La génération de défauts : 
o Ponctuels (désordre pouvant aller jusqu’à l’amorphe) pouvant être un frein pour le 
développement des défauts étendus. 
o Étendus (plaquettes, bulles) qui conditionnent la cinétique de fracture ainsi que la 
rugosité de la couche transférée. 
Pour pouvoir caractériser et comprendre la fracture il faut suivre l’influence des 
conditions d’implantation, de recuit ainsi que la nature du substrat sur ces paramètres. 
6. Objectifs de l’étude 
 
La spectrométrie Raman est une technique de caractérisation particulièrement sensible à la 
défectuosité. Nous allons exploiter cette sensibilité pour caractériser l’implantation des ions 
légers et obtenir des informations relatives à :  
- la contrainte et aux défauts ponctuels en fonction des paramètres d’implantation, de la 
nature du substrat et du recuit. 
- la formation de la zone amorphe en suivant la transition ordre/désordre au sein de la 
zone où l’endommagement est maximum. En effet, l’implantation apparaît comme 
étant la technique idéale pour étudier la défectuosité dans un matériau car la quantité 
de défauts ponctuels introduit est parfaitement contrôlée par la dose, 
 
Nous couplerons les résultats obtenus en spectrométrie Raman aux observations MET et 
aux résultats de simulation fournis par IMSIL de façon à caractériser les paramètres 
fondamentaux pour la compréhension du phénomène de fracture.  
Dans la suite de cette étude, nous utiliserons indifféremment les termes 
d’endommagement et de défectuosité pour parler du désordre induit par les défauts ponctuels. 
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Chapitre 2 : La spectrométrie Raman : Du 
cristal parfait au matériau amorphe 
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I. Spectrométrie Raman dans un cristal parfait 
 
Historiquement, la diffusion inélastique de la lumière par une onde sonore de grande 
longueur d’onde fut prédite par L. Brillouin82 en 1922. La même année, C.V. Raman publie 
un ouvrage s’intitulant « la diffraction moléculaire de la lumière ». Cette première étude 
conduira, en 1928, à la découverte de l’effet optique qui porte son nom. Ce phénomène fut 
mis en évidence indépendamment par C.V. Raman et par L. Mandelstam. En 1930, C.V. 
Raman83 obtint le Prix Nobel de Physique pour ces travaux. 
A. Smekal84 fut le premier à développer une théorie expliquant la diffusion de la lumière 
par les phonons. Il met en évidence la participation des niveaux électroniques en tant 
qu’intermédiaires dans ce processus. On distingue la diffusion par les phonons 
optiques (diffusion Raman) et celle par les phonons acoustiques (diffusion Brillouin). 
L’objectif de ce paragraphe est de présenter la diffusion de la lumière par les phonons 
dans le cas des systèmes cristallins parfaits.  
1. L’interaction photon/matière 
 
L’atténuation d’un faisceau lumineux se propageant au sein d’un matériau opaque est due 
à l’absorption et à la diffusion. Cette dernière pouvant être élastique (i.e. diffusion Rayleigh) 
ou inélastique (i.e. diffusion Raman, diffusion Brillouin…). 
1.1. La diffusion Raman et Brillouin 
1.1.1. Principe 
Il s’agit d’un processus optique à deux photons (figure II.1.).   
- Un photon incident sur l’échantillon qui provient d’un rayonnement 
monochromatique émit par une source laser. Il est caractérisé par son énergie   hω i, 
son vecteur d’onde ki , et sa polarisation ei . 
- Un photon diffusé au cours de l’interaction entre le photon incident et un phonon. 




ω i,ki( ) ωd ,kd( )
 
Figure II.1. : Schéma de principe de la diffusion Raman. 
1.1.2. Description 
La diffusion Raman peut être décrite selon deux points de vue.  
- Le modèle macroscopique : théorie diélectrique. L’interaction est décrite via la 
modulation de la susceptibilité diélectrique par les phonons. Cette formulation 
permet de comprendre le principe de la diffusion Raman et d’introduire les 
concepts de base (loi de conservation, tenseur Raman et règles de sélection).  
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- Le modèle microscopique : théorie quantique. Elle tient compte de façon 
rigoureuse du rôle joué par les électrons en traitant la diffusion comme un 
processus perturbatif du troisième ordre. Elle permet de comprendre le phénomène 
de résonance. 
1.2. L’absorption 
La propagation d’une onde lumineuse au sein d’un matériau opaque à la longueur d’onde 
utilisée, est limitée par le phénomène d’absorption. On appelle dP(λ) la profondeur de 
pénétration85 des photons de longueur d’onde λ au sein d’un matériau présentant un 




  (II.1) 
2. Modèle macroscopique : théorie diélectrique 
 
La susceptibilité diélectrique du matériau, modulée par les vibrations du réseau, se 
comporte comme un dipôle oscillant. En présence du champ électrique incident, ce dernier 
pourra émettre un rayonnement. 
2.1. Diffusion Raman au premier ordre 
2.1.1. Modulation du tenseur de susceptibilité  
Les modes de vibration ont une pulsation   hω , un vecteur d’onde q et une polarisation 
eq . Au sein d’un cristal parfait, leur fonction d’onde  est une onde plane qui a pour 
expression : 
Q(r, t) =Q0 cos(q ⋅ r −ω t) ⋅ eq   (II.2) 
 
La modulation de la susceptibilité diélectrique χ   par les vibrations atomiques s’exprime 
en utilisant un développement de Taylor au premier ordre : 










⋅Q r, t( )  (II.3) 
où χ0  est la susceptibilité diélectrique du matériau non perturbé. 
2.1.2. Champ électrique émis 
Le champ électrique associé à l’onde incidente a pour expression : 
E i = E i0 cos(ki ⋅ r −ω i t) ⋅ e i  (II.4) 
 
Sous l’effet de ce champ, la susceptibilité diélectrique modulée se comporte comme un dipôle 
oscillant et émet une polarisation induite : 



















⋅ ei Q0 E i0 cos ki ⋅ r −ω i t( )cos q ⋅ r +ω t( )  (II.5) 
Le premier terme correspond à la diffusion élastique de la lumière (diffusion Rayleigh) 
Le deuxième terme correspond à la diffusion Raman du premier ordre.  
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De cette expression, on détermine plusieurs paramètres. 
i. Le tenseur Raman R 








  ⋅ eq    (II.6) 
Ce tenseur de rang 2 définit la manière dont un mode donné module ou non le tenseur de 
susceptibilité. C’est lui qui fixe les règles de sélection dont nous parlerons par la suite. 
 
ii. Le champ diffusé (sans la diffusion Rayleigh) 
En développant l’expression (II.5) on obtient : 
P = R ⋅ eiQ0 E i0{cos (ki + q) ⋅ r − (ω i +ω) t( )+ cos (ki − q) ⋅ r + (ω i −ω) t( )}  (II.7) 
 
Cette polarisation induit alors un champs électrique Ed associé au photon émis, 











Il peut être mis sous la forme : 
Ed = Ed 0 cos(kd ⋅ r +ωd t) ⋅ ed  (II.9) 
Sa polarisation dépendra du tenseur Raman selon la relation ed ∝R ⋅ ei . 
 
iii. Différents processus d’émission 
Concernant la pulsation et le vecteur d’onde du champ émis, deux cas se présentent: 
- Processus Stokes : l’onde émise a une pulsation plus faible que l’onde incidente. 
Donc ωd=ωi-ω et kd = ki − q:  
- Processus Anti-Stokes : l’onde émise a une pulsation plus importante que l’onde 
incidente. Donc ωd=ωi+ω et kd = ki + q .  
2.2. Lois de conservation 
2.2.1. Diffusion au premier ordre 
Les lois de conservation sont données par les relations caractérisant les processus Stokes 
et Anti-Stokes que nous venons de présenter. 
On distingue : 
- La conservation de la pulsation : ωd =ω i ±ω  (II.10.a) 
- La conservation du vecteur d’onde : kd = ki ± q   (II.10.b) 
 
Seuls les modes de grandes longueur d’onde pourront participer à la diffusion. En effet, la 
conservation du vecteur d’onde implique q < 2 ⋅ ki . Or, le nombre d’onde reste petit devant la 
dimension de la zone de Brillouin (environ trois ordres de grandeur de différence). Donc seuls 
les modes de centre de zone pourront être activés et l’on parlera de diffusion à q=0. On 
obtient alors ki ≈ kd . 
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2.2.2. Diffusion aux ordres supérieurs 
L’intensité Raman des ordres supérieurs est obtenue en développant le tenseur de 
susceptibilité à l’ordre voulu et en procédant comme précédemment. 
Ces intensités sont relatives à des processus faisant intervenir plusieurs modes de vibration. 
Les lois de conservation portent alors sur la somme des vecteurs d’onde, i.e. qi
i
∑ = 0. 
2.3. Tenseur Raman et règles de sélection 
 
Comme nous venons de le voir, le tenseur Raman définit par l’équation (II.6), traduit 
l’importance de la modulation du tenseur de susceptibilité par les phonons. Sa forme est 
déterminée par la théorie des groupes86. 
Nous ne présenterons ici que le cas des structures cristallographiques de type diamant ou 
zinc-blende que nous étudierons par la suite.  
Pour plus de précisions concernant la structure cristallographique et les courbes de 
dispersion des phonons dans le silicium, on peut se reporter à l’annexe A. On distingue deux 
types de phonons optiques : longitudinaux (notés LO) et transverses (notés TO). 
2.3.1. Tenseur Raman et symétrie 
Le tenseur Raman des structures cristallographiques de type zinc-blende peut être 
décomposé en trois représentations irréductibles : Γ15, Γ12 et Γ1. 
Les modes de centre de zone de Brillouin (q=0) ont toujours la symétrie Γ15, alors que les 
modes harmoniques (ordres multiples) peuvent avoir indifféremment une de ces trois 
symétrie87. 
2.3.2. Règles de sélection  
i. Présentation 
Les règles de sélection sont énoncées en utilisant la notation de Porto : ki(ei,ed )kd . On se 
place en général dans le référentiel formé par les axes cristallographiques du cristal.  
L’intensité diffusée étant proportionnelle au module au carré du tenseur Raman, ces 
règles nous indiquent quels modes sont observés dans une configuration de polarisation 
donnée. Leur connaissance est importante pour une interprétation pertinente des résultats 
obtenus par spectrométrie Raman. 
 
ii. Exemple des structures zinc-blende : tableau II.1. 
On note que : 
-     En rétrodiffusion sur une surface (100), on n’observera jamais au premier ordre les 
modes Transverse Optique (TO), car ceux-ci sont interdits. 
- En rétrodiffusion selon une surface (110), les modes TO[001] et TO[1-10] sont 
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Composante de tenseur Raman associé aux modes : Surface sur laquelle 
se fait la 
rétrodiffusion 
Géométrie de 






















y’(z,z)-y’ 0 0 
y’(z,x’)-y’ dTO
2


























Tableau II.1. : règles de sélection pour une rétrodiffusion selon une surface (100), (110) et 
(111) pour un cristal zinc-blende84. Notation des axes cristallographiques : x=[100], y=[010], 
z=[001], x’=[1-10], y’=[110], z’=[111] et y’’=[11-2]. 
3. Modèle microscopique : théorie quantique 
 
La prise en compte des électrons dans la diffusion inélastique de la lumière ne peut se 
faire sans la théorie quantique88. On distingue alors deux types d’interaction : 
- l’interaction photon/électron représentée par l’hamiltonien Hel. 
- l’interaction électron/phonon représenté par l’hamiltonien Hep. 
3.1. Modèle quantique : processus perturbatif du troisième ordre  
3.1.1. Principe 
Comme l’indique le diagramme de Feymann, représenté sur la figure II.2., ce processus 
se décompose en trois étapes: 
- Absorption d’un photon par un semiconducteur dans un état quantique initial I . 
Création d’une paire électron/trou dans un état quantique α  caractérisé par sa 
fonction d’onde Φα et une énergie de transition Eα.  
- Diffusion de la paire électron/trou vers l’état quantique β  grâce à l’absorption 
(ou à la création) d’un phonon. L’état β  est caractérisé par sa fonction d’onde 
Φβ. 
- Recombinaison de la paire électron/trou grâce à l’émission d’un photon. Le 
semiconducteur passe dans l’état quantique F   avec une énergie de transition Eβ.  
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Le vecteur d’onde est conservé à chaque étape alors que l’énergie n’est conservée que sur 
l’ensemble du processus. 
Les électrons ne servent que d’intermédiaires. Ils sont donc dans le même état au début et 



















Figure II.2. : Diagramme de Feymann du processus perturbatif du troisième ordre. 
3.1.2. Intensité diffusée 
L’intensité traitée selon un processus perturbatif de troisième ordre s’écrit :  
  
IR ωi,ωd( )∝ gD(ω) ⋅
D
∫ ω2 ⋅
I Hel α α Hep β β Hel F





⋅δ ωd ±ω−ωi( )⋅ dω    (II.11) 
avec :     D={l’ensemble des modes de vibration dont la fréquence est dans l’intervalle dω}. 
    gD(ω) : la densité d’états des phonons. 
  Γj l’élargissement du niveau d’énergie j. Ce paramètre est assimilable à une durée de 
vie du niveau. 
    le terme de Dirac δ permet de tenir compte des loi de conservation (II.11). 
Si les états quantiques α  ou β  sont réels, on parle de résonance. On connaît alors 
parfaitement l’état initial I  et l’état final F .  
3.2. Phénomène de résonance 
 
En résonance, l’intensité Raman donnés en (II.11) s’écrit sans la sommation sur les états I 
et F, ceux-ci étant connus et confondus. 
On distingue trois cas de figure: 
- la résonance simple au photon incident :   Eα = h ⋅ω i. L’énergie du photon incident 
correspond à une transition électronique du matériau. 
- la résonance simple au photon émis : 
  
Eβ = h ⋅ωd . L’énergie du photon émis 
correspond à une transition électronique du matériau. 
- La double résonance si les deux configurations précédentes se produisent 
simultanément. 
Dans chaque cas, on assistera à une augmentation de l’intensité Raman due à 
l’augmentation de la section efficace de diffusion. Ce phénomène s’accompagne d’une 
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diminution de la profondeur sondée (augmentation de l’absorption optique) si la résonance à 
lieu sur une transition directe. 
 
La conjonction de ces effets est utilisée pour la caractérisation de couches minces89, car la 
profondeur sondée y est minimisée. Par exemple, la mesure de la déformation dans la couche 
de silicium contraint d’un sSOI est réalisée avec une longueur d’onde ultra-violette à 364 nm. 
En effet, son énergie (résonance au photon incident) correspond à la transition E0 du silicium 
(cf. figure A.2 : courbe d’absorption du Si). Dans ce cas de figure, la profondeur sondée (≈10 
nm) correspond à l’épaisseur de la couche de sSi étudiée, la mesure n’est donc pas perturbée 
par le signal provenant du substrat massif de Si. 
 
II. La spectrométrie Raman dans un cristal désordonné 
 
Dans un cristal désordonné, les défauts perturbent soit les phonons, soit les électrons, soit 
les deux simultanément. Par conséquent, l’interaction qui gouverne la diffusion Raman sera 
affectée. Selon l’importance de l’endommagement, l’impact sur le spectre sera plus ou moins 
important. 
Cette sensibilité à l’ordre cristallographique et chimique en fait une technique précieuse 
pour l’étude de l’endommagement, la composition ou le désordre chimique des alliages. 
1. Cas d’un matériau légèrement désordonné 
1.1. Influence du désordre sur les paramètres mesurés 
1.1.1. Influence sur le spectre Raman 
Dans un cristal parfait, seuls les modes de centre de Zone de Brillouin (q=0) sont permis 
pour la diffusion au premier ordre. Pour les diffusions d’ordre supérieur, on observe les 
combinaisons satisfaisant à la règle qi
i
∑ = 0. 
La figure II.3. montre les modes observés pour du Si(100) monocristallin90. On distingue : 
- la diffusion au premier ordre O(Γ) (encart (b)). 
- la diffusion au deuxième ordre qui est une combinaison de deux phonons de q 
opposés. Par exemple, le mode 2TA(X) dont la fréquence est double de celle de 
TA(X). 
 
Pour un cristal endommagé, on observe : 
- l’altération de la diffusion au premier ordre : perte d’intensité, élargissement 
asymétrique vers les basses fréquences et décalage du pic. Ces effets sont la signature 
de l’activation de modes proches du centre de zone de Brillouin, induite par la 
diminution de leur corrélation (cf. Figure II.3(b)). 
- l’amortissement des ordres multiples, qui sont particulièrement sensibles au 
désordre (cf. Figure II.3(a)). 
- l’activation de mode interdits due à un écart aux lois de conservation (cf. Figure 
II.3(a)). 
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Figure II.3. : Comparaison des spectres Raman du silicium monocristallin et du silicium 
endommagé (implantation ionique d’hélium à 3.1016 at/cm2). (a) : ordres multiples et (b) 
diffusion du premier ordre. Configuration utilisée : z(x’,x’)-z. 
1.1.2. Influence sur les paramètres pertinents 
Les effets observés sur le spectre de la figure II.3. sont consécutifs à une perturbation des 
paramètres caractéristiques de la diffusion : l’énergie, le vecteur d’onde et la polarisation. 
 
i. Modification de l’énergie et du vecteur d’onde k  
Ces paramètres sont très sensibles au désordre chimique, à la déformation ou à la perte de 
corrélation des modes. La rupture de la symétrie de translation, par les défauts, permet 
d’enfreindre les lois de conservation du cristal. L’intensité diffusée reflète alors tout ou une 
partie de la densité d’états vibrationnelle. En effet, si la défectuosité est faible, l’intensité 
Raman correspond à une intégration sur une partie de la courbe de dispersion de certains 
phonons (cas du silicium poly-cristallin). En revanche, si le désordre est très important cette 
intégration se fait sur l’ensemble des modes et la densité d’états de vibration est entièrement 
activée (cas du silicium amorphe). 
 
ii. Modification de la polarisation : e  
Ce paramètre est sensible à l’orientation cristalline comme maclage, désorientation de 
polycristaux. 
1.2. Modèles caractérisant l’influence du désordre. 
 
L’introduction de défauts dans le matériau influence l’interaction entre les électrons et les 
phonons (perturbation du terme de couplage Hep dans l’équation II.11). Il existe trois 
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1.2.1. Perturbation des phonons : modèle de corrélation spatiale 
i. Présentation 
Le modèle de corrélation spatiale (MCS) a été développé par H. Richter, Z.P. Wang, et L. 
Ley en 198192 pour l’étude du silicium poly-cristallin. Il utilise une fonction de pondération 
pour traduire la localisation de la fonction d’onde des phonons par les défauts. 
 
Ce modèle phénoménologique a été utilisé pour caractériser : 
- le désordre (chimique et structural) dans les alliages de semiconducteurs93, 
- les défauts induits par l’implantation des ions lourds94,  
- le confinement dans des nanocristaux95. 
 
ii. Localisation et cristallite 
Dans ce modèle la fonction d’onde des phonons s’écrit : 
Q' r, t( )=W r,t( )⋅Q(r,t)  (II.12) 
avec :  Q(r, t)  la fonction d’onde plane des phonons dans un cristal parfait définie par 
l’équation (II.2). 
            W r,t( ) la fonction de pondération traduisant la localisation dans la cristallite.  
 
De nombreuses formes de cristallites ont été testées96 : film mince, cylindre et sphère. 
Leur dimension caractérise alors la longueur de corrélation des phonons. 
 
iii. Intensité Raman 
Dans le cadre de ce modèle, l’expression de l’intensité Raman est la suivante : 
I(ω) = C q( )
2
⋅ Lo(ω,q) ⋅ 4pi ⋅ q2 ⋅ dq
ZB
∫   (II.13) 
Avec :      C q( ) est la transformée de Fourier de la fonction de pondération 
        Lo ω,q( )est une fonction de Lorentz correspondant au pic de vibration du cristal en 












ω   (II.14) 
 Où ω q( ) est la fonction de dispersion des phonons optiques 
       Γ0 est la largeur du pic de vibration en centre de zone, qui dépend de la longueur 
d’onde excitatrice et de la résolution de l’appareil de mesure. 
 
D’après l’expression (II.13), la fonction de pondération traduit la rupture des lois de 
conservation due à la localisation des phonons optiques.  
1.2.2. Perturbation des états électroniques : modèle TKE 
H. Kawamura, R. Tsu et L. Esaki97 ont été les premiers à considérer la perturbation des 
états électroniques par les défauts. Dans leur modèle, appelé TKE, les fonctions d’onde 
électroniques sont localisées par les défauts et sont exprimée sous forme de paquets d’ondes. 
Les fonctions d’onde intervenant dans le modèle quantique s’écrivent : 
Φ' r( )= gk (k − k '∫ ) ⋅ Φ k '( )⋅ d 3k '  (II.15) 
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où  gk est la transformé de Fourier de la fonction de perturbation électronique. C’est 
l’analogue de C q( ) pour le MCS. 
Φ k'( ): fonction d’onde plane des états électroniques du cristal parfait. 
 
La restriction concernant la conservation du nombre d’onde est levée. Des transitions 
électroniques ne conservant pas le vecteur d’onde pourront participer à la diffusion et des 
modes de vibration habituellement non permis seront observés.  
Ce modèle est l’analogue pour les électrons du MCS pour les phonons. 
1.2.3. Diffusions par les défauts : processus d’ordre supérieur 
Dans ce type de processus la paire électron/trou subit, en plus de la diffusion par un 
phonon,  une diffusion élastique par une impureté. Au cours de ce dernier choc, le moment 
transféré permettra d’activer n’importe quel phonon de la densité d’états. Ce modèle prédit un 
spectre bien différent de celui qui sera obtenu dans les processus MCS et TKE. 
1.2.4. Conclusion 
Les systèmes étudiés ici sont obtenus à partir de l’implantation d’ions légers, et présentent 
donc une faible défectuosité. Les états électroniques activés dans le gap auront une énergie 
faible devant l’énergie de la longueur d’onde excitatrice et ne participeront donc pas au 
processus Raman. Par conséquent, dans la suite de notre étude, nous considérons que la 
structure électronique est peu perturbée et nous ne tiendrons compte que l’influence des 
défauts sur les phonons. Nous exploiterons l’ensemble de nos résultats grâce au modèle de 
corrélation spatiale que nous étudierons plus en détail dans le chapitre 3. 
2. Cas d’un matériau amorphe 
2.1. Présentation des matériaux amorphes 
 
Le point clé pour définir un matériau amorphe est la distinction entre l’ordre à courte et à 
longue portée. Ce dernier caractérise les matériaux cristallins. En revanche, dans les 
matériaux amorphes, l’ordre à courte portée reste très important. Il s’étend sur des distances 
de l’ordre de trois à quatre liaisons chimiques. 
On voit donc apparaître des distances limites : 
- 2 à 3 nm pour le cristal : nanocristaux. 
- 1,2 à 1,5 nm pour l’amorphe. 
 
Pour les matériaux tétraédriques, comme le silicium ou le germanium, cet ordre à courte 
portée se traduit par la conservation du tétraèdre de coordination98 (structure covalente à 
orbitales dirigées). L’importance du désordre dans le matériau amorphe influencera la 
distorsion angulaire et la longueur des liaisons tétraédriques. 
La structure atomique du matériau amorphe dépend fortement de la technique de 
fabrication : hydrogénation, température du substrat, pression. 
Par exemple, l’incorporation d’hydrogène permet : 
- la passivation des liaisons pendantes en améliorant la relaxation des contraintes 
- une porosité qui modifie les propriétés du matériau (diminution de la densité …). 
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Au vue du nombre de paramètres en jeu, la quantité de désordre introduit et l’agencement 
atomique est difficile à quantifier. L’implantation d’ions lourds apparaît alors comme une 
excellente technique pour fournir des matériaux amorphes car la densité de défauts ponctuels 
introduits99,100 est reliée à la dose utilisée. 
2.2. Spectrométrie Raman et matériau amorphe 
 
Dans un matériau amorphe, la symétrie de translation est perdue. Par conséquent, tous les 
modes de la densité d’états de vibration participent à la diffusion101. 
2.2.1. Caractéristiques du spectre Raman  
La figure II.4. compare le spectre Raman de la phase amorphe et de la phase cristalline du 
silicium.  
Pour le silicium amorphe (a-Si) on distingue : 
- Diffusion au premier ordre composée des bandes TA (Transverse Acoustique), LA 
(Longitudinal Acoustique), LO (Longitudinal Optique) et TO (Transverse 
Optique). 
- Diffusion aux ordres multiples : fond continu qui vient se superposer au spectre du 
premier ordre102. 
 
Figure II.4. : Comparaison des spectres Raman du silicium amorphe (a-Si) et du 
silicium cristallin (Si(100)) en configuration z(x’,x’)-z. 
 
Ces différentes bandes sont sensibles à l’organisation cristallographique du matériau amorphe. 
i. La bande TA est sensible:  
- À l’hétérogénéité103 se traduisant par la présence de zones adjacentes différentes 
(plus ou moins denses, poreuses, désordonnées …) 
- Au désordre. Elle se décale vers les grands nombres d’ondes et s’élargit quand le 
désordre augmente. 
 
ii. La bande TO est sensible au désordre (la distorsion angulaire du tétraèdre de 
coordination). Elle se décale vers les faibles nombres d’ondes et s’élargit quand le 
désordre augmente. 
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iii. Le ratio d’intensité des bandes TO sur TA dépend de la quantité de désordre et de la 
porosité (taille et densité des pores)104. 
 
On dispose de peu d’informations sur le silicium amorphe poreux. En effet, il est très 
difficile d’extraire les effets dus à l’amorphe des effets dus aux pores. 
2.2.2. Effet de la polarisation 
Pour interpréter les spectres Raman du premier ordre du a-Si, R. Alben et al105. ont 
proposé un modèle simple concernant la polarisabilité des liaisons. Ils mettent ainsi en 
évidence trois composantes indépendantes, pour la polarisabilité : 
- α1  : correspondant aux modes de type « stretching ».  
 - α2  : correspondant aux modes de type « stretching » et « bending ». 
 - α3  : correspondant aux modes de type « bending ». 
Les deux premières composantes sont responsables de la partie polarisée du spectre alors 
que la troisième représente la partie non polarisée. 
 
Bermejo et Cardona106 ont montré que la contribution principale au spectre provenait de 
α1  et α3 . 
Par l’intermédiaire de ces deux composantes, l’expression des intensités Raman en 
fonction de la configuration de polarisation a pu être déterminée107. Elle dépendra de la partie 
anisotrope Ianiso (non polarisée dépendant de α3 ) et de la partie isotrope I
ios (polarisée 
dépendant de α1) 
- En configuration HH (polarisation incidente et émise parallèles) : 
IHH ω( )= I iso ω( )+
4
3
⋅ Ianiso ω( ) (II.16.a) 
- En configuration VH( polarisation incidente et émises perpendiculaires) : 
IVH ω( )= Ianiso ω( )  (II.16.b) 
 
IVH représente la partie non polarisée du spectre alors que IHH est la somme des deux 
contributions. 




En général, pour le silicium amorphe, Iiso(ω) est nulle car l’intensité Raman du premier 
ordre ne fait pas intervenir les termes diagonaux (isotrope) du tenseur Raman. Donc, le 
rapport de dépolarisation ρ est égal à 4/3. 
2.3. Influence du désordre sur le tétraèdre de coordination 
 
Ces études tendent à relier les paramètres mesurables expérimentalement (position et 
largeur de bande) à la structure microscopique du matériau. 
En calculant des spectres Raman par plusieurs méthodes D. Beeman et al.108 ont pu relier la 
largeur à mi-hauteur (ΓTO) de la bande TO à la distorsion angulaire ∆θb  de la liaison 
tétraédrique.  
Par la suite, R.L.C. Vink et al.109 ont obtenu le même type de relation reliant la position du 
mode TO (ωTO)  et le rapport d’intensité des bandes TA sur TO avec la distorsion angulaire. 
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Ces expressions ne sont valables que pour des systèmes tels que ΓTO> 80 cm
-1. 
2.4. Calcul des spectres Raman 
2.4.1. Spectre Raman et densité d’états 
Il est communément admis que le spectre Raman d’un matériau amorphe reflète 
l’activation de l’ensemble de la densité d’états de vibration (DVS : Density of Vibrational 
States) induite par la perte de l’ordre à longue portée. La plupart des modèles utilisés pour le 
calcul des spectres sont fondés sur ce principe.  
La figure II.5. compare le spectre Raman du silicium amorphe (a-Si) et les densités d’états 
de vibration calculées par W. Weber110 et mesurées par diffusion des neutrons111. On constate 
une grande similitude entre le spectre du a-Si et les DVS. En revanche, on observe une 
différence notable entre les DVS mesurées et calculées.  
 
Figure II.5 : comparaison du spectre Raman du silicium amorphe (a-Si) et de la densité 
d’états (DVS) calculée par Weber110 et la densité d’état vibrationnelle mesurée par diffusion 
de neutrons111. 
2.4.2. Activation de la densité d’états : modèle de Shuker et Gammon (S&G) 
i.  Présentation du modèle 
R. Shuker et R.W. Gammon112 ont développé un modèle  permettant de calculer le spectre 
Raman d’un matériau amorphe. L’ensemble de la densité d’états de vibration est observé sur 
le spectre car la diminution de la longueur de cohérence, des modes normaux, rend caduques 
les lois de conservation qui sont propres au cristal. 
L’intensité du processus Stokes s’écrit alors : 
 IStoles ω( )= C ω( )⋅
1+ n ω( )
ω
⋅ ga ω( )  (II.18) 
 avec : C(ω) coefficient de couplage indirect photon/phonon. Il est pris indépendant de 
la bande de vibration. C’est l’équivalent du tenseur Raman pour le cristal parfait. 
            n(ω) le facteur de Bose. 
            ga(ω) la densité d’états de vibration du matériau amorphe 
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Il existe de nombreuses études traitant du calcul du coefficient de couplage96,99. 
L’approche la plus utilisée est de considérer que C ω( )⋅
1+ n ω( )
ω
= cte . 
 
De plus, on peut déterminer la densité d’états du matériau amorphe à partir de la densité 
d’état du cristal, grâce à l’équation96 : 
ga ω( )= gc ω( )∗G ω,Γ( )  (II.19) 
 avec gc(ω) la densité d’état du cristal. 
         G(ω,Γ) une fonction de Gauss de largeur Γ. 










  (II.20) 
Le paramètre d’ordre Γ traduit l’élargissement de la DVS dû à la diminution de la 
longueur de cohérence des phonons. 
 
ii. Lien avec le MCS 
On peut noter que théoriquement le modèle S&G est identique au MCS. La seule 
distinction provient des longueurs de cohérence en jeu et donc de la porté de l’ordre cristallin. 
En effet, les défauts en s’accumulant activent peu à peu la densité d’états. 
Toutefois, pour : 
- un désordre faible (longueur de cohérence grande). Seuls les modes appartenant à 
la courbe de dispersion du phonon autorisé par les règles de sélection, et proches 
du centre de zone de Brillouin, sont activés. C’est le domaine d’application du 
MCS. 
- un désordre important (longueur de cohérence faible). La densité d’états de 
vibration est activée (ensemble des courbes de dispersion de tous les modes). C’est 
le domaine d’application du modèle de Shuker et Gammon. 
 
Par conséquent, l’activation des modes de vibration par le désordre peut être décrit par un 
modèle continu allant du cristal parfait au matériau amorphe. Les modèles S&G et CS ne sont 
que des cas particuliers correspondant aux cas extrêmes. 
2.4.3. Simulations numériques 
Nous avons vu qu’il existe une grande disparité entre les densités d’états de vibration 
mesurées et calculées.  
L’atomistique permet de calculer des DVS associées à un agencement atomique.  
L’objectif de ce type de calcul est d’identifier l’impact de l’agencement microscopique sur les 
modes de vibration. On peut ainsi tenir compte de paramètres tels que la relaxation des 
contraintes, la porosité ou la densité. 
Ce type de calcul est limité par la complexité des systèmes. En effet, pour réaliser ces 
simulations, il faut définir une supercellule composée d’un grand nombre d’atomes. Les 
temps de calculs augmenteront alors dramatiquement avec leur nombre. 
 
L’objectif de ce paragraphe n’étant pas de présenter les simulations atomistiques, nous 
renvoyons le lecteur désireux de plus amples renseignements à la thèse de doctorat de A. 
Chehaidar101 et à l’article de Biswas et al.113 par exemple. 
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2.5. Exemple : étude du silicium amorphe hydrogéné 
2.5.1. Présentation des échantillons 
Les échantillons de a-Si ont été fournis par le Dr P. Roca i Cabarrocas du LPICM (Ecole 
Polytechnique). Ils ont été obtenus par PECVD (Plasma-Enhanced Chemical Vapor 
Deposition) avec :  
- une pression constante d’environ 60 mTorr.  
- un taux d’incorporation de l’hydrogène constant.  
- une température du substrat variable lors du dépôt : 120°C, 200°C et 350°C. 
 
Au cours du dépôt, plus la température du substrat augmente, plus l’organisation atomique 
est favorisée (i.e. tétraèdre de coordination plus proche de celui du cristal) et plus le matériau 
est dense (i.e. car densité de pores plus faible). 
2.5.2. Résultats expérimentaux 
i. Effet de la polarisation 
La figure II.6. ne montre aucune différence notable entre les spectres obtenus en 
configuration HH (polarisations incidente et analysée parallèles) et VH (polarisations 
incidente et analysée perpendiculaires).  
La partie polarisée du spectre, calculée à partir des équations (II.16.) est nulle. Ce résultat 
correspond aux prédictions théoriques. La différence d’intensité provient des configurations 
de polarisation ( IHH ω( )=
4
3
⋅ IVH ω( )). 
Il existe tout de même un léger effet de polarisation. En effet, la bande TA en configuration 
HH est légèrement plus basse en fréquences et plus large qu’en configuration VH. En 
revanche, aucun effet n’est observé sur les modes TO. 
 
Figure II.6. : Spectre Raman, dans différentes configurations de polarisation, de a-Si obtenu 
avec une température de substrat de120°C. 
 
ii. Effet de la température du substrat 
Lorsque la température du substrat augmente : 
- la bande TA (Transverse Acoustique) se décale légèrement vers les basses 
fréquences. 
- la bande TO (Transverse Acoustique) se décale légèrement vers les hautes 
fréquences. 
- les FWHM (Full Width at Half Maximum) des bandes restent constantes. 
Les résultats présentés ici sont en accord avec ceux obtenus par S.R. Jadkar et al114. 
Selon N. Barriquand et al.115 ces décalages sont imputables à la porosité.  
Bande TO 
Bande TA 
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2.5.3. Interprétation avec le modèle de Shuker & Gammon 
Nous utilisons le modèle de Shuker et Gammon avec une densité d’états vibratoires (DVS 
déterminée par diffraction des neutrons108 (cf. figure II.5). La figure II.7. montre un bon 
accord entre le spectre Raman de a-Si et le spectre simulé en utilisant le modèle de Shuker & 
Gammon (équation II.18). Cet ajustement a été obtenu en utilisant un paramètre d’ordre Γ de 
35 cm-1.  
Le modèle rend bien compte des largeurs, mais pas des positions. Cela est 
compréhensible car, comme nous l’avons vu précédemment, elles dépendent, contrairement 




Figure II.7. : Spectre Raman du a-Si (trait plein) ajusté avec le modèle de Shuker et Gammon 
(trait pointillé).  
3. Conclusion 
 
La spectrométrie Raman est une sonde particulièrement sensible de la qualité cristalline. 
En effet, les spectres présentent des signatures typiques des défauts ou des phases cristallines 
différentes. De plus, il existe de nombreux modèles pour interpréter l’effet de l’ordre 
cristallin. 
 
Cette sonde nous permet d’étudier l’influence des défauts d’implantation sur les phonons.  
Dans la suite de cette étude, nous utiliserons en particulier: 
- Le modèle de corrélation spatiale pour mettre en évidence l’influence des défauts 
sur les phonons optiques du cristal (LO pour Si(100) et TO pour Si(110)). 
- Le modèle de Shuker et Gammon pour interpréter l’activation par les défauts de 
modes interdits. Nous nous intéresserons alors à des modes qui n’appartiennent pas 
au domaine de fréquence du phonon optique du cristal. 
- Le modèle de la diffusion Raman que nous appliquerons à la diffusion Brillouin de 
façon à identifier l’impact des défauts sur les phonons acoustiques du cristal. 
 
Remarque : en utilisant le MCS et le modèle S&G chacun dans leur domaine d’application 
nous pourrons vérifier expérimentalement leur corrélation que nous avons évoquée au sein du 
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Chapitre 3 : Effets de l’implantation sur les 
phonons optiques : Défectuosité et 
déformation 




L’objectif de ce chapitre est de quantifier : 
- l’influence des défauts ponctuels sur les phonons (i.e. l’ordre à longue portée). 
- le désordre atomique via un paramètre d’ordre et la fraction de cristal endommagé. 
- la contrainte induite. L’influence des défauts étendus sur cette dernière sera envisagée. 
Pour cela, nous exploitons la sensibilité de la spectrométrie Raman à l’ordre cristallin et à la 
contrainte. Les mesures sont analysées avec le modèle de corrélation spatiale (MCS) et les 
résultats sont comparés à la densité de défauts simulée par IMSIL. 
Nous espérons ainsi mieux comprendre : 
- l’influence de la nature de l’espèce implantée (Hydrogène, Hélium). 
- l’influence de l’orientation du substrat : comparaison Si(100) et Si(110). 
- les mécanismes en jeu lors de la co-implantation Hydrogène et Hélium. 
- les effets d’un recuit standard. 
- l’influence de la nature du substrat : cas du Si1-xGex. 
II. Méthodologie 
 
Le but de ce paragraphe est de décrire la méthode utilisée pour atteindre les objectifs 
décrits précédemment. Nous détaillerons en particulier, le dispositif expérimental, les 
conditions de mesures (polarisation, longueur d’onde,…) ainsi que l’adaptation du modèle de 
corrélation spatiale à notre étude (choix des paramètres, prise en compte de la contrainte …). 
Dans chaque cas, nous présenterons les particularités relatives aux différents substrats 
étudiés au sein de cette partie. 
1. Protocole expérimental 
1.1. Dispositif  
 
Cette étude a été réalisée en utilisant un spectromètre Dilor XY en configuration 
macro-Raman.  
Les avantages de cette configuration sont : 
- la diminution de la puissance surfacique reçue par l’échantillon. Le phénomène 
parasite d’échauffement est ainsi évité. 
- l’obtention d’une information moyenne. Le  faisceau laser a un diamètre d'une 
centaine de microns. 
- d’éviter une dépolarisation partielle de la lumière lors du passage dans le microscope. 
 
La chaîne de mesure, représentée sur la figure III.1., comprend : 
- Un laser à gaz ionisé (Argon ou Krypton) fournissant un large choix de longueurs 
d’onde. 
- Un pré-monochromateur éliminant les raies du plasma (longueurs d’onde émises dans 
une gamme d’énergie proche de celle de la raie laser et non amplifiées par la cavité). Il 
s’agit en fait d’un filtre spatial à prisme. 
- Un polariseur et un analyseur  utilisés pour exploiter les règles de sélection des 
phonons. 
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- Un double monochromateur et un spectromètre permettant de disperser les photons 
diffusés en fonction de leur longueur d’onde. 
- Un détecteur multicanaux (barrette CCD (Charge Couple Device) refroidie à l’azote 
liquide) permettant d’acquérir le spectre formé à l’étage précédent. 
- Un ordinateur pilotant la mesure. 











Figure III.1. : Schéma de principe du spectromètre Dilor XY en configuration macro-Raman. 
1.2. Méthode 
1.2.1. Choix de la longueur d’onde 
Le choix de la longueur d’onde dépend de l’épaisseur de matériau que l’on veut sonder.  
Les conditions d’implantation, étudiées par la suite, créent un profil de défauts dont le 
maximum se situe entre 200 et 250 nm et, dont la largeur dépend de l’espèce (environ 100 nm 
pour H et 200 nm pour He). 
En utilisant différentes longueurs d’onde excitatrices, on peut accéder à différentes zones 
de ce profil d’implantation.  
 
i. Cas du silicium 
- Pour déterminer le profil de défauts : des mesures successives avec les différentes 
longueurs d’onde sont réalisées (cf. Tableau III.1) 
- Pour déterminer une valeur moyenne : une mesure unique grâce à la longueur d’onde 
du laser Ar+ à 458 nm est réalisée. 
 
Laser Longueur d’onde (nm) Profondeur sondée (nm) Zone étudiée 
406 ~105  
Kr+ 413 ~140 
 
Domaine au-dessus 









Ensemble du profil de 
défauts 
Tableau III.1. : profondeur de pénétration dans le silicium de différentes raies laser utilisées 
pour étudier les défauts d’implantation 
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ii. Cas des alliages Si1-xGex 
Pour étudier l’implantation dans le Si1-xGex, nous avons utilisé la longueur d’onde à 
514 nm d’un laser Ar+. Le tableau III.2. donne sa profondeur de pénétration en fonction de la 
concentration en germanium. 
 
Concentration en germanium 
(%) 
0 20 30 40 
Profondeur de pénétration 
(nm) 
~3700 ~230 ~160 ~125 
Tableau III.2. : Evolution de la profondeur de pénétration de la longueur d’onde à 514 nm  en 
fonction de la concentration en germanium. 
1.2.2. Configuration et polarisation 
Les mesures sont réalisées en rétro-diffusion sur la surface de l’échantillon. D’après les 
règles de sélection répertoriées au sein du tableau II.1.(p.40), on se place en configuration : 
- z(x,x)-z (noté HH) pour observer le phonon LO[001] du Si(100). 
- y’(x’,z)-y’ (noté VH) pour observer le phonon TO[1-10] du Si(110). 
- z(x,x)-z pour observer les phonons LO[001] du Si1-xGex. 
2. Adaptation du modèle de corrélation spatiale à l’étude des défauts 
d’implantation 
2.1. Choix des paramètres du modèle 
2.1.1. Rappels du chapitre 2  
Le MCS permet de traduire l’influence des défauts en considérant la localisation des 
fonctions d’onde des phonons sur une distance L. L est appelée longueur de localisation, et est 
assimilée à la longueur de cohérence des phonons.  
Comme nous l’avons vu au chapitre 2 (équation II.13), l’intensité Raman s’écrit alors : 




ω −ω q( )[ ]2 + Γ2( )
⋅ 4pi ⋅ q2 ⋅ dq
ZB
∫   (II.13) 
Il nous faut maintenant déterminer la fonction de pondération C q( ) et la courbe de dispersion 
des phonons ω q( ) les mieux adaptées à notre étude. 
2.1.2. Choix de la courbe de dispersion 
La configuration de polarisation choisie au paragraphe 1.2.2. fixe le phonon observé et 
donc la courbe de dispersion utilisée. La prise en compte de l’anisotropie est ici inutile92. 
- Pour le Si(100) : la courbe de dispersion du phonon LO[001] est utilisée. 
- Pour le Si(110) : la courbe de dispersion du phonon TO[1-10] est utilisée. 
Ces courbes sont représentées sur la figure A.3. de l’annexe A. 
-     Pour le Si1-xGex, les courbes de dispersion n’ont été ni mesurées ni calculées. Nous les 
extrapolerons donc à partir de celles du Silicium et du Germanium selon une loi de type 
Vegaard. En effet, le Si1-xGex étant une solution solide, ses propriétés physiques évoluent 
continûment avec x. La méthode utilisée pour déterminer la courbe de dispersion est 
complexe et est explicitée dans le paragraphe  V.  
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2.1.3. Choix de la fonction de pondération 
Lors de l’implantation, on considère que les défauts ponctuels sont répartis de façon 
homogène à une profondeur donnée. La cristallite est une sphère de rayon L et la fonction de 
pondération une fonction de Gauss. L’intensité Raman du phonon de type α s’écrit alors : 
IR
α ω( )= exp − L
2 ⋅ q2








∫ ⋅ 4pi ⋅ q
2
ω −ωα q( )( )
2
+ Γ0 2( )
2
⋅ dq  (III.1) 
 
Remarque : En théorie la longueur de cohérence des phonons dans un cristal parfait est 
infinie. Dans ce cas, les termes sous l’intégrale, dans l’expression (III.1), seront tous nuls 
sauf pour q=0 et l’intensité diffusée correspond à Lo(ω,0). La formulation du MCS satisfait 
donc aux lois de conservation pour un cristal parfait. 
2.2. Prise en compte de la déformation 
2.2.1.  Modifications 
Nous avons testé le MCS sur un échantillon implanté avec de l’hydrogène, de façon à 
mettre en évidence les éventuelles modifications à apporter au modèle pour l’adapter à notre 
étude. La comparaison des spectres Raman du système implanté et de la référence en silicium 
permet d’extraire l’élargissement du mode LO et son décalage.  
La longueur de localisation L a été déterminée de façon à ajuster la largeur du spectre 
expérimental. La figure III.2(a) montre que le modèle rend bien compte de l’élargissement, 
mais qu’il ne parvient pas à simuler correctement la position du pic. Le décalage vers les 
basses fréquences, obtenu grâce au MCS, est uniquement dû au désordre. L’erreur sur la 
position provient du fait que la déformation compressive, induite par l’implantation, n’est pas 
prise en compte dans ce modèle. En effet, elle se traduit au niveau du spectre Raman par un 
décalage du mode de vibration vers les hautes fréquences.  
En considérant le décalage supplémentaire dû à la déformation compressive, un accord 
parfait est obtenu entre le modèle et l’expérience (figure III.2(b)).  
 
 
Figure III.2. : Comparaison de l’ajustement des spectres avec le MCS simple (a) et le 
MCS corrigé pour tenir compte de la contrainte (b). 
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On peut conclure que : 
- l’élargissement est dû uniquement à la localisation des phonons par les défauts 
- le décalage du pic provient de deux contributions : la localisation et la déformation 
 
Remarque : Sur la figure III.2. (b), le mode dû aux défauts correspond  à l’activation de 
l’ensemble de la densité d’états vibratoire par les défauts. Il s’agit en fait d’une autre 
manifestation de l’endommagement, comme nous le verrons au chapitre 5.  
2.2.2. Méthode d’exploitation : extraction de la déformation 
- Étape 1 : détermination des paramètres expérimentaux : élargissement et décalage du 
pic par rapport aux caractéristiques du Si de référence. On définit le décalage mesuré 
expérimentalement expω∆ , par : ∆ωexp =ω impl −ω0, avec ω0 la position du pic pour Si 
monocristallin non implanté (référence) et ωimpl celle pour Si implanté.  
- Étape 2 : ajustement de la largeur du pic grâce au MCS : détermination de L et du 
décalage dû à la perte de corrélation ∆ωMCS . 
- Étape 3 : détermination du décalage dû à la déformation defω∆ à partir du décalage 
mesuré expérimentalement expω∆  : ∆ωdef = ∆ωexp −∆ωMCS . Il est alors possible de 
déterminer la déformation associée grâce aux relations décrites dans l’annexe C. 
 
Remarque : la référence en silicium est mesurée à chaque expérience. Nous préférons réaliser 
des mesures relatives, en s’affranchissant d’éventuels problèmes de calibration du 
spectromètre d’une expérience à l’autre. 
 
III. Étude de l’implantation dans Si(100) 
 
Notre objectif étant la compréhension de la génération des défauts et de la contrainte, nous 
étudierons uniquement l’état post-implantation. Nous envisagerons le cas de l’implantation en 
H et en He. Pour valider notre méthode, nous comparerons les résultats obtenus pour H, avec 
ceux présents dans la littérature. Nous présenterons également des résultats originaux 
concernant l’implantation de He. 
1. Détermination d’un profil de défauts 
 
L’objectif de ce paragraphe est de déterminer le profil de longueur de localisation au sein 
d’un échantillon implanté. Il sera ensuite comparé au profil de défauts simulé par IMSIL. 
1.1. Présentation des échantillons 
 
Un substrat de Si(100), possédant une couche d’oxyde thermique de 200 nm, est implanté 
avec une dose de 6.1016 at/cm2 en H+ et une énergie de 45 keV. Cet échantillon est ensuite 
désoxydé et clivé en quatre morceaux. Chaque échantillon est gravé à une épaisseur donnée, 
comme indiqué dans le tableau III.3. 
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Nom de l’échantillon Épaisseur gravée (nm) Distance à la surface du 
maximum de défauts (nm) 
A 70 92.5 
B 100 62.5 
C 120 42.5 
D 140 22.5 
Tableau III.3 : Présentation des échantillons gravés. 
1.2. Méthodologie 
 
Pour déterminer très précisément le profil de défauts, on combine l’utilisation : 
- des échantillons gravés chimiquement présentés dans le paragraphe précédent, 
- et des différentes longueurs d’ondes d’onde répertoriées dans le tableau III.1. 
L’intérêt de cette combinaison est illustré sur la figure III.3. 
Pour chaque échantillon et chaque longueur d’onde, on enregistre le spectre Raman. 
Profondeur (nm)
160 nm
120 nm 140 nm70 nm 100 nm






Densit  ˇdˇfauts (at/cm3)
A DCB
Figure III.3 : Combinaison des différentes longueurs d’onde excitatrices et des échantillons 
gravés pour déterminer le profil de défauts. 
1.3. Résultats expérimentaux 
  
La figure III.4. (a) montre les spectres Raman de la référence et des quatre échantillons 
gravés. Plus l’épaisseur gravée augmente (i.e. plus on se rapproche du maximum de défauts) 
plus le pic LO s’élargit, se décale vers les basses fréquences et voit son intensité diminuer.  
 
Soient Γ0 (Γimpl) la largeur et ω0 (ωimpl) la position du pic Raman de Si (001) non implanté 
(implanté). On définit : 
- l’élargissement ∆Γ tel que : ∆Γ = Γimpl −Γ0  
- le décalage ∆ωexp tel que : ∆ωexp =ω impl −ω0 
 
Les figures III.4 (b) et (c) présentent l’évolution de l’élargissement et du décalage, en 
fonction de l’épaisseur gravée. 
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- Pour les deux longueurs d’onde possédant une faible profondeur de pénétration, les 
paramètres augmentent linéairement avec l’épaisseur gravée. Ces effets sont liés aux 
gradients de défauts qu’elles permettent de sonder.  
- En revanche, pour la raie excitatrice à 458 nm, aucun effet de gradient n’est observé. 
Cette longueur d’onde à forte profondeur de pénétration sonde presque également des 
zones endommagées et pas ou peu endommagées. Par conséquent, elle fournit une 
information moyenne sur l’ensemble du profil et n’est donc pas sensible à la gravure. 
 
Chacun des douze spectres obtenus est ajusté, avec le modèle de corrélation spatiale, 
fournissant ainsi la longueur de localisation moyenne pour chaque épaisseur gravée et chaque 
longueur d’onde excitatrice. Ces valeurs nous renseignent sur le gradient de défauts et nous 
permettent de déterminer le profil de longueur de cohérence qui en résulte. 
 
Figure III.4 : (a) Spectres Raman obtenus avec la longueur d’onde à 413 nm pour les 
différents échantillons. 
Évolution, pour différentes longueurs d’onde, de l’élargissement (b) et du 
décalage (c) du pic LO en fonction de l’épaisseur gravée. 
1.4. Profil de défauts 
1.4.1. Méthode utilisée 
Le profil de longueur de cohérence L(z) est considéré comme gaussien, par analogie avec 
celui des espèces ou des défauts. Pour chaque longueur d’onde excitatrice et chaque épaisseur 
gravée, il faut déterminer la valeur moyenne de ce profil. En comparant ces valeurs aux 
résultats expérimentaux, les paramètres du profil pourront être déterminés. 
 
 Soit la probabilité P(z,λ), qu’un phonon soit créé à une profondeur z par un photon de 
longueur d’onde λ. Cette probabilité dépend de la quantité de photons arrivant à la profondeur 
z (i.e. profondeur de pénétration de la longueur d’onde dans le matériau).  
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λ  (III.2) 
 avec α(λ) l’absorption à la longueur d’onde λ. 
 
La valeur moyenne ),( 0 λzL  de L(z), pour une épaisseur de silicium gravée z0 et une 
longueur d’onde excitatrice λ, a alors pour expression: 




00 ,, dzzzLzPzL λλ  (III.3) 
Les paramètres de L(z) sont alors déterminés de façon à obtenir le meilleur accord 
possible entre chaque ),( 0 λzL  et la valeur expérimentale qui lui correspond.  


























MzzILzL   (III.4) 
Avec L0 la longueur de cohérence pour le cristal massif (ici L0=80 nm) 
I = 0.875 
zM =150 nm. Position du minimum de L(z) 
 σ =150 nm. La largeur à mi-hauteur du profil est donc de 352 nm. 
1.4.2. Résultats 
Un excellent accord est observé entre le profil de longueur de cohérence déterminé 
précédemment et le profil de défauts ponctuels simulé par IMSIL (figure III.5). On observe en 
outre que la longueur de localisation est minimale au maximum de défauts. En revanche, la 
FWHM du profil L(z) est légèrement plus importante que celle du profil de défauts. Comme 
nous le verrons par la suite, cela est dû à l’évolution non linéaire de L en fonction de la 
densité de défauts ponctuels (lacunes/interstitiels). 
 
Figure III.5 : comparaison du profil de défauts ponctuels simulé par IMSIL et du profil de 
longueur de localisation déterminé par spectrométrie Raman. 
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1.5. Contrainte 
 
Grâce au MCS appliqué au paragraphe précédent, on détermine le décalage dû à la perte 
de cohérence spatiale ∆ωMCS . Le décalage dû à la déformation defω∆ est ensuite déterminé à 
partir du décalage mesuré expérimentalement expω∆  : ∆ωdef = ∆ωexp −∆ωMCS . Il est alors 
possible de déterminer la déformation associée grâce à la relation (C.9.a) calculée dans 
l’annexe C. 
Quelle que soit la longueur d’onde utilisée ou la profondeur gravée, on obtient la même 
contrainte compressive d’environ – 300 MPa. Par conséquent, la méthode ne nous permet pas 




La méthode décrite dans ce chapitre permet une mesure précise de la défectuosité au sein 
d’un matériau implanté. Nous avons donc à notre disposition une technique de caractérisation 
non destructive de l’endommagement. 
En utilisant des échantillons non gravés, et une longueur d’onde excitatrice dont la 
profondeur de pénétration permet de sonder l’ensemble de la zone implantée, nous pouvons 
déterminer l’endommagement moyen. 
Dans la suite de notre étude, nous ne mesurerons plus que des valeurs moyennes pour 
l’endommagement et la contrainte. 
2. Mesures moyennées et influence de l’espèce implantée : comparaison 
H et He 
 
L’objectif de ce paragraphe est de mettre en évidence l’influence de l’espèce et de la dose 
sur la défectuosité (désordre atomique) et la contrainte.  
 
2.1. Présentation des échantillons 
 
Des ions H+ ou He+ sont implantés dans du Si(100) dopé p, à travers une couche d’oxyde 
thermique de 145 nm.  
- L’hydrogène est implanté à 32 keV avec des doses comprises entre 1.1016 et 4.1016 
at/cm2. 
- L’hélium est implanté à 52 keV avec des doses comprises entre 1.1016 et 5.1016 at/cm2. 
Ces deux énergies permettent de former le maximum de défauts à la même profondeur 
(~200 nm) sous l’interface Si/SiO2. 
Lors de l’implantation, réalisée à température ambiante, l’échantillon est incliné d’un 
angle de 7°, par rapport à la direction d’incidence du faisceau d’ions, de façon à minimiser les 
effets de canalisation. 
Les échantillons sont désoxydés, dans un bain d’acide fluoridrique, avant d’être analysés 
par spectrométrie Raman. 
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2.2. Évaluation du désordre atomique : simulations IMSIL 
 
Une étude préliminaire utilisant IMSIL permet d’évaluer l’endommagement (densité de 
défauts ponctuels) correspondant aux conditions d’implantation que nous étudions ici. Ce 
programme de simulation est présenté en détail dans l’annexe B. 
 
La figure III.6.(a) montre que l’intensité du profil de défauts ponctuels augmente avec la 
dose. La figure III.6.(b) met en évidence que la largeur ∆RP du profil de défauts ponctuels 
augmente linéairement avec la dose. L’hélium étant plus lourd (pouvoir d’arrêt nucléaire plus 
fort), il génère plus de défauts et son profil est deux fois plus large que celui de l’hydrogène.  
La position en profondeur du profil reste constante, car elle ne dépend que de l’énergie 
d’implantation. 
 
Figure III.6 : (a) Comparaison des profils de densité de défauts simulés avec IMSIL pour 
deux doses en H. 
Évolution de la largeur du profil de défauts ponctuels ∆RP (b) et de la densité 
moyenne de défauts ponctuels (c) en fonction de la dose en H ou en He. 
 
Les mesures en spectrométrie Raman fournissent une valeur moyenne sur l’ensemble de 
la zone endommagée. Elles seront donc comparées à la densité moyenne de défauts ponctuels 











 avec N le nombre de points discrétisés d’intensité yi. 
Comme le montre la figure III.6. (c), la densité moyenne de défauts ponctuels augmente 
linéairement avec la dose. À dose égale, elle est trente fois plus importante pour He que pour 
H. Dans la suite de l’étude, on parlera indifféremment d’endommagement et de défectivité 
pour évoquer le désordre induit par les défauts ponctuels. 
 
Remarque : la comparaison des profils de défauts ponctuels simulés par IMSIL et mesuré par 
RBS a montré que la densité moyenne de défauts simulée est un bon paramètre pour 
quantifier l’endommagement (cf. annexe B). 
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2.3. Expériences et résultats 
 
Les échantillons ont été mesurés avec la longueur d’onde à 458 nm pour obtenir une 
information moyenne sur l’endommagement et la contrainte. 
Pour l’hydrogène comme pour l’hélium, on observe : 
- Une évolution linéaire de l’intensité et de l’élargissement avec la dose. Quand cette 
dernière augmente, l’intensité diminue et l’élargissement augmente. Ce comportement 
est plus marqué pour l’hélium car il induit plus de défauts. 
- Un décalage vers les basses fréquences du pic LO, sans qu’aucune corrélation avec la 
dose implantée ait été observée. Il est le résultat de deux phénomènes distincts et 
opposés: la localisation, qui décale le pic vers les basses fréquences, et la déformation 
compressive, qui le décale vers les hautes fréquences. Le décalage expérimental étant 
vers les basses fréquences, on peut en conclure que la contribution due à la localisation 
est plus importante que celle de la déformation. 
Ces résultats expérimentaux sont exploités grâce au MCS, en suivant la méthode 
explicitée au sein du premier chapitre de cette partie. 
2.4. Contrainte et longueur de localisation 
2.4.1. Longueur de localisation et perte d’intensité : influence des défauts sur 
les phonons 
 
i. Définition des paramètres normalisés 
Pour faire abstraction de l’influence du matériau ou de la puissance incidente du faisceau 
laser nous définissons des paramètres normalisés par rapport au matériau massif.  
- Intensité normalisée In. Elle est définie comme le rapport de l’intensité I du pic Raman 
dans le matériau implanté sur l’intensité I0 du même pic dans le matériau massif. Ces 
intensités sont celles du mode à q=0. 
0I
I
In =  (III.5) 
L’intensité est déterminée avec une incertitude δI de 200 (u.a.) par conséquent 
l’incertitude sur l’intensité normalisée est de 0,006. 
- Longueur de cohérence normalisée Ln. Elle est définie comme le rapport de la 
longueur de cohérence L pour le matériau implanté sur celle du matériau parfait L0. En 
théorie, la longueur de cohérence (ou de localisation ) dans un matériau parfait est 
infinie, mais dans le MCS, le comportement du matériau de référence est atteint pour 
une valeur L0 finie, déterminée à partir des caractéristiques expérimentales du pic 
Raman du Si de référence. 
0L
L
Ln =  (III.6) 
avec pour le phonon LO du Si(100) L0=80 nm.  
L’incertitude sur la détermination de la longueur de cohérence dépend de 
l’élargissement du pic Raman et donc de la gamme de L concernée. Elle augmente 
quand l’endommagement diminue. Pour l’implantation de H, nous obtenons une 
incertitude de 4%, alors que pour l’implantation de He elle est plus faible (entre 2% et 
3%). 
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Remarque : L0 n’est pas la longueur de cohérence absolue du phonon dans le matériau 
massif. Il s’agit, en fait, de sa valeur minimale, au-delà de laquelle le phonon présente le 
même comportement que dans le matériau massif. En effet, dans le MCS si on prend des 
valeurs longueur de cohérence supérieure à L0, aucun effet n’est observé sur le spectre 
Raman. Cette grandeur est utilisée comme référence pour pouvoir comparer les différents 
substrats. 
 
ii. Évolution en fonction de la quantité de défauts ponctuels 
La figure III.7 (a), montre que l’intensité normalisée In diminue linéairement avec 
longueur de cohérence normalisée Ln. Par conséquent, la perte d’intensité est liée à la 
diminution de la longueur de cohérence des phonons. Quand cette dernière diminue, les 
modes proches du centre de zone de Brillouin sont activés, et l’intensité est redistribuée sur 
l’ensemble de ces modes. Par conséquent, l’intensité de la diffusion à q=0 (i.e. In) diminue 
quand le désordre augmente (cf. figure III.7. (b)). 
 
La figure III.7. (c) montre que la longueur de cohérence ne diminue pas linéairement en 
fonction de la densité de défauts, comme nous l’avons évoquée au paragraphe 1.4.2. 
Sur les caractéristiques de In et de Ln, on distingue deux zones. 
- Zone I : faible densité de défauts ponctuels (i.e. implantation de H). Dans ce domaine, 
une légère augmentation de la densité de défauts au sein de la matrice induit une 
diminution importante de la longueur de cohérence des phonons. 
- Zone II : forte densité de défauts (i.e. implantation de He). Au-delà d’une certaine 
quantité, on assiste à un phénomène de saturation et la longueur de cohérence des 
phonons tend doucement vers sa valeur dans un matériau fortement désordonné.  
Par conséquent, la longueur de cohérence des phonons est plus fortement perturbée par les 
faibles densités de défauts. 
 
Figure III.7 : (a) évolution de l’intensité normalisée In en fonction de la longueur de 
localisation normalisée Ln.  
Évolution de l’intensité normalisée (b) et de la longueur de localisation 
normalisée (c) en fonction de la densité moyenne de défauts ponctuels. 
(a) 
(b) (c) 
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Entre ces deux zones, il existe un domaine de transition (densité défauts ponctuels 
compris entre 5.1020 et 1.1021 at/cm3. Il serait instructif d’étudier des conditions 
d’implantations adaptées à l’étude de ce domaine (H>6.1016 at/cm2 et/ou He<1.1016 at/cm2). 
Nous pourrions ainsi mettre en évidence une éventuelle influence de la nature chimique des 
espèces (i.e. défauts étendus, recombinaisons défauts ponctuels…). 
 
 En conclusion, les évolutions représentées sur la figure III.7., constituent des abaques 
permettant d’évaluer, à partir de résultats expérimentaux, la quantité de défauts introduite lors 
d’une implantation. Nous disposons ainsi d’une méthode efficace pour quantifier 
l’endommagement. 
2.4.2. Contrainte 
i.  Décalage du pic LO et contrainte 
À partir du décalage defω∆  du pic LO provenant uniquement de la déformation 
biaxiale compressive (définit au paragraphe 2.2.2. de la sous partie II de ce chapitre), on en 
déduit la valeur de la contrainte compressive bi-axiale dans le plan //σ  induite par 
l’implantation. On obtient : 
σ // = −
182.57
815
⋅100 ⋅ ∆ωdef  (III.7).    
Cette expression fournie la contrainte en MPa , le décalage étant exprimé en cm-1. La 
méthode utilisée pour calculer cette expression est explicitée au paragraphe 3 de l’annexe C. 
 
ii. Évolution de la contrainte en fonction de la dose 
La figure III.8. montre que la contrainte compressive augmente linéairement avec la dose 
en H et en He. Il apparaît que l’hélium induit une contrainte 1,5 à 1,8 fois plus importante que 
l’hydrogène.  
 
Figure III.8 : Evolution de la contrainte en fonction de la dose en H et en He. Comparaison 
avec les résultats obtenus par Zheng et al.79 et Höchbauer et al.35, dans des 
conditions d’implantation équivalentes aux nôtres. 
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La figure III.8. compare également nos résultats à ceux obtenus par T. Höchbauer35 et Y. 
Zheng79, en utilisant la méthode du rayon de courbure. Le tableau III.4 résume les différences 
entre les conditions d’implantation, utilisées pour les différentes études. 
 






Notre étude 145 32 Ambiante 
T. Höchbauer36 Oxyde natif 40 Azote liquide 
Y. Zheng79 Oxyde natif 40 Ambiante 
Tableau III.4. : Principales différences entre les conditions d’implantation utilisées dans notre 
étude et celles de T. Höchbauer35 et Y. Zheng79. 
 
Bien que les températures du substrat soient différentes, un excellent accord est observé 
entre nos mesures et celles de T. Höchbauer35. En revanche, nos résultats et ceux de Y. 
Zheng79 diffèrent, l’écart augmentant avec la dose. 
 
L’implantation à l’azote liquide induit plus de défauts. Il parait donc raisonnable que T. 
Höchbauer obtienne une contrainte plus importante que Y. Zheng, même si les conditions 
d’implantation (dose et énergie) sont identiques.  
Pour une même température d’implantation, la différence entre nos résultats et ceux de Y. 
Zheng s’explique par l’énergie d’implantation. En effet, ce dernier implante à plus forte 
énergie et sans aucune couche d’oxyde, la profondeur Rp et la largeur ∆RP du profil sont plus 
importantes que dans notre cas. La contrainte est alors moyennée sur une épaisseur plus 
importante et est donc plus faible. 
 
Toutefois, malgré ces différences, les contraintes mesurées ici appartiennent à la même 
gamme de valeur que celles obtenues par d’autres méthodes. L’avantage de notre technique 
est sa rapidité et sa non-destructivité. 
 
iii. Influence des défauts étendus sur la contrainte 
Si on trace la contrainte en fonction de la densité moyenne de défauts ponctuels (IMSIL), 
on obtient deux droites de pentes différentes correspondant chacune à une espèce. Or, G. Bai 
et al.116 ont montré que la relation linéaire reliant déformation et quantité de défauts est 
insensible à l’espèce implantée, car le coefficient de proportionnalité est une propriété 
intrinsèque du matériau. Par conséquent, la différence de pente est vraisemblablement liée aux 
défauts étendus : formes (plaquettes pour H et bulles pour He) et/ou densité. 
De plus, on constate que la contrainte augmente plus rapidement, avec la densité de 
défauts, pour H que pour He. 
 
Pour expliquer ce comportement on peut envisager deux hypothèses : 
- La densité des plaquettes augmente plus rapidement avec la dose que celle des bulles  
Des observations MET montrent que les bulles ont un volume plus faible que les 
plaquettes. Par conséquent, la densité de plaquettes doit augmenter moins rapidement, 
avec la dose, que celle des bulles. Cette hypothèse n’est donc pas valable. 
- Les plaquettes induisent une contrainte supérieure aux bulles. 
À pression P égale dans le défaut étendu, une sphère de rayon e transmet moins de 
déformation dans le plan qu’un cylindre aplati de rayon R et de hauteur H (facteur de 
forme dans la relation pression-déformation).  
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En effet, la force appliquée en surface de la sphère s’écrit FS = 4 ⋅ pi ⋅ P ⋅ e
2 . Pour une 
sphère de rayon e=1 nm, FS≈12 P. La force appliquée en surface d’un cylindre s’écrit 
FC = 2 ⋅ pi ⋅D ⋅H ⋅ P . Pour D = 10 nm et H=1nm, on a FC≈ 62 P. Par conséquent, la 
force transmise par le cylindre est cinq fois plus importante que celle transmise par la 
sphère. Cet argument va dans le sens de la deuxième hypothèse. 
 
On en conclut que la différence de pente est liée au fait que les plaquettes parallèles à la 
surface induisent une contrainte supérieure à celle des bulles. Les résultats présentés ici sont à 
notre connaissance les premiers en la matière. En outre, nous ne disposons d’aucun modèle 
théorique permettant de déterminer la déformation induite dans la maille cristalline par une 
bulle remplie d’hélium ou une plaquette remplie de H2 et tapissée de H.  
2.5. Fraction de cristal endommagé 












cristalI  l’intensité intégrée du signal correspondant au cristal (trait plein gris). 
         
int
totallI  l’intensité intégrée du domaine de fréquences correspondant au cristal et aux 
défauts (bande en traits pointillés). 
Ces domaines de fréquences sont définis sur la figure III.9 (a). 
 
Remarque : Le mode de défauts indiqué sur la figure III.9. (a) correspond à l’activation de 
l’ensemble de la densité d’état vibratoire et sera étudié en détail au sein du chapitre 5. 
 
La figure III.9(a) montre que la fraction de cristal endommagé augmente linéairement 
avec la dose quelle que soit l’espèce implantée. L’hélium induit une fraction de cristal 
endommagé environ deux fois plus importante que l’hydrogène. Selon nous, cela n’est pas 
seulement dû au fait que le ∆RP du profil de défauts, induit par l’hélium, est plus large que 
celui de l’hydrogène. Cela est également dû au fait que l’hélium induit plus de défauts. 
Une façon simple de représenter l’influence des défauts est de considérer le modèle de type 
cœur-coquille dérivant du MCS. Soit une cristallite sphérique de silicium parfait de rayon L 
(longueur de cohérence), entourée d’une coquille de matériau désordonné d’épaisseur e. Les 
défauts formant la coquille localisent les modes du cristal et activent la densité d’états (bande 
des modes dus aux défauts représentée sur la figure III.9. (b)).   
La fraction de cristal endommagé s’écrit alors comme le rapport du volume de la zone 
endommagée sur celui de la zone totale (endommagée et cristalline) : 
FC
cc =
L + e( )3 − L3




  car e<<L. 
 
L’épaisseur e, de la zone endommagée, est ajustée de façon à faire correspondre les 
résultats expérimentaux et le modèle. Elle augmente linéairement avec la dose et prend des 
valeurs comprises entre 0,35 nm et 0,45 nm pour H, et entre 0,45 nm et 0,65 nm pour He. Ces 
valeurs sont de l’ordre de grandeur d’une à deux distances inter-atomique dans le silicium et 
restent bien inférieures à la longueur de cohérence.  
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Il est donc évident que l’évolution de la fraction de cristal endommagé est principalement 
pilotée par la diminution en volume des domaines cristallins au profit de celui des domaines 
endommagés. L’élargissement du profil de défauts n’a qu’une influence négligeable. 
 
Remarque : En fait, l’épaisseur de la zone endommagée (2*e dans le cas de sphères 
adjacentes) tend vers la distance caractéristique de l’ordre à courte portée du matériau 
amorphe, 1,5 nm, qui correspond à environ trois liaisons chimiques. Lorsque cette valeur est 
atteinte, on peut considérer qu’une zone amorphe est créée. 
(a) (b)
 
 Figure III.9 : (a) : définition des domaines servant à calculer FC 
                       (b) : évolution de la fraction de cristal endommagé avec la dose en H ou en He 
3. Conclusion 
 
La méthode que nous avons utilisée ici apparaît comme une excellente technique de 
caractérisation non-destructive de l’endommagement et de la contrainte induite par 
l’implantation. Nos résultats présentent un excellent accord avec les simulations IMSIL et la 
littérature. 
Nous avons ainsi montré que : 
- La contrainte dépend de la densité de défauts ponctuels mais aussi de la nature des 
défauts étendus. Une bulle induit une déformation plus faible qu’une plaquette 
parallèle à la surface. 
- L'intensité et la longueur de localisation sont des paramètres d’ordre pertinents pour 
quantifier l’endommagement.  
- Les phonons sont fortement influencés par les défauts. Cette influence est plus 
importante à faible qu’à forte densité de défauts. En effet, au-delà d’un certain 
endommagement, on assiste à un phénomène de saturation de leur longueur de 
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IV. Étude de l’implantation dans Si(110). Effet de 
l’orientation du substrat. 
 
Comme nous avons pu le voir dans le chapitre 1, les substrats de types HOT permettent 
d’optimiser la mobilité des porteurs suivant la nature n ou p du transistor FET. Or, nous 
disposons de très peu d’information concernant l’implantation dans Si(110). Nous allons donc 
tenter d'exploiter la méthode validée au chapitre précédent, pour obtenir des informations sur 
l’implantation en H et en He dans Si(110). 
L’objectif de ce chapitre est de déterminer l’influence de l’orientation cristallographique 
du substrat implanté, sur la contrainte et la défectuosité induites par l’implantation. Pour cela, 
nous allons analyser l’implantation dans Si(110) en suivant la même procédure que pour 
Si(100). Nous espérons ainsi apporter des éléments permettant d’expliquer les différences 
observées entre les cinétiques de fracture dans Si(100) et dans Si(110). En étudiant l’influence 
de l’espèce implantée sur la contrainte et la défectuosité, nous confirmerons le lien entre les 
défauts étendus et la déformation.  
1. Principales différences entre Si(100) et Si(110) 
 
Les principales différences entre le Si(110) et le Si(100) sont les suivantes. 
- L’agencement cristallographique. L’empilement cristallin vue depuis une surface 
dépend fortement de l’orientation de cette surface (cf. Annexe A). Lors de 
l’implantation dans Si(110), les effets de canalisation sont favorisés. Par conséquent, à 
dose implantée égale, le Si(110) sera moins endommagé que le Si(100). 
- La déformation biaxiale. Elle n’induit pas dans Si(110) une contrainte biaxiale (cf. 
Annexe B). Par conséquent, pour pouvoir comparer les résultats obtenus pour Si(110) 
et pour Si(100), nous raisonnerons en termes de déformation biaxiale.  
- Les phonons. En rétro-diffusion sur la surface de l’échantillon, les règles de sélection 
(tableau II.3.) conduisent à l'observation de différentes polarisations pour les phonons 
optiques suivant l’orientation du substrat. En effet, dans Si(110) les deux phonons TO 
dégénérés sont observables, alors que dans Si(100), seul le phonon LO est visible. Les 
courbes de dispersions des phonons TO[110], TO[001] et LO[001] étant très 
différentes (cf. Annexe A), les pics Raman associés ne présenteront pas la même 
évolution en présence de défauts.  
2. Influence de l’espèce implantée : comparaison H et He 
2.1. Présentation des échantillons 
 
Pour cette étude, nous disposons d’échantillons obtenus dans les mêmes conditions 
d’implantation que pour Si(100). Cette similitude permet la comparaison rigoureuse des 
résultats visant à extraire l’influence de l’orientation du substrat. 
2.1.1. Description 
Des ions H+ ou He+ sont implantés dans Si(110) non dopé, à travers une couche d’oxyde 
thermique de 145 nm. Les énergies sont choisies de façon à positionner le maximum du profil 
d’espèce à la même profondeur (~200 nm) sous l’interface Si/SiO2. 
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L’hydrogène et l’hélium sont implantés respectivement à 32 keV et 52 keV avec des 
doses comprises entre 1.1016 et 4.1016 at/cm2. 
Les échantillons sont désoxydés dans un bain d’acide fluorhydrique, avant d’être mesurés par 
spectrométrie Raman. 
2.1.2. Simulation IMSIL 
Les simulations IMSIL présentent des résultats similaires à ceux obtenus pour Si(100), 
mais on distingue quelques différences, dues au fait que la canalisation est favorisée dans 
Si(110). À dose et espèce implantée identiques : 
- la densité moyenne de défauts ponctuels est 1,3 fois plus importante pour Si(100) que 
pour Si(110).  
- le ∆RP pour le Si(110) est plus faible que pour Si(100), à cause d’un léger effet de 
canalisation dû à son agencement cristallographique. 
2.2. Expériences et résultats 
 
Les mesures ont été réalisées en utilisant la longueur d’onde excitatrice à 458 nm, de 
façon à obtenir une information moyenne sur l’endommagement et la contrainte. La 
configuration de polarisation choisie permet d’observer le phonon TO[1-10]. 
 
Les spectres Raman obtenus présentent une évolution similaire aux spectres relatifs à 
Si(100). En revanche, la perte d’intensité et l’élargissement sont légèrement plus faibles pour 
Si(110) que pour Si(100). Ces résultats sont en accord avec les simulations IMSIL montrant 
qu'à dose implantée égale, Si(110) est légèrement moins défectueux que Si(100). 
Comme précédemment, les spectres sont ajustés avec le MCS, en utilisant la courbe de 
dispersion du phonon TO[1-10], de façon à extraire la longueur de localisation et le décalage 
du mode TO[1-10] dû à la déformation. 
2.3. Longueur de localisation et intensité 
 
i. Longueur de localisation et phonon 
Comme précédemment, on définit une longueur de cohérence Ln normalisée par rapport à 
la longueur de cohérence L0 du phonon TO[1-10] dans Si(110) parfait. L0  est la longueur de 
cohérence minimale dans le cristal parfait, calculée grâce au MCS. Elle dépend du phonon 
considéré via sa courbe de dispersion.  
Pour Si(110), L0 vaut 90 nm, alors que pour Si(100) on obtenait un L0 de 80 nm. En fait, 
près du centre de Zone de Brillouin, la courbe de dispersion de TO[1-10] dans Si(110) décroît 
plus rapidement que celle de LO dans Si(100) (cf. figure A.3 de l’Annexe A). C’est cette 
différence de courbure à l’origine qui implique le calcul de L0 différent. 
La valeur de référence L0 que nous définissons ne constitue en aucun une mesure absolue de 
la longueur de localisation, elle nous fixe juste une référence pour pouvoir comparer 
différentes orientations cristallines. En effet, le MCS fournit la plus petite valeur de la 
longueur de cohérence, pour laquelle le spectre Raman est identique à celui du monocristal. Si 
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ii. Résultats 
La figure III.10. montre la décroissance linéaire de l’intensité normalisée In (a) et de la 
longueur de localisation normalisée Ln (b), pour Si(100) et pour Si(110), en fonction de la 
densité de défauts ponctuels. Ces deux paramètres présentent une décroissance similaire. 
 
Figure III.10 : Évolution de l’intensité normalisée In (a) et de la longueur de localisation 
normalisée Ln (b) en fonction de la densité de défauts.  
(c) Evolution de l’intensité normalisée In en fonction de la longueur de 
localisation normalisée Ln. 
 
Quand la densité de défauts augmente: 
- la décroissance de Ln dépend de la polarisation du phonon (figure III.10. (a)). Suivant 
l’orientation cristallographique du substrat, la longueur de cohérence n’est pas 
influencée de la même façon par les défauts. La courbure de la courbe de dispersion 
des phonons dépend de la polarisation des phonons, et elle est plus importante pour les 
phonons TO que pour les LO. Par conséquent, si à une densité de défauts correspond 
un domaine de fréquence activé, ce dernier sera atteint pour des valeurs de L plus 
faible pour les TO que pour les LO. On explique ainsi la différence de comportement 
observée sur la figure III.10. (a).  
Quand la densité de défauts augmente, la décroissance de Ln est plus importante 
pour Si(110) que pour Si(100). Par conséquent, les courbes se croisent à environ 
2,4.1022 at/cm3. Pour cette densité de défauts, qui correspond à la moitié de la densité 
atomique du cristal, la longueur de cohérence ne dépend plus de l’orientation 
cristalline du substrat implanté. Cela est le signe qu’une zone amorphe a été créée. En 
effet, dans les simulations de type IMSIL, cette densité correspond à la densité de 
défauts critique au-delà de laquelle on considère qu’une zone amorphe est formée. 
- Le rapport In décroît indépendamment de l’orientation du substrat (figure III.10. (b)). 
Quand la densité de défauts tend vers la densité critique de formation d’une zone 
amorphe (2,4.1016 at/cm3), In tend vers zéro (disparition du signal Raman provenant du 
cristal). Le comportement asymptotique correspond donc bien à l’état amorphe. 
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Contrairement à la longueur de localisation normalisée, le comportement de In en fonction 
de la densité de défauts est indépendant de l'orientation du substrat. Par conséquent, ce 
paramètre est idéal pour quantifier directement le désordre. 
La figure III.10. (c), montre que la décroissance linéaire de l’intensité normalisée In avec 




À partir du décalage ∆ωdef
TO 1−10[ ]  du pic TO[1-10], on déduit la valeur de la déformation 





TO 1−10[ ] (III.9) 
Le calcul de cette expression est explicité dans le paragraphe 4 de l’Annexe C. 
2.4.1.   Influence de la dose 
La figure III.11. montre que quelle que soit l’espèce, la déformation biaxiale dans le plan 
augmente linéairement avec la dose. 
Pour l’implantation de H, la déformation augmente plus rapidement, avec la dose, dans 
Si(110) que dans Si(100). Les ordres de grandeur obtenues sont compatibles avec les 
contraintes mesurées par Zheng et al77. en utilisant la méthode du rayon de courbure. Comme 
pour le Si(100), les valeurs de Y. Zheng sont légèrement inférieures aux nôtres, car 
l’implantation est à plus forte énergie (RP et ∆RP plus important, donc la contrainte est 
moyennée sur une épaisseur plus grande).  
Pour l’implantation de He, l’évolution de la déformation dans le plan, en fonction de la 
dose, présente la même évolution pour Si(110) et pour Si(100).Il semblerait que l’orientation 
du substrat n’ait pas de réelle influence. 
Pour expliquer cette différence de comportement il faut se tourner vers les défauts étendus. 
 
Figure III.11 : évolution de la déformation biaxiale dans le plan en fonction de la dose et 
de l’orientation du substrat. Comparaison avec la co-implantation 
 
Remarque : pour l’implantation de H, le Si(110) est plus déformé que le Si(100). Ces résultats 
sont en accord avec les précédentes études de N. Sousbie78 par Diffraction des Rayons X 
(DRX). En revanche, les déformations mesurées par DRX sont bien supérieures à celles 
obtenues ici, car elles prennent en compte les distorsions de maille et les défauts étendus. 
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2.4.2. Influence de la morphologie des défauts étendus 
Pour pouvoir déterminer l’influence des défauts étendus sur la déformation, il faut étudier 
le comportement de cette dernière en fonction de la densité de défauts.  
La figure III.12. montre que quelle que soit l’espèce implantée la déformation augmente 
linéairement avec la densité de défauts.  
- Pour l’hydrogène, la pente de la droite dépend de l’orientation du substrat (cf. figure 
III.12. (a)), 
- Pour l’hélium, la pente de la droite est indépendante de l’orientation du substrat (cf. 
figure III.12. (b)). 
Ces différences de pentes sont vraisemblablement liées à la forme des défauts étendus. 
 
Figure III.12 : Evolution de la déformation dans le plan en fonction de la densité de 
défauts ponctuels et de l’orientation du substrat dans le cas de l’implantation d’hydrogène 
(a) et d’hélium (b). 
 
i. Cas de l’hélium. 
Comme le montre la figure I.7. (p. 27), l’hélium induit majoritairement des bulles 
sphériques, dont la répartition dans la matrice est indépendante de l’orientation du substrat (la 
symétrie sphérique n’a pas d’orientation préférentielle). Par conséquent, la déformation 
provoquée par une bulle est la même quelle que soit l’orientation du substrat et ne dépend que 
de la densité de défauts (relation linéaire unique). Par conséquent, à dose égale de He, Si(100) 
est légèrement plus déformé, car il est légèrement plus défectueux que Si(110). 
 
ii. Cas de l’hydrogène 
L’hydrogène induit des plaquettes quasi-bidimensionnelles (symétrie cylindrique), 
dont l’orientation dépend du substrat. En effet, les plaquettes s’orientent préférentiellement 
selon des plans {111} dans Si(110) et {100} dans Si(100), comme le montrent les figures 
III.13.(a) et III.13.(b), respectivement.  
Par conséquent, les plaquettes sont préférentiellement parallèles à la surface dans Si(100), 
mais ne le sont jamais dans Si(110). C'est la caractéristique d'une fracture plus facile et moins 
rugueuse dans le cas de Si(100). 
De plus, des résultats MET ont montré qu’une implantation de 1.1016 H/cm2 induit une 
densité de plaquettes plus faible dans Si(110) que dans Si(100). Or, nous mesurons une 
déformation identique. Par conséquent, cela peut signifier que les plaquettes selon {111} dans 
Si(110) induisent une déformation plus importante que des plaquettes selon {001} dans 
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Si(100). Cela expliquerait l’évolution plus importante de la déformation en fonction de la 
défectuosité dans Si(110). 
 
Figure III.13. : Observation MET de l’orientation préférentielle des plaquettes en fonction de 
l’orientation du substrat : (a) plaquette selon (111) dans Si(110) et (b) plaquettes selon (100) 
dans Si(100). 
2.4.3. Vérification de la nature biaxiale de la déformation : cas du Si(110) 
La contrainte, générée par l’implantation d’ions lourds, fut mesurée pour la première fois 
par C. Vocker37 grâce à la méthode du rayon de courbure. Depuis cette étude, il est 
communément admis que l’implantation induit une déformation biaxiale compressive. 
Pour nos échantillons, nous avons vu que la forme des défauts étendus influence la 
déformation. Il est donc intéressant de vérifier qu’ils ne modifient pas sa nature biaxiale, dans 
le cas de Si(110). 
 Pour cela, nous allons exploiter le fait que le choix de la configuration de polarisation 
permet, dans Si(110), d’observer  
- soit le phonon TO[1-10] (configuration y’(z,x’)-y’).  
- soit le phonon TO[001] ( configuration y’(x’,x’)-y’ ) 
 
La figure III.14. (a) compare les spectres Raman des échantillons implantés avec celui du 
Si de référence, dans les deux configurations de polarisation. On constate que le décalage et 
l’élargissement dépendent du phonon observé. Ainsi, l’influence de l’endommagement sur les 
phonons dépend de leur polarisation. 
 
Figure III.14 : (a) spectres Raman d’un échantillon implanté en fonction des conditions de 
polarisation : observation des différents phonons. 
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Pour chaque configuration, les résultats sont interprétés grâce au MCS ce qui permet 
d’extraire le décalage et la déformation associée grâce à l’expression (III.9) pour TO[1-10] et 
grâce à l’expression (C.15c) de l’annexe C pour TO[001]. 
Pour chaque condition d’implantation, on obtient la même déformation indépendamment 
de la polarisation du phonon (figure III.14. (b)). Par conséquent, la déformation induite par 
l’implantation est bien biaxiale, indépendamment de la morphologie des défauts étendus, pour 
Si(110). 
2.5. Fraction de cristal endommagé 







F −=  (III.8) 
avec  intcristalI  l’intensité intégrée du signal correspondant au cristal . 
         inttotallI  l’intensité intégrée du signal correspondant au cristal et aux défauts. 
Ces différentes intensités ont été décrites au paragraphe III 2.5 de ce chapitre (p.68-69). 
 
La figure III.15. représente l’évolution linéaire de FC en fonction de la dose implantée.  
Pour une implantation dans Si(110), on constate que He induit une fraction de cristal 
endommagée deux fois plus importante que H.  
 
Pour une espèce donnée, on observe une évolution similaire de Fc avec la dose implantée 
pour les deux orientations cristallographiques. En revanche, à dose fixée : 
- H induit en moyenne une Fc 1,2 fois plus importante dans Si(100) que dans Si(110). 
- He induit en moyenne une Fc 1,4 fois plus importante dans Si(100) que dans Si(110). 
Ces résultats confirment qu’à dose égale Si(110) est moins défectueux que Si(100). Cette 




Figure III. 15 : Evolution de la fraction de cristal endommagé Fc en fonction de la dose de H 
ou de He implanté dans Si(110).  
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3. Conclusion 
 
Quelle que soit l’espèce implantée, Si(110) est moins défectueux que Si(100). L’intensité 
normalisée, indépendante de l’orientation, apparaît comme un paramètre privilégié pour 
quantifier les défauts. 
Pour l’implantation d’hydrogène, la déformation est plus importante dans Si(110) que 
dans Si(100), contrairement au cas de l’implantation d’hélium pour lequel aucune différence 
n’apparaît. En effet, la déformation est influencée par la morphologie des défauts étendus:  
- He induisant des défauts de symétrie sphérique, l’orientation du substrat n’a aucune 
influence sur la déformation.  
- H induisant des défauts de symétrie cylindrique dont l’orientation, par rapport à la 
surface, dépend de l’orientation du substrat, la déformation en dépend aussi. 
Nous avons également mis en évidence que la déformation induite par une bulle, est 
inférieure à celle d’une plaquette parallèle à la surface du substrat (direction {100}), elle 
même inférieure à celle induite par une plaquette oblique (direction {111}). 
En fait, l’influence de l’orientation du substrat se manifeste principalement par la 
différence dans l’organisation des défauts étendus. 
IV. Effet de la co-implantation H et He : orientation du 
substrat et recuit 
 
Nous exploitons la méthode développée précédemment pour étudier les mécanismes en 
jeu lors de la co-implantation et du recuit. Nous étudierons également l’influence de 
l’orientation du substrat. 
1. Influence de la co-implantation hydrogène et hélium 
 
A partir des résultats concernant l’implantation de H et de He seul, nous allons mettre en 
évidence les phénomènes en jeu lors de leur co-implantation. 
L’étude suivante apporte un éclairage relatif :  
- aux effets de recombinaison des défauts durant l’implantation de la seconde espèce  
- aux effets de la co-implantation sur la contrainte 
1.1. Présentation des échantillons 
 
La co-implantation de H et de He est réalisée dans un substrat de Si(100) et de Si(110) à 
travers une couche d’oxyde thermique de 145 nm. L’hydrogène et l’hélium sont implantés à 
1.1016 at/cm2 avec une énergie respective de 32 et 52 keV. L’utilisation de ces énergies 
permet de superposer les profils de défauts induits par chacune des espèces. 
Nous étudierons les configurations suivantes : 
- co-implantation He en premier et H en second (noté He/H). Dose totale : 2.1016 at/cm2. 
- co-implantation H en premier et He en second (noté H/He). Dose totale : 2.1016 at/cm2. 
Cette configuration n’est disponible que dans Si(110). 
 
Remarque : pour la co-implantation c’est la dose totale implantée (somme de la dose en H et 
en He) qui est prise en compte. On peut ainsi suivre les effets de la dose et comparer avec les  
espèces seules. 
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1.2. Résultats expérimentaux 
 
L’analyse du spectre Raman de l’échantillon co-implanté He/H, nous a permis de 
déterminer la longueur de localisation normalisée et l’intensité normalisée. Les valeurs 
obtenues sont légèrement plus grandes que celles obtenues dans le cas d’une implantation de 
He seul. 
Ces résultats montrent que la densité moyenne de défauts est plus faible pour la co-
implantation He/H que pour la simple implantation de He. Ce résultat peut paraître surprenant 
car pour la co-implantation He/H, la dose totale implantée (2.1016 cm-2) est plus importante 
que pour He seul (1.1016 cm-2). Par conséquent, pour la co-implantation He/H, la 
recombinaison de paires de Frenkel est favorisée lors de l’implantation de H (interaction des 
profils de défauts). 
Ces observations sont valables pour les deux orientations de substrat. 
1.3. Limitation des simulations IMSIL 
 
IMSIL ne tient pas compte de la recombinaison des défauts ponctuels (cf. annexe C) lors 
de deux implantations successives. Par conséquent, l’interaction entre les cascades de défauts 
générés lors de la première et de la seconde implantation, n’est pas prise en compte. Les deux 
profils sont simplement sommés, comme si les deux implantations successives étaient 
indépendantes. Ce traitement des défauts entraîne une erreur sur la largeur de la zone 
endommagée ∆ et sur la densité de défauts créée. 
1.3.1. Erreur relative à l’épaisseur de la zone endommagée: comparaison 
TEM et IMSIL pour Si(100) 
Le tableau III.5. compare les épaisseurs ∆ de zone endommagée mesurée par MET et 
simulés par IMSIL pour les échantillons post-implantation que nous étudions ici.  
Échantillons épaisseur ∆ déterminé par 
Nom Dose totale (at/cm2) MET IMSIL 
H seul 1.1016 110 nm 120 nm 
He seul 1.1016 220 nm 216 nm 
He puis H (He/H) 2.1016 145 nm 220 nm 
H puis He (H/He) 2.1016 185 nm 220 nm 
Tableau III.5. : comparaison des épaisseurs ∆ de la zone endommagée mesurée par MET et 
simulée par IMSIL pour les échantillons décrits au paragraphe 1.1. 
 
On constate un bon accord pour les implantations d’espèces seules. En revanche, l’erreur 
commise dans le cas de la co-implantation est importante. En particulier, IMSIL ne permet 
pas de rendre compte de l’influence de l’ordre d’implantation des espèces (cf. tableau III.5). 
Lorsque les profils co-implantés sont superposés, on déduit, d’après les résultats MET, 
une relation entre les ∆ des espèces seules et ceux des échantillons co-implantés : 
- ∆(He/H)=1/3∆(He)+2/3∆(H)  (III.11.a) 
- ∆(H/He)=2/3∆(He)+1/3∆(H)  (III.11.b) 
Donc, la largeur de la zone endommagée lors de la co-implantation, quel que soit l’ordre, est 
intermédiaire entre l'implantation de He et celle de H seuls. 
∆ H( )≤ ∆ He /H ou H /He( )≤ ∆ He( ) 
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L’ensemble de ces résultats montre bien qu’il y a un effet de recombinaison des défauts 
lors de l’implantation de la deuxième espèce qui est d’autant plus importante que l’espèce 
créant le plus de défauts est implantée en premier. 
De plus, la largeur de la zone endommagée ∆ étant plus faible pour la co-implantation que 
pour l’implantation de He seul, il semble que la recombinaison soit plus efficace en bordure 
du profil (i.e. densité de défauts plus faible). 
1.3.2. Erreur relative à la densité de défauts : comparaison IMSIL et Raman 
La figure III.16.(a) montre que les résultats expérimentaux, concernant la co-
implantation, appartiennent à la caractéristique In  = f(Ln) déterminé pour les espèces seules. 
En revanche, si on considère les densités de défauts simulées par IMSIL, les résultats 
n’appartiennent pas aux abaques donnant l’évolution de Ln et In en fonction de la densité 
moyenne de défauts obtenue pour l’implantation de H ou He seul. On corrige cette valeur en 
prenant une relation similaire à celle utilisée pour l’épaisseur de la zone endommagée: 
Ddef He /H( )= 2 /3 ⋅Ddef H( )+1/3 ⋅Ddef He( ) (III.12.a)






Grâce à cette correction, le résultat expérimental pour la co-implantation appartient aux 
caractéristiques de la figure III.16. (b) et (c), pour les deux orientations du substrat. 
 
Figure III.16 : (a) : Evolution de l’intensité normalisée en fonction de la longueur de 
localisation normalisée. 
Évolution de l’intensité normalisée In (b) et de la longueur de localisation 
normalisée Ln (c) en fonction de la densité de défauts. La densité de défauts 
est corrigée avec les formules III.12. dans le cas de la co-implantation 
 
En comparant, les densités de défauts simulées et extrapolées, on constate que IMSIL 
surestime d’environ 60-70% la densité de défauts pour He/H et de 35% celle de H/He. De 
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plus, l’orientation du substrat n’influence pas la recombinaison des défauts lors de la co-
implantation.  
Les abaques fournies par l’étude de l’implantation des espèces seules (H ou He) 
permettent de déterminer expérimentalement l’endommagement. Nous disposons ainsi d’une 
méthode d’évaluation de l’erreur commise par les simulations IMSIL. Nous verrons que cette 
correction est validée par d’autres expériences.  
 
Remarque : Nous avons observé le même phénomène de recombinaison des défauts en 
étudiant la fraction de cristal endommagé FC.  En effet, pour la co-implantation He/H (H/He) 
FC est 50% (25%) plus faible que pour l’implantation de He seul. 
1.4. Déformation 
 
La figure III.17(a) compare la déformation induite par la co-implantation He/H à celle 
induite par les espèces seules, pour une implantation dans Si(100). On constate que la 
déformation induite par la co-implantation est équivalente à celle induite par l’implantation de 
He seul à 1.1016 at/cm2. 
 
La figure III.17(b) compare la déformation induite par la co-implantation He/H et H/He à 
celle induite par les espèces seules, pour une implantation dans Si(110). On constate que la 
déformation est plus importante pour H/He que pour He/H, car pour ce dernier la densité de 
défauts induite est plus faible. De plus, contrairement au Si(100), la déformation induite par 
les co-implantations est supérieure à celle induite par l’implantation de He seul à 1.1016 
at/cm2. 
 
De façon générale, la déformation induite par la co-implantation :  
- n’est pas additive : ε// He + H( )< ε// He( )+ ε// H( ).  
- dépend de l’orientation du substrat. Elle est légèrement supérieure dans Si(110) que 
dans Si(100). On observe donc le même comportement que pour H seul. 
 
Figure III.17. : comparaison de la déformation induite par l’implantation d’espèces seules et 
par leur co-implantation. 
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Pour la co-implantation, si on trace l’évolution de la déformation en fonction de la densité 
de défauts, on observe un comportement intermédiaire entre celui de H et celui de He 
(dépendance de l’orientation mais pente plus faible que pour H). Des résultats MET ont 
montré que les défauts étendus induits lors de la co-implantation, sont un mélange de bulles 
(He) et de plaquettes (H). Il est donc logique d’observer un comportement intermédiaire entre 
H et He, en fonction de la densité de défauts. Par conséquent, le fait que la co-implantation 
He/H induise une déformation plus importante dans Si(110) que dans Si(100), à la différence 
d'orientation des plaquettes selon l'orientation (cf. paragraphe 2.3.3. du chapitre 3). 
 
Pour Si(100), la co-implantation He/H (dose totale de 2.1016 at/cm2) induit une 
déformation, équivalente à celle créée par une dose en H d’environ 5.1016 at/cm2. Ces deux 
configurations14 d’implantation peuvent être utilisées pour la fabrication de SOI par 
SmartCut. Or, la co-implantation induit une densité de défauts inférieure à l’implantation en 
H seul (6.1016 at/cm2). Par conséquent, pour la co-implantation, la déformation induite est 
« utile » pour la fracture car elle est liée aux défauts étendus et non pas au désordre. 
1.5. Conclusion 
 
Comme nous venons de le voir la méthode développée pour quantifier le désordre (densité 
de défauts ponctuels), nous a permis d’évaluer la recombinaison des défauts lors de la co-
implantation. En ce qui concerne la déformation, on observe un comportement intermédiaire 
entre H et He (mélange de bulles et de plaquettes). 
La co-implantation He/H induit une contrainte équivalente à celle induite par 
l’implantation par l’implantation de H seul à 6.1016 at/cm
2 (dose nécessaire à la fracture avec 
H seul), tout en maintenant l’endommagement à un niveau plus faible. Si, on ajoute que la 
dose totale implantée est plus faible, on comprend aisément l’intérêt de la co-implantation par 
rapport à l’implantation en H seul. 
2. Évolution au cours du recuit 
2.1. Présentation des échantillons 
 
L’implantation ou la co-implantation de H et de He est réalisée dans un substrat de 
Si(110) et de Si(110) à travers une couche d’oxyde thermique de 145 nm.  
- L’hydrogène est implanté à 1.1016 at/cm2 avec une énergie de 32 keV. 
- L’hélium est implanté à 1.1016 at/cm2 avec une énergie de 52 keV. 
 
Les configurations d’implantation sont les suivantes: 
- implantation en H seul,  
- implantation en He seul et  
- co-implantation He en premier et H en second (noté He/H). Dose totale : 2.1016 at/cm2. 
- co-implantation H en premier et He en second (noté H/He). Dose totale : 2.1016 at/cm2. 
 
Le tableau III.6. résume les conditions du recuit isotherme, de type RTA, à 350°C. 
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Durée du recuit (min) Implantation Dose totale 













Tableau III.6. : Condition de recuit en fonction de l’orientation du substrat. 
2.2. Longueur de cohérence 
 
La figure III.18. représente l’évolution de la longueur de cohérence normalisée 
Ln = L L0
en fonction de la durée du recuit à 350°C, pour les différentes orientations et les 
différentes configurations d’implantation. 
 
On constate que la longueur de cohérence normalisée Ln présente la même évolution au 
cours du recuit, quelle que soit l’orientation. Cette évolution correspondant à la guérison 
thermique d'une fraction plus ou moins importante et rapide des défauts. 
La figure III.18(c) montre que, pour l’implantation de H, la longueur de cohérence atteint 
sa valeur dans le matériau massif, pour des temps de recuit faible. Donc les défauts ponctuels 
sont intégralement guéris au cours du recuit.  
En revanche, pour l’implantation de He (figure III.18(a)) et les co-implantation (figure 
III.18 (b) et (c)), longueur de cohérence n’atteint pas sa valeur dans le matériau massif, même 
pour des temps de recuit long. Donc les défauts ponctuels sont partiellement guéris au cours 
du recuit. 
 
Figure III.18 : Comparaison de l’évolution de la longueur de localisation normalisée Ln en 
fonction du recuit pour l’implantation dans Si(100) et dans Si(110). Les cas 
de l’implantation de He (a) et de H (c), mais aussi de la co-implantation 
He/H (b) et H/He (d) sont présentés. 
                                                                                                              CONFIDENTIEL 87
2.3. Déformation 
 
Les figures III.19. montrent l’évolution de la déformation induite par l’implantation ou la 
co-implantation dans Si(100) et Si(110), au cours du recuit.  
 
i.  Implantation des espèces seules 
Pour des temps de recuit faibles (inférieur à 100 min), la figure III.19(a), montre que pour 
l’implantation de He, la déformation diminue plus rapidement au cours du recuit pour Si(100) 
que pour Si(100). Sur la figure III.19(b), on observe le même comportement pour 
l’implantation de H. En revanche au-delà de 100 min de recuit, l’évolution de la déformation 
est indépendante de l’orientation. 
 
ii. Co-implantation 
Pour des temps de recuit faibles (inférieur à 100 min), la figure III.19(b), montre que pour 
la co-implantation de He/H, la déformation diminue plus rapidement au cours du recuit pour 
Si(100) que pour Si(100). En revanche, au-delà de 100 min de recuit, l’évolution de la 
déformation est indépendante de l’orientation  
La figure III.19(d) montrent que pour la co-implantation H/He, la diminution de la 
déformation au cours du recuit est indépendante de l’orientation du substrat. 
On observe donc un comportement différent selon la configuration de co-implantation. De 
plus, on constate que la déformation dans le cas co-implantation He/H, suis le même 
comportement au cours du recuit que pour l’implantation des espèces seules. 
 
 
Figure III.19. : Comparaison de l’évolution de la déformation dans le plan en fonction du 
recuit pour l’implantation dans Si(100) et dans Si(110). Les cas de 
l’implantation de He (a) et de H (b), mais aussi de la co-implantation He/H 
(c) et H/He (d) sont présentés. 
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De nombreuses études, ont mis en évidence le rôle crucial de la déformation dans le 
processus de fracture81. Or, nous venons de voir que la déformation diminue plus rapidement 
dans Si(110) que dans Si(100). Cette différence de comportement peut être à l’origine du fait 
que la cinétique de fracture dans Si(110) soit plus lente que dans Si(100).  
3. Conclusion 
 
Dans un premier temps, nous avons pu évaluer la densité de défauts ponctuels induits lors 
de la co-implantation. En comparant cette estimation aux résultats fournis par les 
simulations, nous avons pu évaluer l’erreur commise par IMSIL, en négligeant la 
recombinaison inter-cascades. En particulier, nous avons montré que l’erreur était plus 
importante pour la co-implantation He/H, (sur-estimation de l’endommagement d’environ 
50%) que pour la co-implantation H/He (sur-estimation de 25%). 
Ce phénomène est indépendant de l’orientation. 
 
Au cours du recuit, la guérison thermique des défauts est identique pour Si(100) et 
pour Si(110). En revanche, la déformation diminue plus rapidement pour Si(110) que pour 
Si(100), sauf pour la co-implantation H/He. Cette différence en termes de déformation et 
d’orientation de plaquettes peut expliquer la cinétique de fracture plus lente pour Si(110). 
 
V. Etude de l’implantation dans Si1-xGex. Effet de la nature 
du substrat 
 
Comme nous l’avons vu dans le chapitre 1, le Si1-xGex et le sSi sont des matériaux 
présentant de nombreux avantages pour la microélectronique. La volonté de fabriquer des 
structures de types SGOI (SiGe-On-Insulator) et sSOI (strained-Silicon-On-Insulator) se 
heurte au manque d’informations concernant l’implantation de H ou de He dans Si1-xGex.  
De plus, la co-implantation He/H dans Si présentant de nombreux avantages (cf. chapitre 
1), nous allons la mettre à profit dans Si1-xGex 
 
Fort de notre compréhension des mécanismes en jeu lors de la co-implantation de H et de 
He dans Si, nous allons maintenant adapter la méthode développée aux chapitres précédents  
pour étudier son effet dans Si1-xGex.  
1. Introduction 
 
Avant de nous pencher sur les effets de la co-implantation dans Si1-xGex, il convient de 
présenter les substrats et leurs particularités. 
1.1. Présentation des substrats Si1-xGex 
Les substrats, que nous étudions ici, sont constitués d’une couche de Si1-xGex, 
parfaitement relaxée, déposée sur une couche tampon dont la concentration en germanium 
varie de façon à adapter progressivement le paramètre de maille (cf. Tableau I.2. p.17).  
Ces substrats sont orientés selon (001), comme le substrat de départ en Si sur lequel 
l’épitaxie a été réalisée. 
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1.1.1. Spectres Raman 
La figure III.20. représente l’évolution du spectre Raman de ce type d’alliage (solution 
solide) en fonction de la concentration en germanium.  
On distingue trois modes LO qui correspondent chacun à un type de liaisons dans l’alliage : 
- Vibrations entre atomes de silicium : pic Si-Si. 
- Vibrations de la liaison entre atomes de germanium : pic Ge-Ge. 
- Vibrations de la liaison entre atomes de silicium et de germanium : pic Si-Ge. 
 
Figure III.20 : (a) Evolution du spectre Raman du Si1-xGex en fonction de la concentration x 
en germanium. Observation du mode LO correspondant aux vibrations entre 
liaisons Si-Si. 
 (b) zoom sur le domaine de fréquence des  modes LO correspondant aux 
vibrations des liaisons entre Ge-Ge et entre Si-Ge. 
 
Quand la concentration en germanium augmente dans la gamme 0 à 40% : 
- Le pic Si-Si se décale vers les basses fréquences, s’élargit et son intensité diminue. 
- Le pic Ge-Ge se décale vers les hautes fréquences, s’affine et son intensité augmente. 
- Le pic Si-Ge se décale vers les hautes fréquences, s’affine et son intensité augmente. 
Les caractéristiques de ces modes vont nous permettre de remonter à la composition et à la 
relaxation de l’alliage. 
 
Remarque : le mode à se situant à 435 cm-1 environ sur la figure III.20. (b) est associé aux 
vibrations entre atomes de silicium dans un environnement particulier de germanium. Il 
s’agit en fait d’un mode localisé. 
1.1.2. Lien entre la position des modes et la nature du substrat 
La position des différents modes dépend de la concentration x en germanium et de la 
déformation résiduelle ε// dans le plan de la couche. On obtient alors
117 : 
- pour la position du pic Si-Si : ωSi−Si = 521− 68 ⋅ x − 815 ⋅ε//               (III.13.a) 
- pour la position du pic Si-Ge : ωSi−Ge = 399,5+14,2 ⋅ x − 575 ⋅ε//   (III.13.b) 
- pour la position du pic Ge-Ge : ωGe−Ge = 282,5 +16 ⋅ x − 385 ⋅ε//   (III.13.c) 
Ces relations114 nous ont permis de vérifier la concentration et la relaxation (taux de 
relaxation supérieur à 95%) des substrats de références. 
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1.2. Adaptation du Modèle de Corrélation Spatiale au Si1-xGex 
1.2.1. Courbes de dispersion 
Dans les alliages Si1-xGex, les courbes de dispersion des phonons n’ont jamais été 
mesurées. De plus, la dynamique moléculaire ne parvient pas à les calculer, sauf dans le cas 
du Si0,5Ge0,5. En effet, le désordre chimique est difficilement pris en compte dans ce type de 
calcul. Il serait donc impossible d’adapter le MCS aux alliages de Si1-xGex, si leurs propriétés 
physiques n’évoluaient pas continûment avec la concentration. En effet : 
- L’ensemble des propriétés mécaniques, optiques, électroniques de ces alliages est 
classiquement déterminé à partir de celles de Si et de Ge grâce à la loi de Vegaard. 
- Les courbes de dispersion des phonons pour Si et pour Ge ont une allure semblable. 
En première approximation, elles peuvent être obtenues l'une par rapport à l'autre par 
une relation d’homothétie. 
Pour extrapoler les courbes de dispersion des phonons dans Si1-xGex, nous mettons à 
profit cette évolution continue. 
Les solutions solides, que nous étudions ici, présentent une concentration en germanium 
inférieure ou égale à 40%. Le silicium étant majoritaire, nous utiliserons, pour notre 
interprétation, le pic associé aux liaisons entre atomes de silicium. Il nous suffit donc de 
déterminer l’influence de la concentration en germanium sur la courbe de dispersion LO(001) 
du Si. 
À partir de la comparaison des courbes de dispersion du silicium et du germanium, nous 
posons l’hypothèse que la concentration en germanium influence seulement la position en 
fréquence de la courbe de dispersion, sa courbure n’étant pas modifiée. Par conséquent, la 
courbe de dispersion du phonon LO(001) dans Si1-xGex correspond à celle du phonon 
LO(001) dans Si dont le décalage en fréquence est donné par l’équation (III.13.a). Pour 
Si0.7Ge0.3 on obtient la courbe de dispersion représentée sur la figure III.21. (b). 
Le raisonnement présenté ci-dessus possède toutefois ses limites, car on passe d’un 
système à un mode (Si) à un système à trois modes (SiGe). 
 
Figure III.21. : (a) courbe de dispersion selon (100) des phonons LA(001) et LO(001). 
(b) comparaison courbes de dispersion Si (trait pointillé) et Si0,7Ge0,3 (trait 
plein) selon la direction (001). La courbe de dispersion LO du Si0,7Ge0,3 
a été déterminée par la méthode explicitée ici. 
LO(X)=LA(X) LO(X)=LA(X) 
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Remarque sur le comportement conjoint des courbes LA et LO au point X.  
Comme le montre la figure III.21(a), la fréquence du mode LA(X) du silicium est la même que 
celle de LO(X). La figure III.21(b) montre l'influence de la concentration en germanium selon 
l'hypothèse décrite ci-dessus. La courbe LO est translatée vers les basses fréquences sans 
modification de sa courbure et la pente de la courbe LA est ajustée en fonction de la vitesse 
du son dans Si1-xGex. Comme dans le silicium, les deux courbes se rejoignent en bord de zone 
au point X. En première approximation, cette observation justifie parfaitement notre choix. 
1.2.2. Adaptation du MCS 
Les alliages Si1-xGex sont des solutions solides et présentent de fait un certain désordre 
chimique dont il faut tenir compte dans le MCS. Ce désordre se traduit au niveau du spectre, 
par l’élargissement du pic Si-Si quand la concentration augmente.  
Dans le MCS, on tient compte de ce désordre en utilisant, dans l’expression de l’intensité 
Raman, la dépendance en concentration de la largeur Γ0(x) du pic Si-Si dans l’alliage Si1-
xGex. 
L’expression devient alors :   
IR
Si−Si ω( )= exp − L
2 ⋅ q2








∫ ⋅ 4pi ⋅ q
2
ω −ωα q,x( )( )
2
+ Γ0 x( ) 2( )
2 ⋅ dq  (III.14) 
 
En fait, l’utilisation de la largeur Γ0(x) dans le MCS permet de traduire : 
- la différence d’absorption entre les différents alliages. 
- le désordre chimique présent dans le matériau initial (avant implantation). 
Par conséquent, la longueur de localisation L0 pour du SiGe est identique à celle de Si, car 
les courbes de dispersion des modes optiques ont la même courbure pour Si et pour SiGe (et 
ne diffèrent que par leur position). 
1.3. Présentation des échantillons 
 
Nous disposons de substrats en Si1-xGex dont la concentration en germanium est de 0, 
20, 30 et 40%. Chacun comporte une couche d’oxyde thermique de 145 nm d’épaisseur. 
 
Chaque échantillon est co-implanté, avec : 
- 1ère espèce : He avec une dose de 1.1016 at/cm2 et une énergie de 45 keV. 
- 2ème espèce : H avec une dose de 1.1016 at/cm2 et une énergie de 26 keV. 
Dans ces conditions d’implantation, le maximum de défauts se situe à environ 220 nm 
sous l’interface Si/SiO2. Quand la concentration en germanium augmente le profil d’espèce 
(et donc sûrement celui des défauts) se rapproche légèrement de la surface et s’élargit. 
Nous disposons également d'échantillons recuits à 350°C pendant 5, 10 et 15 min. 
 
Après désoxydation dans un bain d’acide fluorhydrique, ils sont analysés par 
spectrométrie Raman avec une longueur d’onde excitatrice à 514 nm. 
2. Étude des effets d’alliage sur l’état post-implantation 
 
L’objectif de ce paragraphe est de déterminer la contrainte et la défectuosité induite lors 
de la co-implantation He/H dans des alliages Si1-xGex. 
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2.1. Résultats expérimentaux 
 
La figure III.22. (a) compare le spectre Raman d’un échantillon de Si0,7Ge0,3 avant et 
après implantation. On constate qu'après implantation les trois modes de vibration se décalent 
en fréquence, s’élargissent et leur intensité diminuent. Pour quantifier cette évolution, on 
définit trois paramètres :  
- l’élargissement ∆Γ x( )= Γimp x( )−Γ0 x( ) 
- l’intensité normalisé In(x)= Iimp(x)/ I0(x) 
- le décalage ∆ω x( )=ω imp x( )−ω0 x( ) 
avec ω0(x) (ωimp(x)) la position, Γ0(x) (Γimp(x)) la largeur et I0(x) (Iimp(x)) l’intensité du pic Si-
Si dans Si1-xGex non-implanté (implanté).  
 
Figure III.22. :  
(a) Influence de la co-implantation He/H sur le spectre Raman sur Si0,7Ge0,3. 
Évolution de l’élargissement (b), de l’intensité normalisée (c) et du décalage (d) des 
modes associés aux liaisons Si-Si et Si-Ge, en fonction de la concentration de 
germanium de l’alliage. 
 
La figure III.22 (b) compare l’évolution de l’élargissement des pics Si-Si et Si-Ge en 
fonction de la concentration en germanium. On constate qu'à condition d’implantation fixée, 
l’élargissements des pics Si-Si et Si-Ge augmente avec la concentration en Ge. En particulier, 
le pic Si-Ge apparaît beaucoup plus sensible au désordre atomique que celui de Si-Si. 
La figure III.22(c) compare l’évolution de l’intensité normalisée In des pics Si-Si et Si-Ge 
en fonction de la concentration en germanium. On constate que, pour une condition 
d’implantation donnée, In varie peu avec la concentration en germanium. 
La figure III.22(d) compare l’évolution de l’élargissement des pics Si-Si et Si-Ge en 
fonction de la concentration en germanium. On constate que, pour une condition 
d’implantation fixée, le décalage des pics Si-Si et Si-Ge augmente avec la concentration en 
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Ge. Toutefois, le désordre n’influence pas les deux pics de la même façon, en effet, le mode 
Si-Ge se décale vers les basses fréquences alors que le pic Si-Si se décale vers les hautes 
fréquences. 
Par la suite, nous interprèterons l’élargissement et le décalage du pic Si-Si grâce au MCS 
avec la courbe de dispersion LO(001) extrapolé. En considérant l’élargissement du pic Si-Si 
par rapport à sa valeur pour du Si1-xGex, on s’affranchit du désordre chimique intrinsèque au 
matériau. La longueur de cohérence L déterminée grâce au MCS sera donc liée uniquement 
aux défauts induits par l’implantation. 
 
Remarque : on constate que le décalage du pic Si-Si est négatif et faible pour Si mais qu’à 
partir du moment où il y a du germanium dans la maille ce décalage devient positif et fort. Ce 
comportement est le signe que la déformation induite par l’implantation est plus importante 
dans le Si1-xGex. 
2.2. Contrainte et défectuosité après implantation 
 
La largeur du mode Si-Si est ajustée grâce au MCS adapté au Si1-xGex (équation III.12). 
On détermine ainsi la longueur de cohérence L et le décalage dû à la localisation par les 
défauts. En comparant ce décalage, avec celui obtenu expérimentalement, on en déduit le 
décalage ∆ωSi−Si x( ) dû à la déformation. 
2.2.1. Défectuosité 
La figure III.23(a) représente, pour une condition d’implantation donnée, l’évolution de 
la longueur de cohérence normalisée en fonction de la concentration en germanium. On 
constate que pour des conditions d’implantation identiques, la longueur de localisation 
normalisée diminue quand la concentration en germanium augmente. La diminution est forte 
entre 0 et 20% en germanium, ensuite, au-delà de 20%, elle n’évolue que très légèrement. 
Pour conclure à propos du rôle de l’incorporation du Ge dans la matrice en Si, il nous manque 
des informations concernant des concentrations en Ge comprises entre 0 et 20%. Toutefois, il 
semble que l’implantation induise beaucoup plus de défauts dans Si0, 4Ge0,2 que dans Si. 
Quand la concentration en germanium augmente au-delà de 20%, la quantité de défauts 
introduits par l’implantation stagne ou augmente très légèrement. 
(a) (b) 
 
Figure III.23 : (a) évolution longueur de localisation normalisée en fonction de la 
concentration en germanium. 
    (b) évolution de la contrainte en fonction de la concentration en germanium. 
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Nos résultats montrent la même tendance que ceux de A.N. Larsen et al118 En comparant 
l’implantation de Si+ dans Si et dans Si1-xGex, ces auteurs montrent que Si1-xGex comporte 
trois fois plus de défauts que Si pour des conditions d’implantation identiques. Ils observent 
en outre l’augmentation de la quantité de défauts avec la concentration en germanium, comme 
dans la figure III.23(a). 
Nous ne pouvons pas comparer les longueurs de cohérence mesurées ici aux 
simulations IMSIL car le programme n’a pas été adapté à ce type d’alliage (problème pour 
estimer les pouvoirs d’arrêt en particulier). De plus, la comparaison avec les résultats RBS est 
plus difficile pour SiGe que pour Si car le profil se compose de deux pics (un pour les atomes 
de Si et un pour les atomes de Ge). Actuellement, l’endommagement est estimé à partir du pic 
correspondant au Si ce qui minimise la quantité de défauts mesurée.  
2.2.2. Contrainte 
Le décalage est lié à la contrainte dans le plan σ// par la relation : 





S11 x( )+ S12 x( )
⋅ ∆ωSi−Si x( ) (III.15) 
 avec b(x) le coefficient liant déformation et décalage.  
          S11(x) et S12(x) les constantes élastiques de Si1-xGex. 
Les valeurs de ces paramètres sont données dans le paragraphe 5 de l’annexe C. En 
particulier, le paramètre b(x) diminue avec l’augmentation de x. 
 
La figure III.23(b) représente l’évolution de la contrainte induite par la co-
implantation He/H en fonction de la concentration en germanium. On constate que, pour une 
condition d’implantation donnée, la contrainte augmente linéairement avec la concentration 
en germanium. Quand x passe de 0 à 40%, la contrainte est multipliée par un facteur 4. 
L’augmentation de la contrainte entre 0 et 20% de germanium est due à 
l’augmentation de la défectuosité. Entre 20 et 40%, le désordre évolue peu, alors que la 
contrainte continue à augmenter fortement. Ce phénomène pourrait être attribué à une 
formation précoce de défauts étendus. Cette hypothèse est conforme aux observations de 
MET qui ont montré que le développement des défauts étendus (plaquettes) était bien plus 
avancé dans Si1-xGex (x = 0.2, 0.3 et 0.4) que dans Si. Dans le cas de Si1-xGex, la contrainte 
plus importante que dans Si pourrait favoriser la formation des défauts étendus. 
3. Effets d’un recuit isotherme à 350°C 
 




La figure III.24. (a) représente l’évolution de la longueur de localisation normalisée Ln en 
fonction de la durée du recuit pour les différents substrats en Si1-xGex implantés. On constate 
que Ln augmente pour l’ensemble des échantillons au cours du recuit. Par conséquent, une 
partie des défauts est thermiquement guérie. De plus, la réorganisation des défauts ponctuels 
est plus importante pour Si que pour Si1-xGex.  
Ce comportement est confirmé par l'évolution de l’intensité normalisée des différents 
modes de vibrations, qui augmente au cours du recuit (non représentée ici). 
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Remarque : Les défauts présents dans la couche tampon qui a servi à la croissance de la 
couche relaxée sont trop éloignés de la zone implantée pour interagir avec elle. 
(a) (b) 
 
Figure III.24 : évolution de la longueur de localisation normalisée Ln (a) et de la contrainte 
(b) en fonction de la durée du recuit pour les différentes concentrations en 
germanium des alliages Si1-xGex.  
3.2. Contrainte 
 
La figure III.24. (b) montre l’évolution de la contrainte au cours du recuit. Pour Si, la 
contrainte diminue lentement tout au long du recuit alors qu'elle est quasiment constante pour 
Si1-xGex.  On constate qu’après 15 mn de recuit, la contrainte reste très élevée dans Si1-xGex. 
 
Ces forts niveaux de contrainte doivent être liés : 
- à la cinétique de fracture. P. Nguyen119 a montré que, dans le cas de la co-implantation 
He/H dans Si1-xGex, la fracture était plus rapide que pour Si.  
- aux défauts étendus observés par MET. Leur développement est plus avancé dans Si1-
xGex (x>20%) que dans Si
119. Après 5 min de recuit, pour le Si0,8Ge0,2, les plaquettes 
sont déjà étendues, localisées en profondeur et commencent à coalescer (cf. figure 
III.25. (a)). De plus, on observe un fort contraste sombre autour des plaquettes 
traduisant un champ de contrainte important. En revanche, pour Si, après un recuit de 
5 min à 350°C, les plaquettes sont bien moins développées et aucune coalescence n’est 
observée (cf. figure III.25. (b)). De plus, le contraste dû à la contrainte est bien plus 
faible, ce qui va dans le sens de nos résultats. 
 
 
Figure III.25 : image MET d’échantillon de Si0,8Ge0,2 (a) et de Si (b) co-implanté He et H 
après un recuit de 5 min à 350°C. 
(a) (b) 
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4. Conclusion 
 
Nous avons pu voir que la co-implantation He/H induisait dans Si1-xGex (0,2<x<0,4) : 
- une contrainte beaucoup plus forte que dans Si. 
- une défectuosité plus grande que dans Si. 
 
Ces résultats apportent une première explication à l’augmentation de la cinétique de 
fracture dans Si1-xGex (0,2<x<0,4) par rapport au cas de Si. En effet, l’augmentation de la 
contrainte post-implantation, dans Si1-xGex, explique le développement plus rapide des défauts 
étendus et donc la facilitation de la fracture. 
Au cours de la partie suivante, nous étudierons l’influence de la nature chimique des 
espèces implantées en liant les défauts étendus, la contrainte et les complexes Si-H et Ge-H.  
 
VI. Conclusions  
 
D’un point de vue purement technique, nous avons développé une méthode de 
caractérisation de la contrainte et de l’endommagement qui s’applique quels que soient le 
substrat et l’espèce implantée. Le paramètre clé pour quantifier l’endommagement est 
l’intensité normalisée du pic Raman car elle est indépendante de l’orientation du substrat. 
 
Nous avons pu mettre en évidence l’influence des espèces implantées et de la nature du 
substrat sur la contrainte et la défectuosité. Nous retiendrons comme résultats importants : 
- l’influence conjointe de l’anisotropie des défauts étendus et de la densité de défauts 
ponctuels sur la déformation biaxiale induite par l’implantation, 
- la différence de comportement entre le Si(110) et le Si(100) est principalement liés à 
l’orientation des défauts étendus, 
- une faible densité de défauts influence fortement les phonons. En revanche, on assiste 
à un phénomène de saturation pour les fortes densités, 
- le phénomène de recombinaison des défauts lors de la co-implantation de H et de He 
est non négligeable. Nous avons estimé l’erreur commise par le programme de 
simulation IMSIL et montrée qu’elle est indépendante de l’orientation du substrat, 
- pour la co-implantation He/H dans Si1-xGex nous observons une forte augmentation de 
la contrainte avec la concentration en germanium. Ces résultats expliquent 
l’accélération de la cinétique de fracture observée. 
 
Pour compléter cette étude, nous nous intéresserons dans la partie suivante à l’influence 
des défauts d’implantation sur les phonons acoustiques qui constituent, contrairement aux 
phonons optiques, une sonde à longue portée. Ils devraient donc fournir des informations 
complémentaires concernant l’endommagement. 




















Chapitre 4 : Étude de l’implantation grâce aux 
phonons acoustiques 
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I. Introduction 
 
Notre objectif est d’exploiter les différences de comportement des phonons optiques et 
acoustiques pour obtenir de nouvelles informations concernant les défauts. En effet, comme 
nous l’avons vu au chapitre 3, les phonons optiques constituent une sonde locale permettant 
de quantifier précisément les défauts (détermination de profil, par exemple). En revanche, les 
phonons acoustiques constituent une sonde à longue portée sensible aux objets de taille 
nanométrique (du fait de leur grande longueur de cohérence et de leur longueur d’onde), 
permettant de situer en profondeur de la zone endommagée. Pour pouvoir accéder à ce type 
d’information, nous avons adapté le modèle photoélastique pour simuler la diffusion 
Brillouin. 
 
II. Présentation de la diffusion Brillouin : matériaux massifs 
 
L’objectif de ce paragraphe est de valider l’adaptation du modèle photoélastique pour 
simuler la diffusion Brillouin dans les matériaux massifs monocristallins. 
1. La diffusion Brillouin 
1.1. Présentation et particularités des phonons acoustiques 
 
Comme nous l’avions indiqué au sein du chapitre 2, la diffusion Brillouin consiste en la 
diffusion inélastique de la lumière par les phonons acoustiques. Il existe très peu de différence 
entre la diffusion Raman et la diffusion Brillouin, si ce n’est la nature des phonons (optique 
ou acoustique) mis en jeu. Par conséquent, le processus est identique à celui présenté pour les 
phonons optiques (cf. chapitre 2).  
 
Il existe trois différences principales entre les phonons optiques et acoustiques. 
- La fréquence de vibration des phonons acoustiques est bien plus petite que celle des 
phonons optiques (cf. courbes de dispersion A.3.). 
Par exemple pour Si(100) et une longueur d’onde excitatrice dans le vert : 
ω acoust= 5,5 cm
−1 <<ωopt = 521 cm
−1. 
- La norme de leur vecteur d’onde q et leur pulsation ω sont linéairement liés par la 
vitesse du son VS (pas trop loin du centre de la zone de Brillouin) :  
ω =VS ⋅ q  (IV.1) 
VS dépend du phonon considéré (longitudinal ou transverse), et de sa direction de 
propagation (cf. courbe de dispersion A.3.). 
- Les phonons acoustiques se propagent dans le matériau et sont donc sensibles au 
changement de propriétés acoustiques (empilement de différents matériaux, couche 
hétérogène…). Cette sensibilité est liée à leur grande longueur de cohérence par 
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1.2. Modèle photoélastique 
 
Le modèle photoélastique120 repose sur une interprétation macroscopique de l’interaction 
indirecte photon-phonon, via la susceptibilité diélectrique. Il traduit le fait, qu’en présence 
d’un champ électromagnétique incident, une variation de la déformation due à la propagation 
du phonon acoustique induit une modulation photoélastique de la susceptibilité diélectrique 
qui s’écrit :  δχ = p div Q r, t( )( ) (IV.2) 
avec Q r, t( ) le vecteur déplacement  
p  est le tenseur photoélastique. Ses coefficients dépendent du matériau et de la longueur 
d’onde excitatrice. Ils ont été mesurés pour de nombreux matériaux (ZnSe121, Si122 …) avec 
des énergies excitatrices inférieures à la résonance. Pour une structure zinc-blend, ce tenseur 
possède trois composantes indépendantes p11, p12 et p44. 
 
La polarisation P ind  induite par la variation de susceptibilité en présence d’un champ 
incident E i s’écrit alors : P ind = p ⋅ E i div Q r, t( )( )  (IV.3) 
En comparant cette équation à l’équation (II.7) on constate que p  est l’équivalent, pour la 
diffusion Brillouin, du tenseur Raman R (i.e. il fixe les règles de sélection). 
 
Comme nous l’avons présenté au chapitre 1 de la partie II (p. 41), cette polarisation induit 
elle-même un champ diffusé E d  et l’intensité Brillouin s’écrit  alors : 
IB ω( )∝ E d
*
r( )⋅ p r( )⋅
V
∫ E i r( ) n ω( ) div Q r,t( )( )[ ]      dr
2
 (IV.4) 
avec n(ω) le facteur de Bose et V le volume du cristal. 
 
Ce modèle a déjà été utilisé avec succès pour étudier les effets de réduction des 
dimensions123,124 et de repliements125 de modes acoustiques dans les super-réseaux, ainsi que 
le phénomène d’interférométrie Raman126,127. 
1.3. Lois de conservation 
 
Elles s’expriment sous la forme : k d = k i ± q où kd (ki) est le vecteur d’onde du photon 
réfléchi (incident) et q celui du phonon (cf. expression (II.9)). 
La norme du vecteur d’onde des phonons acoustiques impliqués s’écrit alors :  








     (IV.5)         avec ki≈kd et θ = −k i,k d( ) 











  (IV.6) 
On peut déjà remarquer que la position en fréquence du pic Brillouin dépendra de la 
longueur d’onde excitatrice λi, de la configuration de diffusion θ et du phonon acoustique 
considéré (VS) ainsi que de l’indice optique n du matériau. 
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1.4. Règles de sélection 
 
Le tableau IV.1. présente les règles de sélection pour les phonons acoustiques dans le cas 
d’une rétro-diffusion sur la surface d’un cristal de structure zinc-blende. Le tenseur Brillouin 
dépend du coefficient photoélastique P12 comme précisé au paragraphe précédent. On peut 
remarquer que seul le phonon LA est observable dans cette configuration. 
 
Composante de tenseur Brillouin associé aux 
phonons : 
Surface sur 

















z(x’,y’)-z 0 P12 
Tableau IV.1. : règles de sélection pour une rétrodiffusion selon une surface (100) pour un 
cristal zinc-blende. Notation des axes cristallographiques : x=[100], y=[010], z=[001],  
x’=[1-10], y’=[110]. 
2. Dispositif expérimental  
 
Comme nous l’avons vu au paragraphe 1.1., les phonons acoustiques sont à très basses 
fréquences (entre 4 et 8 cm-1 dans Si avec une longueur d’onde excitatrice dans le domaine 
visible). Par conséquent, la mesure de leur spectre nécessite un équipement permettant de 
s’approcher très près de la diffusion Rayleigh (typiquement à ±2 cm-1). 
Pour ce type d’expérience nous avons choisi un spectromètre T800 Coderg associé à une 
détection monocanal (photomultiplicateur et chaîne de comptage des photons). Les principaux 
avantages de cet équipement sont un très haut taux de réjection et une grande résolution. 





Réseau 1Réseau 3 Réseau 2
Comptage des photons
& Photomultiplicateur
Fente F1Fente F4 Fente F3 Fente F2
Spectromètre
 
Figure IV.1. : Schéma de principe du spectromètre T800 Coderg. 
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L’étage spectromètre possède trois réseaux et quatre fentes. La fente d’entrée (F1) et la 
fente de sortie (F4) permettent de régler la résolution et la réjection du système. Elles 
permettent également de diminuer la diffusion élastique. Le triple monochromateur (trois 
réseaux gravés 1800 traits/mm) permet une grande dispersion du signal et donc une 
amélioration de la résolution.  
La mesure de la diffusion Brillouin nécessitant de diminuer au maximum la diffusion 
élastique, nous travaillerons avec: 
- les fentes (F1 à F4) fermées à 80 µm. 
- un échantillon maintenu sous vide et thermalisé à l’eau froide. Cette thermalisation 
permet également d’affiner les pics Brillouin. 
3. Diffusion Brillouin dans les matériaux massifs monocristallins 
3.1. Application à la diffusion dans un matériau massif 
 
En rétro-diffusion sur une surface (001), seul, le phonon LA se propageant selon la 
direction z=[001] est observé (cf. tableau V.1). Par conséquent, l’équation (IV.4) se limite à 
une intégration selon z. 
La fonction d’onde des phonons LA[001], dans l’approximation des milieux semi-infini, 
s’écrit : Q z( )=Q0 exp iqz( ). 
L’intensité Brillouin a alors pour expression:  























npqI  (IV.8) 




        α l’absorption à la longueur d’onde λi≈ λd 
 
On obtient ainsi deux pics centrés en ω = ±
2nVS
λi
 (cf. l’équation (IV.7)). 
Les pics Brillouin qui sont en théorie des Dirac présentent des élargissements :  
- intrinsèques (absorption, durée de vie des phonons) qui sont pris en compte dans la 
modélisation (cf. équation IV.8). 
- extrinsèques (angle de collection non nul, résolution du spectromètre) qui ne sont pas 
pris en compte par le modèle. Pour rendre compte de cet élargissement, le spectre 
donné par l’équation (IV.8) est convolué avec une gaussienne de largeur δ.  
 
L’objectif de cette étude est de valider le modèle développé précédemment dans le cas de 
matériaux massifs. Le spectre Brillouin du Si a largement été étudié depuis les années 7085, en 
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3.2. Influence de la longueur d’onde dans le silicium 
 
Les mesures ont été réalisées avec une puissance incidente constante sur l’échantillon 
(environ 200 mW) de façon à interpréter rigoureusement l’intensité des pics Brillouin. 
La figure IV.2. (a) montre l’évolution du spectre Brillouin de Si(100) en fonction de la 
longueur d’onde excitatrice λi. L’ajustement, réalisé à partir de l’équation (IV.7), présente un 
excellent accord avec les résultats expérimentaux. 
La figure IV.2.(b) représente l’évolution de la position du pic Brillouin avec la longueur 
d’onde excitatrice. En particulier, on remarque que nos résultats expérimentaux vérifiant la 
relation théorique (IV.4) liant la position du pic Brillouin au rapport λi n . 
La figure IV.2.(c) représente l’évolution de la FWHM (largeur à mi-hauteur) du pic 
Brillouin en fonction de la longueur d’onde excitatrice. On constate que la FWHM du pic 
Brillouin augmente linéairement avec la longueur d’onde car l’absorption augmente aussi. 
 
 
Figure IV.2. : (a) Spectres Brillouin du silicium pour différentes longueurs d’ondes.  
Évolution de la position (b) et de la FWHM (c) des pics en fonction de la longueur 
d’onde. Comparaison des résultats expérimentaux (croix) et des prédictions 
théoriques (droite pointillée). 
 
Nous avons également observé que l’intensité du pic Brillouin diminue quand la longueur 
d’onde excitatrice augment (non représenté ici). Cela est dû à la diminution de l’efficacité de 
diffusion (i.e. du coefficient photoélastique p12) quand on s’éloigne de la résonance. La 
mesure à puissance incidente constante nous permet de déterminer les coefficients 
photoélastiques p12 pour les différentes énergies excitatrices. La figure IV.3. montre une 
excellente correspondance entre nos valeurs, celles déterminées par les études de C. W. 
Higginbotham et al.128 et de M. H. Grimsditch et al.129, et celles calculées par H. Levine et 
al.122. 
Anti-Stokes Stokes 
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Figure IV.3. : Comparaison des coefficients photoélastiques p12 déterminés ici, provenant de 
précédentes études expérimentales [128,129] ou calculés[122]. 
3.3. Influence de la concentration en germanium 
 
La figure IV.4. (a) présente les spectres Brillouin (Stokes) d'alliages Si1-xGex pour 
différentes concentrations en germanium. Les mesures sont réalisées avec une longueur 
d’onde d'excitation à 514 nm. 
 
Les spectres expérimentaux sont ajustés grâce à l’équation (IV.8). Les paramètres 
physiques (propriétés optiques, VS…) de Si1-xGex sont déterminés à partir de ceux de Si et Ge 
en utilisant la loi de Vegaard (cf. Annexe A, paragraphe 4).  
Un excellent accord est obtenu entre les spectres mesurés et simulés (cf. figure IV.4.(a)). 
 
Figure IV.4. : (a) Spectre Brillouin Stokes du Si1-xGex pour différentes valeurs de x. 
Évolution de la position (b) et de la FWHM (c) du pic Brillouin en fonction de la 
concentration en Ge. Résultats expérimentaux (croix) et théoriques (droite pointillée). 
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La figure IV.4.(b) représente l’évolution de la position du pic Brillouin en fonction de la 
concentration en germanium. On constate que la position du pic évolue linéairement avec la 
concentration en Ge et qu’en particulier le pic se décalait vers les basses fréquences quand 
cette dernière augmentait. De plus, la position du pic Brillouin est indépendante de la 
contrainte. En effet, la vitesse du son VS pour les phonons LA[001] dans Si1-xGex ne dépend 
que de la constante élastique C11(x) et de la densité du cristal, qui sont eux-mêmes 
indépendant de la déformation. Par conséquent, l’étude de la position du pic Brillouin permet 
une mesure absolue de la concentration en germanium. 
La figure IV.2.(c) représente l’évolution de la FWHM du pic Brillouin en fonction de la 
concentration en germanium. On constate que la largeur du pic augmente avec la 
concentration en Ge. Ce phénomène est liée à l’augmentation de l’absorption du matériau 
avec la concentration en germanium. De plus, nous observons un bon accord entre les 
résultats expérimentaux et calculés, bien que le modèle surestime légèrement les largeurs.  
 
Nous avons également observé que l’intensité du pic Brillouin augmente linéairement 
avec la dose en germanium (non représenté ici). Cela est à mettre en liaison avec un 
phénomène de résonance sur le niveau E1. Pour Si1-xGex, on a E1(x)=3,46-1,35x (loi de 
Vegaard)130. Quand x augmente de 0 à 0,4, E1 diminue de 3,46 eV à 2,9 eV et se rapproche 
ainsi de l’énergie excitatrice (2,4eV pour λ=514 nm).  
III. Influence des défauts d’implantation sur les phonons 
acoustiques 
 
Les phonons acoustiques étant une sonde à longue portée sensible aux objets 
nanométriques, ils sont donc influencés par la zone endommagée constituée d’atomes 
déplacés et de défauts étendus (bulles et plaquettes) de tailles nanométriques. Nous allons 
mettre à profit cette sensibilité pour obtenir des informations concernant la zone de maximum 
de défauts. 
1. Diffusion Brillouin : prise en compte des défauts 
1.1. Paramètres influencés par les défauts 
 
i. Propagation des phonons 
Le tableau IV.2. compare les impédances acoustiques de différents matériaux. La 
différence d’impédance acoustique entre a-Si et c-Si est faible (1,35). Par conséquent, pour un 
endommagement faible (VS et ρ sont peu modifiés) et progressif (profil de défauts), la 
différence d’impédance acoustique entre le cristal, et la zone endommagée, est trop faible 
pour que le phonon incident soit réfléchi vers la surface. Par conséquent, l’approximation des 
milieux semi-infinis est encore valable et le phonon sera seulement atténué par les défauts. Au 
paragraphe 3.1., la mesure de la vitesse du son des phonons LA pour les échantillons 
implantés, nous permettra de montrer la validité de cette hypothèse. 
 
On définit donc le facteur d’atténuation η tel que la fonction d’onde des phonons 
s’écrive Q' z( )= exp −η z( )Q z( ) avec Q(z) une fonction d’onde plane (matériau massif). 
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Remarque : pour un matériau parfait η=0, donc La est infini. On retrouve bien le cas du 
matériau massif traité précédemment. 
 
Matériau Vitesse du son VS  
(cm.s-1) 





c-Si 843320 2,392 196409 
a-Si131 648710 2,24 145311 
SiO2 595000 2,2 135164 
Tableau IV.2. : Comparaison des impédances acoustiques du silicium amorphe (a-S)i, du 
silicium cristallin (c-Si) et de SiO2. 
 
ii. Modification de la vitesse du son 
En présence de défauts, le phonon voit également sa vitesse diminuer à cause du désordre. 
Cette modification entraîne un décalage des pics Brillouin. 
On constate ce comportement en notant que la vitesse du son d’un phonon LA dans de c-Si est 
1,3 fois plus grande que dans a-Si131.  
 
iii. Le coefficient photoélastique 
Ce coefficient est directement lié à la structure électronique du matériau. Par conséquent, 
en présence du désordre, elle doit être légèrement modifié et le p12 doit l’être aussi. 
Dans la suite de cette étude, nous ne tiendrons pas compte de la modification de p12 qui 
influence seulement l’intensité diffusée, car nous nous intéressons principalement à 
l’interprétation de l’élargissement et du décalage du pic Brillouin.  
1.2. Expression de l’intensité Brillouin 
 
En prenant en compte l’atténuation de la fonction d’onde des phonons définie précédemment, 
l’intensité Brillouin s’écrit : 






















nqI    (IV.10) 
 
On constate donc que la modification de la vitesse du son influence seulement la 
position du pic, et l’atténuation influence uniquement sa largeur. 
 
Remarque : D’après (IV.9), on constate que IB(ω=0)≠0. Donc la diffusion à ω=0 est permise, 
contrairement au cas du matériau parfait. Par conséquent, les défauts présents au sein du 
matériau amplifient la diffusion Rayleigh. 
2. Étude préliminaire : effet du profil de défauts  
 
Nous disposons pour cette étude d’un substrat de Si(100) implanté en H à 6.1016 at/cm2. 
Les caractéristiques de cet échantillon, gravé à différentes profondeurs, sont disponibles dans 
le chapitre 3 (p. 61). 
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Les mesures ont été réalisées avec la longueur d’onde à 413 nm dont la faible profondeur 
de pénétration permet de sonder le gradient de défauts accessible grâce à la gravure. 
Cette étude préliminaire permet de dégager une première tendance concernant le 
comportement de la vitesse du son et de la longueur de cohérence des phonons acoustiques en 
présence de défauts. Par la suite, en étudiant un plus grand nombre d’échantillons, nous 
pourrons établir plus précisément les lois de comportement. 
 
La figure IV.5. (a) montre les spectres obtenus pour le Si de référence et pour les 
systèmes implantés. On note que, plus la densité de défauts augmente, (i.e. plus on se 
rapproche du maximum de défauts), plus les pics Brillouin s’élargissent, se décalent vers les 
hautes fréquences et voient leur intensité diminuer.  
 
Les spectres sont ajustés avec le modèle précédent de façon à déterminer dans chaque cas 
la vitesse du son VS et le facteur d’atténuation η. La figure IV.5. (b) représente l’évolution de 
VS et de η en fonction de l’épaisseur gravée. On constate que plus la gravure est importante 
(i.e. plus l’endommagement augmente), plus VS diminue et η augmente.  
La figure IV.5.(c) représente l’évolution de la longueur de cohérence La en fonction de 
l’épaisseur gravée. On observe une excellente correspondance entre la longueur de cohérence 
La et la distance au maximum de défauts. 
À partir de cette première tendance, nous allons déterminer les lois de comportement de 
La et de VS en fonction de la densité de défauts. 
 
 
Figure IV.5. : (a) évolution, en fonction de l’épaisseur gravée, du spectre Brillouin de Si(100) 
implanté avec une dose de 6.1016 at/cm2 en H. 
(b) Evolution de la vitesse du son VS et du facteur d’atténuation η en fonction de 
l’épaisseur gravée. 
(c) Evolution de la longueur de cohérence La des phonons longitudinaux 
acoustiques en fonction de la distance surface-défauts. 
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3. Influence de l’endommagement sur les phonons acoustiques 
3.1. Vitesse du son et densité moyenne de défauts  
 
Pour cette étude, nous utiliserons l’ensemble des échantillons (recuits ou non) étudiés au 
chapitre 3. Comme IMSIL ne prend pas en compte les effets du recuit, nous utiliserons les 
résultats obtenus grâce aux phonons optiques, pour quantifier l’endommagement (cf. chapitre 
3, figure III.7.). Nous pourrons ainsi déterminer précisément l’impact du désordre sur la 
vitesse du son. 
Les mesures sont réalisées avec une longueur d’onde à 413 nm de façon à obtenir une 
information sur la zone au-dessus du maximum de défauts. 
 
La figure IV.6. montre l’évolution de la vitesse du son en fonction de la densité de 
défauts. On distingue deux zones d’influence et une densité critique de défauts. 
- Pour des densités de défauts inférieures à 1.1022 at/cm3 : la vitesse du son VS est peu 
sensible à l’endommagement.  
- Pour des densités de défauts supérieures à 1.1022 at/cm3 : la vitesse du son VS est 
fortement influencée par  l’endommagement. En effet, il faut une forte densité de 
défauts (>1.1022 at/cm3) pour qu’elle décroisse de façon significative. De plus, quand 
la densité de défauts tends vers 2,5.1022 at/cm3 (i.e. densité de défauts créant une zone 
amorphe), la vitesse du son tend vers sa valeur dans le a-Si. 
 
Pour les échantillons implantés étudiés ici (hors échantillons gravés), la vitesse du son est 
peu influencée par les défauts. Par conséquent, l’impédance acoustique de la zone 
endommagée est peu différente de celle du c-Si, confirmant notre hypothèse selon laquelle 
l’approximation des milieux semi-infinis est valable.  
 
 
Figure IV.6. : Évolution de la vitesse du son VS  en fonction de la densité moyenne de défauts. 
Les croix représentent les systèmes implantés et le point le a-Si. 
3.1. Longueur de cohérence et distance à la zone endommagée 
 
Nous allons analyser les échantillons de Si(100), implantés (ou co-implantés) en H et en 
He, que nous avions déjà étudiés chapitre 3. L’endommagement est quantifié grâce aux 
simulations IMSIL. 
Les mesures ont été réalisées avec la longueur d’onde à 458 nm car sa profondeur de 
pénétration dans le Si permet de sonder l’ensemble de la zone endommagée. 
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Quand la dose implantée augmente, le pic Brillouin s’élargit, se décale vers les hautes 
fréquences et son intensité diminue. L’évolution est plus marquée pour He que pour H car ce 
dernier induit beaucoup moins de défauts. Les résultats expérimentaux sont ajustés grâce à 
l’équation (V.11) de façon à déterminer la vitesse du son VS et le facteur d’atténuation η. À 
partir de ce dernier, on détermine la longueur de cohérence La des phonons acoustiques. 
 
On définit la distance de la surface à la zone endommagée ∆P par l’expression :  
∆P = RP −
∆RP
2
 avec ∆RP la largeur du profil de défauts centré en RP (données IMSIL). 
 
La figure IV.7. compare l’évolution de RP (position du maximum de défauts), ∆P (distance 
surface – zone endommagée) et La  en fonction de la densité de défauts. On distingue deux 
zones : 
- Zone I : faible densité de défauts (implantation de H). La longueur de cohérence est 
grande (proche de celle du cristal parfait) et correspond à la distance au maximum de 
défauts RP. 
- Zone II : forte densité de défauts (implantation de He). La longueur de cohérence 
diminue fortement par rapport à sa valeur dans le matériau parfait. Elle correspond à la  
distance à la zone endommagée ∆P. 
En comparant les résultats expérimentaux et le schéma de la zone implantée (figure IV.7. 
(b)), on constate que plus l’endommagement augmente, plus les phonons sont sensibles au 
profil de défauts induit par l’implantation. 
Figure IV.7. : (a) Evolution de la longueur de cohérence La, de la distance à la zone 
endommagée ∆P et de RP en fonction de la densité de défauts. Les 
symboles noirs représentent l’implantation d’espèces seules (H ou He) et 
les gris la co-implantation He/H.  
(b) Schéma représentant la zone implantée. 
 
Remarque :Après recuit, quelle que soit l’espèce implantée (ou co-implantée), la longueur de 
cohérence correspond à la distance au maximum de défauts RP (cf. zone I de la figure IV.7.). 
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3.2. Comparaison avec les phonons optiques 
 




 avec Iimp (I0) l’intensité du pic pour Si implanté (monocristallin de référence). 
 
La figure IV.8.(a) compare l’évolution de l’intensité normalisée In des phonons 
acoustiques et optiques en fonction de la densité de défauts. On constate que la décroissance 
de l’intensité normalisée en fonction de la densité de défauts est indépendante de la nature 
optique ou acoustique des phonons. De plus, comme nous l’avions vu au chapitre 3, cette 
décroissance est également indépendante de la polarisation du phonon (cf. figure III.10). 
L’intensité normalisée est donc bien un paramètre absolu pour mesurer la quantité moyenne 
de défauts induits par l’implantation. 
 
La figure IV.8.(b) compare l’évolution de la longueur de cohérence La des phonons 
acoustiques et optique en fonction de la densité de défauts. On constate que la longueur de 
cohérence des phonons acoustiques, comme celle des optiques, est plus fortement perturbée 
par les faibles densités de défauts. La longueur de cohérence des phonons optiques et 
acoustiques suit donc une évolution similaire quand la densité de défauts augmente, seul 
l’ordre de grandeur change. 
 
On peut conclure de ces observations que même si les phonons acoustiques sont une 
sonde à longue portée, ils sont aussi sensibles à l’endommagement moyen que les phonons 
optiques.  
 
Figure IV.8. : Comparaison de l’évolution en fonction de la densité moyenne de 
défauts de l’intensité normalisée (a) et de la longueur de cohérence (b) des phonons 
optiques et acoustiques.  
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4. Conclusion 
 
Cette étude nous a permis de mettre en évidence l’influence du désordre atomique sur les 
phonons acoustiques. Nous avons ainsi pu montrer que la vitesse du son est modifiée de façon 
notable seulement pour les fortes densités de défauts (supérieures à 1.1022 at/cm3). De plus, 
nous avons pu montrer que la longueur de cohérence des phonons acoustiques correspond à la 
distance de la surface à la zone endommagée.  
Nous avons ensuite comparé la quantification de l’endommagement via les phonons 
optiques et acoustiques. Nous avons ainsi observé que les phonons optiques et acoustiques se 




Dans ce chapitre, nous avons étudié les effets de l’implantation de H et de He sur les 
phonons acoustiques. Nous avons adapté le modèle photoélastique pour pouvoir déterminer 
l’influence du désordre atomique sur la vitesse du son et sur la longueur de cohérence des 
phonons acoustiques.  
 
Cette étude nous a permis de montrer la complémentarité des informations fournies par les 
différents types de phonons. En effet, les phonons optiques, qui sont une sonde locale, 
permettent de déterminer le profil de défauts, et les phonons acoustiques, qui sont une sonde à 
longue portée, nous renseignent sur sa position en profondeur.  
Nous avons également montré que les phonons acoustiques, tout comme les phonons 
optiques, permettent de quantifier l’endommagement moyen induit lors de l’implantation. 
Par conséquent, en combinant les deux études nous obtenons une information plus complète 
relative à l’endommagement induit par l’implantation. 
 
Nous avons présenté ici une étude préliminaire de l’influence des défauts ponctuels sur les 
phonons acoustiques. En effet, il serait intéressant d’étudier, comme pour les phonons 
optiques au chapitre 3, l’influence de l’orientation (cas du Si(110)) ou de la composition 
chimique (cas du Si1-xGex) du substrat. 
 
Dans les deux chapitres précédents, nous nous sommes intéressés à l’influence des défauts 
sur les phonons (optiques et acoustiques) du cristal. Le chapitre suivant sera consacré à 
l’analyse des modes de vibrations directement liés à l’endommagement. Nous distinguerons 
les modes activés par le désordre (dans une gamme de fréquences différente de celle des 
modes de vibration du cristal) et les modes liés aux défauts étendus (études des liaisons entre 
le silicium, le germanium et l’hydrogène). Notre objectif est d’étudier de façon indirecte les 
défauts étendus. 



















Chapitre 5 : Modes de vibration induits par le 
désordre et les défauts étendus 
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I. Introduction 
 
Notre objectif est double. Nous cherchons dans un premier temps à observer la 
transition ordre - désordre  provoquée par l’accumulation des défauts d’implantation. Nous 
mettons ainsi en évidence le lien entre les modèles utilisés pour simuler la diffusion Raman 
dans les matériaux cristallins (MCS) et amorphes (modèle de Shuker et Gammon).  
Dans un second temps, nous tentons d’obtenir une information sur les défauts étendus. 
Cette étude est réalisée selon deux approches. Tout d’abord, nous déterminons l’influence de 
la porosité induite par les défauts étendus sur le spectre Raman, puis nous étudions les 
complexes de type lacune - hydrogène.  
II. Étude de la transition ordre – désordre dans le silicium. 
Effet de la porosité 
 
Nous allons nous intéresser dans ce chapitre à la transition ordre - désordre. Dans la 
littérature, il existe bon nombre d’études relatives à ce sujet. La plupart utilisent une 
implantation d’ions tels que bore132, silicium133,134 ou fluor135, qui induisent un 
endommagement important. L’amorphisation étant très rapide, la transition ordre - désordre 
est quasiment impossible à suivre.  
 
L’originalité de notre étude est d’utiliser des ions légers, comme H et He, pour  
endommager le matériau. Comme ces ions créent peu de défauts ponctuels (cf. chapitre 3), il 
est aisé de suivre leur accumulation conduisant à la création d’une zone amorphe. On obtient 
ainsi une meilleure compréhension de la transition ordre - désordre. 
1. Principe de l’étude et mode opératoire 
1.1. Dispositif expérimental 
1.1.1.  Contraintes expérimentales 
Le spectre Raman du premier ordre du silicium amorphe (cf. figure II.5) s’étend sur une 
plage de fréquences allant de 50 à 600 cm-1. Ce positionnement présente deux contraintes : 
- Suppression des raies de l’air 
Les molécules présentes dans l’air (N2 et O2 en particulier) ont des fréquences de 
vibrations dans le domaine 50-150 cm-1. Par conséquent, pour s’affranchir de ce signal 
parasite, les mesures sont réalisées sous vide.  
Nous utilisons le dispositif en configuration macro-Raman (i.e. sans microscope), 
décrit sur la figure III.1. L’échantillon est placé sous une petite cloche et est maintenu 
sous un vide primaire durant la totalité de l’expérience.  
- Minimiser le signal provenant de la diffusion Rayleigh. 
Pour pouvoir mesurer jusqu’à 50 cm-1, il faut minimiser la diffusion Rayleigh. Pour 
cela, l’échantillon est légèrement incliné de façon à diriger le faisceau réfléchi sur la 
surface de l’échantillon, hors de l’étage de mesure. Cela est rendu possible par l’excellente 
qualité de la surface.  Le Si ayant un fort indice optique dans le visible, la configuration en 
rétrodiffusion est conservée malgré l’inclinaison de l’échantillon.  
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1.1.2. Protocole 
Les mesures sont réalisées avec la longueur d’onde à 514 nm, en rétro-diffusion sur la 
surface de l’échantillon. Deux configurations de polarisation sont utilisées : 
- HH : les polarisations incidente et analysée sont parallèles.  
- VH : les polarisations incidente et analysée sont perpendiculaires. 
Pour le cristal, les directions de polarisation coïncident avec des axes cristallographiques 
comme l’indique le tableau V.1. Pour l’amorphe, les directions sont aléatoires. 
La cloche à vide, protégeant l’échantillon, ne dépolarise pas le faisceau laser. 
 




HH [1-10] [1-10] Si(100) 
VH [110] [1-10] 
HH [001] [001] Si(110) 
VH [1-10] [001] 
Tableau V.1. :  Description des configurations de polarisation en fonction de l’orientation du 
substrat. 
 
Remarque : pour le cristal, les directions de polarisation sont choisies soit pour observer le 
signal provenant du cristal soit pour le supprimer complètement (cf. règles de sélection 
présentées dans le tableau II.3.). 
1.2. Rappels chapitre 2  
 
L’objectif des mesures exploitant différentes configurations de polarisation est de 
permettre l’observation d’une éventuelle polarisation du signal dû à la porosité.  
En configuration VH, seule la partie non-polarisée du spectre est observée, alors qu’en 
configuration HH, les deux contributions (polarisée et non polarisée) sont visibles. 
 
La partie polarisée du spectre Iiso se détermine grâce à l’équation : 
I iso ω( )= IHH ω( )−
4
3
⋅ IVH ω( )  (V.1) 
En théorie, pour un matériau amorphe, cette contribution est nulle. 
 
Le modèle de Shuker et Gammon109 traduit, l’activation de la densité d’états vibratoires 
causée par la disparition de l’ordre à longue portée.  
L’intensité Raman de a-Si peut être représentée de façon satisfaisante par : 
IR ω( )∝ gc ω( )∗G ω,Γ( )  (V.2) 
avec gc(ω) la densité d’états vibratoires du silicium cristal (DVS). 
  G(ω,Γ) une fonction de Gauss de largeur Γ. 












Le paramètre d’ordre Γ traduit l’élargissement à appliquer à la DVS du cristal pour 
obtenir celle de l’amorphe. Il traduit la diminution de la longueur de cohérence des phonons, 
induit par le désordre structural96. 
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2. Implantation dans Si(100) et Si(110) : résultats expérimentaux 
 
Pour cette étude, nous utiliserons les échantillons implantés en H et en He (et non recuit) 
que nous avons étudiés au paragraphe II et III du chapitre 3. Nous quantifierons 
l’endommagement grâce aux densités moyennes de défauts simulées par IMSIL. 
2.1. Résultats expérimentaux 
  
La figure V.1.(a) représente les spectres typiques obtenus, en configuration HH, pour une 
implantation dans Si(100). On observe, en plus du signal provenant du cristal (pic optique et 
diffusion au second ordre), deux bandes centrées à environ 490 cm-1 et 130 cm-1. Elles sont 
assimilées aux bandes Transverse Optique (TO) et Transverse Acoustique (TA) du silicium 
amorphe. 
La figure V.1.(b) représente les spectres typiques obtenus, en configuration VH, pour une 
implantation dans Si(100). Dans cette configuration de polarisation, le signal provenant du 
cristal est supprimé, on observe donc plus aisément les bande TA et TO. 
Quand la dose augmente (i.e. quand la densité de défauts ponctuels augmente), la position 
et la FWHM des bandes TA et TO évoluent. Pour étudier la transition ordre-désordre, nous 
allons suivre l’évolution de la position et de la FWHM de ces deux bandes en fonction de la 
densité moyenne de défauts ponctuels. 
 
Figure V.1. : spectres Raman du Si(100) implanté avec différentes doses d’hélium, obtenus en 
configuration de polarisation HH (a) et VH (b). 
 
Remarque : dépolarisation du mode LO 
D’après les règles de sélection pour Si(100), le mode LO du cristal est visible en 
configuration HH et invisible en configuration VH. Or, sur la figure V.1 (b) on observe la 
présence résiduelle du mode LO au alentour de 520 cm-1. En fait, sa présence n’est pas liée à 
la dépolarisation (l’endommagement est trop faible), mais à un alignement expérimental 
imparfait des directions de polarisation, par rapport aux axes cristallographiques du cristal, 
inférieure à 1,5°. 
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2.2. Exploitation des résultats : effet de la polarisation et de 
l’orientation du substrat 
 
Pour chaque condition d’implantation et chaque configuration de polarisation, la position 
et la FWHM des bandes TA et TO ont été déterminées.  
Les figures V.2.(a) et (b) représentent l’évolution de la position des bandes TO et TA en 
fonction de la densité moyenne de défauts ponctuels. On constate qu'avec l'augmentation de 
l’endommagement, la bande TO se décale vers les basses fréquences et la bande TA vers les 
hautes fréquences. De plus, la position des bandes est indépendante de l’orientation du cristal, 
sauf pour les faible densités de défauts (< 5.1020 at/cm3). Dans ce cas, les bandes TO et TA 
sont plus hautes en fréquence (4-5 cm-1) dans Si(110) que dans Si(100).   
Les figures V.2. (c) et (d) représente l’évolution de la FWHM des bandes TO et TA en 
fonction de la densité moyenne de défauts ponctuels. On constate que les bandes s’élargissent 
avec l'augmentation de l’endommagement. De plus, la FWHM des bandes est indépendante 
de l’orientation du cristal. 
Ces résultats sont en accord avec l’étude de H. Touir et al.100. 
 
Quand la densité de défauts tend vers 2,4.1022 at/cm3 (silicium amorphe), les paramètres 
des bandes TA et TO tendent vers leurs valeurs dans le a-Si (comparaison avec les résultats 
obtenus au chapitre 2 p.54-55). Par conséquent, l’évolution des paramètres des bandes TA et 
TO est la manifestation expérimentale de la transition ordre-désordre. 
 
Figure V.2. : Évolution des caractéristiques des bandes TO et TA en fonction de la densité 
de défauts et de la polarisation. 
 
Remarque : Co-implantation. 
La position et la FWHM des bandes TO et TA obtenues pour les échantillons co-implantés en 
H et He présentent la même évolution en fonction de la densité de défauts que les espèces 
seules (cf. figures V.2). Nous avons utilisé les densités de défauts simulées par IMSIL et 
corrigées pour tenir compte de la recombinaison des défauts (cf. p.79 et suivantes). Nous 
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i. La bande TO 
Nous allons interpréter l’élargissement et le décalage de la bande TO quand 
l’endommagement augmente en terme de distorsion angulaire du tétraèdre de coordination. 
Pour cela nous allons mettre à profit le modèle de Beeman-Tsu-Thorpe105 (BTT) développé 
pour les matériaux amorphes (chapitre II, p.47). 
La figure V.3. (a) représente l’évolution de la FWHM (ΓTO) du mode TO en fonction de 
sa position (ωTO). Elle compare la relation liant ces paramètres pour 
- les échantillons implantés,  
- les a-Si étudiés à la partie II, et ceux étudié par P. Danesh et al.136.  










Le modèle BTT est développé pour le matériau amorphe, mais il rend également très bien 
compte de la distorsion angulaire dans des systèmes désordonnés. En effet, c’est seulement 
pour un endommagement faible (implantation H : densité de défauts inférieure à 5.1020 
at/cm3), qu’on observe une différence entre les résultats expérimentaux et théorique (BTT). 
En particulier, le modèle ne permet pas de rendre compte de l’influence de l’orientation du 
substrat sur la position de la bande TO. 
La figure V.3.(b) représente l’évolution de la distorsion angulaire du tétraèdre de 
coordination en fonction de la densité moyenne de défauts ponctuels. On constate que la 
distorsion angulaire augmente linéairement avec l’endommagement, et ce indépendamment 
de l’orientation du cristal implanté.  
 
FigureV.3. : (a) Évolution de la FWHM en fonction de la position de la bande TO pour Si  
implanté, pour a-Si (échantillons partie II chapitre 2 et résultats P. Danesh 
et al.133) et donnée par le modèle BTT (droite en trait plein). 
          (b) Evolution de la distorsion angulaire ∆θ en fonction de la densité de défauts. 
 
ii. La bande TA 
L’augmentation linéaire de la position (cf. figure V.2. (c)) et de la FWHM (cf. figure V.2. 
(d)) de la bande TA avec la densité de défauts, dépend de la configuration de polarisation. 
Quand la densité de défauts augmente : 
- La bande TA se décale vers les hautes fréquences. Le décalage est identique quelle 
que soit la configuration de polarisation, mais pour HH la bande est 15 cm-1 plus 
basse en fréquence que dans la configuration VH. 
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- La bande TA s’élargit. Cet élargissement augmente linéairement avec la densité de 
défauts, tout en étant sensible à la configuration de polarisation. En effet, pour une 
faible quantité de défauts, la FWHM dépend beaucoup de la polarisation. Au 
contraire, cette différence tend à disparaître quand la densité devient plus forte. À 
partir d’une densité de défauts de 7.1021 at/cm3, l’effet de la polarisation sur la 
FWHM disparaît. 
Le comportement de la bande TA présente une forte dépendance vis-à-vis de la 
configuration de polarisation. Elle doit donc posséder une composante polarisée (équation 
IV.1). Alors que la configuration VH ne permet d’observer que la bande non polarisée (i.e. 
liée à l’endommagement), la configuration HH permet de mesurer les deux contributions 
polarisée et non polarisée. 
 
iii. Organisation de l’étude 
Nous allons donc scinder notre étude en deux parties : 
- 1ère étape : étude de la partie non polarisée du spectre (configuration VH) grâce au 
modèle de Shuker et Gammon.  
- 2ème étape : analyse de la partie polarisée du spectre visible uniquement en 
configuration HH : détermination de son origine. 
3. Étude des modes non polarisés 
3.1. Modèle de Shuker & Gammon 
 
Les spectres, obtenus en configuration VH, sont ajustés avec le modèle de Shuker et 
Gammon. On détermine ainsi le paramètre d’ordre Γ. 
La figure V.4. représente l’évolution de ce paramètre d’ordre en fonction de la densité de 
défauts. On constate que Γ :  
- augmente linéairement avec la densité de défauts. Ce lien est logique car ce 
paramètre traduit l’élargissement de la DVS causé par la réduction de la longueur 
de cohérence des phonons induit par le désordre96. 
- est indépendant de l’orientation du cristal. Cela est lié au fait que dans l’amorphe 
la notion d’axe cristallographique est perdue. 
Le point correspondant à a-Si (densité d’environ 2.1022 at/cm3 et Γ=35 cm-1) appartient à 
cette caractéristique. 
Figure V.4. : évolution du paramètre d’ordre Γ en fonction de la densité de défauts. 
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Pour étudier de façon précise la transition ordre/désordre et l’adéquation du modèle avec 
les résultats expérimentaux, nous comparons les évolutions expérimentale et théorique des 
paramètres des bandes (position et largeur) en fonction du paramètre d’ordre Γ. 
 
Les figures V.5. (a) et (b) représentent l’évolution de la FWHM des bandes TO et TA en 
fonction du paramètre Γ. On constate que le modèle de Shuker et Gammon (MSG) rend bien 
les FWHM expérimentales. 
Les figures V.5. (c) et (d) représente l’évolution de la position des bandes TO et TA en 
fonction du paramètre Γ. On constate que les positions expérimentales des bandes sont 
éloignées des positions théoriques, surtout pour les faibles valeurs de Γ. Leur adéquation avec 
le modèle augmente avec la défectuosité (i.e. avec Γ). On met ainsi en évidence une densité 
de défauts critique DC (7.10
21 at/cm3) pour le MSG. 
Pour une densité de défauts supérieure à DC (Γ>20 cm
-1), les résultats expérimentaux sont en 
parfait accord avec le MSG. La zone endommagée suit le même comportement que le 
matériau amorphe. 
 
Figure V.5. :  Évolution de la position et de la FWHM des modes TO et TA en fonction de Γ. 
 
Quand la densité de défauts est inférieure à DC, les bandes se décalent plus vite que ne le 
prédit le modèle de Shuker et Gammon (cf. figure V.5. (c) et (d)). Le paramètre critique dans 
le modèle de Shuker et Gammon (équation II.16) est le coefficient de couplage C(ω)96. Ce 
coefficient étant l’équivalent du tenseur Raman pour le cristal, il dépend de la configuration 
de polarisation de la lumière et de la bande de vibration avec laquelle elle se couple 
indirectement. Classiquement, il est pris indépendant de la bande de vibration137 et de la 
polarisation138, ce qui explique les anomalies concernant l’ajustement en intensité des bandes 
à hautes et basses fréquences (i.e. les phonons optiques et acoustiques ne se couplent pas de la 
même manière à la lumière).  
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Ces constatations nous permettent de proposer une hypothèse pour expliquer la mauvaise 
adéquation observée entre les positions des bandes expérimentales et théoriques. Selon nous, 
une faible densité de défauts ne parvient pas à activer l’ensemble de la densité d’état et le 
coefficient de couplage C(ω) devient sensible à l’orientation cristallographique. Il faut alors 
considérer que C(ω) dépend de la bande de vibration du phonon avec lequel la lumière se 
couple et qu’il y a une activation préférentielle de bandes. Pour appuyer cette hypothèse, nous 
envisageons le cas limite des très faibles densités de défauts (i.e. implantation en H), pour 
lesquelles nous avons observé que le mode TO est à plus haute fréquence pour Si(110) que 
pour Si(100). Prenons une densité d’états partielle correspondant à l’activation de l’ensemble 
des courbes de dispersion TO (cf. Annexe A) selon une direction cristallographique donnée. 
Pour Si(110), du fait de la levée de dégénérescence des bandes TO, on obtient pour la densité 
d’états partielle deux pics dont un (le plus intense) est situé à plus haute fréquence que celui 
de la densité d’état partielle de Si(100). On peut donc expliquer la différence de position en 
fréquence observée par une activation préférentielle de mode dépendant de l’orientation 
cristallographique du cristal. Ensuite quand la densité de défauts augmente, de plus en plus de 
modes sont activés et l’augmentation de Γ atténue de plus en plus les singularités de la DSV. 
La sensibilité à l’ordre cristallographie disparaît, mais l’activation préférentielle de bandes 
persiste jusqu’à de plus forte densité de défauts (i.e. DC). Ce domaine correspond donc à la 
phase de transition entre l’ordre à courte portée (amorphe) et l’ordre à longue portée (cristal).  
3.2. Lien entre le MCS et le modèle de Shuker & Gammon 
 
Dans le chapitre précédent, nous avions déjà quantifié l’endommagement à partir de 
l’étude de l’influence des défauts ponctuels sur le spectre du c-Si. Nous voulons maintenant 
comparer cette caractérisation du désordre avec celle fournie par le modèle de Shuker et 
Gammon. Pour cela, nous allons comparer : 
- les longueurs de localisation L des phonons dans le cristal, obtenues grâce au MCS (cf. 
chapitre 3) 
- les valeurs du paramètre d’ordre Γ, traduisant la diminution de la longueur de 
cohérence des phonons dans le matériau désordonné, déterminées grâce au MSG. 
 
La figure V.6. représente l’évolution de la longueur de localisation normalisée Ln en 
fonction du paramètre d’ordre Γ. On constate que ces deux paramètres sont liés par une 
relation linéaire qui dépend de l’orientation du cristal (car Ln en dépend), amis qui est 
indépendante de l’espèce implantée.  
Les deux caractéristiques donnant Ln en fonction de Γ se coupent vers Γ=35 cm
-1 pour 
une longueur de cohérence d’environ 5 nm. Ce point correspond à l’état amorphe. La notion 
d’axe cristallographique est alors perdue. 
 
Ces résultats indiquent que nous sommes parvenus à quantifier l’endommagement de 
deux points de vue différents : ordre à courte portée (amorphe, MSG) et longue portée (cristal, 
MCS). On observe expérimentalement un lien entre les caractéristiques issues du pic de 
phonon (MCS, perte d'intensité, position, élargissement) et l'activation de modes de la densité 
d'états jusqu'à l'amorphe (MSG). 
 
Remarque : la valeur de la longueur de cohérence des phonons dans a-Si que nous venons de 
déterminer correspond à la valeur prise classiquement dans la littérature96. 
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Figure V.6. : Evolution de la longueur de cohérence normalisée, provenant du MCS, en 
fonction du paramètre Γ déterminé grâce au modèle de Shuker & Gammon. 
 
Pour expliquer cette corrélation on compare les expression des intensités fournies par : 
- Le MSG : IR
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- Le MCS (durée de vie des phonons non prise en compte)  
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La similitude des expressions de l'intensité pour les deux modèles est évidente, en 
particulier s’il existe une relation linéaire entre q et ω (valable uniquement pour les phonons 
acoustiques proches du centre de la zone de Brillouin).  
Chacune des expressions comporte un paramètre d'ordre (L, Γ) qui a dans chaque cas une 
signification particulière mais dont la corrélation est évidente (cf. figure V.6.). 
 De plus, on pense pouvoir passer continûment d’un modèle à l’autre. En effet, dans le MCS 
on active des modes de vibration appartenant à la courbe de dispersion des phonons autorisés 
par les règles de sélection. Pour un matériau très endommagé (faibles longueurs de cohérence, 
typiquement celle trouvée ici pour a-Si : 5nm), on considère que les règles de sélection sont 
obsolètes et que l’ensemble des modes appartenant à toutes les courbes de dispersion peuvent 
participer à la diffusion Raman. On simulera alors le spectre en utilisant l’équation V.5 de 
façon à activer tous les vecteurs d'ondes et à sommer sur l’ensemble des courbes de 
dispersion. On pense alors obtenir un spectre similaire à celui obtenu avec le MSG. 
 
Une des perspectives de cette étude consiste à réaliser ce calcul pour montrer la 
corrélation entre les deux modèles. On espère ainsi pouvoir expliquer les résultats obtenus 




Nous avons caractérisé l’endommagement via deux points de vue, celui de l’ordre à courte 
(amorphe) et à longue portée (cristal). Nous avons ainsi mis en évidente expérimentalement la 
corrélation entre le MCS et le modèle de Shuker et Gammon. 
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De plus, nous avons déterminé deux densités critiques de défauts permettant de définir la 
zone de transition entre le cristal et l’amorphe. En effet, pour une densité de défauts 
supérieure à 7.1021 at/cm3, l’ordre à courte portée domine dans la zone implantée. On constate 
alors que le modèle S&G donne d’excellents résultats. La zone endommagée a le même 
comportement vibratoire qu'un silicium amorphe. 
Pour une densité de défauts ponctuels inférieure à 5.1020 at/cm3, l’ordre à longue portée 
domine. On constate que les bandes de vibrations activées par les défauts sont sensibles à 
l’orientation du substrat implanté et que les modèles développés pour le matériau amorphe 
(Beeman-Tsu-Thorpe et MSG) ne sont pas utilisables. 
Entre ces deux densité de défauts ponctuels on est dans la zone de transition entre matériaux 
cristallin et amorphe. On sera donc en présence d’un ordre à portée intermédiaire. Dans ce 
domaine d’endommagement, le coefficient de couplage C(ω) doit dépendre de la bande de 
vibration (activation préférentielle de modes). 
4. Étude du mode polarisé : effet de la porosité 
 
L’objectif de ce paragraphe est d’étudier la composante polarisée du spectre Raman de Si 
implanté en H et en He, et en particulier de déterminer son origine.  
4.1. Mode polarisé et porosité : expérience 
4.1.1. Implantation de H et de He 
La composante polarisée du spectre est obtenue à partir des spectres en configuration de 
polarisation HH et VH, en utilisant la relation (V.1). La figure V.7. (a) présente un exemple 
dans le cas de l’implantation de He dans du Si(100).  
Le spectre polarisé présente deux bandes : 
- Le mode LO du Si(100) cristallin à 520 cm-1 (étudié au chapitre 3 avec le MCS). 
- Une bande à 100 cm-1 qui correspond à la composante polarisée de la bande TA. 
Nous allons tout particulièrement nous intéresser à cette dernière. Il apparaît que : 
- Pour une condition d’implantation donnée, la position et la FWHM de la bande 
polarisée sont indépendantes de l’orientation cristallographique du substrat 
implanté (non représenté ici). Par conséquent, elle ne doit pas être liée au cristal. 
- la position de la bande n’est sensible qu’à l’espèce implantée, comme le montre la 
figure V.7. (b). Elle doit être liée aux défauts étendus (tailles et/ou formes) 
- la FWHM de la bande est sensible à la densité de défauts comme le montre la 
figure V.7. (c). Le comportement de la largeur est identique à celui des modes TO 
et TA : elle augmente avec l’endommagement. Cette similitude s’explique par le 
fait que l’ensemble des modes de vibrations (polarisés ou non) appartenant à la 
DSV est sensible à l’augmentation de Γ. 
En configuration HH, le rapport d’intensité intégrée des composantes isotrope et 
anisotrope de la bande TA diminue quand la densité de défauts augmente. Par conséquent, la 
bande polarisée prédomine uniquement quand la défectuosité est faible. L’asymétrie de la 
bande TA, observée en configuration HH, est due à la composante polarisée. Elle diminue 
donc quand l’endommagement augmente (figure V.2. (d)).  
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Figure V.7. : (a) mise en évidence d’une contribution polarisée Iiso à la bande TA. 
Evolution de la position (b) et de la FWHM (c) de la composante polarisée de la bande 
TA en fonction de la densité moyenne de défauts. 
4.1.2. Implantation de F 
Nous avons réalisé le même type d’expérience que précédemment sur un échantillon de 
Si(100) implanté avec F (dose de 1.1015 at/cm2 et une énergie de 180 keV) à travers une 
couche d’oxyde thermique de 145 nm. D’après les simulations IMSIL, cette implantation 
induit une densité moyenne de défauts de 5.1021 at/cm3 (densité équivalente à 3.1016 He/cm3).  
 
La figure V.8.(a) présente le spectre Raman du Si(100) implanté avec F, dans les deux 
configurations de polarisation. On n’observe aucune composante polarisée dans la bande TA.  
 
Figure V.8. : Comparaison des spectres Raman de Si(100) implanté, avec du fluor (a) ou de 
l’hélium à 3.1016 at/cm2 (b), en fonction de la configuration de polarisation. 
 
La figure V.8.(b) présente le spectre Raman du Si(100) implanté avec He, dans les deux 
configurations de polarisation. On observe une composante polarisée dans la bande TA.  
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Or, des observations MET ont montré que pour les conditions d’implantation étudiées ici, le 
fluor, contrairement à He, n’induit pas de défauts étendus. Il semble donc que la bande 
polarisée soit liée à la présence des défauts étendus (nano-bulles He ou plaquettes H). 
Nous allons donc nous pencher sur les modes de vibration induits par la présence de bulles 
sphériques. 
4.2. Effet de la porosité : simulations dans le cas de pores de He 
 
Les simulations par dynamique moléculaire des densités d’états de vibration, présentées 
dans ce paragraphe, ont été réalisées par le Dr Nicolas Combe du CEMES. 
 
i. Présentation des simulations 
L’objectif de ce paragraphe n’est pas d’expliquer comment sont réalisées les simulations 
de densités d’états par dynamique moléculaire, mais plutôt de préciser les conditions dans 
lesquelles elles ont été réalisées. Cette approche est décrite en détail dans la thèse de doctorat 
de N. Barriquand139. 
 
Nous avons simulé les modes créés par des pores sphériques de rayon R inclus dans une 
matrice de silicium cristallin. L’influence de la densité et de la taille de ces cavités sur la 
densité d’états a été étudiée. Pour cela, on prend une cellule cubique de côté L. 
- Choix de la taille L de la cellule. La taille est choisie de façon à obtenir une densité 
de 5,7.1019 pores/cm3. 
- Formation des cavités: dans la cellule choisie, des atomes sont enlevés de façon à 
former un trou. À partir du nombre d’atomes enlevés, le rayon du pore est calculé. 
La cellule contient alors N atomes. 
 
Une fois la structure formée, on peut simuler les modes de vibrations au sein de la cellule. 
Dans une base d’onde plane, on détermine la matrice dynamique (dimension 3N×3N) donnant 
les déplacements relatifs de chaque atome. La diagonalisation de cette matrice fournit les 
modes propres permettant de calculer la densité d’états de vibration. 
 
 Les phonons ainsi calculés ont tous des longueurs d’onde qui sont des fractions de la 
taille de la cellule (nombre d’onde k = n ⋅ 2pi L  avec n entier). Par conséquent :  
- les modes de grandes longueurs d’onde ne sont pas pris en compte. Il existe donc 
une fréquence de coupure dans la densité d’états calculée (aux alentours de 40 cm-1 
pour les tailles L choisies ici). Dans notre cas, ce point n’est pas limitatif car seuls 
les modes associés au pore (et situés à des fréquences plus élevées) nous 
intéressent. 
- Il faut une cellule de taille L suffisante pour que la discrétisation en nombre d’onde 
ne soit pas pénalisante (fréquence de coupure trop haute, échantillonnage trop 
faible). Toutefois, L ne doit pas être trop grand pour diagonaliser la matrice en un 




La figure IV.9. représente les DVS calculées avec les différentes tailles de pores. On 
retrouve les bandes TO et TA mises en évidence sur les DVS déterminées expérimentalement. 
On constate qu’il y a deux contributions dans la bande basse fréquence (bande TA) : 
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- une bande à environ 180 cm-1 qui correspond à la bande TA du cristal parfait.  
- une bande à environ 115 cm-1 qui correspond aux modes de vibrations associés aux 
trous. Quand la taille des pores augmente, cette bande se décale vers les basses 
fréquences et le nombre de modes qui la compose augmente.  
Pour des pores de rayon inférieur à 0,5 nm, la DVS simulée ne diffère pas de celle du 
cristal parfait. 
 
Figure V.9. : Densité d’états vibratoires calculée par dynamique moléculaire. Silicium 
monocristallin comportant une densité de pores de 5,7.1019 cm-3 de rayons R variables. 
 
iii. Liens avec nos échantillons implantés 
Pour une implantation à 1.1016 at/cm2 en He, les observations MET140 ont montré la 
présence de bulles sphériques de rayon 1 nm et de densité 2.1020 bulles/cm3 ayant une 
distribution en tailles étroite. Par conséquent, on devrait obtenir une DVS très proche de celle 
correspondant à R=10,477 Å sur la figure V.9. Dans ce cas, la bande associée aux pores se 
situe à environ 110 cm-1.  
Cela correspond parfaitement, en termes de position et de comportement, aux résultats que 
nous obtenons pour la bande TA polarisée. La position de la bande est insensible à la dose 
(figure V.6. (b)), car la taille des bulles n’en dépend pas (seule leur densité augmente avec la 
dose).  
 
Il faudrait pouvoir calculer, à partir des densités d’états simulées ici, les spectres Raman 
associés aux configurations HH et VH. Nous pourrions ainsi, par analogie avec les 
nanocristaux en matrice, connaître la nature de ces modes (respiration ou torsion).  
4.3. Cas des plaquettes de H et du a-Si hydrogéné 
 
Pour l’implantation de H, les défauts étendus ne sont plus des bulles mais des plaquettes 
cylindriques d’épaisseur 1 nm et de rayon variable137. Il faudrait refaire le même type de 
simulation que pour les bulles sphériques de He. Nous pourrions ainsi relier la position de la 
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Mais pourquoi ne la voit-on pas pour nos systèmes amorphes hydrogénés (cf. Partie II) ? 
Plusieurs hypothèses nous apparaissent : 
- la faible densité de pores. Etant donnée l’importance de la fraction de H incorporée 
(> 10%) cette hypothèse nous semble peu vraisemblable. 
- la distribution en tailles des pores dans a-Si:H (silicium amorphe hydrogéné) est 
très large. On a alors une moyenne des DVS, ce qui ne permet pas de rendre leur 
effet visible dans le spectre Raman. 
- la taille des pores est trop faible (rayon inférieur à 0,5 nm). Ils n’influencent donc 
pas la DVS de manière détectable. 
Selon nous, la deuxième hypothèse est la plus plausible. 
4.4. Évolution du mode polarisé après recuit 
 
Nous évoquons ici l’influence d’un recuit sur les bandes TO et TA. La figure V.10. 
représente l’évolution, en configuration HH, des bandes TA et TO au cours du recuit 
isotherme à 350°C pour une implantation en He de 1.1016 at/cm2.  
 
Figure V.10. : Evolution des spectres du Si(100) implanté avec He (1.1016 at/cm2) en 
configuration HH, pour différentes durées de recuit. 
 
Quand le temps de recuit augmente, l’intensité des bandes s’atténue et la bande TA se 
décale vers les hautes fréquences en perdant son asymétrie. On observe donc la disparition de  
la composante polarisée. 
 Or, les observations MET montrent que le recuit ne supprime pas les défauts étendus (bulles). 
La composante polarisée est rendue visible par la présence de la matrice endommagée (active 
l’ensemble de la densité d’états). Elle ne nous permet donc pas de suivre l’évolution de la 
porosité au cours du recuit. 
5. Conclusion 
 
Dans le prochain chapitre, nous déterminerons l’influence de la perte d’ordre sur les 
défauts étendus via l’étude des complexes Si-H. Ces informations sont cruciales car c’est le 
développement de ces complexes qui fixent la réussite de la fracture et la qualité de la couche 
transférée sur l’oxyde pour former le SOI. 
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De plus, nous avons mis en évidence une composante polarisée dans la bande TA 
dépendant des défauts étendus. Nous disposons donc d’une méthode de quantification non 
destructive des défauts étendus qui est malheureusement limitée à l’état après implantation 
(sans recuit). Elle est cependant très intéressante pour l’étude de l’implantation d'hélium car 
les bulles qu’il induit n’ont pas de signature spectroscopique, contrairement aux plaquettes 
dues à l'hydrogène H (pas de liaisons entre He et Si). En comparant de façon systématique les 
résultats MET (statistique des défauts étendus : taille et densité), avec les caractéristiques 
(position et FWHM) de la bande polarisée, on pourrait mettre en place un suivi, rapide et non 
destructif, des défauts étendus formés lors  de l’implantation. 
 
III. Etude des complexes formés par l’hydrogène dans Si et 
Si1-xGex 
 
Le spectre de vibration des complexes formés par H dans la matrice est la signature des 
défauts étendus dont le développement permet la fracture. Par conséquent, leur étude est 
cruciale pour comprendre le procédé SmartCut™. Dans les chapitres précédents, nous avons 
quantifié l’endommagement induit par l’implantation. Nous allons maintenant déterminer son 
influence sur les complexes formés par H ainsi qu’à leur évolution au cours du recuit. 
 
Comme nous l’avons vu au sein du premier chapitre, la passivation des liaisons pendantes 
du silicium par l’hydrogène a été largement étudiée. En revanche, il existe très peu d’études 
concernant son comportement dans les alliages Si1-xGex. Les résultats fournis sont en outre 
peu précis et parfois contradictoires. 
 
Après une brève présentation du dispositif expérimental, nous déterminerons l’influence 
de la défectuosité sur les spectres des liaisons Si-H dans Si. Ensuite, nous présenterons la 
première étude relative à la co-implantation H et He dans des alliages Si1-xGex. 
1. Protocole expérimental 
 
Les mesures Raman ont été réalisées avec un spectromètre Renishaw en utilisant un laser 
Ar+. Cet équipement a été choisi pour sa grande luminosité permettant de détecter de très 
faibles signaux comme les modes SiHn dans notre cas. L’utilisation de la longueur d’onde à 
514 nm permet de sonder l’ensemble de la zone implantée (cf. tableau III.2.).  
Les mesures ont été réalisées en configuration micro-Raman (objectif ×100) sans utiliser 
ni polariseur ni analyseur. Nous travaillons donc avec la polarisation naturelle du laser. La 
puissance incidente sur l’échantillon a été optimisée de façon à éviter tout échauffement. 
2. Implantation dans Si : Effet de l’endommagement sur les complexes 
Si-H 
2.1.  Rappels concernant les complexes Si-H  
 
Le spectre de vibration des liaisons Si-H (1900 à 2300 cm-1) est divisé en deux 
zones (pages 23 à 26) : 
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- Le domaine LF (Low Frequency) compris entre 1900 et 2050 cm-1. Domaine spectral 
provenant de la zone fortement endommagée. 
- Le domaine HF (High Frequency) compris entre 2050 et 2270 cm-1. Domaine spectral 
provenant de la zone faiblement endommagée (complexes monolacune (V) multi-
hydrogénées VHn avec n≤4
43). Les complexes VH4 et VH3 représentent les 
précurseurs des défauts étendus. Les complexes VH et VH2 correspondent aux 
surfaces internes, des défauts étendus, passivées par H. Plus l’endommagement est 
important, plus ces surfaces internes passivées sont rugueuses. La largeur spectrale de 
ces deux dernières bandes augmente avec cette rugosité. 
2.2.  Lien entre les complexes Si-H et la composante polarisée de la 
bande TA 
 
En fait, le spectre des liaisons Si-H et la composante polarisée de la bande TA sont deux 
manifestations des défauts étendus. Précédemment, nous avons vu que la composante 
polarisée de la bande TA nous renseigne sur la taille et la densité des défauts étendus. Elle est 
très intense pour He et difficilement mesurable pour H. 
Le spectre des liaisons Si-H nous renseigne sur les complexes formés (précurseurs ou 
plaquettes). De plus, cette mesure ne fournit aucune information concernant l’implantation en 
He ou la dimension des plaquettes passivées par H. 
Par conséquent, ces deux types de mesures nous fournissent des informations 
complémentaires sur les défauts étendus. 
2.3.  Effet de l’endommagement sur les complexes Si-H  
 
La figure V.11. montre l’évolution de spectres Raman dans le domaine de fréquences 
des liaisons Si-H quand le désordre augmente.  
Quand la densité de défauts augmente, on constate :  
- un transfert d’intensité du domaine LF vers le domaine HF  
- la disparition de la structure fine (V2H2, I2H et HBC ) de la bande VnHm,. Le complexe 
I2H est le plus sensible à la défectuosité. 
Nous allons tenter de quantifier ces deux types d’effets. 
 
Figure V.11. : influence de la densité de défauts sur le spectre des complexes Si-H. 
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i. Transfert d’intensité du domaine LF vers le domaine HF 
Tout d’abord nous allons nous intéresser à l’intensité intégrée des domaines LF 
(complexes multilacunes) et HF (complexes monolacunes) normalisées par rapport à 
l’intensité intégrée de l’ensemble du spectre. La figure V.12. représente l’évolution de 
l’intensité normalisée des domaines LF et HF en fonction de la fraction de cristal endommagé. 
On constate que le domaine LF décroît linéairement au profit du domaine HF, quand la 
fraction de cristal endommagé augmente. Ces résultats sont en accord avec les précédentes 
études de M. Moutanabbir42. 
 
Figure V.12. : Evolution de l’intensité intégrée normalisée par rapport à l’ensemble du 
spectre des domaines LF et HF en fonction de la fraction de cristal endommagé. Les symboles 
pleins représentent Si(100) et les symboles ouverts Si(110). 
 
ii. Lien entre le transfert d’intensité et la perte de la structure fine 
On définit IS, l’intensité de la structure fine normalisée par rapport à la bande VnHm, telle 
que : IS =
Iint V2H2( )+ Iint I2H( )
Iint VnHm( )
 
avec Iint(V2H2) l’intensité intégrée des bandes V2H2. 
                Iint(I2H) l’intensité intégrée de la bandes I2H. 
                    Iint(VnHm) l’intensité intégrée de la bande VnHm. 
L’endommagement est quantifié grâce à la densité moyenne de défauts simulée par 
IMSIL. Pour certains échantillons, ces grandeurs ont été évaluées  à partir des données 
expérimentales (bandes TA et TO) grâce aux abaques du paragraphe précédent (figure IV.4.). 
 
La figure V.13. représente l’évolution de IS en fonction de la densité de défauts. On 
constate que la structure fine de la bande VnHm est fortement corrélée à l’endommagement. 
On distingue deux zones d’influence :  
- zone I : endommagement faible (<1.1020 at/cm3). L’intensité des structures fines est 
fortement corrélée aux variations de l’endommagement. 
- Zone II : endommagement fort (>1.1020 at/cm3). L’intensité de la structure fine est 
faible et peu influencée par l’endommagement : effet de saturation. Elle décroît 
lentement pour disparaître totalement pour a-Si.  
Par conséquent, IS présente la même évolution que les phonons optiques quand 
l’endommagement augmente (cf. Figure III.14). On retrouve également la même densité de 
défauts critique (1.1020 at/cm3) qui permet de définir les deux zones d’influence. 
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En conclusion, le transfert d’intensité du domaine LF vers le domaine HF est dû à la 
disparition de la structure fine de la bande VnHm.  
 
 
Figure V.13. : Évolution de IS en fonction de la densité de défauts simulées par IMSIL. Les 
symboles pleins représentent Si(100) et les symboles ouverts Si(110). 
 
iii. Influence de l’endommagement sur la fracture 
 P. Nguyen a montré que pour l’échantillon noté « H5/He1 » sur la figure V.11., la 
fracture était impossible et que les plaquettes ne se développaient pas14. Cet échantillon 
présente un fort taux d’endommagement qui a entraîné la disparition presque totale de la 
structure fine de la bande VnHm, sans pour autant augmenter la partie HF.  
Les complexes formant la structure fine de la bande VnHm ont donc un rôle crucial dans le 
développement des défauts étendus lors du recuit. Le désordre induit lors de l’implantation, en 
empêchant la formation de ces complexes, va freiner ou annuler le développement des 
plaquettes.  
3. Implantation dans le Si1-xGex 
 
Notre objectif est d’étudier la passivation des liaisons pendantes par l’hydrogène dans 
les alliages Si1-xGex. Nous espérons ainsi : 
- déterminer l’influence de l’incorporation du Ge sur les complexesV-H. 
- montrer le lien entre les complexes V-H dans Si1-xGex et les mesures de contraintes et 
de défectuosité réalisées au sein de la partie précédentes.  
- déterminer l’influence de Ge sur la cinétique de développement des plaquettes. 
Les échantillons utilisés pour cette étude ont été présentés au chapitre 5 de la partie III. 
Nous disposons de substrats en Si1-xGex (x = 0, 20, 30 et 40%), co-implantés :  
- 1ère espèce : He avec une dose de 1.1016 at/cm2 et une énergie de 45 keV. 
- 2ème espèce : H avec une dose de 1.1016 at/cm2 et une énergie de 26 keV. 
Les échantillons subissent un recuit isotherme à 350°C pendant 5, 10 et 15 min. 
3.1. Effet de l’incorporation en germanium 
 
Les figures V.14. (a) et (b) montrent les spectres du Si1-xGex dans le domaine de 
fréquences des complexes lacunes – hydrogène, avant et après un recuit de 5 min à 350°C. 
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Figure V.14. : évolution du spectre Si-H avant (a) et après un recuit de 5min à 350°C (b) en 
fonction de la concentration en germanium. 
(c) évolution de la position des différentes bandes en fonction de la 
concentration en germanium. 
 
i. Absence de liaisons Ge-H telles qu’elles ont été répertoriées dans le tableau I.4.  
Sur les figures V.14.(a) et (b), on constate que les spectres associés au Si1-xGex implanté 
sont semblables à celui de Si, avec des fréquences différentes pour les bandes. Ce 
comportement peut s’expliquer par :  
- la faible affinité de H avec Ge. 
- un endommagement plus important dans Si1-xGex (x > 20%) que dans Si, pour des 
conditions d’implantation identiques (cf. chapitre 5 partie III). Il y a donc assez de 
lacunes adjacentes à un atome de Si pour que l’hydrogène ne se lie qu’à ce dernier 
(affinité chimique plus importante), même si la concentration en Ge augmente. 
Il doit exister une concentration seuil en germanium à partir de laquelle on observera aussi 
les liaisons Ge-H. 
ii. Absence de structuration de la bande VnHm pour Si1-xGex (x>20%) 
La figure V.14.(a) montre que dans Si1-xGex implanté on n’observe aucune structure dans 
la bande VnHm. Par analogie avec le silicium pur, on peut conclure que cette absence de 
structuration est le signe d’un fort désordre. Cette observation confirme les mesures réalisées 
au chapitre 5 de la partie III montrant que, pour des conditions d’implantation identiques, Si1-
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iii. Le décalage en fréquence des bandes VHn du silicium avec la concentration en 
germanium. 
La figure V.14. (c) représente l’évolution en fréquence des complexes lacunes-hydrogène 
VHn en fonction de la concentration. Quand la concentration en germanium augmente : 
- la bande VnHm, associée au désordre, n’évolue pas. On obtient ainsi des résultats 
identiques à ceux fournis par les études précédentes portant sur le a-Si1-xGex (aucune 
modification du spectre Si-H avec x74). 
- les bandes VHn se décalent vers les basses fréquences. Plus le nombre n d’atomes 
d’hydrogène présents dans la lacune est grand, moins la fréquence est sensible à la 
concentration en germanium. Ces décalages sont induits par l’augmentation de la 
constante diélectrique moyenne du matériau (cf. Annexe D). 
 
3.2. Évolution au cours d’un recuit isotherme à 350°C 
3.2.1. Cinétique lors du recuit 
Nous avons observé une forte similitude dans l’évolution des spectres de Si1-xGex au cours 
des recuits (x = 20, 30 et 40%). Par soucis de clarté, nous ne présentons ici que les résultats de 
Si et Si0,6Ge0,4. Les conclusions sont valables pour Si0,7Ge0,3 et Si0,8Ge0,2. 
 
La figure V.15. (a) et (b) représente l’évolution des spectres de Si et de Si0,6Ge0,4 au cours 
d’un recuit isotherme à 350°C. On constate immédiatement une différence de comportement 
entre les deux substrats. En effet, après 15 min de recuit, on observe seulement les précurseurs 
(VH3/VH4) dans Si, alors que dans Si1-xGex les plaquettes (VH/VH2) sont déjà formées.  
 
Les spectres sont déconvolués de façon à obtenir les caractéristiques des différentes 
bandes. Leur intensité intégrée est normalisée par rapport à celle de l’ensemble du spectre. 
Pour étudier de façon plus précise la cinétique d’évolution de ces complexes, on 
représente l’évolution de leur intensité intégrée normalisée en fonction du temps de recuit. 
- Pour Si (figure V.15. (c)) : on observe, au cours du recuit, la croissance importante des 
complexes VH3 et VH4. Les complexes VH2 et VH sont quant à eux inexistants. Par 
conséquent, le recuit permet de former uniquement les précurseurs des plaquettes. Nos 
résultats de spectrométrie Raman ont été comparés aux mesures FTIR obtenues par S. 
Personnic141. L’intensité des bandes associées aux complexes VHn, présente la même 
évolution en fonction du temps de recuit quelle que soit la méthode. L’avantage de la 
spectrométrie Raman, par rapport à la spectroscopie infrarouge, est qu’elle présente 
une meilleure résolution et ne nécessite aucune préparation des échantillons. 
- Pour SiGe (figure V.15. (d)) : on observe, au cours du recuit, la croissance des 
complexes VH et VH3. Après une légère augmentation en début de recuit, la quantité 
de VH4 décroît.  Donc, au bout de 5 min, les précurseurs des plaquettes sont déjà 
formés et les plaquettes se développent. Les VH2 évoluent peu au cours du recuit car 
après implantation cette bande est due au désordre (surfaces rugueuses passivées), 
mais dès 10 min de recuit on observe son affinement à intensité constante, signe que 
les plaquettes se développent directement à partir des surfaces internes rugueuses.  
 
Par conséquent, les plaquettes se développent bien plus rapidement dans Si1-xGex que dans 
Si. En effet, après 15 min de recuit, elles sont déjà bien formées dans Si1-xGex (x>20%), alors 
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que dans Si, il n’y a encore que les précurseurs. Cela explique qu'il faut un recuit plus long et 
à plus haute température pour observer la fracture dans le cas de Si. 
 
Figure V.15. : Evolution au cours du recuit à 350°C des spectres de Si (a) et de Si0,6Ge0,4 (b) 
co-implanté He et H. 
Évolution de l’intensité normalisée des bandes VHb en fonction de la durée 
du recuit pour Si (c) et Si0,6Ge0,4 co-implantés He et H.  
3.2.2. Comparaison avec d’autres études 
La cinétique de développement observée précédemment est à mettre en lien avec : 
- les observations MET (figures III.29.) qui montrent des plaquettes largement 
développées et à la limite de la coalescence dans le cas des alliages de Si1-xGex 
(x>20%), après seulement 5 min de recuit.  
- L’énergie d’activation de la fracture. Pour la co-implantation, elle plus importante 
dans Si que dans Si1-xGex (x>20%) comme le montrent les résultats de P.  Nguyen
142.  
Cette évolution s’explique par le fait que la contrainte est bien plus importante dans Si1-
xGex (x>20%) que dans Si (cf. paragraphe V du chapitre 3). Si comme bon nombre d’études le 
présente, cette dernière est la force motrice pour la formation des plaquettes, son 
augmentation favorise : 
- l’incorporation de H entre deux atomes de silicium : l’extension des défauts étendus. 
- la réorganisation des surfaces internes rugueuses. 
4. Conclusion 
 
Pour des concentrations en germanium inférieures à 40%, l’hydrogène, du fait de sa 
faible affinité chimique avec Ge, préfère se lier avec le silicium. Cela est rendu possible par le 
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fait que la co-implantation induit plus de défauts ponctuels dans Si1-xGex (x>20%) que dans 
Si. Le germanium, présent dans la matrice n’est considéré que comme une perturbation du 
champ électrique local, ce qui entraîne une diminution de la fréquence de vibration des 
liaisons V-Hn avec l’augmentation de sa concentration (environ 0,6 cm
-1/% de Ge). 
Dans le cas de la co-implantation H et He, la cinétique de développement des 
complexes VH4/VH3 (précurseurs) et VH2/VH (plaquette) est plus rapide dans Si1-xGex 
(x>20%) que dans Si. Cela s’explique par le niveau de contrainte induit par la co-implantation 
bien plus important dans Si1-xGex que dans le Si. 
 
IV. Conclusions  
 
L’étude des modes de vibrations associée à l’ordre à courte portée nous a permis :  
- d’observer la transition ordre/désordre. Nous avons déterminé des densités critiques de 
défauts permettant de quantifier cette transition et de mettre en évidence un ordre à 
porté intermédiaire. 
- de montrer le lien entre les modèles de Corrélation Spatiale (cristal) et de Shuker et 
Gammon (amorphe). Nous obtenons ainsi une quantification du même 
endommagement mais via deux points de vue différents. 
 
La grande originalité de cette étude est de corréler des mesures d’endommagement et/ou 
de contrainte à l’étude des complexes VHn, utilisée classiquement pour caractériser 
l’implantation. La complémentarité des différents points de vue nous a permis de : 
- montrer l’effet de l’endommagement et de la contrainte sur le développement des 
plaquettes. 
- mettre en évidence une méthode d’observation des défauts étendus formés par He 
grâce à la composante polarisée de la bande TA. En effet, il est bien connu que la 
spectrométrie Raman (comme la spectroscopie FTIR) permet d’étudier les plaquettes 
d’hydrogène via les complexes VHn, mais qu’elle échoue à caractériser les bulles de 
He (aucune liaison chimique formée). Pour les plaquettes de H, la modélisation reste 
encore à faire. Toutefois, il apparaît que la composante polarisée de la bande TA peut 
permettre (sous condition de calibration) de quantifier la taille des défauts étendus 
alors que l’étude des complexes VHn permet de quantifier leur densité. 
De plus, la comparaison des résultats provenant des différentes études nous a permis de 
mieux comprendre le procédé SmartCut™ dans Si1-xGex. 
Pour la co-implantation H et He dans le Si1-xGex (40>x>20%), nous avons noté que :  
- l’hydrogène se lie principalement au silicium. Le Ge, inclus dans la matrice, n’agit que 
comme une perturbation du champ dépolarisant de la liaison Si-H. Par conséquent, les 
fréquences de vibration des complexes VHn se décalent vers les basses fréquences 
quand la concentration en Ge augmente. 
- La cinétique de développement des complexes VH4/VH3 (précurseurs) et VH2/VH 
(plaquettes) est augmenté dans le Si1-xGex. Cela est dû au niveau de contrainte 
important maintenu tout au long du recuit. 
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Cette thèse concerne l’étude par spectroscopie optique (Raman/Brillouin) de 
l’implantation d’hydrogène et d’hélium dans différents substrats en Si (orientation (100) et 
(110)) et en Si1-xGex. Elle a permis de développer une technique de caractérisation non 
destructive de l’implantation qui a été validée sur Si(100) en comparant nos résultats avec 
ceux, très abondants, obtenus par différentes techniques. Cela nous a ensuite permis d’obtenir 
de nombreux résultats concernant des substrats peu étudiés tels que Si1-xGex. Nous avons ainsi 
pu apporter des éléments permettant de mieux comprendre le phénomène de fracture dans le 
silicium mais aussi dans des substrats plus exotiques. 
 
En combinant les propriétés complémentaires des phonons optiques (sonde locale) et 
acoustiques (sonde à longue portée) nous avons caractérisé l’implantation dans Si et Si1-xGex 
en déterminant : 
- Le profil de défauts et sa position en profondeur. 
- L’endommagement moyen. 
- La déformation compressive bi-axiale dans le plan de l’échantillon. 
 
Grâce à cette technique innovante, nous avons pu obtenir de nombreuses informations 
relatives aux phénomènes en jeu lors de l’implantation.  
- Nous avons montré l’influence conjointe des défauts étendus (bulles et/ou 
plaquettes) et du désordre sur la déformation. 
- Nous avons estimé pour la première fois, la déformation relative à chaque type de 
défauts étendus. En effet, nous avons montré qu’une plaquette de H parallèle à la 
surface induit une déformation plus faible qu’une plaquette qui ne le serait pas et 
qu’une bulle de He induit une déformation plus faible qu’une plaquette de H. 
- Nous avons montré que la différence de comportement entre Si(100) et Si(110) est 
principalement liée à l’orientation des défauts étendus. 
- Nous avons mis en évidence l’importance du phénomène de recombinaison des 
défauts lors de la co-implantation. Grâce à une quantification du phénomène, nous 
parvenons à corriger les résultats fournis par IMSIL en ne tenant pas compte de 
l’interaction entre les profils de défauts générés lors de la première et de la 
deuxième implantation. 
 
Nous avons couplé ces résultats avec des études plus conventionnelles relatives aux 
complexes formés par H dans la matrice. Cela nous a permis d’obtenir des informations 
relatives à la fracture. En particulier, nous avons pu expliquer : 
- L’influence de l’endommagement sur la formation des défauts étendus et sur la 
possibilité de la fracture. Nous avons mis en évidence l’importance des complexes 
multilacunes (I2H, V2H2 et HBC) pour le développement des défauts étendus. 
- La cinétique de fracture plus rapide dans Si1-xGex que dans Si lors de la co-
implantation H et He. En étudiant les complexes formés par H, nous avons montré 
que les précurseurs et les plaquettes se développaient plus rapidement dans Si1-
xGex car la contrainte était maintenue à un niveau important tout au long du recuit, 
contrairement à Si. Nous avons également pu montrer que l’implantation 
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endommageait plus Si1-xGex que Si et que H ne se liait pas au Ge (pour la gamme 
de concentrations étudiée ici : 20-40%). Enfin, nous avons déterminé les 
fréquences de vibration des complexes lacune – hydrogène dans Si1-xGex. 
- La différence de cinétique entre Si(110) et Si(100). En suivant la déformation au 
cours du recuit nous avons montré qu’elle diminuait plus rapidement dans Si(110) 
que dans Si(100) ce qui explique une cinétique de fracture plus rapide pour ce 
dernier. 
 
Enfin, d’un point de vue plus fondamental nous avons exploité le fait que H et He 
induisent peu de défauts pour étudier la transition ordre – désordre. En effet, les ions légers 
produisant un endommagement faible, ils permettent de suivre l’accumulation progressive des 
défauts conduisant à la formation d’une zone amorphe. 
Cette étude nous à permis d’observer la transition ordre – désordre ainsi que le lien entre les 
caractéristiques du pic des phonons du cristal (ordre à longue portée) et l’activation des modes 
de la densité d’états jusqu’à l’amorphe (ordre à courte portée). 
De plus nous avons mis en évidence une bande polarisée, à basses fréquences de la bande TA.  
En comparants les résultats expérimentaux aux densités d’états vibratoires (les spectres 
Raman associés n’ont pas été calculés), nous avons mis en évidence le lien entre cette 
signature spectrale et  les défauts étendus induits par l’implantation (bulles ou plaquettes). Les 
caractéristiques de cette bande dépendent de la taille et de la densité des défauts étendus. Par 
conséquent, on dispose, sous condition d’une calibration, d’une méthode de caractérisation 
des bulles ou des plaquettes induites lors de l’implantation. Cette méthode de caractérisation 
est particulièrement intéressante pour l’étude des bulles de He qui ne présentent aucune 
signature spectroscopique contrairement aux plaquettes d’hydrogène.  
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Annexe A : Présentation des matériaux étudiés 
 
Le silicium, le germanium et les alliages Si1-xGex ont une structure cristallographique de 
type diamant. Au sein de cette annexe, nous présenterons les propriétés structurales et 
électroniques du Silicium et nous donnerons quelques grandeurs utiles relatives au Si, au Ge 
et au Si1-xGex. 
 
1. Structure cristallographique 
 
Le silicium présente une structure cristallographique de type diamant (cf. figure A.1a). 
Elle correspond à deux réseaux cubiques faces centrés, interpénétrés à la coordonné (1/4a, ¼a, 
¼a) où a est le paramètre de maille. Les atomes noirs et blancs appartiennent chacun à un 
réseau.  
 
La figure A.1b représente la première zone de Brillouin associée à cette structure 
cristallographique. 
Le point Γ représente le centre de la zone de Brillouin.  
La direction : 
- ∆ représente la direction cristallographique [001], 
- Σ représente la direction cristallographique [110], et  
- Λ représente la direction cristallographique [111]. 
 
                        
 
Figure A.1. : présentation de la structure cristallographique du silicium (a) et la première 
zone de Brillouin associée (b). 
 
2. Propriétés électroniques 
 
Le silicium est un semiconducteur à gap indirect, dont la structure de bande est 
représentée sur la figure A.2a. 
La figure A.2b représente la partie réelle de l’absorption dans le silicium en fonction de la 
longueur d’onde. Les singularités représentent les points critiques de la structure de bande 
(i.e. des niveaux d’énergies propres au matériau). 
(a) (b) 
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Figure A.2 : (a) Structure de bande du silicium. 
          (b) Spectre d’absorption du silicium. 
 
3. Propriétés vibrationnelles 
 
La figure A.3. représente les courbes de dispersion des phonons dans le silicium. Dans 
les structures diamant, la présence de deux atomes par maille élémentaire, induit la présence 
de deux types de phonons :  
- phonons acoustiques. Ils correspondent à des ondes sonores de cisaillement (TA : 
transverse acoustique) ou de compression (LA : Longitudinal Acoustique). Le 
cisaillement étant plus difficile que la compression, les phonons LA se propagent dans 
le matériau avec une vitesse supérieure aux phonons TA. 
- phonons optiques. 
 
3.1. Pour le Si(100) : direction ∆  
 
i. Les phonons optiques 
- la courbe ∆2’ correspond aux phonons LO[001] 
- la courbe ∆5 correspond aux phonons TO[100] et TO[010] qui sont dégénérés dans 
cette direction. 
 
ii. Les phonons acoustiques 
Leur pulsation s’annule en centre de zone de Brillouin (point Γ). Leur courbe de 
dispersion, pour les faibles nombre d’onde, montre une relation linéaire entre pulsation ω et le 
nombre d’onde q. Le coefficient de proportionnalité est la vitesse du son Vs, telle que : 
ω =Vs ⋅ q. 
La vitesse du son dépend du phonon considéré. 
- la courbe ∆1 correspond aux phonons LA[001].  
- la courbe ∆4 correspond aux phonons TA[100] et TA[010] qui sont dégénérés. 
 
3.2. Pour le Si(110) : direction Σ. 
 
i. Les phonons optiques 
- la courbe Σ3 correspond aux phonons LO[110]. 
- la courbe Σ1 correspond aux phonons TO[001]. 
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ii. Les phonons acoustiques 
- la courbe Σ1 correspond aux phonons LA[110]. 
- la courbe Σ3 correspond aux phonons TA[001]. 
- la courbe Σ4 correspond aux phonons TA[110]. 
 
La figure A.3b compare les courbes de dispersion qui seront utilisées pour l’interprétation des 
résultats à partir du Modèle de Corrélation Spatiale. 
 
                         
Figure A.3 : courbe de dispersion des phonons dans le Si (a) et (b) zoom sur les courbes de 
dispersion de LO selon [001] et de TO selon [011]. 
 
4. Quelques grandeurs numériques utiles 
 
Le tableau suivant résume quelques grandeurs physiques relatives au Si et au Ge. Ces 
mêmes grandeurs sont obtenues pour les solutions solides de Si1-xGex grâce à la loi de 
Vegaard.  
Soit y  une grandeur physique. Dans le Si1-xGex, cette valeur est calculée à partir de celle de Si 
et de Ge grâce à la relation : 
ySi1−xGex = x ⋅ yGe + 1− x( )⋅ ySi  
Paramètres Silicium Germanium 
Paramètre de maille (nm) 0,5431 0,5658 
Densité (g.cm-3) 2,329 5,3234 
Gap indirect (eV) 1,12 0,66 
Vitesse du son LA[100] (m.s-1) 8433,2 1267,2 
(a) 
(b)  
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Annexe B : Profils de défauts et simulations IMSIL 
 
IMSIL (IMplant  SImuLator) est un code, développé par le Professeur G. Höbler de 
l’Université de Technologie de Vienne, permettant de simuler l’implantation ionique.  
 
Il permet de reproduire les effets de l’implantation dans un empilement comprenant : 
- une couche cristalline dont la structure cristallographique est de type diamant,  
- et un nombre illimité de couche amorphe.  
 
L’objectif de cette annexe est de préciser les conditions dans lesquelles nous avons utilisé 
IMSIL pour l’étude de l’implantation d’ions légers. 
Dans un premier temps, une brève présentation de la physique de l’interaction ion-matière 
nous permettra de mieux comprendre le processus de génération de défauts ponctuels (lacunes 
et interstitiels). Dans un deuxième temps, je présenterai les modifications apportées à IMSIL 
pour l’adapter à l’étude de l’implantation d’ions légers. Et pour finir, je parlerai plus 
précisément des profils de défauts. 
 
1. Notions concernant l’interaction ion-matière. 
 
L’objectif de ce paragraphe n’est pas de présenter la physique de l’implantation ionique 
mais plutôt de donner une vue d’ensemble des phénomènes en jeu et des paramètres critiques 
pour la simulation des profils de défauts. Pour une description plus complète de l’interaction 
ion-matière se reporter aux ouvrages de J.W. Mayer29 et M. Nastasi30. 
 
 1.1. Les deux types d’interaction ion-matière 
 
Lorsqu’un ion pénètre dans la matière, il peut interagir avec les atomes cibles composants 
cette dernière selon deux processus. 
i. Collisions élastiques nucléaires.  
La perte d’énergie est caractérisée par : 
- le pouvoir d’arrêt nucléaire. Il dépend du potentiel d’interaction ion-atome qui est 
généralement introduit sous forme semi-empirique. 
- le déplacement de l’atome cible.  
 
ii. Collisions inélastiques électroniques.  
La perte d’énergie est caractérisée par : 
- le pouvoir d’arrêt électronique. Il dépend de l’interaction entre les nuages 
électroniques de l’ion incident et de l’atome cible. Les paramètres influents sont le 
poids de l’ion et de sa vitesse. Pour les ions légers, on distingue le cas des vitesses 
faibles (modèle de Lindhard-Scharff143) et des vitesses plus importantes (théorie de 
Bethe-Block).  
- L’absence de déplacement de l’atome cible. 
L’importance relative de ces deux pouvoirs dépend  de la vitesse et de la charge de 
l’ion ainsi que du numéro atomique de l’ion cible. Ces pouvoirs d’arrêt sont en général 
corrigés pour ajuster aux mieux les résultats expérimentaux. 
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1.2. Le processus de génération des défauts 
 
1.2.1. Énergie de déplacement 
Tout au long de sa progression dans le matériau, l’ion subit de nombreuses collisions 
avec les atomes cibles. Lors d’un choc nucléaire, si son énergie est supérieure à l’énergie 
nécessaire pour déplacer l’atome (énergie de déplacement ED),  il y a création d’une paire de 
Frenkel (lacunes/interstitiel). Tant que l’ion a une énergie suffisante, ce processus se répète 
créant une cascade de collisions.  
 
1.2.2. Profil de défauts 
La formation de paires de Frenkel étant uniquement due aux collisions nucléaires, il 
est crucial, pour calculer le dommage induit, de déterminer la partition d’énergie perdue 
respectivement par les deux processus. On obtient ainsi l’endommagement primaire, ne tenant 
pas compte de la recombinaison possible des paires de Frenkel.  
Pour une détermination plus précise de l’endommagement, il faut tenir compte de la 
probabilité de recombinaison d’une lacunes avec un interstitiel formé lors de la cascade en 
cours ou de la précédente. 
Tous ces paramètres seront à prendre en compte lors de la détermination du profil de défauts. 
 
2. IMSIL : cas particulier des ions légers. 
 
IMSIL fait partie d’une génération de simulateurs de type Monte-Carlo, utilisant 
l’approximation binaire des collisions (BC) pour simuler les cascades. Les deux programmes 
les plus connus sont TRIM144 et MARLOW145. L’article de W. Eckstein et al146 présente une 
comparaison de ces différents programmes. 
 
La création de défauts dans le silicium a été calibrée pour l’implantation de B, P, Si, As,… 
et les résultats ont étaient extrapolés pour les autres ions. Toutefois la spécificité de  
l’implantation d’ions légers tels que H et He a nécessité certaines corrections.  
 
2.1. Détermination du pouvoir d’arrêt électronique : calibration 
 
Pour l’implantation d’hydrogène, G. Höbler et al ont calibré le pouvoir d’arrêt 
électronique147. Pour cela, ils ont comparé les profils d’espèces simulés et les résultats SIMS, 
de façon à corriger le modèle de Lindhard et ajuster l’expression analytique pour assurer la 
transition entre les modèles de Lindhard et de Bethe.  
Pour l’hélium, aucune calibration n’a été réalisée. Mais malgré cela, les profils d’espèces 
obtenus par SIMS et par IMSIL présentent un excellent accord.  
 
2.2. Détermination du pouvoir d’arrêt nucléaire  
 
Pour ce qui est du pouvoir d’arrêt nucléaire, le modèle utilise un potentiel d’interaction 
ZBL4. Le nombre d’atome déplacé est déterminé à partir du modèle de Kinchin-Pease 
modifié148.  
On définit deux types de probabilité de recombinaison :  
- Recombinaison avec des défauts ponctuels générés dans la même cascade : frec. Ce 
facteur est définit par une loi empirique dépendant seulement de la masse de l’ion. 
                                                                                                              CONFIDENTIEL 144
- Recombinaison avec des défauts engendrés par les précédentes cascades. La 
probabilité de ce phénomène est proportionnelle à la concentration en défauts 
ponctuels. 
 
On fixe les paramètres pour que la recombinaison des défauts ponctuels au sein d’une 
même cascade soit autorisée (avec une probabilité frec) et pour que la recombinaison avec les 
défauts des cascades précédentes soit interdite. 
 
2.3. Limitations du modèle 
 
Les probabilités de recombinaison influencent l’intensité du profil, mais en aucun cas sa 
largeur ni sa position. 
Ce traitement ne prend donc pas en compte le recuit dynamique (recombinaison des défauts 
au cours de l’implantation). Cela induira une erreur notable lors de la simulation de la co-
implantation. En effet, le modèle ne prendra pas en compte l’interaction des profils de défauts 
produit par chacune des deux implantations. Le programme se limite à une simple sommation. 
On n’observera pas les effets d’ordre d’implantation mesurés expérimentalement 
 
De plus, la calibration de ces modèles est limitée par les difficultés de comparaison des 
profils simulés avec des résultats expérimentaux. Concernant la modélisation des défauts 
d’implantation dans le silicium de nombreux problèmes reste encore en suspend149. 
 
3. Résultats fournis par IMSIL 
 
3.1.Processus de perte d’énergie 
 
Le tableau suivant résume la fraction d’énergie perdue selon chaque processus dans les 
conditions d’implantation utilisée pour l’ensemble des études regroupées dans ce manuscrit. 
 
Fraction d’énergie perdue 
Orientation Si Espèce Énergie  (keV) Électroniquement Nucléairement 
H 32 0,982 0,017 
Si(110) He 52 0,912 0,087 
H 32 0,981 0,018 
Si(001) He 52 0,911 0,088 
 
On peut voir que la fraction d’énergie perdue par collisions nucléaires est faible, donc les 
ions légers induiront un désordre léger dans le silicium. 
 
3.2.Profil de défauts et d’espèces 
 
La figure B.1. compare les profils d’espèce et de défauts ponctuels simulés dans le cas 
d’une implantation d’hydrogène dans du Si(100). 
 
i. Profil d’espèces 
De nombreuses études ont montré un bon accord entre les profils d’espèces (H ou He) 
simulés par IMSIL et mesurés par SIMS. 
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ii. Profil de défauts 
 On constate que les profils de lacunes et d’interstitiels sont superposés, bien que  ce 
dernier soit plus bruité. Par conséquent, dans la suite seul le profil de lacunes sera utilisé, sous 
l’appellation plus générale de profil de défauts. 
De plus, le parcours moyen projeté Rp ainsi que de la largeur ∆Rp sont déterminés grâce 
aux profils de défauts. Les valeurs obtenues, pour ces paramètres, sont proches de celles 
mesurées par TEM. 
 
Figure B.1. : Comparaison des profils d’hydrogène, de lacunes et d’interstitiels simulés par 
IMSIL. Implantation dans du Si(100), avec une dose de  5.1016 at./cm2 en hydrogène à 25 keV 
à travers une couche de 145nm d’oxyde. 
 
3.3. Valeur moyenne de la quantité de défauts  
 
Nous allons maintenant comparer les résultats obtenus par RBS et par IMSIL dans le cas 
particulier de l’implantation de H dans Si(100). On utilise pour cela des mesures en RBS 
obtenu par T. Akatsu et K.K. Bourdelle à SOITEC. Les conditions d’implantation en H sont 
de 1.1016, 5.1016,et  7.1016 at/cm2, avec une énergie de 25keV à travers un oxyde thermique de 
145nm.   
  
iii. Comparaison des profils. 
La figure B.2a compare le profil de défauts simulé par IMSIL et le profil d’atomes 
déplacés déterminé par RBS. La principale différence tient dans le décalage en positions des 
profils. Le pic déterminé par RBS est à environ 40nm sous le pic déterminé par IMSIL.  
Cette différence provient du fait que la RBS prend en compte les défauts ponctuels mais 
aussi les défauts étendus tels que les plaquettes d’hydrogène35.  
 
iv. Notion de densité moyenne de défauts. 
 On définit la densité moyenne de défauts comme la moyenne statistique de la densité de 
défauts sur l’ensemble du profil. 
La figure B2.b montre une corrélation entre les valeurs moyennes des profils RBS et 
IMSIL. Par conséquent, on considère que dans le cas de l’implantation d’hydrogène, IMSIL 
reproduit bien la densité moyenne de défauts créés lors de l’implantation. 
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Figure B.2. : Comparaison des profils de défauts simulé par IMSIL et mesuré par RBS (a) 
et relation entre la fraction moyenne d’atome déplacé et la densité moyenne de défaut (b). 
 
4.  Conclusion 
 
Il apparaît que le paramètre pertinent fourni par IMSIL pour quantifier la défectuosité est 
la densité moyenne de défauts. 
La prise en compte de la génération de défauts est limitée par la recombinaison des 
défauts. Cela induira en particulier une erreur non négligeable lors de l’étude de la co-
implantation. En effet, le programme ne prenant pas en compte le recuit dynamique, des 
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Annexe C : Influence de la déformation sur les phonons. 
Cas du Si(100), du Si(110) et du Si1-xGex 
 
L’objectif de cette annexe est de déterminer le lien existant entre le décalage en 
fréquence d’un phonon et la déformation subi par le matériau. Après avoir présenter la théorie 
à permettant de formaliser le phénomène, nous déterminerons les relations liant déformation 
et décalage pour du silicium ayant différentes orientations cristallographiques et pour du Si1-
xGex. 
 
1. Rappels : déformation dans un cristal zinc-blende 
 
Les contraintes induites par l’implantation étant généralement faibles, on considère 
que le matériau reste dans son domaine d’élasticité. 
 
1.1. Déformation et contrainte150 : définitions 
 
Dans un cristal cubique de type zinc-blende, le tenseur des déformations ε, et celui des 
contraintes σ, peuvent s’écrire soit sous forme matricielle ou sous forme vectorielle.  
On choisira par la suite la notation vectorielle. 



















































ε1, ε2 et ε » correspondent aux étirement relatifs des liaisons.  
ε4, ε5 et ε6 correspondent aux distorsions des liaisons (cisaillement). 
 
1.2. Loi de Hooke 
 
Pour un matériau zinc-blende, le tenseur S des constantes élastiques et le tenseur C des 
modules d’élasticité possèdent seulement trois composantes indépendantes. On obtient 
S =
S11 S12 S12 0 0 0
S12 S11 S12 0 0 0
S12 S12 S11 0 0 0
0 0 0 S44 0 0
0 0 0 0 S44 0



















  et  C =
C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0






















La loi de Hooke s’écrit : ε = S ⋅σ  (C.1a), 
          et réciproquement σ = C ⋅ε  (C.1b) 
                                                                                                              CONFIDENTIEL 148
1.3. Changement de base 
 
La contrainte est décomposée en composantes uniaxes dont la direction d’application 
est F . Le tenseur des contraintes peut être facilement obtenu dans la base de l’échantillon 
puis « tourné » dans la base (xyz), grâce à l’expression : σ ij = Fk • i( )Fk • j( )σ
k
∑   (C.2) 
 
2. Notion de matrice dynamique151 
 
Dans une structure diamant et en l’absence de déformation, le phonon optique de 
centre de zone de Brillouin est triplement dégénéré (les modes TO et LO ont la même 
fréquence). 
En présence d’une déformation ε, l’équation dynamique des modes triplement dégénérés en 
q = 0 , s’écrit :  
µ ⋅ Ý  u i = − K ik ⋅ uk
k











  (C.3) 
 avec µ la masse réduite de la liaison considérée 
          Kii
0 la constante de force effective. 
          ui la i
ème composante du déplacement relatif de deux atome au sein de la cellule 
unité. 
 
Le dernier terme de l’équation (C.4) représente la modulation des constantes de force 
par la déformation. En symétrie cubique, ce tenseur possède seulement trois composantes 




1 = µ ⋅ω0
2 ⋅ ˜ K IJ  (C.4) 
 avec ω0 la pulsation du phonon optique considéré. 
 
Dans la base (xyz) des axes cristallographiques, la résolution de l’équation dynamique 
revient à diagonaliser la matrice dynamique suivante : 
ε1 ⋅ ˜ K 11 + ε2 + ε3( )⋅ ˜ K 12 −Ω ˜ K 44 ⋅ε6 ˜ K 44 ⋅ε5
˜ K 44 ⋅ε6 ε2 ⋅ ˜ K 11 + (ε1 + ε3) ⋅ ˜ K 12 −Ω ˜ K 44 ⋅ε4












 avec Ω≅ 2 ⋅
∆ω
ω0
 où ∆ω est le décalage du phonon dû à la déformation 
La diagonalisation de cette matrice fournit :  
- les valeurs propres Ω. Elles fournissent les relations entre le décalage ∆ω du phonon et 
la déformation. 
- Les vecteurs propres : la direction de polarisation du phonon associé à la valeur propre 
correspondante. 
 
Remarque : dans la structure diamant, le repère (xyz) est lié aux axes cristallographiques 
[100], [010] et [001]. 
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3. Cas du Si(100) : déformation bi-axiale suivant [001] 
 
La contrainte est selon les axes cristallographiques [100] et [010]. 
 
3.1. Déformation et contrainte 
 
On se place dans le repère des axes cristallographiques (xyz).  
La déformation bi-axiale s’écrit:  
- une déformation dans le plan : ε// = ε1 = ε2  
- une déformation hors du plan : ε⊥ = ε3 
- pas de cisaillement : ε4 = ε5 = ε6 = 0  
 
La contrainte σ est bi-axiale selon les directions [100]et [010]. Par conséquent, la relation 





























































σ1 =σ 2 =σ






D’après la loi de Hooke, on obtient alors: 






3.2. Décalage et déformation 
 
L’équation séculaire dérivant de la diagonalisation de (C.3), s’écrit alors : 
ε// ⋅ ˜ K 12 + ˜ K 11( )+ ε⊥ ⋅ ˜ K 12 −Ω 0 0
0 ε// ⋅ ˜ K 11 + ˜ K 12( )+ ε⊥ ⋅ ˜ K 12 −Ω 0
0 0 2 ⋅ ˜ K 12 ⋅ε// + ε⊥ ⋅ ˜ K 11 −Ω
= 0 
On obtient alors : 





˜ K 12 + ˜ K 11( )⋅ S11 + S12( )+ 2 ⋅ ˜ K 12 ⋅ S12
S11 + S12
⋅ε//   (C.7) 
- un singulet correspondant au mode LO dans la direction [001] 
∆ωLO =ω0 ⋅
˜ K 12 ⋅ S11 + S12( )+ ˜ K 11 ⋅ S12
S11 + S12
⋅ε//   (C.8) 
 





-1) ˜ K 11 ˜ K 12 ω0 (cm
-1) 
7,39.10-3 -1,918.10-3 0,0125 -1,75 -2,18 521 
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On obtient donc : 
∆ωLO = −815 ⋅ε// (C.9a)






Et pour la relation entre contrainte (en Pa) et déformation, on obtient : 
σ =182,57 ⋅ε//  (C.10) 
 
4. Cas du Si(110) : déformation bi-axiale suivant [110] 
 
La contrainte est selon les axes cristallographiques [1-10] et [001]. 
 
4.1. Déformation et contrainte 
 
4.1.1. Changement de repère 
i. La contrainte 
Dans du Si(110), une déformation bi-axiale n’induit pas une contrainte bi-axiale. Par 
conséquent on définit la contrainte σ[1-10] selon la direction [1-10], et la contrainte σ[001] selon 
la direction [001].  








































































⋅σ 001[ ]  
D’où 




σ 3 =σ 001[ ]













ii. La déformation 
Dans du Si(110), une déformation bi-axiale dans le plan ε// est selon les axes  [1-10] et 
[001], et la déformation hors du plan selon [110].  

















































































































ε1 = ε2 =
1
2
⋅ ε// + ε⊥( )
ε3 = ε//









4.1.2. Relation déformation et contrainte 
 
En utilisant les expressions (C.11) et (C.12) dans la loi de Hooke, on obtient : 
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- Pour la déformation : ε⊥ = −
C11 + 3 ⋅C12 − 2 ⋅C44
C11 + C12 + 2 ⋅C44
⋅ε//  (C.13) 
- Pour la contrainte : 
σ 001[ ] = C11 + C12 −C12 ⋅
C11 + 3 ⋅C12 − 2 ⋅C44













σ 1−10[ ] =
4 ⋅C44 ⋅ C11 + 2 ⋅C12( )










4.2. Décalage et déformation 
 
L’équation séculaire s’écrit alors : 
˜ K 11 + 2 ⋅ ˜ K 12( )⋅ε// + ˜ K 12 ⋅ε⊥ ˜ K 44 ⋅ ε⊥ −ε//( ) 0
˜ K 44 ⋅ ε⊥ −ε//( ) ˜ K 11 + 2 ⋅ ˜ K 12( )⋅ε// + ˜ K 12 ⋅ε⊥ 0
0 0 ˜ K 11 + ˜ K 12( )⋅ε// + ˜ K 12 ⋅ε⊥
= 0  
Sa résolution donne : 
- Pour le phonon TO selon la direction [001] 
∆ωTO 001[ ] =
ω0
2
⋅ K11 ⋅ S12 + K12 ⋅ S11 + S12( )( )⋅σ 1−10[ ] + K11 ⋅ S11 + 2 ⋅K12 ⋅ S12( )⋅σ 001[ ][ ] 
- Pour le phonon TO selon la direction [1-10] 




K11 + K12( )⋅ S11 + S12( )
2
















- Pour le phonon LO selon la direction [110] 




K11 +K12( )⋅ S11 + S12( )
2
















Remarque : la symétrie du Si(110) fait que la dégénérescence du doublet TO est levée. 
 
4.3. Application numérique cas du Si 
 
C11 (Gpa
-) C12 (Gpa) C44 (Gpa) ˜ K 11 ˜ K 12 ω0 (cm
-1) 
165 65 80 -1,75 -2,18 521 
 
On obtient donc : 
- Pour les relations décalages et déformation 
∆ωLO 110[ ] = −582 ⋅ε// (C.15a)
∆ωTO 1−10[ ] = −1141⋅ε// (C.15b)
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- Pour les relations entre contraintes et déformation 
σ 1−10[ ] = 242 ⋅ε// (C.16a)







5. Cas du Si1-xGex : déformation bi-axiale suivant [001] 
 
Les relations sont les mêmes que pour le Si(100). Les différences proviennent : 
- des coefficients élastiques. Ils sont déterminés à partir de ceux du Si et du Ge grâce à 
la loi de Vegaard. 
- La pulsation ω0. On la détermine grâce à la relation permettant de déterminer la 
concentration x en germanium dans un alliage Si1-xGex : 
o Pour le mode Si-Si : ω0
Si−Si x( )= 521− 68 ⋅ x  
o Pour le mode Si-Ge : ω0
Si−Ge x( )= 399,5+14,2 ⋅ x  
o Pour le mode Ge-Ge : ω0
Ge−Ge x( )= 282,5+16 ⋅ x   
 
Application numérique : Cas du phonon LO du mode Si-Si 
On a ∆ωLO x( )= −b x( )⋅ε// . 












0 -1,75 -2,18 7,39.10-3 -1,918.10-
3 
521 815 
20 -1,73 -2,16 7,77. 10-3 -2.10-3 507,4 790 
30 -1,72 -2,15 7,97. 10-3 -2,05.10-3 500,6 778 
40 -1,71 -2,14 8,18. 10-3 -2,1.10-3 493,8 765 
100 -1,65 -2,08 9,73. 10-3 -2,44.10-3   
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Annexe D : Influence de la concentration en germanium sur 
la fréquence de vibration des complexes VHn. 
 
L’objectif de cette annexe est d’expliquer le comportement en fréquence des complexes 
VHn dans le Si1-xGex. Expérimentalement, nous avons constaté que les fréquences de 
vibration se décalaient vers les basses fréquences quand la concentration en germanium 
augmentait. 
Il existe trois techniques principales pour calculer les fréquences de vibration des liaisons 
Si-H (et plus généralement des liaisons entre H et un atome) :  
- Méthode de calcul ab-initio en dynamique moléculaire152 
- Potentiel de Morse et théorie des perturbations aux premier et deuxième ordres153. 
- Modèle de champ de force de valence154 développé par M. Cardona. 
 
Pour cette étude, nous mettrons à profit le modèle phénoménologique développé par M. 
Cardona pour calculer les fréquences de vibration des liaisons Si-H et Ge-H dans les 
matériaux (amorphes ou cristallins) contenant des pores dont la surface est passivée par H. Ce 
modèle l’avantage : 
- d’être parfaitement adapté à nos systèmes, 
- de mettre en évidence simplement les phénomènes physiques en jeu. En effet, les 
autres modèles masquent la physique derrière un formalisme relativement lourd. De 
plus, ce modèle est simple d’utilisation et de mise en œuvre 
 
i. Présentation du modèle du champ de force de valence 
Ce modèle traduit le décalage ∆ω du mode de vibration causé par le champ dépolarisant 
induit par la vibration du dipôle de la liaison Si-H au sein d’une cavité sphérique de rayon 
R155. 








2 ⋅ε + 2
    (D.1)      
avec e* la charge dynamique du dipôle,  
        ε la constante diélectrique du matériau  
        ω0 la position de la bande de vibration pour la molécule libre. 
        mH la masse de l’atome d’hydrogène 
 
Ce modèle a permis, en particulier, de comprendre le comportement en fréquence des 
liaisons Si-H dans les alliages Si1-xCx
153. 
 
ii. Cas de Si : déterminer la charge dynamique pour les différents VHn 
La littérature donne155 : e*(Si-H)= 0,4 e. Cela correspond donc à la charge dynamique du 
complexe VH. Les charges dynamiques des complexes VHn n’ont pas été déterminées car 
seul a-Si a été étudié jusqu’à présent. 
Il a été montré que la charge dynamique diminue quand le nombre d’atomes H dans la 
cavité augmente153. Cet effet provient d’un écrantage, du champ du dipôle formé par une 
liaison Si-H, par les champs induit par les autres dipôles présents dans la cavité.  
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À partir des résultats expérimentaux de Si, nous avons déterminé les valeurs de e* 
correspondant à chaque complexe. Pour cela, nous avons utilisé la relation (D.1) et nous 
avons obtenu : e*(VH)=0,4⋅e           (D.2. (a)) 
e*(VH2)=0,36⋅e (D.2. (b)) 
  e*(VH3)=0,32⋅e (D.2. (c)) 
  e*(VH4)=0,3⋅e  (D.2. (d)) 
 
iii. Adaptation au cas du Si1-xGex 
Quand la concentration en Ge varie :  
- la constante diélectrique et le rayon de la cavité évoluent selon une loi de Vegaard.  
- la charge dynamique varie. 
La charge dynamique dépend de la constante diélectrique, mais la relation n’est pas fixée 
(dépend du modèle, de la technique d’obtention du a-Si, de la composition en H,…). On ne 
peut donc pas la déterminer simplement dans le cas du Si1-xGex. 
 
La charge dynamique du dipôle dépend :  
- de la constante diélectrique de la matrice156. Par conséquent, lors de l’incorporation de 
Ge sa variation doit être liée à celle de ε. 
- du nombre d’atomes dans la cavité (cf. Si au paragraphe précédent).  
Par conséquent, on exprime la charge dynamique dans Si1-xGex comme étant la charge 
dynamique dans Si avec une correction correspondant à la variation de constante diélectrique 
entre Si et Si1-xGex: 
e*(VHn ,Si1−xGex ) = f1 ⋅ (εSi1−xGex −εSi) ⋅ e + e
*(VHn ,Si) avec f1une constante à déterminer. 
Le choix de f1=4/3 permet d’ajuster l’ensemble des résultats obtenus pour SiGe (c’est-à-
dire 12 résultats). Par conséquent : 
e*(VHn ,Si1−xGex ) =
4
3
⋅ (εSi1−xGex −εSi) ⋅ e + e
*(VHn ,Si) (D.3) 
avec e*(VHn,Si) donné par les équations (D.2). 
 
iv. Résultats 
Comme le montre la figure D.1., les positions expérimentales et simulées présentent un 
très bon accord. Ce modèle nous indique que le décalage des bandes VHn avec la 
concentration en germanium est principalement dû à l’augmentation de la constante 
diélectrique moyenne du matériau.   
 
Figure D.1. : évolution des positions expérimentale et théorique des bandes VHn en fonction 
de la concentration en germanium dans la matrice. 
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Résumé 
 
Les phonons étant une sonde particulièrement sensible au désordre créé dans un cristal, la 
spectrométrie Raman!Brillouin a  été  mise  à  profit  pour  étudier  les  défauts  induits par 
l'implantation ionique. L'originalité de cette thèse, par rapport à d'autres études, provient de 
l'utilisation d'ions légers (hydrogène et/ou hélium) pour ipduire l'endommagement dans un 
monocristal de silicium. Ces systèmes implantés,· utilisés par ailleurs dans la fabrication de 
substrats pour la  microélectronique, présentent deux  avantages majeurs pour  des études 
fondamentales : 
Ils sont idéaux pour l'étude  du désordre (suivi progressif de la transition cristal- 
amorphe). Ce faible endommagement se traduit par une lente accumulation des 
défauts ponctuels lorsque la dose d'ions implantés augmente. 
La présence de défauts étendus (bulles de He ou plaquettes de H2)  qui induisent une 
porosité parfaitement contrôlée. 
L'objectif étant de caractériser le désordre atomique, les défauts étendus et la déformation 
induite lors de l'implantation, les phonons optiques (sonde locale) et acoustiques (sonde à 
longue portée) ont été conjointement utilisés. Nous avons ainsi pu mettre en évidence 
l'influence de l'espèce implantée (H par rapport à He), de la co-implantation des deux espèces 
(et   de   leur   ordre   d'implantation),   de   l'orientation   du   substrat   de   silicium   sur 
1'endommagement  (profil et densité de défauts) et la déformation. Nous avons également 
caractérisé la transition cristal-amorphe et les signatures vibratoires des défauts étendus. 
Les  résultats validés dans  le  cas  du  silicium ont  été  étendus aux  alliages silicium- 






Acoustic and optical phonons are very sensitive probes to characterize the disorder 
produced in a crystal. Consequently, Raman/Brillouin spectroscopy was used to study ion 
implantation-induced defects. The interest of this study arises from the fact that only light ions 
(hydrogen and/or helium) were used to induce damage in a perfect silicon single crystal. Such 
implanted systems, also used in the production of microelectronics substrates, exhibit two 
mains advantages for basic research: 
They are ideal candidates to quantif)r defects and to characterize the crystal- 
amorphous transition, thanks to the weak amount of damage and hence to slow and 
progressive defects accumulation with increasing implanted dose. 
The formation of extended defects (He bubbles or H2  platelets), which introduce a 
well-controlled porosity in the materials. 
As the aim is to characterize atomic disorder, extended defects and implantation-induced 
stress, short-range probe optical and long-range probe acoustic phonons were both used. We 
evidenced the influence of the implanted species (hydrogen vs helium), ofthe co-implantation 
and the sequence of the co-implantation, of the substrate orientation on both the implantation 
damage (profile and point defect density) and strain. The crystal-amorphous transition was 
characterized, as weil as the vibration modes related to extended defects. 
The results and methods validated in the case of pure silicon were extended to silicon- 
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