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Abstract
Energy harvesting (EH) in wireless communications has become the focus of recent transmission
technology studies. Herein, energy storage modeling is one of the crucial design benchmarks that
must be treated carefully. Understanding the energy storage dynamics and the throughput levels is
essential especially for communication systems in which the performance depends solely on harvested
energy. While energy outages should be avoided, energy overflows should also be prevented in order
to utilize all harvested energy. Hence, a simple, yet comprehensive, analytical model that can represent
the characteristics of a general class of EH wireless communication systems needs to be established. In
this paper, invoking tools from large deviation theory along with Markov processes, a firm connection
between the energy state of the battery and the data transmission process over a wireless channel is
established for an EH transmitter. In particular, a simple exponential approximation for the energy
overflow probability is formulated, with which the energy decay rate in the battery as a measure of
energy usage is characterized. Then, projecting the energy outages and supplies on a Markov process,
a discrete state model is established and an expression for the energy outage probability for given
energy arrival and demand processes is provided. Finally, under energy overflow and outage constraints,
the average data service (transmission) rate over the wireless channel is obtained and the effective
capacity of the system, which characterizes the maximum data arrival rate at the transmitter buffer
under quality-of-service (QoS) constraints imposed on the data buffer overflow probability, is derived.
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2I. INTRODUCTION
Due to the unprecedented growth in the number of wireless devices and systems, requiring
an ever-increasing amount of energy, research efforts in recent years have focused on more
sophisticated energy management techniques. In particular, energy harvesting (EH) technology
has attracted significant interest from the research community as a means both to reduce the
carbon footprint of communication networks and to provide increased autonomy to wireless
devices [1]–[4]. The challenges in these studies arise from the complexity in modeling practical
energy storage technologies, variable energy consumption patterns, and the stochastic aspects of
natural energy sources, such as wind and solar. Researchers have employed various mathematical
models to study energy storage mechanisms for EH systems. Among these models, queueing-
theoretic energy quantization models [4] are arguably the most common and well-established
ones. These models can reflect the practical characteristics of energy storage systems relatively
accurately, and are generally amenable to mathematical analysis when invoked in communication
systems. Concurrently, understanding the energy consumption profile of wireless devices is also
essential, as the energy retrieval rate from a storage unit may affect the lifetime of a device.
However, while it was relatively easy to model and estimate the energy consumption behavior
of a communication device in the past because mostly the circuit, baseband, radio frequency
and power amplifier components consumed the energy, nowadays it is much more difficult
to accurately understand and model the energy needs of communication devices due to the
ever-increasing complexity of modern devices and applications [5]. Therefore, along with the
introduction of EH wireless communication technology, which relies on environment-friendly
techniques to generate energy from renewable resources, the effective use of the generated
energy to guarantee energy availability when required, led to a paradigm shift in research on
radio resource allocation [6]. Particularly, in addition to spectral efficiency and quality-of-service
(QoS) constraints, economic use of energy has emerged as another requirement. The concern
lies in estimating the periodicity and magnitude of the exploited energy source, deciding which
parameters to tune, and simultaneously avoiding premature energy depletion before the next
recharge cycle [7]. Hence, the goal is to characterize a tradeoff between the performance levels
and lifespan of built-in energy units. This new perspective compels the need to understand energy
storage technologies and the associated performance levels.
3A. Related Work
Since the natural energy sources are stochastic, the power and data management policies in
EH wireless communication systems are different from their counterparts that depend on the
grid energy or non-rechargeable batteries. Moreover, considering a system that has a data buffer
as well as a battery, the optimal control of an EH wireless communication system requires
managing the transmission rate by monitoring both the traffic load and the stored energy, and
respecting the causality constraints in both the data and energy arrivals. The authors in [8] and [9]
controlled the transmit power levels subject to energy storage capacity and causality constraints,
and introduced a directional offline water-filling algorithm that optimizes the delay-constrained
throughput. Separately, the authors in [8] considered a transmitter model with a battery and
a data buffer. Assuming that both data and harvested energy packets randomly arrive at the
data buffer and the battery, respectively, the authors in [10] developed optimal offline scheduling
policies to adaptively change transmission rates under a deterministic system setting. The authors
in [11] and [12] extended this analysis to a transmitter with finite-capacity battery, where the
latter also considered energy leakage at the transmitter. The authors in [13] considered the offline
minimization of transmission completion time in broadcast links under EH constraints.
A hybrid energy storage system model with one unlimited battery and a limited super-capacitor
is considered in [14], where the authors maximize the throughput under a data transmission
deadline constraint. Moreover, having a transmitter utilizing both the harvested energy and the
grid energy, the authors in [15] provided an analysis on the average data queueing delay and the
average power consumption from the grid by formulating the data queueing and energy storage
as a two-dimensional Markov chain. The authors in [16] and the authors in [17] investigated the
effects of decoding and processing costs in one-way and two-way channels, respectively, where
the transmitter needs to adjust its transmission power policies regarding not only its own energy
values but also the receiver’s energy values.
One more fundamental consideration in using certain EH sources, which is different from those
in using non-rechargeable batteries, is the maximum rate at which we can utilize the harvested
energy [18]. Therefore, we have to capture the uncertainty in not only the energy source but also
the consumption. With this motivation in mind, the authors in [19] modeled a battery similarly
to a server with a finite service capacity, and the data packets similarly to customers to be
served, and analyzed the performance using a queueing-theoretic approach. This work is one of
4the earlier attempts to model the battery using queueing theory. Regarding a sensor node as a
paired queueing system with two buffers, one for the accumulated energy and the other for the
arriving data, Cuypere et al. analyzed its performance numerically, and investigated the energy-
information tradeoff [20]. A more comprehensive and practical, yet simple enough, model, which
also takes the variations in harvested energy into consideration, appeared in [18] and [21]. We
can easily incorporate the aforementioned queueing model to a general class of stochastic energy
sources. Bounding the energy arrival from an energy source with lower and upper bounds, and
bounding the energy consumption with an upper bound, they showed that a device can operate
forever as long as it has a storage capacity greater than the total burstiness defined by the
upper and lower bounds [21]. They provided the stability condition such that the average energy
arrival rate is less than or equal to the average energy demanded for consumption. Although
these deterministic bounds provide a framework to study the steady-state behavior of energy
production and consumption processes, they indeed capture the worst-case scenario. Also, these
bounds do not take advantage of the statistical nature of the energy arrival and consumption
processes. Separately, considering statistical bounds, Srivastava et al. invoked large deviation
theory and showed that the energy underflow probability, i.e., the probability that the energy
level in the battery is below a defined threshold, scales exponentially as a function of the battery
size and a constant in the asymptotic regime of large battery size [22]. Finally, the authors in
[23] characterized the average backlog for both constant and random data arrivals at a finite-size
data buffer considering a Bernoulli energy arrival process.
Last but not least, considering a network of energy harvesters, namely energy packet networks
with energy harvesting, the authors in [24] and the ones in [25] invoked a branch of queuing
theory called G-networks and queueing networks with product-form solution, respectively, in
order to compute relevant performance metrics of such networks operating with intermittent
energy. Another research direction in energy harvesting wireless communication headed the
simultaneous wireless information and power transfer. We refer interested readers to [26]–[29].
Finally, we refer to studies where energy harvesting is investigated in multiple-input multiple-
output systems [27], [30]–[32].
B. Contributions
In EH communications, storage modeling is one of the crucial design benchmarks that we
have to treat diligently. Especially in communication systems whose operations depend solely on
5the harvested energy, understanding the storage dynamics becomes fundamental from a design
viewpoint. While a tenable energy storage is of paramount importance for us to avoid energy
outages, preventing energy overflows due to the limited battery size is also necessary in order to
fully utilize the harvested energy. Accordingly, we need a simple, yet comprehensive analytical
model that can encapsulate the characteristics of a generic EH wireless communication system.
In this paper, we introduce an analytical framework that system designers can use in order to
understand the performance levels in a general class of EH communication systems under energy
overflow and outage probability constraints, and QoS requirements. Similarly to [22] and [33],
we take advantage of large deviation theory and Markov processes; however, different from
these studies, we consider simultaneously the energy overflow and outage probabilities in an EH
communication system, and perform the throughput analysis. Specifically, while [22] provides
the energy underflow probability in the battery using large deviation theory , the authors in [33]
maximize the effective capacity under the energy underflow probability constraint. On the other
hand, we formulate the energy overflow probability in the battery as an exponential function
of the battery size by invoking large deviation theory, and the energy outage probability by
employing the Markov process analysis. Particularly, we consider that the transmitter initially
sets a transmission power policy taking into account the energy overflow and outage probability
constraints, and the energy arrival statistics. It sets the transmission rate based on the power
allocation policy. We assume that the transmitter knows the channel statistics, but is unaware of
the instantaneous channel state. Specifically, we have the following contributions:
1) Using large deviation theory and queueing theory, we formulate a simple exponential
approximation for the energy overflow probability, where we characterize the energy decay
rate (i.e., the decay rate of the tail distribution of the stored energy) in the battery as a
measure of energy utilization.
2) Mapping the system evolution to a Markov chain, in which we have one state representing
the energy outage, and other states representing the number of time frames since the last
energy outage event, we provide an expression for the energy outage probability.
3) Under energy overflow and outage constraints, we obtain the average data service rate in
the wireless channel. Subsequently, we identify the effective capacity of the system, which
characterizes the maximum data arrival rate at the transmitter buffer when there are QoS
requirements in the form of constraints on the buffer overflow probability.
6Fig. 1. EH transmitter model consisting of a data buffer and a battery acting as an energy buffer.
Apart from this paper, we invoke large deviation theory and queueing theory in [34], [35],
where we characterize the energy underflow probability. Specifically in this paper, we have a
focus primarily on controlling energy waste and then energy outages under QoS constraints,
whereas in [34], [35], we principally control energy underflows, and hence outages, in commu-
nication settings under stricter QoS constraints, where transmission interruptions are not tolerated
at any time.
The rest of the paper is organized as follows. We introduce the transmission system model
consisting of an EH device, a storage unit, and a data buffer in Section II. We characterize the
energy storage performance measures such as energy overflow and energy outage in Section III.
We provide the throughput analysis in Section IV, i.e., formulate the average data service rate
in the channel in Subsection IV-A and the effective capacity in Subsection IV-B. We present
the numerical results in Section V. Our conclusions are provided in Section VI. We relegate the
proofs to the Appendix.
II. SYSTEM MODEL
We consider a discrete-time system model consisting of two separate queues at the transmitter
corresponding to the energy and data buffers, respectively. Please, see Fig. 1 for an illustration
of the system model. We describe each of these components separately.
A. Energy Harvesting and Storage
We denote the amount of the harvested energy in the ith time frame by u(i) and the amount of
energy demanded for data transmission by p(i) for i = 1, 2, · · · . We assume that u(i) is stochastic
7and varies from one time frame to another, whereas the amount of energy demanded, p(i), is a
stochastic process1, and its parameters2 are pre-determined by the transmitter. When setting p(i),
the transmitter regards certain constraints and performance requirements, e.g., energy overflow
and outage probability constraints, which will be defined below. The energy level in the battery
at the end of the ith time frame, denoted by e(i), i ∈ Z+, is governed by the following update
rule:
e(i) = min{[e(i− 1) + u(i)− p(i)]+, emax}, (1)
where [·]+ , max{0, ·}, emax denotes the battery capacity, and e(0) is the initial energy level
of the battery. As seen from (1), the energy harvested in the ith time frame, u(i), is ready for
consumption in the same time frame. If e(i− 1) + u(i)− p(i) > emax, we will have an energy
overflow in the ith time frame, wasting some of the harvested energy. On the other hand, when
e(i− 1) + u(i) < p(i), we will have an energy outage.
While p(i) is the rate of the energy demanded by the transmitter, the battery may not be
always able to provide energy at this level. When there is enough energy in the battery, i.e.,
e(i−1)+u(i) ≥ p(i), the battery satisfies the energy demand completely. Otherwise, the battery
provides what is left in it for the transmission of data. We denote the actual consumed energy
in the ith time frame by pc(i), where
pc(i) =
p(i), if e(i− 1) + u(i) ≥ p(i),e(i− 1) + u(i), otherwise. (2)
Moreover, because the transmitter cannot spend more energy than what has been generated (i.e.,
energy causality), we have the following causality constraints:
e(0) + U(t) ≥ Pc(t), ∀t, (3)
where U(t) ,
∑t
i=1 u(i) and Pc(t) ,
∑t
i=1 pc(i) are the total energy harvested and consumed
in the first t time frames, respectively. Here, we assume that the transmitter knows the battery
state perfectly.
1One can consider adaptive power control and modulation schemes, where transmitters adjust their power and the data
modulation according to the signal-to-noise ratio at the corresponding receivers. Since the received signal-to-noise ratio at a
receiver is a function of channel fading, the adjusted power levels, hence the energy demands, become stochastic.
2With parameters, we refer to distribution, mean, variance, and maximum and minimum values, etc.
8B. Data Buffer
In the ith frame, a(i) bits of data arrive at the transmitter, and is stored in the transmitter
buffer. The buffer has a capacity of dmax bits, and the number of bits in the buffer in the ith time
frame is d(i). When a packet of data is transmitted and decoded by the receiver correctly, the
data packet is removed from the transmitter buffer, and it is considered to be served. Let s(i)
denote the amount of data served in the ith frame. Assuming that the transmitter sends r(i) bits
over the channel in the ith time frame, we can clearly see that s(i) = r(i) if the receiver is able to
decode the transmitted data, and s(i) = 0 otherwise. In order to ensure the delivery of the data,
we assume that a simple automatic-repeat-request (ARQ) mechanism exists to acknowledge a
successful reception, or to trigger the retransmission of erroneously decoded data. We assume
that the transmitter does not have the channel state information, but knows the channel statistics.
If the number of transmitted bits is smaller than the maximum rate that can be supported by the
channel capacity in the ith time frame, transmission is assumed to be successful; otherwise, a
decoding error occurs.
III. ENERGY STORAGE CHARACTERIZATION
We explore the battery dynamics taking into consideration energy overflows and outages,
and establish limits on the energy overflow and outage probabilities as the statistical battery
(or energy management) constraints. Therefore, observing the structural similarity between a
single server queuing system and the aforementioned storage model, we invoke queueing theory,
large deviations theory [36] and network calculus [37] to understand the energy overflows in
the battery. Then, projecting subsequent energy demands that have been satisfied, and energy
outages on a Markov process, we characterize the energy outage probability.
A. Energy Overflow
We know that given a single service provider, the steady-state queue length tail distribution in
a queueing system with a first in-first out policy, assuming it exists, has a characteristic decay
rate, i.e., the decay rate of the tail probability of the queue [38]. When the queueing capacity
is infinite, we obtain a simple exponential expression for the queue overflow probability (i.e.,
the probability that the queue is greater than a threshold), which is a function of the desired
threshold and the characteristic decay rate. In practical systems, when the queueing capacity
is large, this exponential expression approximates the queue overflow probability very closely.
9Likewise, for the EH transmitter model introduced in Section II, we assume that the battery size
is infinite, i.e., emax =∞, and define the decay rate of the tail distribution of the energy in the
battery as follows.
Definition 1: Given a stationary and ergodic energy arrival process, u(i), and a stationary and
ergodic energy demand process, p(i), under the stability condition3, i.e., Eu [u(i)] < Ep [p(i)],
where E [·] is the expected value operator, the energy decay rate of the battery is defined as
µ , − lim
eth→∞
ln Pr{e ≥ eth}
eth
, (4)
where eth is the desired energy level, and random variable e corresponds to the steady-state
distribution of the energy level in the battery.
The definition of µ in (4) suggests an approximation for the energy overflow probability in the
steady-state given a large battery size4, i.e., Pr{e ≥ eth} ≈ exp
(−µeth). In particular, the energy
decay rate characterizes the exponential decay rate of the tail distribution of the energy level in
the battery, and the exponential approximation holds when we have stationary and ergodic energy
arrival and demand processes [41]. With a large battery size and a target overflow probability,
we can use the energy decay rate, µ, as a tool to identify the probability that the energy level in
the battery is above a defined threshold. The energy decay rate primarily depends on the energy
arrival and demand processes. Large µ refers to an energy demand process that consumes the
stored energy rapidly, while smaller µ means a moderate energy demand process.
For an infinite-size battery the instantaneous energy level is given by e(i) = [e(i−1) +u(i)−
p(i)]+. Moreover, because energy in our model is used for data transmission only, we further
consider a work-conserving energy demand process5 in the following analysis. Hence, noting
3Note that while the energy causality constraint remains between the amount of the accumulated energy and the amount of the
consumed energy, it is assumed that the stability condition, in which the average demanded energy is greater than the average
accumulated energy, exists so that the amount of energy in the battery in the steady-state does not go to infinity; thus, we control
the energy waste. On the other hand, if our primary concern is to control transmission interruptions, we can impose stability
conditions to avoid battery being depleted. In particular, we set E{p(i)} < E{u(i)} as the stability condition, similarly to [22],
[34], [35].
4In certain practical scenarios, the battery capacity can be regarded as infinite with respect to the energy arrival and demand
processes. For example, some transceivers require output power levels on the order of 2 − 100 mW to communicate within
a range of 30 meters, while some solar cells produce 15 mW/cm2 [39], in which case an AAA alkaline battery [40] can be
considered as having a very large capacity that can closely approximate infinite capacity.
5We consider that the transmitter always has data to transmit. Therefore, it consumes a certain amount of energy as long as
there is energy in the battery, and we regard the energy demand process as work-conserving. We have this assumption because
the harvested energy is utilized for data transmission only, and the control of energy overflows and outages becomes important
for an efficient use of the harvested energy when there is data in the transmitter buffer. Otherwise, when there is no data in the
buffer, the transmitter harvests energy until the battery becomes full, and then stops harvesting energy.
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that u(i) and p(i) are independent of each other, we have a unique µ? that satisfies [36, Remark
9.1.2]
Λu(µ
?) + Λp(−µ?) = 0, (5)
where Λu(µ) , limt→∞ 1t lnEu [exp (µU(t))] and Λp(µ) , limt→∞
1
t
lnEp [exp (µP (t))] are the
Ga¨rtner-Ellis limits, and are differentiable for µ ∈ R, when the moment generating functions
Eu [exp (µU(t))] and Ep [exp (µP (t))] exist for t > 0, respectively. U(t) is the cumulative
harvested energy as defined before, and P (t) ,
∑t
i=1 p(i). Noting that (5) holds for any
stationary and ergodic energy arrival and demand processes with finite mean and variance, we
provide the following two cases as examples in order to gain more insights.
1) Constant energy demand: Given an energy arrival process, let us assume that the energy
demanded by the transmitter is constant over time. Then, we can easily find the following relation
for a given energy decay rate, µ: p? = limt→∞ 1tµ lnEu [exp (µU(t))], where p
? is the minimum
constant energy demand such that the steady-state energy overflow probability is Pr{e(i) ≥
eth} ≈ exp
(− µeth) for a given threshold value, eth. In other words, targeting an energy decay
rate, µ, we should have the constant energy demand greater than or equal to p? such that we can
keep the steady-state energy overflow probability less than or equal to exp
( − µeth) for given
eth. We note that keeping the energy demand above p? decreases the energy overflow probability
while it causes an increase in the energy outage probability.
Proposition 1: When the energy decay rate, µ, goes to zero, the minimum constant energy
demand goes to the average energy arrival level, Eu [u(i)]. In particular,
p? = lim
µ→0
lim
t→∞
1
tµ
lnEu [exp (µU(t))] = Eu [u(i)] .
Furthermore, when the energy decay rate, µ, goes to infinity, the minimum constant energy
demand goes to the maximum energy arrival level, max{u(i)}. In particular,
p? = lim
µ→∞
lim
t→∞
1
tµ
lnEu [exp (µU(t))] = max{u(i)}.
Proof : See Appendix A.
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2) Constant energy arrival: Given an energy demand process, let us now assume that the
energy arrival at the battery is constant6 over time. Then, we can easily find the following
relation for a given energy decay rate, µ: u? = − limt→∞ 1tµ lnEp [exp (−µP (t))], where u? is
the maximum constant energy arrival such that the steady-state energy overflow probability is
Pr{e ≥ eth} ≈ exp (−µeth) for given eth. In other words, targeting an energy decay rate, µ, we
should have the constant energy arrival less than or equal to u? such that we can keep the steady-
state energy overflow probability less than or equal to exp
( − µeth). Moreover, it is important
to note that while having the energy arrival below u? decreases the energy overflow probability,
it causes an increase in the energy outage probability.
Proposition 2: When the energy decay rate, µ, goes to zero, the maximum constant energy
arrival approaches the average energy demand, Ep [p(i)]. In particular,
u? = − lim
µ→0
lim
t→∞
1
tµ
lnEp [exp (−µP (t))] = Ep [p(i)] .
Furthermore, when the energy decay rate, µ, goes to infinity, the maximum constant energy
arrival approaches the minimum energy demand, min{p(i)}. In particular,
u? = − lim
µ→∞
lim
t→∞
1
tµ
lnEp [exp (−µP (t))] = min{p(i)}.
Proof : See Appendix B.
Remark 1: Proposition 1 suggests that when the constant energy demand is less than or equal
to the average value of the energy arrival process, energy overflows are inevitable. It also shows
that, as long as the energy demand is greater than or equal to the maximum possible energy
arrival in any time frame, there is no energy overflow in the battery. Likewise, according to
Proposition 2, when the value of a constant energy arrival process is greater than or equal to the
average value of the energy demand process, the energy overflows are imminent, and when the
constant energy arrival is less than or equal to the minimum energy demand, there is no energy
overflow in the battery. Although the statements in Propositions 1 and 2 are rather intuitive, they
are confirmed by the characterization in (5), where we express the probability that the energy
level in the battery is above a defined threshold as an exponential function of the energy decay
6Although energy arrivals in general vary drastically in nature, recalling that our analytical framework works when both energy
arrivals and demands are stochastic, ergodic and stationary processes with finite mean and variance given that the two processes
are independent of each other, we consider a constant energy demand process as an example for mathematical tractability of
(5). We refer interested readers to [42], [43] as well, where a practical sensor node prototype that assumes solar energy to be
constant for optimal event detection probability is considered.
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rate and the defined threshold. In other words, assuming that there is a constant energy demand
while the energy arrival process has a stochastic nature, we can express the energy overflow
probability with an exponential function as long as the constant energy demand is between the
average and maximum values of the energy arrival process. Equivalently, given that there is a
constant energy arrival process while the energy demand process is stochastic, we can express
the energy overflow probability as an exponential function when the constant value of the energy
arrival process is between the minimum and average values of the energy demand process.
B. Energy Outage
Recall that when there is not enough energy in the battery, i.e., when the energy in the battery
is less than what the transmitter demands, an energy outage occurs; the transmitter consumes all
the energy available in the battery, leaving the battery empty. We say that following an energy
outage event, the battery enters state 0. Herein, we define a state spaceW = {0, 1, · · · } consisting
of non-negative integers, where the state w(i) at time i denotes the consecutive number of times
the harvested and stored energy successfully meet the energy demand since the last energy outage
event. More specifically, assume that the ith time frame results in an energy outage, and we have
e(i) = 0; and hence, the battery is in state w(i) = 0. In the subsequent (i + 1)th time frame, if
the harvested energy is greater than the demanded energy, i.e., u(i + 1) ≥ p(i + 1), the battery
enters state w(i+ 1) = 1, and stores the excess energy. However, if u(i+ 1) < p(i+ 1), another
energy outage occurs, and the battery remains in state 0, i.e., w(i+ 1) = 0. Similarly, given that
w(i+ 1) = 1, the transition from state 1 to state 2 occurs when u(i+ 1) + u(i+ 2)− p(i+ 1) ≥
p(i + 2). On the other hand, when u(i + 1) + u(i + 2) − p(i + 1) < p(i + 2), the battery goes
from state 1 to state 0. Similarly, given that w(i+ 2) = 2, the battery transitions to state 3, i.e.,
w(i+ 3) = 3, if u(i+ 1) +u(i+ 2) +u(i+ 3)− p(i+ 1)− p(i+ 2) ≥ p(i+ 3), and w(i+ 3) = 0
otherwise. Generalizing the above observations and considering again an infinite-size battery, we
can state that given w(i+m−1) = m−1, we have w(i+m) = m if ∑i+mj=i+1 u(j) ≥∑i+mj=i+1 p(j),
and w(i+m) = 0 otherwise.
Notice that the battery in state m− 1 for m ∈ {1, 2, · · · } will go to either state m or state 0.
Given that the battery is in state m−1 in the (i+m−1)th time interval, we can express the state
transition probability from state m− 1 to state m for m ∈ {1, 2, · · · }, denoted by qm(i+m), as
qm(i+m) , Pr{w(i+m) = m|w(i+m− 1) = m− 1} (6)
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= Pr{w(i+m) = m|w(i+m− 1) = m− 1, w(i+m− 2) = m− 2, · · · , w(i) = 0} (7)
=
Pr{w(i+m) = m, · · · , w(i) = 0}
Pr{w(i+m− 1) = m− 1, · · · , w(i) = 0} (8)
=
Pr {U(i+m, i) ≥ P (i+m, i), · · · , U(i+ 1, i) ≥ P (i+ 1, i), e(i) = 0}
Pr {U(i+m− 1, i) ≥ P (i+m− 1, i), · · · , U(i+ 1, i) ≥ P (i+ 1, i), e(i) = 0} , (9)
where U(i+ j, i) = U(i+ j)−U(i) and P (i+ j, i) = P (i+ j)−P (i) for j ∈ Z+. The transition
probability from state m−1 to state 0 is 1−qm(i+m). Above, (7) follows from the fact that the
battery being in state m− 1 in the (i+m− 1)th frame has already been in states 0 to m− 2 in
the time frames from the ith to the (i+m− 2)th. This also means that the battery was empty in
the ith time frame, i.e., e(i) = 0. In (8), we invoke Bayes’ theorem. Moreover, since the energy
arrival and demand processes are stochastic and ergodic, we can re-write (9) as
qm =
Pr {U(m) ≥ P (m), · · · , U(1) ≥ P (1)}
Pr {U(m− 1) ≥ P (m− 1), · · · , U(1) ≥ P (1)} (10)
for m ∈ {2, 3, · · · }, and q1 = Pr {u(1) ≥ p(1)}, where the battery is initially empty. Now,
modeling the energy outages and consecutive energy supply guarantees as a Markov process,
we have the state transition diagram given in Fig. 2. Correspondingly, we can write the state
transition matrix as follows:
M =

1− q1 1− q2 · · · 1− qm · · ·
q1 0 · · · 0 · · ·
0 q2 · · · 0 · · ·
...
... . . .
...
...
...
...
0 0 · · · qm · · ·
...
...
...
...
...
...
...
...
...

. (11)
Now, let pi be the vector of steady-state probabilities, i.e., pi = {pi0, pi1, · · · , pim, · · · }T satisfying
pi = Mpi and
∑∞
i=0 pii = 1, where [·]T is the transpose operator. We can notice that the steady-
state probability pi0 gives us the energy outage probability, which is pi0 = 11+∑∞m=1∏mi=1 qi . Having
pi0 and M , we can easily provide the other steady-state probabilities as follows: pik = pik−1qk =
pi0
∏k
i=1 qi =
∏k
i=1 qi
1+
∑∞
m=1
∏m
i=1 qi
for k ∈ {1, 2, · · · }. Recalling that both u(i) and p(i) are stationary
and ergodic, and that the stability condition given in Definition 1 is satisfied, we can show that
pi0 ≥ pi1 ≥ pi2 ≥ · · · ≥ pim ≥ · · · . Furthermore, using (10) and assuming that consecutive energy
arrivals and consecutive energy demands are independent and identically distributed (i.i.d.), we
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Fig. 2. State transition model for the battery.
can employ an inductive method and realize that q1 ≤ q2 ≤ q3 ≤ · · · ≤ qm ≤ · · · , and find an
upper bound on the outage probability as follows:
pi0 =
1
1 +
∑α−1
m=1
∏m
i=1 qi +
∑∞
m=α
∏m
i=1 qi
=
1
1 +
∑α−1
m=1
∏m
i=1 qi +
∏α
i=1 qi
[
1 +
∑∞
m=α+1
∏m
i=α+1 qi
]
≤ 1
1 +
∑α−1
m=1
∏m
i=1 qi +
∏α
i=1 qi
1−qα+1
(12)
for α ∈ {1, 2, · · · }. The upper bound in (12) comes from the fact that ∑∞m=α+1∏mi=α+1 qi ≥∑∞
m=α+1
∏m
i=α+1 qα+1. With increasing α, the bound becomes tighter. Performing the sum in the
denominator in (12) up to a finite number provides us the energy outage probability closely.
IV. TRANSMISSION THROUGHPUT
In this section, we concentrate on the performance levels of the aforementioned EH wireless
communication system. Therefore, we invoke the average data service rate in the wireless channel
and the effective capacity in the data link layer as performance measures. The average data
service rate is defined as the average number of bits the transmitter forwards to the receiver
reliably. On the other hand, the effective capacity is the maximum constant data arrival rate at
the transmitter buffer that the data service process can support under prescribed QoS constraints,
i.e., data buffer overflow and buffering delay violation probability constraints. In the sequel, we
provide expressions for the average data service rate and the effective capacity given a general
class of energy arrival and demand processes, and then exemplify our results by constant energy
demand rate and fixed data transmission rate for a clear presentation of our analysis.
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A. Average Data Service Rate
We assume that the transmitter sets beforehand the energy demand process, p(i), considering
the energy overflow and outage probability constraints. Then, it adjusts the transmission strategy
over the channel, r(i), to maximize the average data service rate. As long as there is no energy
outage, the transmitter does not change the transmission strategy. On the other hand, when there
is an energy outage, the transmitter uses all the available energy in the battery and re-adjusts the
transmission rate according to the available power, again to maximize the average data service
rate7. Although, the transmission rate policy is pre-determined along with the energy demand
policy, it is indeed a function of the available energy in the battery given in (2), and hence
it is stochastic. Another challenge in the wireless medium is the channel fading. When the
transmission is exposed to deep fading in one frame, reliable decoding at the receiver may not
be possible. In other words, if the instantaneous channel capacity falls below the transmission
rate, a transmission outage occurs; that is, the receiver fails to decode the data. Therefore, even
if the desired energy rate is met, a transmission outage may occur due to channel fading.
We consider a block-fading channel model, and assume that the fading coefficient, h(i), stays
constant during one time frame and changes independently from one frame to the next. Now,
given that the transmission power is as given in (2), the instantaneous channel capacity in the
ith time frame is I(i) , N log2
(
1 + |h(i)|
2pc(i)
Nσ2w
)
bits/frame, assuming Gaussian codebooks8 are
employed [44, Ch. 9.1] [45]. N is the number of transmitted symbols in one time frame, which
is assumed to be sufficiently large, and σ2w is the variance of the zero-mean noise in the wireless
channel. If r(i) ≤ I(i), we assume that reliable transmission takes place and the receiver decodes
the data successfully. Otherwise, a transmission outage occurs, and the effective transmission
rate becomes zero. Recalling that s(i) is the data service rate from the buffer in the ith time
frame, we have: s(i) = 0 if r(i) > I(i), and s(i) = r(i) otherwise. Now, we can express the
average data service rate in the steady-state as follows:
savg =Eu(i),p(i) [s(i)] = Eu(i),p(i) [r(i) · 1 [r(i) ≤ I(i)]] = Eu(i),p(i)
[
r(i) · 1 [κ(i) ≤ |h(i)|2]] , (13)
7We assume that the transmitter is aware of the instantaneous battery state. Therefore, it is able to re-adjust its transmission
rate according to the available energy in the battery.
8One can easily adopt practical modulation techniques, e.g., binary phase-shift keying and quadrature amplitude modulations,
into the framework provided in this paper. When practical modulation techniques are employed, one should consider the
instantaneous mutual information between the channel input and output rather than the instantaneous channel capacity. We
note that the instantaneous channel capacity is the maximum mutual information between the channel input and output.
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where κ(i) =
(
2
r(i)
N − 1
)
Nσ2w
pc(i)
, and 1[x] is the indicator function, which is 1 if x is correct,
and 0 otherwise. Noting that the result in (13) is applicable in any setting with stationary and
ergodic energy arrival and demand processes with finite means and variances, we consider the
following specific case with constant energy demand and fixed data transmission rate in order
to gain more insights.
1) Constant energy demand rate and a fixed transmission rate: Given a Rayleigh fading
channel model9, i.e., the absolute power of the channel fading, |h(i)|2, is exponentially distributed
with parameter 1
σ2h
, where σ2h is the variance of the channel fading, let us assume that we have
an energy demand process with constant rate10, i.e., p(i) = p, and p
N
is the average symbol
power. Hence, the consumed energy given in (2) is pc(i) = p if p ≤ ξ(i), and pc(i) = ξ(i)
otherwise, where ξ(i) = e(i − 1) + u(i). Noting that the transmitter knows only the channel
statistics but not its realizations, and that the transmitter sets the transmission rate according to
the available energy, we assume that the data is transmitted at a fixed rate11 as a function of the
consumed energy, i.e., r(i) = g(pc(i)) bits/frame, where g(·) is the pre-determined transmission
rate function, which is monotonically increasing12. Then, we can express the average data service
rate in the steady-state13 as
savg =Eξ(i) [r(i)1 [r(i) ≤ I(i)]] =
∫ ∞
0
r(i) Pr {r(i) ≤ I(i)} fξ(i)(ξ(i))dξ(i) (14)
=
∞∑
m=0
∫ ∞
0
g(pc(i)) Pr {g(pc(i)) ≤ I(i)}Pr{w(i− 1) = m}
× fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i) (15)
=
∞∑
m=0
pim
∫ ∞
0
g(pc(i)) Pr {g(pc(i)) ≤ I(i)} fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i) (16)
9Although the result in (13) and the result in Theorem 1 in the sequel are valid for channel models with arbitrary distributions
with finite mean and variance, we focus on Rayleigh fading due to its practical relevance.
10In order to provide a smooth presentation of the aforementioned framework, we have considered the special case of constant
energy demand rate as an example. However, one easily implement other energy demand policies. For instance, we have
implemented and simulated a water-filling power allocation policy based energy demand policy in [34] under energy underflow
probability constraint. Energy underflow refers to the case the energy level in the battery falls below a certain level.
11Although our framework is good for data transmission settings with varying data traffic rate, we consider a fixed data
transmission rate for mathematical tractability. We refer interested readers to [46] for more details on data traffic types. Voice
and video traffic can be modeled with a constant data service rate.
12We do not define a specific function but consider a general definition for the function that sets the transmission rate. In
other words, g(·) is a matter of system design and may depend on the statistics of the energy demand policy. However, for
instance, one can set g(·) as a linear function of the energy demand or the available energy in the battery.
13After the battery reaches the steady-state, the probability of the battery being in state m in any time frame becomes pim,
as defined in Section III-B, and it does not change with state transitions in the consecutive time frames.
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=
∞∑
m=0
pim
∫ p
0
g(ξ(i)) Pr {g(ξ(i)) ≤ I(i)} fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
+
∞∑
m=0
pim
∫ ∞
p
g(p) Pr {g(p) ≤ I(i)} fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i) (17)
=
∞∑
m=0
pim
∫ p
0
g(ξ(i)) Pr
{
κ(ξ(i)) ≤ |h(i)|2} fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
+
∞∑
m=0
pim
∫ ∞
p
g(p) Pr
{
κ(p) ≤ |h(i)|2} fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i) (18)
=
∞∑
m=0
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
+
∞∑
m=0
pimg(p)e
−κ(p)
σ2
h
∫ ∞
p
fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i) (19)
=
∞∑
m=0
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
+ g(p)e
−κ(p)
σ2
h
∞∑
m=0
pimqm+1 (20)
=
∞∑
m=0
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
+ g(p)e
−κ(p)
σ2
h (1− pi0), (21)
where fξ(i) (ξ(i)) and fξ(i)|w(i−1)=m (ξ(i)|w(i− 1) = m) are the probability density function of
ξ(i), and the conditional probability density function of ξ(i) in the ith time frame, respectively.
In (17), g(p) is the fixed transmission rate when the battery satisfies the constant energy demand
rate, and g(ξ(i)) is the re-adjusted data transmission rate according to the available energy in the
battery when the battery cannot sustain the constant energy demand rate. Moreover, we define
κ(a) ,
(
2
g(a)
N − 1
)
Nσ2w
a
for a ∈ R+. In (15), pim , Pr{w(i − 1) = m} is the probability that
the battery is in state m in the (i− 1)th time frame in the steady-state.
We obtain the average data service rate in (21) for an arbitrary transmission rate; and therefore,
it can be maximized with the appropriate choice of the transmission rate. Particularly, we have
18
the maximized average data service rate as follows:
smaxavg = max
g(p)
{
g(p)e
−κ(p)
σ2
h
}
(1− pi0)
+
∞∑
m=0
pim
∫ p
0
max
g(ξ(i))
{
g(ξ(i))e
−κ(ξ(i))
σ2
h
}
fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i). (22)
Notice that (21) is a sum of infinite number of terms. Therefore, it may be difficult obtain
a closed-form solution. However, we can lower-bound the expression in (21) for any α > 0 as
follows:
savg =g(p)e
−κ(p)
σ2
h (1− pi0) +
∞∑
m=0
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
=g(p)e
−κ(p)
σ2
h (1− pi0) +
α∑
m=0
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
+
∞∑
m=α+1
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
≥g(p)e
−κ(p)
σ2
h (1− pi0) +
α∑
m=0
pim
∫ p
0
g(ξ(i))e
−κ(ξ(i))
σ2
h fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
(23)
The lower bound in (23) converges to the actual average data service rate with increasing
α because the steady-state probability, pii, decreases with the increasing battery state index.
Therefore, we can approximate the average data service rate by taking the sum up to a finite
value. In our simulations, we observe that after α = 100, the average data service rate values do
not change. Herein, one can find the data transfer rate function, g(·), that maximizes the lower
bound similarly as in (22).
B. Effective Capacity
Recall that we store the data arriving at the transmitter in the data buffer before sending
it in frames of N symbols. Therefore, buffer overflow and delay bounds can be addressed by
imposing statistical constraints on the queue length and delay in the buffer. Thus, we set the
effective capacity as the performance measure in order to take into account the data queueing
constraints of the aforementioned delay-limited EH system. We can define the effective capacity
as the maximum constant data arrival rate that a given stochastic service process can support in
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order to satisfy the desired QoS requirements specified by the QoS exponent θ. We can formulate
the effective capacity as [47]
CE(θ) = − lim
t→∞
1
tθ
lnE [exp (−θS(t))] , (24)
where S(t) ,
∑t
i=1 s(i) is the time-accumulated service process, and s(i) is the discrete-
time stationary and ergodic data service process. Notice that limt→∞ 1t lnE [exp (θS(t))] is the
asymptotic log-moment generating function of S(t). Further notice that when θ goes to zero in
limit, i.e., when there are no QoS constraints, the effective capacity in (24) converges to the
average data service rate.
We express the QoS exponent, which describes the decay rate of the tail distribution of the
queue length, d(i), as
θ = − lim
dth→∞
ln Pr{d ≥ dth}
dth
, (25)
where d denotes the steady-state queue length, and Pr{d ≥ dth} is the data buffer overflow proba-
bility for a given threshold dth. Similarly to the approximation of the energy overflow probability,
we can have an exponential approximation also for the data buffer overflow probability when we
have a large data buffer size as follows: Pr{d ≥ dth} ≈ exp(−θdth). We can now easily infer that
larger θ describes stricter QoS requirements because the data buffer overflow probability for a
given threshold decreases with increasing θ, while smaller θ indicates less strict QoS constraints
due to the fact that the data buffer overflow probability increases with decreasing θ.
As seen in (24), the effective capacity depends on the data service process, s(i), and hence,
the data transmission rate in the channel, r(i). Because the transmission rate is a function of
the consumed energy, it is also a function of the energy demand and the energy level in the
battery. Therefore, we can easily see that the effective capacity, which is the maximum data
arrival rate that the service can support under QoS constraints, is affected by the energy arrival
and demand processes. In the following, we provide the effective capacity of the aforementioned
delay-limited wireless EH system.
Theorem 1: The effective capacity of the point-to-point wireless communication system in
which the transmitter performs EH, stores the harvested energy in a battery, and is subject to a
given data QoS exponent, θ, and an energy decay rate, µ, is given as
CE(θ, µ) = − 1
Nθ
ln (χ?) bits/channel use, (26)
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where χ? is the unique real positive root of z(χ), which is defined as
z(χ) = lim
m→∞
[
χm − φ0(−θ)
m∑
n=1
χm−n(1− qn)
n−1∏
j=1
qjφj(−θ)
]
, (27)
where
φ0(θ) =
1
pi0
∞∑
m=0
pimEp(i)
[∫ p(i)
0
[
exp (θg(ξ(i))) Pr
{
κ(ξ(i)) ≤ |h(i)|2}+ Pr{κ(ξ(i)) > |h(i)|2} ]
× fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
]
(28)
and
φj(θ) =
1
qj
Ep(i)
[∫ ∞
p(i)
[
exp (θg(p(i))) Pr
{
κ(p(i)) ≤ |h(i)|2}+ Pr{κ(p(i)) > |h(i)|2} ]
× fξ(i)|w(i−1)=j−1(ξ(i)|w(i− 1) = j − 1)dξ(i)
]
(29)
for j ∈ {1, · · · }, where the buffer size, dth, is large. Recall that pc(i) = ξ(i) = e(i − 1) + u(i)
when e(i− 1) + u(i) < p(i) and pc(i) = p(i) when e(i− 1) + u(i) ≥ p(i). Moreover, an upper
bound to the effective capacity is given by CE(θ, µ) = − 1Nθ ln (χ?) ≤ − 1Nθ ln (χ?α), where χ?α
is the unique real positive root of z?(χα), defined as
z?(χα) =(χα)
α − φ0(−θ)
α∑
n=1
(χα)
α−n(1− qn)
n−1∏
j=1
qjφj(−θ). (30)
The aforementioned upper bound converges to the effective capacity as α is increased.
Proof : See Appendix C.
1) Constant energy demand rate and fixed transmission rate: Let us consider the channel and
transmission settings described in Section IV-A1. Then, we can express the moment generating
functions in (28) and (29) as follows:
φ0(θ) =
1
pi0
∞∑
m=0
pim
∫ p
0
[
exp (θg(ξ(i))) exp
(
−κ(ξ(i))
σ2h
)
+ 1− exp
(
−κ(ξ(i))
σ2h
)]
× fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i),
and φj(θ) = exp (θg(p)) exp
(
−κ(p)
σ2h
)
+ 1− exp
(
−κ(p)
σ2h
)
, respectively.
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V. NUMERICAL RESULTS
We substantiate our theoretical results with numerical demonstrations. In the following, we
initially show results regarding the battery constraints, i.e., the energy overflow and outage
probabilities. Particularly, we compare the theoretical approximations with finite-size and infinite-
size battery simulations. Then, we plot the average data service rate as a function of the energy
decay rate, µ. Finally, we have the effective capacity results under QoS constraints with different
energy arrival processes.
A. Energy Overflow and Outage Probabilities
We model the energy arrival process using a Weibull distribution, which is widely employed in
the wind industry as the preferred approach for modeling the wind speed for energy assessment
due to its high versatility, flexibility, and accuracy for describing the wind speed variations
[48]. Hence, we have the following probability density function for the energy arrival samples
for u ≥ 0: fu(u) = kλ
(
u
λ
)k−1
exp
(
− (u
λ
)k), where k and λ are shape and scale parameters,
respectively. We also note that we employ i.i.d. energy samples. In Fig. 3(a), we set the desired
energy overflow probability to Pr{e ≥ emax} = 10−4 for a threshold value of emax = 500 energy
units. Then, using the exponential approximation, i.e., Pr{e ≥ eth} ≈ exp(−µeth), we find µ =
0.0184. We initially plot the energy overflow probability using the exponential approximation,
and then compare it with the simulation results where we obtain the energy overflow probability
with an infinite-size battery and a finite-size battery with emax = 500 units. In the simulations,
we have k = 5 and λ = 2 for the shape and scale parameters, respectively. We further run an
energy demand process with constant rate that provides the equality in (5) for desired µ and
is greater than the average energy arrival rate in order to guarantee the stability of the battery.
However, one can implement the simulations with varying energy demand rates as long as (5)
is provided and the stability condition, i.e., Eu [u(i)] < Ep [p(i)], is guaranteed. The energy
overflow probability approximation captures the simulation performances with the infinite-size
and finite-size batteries very closely, while the energy overflow probability with the finite-size
battery is less than the approximation for threshold values close to the battery size. However,
we can accurately approximate the energy overflow probability for threshold values less than
the battery size. Our approximation matches the finite-size battery simulations very closely for
energy threshold values up to 80% of the battery capacity, which is 400 energy units in our
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(a) Energy overflow probability, Pr{e ≥ eth},
vs. energy threshold, eth.
(b) Energy outage probability, pi0, vs. energy
decay rate, µ (dB).
Fig. 3. Energy overflow and energy outage probabilities.
simulations. In a real setting, one should not charge a battery completely but up to 80% in order
to improve the battery life-span and the energy efficiency [49], [50].
In Fig. 3(b), we plot the energy outage probability, pi0 in (12), as a function of the energy
decay rate, µ, for different scale parameters, λdB = 10 log10
λ
Nσ2w
= 5, 4 and 3 dB, when the
shape parameter is k = 1. Note that the mean value of the Weibull distribution is λΓ(1 + 1/k),
where Γ(·) is the Gamma function. So, λ becomes the average energy arrival rate when k = 1.
If we use all the energy for data transmission, we can consider λdB as the average signal-to-
noise ratio in the channel. In addition, given the energy decay rate, we determine the constant
energy demand rate. Particularly, given that the energy packets arriving at the battery are i.i.d.,
the constant energy demand rate is p = 1
µ
lnEu [eµu] = 1µ ln
(
1
1−λµ
)
for 0 < µ < 1
λ
. Notice that
when µ goes to zero, p approaches the average energy arrival rate, λ, whereas when µ goes to 1
λ
,
p approaches infinity. Therefore, the outage probability becomes 1 once µ is greater than 1
λ
for
a given energy arrival process with the aforementioned distribution, which is displayed in Fig.
3(b). We can also infer that the energy outage probability goes to 1 when we consume the energy
in the battery faster, i.e., as µ increases. The black dashed vertical lines in Fig. 3(b) indicate the
energy decay rate above which the constant energy demand rate is infinite for the defined energy
arrival process, i.e., p = ∞. Therefore, when the energy storage conditions are stricter, energy
demand processes without a constant rate should be favored. However, having a transmission
system with varying transmission power capability leads to complexity in the transmitter design
and a large number of calculation steps during data transmission. Furthermore, having an energy
decay rate (or an energy overflow probability for a fixed battery threshold), we can infer from the
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(a) AWGN channel. (b) Rayleigh channel.
Fig. 4. Average data service rate, savg, vs. energy decay rate, µ, with different average energy arrivals, i.e., λdB = 5, 4 and 3
dB.
results that with the increasing scale parameter in the energy arrival process, the energy outage
probability increases, which is due to the increased scattering in the probability distribution of
the energy arrival samples with the increasing scale parameter.
B. Average Data Service Rate
In Fig. 4(a) and Fig. 4(b), we plot the average data service rate, savg, as a function of the
energy decay rate, µ, in AWGN and Rayleigh fading channels, respectively, given that we have
an energy demand process with constant rate, and a constant transmission rate policy. In the
case of an AWGN channel, we have a constant, unit-valued channel gain. Since the channel
does not change, we set the transmission rate equal to the instantaneous mutual information, i.e.,
r(i) = g(p) = N log2
(
1 + p
Nσ2w
)
, when the power demand is satisfied. On the other hand, the
transmission rate is set to r(i) = g(ξ(i)) = N log2
(
1 + ξ(i)
Nσ2w
)
when there is a power outage.
Notice that s(i) is always equal to r(i), i.e., s(i) = r(i), because there is no transmission
outage since r(i) = I(i). When we have Rayleigh fading with unit variance, i.e., σ2h = 1,
we choose the transmission rate in a way to maximize the average data service rate in the
corresponding time frame, i.e., r(i) = arg maxg(p){g(p) exp(κ(p))} when the battery sustains the
energy demand or r(i) = arg maxg(ξ(i)){g(ξ(i)) exp(κ(ξ(i)))} when there is an energy outage,
where κ(a) =
(
2
g(a)
N − 1
)
Nσ2w
ξ(i)
for a ≥ 0. Note that exp(κ(a)) is the probability that the data
transmission is successful in the corresponding time frame. The time frames are equal to 100
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channel uses, i.e., N = 100. For both channels, we again obtain results14 with different scale
parameters. We observe that increasing battery overflow constraints above certain values causes
a sharp decrease in the average data service rate. Noting that the black dashed vertical lines
indicate the energy decay rate above which the constant energy demand rate is infinite for the
defined energy arrival process, i.e., the transmitter consumes the energy packets in the time frame
they arrive at the battery when µ ≥ 1
λ
, the average data service rate becomes constant for µ ≥ 1
λ
.
C. Effective Capacity
In Fig. 5(a) and Fig. 5(b), we plot the effective capacity, CE(θ, µ), versus the energy decay rate,
µ, in AWGN and Rayleigh fading channels, respectively, again for energy processes with different
average values. We further set the QoS exponent to θ = 0.1. Similar to the results in Fig. 4(a), the
effective capacity of AWGN channels increases with decreasing µ as seen in Fig. 5(a), whereas
unlike the results in Fig. 4(b), the effective capacity of Rayleigh fading channels rises with µ up
to a certain value, and then it starts decreasing until µ reaches 1
λ
as seen in Fig. 5(b). The only
concern in AWGN channel is the energy outages, and the frequency of energy outages decreases
with the decreasing energy demand rate, i.e., decreasing µ. The effective capacity increases with
decreasing µ in AWGN channel because the service process becomes more deterministic. On
the other hand, there are two concerns in Rayleigh fading channel, namely, transmission outages
and energy outages. While the frequency of energy outages decreases with decreasing µ, the
occurrence of transmission outages increases with decreasing µ, and hence the effective capacity
decreases. With increasing µ, the energy outages become dominant; as a result, the transmitter
cannot take advantage of higher channel fading gains when there is possibly very little energy in
the battery. Therefore, the effective capacity first increases and then decreases with increasing µ.
Recall that when µ ≥ 1
λ
, the transmitter utilizes the energy packets as soon as they arrive at the
battery. Specifically, when the buffer overflow concerns are of importance in data transmission
with an energy demand process with constant rate, it is strategic to set the average transmission
power to the average energy arrival rate in AWGN channels, while it is necessary to set to a value
that is greater than the average energy arrival rate in Rayleigh fading channels. Subsequently in
Fig. 6(a) and Fig. 6(b), keeping the average energy arrival rate fixed at λdB = 5 dB, we plot the
14Here, we simulate the energy arrivals and the channel fading gains with respect to their distributions assuming that Gaussian
codebooks are employed. However, one can do simulations considering practical modulation techniques and their corresponding
instantaneous mutual information values given the channel conditions.
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(a) AWGN channel. (b) Rayleigh channel.
Fig. 5. Effective capacity vs. energy decay rate, µ, with different average energy arrivals, i.e., λdB, 4 and 3 dB.
effective capacity versus the energy decay rate for different QoS exponents, e.g., θ = 0.09, 0.10
and 0.11. We can see that the QoS exponent does not impact the range of the energy decay rate,
while it affects the performance levels substantially. We can remark that if the battery conditions
are not very strict, we can increase the effective capacity by minimizing the energy decay rate
in AWGN channels even though it will cause an increase in energy overflow probability. In
Rayleigh fading channels, by setting the energy decay rate to a value between zero and 1
λ
, we
can increase the effective capacity even though the average data service rate in Rayleigh fading
channels is maximized when the energy decay rate is minimized as seen in Fig. 6(b). Depending
on the transmission objective, a system designer can opt for an energy consumption and battery
sustaining policy. One additional note is that when we compare the results in Fig. 4(a) and Fig.
4(b) with the results in Fig. 5(a) and Fig. 5(b), we see a significant difference in performance
levels of the average data service rate and the effective capacity. In other words, the service rate
in the wireless channel from the transmitter to the receiver is much greater than the data arrival
rate at the transmitter. This is because of the scattering in the data service rates that follows due to
the energy outages and the transmission outages. More specifically, if there are no random energy
outages and random transmission outages, the data arrival rate at the transmitter buffer will be
equal to the constant transmission rate in the channel. Moreover, if we are to operate under data
buffering constraints in Rayleigh channels, we need to have a moderate energy demand process.
Otherwise, we can maximize the average data service rate by decreasing µ.
Remark 2: Different from the existing effective capacity studies in wireless fading channels, for
instance see [51]–[56], that invoke average and/or peak average power constraints, we do not have
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an energy source that provides guaranteed energy levels when needed, and due to the stochastic
nature of the energy source, we rather employ the energy overflow and outage probability
constraints in the battery. We further provide the effective capacity performance analysis as a
function of the energy decay rate but not the signal-to-noise ratio since the energy decay rate is a
tool that captures the balance between the energy overflow and outage probabilities, i.e., smaller
energy decay rate implies increased energy overflow probability and decreased energy outage
probability whereas higher energy decay rate indicates decreased energy overflow probability
and increased energy outage probability.
VI. CONCLUSION
We have considered an energy harvesting transmitter equipped with a rechargeable battery
and a data buffer. We have assumed that the transmitter harvests energy in random amounts and
stores it in its battery, while the data also arrives at the data buffer in a random manner. We
have provided a methodology to derive the relationship between the energy arrival and energy
demand processes, and its impact on the throughput performance. We have initially approximated
the energy overflow probability in the battery as an exponential function using tools from large
deviation theory. Subsequently, projecting the energy availability at the battery on a Markov
process, we have obtained the energy outage probability in the battery. Then, under the energy
overflow and outage constraints, we have characterized the average data service rate over the
wireless channel and the effective capacity in the data buffer under QoS constraints. We have
substantiated our analytical results by numerical simulations considering AWGN and Rayleigh
fading channels. Our results show that a strategy that stores the harvested energy and utilizes
it regarding energy overflow and outage constraints results in better performance levels when
compared to a strategy that consumes energy as soon as it is harvested. Finally, our results reveal
that a strategy that saves energy as much as possible and avoids energy outages completely
does not yield the maximum throughput performance under QoS constraints in Rayleigh fading
channels. However, a strategy that consumes energy neither moderately nor greedily results in
the maximum effective capacity performance.
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(a) AWGN channel. (b) Rayleigh channel.
Fig. 6. Effective capacity vs. energy decay rate, µ, with different data transmission delay constraints, i.e., θp.
APPENDIX
A. Proof of Proposition 1
When the energy decay rate, µ, goes to zero, the minimum constant energy demand rate goes
to the average energy arrival rate. In particular,
p? = lim
µ→0
1
µ
Λu(µ) = lim
µ→0
lim
t→∞
1
µt
lnEu
[
exp
(
µ
t∑
i=1
u(i)
)]
= Eu
[
u(i)
]
+ lim
µ→0
µ
2tk
σ2tk = Eu
[
u(i)
]
, (31)
where tk is a large positive integer and σ2tk is the variance of
∑tk
i=1 u(i) [57, Section III].
When the decay rate, µ, goes to infinity, the minimum constant energy demand rate approaches
the maximum energy arrival rate, i.e., p? = max{u(i)} = umax. Noting that the limit when µ
goes to infinity exists uniformly for any given t > 0, we can again show this by exchanging the
limits by invoking [58, Theorem 1]. Specifically,
p? = lim
µ→∞
lim
t→∞
1
µt
lnEu
[
exp
(
µ
t∑
i=1
u(i)
)]
= lim
t→∞
1
t
lim
µ→∞
1
µ
lnEu
[
exp
(
µ
t∑
i=1
u(i)
)]
(32)
= lim
t→∞
1
t
lim
µ→∞
1
µ
ln
(
Pr{U(t) = t · umax} exp (µtumax)
)
(33)
= lim
t→∞
1
t
lim
µ→∞
1
µ
ln
(
exp (µtumax)
)
= lim
t→∞
1
t
(tumax) = umax. (34)
In (32), the first limit goes to t · umax for given t, and is primarily affected by the distribution
of the energy arrival process [59].
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B. Proof of Proposition 2
The proof of the proposition is similar to the proof in Appendix A.
C. Proof of Theorem 1
In [36, Chap. 7, Example 7.2.7], it is shown for Markov modulated processes that Λ(θ)
θ
=
1
θ
ln sp{MΦ(θ)} = 1
θ
ln sp{Υ(θ)} where sp{Υ(θ)} is the spectral radius of the matrix Υ(θ) =
M×Φ(θ); M is the transition matrix of the underlying Markov process and Φ(θ) = diag{φ0(θ), · · · , φm−1(θ)}
is a diagonal matrix; components of which are the moment generating functions of the processes
in m states. We can see the rates (number of bits leaving the queue, s(i)) supported by the above
channel model with the state transition model described in Section III-B as a Markov modulated
process, and hence we can apply the setup considered in [36] immediately in our setting. Given
that the battery moves to state 0 from any state, we have s(i) = r(i) bits served from the data
buffer in state 0 if r(i) ≤ I(i) in the ith time frame. Otherwise, the effective transmission rate
is zero, i.e., s(i) = 0. Then, we have the following moment generating function in state 0:
φ0(θ) =E [exp (θs(i)) |w(i) = 0] = E [exp (θr(i)1 [r(i) ≤ I(i)]) |w(i) = 0] (35)
=E
[
exp (θr(i)) Pr {r(i) ≤ I(i)}+ Pr {r(i) > I(i)} |w(i) = 0
]
(36)
=
1
pi0
Ep(i)
[∫ p(i)
0
[
exp (θg(ξ(i))) Pr {g(ξ(i)) ≤ I(i)}+ Pr {g(ξ(i)) > I(i)}
]
fξ(i)(ξ(i))dξ(i)
]
=
1
pi0
∞∑
m=0
pimEp(i)
[∫ p(i)
0
[
exp (θg(ξ(i))) Pr {g(ξ(i)) ≤ I(i)}+ Pr {g(ξ(i)) > I(i)}
]
× fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
]
=
1
pi0
∞∑
m=0
pimEp(i)
[∫ p(i)
0
[
exp (θg(ξ(i))) Pr
{
κ(ξ(i)) ≤ |h(i)|2}+ Pr{κ(ξ(i)) > |h(i)|2} ]
× fξ(i)|w(i−1)=m(ξ(i)|w(i− 1) = m)dξ(i)
]
. (37)
Because the battery moves into state 0 when the amount of energy in the battery is less than
what the transmitter demands, i.e., e(i − 1) + u(i) < p(i), the integral is taken from 0 to p(i).
The expression in (37) converges to a finite value with the increasing number of summands.
Regarding the convergence, we refer to the methodology provided in Section IV-A1. Hence, it
is enough to obtain a sum up to a certain value of m. Similarly, given that the battery is in state
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j − 1 in the (i − 1)th time frame and that it enters state j in the ith time frame, we have r(i)
bits served in state j if r(i) ≤ I(i) and zero otherwise. Hence, we have the moment generating
function in state j as follows:
φj(θ) = E [exp (θs(i)) |w(i) = j] = E [exp (θr(i)1 [r(i) ≤ I(i)]} |w(i) = j] (38)
=E
[
exp (θr(i)) Pr {r(i) ≤ I(i)}+ Pr {r(i) > I(i)} |w(i) = j
]
(39)
=
1
pij
Ep(i)
[∫ ∞
p(i)
[
exp (θg(p(i))) Pr
{
κ(p(i)) ≤ |h(i)|2}+ Pr{κ(p(i)) > |h(i)|2} ]fξ(i)(ξ(i))dξ(i)]
=
pij−1
pij
Ep(i)
[∫ ∞
p(i)
[
exp (θg(p(i))) Pr
{
κ(p(i)) ≤ |h(i)|2}+ Pr{κ(p(i)) > |h(i)|2} ]
× fξ(i)|w(i−1)=j−1(ξ(i)|w(i− 1) = j − 1)dξ(i)
]
(40)
=
1
qj
Ep(i)
[∫ ∞
p(i)
[
exp (θg(p(i))) Pr
{
κ(p(i)) ≤ |h(i)|2}+ Pr{κ(p(i)) > |h(i)|2} ]
× fξ(i)|w(i−1)=j−1(ξ(i)|w(i− 1) = j − 1)dξ(i)
]
, (41)
where the battery moves into state j when the amount of energy in the battery is greater than or
equal to what the transmitter demands, i.e., e(i−1)+u(i) ≥ p(i), the integral is taken from p(i)
to infinity. In addition, we observe that Υ(θ) is the Leslie matrix [60]. Hence, the characteristic
function of Υ(−θ) is given in (27).
In order to analyze the roots of z(χ), we invoke the following theorem:
Theorem 2 (Cauchy’s Theorem): Let z(χ) = χn − b1χn−1 − · · · − bn, where all the numbers
bi are non-negative and at least one of them is non-zero. The polynomial z(χ) has a unique
positive root χ∗, and the absolute values of the other roots do not exceed χ∗ [61].
Note that z(χ) in (27) has coefficients that are non-negative, and at least one of them is
non-zero. Therefore, there is one unique real positive root of z(χ), denoted by χ?, which gives
us the spectral radius of Υ(−θ).
We know from [60, Corollary 8.1.20] that any principal sub-matrix of Υ(−θ), which is
denoted by Υ̂(−θ), has a spectral radius less than or equal to the spectral radius of Υ(−θ),
i.e., sp{Υ̂(−θ)} ≤ sp{Υ(−θ)} because Υ(−θ) is non-negative matrix. Particularly, truncating
the matrix, Υ(−θ), to a finite size matrix Υα(−θ), i.e., from row number 1 to row number α
and from column number 1 to column number α, we will obtain an upper bound to the effective
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capacity, because sp{Υα(−θ)} ≤ sp{Υ(−θ)} and −1θ ln sp{sp{Υα(−θ)}} ≥ −1θ ln sp{Υ(−θ)}.
Hence, we reach the expression in (30), which is the characteristic function of Υα(−θ). Moreover,
by increasing the truncated matrix size, the upper bound converges to the effective capacity. We
can show this by noting that any defined truncated matrix is a principal sub-matrix of a bigger
truncated matrix following the aforementioned definition of the truncated matrix.
REFERENCES
[1] S. Ulukus, A. Yener, E. Erkip, O. Simeone, M. Zorzi, P. Grover, and K. Huang, “Energy harvesting wireless communica-
tions: A review of recent advances,” IEEE J. Sel. Areas Commun., vol. 33, no. 3, pp. 360–381, March 2015.
[2] O. Ozel, K. Tutuncuoglu, S. Ulukus, and A. Yener, “Fundamental limits of energy harvesting communications,” IEEE
Commun. Mag., vol. 53, no. 4, pp. 126–132, April 2015.
[3] D. Gunduz, K. Stamatiou, N. Michelusi, and M. Zorzi, “Designing intelligent energy harvesting communication systems,”
IEEE Commun. Mag., vol. 52, no. 1, pp. 210–216, January 2014.
[4] N. Tadayon, S. Khoshroo, E. Askari, H. Wang, and H. Michel, “Power management in smac-based energy-harvesting
wireless sensor networks using queuing analysis,” Elsevier J. Netw. Comput. Applicat., vol. 36, no. 3, 2013.
[5] A. Rice and S. Hay, “Measuring mobile phone energy consumption for 802.11 wireless networking,” Elsevier Pervasive
Mobile Comput., vol. 6, no. 6, pp. 593–606, 2010.
[6] I. Ahmed, M. M. Butt, C. Psomas, A. Mohamed, I. Krikidis, and M. Guizani, “Survey on energy harvesting wireless
communications: Challenges and opportunities for radio resource allocation,” Elsevier Computer Networks, vol. 88, 2015.
[7] S. Sudevalayam and P. Kulkarni, “Energy harvesting sensor nodes: Survey and implications,” IEEE Commun. Surveys
Tuts., vol. 13, no. 3, pp. 443–461, 2011.
[8] O. Ozel, K. Tutuncuoglu, J. Yang, S. Ulukus, and A. Yener, “Transmission with energy harvesting nodes in fading wireless
channels: Optimal policies,” IEEE J. Sel. Areas Commun., vol. 29, no. 8, pp. 1732–1743, September 2011.
[9] C. K. Ho and R. Zhang, “Optimal energy allocation for wireless communications with energy harvesting constraints,”
IEEE Trans. Signal Process., vol. 60, no. 9, pp. 4808–4818, September 2012.
[10] J. Yang and S. Ulukus, “Optimal packet scheduling in an energy harvesting communication system,” IEEE Trans. Commun.,
vol. 60, no. 1, pp. 220–230, January 2012.
[11] K. Tutuncuoglu and A. Yener, “Optimum transmission policies for battery limited energy harvesting nodes,” IEEE Trans.
Wireless Commun., vol. 11, no. 3, pp. 1180–1189, March 2012.
[12] B. Devillers and D. Gunduz, “A general framework for the optimization of energy harvesting communication systems with
battery imperfections,” Commun. Netw., vol. 14, no. 2, pp. 130–139, April 2012.
[13] M. A. Antepli, E. Uysal-Biyikoglu, and H. Erkal, “Optimal packet scheduling on an energy harvesting broadcast link,”
IEEE J. Sel. Areas Commun., vol. 29, no. 8, pp. 1721–1731, September 2011.
[14] O. Ozel, K. Shahzad, and S. Ulukus, “Optimal scheduling for energy harvesting transmitters with hybrid energy storage,”
in IEEE Int. Symp. Inform. Theory (ISIT), July 2013, pp. 1784–1788.
[15] J. Liu, H. Dai, and W. Chen, “Delay optimal scheduling for energy harvesting based communications,” IEEE J. Sel. Areas
Commun., vol. 33, no. 3, pp. 452–466, March 2015.
[16] A. Arafa and S. Ulukus, “Optimal policies for wireless networks with energy harvesting transmitters and receivers: Effects
of decoding costs,” IEEE J. Sel. Areas Commun., vol. 33, no. 12, pp. 2611–2625, December 2015.
31
[17] A. Arafa, A. Baknina, and S. Ulukus, “Energy harvesting two-way channels with decoding and processing costs,” IEEE
Transactions on Green Communications and Networking, vol. 1, no. 1, pp. 3–16, March 2017.
[18] A. Kansal, J. Hsu, S. Zahedi, and M. B. Srivastava, “Power management in energy harvesting sensor networks,” ACM
Trans. Embed. Comput. Syst., vol. 6, no. 4, September 2007.
[19] B. Prabhu, A. Chockalingam, and V. Sharma, “Performance analysis of battery power management schemes in wireless
mobile devices,” in IEEE Wireless Commun. Netw. Conf. (WCNC), vol. 2, March 2002, pp. 825–831.
[20] E. De Cuypere, K. De Turck, and D. Fiems, “Stochastic modelling of energy harvesting for low power sensor nodes,” in
Int. Conf. Queueing Theory Network Applicat., 2012, pp. 1–6.
[21] A. Kansal, D. Potter, and M. B. Srivastava, “Performance aware tasking for environmentally powered sensor networks,”
SIGMETRICS Perform. Eval. Rev., vol. 32, no. 1, pp. 223–234, Jun. 2004.
[22] R. Srivastava and C. E. Koksal, “Basic performance limits and tradeoffs in energy-harvesting sensor nodes with finite data
and energy storage,” IEEE/ACM Trans. Netw., vol. 21, no. 4, pp. 1049–1062, 2013.
[23] R. Jia, J. Zhang, P. Liu, X.-Y. Liu, X. Gan, and X. Wang, “Data backlog analysis in energy harvesting communication
systems,” IEEE Access, vol. 5, pp. 5702–5712, May 2017.
[24] E. Gelenbe and E. T. Ceran, “Energy packet networks with energy harvesting,” IEEE Access, vol. 4, pp. 1321–1331, 2016.
[25] Y. M. Kadioglu and E. Gelenbe, “Product-form solution for cascade networks with intermittent energy,” IEEE Systems
Journal, no. 99, pp. 1–10, 2018.
[26] H.-V. Tran, G. Kaddoum, and K. T. Truong, “Resource allocation in swipt networks under a nonlinear energy harvesting
model: Power efficiency, user fairness, and channel nonreciprocity,” IEEE Transactions on Vehicular Technology, vol. 67,
no. 9, pp. 8466–8480, 2018.
[27] L. Zhao and X. Wang, “Massive mimo downlink for wireless information and energy transfer with energy harvesting
receivers,” IEEE Transactions on Communications, vol. 67, no. 5, pp. 3309–3322, May 2019.
[28] Y. Hu, Y. Zhu, M. C. Gursoy, and A. Schmeink, “Swipt-enabled relaying in iot networks operating with finite blocklength
codes,” IEEE Journal on Selected Areas in Communications, vol. 37, no. 1, pp. 74–88, 2018.
[29] H. Tran and G. Kaddoum, “Robust design of ac computing-enabled receiver architecture for swipt networks,” IEEE Wireless
Communications Letters, pp. 1–1, 2019.
[30] H. Al-Hraishawi and G. A. Aruma Baduge, “Wireless energy harvesting in cognitive massive mimo systems with underlay
spectrum sharing,” IEEE Wireless Communications Letters, vol. 6, no. 1, pp. 134–137, Feb 2017.
[31] T.-D. Le, G. Kaddoum, and O.-S. Shin, “Joint channel resources allocation and beamforming in energy harvesting systems,”
IEEE Wireless Communications Letters, vol. 7, no. 5, pp. 884–887, 2018.
[32] T. A. Le and H. Y. Kong, “Energy harvesting relay-antenna selection in cooperative mimo/noma network over rayleigh
fading,” Wireless Networks, Jun 2019. [Online]. Available: https://doi.org/10.1007/s11276-019-02051-1
[33] H. Zhang, Q. Du, P. Ren, and L. Sun, “Joint battery-buffer sustainable guarantees in energy-harvesting enabled wireless
networks,” in Global Communications Conference (GLOBECOM), 2015 IEEE. IEEE, 2015, pp. 1–6.
[34] S. Akın, “Energy harvesting communications under energy underflow constraints,” IEEE Communications Letters, vol. 21,
no. 12, pp. 2646–2649, 2017.
[35] ——, “Energy management in wireless communications with energy storage imperfections,” in 2018 30th International
Teletraffic Congress (ITC 30), vol. 2. IEEE, 2018, pp. 13–18.
[36] C.-S. Chang, Performance Guarantees in Communication Networks. Springer-Verlag, 2000.
[37] Y. Jiang and Y. Liu, Stochastic network calculus. Springer, 2008.
[38] C.-S. Chang, P. Heidelberger, S. Juneja, and P. Shahabuddin, “Effective bandwidth and fast simulation of atm intree
networks,” Elsevier Performance Evaluation, vol. 20, no. 1, pp. 45–65, 1994.
32
[39] M. Safak, “Wireless sensor and communication nodes with energy harvesting,” Journal of Communication, Navigation,
Sensing and Services (CONASENSE), vol. 1, no. 1, pp. 47–66, 2014.
[40] “http://data.energizer.com/pdfs/e92.pdf.”
[41] C.-S. Chang and T. Zajic, “Effective bandwidths of departure processes from queues with time varying capacities,” in
IEEE Conf. Comput. Commun. (INFOCOM), 1995, pp. 1001–1009.
[42] R. Rajesh, V. Sharma, and P. Viswanath, “Capacity of fading gaussian channel with an energy harvesting sensor node,” in
2011 IEEE Global Telecommunications Conference-GLOBECOM 2011. IEEE, 2011, pp. 1–6.
[43] A. M. Siddiqui, L. Musavian, S. Aissa, and Q. Ni, “Performance analysis of relaying systems with fixed and energy
harvesting batteries,” IEEE Transactions on Communications, vol. 66, no. 4, pp. 1386–1398, 2017.
[44] T. M. Cover and J. A. Thomas, Elements of information theory. John Wiley & Sons, 2012.
[45] G. Caire, G. Taricco, and E. Biglieri, “Optimum power control over fading channels,” IEEE Trans. Inf. Theory, vol. 45,
no. 5, pp. 1468–1489, May 1999.
[46] H. Pasch and I. G. Niemegeers, “Comparing network performance for constant and variable bit rate sources,” computer
communications, vol. 16, no. 1, pp. 27–38, 1993.
[47] D. Wu and R. Negi, “Effective capacity: A wireless link model for support of quality of service,” IEEE Trans. Wireless
Commun., vol. 2, no. 4, pp. 630–643, July 2003.
[48] Z. O. Olaofe and K. A. Folly, “Statistical analysis of wind resources at darling for energy production,” Int. J. Renewable
Energy Research (IJRER), vol. 2, no. 2, pp. 250–261, 2012.
[49] “Bu-706: Summary of dos and donts,” https://batteryuniversity.com/learn/article/do and dont battery table, accessed:
2019-06-15.
[50] “Why you should stop fully charging your smartphone now,” https://www.ecnmag.com/blog/2015/11/why-you-should-stop-
fully-charging-your-smartphone-now, accessed: 2019-06-15.
[51] J. Tang and X. Zhang, “Quality-of-service driven power and rate adaptation over wireless links,” IEEE Trans. Wireless
Commun., vol. 6, no. 8, pp. 3058–3068, August 2007.
[52] L. Musavian and S. Aı¨ssa, “Effective capacity of delay-constrained cognitive radio in nakagami fading channels,” IEEE
Transactions on Wireless Communications, vol. 9, no. 3, 2010.
[53] S. Akın and M. C. Gursoy, “Cognitive radio transmission under qos constraints and interference limitations,” EURASIP J.
Wireless Commun. Netw., vol. 2012, no. 1, September 2012.
[54] L. Musavian, S. Aı¨ssa, and S. Lambotharan, “Effective capacity for interference and delay constrained cognitive radio
relay channels,” IEEE Trans. Wireless Commun., vol. 9, no. 5, pp. 1698–1707, May 2010.
[55] S. Akın and M. C. Gursoy, “Effective capacity analysis of cognitive radio channels for quality of service provisioning,”
IEEE Trans. Wireless Commun., vol. 9, no. 11, pp. 3354–3364, November 2010.
[56] M. Elalem and L. Zhao, “Effective capacity optimization for cognitive radio network based on underlay scheme in gamma
fading channels,” in Int. Conf. Comput. Netw. Commun. (ICNC), January 2013, pp. 714–718.
[57] B. Soret, M. C. Aguayo-Torres, and J. T. Entrambasaguas, “Capacity with explicit delay guarantees for generic sources
over correlated rayleigh channel,” IEEE Transactions on Wireless Communications, vol. 9, no. 6, 2010.
[58] Z. Kadelburg and M. Marjanovic, “Interchanging two limits,” Enseign. Math, vol. 8, pp. 15–29, 2005.
[59] F. Kelly, “Notes on effective bandwidths. stochastic networks: Theory and applications, royal statistical society lecture
notes series, vol. 4,” 1996.
[60] P. E. Hansen, “Leslie matrix models,” Mathematical Population Studies, vol. 2, no. 1, pp. 37–67, 1989.
[61] V. V. Prasolov, Polynomials. Springer Science & Business Media, 2009, vol. 11.
