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Abstract
The (d, 1)-total number Td (G) of a graph G is the width of the smallest range of integers that sufﬁces to label the vertices and
the edges of G such that no two adjacent vertices have the same label, no two incident edges have the same label and the difference
between the labels of a vertex and its incident edges is at least d. This notion was introduced in [F. Havet, (d, 1)-total labelling of
graphs, in: Workshop on Graphs and Algorithms, Dijon, France, 2003]. In this paper, we prove that Td (G)+ 2d − 2 for planar
graphs with large girth and high maximum degree . Our results are optimal for d = 2.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The channel assignment problem involves assigning radio channels to transmitters with the constraint that if trans-
mitters are close geographically, interferences will occur if they attempt to transmit on frequencies which are close
in the radio spectrum. However, the radio spectrum is a limited resource, it is important to use it efﬁciently, using
a small span of channels but without causing excessive interferences. So we can represent the transmitters and their
geographical positions with a simple graph G, without loop or multiple edge, such that vertices represent transmitters
and there is an edge between two of them if they are close geographically. The problem of channel assignment has
been modelled by a particular coloring, the L(p, q)-labelling (a generalization of the L(2, 1)-labelling introduced by
Griggs andYeh [5]) which is a vertex-coloring such that two neighbors must have colors at distance p and two vertices
at distance 2 must have colors at distance q, for more details see [14]. Since the resources are limited, the aim is to have
the minimum span p,q(G) which is the difference between the highest and the lowest frequencies.
Several articles study this labelling applied on simple graphs, particularly the L(2, 1)-labelling of incidence graphs
[20]. The incidence graph GI of a graph G is the graph obtained by replacing each edge of G by a path of length 2.
An L(d, 1)-labelling of the incidence graph of G corresponds to a particular total coloring of the graph G introduced
by Havet and Yu [8,7]: the (d, 1)-total labelling. A (d, 1)-total labelling of G is a coloring such that no two adjacent
vertices have the same color, no two incident edges have the same color and the difference between the colors of a
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Fig. 1. A (2, 1)-total labelling of K5.
vertex and its incident edges is at least d. The (1, 1)-total labelling is the traditional total coloring. More formally, a
(d, 1)-total labelling of a graph G = (V ,E) is a function c : V ∪ E → N verifying:
(i) ∀(u, v) ∈ V 2 : uv ∈ E ⇒ c(u) = c(v);
(ii) ∀(u, v,w) ∈ V 3 : uv ∈ E, uw ∈ E ⇒ c(uv) = c(uw);
(iii) ∀(u, v) ∈ V 2 : uv ∈ E ⇒ |c(u) − c(uv)|d .
The width of the minimum range of labels required for such a labelling of G is called the (d, 1)-total number and is
denoted by Td (G). Fig. 1 gives an example of a (2, 1)-total labelling.
In what follows, we will consider only simple graphs. We will denote by (G) (resp. ′(G)) the chromatic number
of G (resp. the chromatic index of G). We will denote by dG(v) (resp. (G)) the degree of a vertex v in G (resp. the
maximum degree of G) or d(v) (resp. ) when there is no ambiguity. A k-vertex (resp. k-vertex, k-vertex) will be
a vertex of degree k (resp. k and k). From now on, we will use without distinction the terms colors and labels and
we will consider the set of colors as an interval of integers beginning by zero.
The girth g = g(G) of a graph G is the length of its shortest cycle (if any). Acyclic graphs are considered to have
inﬁnite girth.
The main result of this paper is the following:
Theorem. Let G be a planar graph, with maximum degree  and girth g. Then Td (G)+ 2d − 2 with d2 in the
following cases:
(i) 2d + 1 and g11;
(ii) 2d + 2 and g6;
(iii) 2d + 3 and g5;
(iv) 8d + 2.
If d=1, the (1, 1)-total labelling is nothing else than the total coloring. The total coloring has been intensively studied
[17,15,3,2,4,9]. By our results, we extend in a certain sense the results of Borodin et al. concerning the total coloring
of planar graphs with large girth [4] and with large maximum degree [2]; by the way, we will use some techniques
developed in these papers.
In Section 2, we present some known relevant results, conjectures and some ﬁrst observations. In Section 3, we prove
the theorem. In Section 4, we give some hints for new directions of research.
2. First results and conjectures
As we have seen before, an L(d, 1)-labelling of the incidence graph of a graph G is a (d, 1)-total labelling of G.
Hence it is easy to see:
Observation 1. Let G be a graph, Td (G) = d,1(GI) where GI is the incidence graph of G.
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This observation gives some bounds for the case d = 2 by using L(2, 1)-labelling results.
Lemma 1. Let G be a planar graph, then:
(i) T2 (G) = 2,1(GI)2+ 25 [16];
(ii) T2 (G) = 2,1(GI) 53+ 90 [11].
We give now some relevant known results, we have for lower bounds the following results:
Proposition 1 (Havet [7]). Let G be a graph with degree , then:
(i) Td (G)+ d − 1;
(ii) if G is -regular, Td (G)+ d;
(iii) if d, Td (G)+ d .
Observe that we can color the vertices with an interval Iv with (G) colors and the edges with an interval Ie with
′(G) colors, Iv and Ie separated by an interval of size d − 1. Proposition 2 gives us upper bounds deduced from this
observation:
Proposition 2 (Havet [7]). Let G be a graph, then:
(i) Td (G)(G) + ′(G) + d − 2;
(ii) Td (G)2+ d − 1.
For bipartite graphs, ′(G) =  [10]; by Proposition 2, we obtain:
Corollary 1 (Bipartite graphs). Let G be a bipartite graph, then
+ d − 1Td (G)+ d .
Observe that we have the exact value, if G is regular or if d, i.e. + d.
In the case of planar graphs, using the four color theorem, we obtain by Proposition 2 the following corollary:
Corollary 2 (Planar graphs). Let G be a simple planar graph, then
Td (G)+ d + 3.
Now for planar graphs, if 8, then ′(G)= [18] and if g4, then (G)= 3 [6]; the bound becomes + d + 1.
For an outerplanar graph different from an odd cycle, ′(G) =  and (G) = 3, so we have:
Corollary 3 (Outerplanar graphs). Let G be an outerplanar graph different from an odd cycle, then
Td (G)+ d + 1.
For an s-degenerated graph, (G)s + 1.
Corollary 4 (s-degenerated graphs). Let G be an s-degenerated graph, then
Td (G)+ d + s.
So, if 2s, then ′(G) =  [19]. The bound becomes + d + s − 1.
We now present the conjecture of Havet andYu:
Conjecture 1 (Havet and Yu [8]). Let G be a graph, then Td (G) min{+ 2d − 1, 2+ d − 1}.
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Fig. 2. Example of planar graph which needs + 2d − 1 colors with d = 2.
Observe that:
(1) If d, then + 2d − 12+ d − 1.
(2) If d, Proposition 2(ii) implies Conjecture 1.
(3) If G is planar with g4 and 8 and if d2, the previous observations imply Conjecture 1.
For the lower bound, we have:
Lemma 2. From any graph G with degree  and chromatic number (G)2d, we can construct a graph G′ with
degree ′ and chromatic number (G′) = (G) such that Td (G′)	(G′)/2
 + d − 2 + ′.
Proof. Let G be a graph with degree  and chromatic number (G). For each vertex v of G, we add 1-vertices to its
neighborhood in order to have d(v) = k. Let G′ be the obtained graph with ′ = k. If G′ is (d, 1)-total colored,
there exists a vertex v such that its color is at distance at least 	(G′)/2
 from one of the ends of the interval of colors.
To color the incident edges of v, we need at least 	(G′)/2
 + d − 1 + ′ colors. 
In particular, in the previous proof, if (G)= 2d − 1 or (G)= 2d, we can construct a graph G′ which needs at least
 + 2d − 1 colors for a (d, 1)-total labelling. In Fig. 2, we give a planar graph which needs  + 2d − 1 colors with
d = 2.
In 1964/1965, Behzad [1] andVizing [18] have conjectured independently that the total chromatic number is+1 or
+ 2. Conjecture 1 can be seen as an extension of the Behzad and Vizing’s conjecture. Moreover, the results obtained
by Havet andYu for complete graphs lend support to Conjecture 1.
To conclude this section, we want to recall here a fascinating conjecture of Havet andYu:
Conjecture 2 (Havet and Yu [8]). Let G be a graph with 3, G = K4, then T2 (G)5.
3. Main results
Theorem 1. Let G be a planar graph, with maximum degree  and girth g. Then Td (G) + 2d − 2 with d2 in
the following cases:
(i) 2d + 1 and g11;
(ii) 2d + 2 and g6;
(iii) 2d + 3 and g5;
(iv) 8d + 2.
Note that in each case of Theorem 1, since G is planar and triangle-free, then (G)3; however, if 8, ′(G)=
[18]. So, the bound of Theorem 1 must be compared to the upper bounds  + d + 1 and  + d + 2 obtained from
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Corollary 2. Our bound is better for d = 2 in each case and for d = 3 in the cases (i) and (iv). Moreover, by Lemma 2,
it is optimal for d = 2 since we can construct graphs which need  + 3 colors. For d = 3, we are at one of the lower
bounds (Lemma 2).
Proof of Theorem 1. Preliminaries: We will prove Theorem 1 by contradiction. Let  be in integer and H = (V ,E)
be a minimal counterexample to Theorem 1 with  and girth g having a minimum number of vertices and edges,
with n vertices, m edges and r faces (in case (i), = 2d + 1 and g11, in case (ii), = 2d + 2 and g6, in case (iii)
= 2d + 3 and g5 and in the last case = 8d + 2 and g3). Let F be the set of faces of H.
Claim 1. The counterexample H is connected.
Proof. Suppose that H is not connected. Let H1, . . . , Hk with k2 be its connected components. Since (H),
there exists a component Hi with (Hi) = (H). Moreover, the number of vertices of Hi is greater or equal to
(Hi) + 1. By minimality of H, the graph Hi is (d, 1)-total colorable with (H) + 2d − 1 colors. Now, for Hj with
i = j , we construct the graph H ′j obtained from Hj by adding at most (Hi) 1-vertices to a given vertex in order to
have (H ′j ) = (Hi) = (H). Observe that (H ′j ), g(H ′j )g(H) and the number of vertices of H ′j is less than
the number of vertices of H. So, by minimality of H, H ′j is (d, 1)-total colorable with (H) + 2d − 1 colors and so it
is for Hj . 
Claim 2. If + 1, H has no 1-vertex.
Proof. Suppose that H contains a 1-vertex v linked to a vertex w; the graph H ′ = H\{v} has a maximum degree
(H ′), and by minimality of H, it is (d, 1)-total colorable with (H ′) + 2d − 1 colors. Observe that dH ′(w)
(H) − 1. Now, we color the vertices of H with the corresponding colors of the vertices of H ′. Then, we extend this
coloring: to color wv, we have (H) + 2d − 1 colors and
• (H) − 1 colors may be forbidden by the incident edges of w.
• 2d − 1 colors may be forbidden by the color of w.
So, there remains at least one color for vw. Finally, to color the vertex v, we have at least (H) − 1 choices
((H) + 2d − 1 − (2d − 1) − 1). This implies that H is (d, 1)-total colorable with  + 2d − 1 colors which is a
contradiction to the hypothesis. 
Claim 3. If = , in H, then the 1-vertices are adjacent to a -vertex of H and this -vertex is unique.
Proof. Otherwise we can remove a 1-vertex without changing the maximal degree and the girth; by minimality of H,
the obtained graph is (d, 1)-total colorable with (H) + 2d − 1 colors and we can extend the coloring to the 1-vertex
like in the previous proof. 
Claim 4. Moreover, in the case =  and g4, H contains at most one 1-vertex.
Proof. Suppose that H contains two 1-vertices v and v′. First, assume that there exists an (−1)-vertexw′.We consider
the graph H ′ obtained from H by deleting v, v′ and their incident edges and adding a new 1-vertex v′′ linked to w′.
The obtained graph has its maximal degree (H ′) equal to  ((H) = (H ′) = ) and it has less vertices than H;
so it is (d, 1)-total colorable with  + 2d − 1 colors. By the previous method, it is easy to (d, 1)-total color H with
(H) + 2d − 1 colors. Assume now that there is no ( − 1)-vertex; the graph H ′ = H\{v, v′} ((H ′) =  − 2) is
(d, 1)-total colorable with at most (H ′) + ′(H ′) + d − 1 colors (since H ′ is planar and triangle-free, (H ′)3),
i.e. 3 +  − 1 + d − 1 =  + d + 1 + 2d − 1 if d2. Then, we can color H with at most (H) + 2d − 1
colors. 
We denote the size of the face f by r(f ) (bridges are counted twice).
For the proof, we will use the following folkloric result:
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Fig. 3. Two adjacent 2-vertices.
Lemma 3. Let G be a planar graph with minimum degree 2 and girth g5d + 1, then G contains a path with d
adjacent 2-vertices.
For the proof of this lemma, see for more details Lemma 5 in [13].
Proof of (i):
Claim 5. Suppose 2d + 1 and d2, then H does not contain two adjacent 2-vertices.
Proof. Suppose that H contains the conﬁguration depicted in Fig. 3: let uvwz be a path P such that d(v) = d(w) = 2
and 2d(u), 2d(z).
We consider the graph H ′ obtained from:
• H with the edge vw contracted, if vw is a bridge;
• H without the edge vw, otherwise.
Observe that (H ′) = (H) and girth(H ′)girth(H). By minimality of H, the graph H ′ is (d, 1)-total colorable
with (H ′) + 2d − 1. We color the vertices of H with the corresponding colors of the vertices of H ′. Now, we extend
this coloring in order to (d, 1)-total color H with (H) + 2d − 1 colors.
We recolor the vertices v, w and color the edge vw. For the vertices v (and similarly for w) we have 1 + 2d − 1
forbidden colors (1 for the color of u, and 2d − 1 for the colors at distance d of the color of uv). So, we have  − 1
available colors for v and w. Since 3, we can color the vertices with two different colors. Now for the edge vw, we
have at most 2 + 2(2d − 1) forbidden colors (2 for the colors of uv and wz and 2(2d − 1) for the colors at distance d
of the colors of v and w). So there remain  − 2d − 1 colors for vw. If 2d + 2, we have at least one color. Now,
suppose  = 2d + 1. We show that v and w can be recolored with colors at distance 1. Indeed, we denote by Sv the
set of available colors for v and Sw the set of available colors for w. We have an interval of 4d colors and the size of
each set Sv , Sw is 2d. If |Sv ∩ Sw| = 0, there exists at least a color of Sv consecutive to a color of Sw in the interval.
Now, suppose that |Sv ∩ Sw| = i (1 i < 2d); if there are no two consecutive colors for v and w, each color of the
intersection must be at distance 2 of all the other colors of Sv ∪ Sw. So, the total number of colors will be at least
|Sv|− i + 2i + 1+|Sw|− i = 4d + 1 colors which is a contradiction, so we have a color of Sv consecutive to a color of
Sw. Finally, suppose that Sv = Sw,Sv is the union of at most three intervals of colors (the interval of 4d colors without
the forbidden color by the edge uv and without the 2d − 1 colors forbidden by the vertex v). So, since |Sv|4 (d2),
there exist two consecutive colors for v and w and it is possible to color vw. 
Claim 5 implies Theorem 1(i). Let H be the minimum counterexample with2d+1 and g11. If H has a 1-vertex
v, v is linked to the unique -vertex (cf. Claim 4), 5. By Lemma 3, H\{v} contains two adjacent 2-vertices and so
it is for H which is impossible by Claim 5. Now, if H has no 1-vertex, H does not contain two adjacent 2-vertices by
Claim 5, which is impossible by Lemma 3.
Proof of (ii):
Lemma 4.
(i) ∑v∈V ((t − 2)d(v) − 2t) < 0 if 0< tg.
(ii) ∑v∈V (d(v) − 4) +∑f∈F (r(f ) − 4)< 0.
(iii) ∑v∈V (d(v) − 6) +∑f∈F (2r(f ) − 6)< 0.
Proof. We can rewrite Euler’s formula n−m+r=2 in (2m−4n)+(2m−4r)=−8
(∑
v∈V d(v) = 2m =
∑
f∈F r(f )
)
,
which implies (ii), in (2m− 6n)+ (4m− 6r)=−12 which implies (iii) and in ((2t − 4)m− 2tn)+ (4m− 2tr)=−4t ,
hence
∑
v∈V ((t − 2)d(v) − 2t) < 0 if 0< tg where g is the girth. 
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Fig. 4. A 3-vertex v adjacent to two 3-vertices u and w.
Claims 6, 7, and 9 are natural extensions of Lemmas 2 and 3 of [4] and Lemma 1 of [2].
Claim 6. Suppose 2d + 2. Then:
(i) Every 2-vertex is adjacent to two -vertices.
(ii) The subgraph composed of all the edges joining 2-vertices and -vertices is a forest.
Proof. (i) Suppose v is a 2-vertex adjacent to u and w, where d(w)<. Like in the previous proof,we consider the
graph H ′ obtained from:
• H with the edge vw contracted, if vw is a bridge;
• H without the edge vw, otherwise.
Observe that (H ′)=(H) and girth(H ′)girth(H). By minimality of H, the graph H ′ is (d, 1)-total colorable with
(H ′)+2d−1 colors. Let c be the (d, 1)-total coloring ofH ′.We color the vertices of H with the corresponding colors
of the vertices of H ′. Now, we extend this coloring in order to (d, 1)-total color H with (H)+2d −1 colors. We erase
the colors of v and uv. Then color uv, vw and v: for uv, we have got the colors [0,+2d −2]\∪−d+1 id−1{c(u)+
i}\∪1 i−1{c(ei)} where ei are the edges incident to u except uv. So, we have always at least one available color
for uv. By the same way, we have at least two available colors for vw; hence, we can proper color the edges. At last,
we color v with a color of A = [0,+ 2d − 2]\{c(u), c(w)}\∪−d+1 id−1{c(uv) + i}\∪−d+1 id−1{c(vw) + i}
and A = ∅ if 2d + 2.
(ii) Suppose H contains a 2-alternating cycle C, that is a cycle v1v2 . . . v2kv1 of even length such that d(v1) =
d(v3) = · · · = d(v2k−1) = 2. By minimality of H, we can (d, 1)-total color H\{v1v2} with  + 2d − 1 colors. Now
we erase the colors of the edges and the 2-vertices of the 2-alternating cycle C. To color the edges of C: for each
edge, we have got at least a choice of two colors; coloring the edges of C is equivalent to coloring the vertices of an
even cycle; now, the even cycles are 2-choosable, so we can proper color the edges. At last, for each 2-vertex of C,
we have at least  + 2d − 1 − 2 − 2(2d − 1) =  − 2d − 1 colors; so if 2d + 2, we have at least one available
color. 
A minimal counterexample H with g6 and 2d + 2 does not contain a 1-vertex: suppose H contains a 1-vertex
v (v is adjacent to the unique -vertex by Claim 3), then H does not contain a 2-vertex (by Claim 6(i), a 2-vertex
is adjacent to two -vertices). However, by Lemma 3, H\{v} contains a 2-vertex w. So, the vertex v is necessarily
adjacent to w, then = d(w) = 3 which contradicts the assumption 2d + 2.
Let ni be the number of i-vertices of H. Lemma 4(i) implies with t = 6 and∑2 ini =n that n2n4 + 2n5 + · · ·
which contradicts the fact that n2 <n (Claim 6) which proves Theorem 1(ii).
Proof of (iii):
Claim 7. In H, if 2d + 3, then no 3-vertex is adjacent to two 3-vertices.
Proof. For contradiction, suppose that H contains a 3-vertex v adjacent to two 3-vertices u and w. Let r, s, t, x, y be
the vertices such that ru, su, uv, vw, tu, xw, yw are edges (see Fig. 4).
Consider the graph H ′ obtained from:
• H with the edge uv contracted, if uv is a bridge;
• H without the edge uv, otherwise.
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Observe that (H ′)=(H) and girth(H ′)girth(H). By minimality of H, the graph H ′ is (d, 1)-total colorable with
(H ′)+ 2d − 1 colors. We color the vertices of H with the corresponding colors of the vertices of H ′. Now, we extend
this coloring in order to (d, 1)-total color H with (H) + 2d − 1 colors.
We erase the colors of u and v. Now there are at least two available colors for u (and for v): ru and su forbid each
2d − 1 colors; the vertices r and s forbid each one color, so there remain + 2d − 1− 2(2d − 1)− 2=− 2d − 12
if 2d + 3 for u (and v). So, we can proper color the vertices.
Now, it remains to color the edge uv. If 2d + 4, we have + 2d − 1− 2(2d − 1)− 41 colors for uv. Suppose
= 2d + 3, we cannot deduce anything from the previous inequality for the coloring of uv. In this case, the interval of
colors contains 4d + 2 colors. Let Su (resp. Sv) be the set of the two available colors for u (resp. v). Let For(z), z ∈ V
(resp. z ∈ E), be the set of the forbidden colors for any edge (resp. vertex) adjacent to z. If there exists x ∈ Su and
y ∈ Sv , such that |For(x)∪ For(y)|< 2(2d − 1), by the previous inequality, there remains a color for uv. Assume that
|For(x)∪For(y)| = 2(2d − 1), let (x1, y1) ∈ Su × Sv , if we cannot color uv, it means that the four edges ru, su, tv and
vw use the four remaining colors of the interval of 4d + 2 colors. Now, since there is another pair (x2, y2) = (x1, y1),
we must have x2 = y1 and y2 = x1 which implies that Su = Sv . Now, we erase the color vw: we have 2d − 1 colors
different from the erased color to recolor vw (+ 2d − 1 − (2d − 1) − 32d).
By changing the color of vw, it is clear that we obtain a different set Sv , so we are in the previous case and we can
color uv. This completes the proof. 
Lemma 5. Let H be a planar graph with girth g and having m edges, then mg(n − 2)/(g − 2).
Proof. Indeed, Euler’s formula n − m + f = 2 and the inequality 2mgf give that 2 − n + m = f 2m/g. 
Let V2 be the set of 2-vertices of H and V be the set of -vertices of H. We consider the graph T such that
V (T )=V2 ∪V and E(T ) is the subset of edges of H with one end in V2 and the other in V. By Claim 6, T is a forest.
Now, each 2-vertex is associated with exactly one -vertex by the following way: for each tree, take a -vertex as a
root and we associate each 2-vertex v with its son w (all the leaves are -vertices). We call w the master of v and v the
slave of w.
We complete the proof of Theorem 1(iii) using a discharging procedure.We consider two cases: H contains a 1-vertex
or not.
H has no 1-vertex: In the discharging procedure, we denote by w(x) the initial charge of x (x can be a vertex or a
face) and w∗(x) the new charge after the procedure.
We assign to each vertex v the ‘charge’w(v) = d(v) − 103 . Hence, the total charge of the vertices of the graph H is
∑
v∈V
w(v) =
∑
v∈V
(
d(v) − 10
3
)
=
∑
v∈V
d(v) − 10
3
n = 2m − 10
3
n.
Now, if g5, by Lemma 5, m(5n − 2)/3; that implies∑v∈V w(v) − 43 < 0.
We shall now redistribute the charges without changing the total charge. The rules are the following:
Rule 1: Each master gives 43 to its slave.
Rule 2: Each k-vertex, 4k, gives 16 to each adjacent 3-vertex.
Now, we compute the new charge w∗(v) of each vertex v. Let v be a vertex with degree k:
• If k = 2, then v started with a charge w(v) = 2 − 103 has gained 43 , so its new charge is w∗(v) = 2 − 103 + 43 = 0.
• If k=3, then v started with a charge w(v)=3− 103 has gained at least 26 , so its new charge is w∗(v)3− 103 + 26 =0.
• If 4k <, then v started with a charge w(v)= k − 103 has given at most k/6, so its new charge is w∗(v)5k/6 −
10
3 0.
• If k =, then v started with a charge w(v)=− 103 has given at most 43 + (− 1) 16 = (+ 7)/6, so its new charge
is w∗(v) 43 if 2d + 3 and d2.
After the redistribution, the total sum of the charges is positive or null. The contradiction with
∑
v∈V w(v) =∑
v∈V w∗(v)< 0 completes the proof.
H has a 1-vertex: By Claim 4, H contains a unique 1-vertex adjacent to the unique -vertex; this implies that H
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has no 2-vertex, since a 2-vertex is adjacent to two -vertices by Claim 6. We use the precedent proof with different
discharging rules:
Rule 1: The -vertex gives 73 to the 1-vertex.
Rule 2: Each k-vertex, 4k, gives 16 to each adjacent 3-vertex.
Let v be a vertex with degree k:
• If k = 1, w(v) = 1 − 103 = − 73 and w∗(v) = 0 by Rule 1.
• If k = 3, w(v) = 3 − 103 and w∗(v)3 − 103 + 216 = 0 by Rule 2 (Claim 7 implies that v is adjacent to at least two
4-vertices).
• If 4k <, w(v) = k − 103 and w∗(v)5k/6 − 103 0.
• If k = , w(v) = − 103 and w∗(v)− 103 − 73 − (− 1) 16 13 if 2d + 3 and d2.
The contradiction with
∑
v∈V w(v) =
∑
v∈V w∗(v)< 0 completes the proof.
Proof of (iv): By Claim 2, if (H)8d + 3, then H does not have any 1-vertices and by Claim 3 if (H)= 8d + 2,
then the 1-vertices are adjacent to the unique -vertex of H.
Claim 8. If (H) = 8d + 2, then H contains at most one 1-vertex.
Proof. Suppose that H has two 1-vertices v and v′. First, suppose that there exists an (8d + 1)-vertex w′. We consider
the graph H ′ obtained from H by deleting v, v′ and their incident edges and adding a new 1-vertex v′′ linked to w′. H ′
has its maximal degree equal to 8d + 2 and it has less vertices than H; so it is (d, 1)-total colorable with  + 2d − 1
colors and it is easy to color H. Assume now that there is no (8d +1)-vertex; the graph H ′ =H\{v, v′} ((H ′)=8d) is
(d, 1)-total colorable with (H ′)+ ′(H ′)+ d − 1 colors ((H ′)4 and since 8 byVizing [18], ′(H ′)=(H ′)),
i.e. 4 + 8d + d − 1 = 9d + 38d + 2 + 2d − 1 if d2. Then, we can color H with (H) + 2d − 1 colors. 
Claim 9. Suppose 8d + 2 and d2. Let xy be an edge of H with 2d(x)5, then d(x) + d(y)+ 2.
Proof. Suppose that H contains an edge xy with d(x)5 and d(x) + d(y)+ 1.
We consider the graph H ′ obtained from:
• H with the edge xy contracted, if xy is a bridge;
• H without the edge xy, otherwise.
Observe that (H ′) = (H) and girth(H ′)girth(H). By minimality of H, the graph H ′ is (d, 1)-total colorable
with (H ′) + 2d − 1. We color the vertices of H with the corresponding colors of the vertices of H ′. Now, we extend
this coloring in order to (d, 1)-total color H with (H) + 2d − 1 colors.
We erase the color of x. The number of forbidden colors for xy is d(x) − 1 + d(y) − 1 + 2d − 1 = d(x) + d(y) +
2d −3+2d −2: so, we have a color for xy. Finally, we color x: there is a color if +2d −1− (5(2d −1)+5)1,
i.e. 8d + 2. 
In the following,wewill consider the graphH ′ obtained fromHby removing the 1-vertex if it exists.(H ′)=(H)−1
if there is a 1-vertex and(H ′)=(H)otherwise. Let xybe an edge ofH ′ with 2d(x)5, thend(x)+d(y)(H ′)+2
by Claim 9 (x is not a (H)-vertex). Let V ′ be the set of vertices of H ′, E′ its set of edges, F ′ its set of faces and ′
its maximum degree.
Claim 9 implies that a face f has at least 	r(f )/2
 vertices with degree k6 on its boundary.
We assign the following charges:
w(x) =
{
d(x) − 6 if x ∈ V ′,
2r(x) − 6 if x ∈ F ′.
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Fig. 5. Rules of the discharging procedure for 3-vertices, 4-vertices and 5-vertices.
By Lemma 4(iii), the sum of all the charges is strictly negative. Now, we redistribute the charges as follows (Fig. 5):
Rule 1: Each master gives 3 to its slave (see the proof of Theorem 1(iii)).
Rule 2: Each face f with r(f )4 gives 1 to each 2-vertex or 3-vertex on its boundary.
Rule 3: Let v be a 3-vertex. If v is adjacent with exactly one 3-face avb, then v receives 12 from a and b. If v is
adjacent to exactly two 3-faces avb and bvc, then v receives 12 from a and c, and 1 from b. Finally, if v is adjacent to
exactly three 3-faces, then v receives 1 from each neighbor.
Rule 4: Let v be a 4-vertex, then v receives 12 from each neighbor.
Rule 5: Let v be a 5-vertex, then v receives 15 from each neighbor.
Let w∗(x) be the new charge after the discharging procedure, x ∈ V ′ ∪ F ′. We have∑x∈V ′∪F ′w∗(x)< 0. We shall
obtain a contradiction by proving that w∗(x)0 for each x ∈ V ′ ∪ F ′.
Let x be a face, then w(x) = 2r(x) − 6 and x gives at most r(x)/2 for the 2-vertices and the 3-vertices with Rule
2 by Claim 9. So, w∗(x)2r(x) − 6 − r(x)/20 if r(x)4.
Now, let x be a k-vertex with k5:
• If k= 2, then w(x)=−4. x receives at least 1 by the adjacent faces by Rule 2 (the graph is simple, then it is adjacent
to at least one face f with r(f )4) and 3 from its master by Rule 1. So, w∗(x)0.
• If k = 3, then w(x) = −3. If x is not adjacent to 3-face, then x receives 1 from each adjacent face by Rule 2. If x is
adjacent to at least one 3-face, an easy computation with Rules 2 and 3 shows that x receives 3. So, w∗(x) = 0.
• If k = 4, then w(x) = −2 and Rule 4 implies that w∗(x) = 0.
• If k = 5, then w(x) = −1 and Rule 5 implies that w∗(x) = 0.
Observe now that a 2-vertex is adjacent to two ′-vertices, a 3-vertex is adjacent to three vertices with degree at least
′ − 1, a 4-vertex is adjacent to four vertices with degree at least ′ − 2 and a 5-vertex is adjacent to ﬁve vertices with
degree at least ′ −3.Any k-vertex with 6k′ −4 gives nothing, then it has a charge w∗(x)=w(x)=d(x)−60.
By applying Rules 3–5 every k-vertex with ′ − 3k′ gives at most k/2 to its neighbors.
Let x be a k-vertex with ′ − 3k′ and ′8d + 1, d2:
• If k = ′ − 3, then w(x) = ′ − 9 and w∗(x)′ − 9 − (′ − 3) 12(′ − 15)/2> 0.
• If k = ′ − 2, then w(x) = ′ − 8 and w∗(x)′ − 8 − (′ − 2) 12(′ − 14)/2> 0.
• If k = ′ − 1, then w(x) = ′ − 7 and w∗(x)′ − 7 − (′ − 1) 12(′ − 13)/2> 0.
• If k = ′, then w(x) = ′ − 6 and w∗(x)′ − 6 − 3 − (′ − 1) 12(′ − 17)/20.
So, w∗(x)0 for each x ∈ V ′ ∪F ′. The contradiction with Lemma 4(iii) completes the proof of Theorem 1(iv). 
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4. Conclusion
To complete this work, we would like to propose the following risky conjecture:
Conjecture 3. For any planar triangle-free graph G with 3, Td (G)+ d.
We must ﬁnally notice that our results for d = 2 (Theorem 1) lend support to Conjecture 3.
In a companion paper, we will give the relationship between the (d, 1)-total labelling of a graph G and its maximum
average degree [12].
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