Abstract. This paper studies the application of automatic phoneme classification to the computer-aided training of the speech and hearing handicapped. In particular, we focus on how efficiently discriminant analysis can reduce the number of features and increase classification performance. A nonlinear counterpart of Linear Discriminant Analysis, which is a general purpose class specific feature extractor, is presented where the nonlinearization is carried out by employing the so-called 'kernel-idea'. Then, we examine how this nonlinear extraction technique affects the efficiency of learning algorithms such as Artificial Neural Network and Support Vector Machines.
Speech Impediment Therapy and Real-Time Phoneme Classification
This paper deals with the application of speech recognition to the computer-aided training of the speech and hearing handicapped. The program we present was designed to help in the speech training of the hearing impaired, where the goal is to support or replace their diminished auditory feedback with a visual one. But the program could also be applied to improving the reading skills of children with reading difficulties. Experience shows that computers more readily attract the attention of young people, who are usually more willing to practice with the computer than with the traditional drills. Since both groups of our intended users consist mostly of young children it was most important that the design of the software interface be made attractive and novel. In addition, we realized early on that the real-time visual feedback the software provides must be kept simple, otherwise the human eye cannot follow it. Basically this is why the output of a speech recognizer seems better suited to this goal than the usual method where only the short-time spectrum is displayed: a few flickering discrete symbols are much easier to follow than a spectrum curve, which requires further mental processing. This is especially the case with very young children.
From the speech recognition point of view the need for a real-time output poses a number of special problems. Owing to the need for very fast classification we cannot delay the response even until the end of phonemes, hence we cannot employ complicated long-term models. The algorithm should process no more than a few neighbouring frames. Furthermore, since the program has to recognize vowels pronounced in isolation as well, a language model cannot be applied.
In our initial experiments we focussed on the classification of vowels, as the learning of the vowels is the most challenging for the hearing-impaired. The software supposes that the vowels are pronounced in isolation or in the form of two-syllable words, which is a more usual training strategy. The program provides a visual feedback on a frameby-frame basis in the form of flickering letters, their brightness being proportional to the speech recognizer's output (see fig.1 ). To see the speaker's progress over longer periods, the program can also display the recognition scores during the previous utterance (see fig.2 ). Of course it is always possible to examine the sample spectra as well, either on a frame-by-frame or on an utterance-based basis. The utterances can be recorded and played back for further study and analysis by the teacher.
This article describes the experiments conducted with the LDA and Kernel-LDA transforms, intended to improve and possibly speed up the classification of vowels. As for the classification itself we used neural nets (ANN) and support vector machines (SVM). The section below explains the mathematical details of the Kernel-LDA transform, which is a new non-linear extension of the traditional LDA technique 1 . 
Linear Discriminant Analysis with and without Kernels
Before executing a learning algorithm it is a common practice to preprocess the data by extracting new features. Of the class specific feature extractors Linear Discriminant Analysis (LDA) is a traditional statistical method which has proved to be one of the most successful preprocessing techniques in classificaton 2 . The role of this method as preprocessing is twofold. Firstly it can improve classification performance, and secondly it may also reduce the dimensionality of the data and hence significantly speed up the classification.
The goal of Linear Discriminant Analysis is to find a new (not necessarily orthogonal) basis for the data which provides the optimal separation between groups of points (classes). Without loss of generality we will assume that the original data set, i.e. the input data lies in , where
gives the class label of the point G F . Let
denote the number of vectors associated with label P in the data. In this section we now review the formalae for LDA, and also a nonlinear extension using the so-called 'Kernel-idea'.
Linear Discriminant Analysis
In order to extract 
is large when its nominator is large and its denominator is small, the withinclass averages of the sample projected onto i are far from each other, while the variance of the classes is small. The larger the value of
the farther the classes will be spaced and the smaller their spreads will be. It can be easily shown that stationary points of (1) correspond to the right eigenvectors of
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), we will obtain new features from an arbitrary data vector
Kernel-LDA
Here the symbol q denotes a real vector space that could be finite or infinite in dimension and we suppose a mapping
, which is not necessarily linear. In addition, let us assume that the algorithm of Linear Discriminant Analysis is denoted by 
is equivalent to u but its inputs are the pairwised dot products of the inputs of algorithm u . Then applying a nonlinear mapping r on the input data, yields a nonlinear feature transformation matrix
These dot products can be computed here in q (which may be infinite in dimension), but if we have a low-complexity (perhaps linear) kernel function%
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The algorithm that arrises from this substitution can perform the transformations with a practically acceptable complexity, whatever the spatial dimension. This transformation (together with a properly chosen kernel function) results in a non-linear feature extraction. The key idea here is that we do not need to know the mapping r explicitly; we need only a kernel function%
for which there exists a mapping r such that
. There are many good publications about the proper choice of the kernel functions, and also about their theory in general [7] . The two most popular kernels are the following (
Practically speaking, the original LDA algorithm is executed in a transformed (probably infinite) feature space q where the kernel function~gives implicit access to the elements of this space. In the following we present the kernel analogue of LDA by transforming the algorithm 
where the matrices needed for LDA are now given in
We may suppose without loss of generality that
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the following holds.:
We can now express
, where the matrix
and that the stationary points of this equation can be computed using the real eigenvectors 5 of
We will use only those eigenvectors which correspond to the a dominant real eigenvalues, denoted by
. Consequently, the transformation matrix 
Experimental Results
Corpus. For training and testing purposes we recorded samples from 25 speakers, mostly children aged between 8 and 15, but the database used contained some adults too. The speech signals were recorded and stored at a sampling rate of 22050 Hz in 16-bit quality. Each speaker uttered 59 two-syllable Hungarian words of the CVCVC form, where the consonants (C) were mostly unvoiced plosives to ease the detection of the vowels (V). The distribution of the vowels was approximately uniform in the database. Because we decided not to discriminate their long and short versions, we worked with 9 vowels althogether. In the experiments 20 speakers were used for training and 5 for testing. Feature Sets. The signals were processed in 10 ms frames, the log-energies of 24 critical-bands being extracted using FFT and triangular weighting [5] . The energy of each frame was normalized separately, which means that only the spectral shape was used for classification. Our previous results showed that an additional cosine transform (which would lead to the most commonly used MFCC coefficients) does not affect the 5 Since in general ï S ð Á is a positive semidefinite matrix with its determinant sometimes near zero, it can be forced to be invertible using the technique presented in the subsection of LDA. Please see footnote 3 as well.
performance of the classifiers we had intended to apply, so it was omitted. Brief tests showed that neither varying the frame size nor increasing the number of filters gave any significant increase in classifier performance.
In our most basic tests we used only the filter-bank log-energies from the middle frame of the steady-state part of each vowel ("FBLE" set). Then we added the derivatives of these features to model the signal dynamics ("FBLE+Deriv" set). In another experiment we smoothed the feature trajectories to remove the effect of transient noises and disturbances ("FBLE Smooth" set). In yet another set of features we extended the log-energies with the gravity centers of four frequency bands, approximately corresponding to the possible values of the formants. These gravity centers allegedly give a crude approximation of the formants ("FBLA+Grav" set) [1] . Lastly, for the sake of curiosity we performed a test with the feature set of our segmental model("Segmental" set) [6] . This describes a whole phonemic segment rather than just one frame, it clearly could not be applied in a real-time system. So our aim then was simply to see the advantages of a segmental classifier over a frame-based one.
Classifiers. In all the experiments with Artificial Neural Nets (ANN) [2] the wellknown three-layer feed-forward MLP networks were employed with the backpropagation learning rule. The number of hidden neurons was equal to the number of features.
In the Support Vector Machine (SVM) [7] experiments we always made use of the radial basis kernel function~¡ (see eq. (3)).
Transformations. In our tests with LDA and Kernel-LDA the eigenvectors belonging to the 16 dominant eigenvalues were chosen as basis vectors for the transformed space and for Kernel-LDA the third-order polynomial kernel~ , where y U W ñ was used (see eq. (3)) . Table 1 lists the recognition errors where the rows represent the five feature sets while the columns correspond to the applied transformation and classifier combinations.
Results and Discussion
On examining the results on the different feature sets we saw that adding the derivative did not increase performance. On the other hand smoothing the trajectories proved beneficial. Most likely a good combination of smoothing and derivation (or even better, RASTA filtering) would give better results.
As regards the gravity center features, they brought about on improvement, but only a slight one. This result accords with our previous experiments [3] . Lastly, the full segmental model clearly performed better than all the frame-based classifiers. This demonstrates the advantage of modeling full phonetic segments over frame-based classification.
When examining the effects of LDA and Kernel-LDA, it can be seen that a nonlinear transformation normally performs better in separating the classes than its linear counterpart owing to its larger degree of freedom. One other interesting observation is that although the transformations retained only 16 features, the classifiers attain the same or better scores. Since the computation of LDA is fast, the reduction in the number of features speeds up not only the training but also the recognition phase. As yet, this does not hold for the Kernel-LDA algorithm we currently use, but we are working on a faster implementation.
Finally, as regards the classifiers, SVM consistently outperformed ANN by a few percentage. This can mostly be attributed to the fact that the SVM algorithm cope with overfitting, which is a common problem in ANN training. 
Conclusion
Our results show that transforming the training data before learning can definitely increase classifier performance, and also speed up classification. We also saw that a nonlinearized transformation is more effective than the traditional linear version, although they are currently much slower. At present we are working on a sparse data representation scheme that is hoped will give an order of magnitude increase in calculation speed. As regards the classifiers, SVM always performes slightly better than ANN, so we plan to employ it in the future. From the application point of view, our biggest problem at the moment is the feature set. We are looking for more phonetically-based features so as to decrease the classification error, since reliable performance is very important in speech impediment therapy.
