This paper studies several topics concerning the way strings can overlap. The key notion of the correlation of two strings is introduced, which is a representation of how the second string can overlap into the first. This notion is then used to state and prove a formula for the generating function that enumerates the q-ary strings of length n which contain none of a given finite set of patterns. Various generalizations of this basic result are also discussed. This formula is next used to study a wide variety of seemingly unrelated problems. The first application is to the nontransitive dominance relations arising out of a probabilistic coin-tossing game. Another application shows that no algorithm can check for the presence of a given pattern in a text without examining essentially all characters of the text in the worst case. Finally, a class of polynomials arising in connection with the main result are shown to be irreducible.
INTRODUCTION
We are interested in the combinatorial structure of the occurrence of patterns in strings. Let us fix an alphabet R of size q > 2, so that all strings to be considered will be composed of characters from Q. Our basic results, from which most of the others are derived, deal with the enumeration of(from the left). Then, if all the pairs of characters in the overlapping segment are identical, the ith bit of XY is 1, else it is 0. Note that YX = 00010, so that in general XY # YX. The correlation XY has been previously termed the "leading number" of X and Y, but we chose to avoid this name, since it suggests symmetry. It makes sense to define the autocorrelation of X as XX. Thus for the Y above, YY = 10010. XX is a representation of the set of periods of X, i.e., those shifts that cause X to overlap itself. The question of characterizing those binary patterns that are correlations for some patterns is dealt with in a separate paper [8] . It is shown there that there are on the order of exp(c(log n)') different autocorrelations of length n, no matter what the initial alphabet 0 is (e.g., there exist exactly 116 different autocorrelations of length 20) , and results are obtained on the number of patterns that have a given autocorrelation. In this paper, however, we will be concerned more with several combinatorial problems in whose solutions string correlations play central roles. Other results which involve correlations are presented in [9, IO] .
We often wish to interpret the correlation XY as a number in some base t, or else a polynomial in the variable t, in which case we write XY,. Thus, for the above example, XY,=tj+ 1, XY, = 9.
Two more final points of terminology: we write 1x1 for the length of X, with (XI = 0 if X is the empty string, and we call a set of patterns {A, B,..., Y} reduced, if I is never a substring of J, for any two patterns 1, J in our set. Suppose that {A, B,..., T} is a reduced set of patterns. Let f(n) =A4 BY.., T, n) denote the number of strings of length n over our alphabet that do not contain any of A, B,..., T. We denote by F(z) the corresponding generating function F(z) = f f(n)zP.
II=0
Let f,(n) denote the number of strings of length n that end with H and do not contain any of A, B,..., T except for that single appearance of H at the end of the string, and let FH(z) be the generating function of f,(z). Our basic result is the following system of equations: THEOREM 1. If {A,..., T} is a reduced set of patterns, then the generating functions F(z), FA(z),..., FT(z) satisfy the following system of linear equations : .. -zTTZ 9***, T} is reduced implies that in each column the highest degree polynomial occurs on the diagonal, and the only other polynomial in that column that can have equal degree, is in the first row. Hence in the expansion of 4(z), the unique highest degree monomial comes from the product of the diagonal terms, so that $(z) is a nonzero polynomial of degree l+(AI+jBI+ema + 1 TI. Therefore we can solve for each one of F(z), FA(z),..., Fr(z) and find that each one is a rational function of z with denominator equal to d(z). (This shows that f(n) and the fH(n) satisfy linear recurrences with characteristic polynomial #(z).) For example, suppose that we exclude only a single pattern A. Then Theorem 1.1 implies that F(z) = zAA, 1 l+(z--q)M, ' F"(Z) = 1+ (z -q)AA, ' (1.4) and that f(n)=Cujf(n-j) for n) IAJ, where 1 +(z-q)AA, =zIAl-C aj~I"l-', and j runs from 1 to (A 1.
The above formula (as well as the more general formulas derivable from Theorem 1.1) give an easy way to estimate the numbers f(n) and f,(n) through the partial fraction decomposition of F(z) and FM(z) (cf. [9, 24] ). For example, when we exclude only a single pattern A, the polynomial 1 + (z -q) AA, has exactly one zero 8 of largest absolute value, and q -tl is very small (but positive). Hence f(n) is asymptotic to cP as n + co, where c is a positive constant that can be explicitly calculated in terms of the GUIBAS AND ODLYZKO correlation (see Section 7). Furthermore, 0 varies monotonically with AA,, so that for any two patterns A and B, asymptotically there will be more strings not containing A than strings not containing B precisely when AA, > BB, (cf. 191) . It is a rather remarkable fact that this result holds not only asymptotically, but uniformly; that is, if AA, > BB,, then for any length n, there will be at least as many strings of length n that do not contain A as there are those that do not contain B. This result will be proved in Section 7.
The above results can be extended to some extent to the case where several patterns are excluded, but some care must be exercised. For example, the set (TH, HH, TTT} is reduced, butf(n) = 0 for n > 4. This fact is obvious, but can also be deduced from Theorem 1.1. Let us call a reduced set of patterns {A,..., T) consistent if there exist arbitrarily long strings not containing any of A,..., T. Then Theorem 1.1 provides us with an algorithmic way to test whether a set is consistent; we evaluate F(z), and check whether it's a polynomial in l/z. Theorem 1.1 can be generalized in several ways. In Section 2, we will actually prove Theorem 2.1, which deals with the enumeration of strings of a given length which exclude {A,..., T} but which start with a given string X. (Taking X to be the empty string, we will immediately obtain Theorem 1.1. The reason for proving Theorem 2.1 is that it has applications to the nontransitive game we discuss below.) Also, at the end of Section 2 we will show how these techniques can be extended to the enumeration of appearances of A,..., T, but these results rapidly become very complex and hard to apply. It is possible to go even further, but again with some loss of utility. Goulden and Jackson [7] have generalized our results to show that for an alphabet 0 = (l,..., q}, if *(A, ,..., A,,,} is a set of patterns, then the power series in x1 ,..., x,,y, ,..., y,, where the coefficient of n xpi . ml is the number of strings composed of ai i's, I < i < q, which contain exactly bj of the Aj's, is a rational function. There is one further kind of generalization which we will discuss in Section 3. The numberf(n) q-" may be regarded as the probability that none of A,..., T will occur in n throws with a fair q-sided die. However, we can also consider a q-sided die in which different faces have different probabilities, and ask for the probability that none of A,..., Twill occur in n throws, or the probability that exactly kA's occur, and so on. In Section 3 we will prove Theorem 3.3, which generalizes Theorem 1.1 to this case. However, the results become much less elegant.
Before proceeding to discuss our other results, we should give references to previous work. Expressions such as (1.4) have been known for a long time for some specific patterns A (cf. [5] ). Furthermore, it seems to have been widely known that functions such as F(z) are always rational (cf. [ 121). However, the first published account that we are aware of that contained a closed-form formula like (1.4) in the case of a single excluded pattern is that of Solev'ev ]24]. The recurrence forf(n), again when only a single pattern is excluded, was also given by Harborth ] 111. More importantly, it has been pointed out to us that Roberts [22] has found two methods for obtaining the generating function F(z) of Theorem 1.1 for any reduced set of excluded patterns. One of his methods used Markov chains, while the other is essentially the same as ours. Since [22] is apparently not going to be published, we hereby present, with Roberts' permission, our proofs of these basic results.
Results such of Theorem 1.1 or Theorem 3.3 solve various clustering problems [ 14, 16, 21 , 231 which have applications in quality control, where it is imporant to know how unlikely a given event is. There are also other applications to prefix-synchronized codes [9] . In this paper we will aply these basic results to the study of certain nontransitive dominance relations arising in games of chance and to the worst-case behavior of patternmatching algorithms. (For another, slightly less related work on pattern matching, see [lo] .) The nontransitive game we will consider is the pennyflipping game invented by Penney [ 171 ( see also [6, 24] ). In its original formulation it starts out with two players who agree on some integer k > 2. Player I then selects a sequence A of k heads or tails, and Player II, knowing what A is, selects another sequence B of length k. The players then flip a coin until either A or B appears as a block of k consecutive outcomes. (The game will terminate with probability one.) Player I wins if A appears before B does. The intriguing feature of this game is the fact that if k > 3, then no matter what A is, Player II can choose a B so that his probability of winning will be greater than l/2. (If k = 2 and A = HT, say, then Player II cannot expect to win with probability greater than l/2.) This is easy to see when A = HH ... H; if Player II selects B = TH . .a H, then the only way for Player I to win is for heads to come up on each of the first k throws, so that the odds in favor of B (the probability that B comes up first divided by the probability that A comes up first) are 2k -1 to 1. A somewhat similar situation occurs for other A's, as we will explain.
We consider a slightly more general version of the game, in which the penny is replaced by a q-sided die, and q-sequences A and B can be of different lengths, provided only that neither A occurs in B nor B in A. There are many possible ways to calculate the odds that B will occur before A (a partial list is given in [6] ), most of which are very involved. By far the simplest, however, is a formula due to Conway [6] : the odds that B will win are given by AA, -AB, BB, -BA, (
Conway's proof of this elegant formula was never published [4] . The first GUIBAS AND ODLYZKO widely disseminated proof is due to Collings [3] , who proved it using results on the waiting times till the apearance of a pattern (which we will discuss later). Other proofs have recently been obtained by Li [ 151 using martingales, and by Wendel [25] using Markov processess. We will present here two proofs of Conway's formula (1.5). The first one follows immediately from Theorem 1.1. We let (A, B) be the set of excluded patterns. Then f'(n) q-" is precisely the probability that A wins on the n th throw. Hence the probability that A wins is Cf,(n) q-" = F"(q). Now when we solve the system (1.2), we obtain FA tz) = BB, -BA, (z-q)(AA,.BB,-AB,.BA,)+AA,+BB,-AB,-BA, and therefore the probability that A wins is given by (BB, -BA,)/(AA, + BB, -AB, -BA,). Similarly the probability that B wins is given by (AA, -AB,)/(AA, + BB, -AB, -BA,), and so the odds in favor of B are given by (1.5) .
Before giving the other proof of (1.5), we will discuss some generalizations. First of all, we can have more than two players. For example, if the chosen sequences (which again in this setting do not have to be of equal lengths, but which have to be reduced to avoid trivial situations) are A, B,..., T, then apply Theorem 1.1 with {A,..., T) as the excluded set. The probability that A, say, wins, is again given by F"(q), and can be calculated in terms of the correlations. (Note that F"(q) is always finite, so that even if the determinant d(z) of the system (1.2) vanishes at z = q, the numerator of the expansion for 4(z) has to vanish there as well, and we can obtain FA(q) by cancelling the common factors.)
The analysis of the r-person game is considerably more involved than that of the 2-person one, in part because of the problem of coalitions. Just for reference, let us state that the probability that A appears before either B Another generalization is to allow the die to be biased, so that different sides appear with varying probabilities. A formula for the odds that B wins similar to (1.5) can be derived in this case also (see Section 3). However, the question of nontransitivity becomes much more involved. For example, if 0 comes up with a probability very close to 1, then the first player will be practically guaranteed to win if the chooses A = 0 .a+ 0. Even for q = 2 it is an open question to determine, for a given k, those probabilities which enable Player II to obtain odds better than 1 to 1 against all possible choices for Player I.
Because of the complexity of dealing with unequal probabilities or more than two players, we will confine ourselves to the two-player, fair q-sided die situation, in which both players choose sequences of length k. The fact that for q = 2 and k > 3 player II has an advantage seems to have been noted by several people. Ramshaw [ 191 has even found a very simple algorithm for player II's choice if q = 2, which guarantees him odds of at least 6/5. It turns out that properties of correlations can be used to deduce the optimal strategy for Player II. In Section 4 we will prove the following result, which answers a question posed by Conway [4] : We should mention that the case k = 2 of the theorem above follows immediately from Conway's formula (1.5), and so in the proof we will only consider k > 3. (Note that if k = 2 and q > 3, the game is again nontransitive.)
In general there does not seem to be any simple rule for the optimal choice of the character b. However, the choice of b presented in Section 4 can be shown to give odds of almost q/(q -1) (for large k). With additional work it can even be shown that for q = 2, Player II can always obtain odds of at least 9/5, and he can be held to these odds only for k = 4.
Let us introduce the expected waiting time; i.e., the expected number of throws until the desired sequence appears. Then the waiting time for A is qAA,. This was proved first by Solov'ev [24] , and then rediscovered by Nielsen [16] and Collings [3] . We can prove it very simply using Theorem 1.1; if A is the only excluded pattern, then f(n) q-" is the probability that one has to wait more than n throws for the appearance of A, and so F(q) = 2 f(n) q-" is the expected waiting time. But by (1.3) this is just qAA,. Thus although all patterns of length k appear about equally often in random strings, the time of their first appearance depends strongly on their autocorrelations. This fact makes the nontransitivity of this game all the more surprising, since a pattern with the correlation 10 . s. 0 is expected to show up very early. Another, similar result, however, helps explain the situation; namely, the expected number of additional throws needed to obtain A if we start with B is qAA, -qBA,. This was first proved by Collings [3] . Another proof can be obtained from Theorem 2.1, by letting X = B and taking the set of excluded patterns to consist of A. Considering these two results on waiting times as is done by Collings [3] leads immediately to another proof of Conway's formula (1.5).
We shall now leave nontransitive games and present another application of our basic theory, this time to the analysis of the worst-case behavior of string searching algorithms. We consider the problem of finding whether a given pattern A of length k occurs in a string S of length n. The cost of the search is measured by the number of characters of S that the algorithm has to look at. Several algorithms are known [ 131 which never need to access S more than cn times, where c is some constant greater than or equal to 1 (typically these algorithms end up accessing some letters several times). One particular example, the Boyer-Moore algorithm [2] , turns out not only to be linear in its worst-case behavior [ 10, 131 , but is also sublinear on the average; i.e., on the average it only has to look at an characters of S, where a < 1 is a constant depending on the pattern A and the size q of the alphabet. The question then immediately arises as to whether there is an algorithm that is sublinear in the worst case; i.e., which never looks at more than /In characters of S, where p < 1. This question was answered in the negative by Rivest 120 ] : THEOREM 1.7. Let A be any pattern of length k. Any algorithm that purports to decide for an arbitrary string S of length n whether A appears in S will need to examine at least n -k + 1 characters of S for some string S. Furthermore, the algorithm will need to examine all n characters in the worst case for infinitely many values of n.
We will present another proof of this result in Section 5. It differs from Rivest's in that (1.3) gives us an egplicit form for the recursion satisfied by f(n), the number of strings of length n that do not contain A. We should mention that the bound n -k + 1 is best possible, as is shown in [20] .
In Section 6 we will consider a considerably different result related to string autocorrelations. Iff(n) counts all the q-ary strings of length u that do not contain a particular pattern A of length k, then (1.3) gives us a very simple expression for the generating function F(z) = Cf(n) z-", which shows, in particular, that f(n) satisfies a k-term linear recurrence with constant coefficients. One might ask whether this is indeed the simplest possible expression of this kind. If q = 2 and A = 10 . . . 0 is of length k, then zAA,
where B = 0 . . . 0 is of length k -1, which is simply a reflection of the combinatorial fact that any string S of length n that contains B also contains A, unless S=Oaa= 0. The question is thus whether other generating functions F(z) can be decomposed this way. The answer, at least for q > 3, is no; the polynomials 1 + (z -q) AA, are irreducible, so that the F(z) cannot be written as sums of rational functions with rational coefficients whose denominators have degrees smaller than k. This follows from the following more general result. THEOREM 1.8. If p(z) is a polynomial with coeflcients 0 and 1, and q E Zt , q > 3, then (z -q) p(z) + 1 is irreducible.
This theorem, and some generalizations, will be proved in Section 6. Here we will only mention that the case q = 2 is still open. We saw above that if p(z) = zm, then (z -2)p(z) + 1 is reducible. We conjecture that this is the only such case, and that if p(1) # 1, then (z -2)p(z) + 1 is irreducible (still with the assumption that the coefficients of p(z) are 0 and 1). If true, this would prove that in the binary case the expansion (1.3) is usually the simplest possible.
Finally, in the last section, we prove the result mentioned before, namely that the number of strings of any given length that do not contain A is a monotonic increasing function of AA,.
BASIC GENERATING FUNCTIONS
In this section we prove a generalization of Theorem 1.1 and indicate some extensions of it. Let {A, B ,..., T} be a reduced set of patterns, and let X be a pattern that contains none of A, B,..., T (but which may itself be contained in one or more of them). We allow X to be the empty pattern, in which case we set JXJ = 0. We let f(n) =f(P, A,..., T, n) denote the number of strings of length n over our alphabet which start with X and do not contain any of A, B,..., T. We also let fJn) denote the number of strings of length n which start with X, end with H, and do not contain any of A, B,..., T except for that single appearance of H at the end of the string. We define the generating functions
THEOREM 2.1. With notation as above, F(z), I;a(z),..., FT(z) satisfy the following system of linear equations:
where if X is the empty string, we set j Xl = 0 and XV, = 0 for all Y.
ProoJ If, for n > 1x1, we adjoin any character from our alphabet to one of the strings counted by f(n), the resulting string will be counted by exactly one of f(n + l), f,(n + 1) ,..., f,(n + 1). Hence qf(n)=f(n+ 1)+fa(n+ l)+..*+f&r+ 1) for n>lXI.
If we now multiply both sides of this equation by z-", sum on n > 1x1, and use the fact that f&Xi) = 1, fA(lXl) = 0, we obtain
which is the first equation in our system above.
Next, let H = h, . . . h, be one of A ,..., T. If n > JX( and Y = y1 .*. y, is counted by f(n), consider the string Y* H=y, . ..y.,h, e*. h,=zi ***z,,+, (see Fig. 1 ). There is a first occurrence of one of A, B ,..., T in Y * H; say G=g, . ..g. occurs at position t,gl...gs=zI-s+,...~l, and zl...zI is counted by &(f). Since G does not occur in Y, we must have t > n, and hence gS-i+,,+i *..gS=h, .a. ht-=, so that the (t -n) th element in GH, counting from the right, is 1, which we denote by t -n E GH. Conversely, if t -n E GH, then any string counted by &(f) arises from the concatenation of a string counted by f(n) and First of all, suppose that &(n + r) is positive for some r E GH, and let Z = z1 . . a z,+ r be counted by f,(n + r). Then z n+r-IGI+l *** 'n+r = G, z, . . . z,~, =X.
But r E GH means that z,+1 --* h, -1. h,, so in particular z,+, ... zlX, = h, m-e h,, ,-", and 1x1 -n :z (Fig. 2) . Thus unless JX( -n E XH, the sum in (2.3) is zero. 
Next
suppose that (XI -n E XH, and consider the string Z = zi .*a z,+,~, =x1 ..a x,Jz,~,-~+,
..s h,,, =x1 .e. x,h, e.. h,,, . Then any string that might be counted by the left side of (2.3) is a prefix of Z. However, since there is a unique first appearance of one of A,..., T in Z, we conclude that the left side of (2.3) equals 1, which proves our claim.
The proof of Theorem 2.1 can now be easily completed. We multiply (2.2) and (2.3) by z-" and sum on n, the first for n > (X( and the second for n < 1x1. Since x c fc(n+r)Z-"= c z' 2 fc(n+r)Z-(=+') n>O reGH rsGH n>0 = zGH,F,(z),
we obtain the remaining equations of Theorem 2.1. As we mentioned in the introduction, we regard Theorem 2.1 (and Theorem 1.1, which is an immediate corollary obtainable by letting X be the empty string) as our main result. However, we will now outline how the method can be extended to count the number of strings with specified numbers of occurences of a given set of patterns. For simplicity we consider only the case of a single pattern A of length k, and we let f,(n) denote the number of strings of length n which contain exactly r appearances of A (overlapping copies of A being counted separately) and g,(n) denote the number of strings of length n which contain exactly Y + 1 appearances of A, one of them at the very end. We let F,(z) and G,(z) be the corresponding generating functions. By (1.4), we know that The expressions (2.4) and (2.5) can now be used to calculate all of the F,(z) and G,(z).
UNEQUAL PROBABILITIES
In this section we generalize our basic results to the case of a biased qsided die. For simplicity we will only consider a generalization of Theorem 1.1. We first need to introduce some new notation. We consider a reduced set of q-ary patterns A,..., T. We let s(n) be the probability that none of A,..., Twill occur in the first n rolls of the die, with s(O) = 1, and sH(n) be the probability that H comes up on the nth throw, but that none of A,..., T come up on any of the preceding throws. We define the generating functions Q(z) = f. s(n) z-", Q,(z) = n,. s,(n) z-".
Finally, in place of the old correlation polynomials GH,, we introduce C&Z) = \' z'-'Pr(h,+ 1 . * * h,,,), rEGH where, just as in Section 2, r E GH means that the last r characters of G equal the first r characters of H, and, by our independence assumption, Pr(h,+ , * * * h,,,)=Whr+J ..a Pr(h,,,). We will assume that each letter of our alphabet has a nonzero probability of appearing, as otherwise we might as well eliminate it from consideration.
If none of A,..., T has occurred in the first n rolls, then either none will occur on the (n + 1) -st, or else exactly one will. This observation leads to the recurrence s(n)=s(n+ l)+s,(n+ l)+s,(n+ l)+...+s,(n+ 1)
The probability that none of A,..., T occurs in the first n throws and that the following IHI throws will produce H = h, . . . h,,, is just s(n)Pr(H), and therefore, by an argument analogous to that of Section 2, If we multiply (3.1) (resp. (3.2)) by z-" and sum on n, we obtain our main result: 
OPTIMAL STRATEGIES IN THE COIN-TOSSING GAME
This section is devoted to a proof of Theorem 1.6. That is, we consider a two-person game played with an unbiased q-sided die. Given any sequence A=a, ..-ak, k > 3 (the case k = 2 can be easily disposed of), as the first player's choice, we will show that the optimal choice of length k for the second player is always of the form B = ba, ..a ak-l for a suitable b. To be 582a/30/2-6
GUIBAS
AND ODLYZKO more precise, let A' = a, e.a uk-, , and let r be the basic period of A' (that is, the smallest nonzero shift that causes A' to overlap itself), so that a r+1 *.-a &-l =a, "' ak-rml.
(If A' has the trivial autocorrelation A'A' = 10 .a+ 0, then we take r= k -1.) Choose 6 so that 6 #a,, and set B= Fa, ..-akpl. This choice ensures that B has only periods > r. What we will show is that the odds is favor of B occurring before A are strictly greater than the odds is favor of any B = b, a.. 6, for which b, ... b, # A'. Furthermore, we will show the odds in favor of 8 are always greater than 1 and that they are > q/(q - 5) ) 3/2. However, the odds that B = 1010 will occur before A turn out to be, again by (1.5), 9/5 > 3/2. In general, even for q = 2 there does not seem to be any simple rule for determining the best beater of A, except that it has to be of the form ba, ... uk-, . Furthermore, for q = 2 the best beater always seems to be unique, but we have no proof of this in general.
Before proceeding with the proof we should discuss the underlying idea. The odds in favor of B appearing before A are given by formula (1.5). To maximize these odds, one should clearly chose B so as to make BB, and AB, small and BA, large. It turns out that all of these criteria are met quite well by B = B, and we obtain the lower bound (4. The reason for the particular choice of 6 in the definition of 8 is that it makes the basic period t of B (i.e., the smallest positive shift that causes J? to overlap itself) very large. We will assume that t < k -2 (if f > k -1, there is nothing to prove, as f will then automatically satisfy our definition of a large period). Since B = !iA', any period of fl is a period of A'. On the other hand, no period of B that is < k -2 can be a multiple of T, the basic period of A'; ifA*=a . . . a,, then A' =A* . . . A*A+, where A+ is a prefix of A* (which may be the empty string), and since 6# a,, we have F# a,, = a, for all m > 1, which is the desired conclusion. But now the fact that t is a period of A' which is not a multiple of the basic period r implies that t + r >.I?. This is a corollary of the general results in [8] , but we will give an easier independent proof of this weak result. Suppose therefore that s is the smallest integer such that s < k -1 -r, is a period of A', but s is not a multiple of r. We obtain a contradiction by proving that s -r is a period of A'. Since s is a period, a,+,a,+, ..a ak-, = a, 1.. akes-,, and so, since k-s -1 > r, aI .. and thus s -r is a period of A'. But s -r is shorter than s and is not a multiple of r, which contradicts the minimality of s. Therefore there is no such s, and t + r > k as claimed.
We have shown above that t Q k -2, then t + r > k. But t > r + 1, so f > (k + 1)/2. We will show next that we cannot have t = (k + 1)/2. For this equality to hold, we would need to have k odd, and r = t -1 = (k -1)/2, so thatA'=A*A*, withA*=a, . ..a.. But since t = r + 1 is also a period, we must have e,... a,=a, . ..a.-,, which implies that a,=a,= . . . =a,, and so 1 is a period of A. Therefore we must have r = 1 (as r is the basic period of A) and k = 3. But we assumed that t < k -2, which in this case equals 1, which contradicts the fact that t > r. Therefore we cannot have t = (k + 1)/2, and so t > (k + 2)/2.
We have now shown that if the basic period t of B satisfies t < k -2, then t > (k + 2)/2. We next wish to show that t > (k + 2)/2 in all cases (with the convention that if B has no nontrivial period, then t = k). Since k -1 > (k + 2)/2 for k > 4, we only have to consider k = 3, t = 2. But 1 < r < t = 2 implies that r = 1, and so A' = au, B = baa for some b # a, and then t > 3, a contradiction.
Having In order to show that the odds in favor of B are smaller than those in favor of B it will therefore suffice to show that
for all A. (Unfortunately this will not be true in general, and we will need to consider special cases when q = 2.) Now Since AA, > 2k-1, we find after a few rearrangements that it suffices to prove that 2*k-5 _ 7 . 2k+W*l-4
This inequality is easily seen to hold for k = 3 and all k > 7, and therefore B is not the best beater in these cases. The cases 4 < k < 6 can be disposed of either by exhaustive search for the best beaters or by a rather tedious special case analysis which we omit.
To complete the proof we now only need to consider the case where k-l&BA, k-2EBA, and k-3EBA (and k>4, as k=3 has already been dealth with). . The other cases are disposed of similarly, and we omit the details.
WORST CASE BEHAVIOR OF PATTERN-MATCHING ALGORITHMS
Before giving the proof of Theorem 1.7, we have to specify the kind of algorithm our result applies to. We assume that the q-ary string S = s, .a. sk which is to be searched for the occurrence of the pattern A = a, ... uk is stored in a random access memory, so that the algorithm can examine any one of the characters in S. The algorithms we allow are of the very general "decision-tree" type. That is, such algorithms successively examine the characters of S, where the choice of the character to be read at stage r may depend on the outcomes of all the preceding r -1 examinations.
Suppose that there does exist an algorithm which, given any string S of length n, can determine whether A appears in S by examining < n -1 characters of S. Suppose that for a particular string S, the algorithm examines only positions i, ,..., i,. Consider then the q"-' strings S' = s; ... sk which have sij = sij for 1 < j < r. When searching one of these strings S' for occurrences of A, the algorithm would examine precisely the same positions as it does in searching S, and would reach the same conclusion about whether A does or does not occur. Therefore if the algorithm always examines <n -1 character for any string S, the number of strings S which do not contain A is a multiple of q. Our basic results, however, show that this cannot happen for too many consecutive values of n.
Let f(n) be the number of q-ary strings that do not contain A, with f(0) = 1. Then, by (1. The important fact here is that by (5.2), h, -1 (mod q). Hence we can run the recurrence for f(n) backwards modulo q;
hjf(n +. Mmod 4) for n > 0.
(5.3)
If for some n we had f(n+ l)=f(n+2)=... =J(n+k)=O (modq), then by (5.3) we would have f(n) = 0 (mod q), and by repeating the argument, also f(0) G 0 (mod q), which would contradict our definition f(0) = 1.
We conclude from the above discussion that among any k consecutive values of f(n), at least one is not divisible by q. For such a value of n, any algorithm has to examine all n characters in some string S (which depends on the algorithm under consideration) of length n in order to determine whether A is present or not. If n is such that f(n) = 0 (mod q), then there is a value of m with n-k+ 1 <m Qn -1 such that f(m)# 0 (mod q). Since the number of characters that have to be examined in the worst case among strings of length n is at least as large as that among strings of length m (given a string s, a.' s, that requires r examinations, we can find characters b, ... b,-, such that A occur in S' =s, ..a s,b, +.a b,-, only among the first m characters, and so at least r examinations would be required in S' as well), we conclude that at least n -k + 1 characters have to be examined in some string. This concludes our proof. The above argument shows that if for some n, it suffices to examine n -r characters in any string of length n in order to determine whether A occurs in that string or not, then f(n) E 0 (mod 4'). Unfortunately the converse is not true; the fact that f(n) = O(mod q') does not imply the existence of an algorithm which requires <n -r character examinations. For example, if a = 000 and q = 2, then f(5) = 24, 23j24, but Theorem 1.7 guarantees that we have to examine at least 3 characters in some strings. The method we used above can sometimes be used to prove worst-case lower bounds for the problem of finding whether any one of a set of patterns is in a given string. Our main results show that the number f(n) of strings of length n which contain none of a given set of patterns does satisfy a linear recurrence. If the last nonzero coefficient in that recurrence is relatively prime to q, then our method applies and at least n -c characters have to be examined (where c is a constant depending on the set of patterns we are looking for). However, quite often that last coefficient is not relatively prime to q. In fact, it is possible for all of the coefficients (except for the leading one) of the characteristic polynomial of the recurrence to be divisible by q, so that the power of q dividing f(n) goes to infinity with n. Such is the case if q = 2 and we exclude the two patterns A = 01110 and B = 00110, where qqz)=z" -2z1' + 22' -2z6. In this case the method of this section fails to rule out the possibility of a sublinear algorithm. . Our method relies on an analysis of the zeros of these polynomials and basic algebraic number theory. Our method is very similar to the one that was used in [l] to prove the irreducibility of a subclass of the polynomials of the form (6.1). We now prove Theorem 1.8. Let f(x) be a polynomial with coefficients 0 and 1, and let q > 3 be an integer. We wish to prove that g(x) = (x -4) f(x) + 1 is irreducible. Let d be the degree of f(x), which we may assume is > 1. We first prove that g(x) has exactly one zero p0 in Jx -q) ,< 1. Note that in the disk ]x -q1 < 1 we have Ix] > q -1, so
Moreover, equality can conceivably hold only if q = 3 and x = 2. In that case, however, f(x) > 2d > 2. Hence we conclude that If(x)] > 1 in ]x -q I > 1. Therefore ](x -q) f(x)] > 1 on ]x -q ] = 1, and so by Rouche's theorem (x -q) f(x) and g(x) = (x -q) f(x) + 1 have the same number of zeros in Ix-41 < 1. But (x-q)f(x) h as exactly the single zero x = q in ]x -q I < 1, so we conclude that g(x) has exactly one zero p0 in ]x -q I < 1, and none on Ix-q1 = 1.
Let p be any zero of g(x). Since g(x) is a manic polynomial with integer coefficients, p is an algebraic integer. Therefore so are p -q and f@). But then (p -q) f@) = -1 implies that p -q is a unit. Now supose that p is not conjugate to p,, . Then p -q is not conjugate to p. -q, and so all of the conjugates of p -q are of absolute value > 1. But the fact that p -q is a unit implies that the product of all its conjugates equals f 1. This is a contradiction, and so p must be conjugate to p,, . But this means that all of the zeros of g(x) are conjugate, and so g(x) is irreducible.
Q.E.D.
The above proof of the irreducibility of g(x) breaks down when q = 2. The crucial fact we have used when q > 3 was that there was exactly one zero of g(x) in Ix -q1 < 1. This fails for q = 2. In the first place, when f(x) is a monomial, f(x) = xd, x = 1 is a zero of g(x). In this case, however, it can be shown that g(x)/(x -1) has exactly one zero in Ix -2 I< 2, and therefore g(x)/(x -1) is irreducible. We can therefore restrict ourselves to f(x) which are not monomials. In this case it can be shown that if d = degdf(x)) < 10. then g(x) has exactly one zero in Ix -2 / < 1, and is therefore irreducible. However,
. . . +x+ 1)+ 1 has three zeros in 1 x -2 I < 1. (It is irreducible, though:) The smallest d such that there exists a polynomial f(x) with coefftcients 0 and 1 and of degree d for which g(x) = (x -2) f(x) + 1 has more than one zero in (x -2 ( < 1 is unknown. Also, no polynomials of that form are known that are reducible (except for those for which f(x) = x"). One might wonder whether there is anything special about the groups of polynomials of the form (6.1). A check of all the polynomials g(x) = (x -2) f(x) + 1 where f(x) has coefficients 0 and 1, d = deg u(x)) < 6, and f(x) # xd showed that, as might be expected of a random sample of polynomials, almost all had the symmetric group Sd+i as their group, but there were several exceptions. Thus it seems that little can be said in general.
Our method for proving irreducibility can be easily generalized to cover other classes of polynomials. For example, our proof applies with no changes to g(x) = (x -q) f(x) -1, provided q 2 3 and f(x) has coefficients 0 and 1. Furthermore we can relax the conditions on the coefficients of f(x). If f(x) E Z[x] is manic, then our proof shows, mutatis mutandis, that g(x) = (x-q) f(x) + 1 is irreducible for q sufficiently large. One can go even further, and show that if f(x) E Z[x] is any polynomial and u any nonzero integer, then g(x) = (x -q) f(x) + a has no nonconstant divisors in Z[x].
COMPARISON OF THE NUMBER OF STRINGS NOT CONTAINING GIVEN

PATTERNS
In this section we will prove that if AA, > BB,, then for any length n, strings of length n that do not contain A are at least as likely as those that do not contain B. To be more precise, let g,(n) denote the number of q-ary strings of length n which do not contain K. Then we will show that if AA, > BB,, then g,(n) >g,(n) for all n > 1. In fact we will show more. Theorem 1.1 implies (see (1.4) ) that the generating function G,&) = Cn>,, g,(n) z-" is of the form zKK, Gdz)= 1 +(z-q)KK;
We will consider rational functions of the form zf-(2)
where f(z) is a polynomial with coefficients 0 and 1. We will show that if HJ(z) is expanded as Eqz)= 2 h&z)z-", il=O then, for any two polynomials f and g with coefficients 0 and 1, f(q) > g (q) implies that h,(n) > h,(n) for all n > 0.
The general problem of deciding whether one linear recurrence sequence dominates another is very difficult. In our case we can solve the problem due to the very special form of our recuurences. The asymptotic analysis of the sequences h,(n) presents no special difficulties. It can be shown (cf. [9] ) that 1 + (z -q) f(z) has a single zero B = 0, with 1191 > 1. Since it can be shown [9] that B is monotone increasing with f(q), it is clear that if f(q) > g(q) then h,(n) > h,(n) for n large enough (in fact for n > c deg f(z) for some constant c). In any event, since B can be easily computed to great accuracy, (7. 3) gives a method of obtaining very accurate estimates of h,(n).
Although analysis does give good estimates of h,(n), it does not seem capable of proving that f(q) > g(q) implies h,(n) > h,(n) for all n, and we will therefore use more elementary methods. The first observation we make is that f(q) > g(q) holds if and only if f(2) > g (2) , since f and g have coefficients 0 and 1. Therefore it will suflice to prove our result if f(2) = g(2) + 1 as the general result will then follow by transitivity.
Let ,T, (7.4) We will use the convention that h,(n) = 0 for n < 0. In our proof we will use the following auxilliary result, whose proof we postpone until the end of this section. We now show how this lemma can be used to prove our result. Let k-l g(')= s &l-j-h g,=Oor 1.
j=O Since g(2) = f(2) -1, deg g(z) = k -1 or k -2. We will assume here that deg g(z) = k -1, since the other case can be dealt with similarly. Then go= 1, and there is an integer s > 1 such that g,= 0, gs+, =gs+l= ... = g,-,= 1, f,= 1, fs+,="*=fk-~=o, and fj = gj for j < s. The recurrence satisfied by h,(n) is k-l h,(n) = qh,(n -1) + 2 gj(qh,(n -j -1) -h,(n -j)) -h&n -k) j=l (7.8) GUIBAS AND ODLYZKO for n > k. As our first step we will show that for n > k, k-l Hun) > qhAn -1) -t s gj(qh,@ -j -1) -$-(n -j)) -h,(n -k). (7.9) j= I Indeed, since h,(n) satisfies (7.4), to prove (7.9) it suffices to prove that qh,+t-sl)-h,+z-s)-hAn-k) k-l > 1 (q/@-jl)-h,(n-j))-h,(n-k) j=s+l =-hen-sl)+(q-1) 5 hkn-j).
j=s+2 By Lemma 7.5, however, the left side above is >O, while the right side is <O. Hence this inequality, as well as (7.9), is true. Before concluding the proof, we need to make another remark. If we define u(n) = am = qh,(n -1) -h,(n) for n > 1, and u(n) = 0 for n < 1, then by Lemma 7.5 applied to g rather than f we see that u(n) > 0 for all n. Moreover, u(n) satisfies the same recurrence (7.8) as h,(n) for all n > k, and u(k) = 1. Let u, denote the difference of h,(n) and the quantity on the right side of (7.9). We have shown that a, > 0. We will now show that h,+z) = h,(n) + fj a,u(n -m + k) m=k for all n > 0.
(7.10) Proof ofLemma 7.5. We first use induction to prove (7.7) and the following weakened form of (7.6):
&w < qhje -1) for nal.
(7.11)
For simplicity we will use h(n) to denote h,(n). Both (7.7) and (7.11) are clearly true for n < k. Suppose they are true for all n ,< m -1. We use (7.4) with n = m. Since h(r) < qh(r -1) for 1 < r < m -1, Eq. by applying the induction hypothesis (7.7) with n = m -1. This proves (7.11) for n = m. Next, by setting n = m in (7.4) and applying (7.11) to the terms in the sum, we see that which yields the desired result. Thus (7.7) and (7.11) are true for all n > 1. But then (7.6) follows immediately, since it clearly holds for n < k, and for n > k + 1 is obtained from (7.4) by applying (7.11) to deduce that each term in the sum is nonpositive.
