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Resumo
O consumo de energia é uma das principais questões no gerenciamento de data centers
usados para computação em nuvem. No entanto, tal consumo pode ser minimizado através
de um gerenciamento adequado dos recursos do data center. A presente dissertação apre-
senta duas soluções para o problema do consumo de energia em data centers. A primeira
solução corresponde ao algoritmo Topology-aware Virtual Machine Placement (TAVMP),
que posiciona máquinas virtuais considerando topologias de rede de data center hierár-
quicas bem como demandas modeladas como grupos de máquinas virtuais. Resultados
utilizando o algoritmo TAVMP evidenciam que é possível reduzir a taxa de bloqueio
mantendo níveis favoráveis de consumo de energia.
O segundo algoritmo realiza o balanceamento de carga ciente de energia em data
centers distribuídos. O algoritmo, chamado Topology-aware Virtual Machine Selection
(TAVMS), seleciona conjuntos de grupos de máquinas virtuais a serem trocadas com os
outros data centers levando-se em consideração a topologia hierárquica de rede de data
center. Resultados indicam que o emprego do algoritmo TAVMS acarreta em economia
de energia significativa em cenários com data centers distribuídos.
Os resultados obtidos na dissertação indicam que considerar a topologia de rede, de-
mandas compostas de grupos de máquinas virtuais e suas demandas de tráfego é funda-
mental para o gerenciamento eficiente de data centers para o provisionamento de serviços
com economia de energia.
Abstract
The high energy consumption is a significant problem in cloud data center operations.
Such consumption can be minimized by means of proper management of data center
resources. This dissertation studies the energy consumption in cloud data centers and
proposes two new algorithms for the minimization of energy consumption. The Topology-
aware Virtual Machine Placement (TAVMP) algorithm deals with the placement of virtual
machines considering hierarchical data center network topologies and workload demands
modeled as virtual machine groups. Results show that it is possible to reduce blocking
ratio of requests to allocate virtual machines while maintaining acceptable levels of energy
consumption.
Moreover, a load balancing algorithm to promote energy savings is proposed. The
Topology-aware Virtual Machine Selection (TAVMS) algorithm chooses sets of groups of
virtual machines to be migrated to other data centers in a distributed data center scenario
considering hierarchical data center network topologies. Results show that by using this
algorithm it is possible to obtain relevant energy savings.
Results obtained using discrete event simulations indicate that the consideration of
the network topology, workload demands as groups of virtual machines and their traffic
demands is fundamental to achieve energy savings in a distributed data center scenario.
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In the cloud computing paradigm, users promptly obtain access to computational ser-
vices without the need of managing these services. Computing as utility, a key concept
in cloud computing, dates back the 1950s, when mainframe computing was introduced.
Mainframes used to be managed by large organizations for data processing. They could
be accessed from multiple terminals, allowing the share of common pool of resources.
Since then, other models of computing were proposed, such as cluster and grid comput-
ing. Cloud inherited aspects from these computational models besides the pay-as-needed
business model.
Cloud computing strongly uses virtualization: virtual machines (VMs) are usually the
computational unit to provide processing for users’ workload. VMs are implementations of
real machines in software, and they can be easily replicated and instantiated in the physical
infrastructure. To provide its services, cloud providers use data centers, large centers of
computational resources, ranging from few to thousands of servers. Big providers, such as
Microsoft, Amazon and Google use distributed networks of data centers to serve clients
in different regions of the world.
New challenges, however, were brought with the wide adoption of the cloud computing
paradigm, such as the energy consumption, a major issue in operational costs. In 2010,
the energy consumption of data centers was about 1.5% of all the energy consumed in
the world and this will increase as predicted in [25]. One approach for the reduction of
energy consumption is to use servers and switches in a low consumption mode when they
are idle [35], which is studied in this dissertation.
Most of previous studies in energy consumption for cloud computing data centers have
neglected the data center network [6, 26, 38, 41]. Moreover, cloud networking has been
addressed in recent works [15, 23, 24, 28, 33, 34, 42] due to the impact of network switches
and links on cloud operations. In this dissertation, the network topology is considered as
well as the traffic demands imposed by the virtual machines.
This dissertation deals with the problem of energy consumption in data centers and
proposes solutions that consider internal network topology and virtual machine traffic
demands. It studies the placement of virtual machines on physical servers considering the
network topology, proposing an algorithm for the placement of groups of virtual machines
in Chapter 3. An algorithm that considers migration of virtual machines among multiple
data centers to save energy is presented in Chapter 4.
14
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Figure 1.1: Cloud overview. Data centers are placed at different locations and are con-
nected to a backbone network. They serve users’ requests of virtual machines.
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An overview of the scope of this work is presented in Figure 1.1. Several data centers
are placed in different locations. Data centers process users’ requests that include groups
of VMs. These VMs have their own computational and network requirements and are
placed in the data center considering the data center network topology. Each data center is
connected to the Internet, allowing communication between them. Such an infrastructure
demands load balancing among these geographically distributed data centers to decrease
the overall energy consumption.
1.1 Contributions
The contributions of this dissertation are:
• An algorithm for the placement of virtual machines in data centers which manages
to accept a higher number of virtual machines under heavy traffic scenarios and yet
maintains the same energy consumption than when the algorithm is not employed;
• An algorithm to choose virtual machines in a data center network to be migrated
to other data centers, resulting in overall energy savings.
Results reinforce the importance of considering data center network, arrivals as groups
of virtual machines, and their traffic patterns in the design of future algorithms for the
provisioning of services in clouds. Results in this dissertation were published in:
1. R. A. C. Silva, N. L. S. Fonseca, “Algorithm for the placement of groups of vir-
tual machines in data centers”, IEEE International Conference on Communications
(ICC), 6080-6085, 2015, doi: 10.1109/ICC.2015.7249291.
2. R. A. C. Silva, N. L. S. Fonseca, “Topology-aware virtual machine placement in data
centers”, Jornal of Grid Computing, Special Issue on Green Cloud Computing, doi:
10.1007/s10723-015-9343-x.
1.2 Dissertation Organization
The rest of this dissertation is organized as follows. Chapter 2 revises concepts used
in cloud computing. Chapter 3 presents the Topology-Aware Virtual Machine Placement
(TAVMP) algorithm. Chapter 4 introduces the Topology-aware Virtual Machine Selection
(TAVMS) algorithm for energy-aware load balancing between data centers. Chapter 5
draws some conclusions and introduces future work.
Chapter 2
Key concepts
In this chapter, concepts and definitions in cloud computing used in this dissertation are
introduced. Cloud computing concept is given in Section 2.1, while data center networks
and geographically distributed clouds is in Section 2.2. Finally, in Section 2.3, virtual
machines and migration concepts are introduced.
2.1 Cloud Computing
According to the National Institute of Standards and Technology (NIST), “Cloud comput-
ing is a model for enabling ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal management ef-
fort or service provider interaction” [36]. According to NIST, there are five essential char-
acteristics of cloud computing: on-demand self-service, broad network access, resource
pooling, rapid elasticity and measured service.
In cloud computing, providers implement a transparent service so that users do not
need to know where their resources are physically located. Furthermore, they have a
view that resources are unlimited and are quickly accessible on-demand. Elasticity con-
sists in the capacity of provisioning and releasing resources in order to cope with load
variation [12].
Cloud providers offer their services according to different models. In the Software as a
Service (SaaS) model, users acquire application services, accessible from different devices
and without the need of infrastructure management, such as network, operating systems
and storage. Platform as a Service (PaaS) model offers diverse tools for cloud clients
such as programming languages, libraries and services. Infrastructure as a Service (IaaS)
model enables consumer to provision computational resources (processing, storage and
network) and specific software, such as operating systems.
2.2 Data Centers
A cloud computing environment can be composed of several data centers, which are centers
for data processing and storage, ranging from few to thousands of servers, switches and
17
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Figure 2.1: Example of Cisco network topology. Core, aggregation and edge switches are
represented by red, green and blue colors, respectively.
cooling equipments. Big companies such as Microsoft, Google, Amazon and Facebook use
large data centers to offer their services. Cloud providers use geographically distributed
data centers, for example, to serve clients in different regions, reducing the delay to access
their services [16].
The main data center elements are servers and switches. Servers are in charge of pro-
cessing and hosting virtual machines, while switches are in charge of network connectivity,
forwarding packets inside the internal network and also enabling communication with the
Internet. Cooling equipment maintains the computational infrastructure at operational
temperature levels.
Data centers are structured according to their network topologies, which defines how
servers and switches are connected. These topologies can be hierarchical in the sense that
switches are divided into different layers. They may also have a recursive structure. In
the following paragraphs, some topologies proposed for data centers are described.
The topology proposed by CISCO has been the standard in current data centers [1].
This is a tree topology and it is hierarchically composed of three levels of switches, namely
core, aggregation and edge. Servers are arranged into racks and are connected to the
aggregation layer, which are then connected to the core layer that provides connectivity
to the Internet. An example of this architecture can be seen in Figure 2.1.
Other topologies have been proposed later to enhance scalability in data centers. The
Fat-tree topology [2] is also divided into three layers of switches, but only commodity
swiches are used. In this topology, high level layers are dense, i.e., the larger the data
center, the higher is the number of core switches. This differs Fat-tree from the Cisco
topology, since the latter has a limited number of core switches. By means of that, Fat-
tree topology provides an oversubscription of 1:1 so that all servers can communicate with
any other servers at the full capacity of their interfaces. There are many paths connecting
the same pairs of servers and the authors proposed specific routing algorithms.
In the Fat-tree topology, a parameter K defines the number of servers and switches.
In a Fat-tree network, there are K core switches, and each of them is connected to all the
K PODs. Each POD has two layers (edge and aggregation) of K/2 switches. Each edge
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Figure 2.2: Example of Fat Tree network topology. Core, aggregation and edge switches
are represented by red, green and blue colors, respectively. Dashed lines show PODs and
racks.
switch is connected to K/2 servers, so that each POD has (K/2)2 servers. An example
for K = 4 is presented in Figure 2.2.
Modular data center topologies have also been introduced. Two known proposals are
BCube [17] and DCell [18], which are recursive and fault-tolerant. Fault tolerance is
an important characteristic in modular data centers due to maintenance issues. Other
characteristic is the fact that these topologies do not use a tree approach and routing
is mainly performed by servers provided with more than one network interface, and not
switches.
Several papers in the literature studied energy efficiency in clouds, as shown in related
work in Sections 3.1 and 4.1. Energy consumption in data centers is related to the
consumption of present equipments. Servers consumption is mainly dominated by CPU
use [7], being linear in relation to the CPU load. However, idle servers consume about 70%
of the consumption under full load. Network switches are also responsible for a significant
energy consumption. Their consumption is proportional to the components used (chassis,
linecards and ports) [31].
Cooling infrastructure contributes to the overall energy consumption, playing an im-
portant role in maintaining operational infrastructure, since computing equipments gen-
erate heat while in use. A way to account this consumption is using the Power Usage






PUE metric relates the total energy spent in a data center to the energy used with IT
equipments. Consequently, the greater the PUE, the better is the data center efficiency,
what is expressed by DCIE metric. Currently, state-of-the-art data centers have PUE =
1.4 [10], which means that, for each watt spent in computing equipment, another 0.4W is
used in cooling infrastructure. Values of PUE may vary according to many factors, such
as data center location and efficiency of cooling equipment.
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Some techniques are applied to save energy in data centers. Basically, the less a equip-
ment is used, the smaller is its consumption. But it is noteworthy that idle equipments
still account for a significant power use. In [5], some techniques are described to save
energy in servers. Dynamic Voltage and Frequency Scaling (DVFS) consists in adjusting
processor clock rate, affecting its performance and consumption. Dynamic Power Man-
agement (DPM) is a way to switch equipments into a low consumption state in which the
machine is not in use, but it is possible to quickly turn it on without human intervention.
In this dissertation, we used the Fat-Tree topology and took advantage of its high
connectivity to evaluate high traffic scenarios. We evaluated energy costs imposed by
servers and switches, using DPM to reduce energy consumption. The models employed
are presented in Chapters 3 and 4. To account the energy effects of cooling infrastructure,
we used the PUE metric in the work described in Chapter 4.
2.3 Virtual machines
A virtual machine is a software implementation of a computer, allowing the emulation
of a complete operational system and its functionalities. Virtualization has been used in
data centers as a mechanism to enhance cloud computing operations, and has also been
used to reduce energy consumption by means of consolidation of virtual machines in the
same physical server [5].
In a data center, a host can serve zero or more virtual machines. Once the VM is
instantiated, it can be used by the final user to run a job and then, when users finish their
processing, the virtual machine can be released and the server can be used to host other
VMs. Virtual machine placement is the problem of deciding the servers which will host a
request of virtual machines.
As the virtual machines can run long-term jobs, an initial placement may not be
optimal after some elapsed time, due to the dynamic utilization of the network. In this
case, it is possible to use virtual machine migration, which is the act of migrating a VM
from a host to another during its operation. This migration can be performed inside a
data center or between different centers [9].
VM migration can be divided into non-live and live migration. In non-live migration,
the targeted VM is completely suspended, then it is transmitted and finally resumed at the
destination server. This migration is naive and incurs in a long downtime. Live migration,
on the other hand, reduces downtime by using pre-copy or post-copy migration. In the
first case, memory is copied to the destination in background and the process continues
until a number of pages is copied, then execution is suspended, the VM is transmitted,
and finally resumed. Post-copy migration, however, first transmits the VM and starts it
quickly, and then memory is brought to the destination. Both ways reduce downtime and
are viable options for migrating VMs inside a data center.
Wide area network migration can be used to provide load balance in clouds. Since data
centers use storage area network, migrations inside data centers are easier since only the
CPU state and memory need to be transferred. However, migrations over long distances
need to transfer disk content in addition to memory and CPU state, incurring in longer
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times of inactivity. Other issues such as IP mobility are also raised in these operations,
however, some studies show these migration are feasible [28, 44].
In this dissertation, we modeled the requests as groups of virtual machines, considering





To deal with incoming requests of virtual machines, data centers employ placement al-
gorithms to decide which physical servers will be used. By a proper management, cloud
providers can improve processing and network equipments use and, therefore, reduce data
centers energy consumption. This chapter presents the Topology-aware Virtual Machine
Placement (TAVMP) algorithm. Results show that the solution improves VM accep-
tance and yet does not impact the energy efficiency. Section 3.1 presents related work.
Section 3.2 describes the proposed solution. Section 3.3 presents the evaluation of the
algorithm proposed. Finally, the conclusion of this chapter is drawn in Section 3.4.
3.1 Related work
Recently, the problem of virtual machine placement in data centers has been studied in
the literature [6, 8, 13, 23, 24, 26, 37, 41]. Algorithms for VM placement can be designed
to meet different goals, such as energy efficiency and reduction of response time. These
strategies generally involve virtual machine consolidation and network flow consolidation.
Virtual machine consolidation aims at concentrating the workload on the smallest possible
number of servers. Network flow consolidation has the objective of concentrating flows in
a small number of switches. This section reviews different strategies for VM placement
dealing with energy and networking issues in virtualized data centers.
Considering the common three-tier data center architecture [1], the authors of [24]
proposed an energy-aware placement strategy, which consider both servers and switches.
The metric proposed favors server with high utilization and penalizes the selection of
underutilized servers. It also considers queue sizes at the switches. This approach evalu-
ates the trade-off between load balancing of traffic and consolidation of workloads, being
particularly relevant in data centers running data intensive jobs that impose low compu-
tational loads. Their approach does not, however, consider intra data center heavy traffic
demands.
The algorithm in [24] was enhanced by selecting a set of servers with high connectivity
and by choosing the server with the smallest available computing capacity. Such a change
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improves the energy efficiency and prevents the formation of network congestion [23].
Multi-objective evolutionary algorithms were employed to solve the placement problem
in [38]. The objectives were the consolidation of VMs on a small set of processors as well as
the minimization of associated energy costs of servers and network equipment operation.
A Fat-tree topology and tiered applications, such as a web server with an associated
database, were considered in the performance evaluation. The algorithms are suitable for
the enhancement of application performance and energy consumption.
In [6], the data center is modelled as a set of servers, with algorithms for virtual
machine placement and migration designed to save energy without violating service-level
agreements (SLAs). The problem is modeled as a bin-packing problem, and the proposed
solution is a variation of the best fit decreasing algorithm. Results show potential energy
savings without a significant number of SLA violations. Although the authors manage to
consolidate virtual machines on few servers, they do not account the impact of network
traffic.
In [26], the virtual machine placement problem is addressed. This approach considers
the data center as a set of servers. In addition to traditional approaches designed to
reduce energy consumption, it employs active cooling control. The authors conclude that
the proposed algorithm performs well in medium to large data centers, resulting in relevant
savings.
In [41], the authors use a multi-dimensional bin-packing model for virtual machine
placement. Each computational resource (processor and disk) is a bin, and a heuristic is
proposed to achieve high server utilization, based on the euclidean distance of the current
VM location. The numerical evaluation considers only servers in the data center.
Algorithms for the placement of precedence-constrained parallel virtual machines are
introduced in [14]. The authors propose reducing energy consumption by consolidating
virtual machines on the available physical machines yet not degrading the makespan. They
assessed the scheduling proposed using benchmarks of real-world distributed applications
and achieved efficient results.
Although energy consumption has been widely used as a criterion for VM placement,
some algorithms do not adopt it [8, 13, 15, 37]. In [8], the authors proposed a virtual
machine placement algorithm based on tree-like topologies. It considers inter-VM traffic
and views the data center as a set of servers and switches. The placement decisions are
based on network graph cuts. However, the solution proposed was not intended to be
executed online.
In [37], the authors studied traffic patterns in a production data center and proposed
a traffic-aware placement algorithm. Their strategy is based on the knowledge of the net-
work topology as well as on an estimation of the traffic matrix. The algorithm separates
clusters of VMs and servers, and then matches these clusters to minimize the communi-
cations between VMs.
The work in [13] proposes a network-aware virtual machine placement algorithm, which
separates the data center into partitions of servers and virtual machines with these par-
titions mapped according to a bin-packing problem. The algorithm does not consider
forwarding data center traffic to the Internet.
The authors of [15] proposed two VM placement algorithms for the Portland network
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architecture. These algorithms aim to allocate communicating virtual machines in phys-
ical proximity to avoid the creation of network bottlenecks. One algorithm was designed
for rapid placement of closely located VMs, while the other tries to identify network re-
gions that can best host the VMs and then, using the first algorithm, maps these VMs on
the servers. Such an approach can reduce the intensity of traffic in the links of top-level
switches.
The TAVMP algorithm considers an arrival model for groups of virtual machines as
well as their pattern of communications. Moreover, the selection of paths is performed
jointly with the decision to map VMs onto servers, in a way to minimize the use of switches
needed in certain areas of the data center.
Table 3.1 presents a comparison of the approaches addressed and the algorithm pro-
posed, in relation to energy and network awareness, VM group-based arrival process and
both internal (between VMs) and external (to the Internet) traffic. The proposed algo-
rithm has several of the features of other algorithms in the literature and it is the only
one to consider arrival of groups of VMs and both internal and external traffic to the data
center, deciding on path allocation for these network flows.















[24] Yes Yes No No Yes No
[23] Yes Yes No No Yes No
[38] Yes Yes Yes Yes Yes No
[6] No Yes No No No No
[26] No Yes No No No No
[41] No Yes No No No No
[14] No Yes Yes Yes No No
[8] Yes No No Yes No No
[37] Yes No No Yes No No
[13] Yes No No Yes No No
[15] Yes No Yes Yes No Yes
TAVMP Yes Yes Yes Yes Yes Yes
3.2 Proposed solution
The proposed solution is a virtual machine placement algorithm, named Topology-aware
Virtual Machine Placement (TAVMP) algorithm, to place groups of virtual machines in
data center network. We aim to place groups in small areas of hierarchical data centers
so that few switches are needed to serve the network flows. In order to achieve such goal,
the data center is divided in hierarchical areas containing switches and servers.
The data center network is modeled as a graph, with vertices representing servers and
switches, and edges representing links. Requests for allocation of groups of VMs are also
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modeled as a graph, with vertices representing virtual machines and edges representing
flows between pairs of VMs. The notation presented in Table 3.2 will be used to present
the algorithm.
Table 3.2: Notation used for the TAVMP algorithm.
Notation Description
D = (E,L) graph representing an area of the data center
E = H ∪ S H is the set of servers/hosts and S is the set of switches
L links representing the physical connections
availableMIPS(h), h ∈ H available processing resources (in MIPS) of server h
availableRAM(h), h ∈ H available memory of server h
availableBW (l), l ∈ L available bandwidth in link l
paths(h1, h2, length)
h1, h2 ∈ H, length ∈ N
function that returns all the paths between servers h1 and h2
with length length, null if such paths do not exist
pathsPair(h1, h2,D)
h1, h2 ∈ H
function that returns all the paths between servers h1 and h2
in the area of the data center represented by D
pathsToInternet(h)
h ∈ H
function that returns all the shortest paths between server h
and the switch connected to the Internet
G = (V,F) graph representing a VM group
V the set of virtual machines
F the set of network flows between the VMs
requestedMIPS(v), v ∈ V demanded processing resources (in MIPS) by virtual machine
v
requestedRAM(v), v ∈ V demanded memory by virtual machine v
requestedBW (f), f ∈ F demanded bandwidth by flow f
adj(v), v ∈ V the adjacent vertices of v, i.e., the VMs that are connected to
v
flow(v1, v2), v1, v2 ∈ V function that returns the flow f ∈ F between v1 to v2
requestedBWInternet(v)
v ∈ V
requested bandwidth for the flow between v and the Internet.
The value is 0 if v does not communicate with the Internet
suitable(h, v)
h ∈ H, v ∈ V
function that is true if the host h is suitable for the virtual
machine v, i.e., if availableMIPS(h) and availableRAM(h)
are, respectively, greater or equals to requestedMIPS(v) and
requestedRAM(v)
host(v), v ∈ V function that returns the chosen host h ∈ H to place v
place(v, h), v ∈ V, h ∈ H function that chooses server h to host the VM v
energy(v, h), v ∈ V, h ∈ H function that estimates the power increase for server h to host
the VM v according to the adopted energy model
In TAVMP, a parameter j ≥ 0 is used to describe the level of an area in the hierarchical
topology. For example, the Fat-tree topology (Figure 3.1) has three levels. The racks are
at level 0, PODs (groups of racks) at Level 1, and the whole data center (a set of PODs),
at the highest level, Level 2.
TAVMP has a recursive approach and works as follows. It receives as input the VM
group and the data center topology and divides the topology into small areas, using an
auxiliary algorithm to find subgraphs (SUB). Recursion is then performed for each area,
and, when the lowest level is reached, the placement decision is made, i.e., which servers
will be used to host the virtual machines, as well as the network paths for the flows.
This placement decision is made by another algorithm, entitled Placement in Current
Area (PCA), which evaluates areas for placement of groups of VMs. When the recursion
finishes, there can be various options for the placement of the VMs. The area chosen is
the one which involves the minimum power consumption. Furthermore, if none of the
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Figure 3.1: Fat-tree architecture divided into levels. Each circle is a physical server, and
each rectangle a switch
areas are suitable for accommodating the group of VMs due to lack of resources, the PCA
algorithm is then applied to the next higher level and, if necessary, on the data center
level. When TAVMP decides on the final placement for the virtual machines of a group,
these VMs are instantiated and the flows are allocated, updating the network status.
TAVMP is presented in Algorithm 3.1. The input is the data center network, the
virtual machine group (request) and the highest level of the hierarchy. In Line 1, subgraphs
of the network representing areas at a lower level are generated. All these subgraphs are
visited (Line 3) and recursion for each area is conducted (Line 4). The area with the least
power consumption increase is selected (Line 5). If all attempts to allocate VMs at the
lower level fail, a new attempt is made for the next higher level, as shown in Line 7.
Input: D = (E,L), G = (V,F), j
Output: The placement
1 subgraphs← SUB(D, j)
2 if subgraphs 6= ∅ then
3 ∀subgraph ∈ subgraphs
4 placement← TAVMP (subgraph,G, j − 1)
5 Choose placement with smallest power increase




Algorithm 3.2 presents the PCA algorithm. The input to this algorithm is the graph
representing an area in the topology and the group of VMs. The idea is to choose
the servers with resources available to support the computational demands of the VMs
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(Line 4), but which will minimize the increase in total power consumption. Moreover,
these servers must be connected by links with enough bandwidth to support the commu-
nication demands for the group. In the beginning, the algorithm marks all the virtual
machines as unassigned. When a server is chosen to host a VM, it is marked as assigned.
One VM at a time is placed, and all the servers are analyzed in order to find the one that
minimizes the energy consumption.
The PCA algorithm not only places the VMs on servers, but also decides the paths to
accommodate the flows. A path is chosen to minimize the number of switches visited by
a flow. This step considers both the flows between VMs, Lines 5 to 8, and the flows to the
Internet, Lines 9 to 11. If the energy increase caused by the choice of server and paths
is the lowest found for that area, that server is selected to host the VM, which is then
marked as assigned. Although, in Lines 14 and 15, a server is chosen to host a VM, this
designated hosting server can be changed in future interactions if a more energy efficient
placement is found. The PCA algorithm succeeds if all the VMs are placed (Line 16),
otherwise, it fails. When successfully, the overall power increase is calculated (Line 17).
Input: D = (E,L), G = (V,F)
Output: The placement
1 Mark all v ∈ V as unassigned
2 ∀v ∈ V
3 ∀h ∈ H
4 if suitable(h, v) then
5 ∀cv ∈ adj(v)
6 if cv was assigned then
7 paths← pathsPair(h, host(cv),D)
8 Choose path for flow(v, cv)
9 if requestedBWInternet(v) 6= 0 then
10 paths← pathsToInternet(h)
11 Choose path to Internet from paths
12 if Needed flows were allocated then
13 if energy(v, h) is minimum for v then
14 place(v, h)
15 Mark v as assigned
16 if All v ∈ V were assigned then
17 return Placement and estimated power increase
18 else
19 return Placement was not possible
Algorithm 3.2: PCA
Algorithm 3.3 presents the SUB algorithm. SUB finds subgraphs in the Fat-tree
topology. However, TAVMP can accept other topologies as long as SUB is changed to
divide the subgraphs representing areas in the specific topology. The input to SUB is the
area to be divided and its level, and its output is a set of subgraphs. If the algorithm is at
the lowest level, the SUB algorithm finishes (Line 3). Otherwise, the algorithm builds new
subgraphs using a server not represented in any generated subgraph (Line 6). In Line 8,
the paths between this server and the others in the same subgraph are defined and then
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included in the current subgraph (Line 11). For the Fat-tree topology, the path length is
2j. For example, in Figure 3.1, for j = 2, the length is 4. If we choose the leftmost server,
the resulting paths would lead to the other three servers of the first POD, including all
the four switches. The algorithm finishes when all the servers are represented in some
subgraph.
Input: D = (E,L), j
Output: The set of subgraphs
1 resultSet← ∅
2 if j = 0 then
3 return resultSet
4 Mark all h ∈ H as unvisited
5 while There exists an unvisited h1 ∈ H do
6 newSubgraph← ({h1}, ∅)
7 ∀ unvisited h2 ∈ H
8 paths← paths(h1, h2, 2 · j)
9 if paths 6= null then
10 ∀path ∈ paths
11 Add all d ∈ D of path to newSubgraph
12 Mark all h ∈ newSubgraph as visited
13 Add newSet to resultSet
14 return resultSet
Algorithm 3.3: SUB
The computational complexity of paths, pathsPair, pathsToInternet and the SUB
algorithm depends on the network topology. Nevertheless, for TAVMP, they can be
computed beforehand, since the data center topology does not change over time. Thus,
the computational complexity for such computation is O(1). The complexity of TAVMP
in conjunction with SUB will be derived here. The recursion in TAVMP basically iterates
over all the data center servers. In the worst case scenario, all the levels are analyzed. If
J is the number of topology levels, TAVMP iterates over all servers J times. Each host
is evaluated for each virtual machine in the group. Finally, for each host, all the flows
from that VM are analyzed. For each VM, there are at most |V| flows, which corresponds
to the existence of flows to all the other VMs in the group as well as to the Internet.
Therefore, the complexity depends on J · |H| · |V| · |V|. Since the network topology is fixed
and J is a constant, the computational complexity of TAVMP algorithm is O(|H||V|2).
3.3 Performance evaluation
The performance of the TAVMP algorithm was compared to that of the algorithm pre-
sented in [6], hereinafter called the Power Aware Best Fit Decreasing algorithm (PABFD),
and to the performance of a Round Robin algorithm (ROUND). PABFD is a well known
energy-aware algorithm from the literature, and Round Robin has been used to represent
a typical load balancing strategy, which tends to use a high value for energy, representing
a lower bound. The algorithm in [24] was not considered since it considers queues at the
switches and represents a different topology.
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3.3.1 Simulation Settings
For the evaluation of the proposed algorithm, the Cloudsim Simulator [11] was used to
simulate the placement of virtual machines. The simulator was extended by including the
data center network topology and an energy consumption model. Results were obtained
performing 100 different executions for each point in the graph and using a 95% confidence
interval derived by the independent replication method.
The Fat-tree topology was used in the simulations as in [2], with the only difference
being that a switch, entitled Internet switch, is connected to the core switches, as illus-
trated in Figure 3.1. All rack, aggregation and core switches are commodity switches,
each containing forty-eight 1 Gigabit ethernet (GE) ports and four 10 GE ports. The
Internet switch contains 128 10 GE ports, and each core switch is connected to it.
Servers can be of two different types and four different configurations of virtual ma-
chines were considered in order to simulate a realistic environment (Table 3.3). The type
of server and VM is uniformly distributed among those described in Table 3.3. The CPU
usage of the VMs is taken from the data set in [7], in which a real data center from
PlanetLab was monitored over a 24-hour window, and CPU utilization from each hosted
virtual machine was obtained.
Table 3.3: Configuration of VM and data center physical servers
Configuration MIPS RAM (Mb) CPU cores
Server Hp ProLiant Ml110 G4 Xeon 3040 1860 4096 2
Server Hp ProLiant Ml110 G5 Xeon 3075 2660 4096 2
VM Instance 1 2500 870 1
VM Instance 2 2000 1740 1
VM Instance 3 1000 1740 1
VM Instance 4 500 613 1
In the simulations, different sizes of the data center were evaluated by varying the
Fat-tree parameter K between 10 and 16. The numbers of machines and switches (the
Internet switch is ignored) for each value of K are: for K = 10, there are 250 servers and
125 switches; for K = 12, 432 servers and 180 switches; for K = 14, 686 servers and 245
switches; for K = 16, 1024 servers and 320 switches. Smaller values of K were not used
since they do not represent real data centers, and higher values of K are not viable to be
simulated due to its long simulation time.
In each simulation, virtual machines are placed at the beginning of the simulation,
creating a data center occupancy of 50%.
3.3.2 Energy Consumption Model
We adopt the server consumption model used in [7]. Whenever a server is idle, its con-
sumption is about 70% of the consumption under full load, a consumption which can be
described as linear in relation to the CPU load. When no workload is being processed,
a server can be switched to a low consumption mode, thus saving energy. Although a
linear function can be employed, we base our model on a real data set of the SPECpower
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Table 3.4: Power consumption of data center equipment
Switches Power Consumption (W)
Type of switch Pchassis Plc Pr
Rack, aggregation or core 146 Included in Chassis 0.42
Internet 1558 1212 27
Servers Power Consumption (W)
CPU load (%)
Type of server 0 10 20 30 40 50 60 70 80 90 100
Hp ProLiant Ml110
G4 Xeon 3040 86 89.4 92.6 96 99.5 102 106 108 112 114 117
Hp ProLiant Ml110
G5 Xeon 3075 93.7 97 101 105 110 116 121 125 129 133 135
benchmark1, interpolating the measured power for each CPU usage level according to the
current processing load, which is associated with the VM load hosted.
The energy model for switches [31] is calculated by considering three components: the
switch chassis, line cards and ports. The following formula expresses this model:
Pswitch = Pchassis + nlcPlc +
∑r
i=0 nri · Pri
Pswitch is the total power consumed by a switch. Pchassis is the fixed power for main-
taining it powered on; Plc is the power consumed by each line card in use and nlc is the
number of line cards. Each ri is a potential transmission rate; nri and Pri are the number
of ports transmitting at rate ri and the power used by a port transmitting at rate ri,
respectively.
Table 3.4 shows the power consumption values used in the simulations. The network
status is periodically analyzed, and idle servers and switches are powered off.
3.3.3 Traffic Model
Single arrivals of a virtual machines are not realistic since users’ demands usually require
groups of virtual machines. For example, in applications employing MapReduce, a group
of virtual machines is in charge of processing the same workload, and the VMs communi-
cate with each other, creating flows in the data center network. Each group has a variable
number of VMs and each VM can produce network flows, either connecting a pair of
virtual machines or a virtual machine to the Internet.
According to [19], the VM arrival and departure processes on different time scales
exhibit self similarity. We model them on a 1-minute time scale, as suggested in [19], and
use the generator described in [39] to create the self similar series, using the parameters
described in Table 3.5.
Since a group of VMs departs at the same time, we match the generated number of
VMs leaving the data center (departure process) with a group of the same size in execution
to identify those leaving the data center. For the inter VMs traffic, we generate the values
of transmission rates according to the suggested in [8]. In each group, one VM has a flow
directed to the Internet and there is a pre-defined probability that two VMs communicate.
1http://www.spec.org/power_ssj2008/
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Table 3.5: Parameters used for the evaluated scenarios. M stands for mean, SD for













M: 2 Mbps; SD: 0.2 Mbps
Pair flow: Gaussian





M: 4 Mbps; SD: 0.4 Mbps
Pair flow: Gaussian





M: 10 Mbps; SD: 1 Mbps
Pair flow: Gaussian
M: 25 Mbps; SD: 5 Mbps
Probability: 0.75
If there is a flow between a pair of VMs, a Gaussian distribution is used to generate the
transmission rate. Table 3.5 summarizes the values used for generating sizes of groups in
the arriving/departing series, as well as traffic demands. Six scenarios were generated,
identified by S and T: S is the size of the groups (MG or LG) and T is the traffic demand
(LT, MT or HT).
3.3.4 Numerical Evaluation
Blocking ratio and energy efficiency were assessed to evaluate the performance of TAVMP.
We first present the results for the self-similar series generated with Hurst parameter H
= 0.7 and later present the results for H equals to 0.8 and 0.9.
The blocking ratio is the percentage of VMs that were not placed in relation to the total
number of requests for virtual machine allocations and occurs whenever the algorithm can
not find servers on which to place group of VMs.
The blocking ratios produced by TAVMP, PABFD and ROUND are displayed in
Figures 3.2, 3.3 and 3.4, respectively. To facilitate the visualization, Figure 3.2 shows a
range of blocking ratio up to 10%, while Figures 3.3 and 3.4 use a range of 20% and 100%,
respectively. The Round Robin algorithm does not lead to optimized solutions since it
tends to use as many different servers as possible to host groups of virtual machines,
placing them on different areas of the data center and using many network links.
The algorithm PABFD provides a similar performance when compared to TAVMP,
except for the LG-HT and MG-HT scenarios. A huge difference in blocking occurs for
the LG-HT scenario, since almost all the virtual machines are blocked by PABFD, while
TAVMP manages to maintain the blocking ratio close to 3% for K = 10 and below 1%
for K between 12 and 16. These scenarios represent heavy network traffic. Since TAVMP
aims at restricting the area of the data center, flows between pairs of virtual machines tend
to use fewer switches. Their links are thus seldom fully occupied, allowing the network to
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Figure 3.2: Blocking ratio produced by the TAVMP algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.7
Figure 3.3: Blocking ratio produced by the PABFD algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.7
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Figure 3.4: Blocking ratio produced by the ROUND algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.7
serve more requests.
Energy efficiency is defined as the total energy consumed in the data center, including
that by both physical servers and switches, divided by the number of VMs accepted. The
results for different data center sizes K = 10, K = 12, K = 14, and K = 16 are shown in
Figures 3.5, 3.6, 3.7, and 3.8, respectively. The results given by ROUND are not shown
since its blocking ratio was unacceptable. The use of LG-HT PABFD led to wide error
bars due to the variation in the number of VMs accepted, as a consequence of the arrival
of large groups.
The MG-HT and LG-HT blocking ratios in Figure 3.3 and the energy efficiency in
Figures 3.5, 3.6, 3.7, and 3.8 are correlated. The PABFD algorithm consolidates the
virtual machines on fewer servers; however, in the MG-HT and LG-HT scenarios, it is not
always possible due to the formation of network bottlenecks by the heavy traffic. Even
with processing resources available, virtual machines may not be placed, thus causing
blocking. This situation is less likely to occur when using TAVMP, since communicating
VMs are closer together and use fewer network switches and less bandwidth, leaving the
remaining links available to host new requests. As a result, for heavy traffic demands,
TAVMP outperforms PABFD in almost all scenarios, specially when large groups create
several network flows.
The Hurst parameter of the arrival process was varied to evaluate the impact of the
arrival process self similarity on the performance of the algorithms. An increase in the
Hurst parameter value implies longer periods of consecutive arrivals of groups of VMs
(in a similar way, the increase of the H value of a packet flow implies on longer bursts
of packets) which yield to higher blocking, especially for large groups of VMs and small
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Figure 3.5: Energy per virtual machine for Fat-tree data center with K = 10 and the
Hurst (H) parameter equals to 0.7
Figure 3.6: Energy per virtual machine for Fat-tree data center with K = 12 and the
Hurst (H) parameter equals to 0.7
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Figure 3.7: Energy per virtual machine for Fat-tree data center with K = 14 and the
Hurst (H) parameter equals to 0.7
Figure 3.8: Energy per virtual machine for Fat-tree data center with K = 16 and the
Hurst (H) parameter equals to 0.7
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Figure 3.9: Blocking ratio produced by the TAVMP algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.8
data centers.
Figures 3.2, 3.9 and 3.10 display the blocking ratio for H equals to 0.7, 0.8, and 0.9,
respectively, for the TAVMP algorithm. ForK = 10 and medium size groups, the blocking
ratio varied from 0.25% to 4% while for LG-LT and LG-MT from 2% to 13% and for LG-
HT it varied from 3% to 14%. Such high blocking when H = 0.9 can imply violation of
service level agreements, incurring in financial losses to service providers. For data center
size of K = 12 the blocking ratio doubles for large groups of VMs and quadruplicates for
medium size groups.
Figures 3.11 and 3.12 shows the blocking ratio for the PABFD algorithm for the Hurst
parameter equals to 0.8 and 0.9, respectively. The blocking ratio for LG-HT was close to
100% and it was not displayed for better visualization of the other curves. The PABFD
algorithm does not minimize the path length between two communicating VMs, leading
to a higher consumption of link and switch resources as well as a faster exhaustion of
available resources. As a consequence, the blocking ratio of groups of VMs with high
intensive traffic increases considerably. While for large groups with intensive traffic (LG-
HT) the data center becomes inaccessible, for medium groups and intensive traffic (MG-
HT) the blocking ratio reaches unacceptable values, such as 12%, 15%, and 18%, for H
equals to 0.7, 0.8, and 0.9, respectively. Such blocking ratio is much higher than those
produced by TAVMP algorithm, which were at most 0.25%, 1.5% and 4%, for H equals
to 0.7, 0.8, and 0.9, respectively.
The error bars for large groups in Figures 3.9, 3.10, 3.11, and 3.12 are wide. As
mentioned earlier, this happens due to the variation of virtual machine acceptance ratios
of large groups. The increase of the Hurst parameter does not decrease the blocking ratio
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Figure 3.10: Blocking ratio produced by the TAVMP algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.9
Figure 3.11: Blocking ratio produced by the PABFD algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.8
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Figure 3.12: Blocking ratio produced by the PABFD algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.9
Figure 3.13: Blocking ratio produced by the ROUND algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.8
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Figure 3.14: Blocking ratio produced by the ROUND algorithm as a function of the data
center size for the Hurst (H) parameter equals to 0.9
given by ROUND which was close to 100%, as shown in Figures 3.13 and 3.14.
The results for energy efficiency for H = 0.8 are presented in Figures 3.15, 3.16, 3.17,
and 3.18 for data center sizes K = 10, K = 12, K = 14, and K = 16, respectively.
A slight increase in energy consumption occurred and, consequently, a slight decrease in
energy efficiency. This happens since long bursts of groups of VMs tend to consume larger
amounts of resources in short period. Similar results were obtained for for H = 0.9, which
are presented in Figures 3.19, 3.20, 3.21, and 3.22.
3.3.5 Time per Request
In order to assess the scalability of the TAVMP algorithm, we present an evaluation of
its execution time for different sizes of data centers and requests. In addition to the
previously analysed scenarios, we have included the scenario of larger groups and data
center. These scenarios are shown in Table 3.6. The evaluation was performed using a
Hurst parameter value equal to 0.7 and HT traffic, since other variation of traffic and
Hurst parameter does not significantly affect the execution time.
XG groups were assessed only for Fat-tree topology with K = 40 given their large
size. Results for the time evaluation are presented in Figures 3.23, 3.24 and 3.25. The
execution time for data centers size up to K = 16 is negligible. The execution time
for the largest data center and medium and large groups is less than 1 second, which is
quite acceptable. On the other hand, scenarios with extra large groups tend to demand
a few seconds more to be processed. Such overhead is still acceptable, since these large
groups of tasks demand longer processing time, and few additional seconds do not impact
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Figure 3.15: Energy per virtual machine for Fat-tree data center with K = 10 and the
Hurst (H) parameter equals to 0.8
Figure 3.16: Energy per virtual machine for Fat-tree data center with K = 12 and the
Hurst (H) parameter equals to 0.8
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Figure 3.17: Energy per virtual machine for Fat-tree data center with K = 14 and the
Hurst (H) parameter equals to 0.8
Figure 3.18: Energy per virtual machine for Fat-tree data center with K = 16 and the
Hurst (H) parameter equals to 0.8
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Figure 3.19: Energy per virtual machine for Fat-tree data center with K = 10 and the
Hurst (H) parameter equals to 0.9
Figure 3.20: Energy per virtual machine for Fat-tree data center with K = 12 and the
Hurst (H) parameter equals to 0.9
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Figure 3.21: Energy per virtual machine for Fat-tree data center with K = 14 and the
Hurst (H) parameter equals to 0.9
Figure 3.22: Energy per virtual machine for Fat-tree data center with K = 16 and the
Hurst (H) parameter equals to 0.9
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Table 3.6: Additional parameters used for the evaluation of TAVMP time per request. M
stands for mean, SD for standard deviation and H for the Hurst parameter
Parameter Description





Figure 3.23: TAVMP execution time for data center size K = 10
significantly on the response time.
Groups with over 100 VMs require an execution time of around 3 minutes, which is
generally not accepted, although, if such requests are not very frequent, the algorithm
can still be used. Therefore, TAVMP is scalable and feasible for employment in real data
centers.
3.4 Conclusion
This chapter introduced the Topology-aware Virtual Machine Placement algorithm de-
signed to consolidate groups of communicating virtual machines in small areas of a data
center. Its performance was assessed using simulations, and it was compared with two
other algorithms. Results show that the proposed algorithm accepts more virtual ma-
chines without impacting the energy efficiency. This is due to the consolidation of the
flows in small areas, which minimizes the use of network resources and avoids network bot-
tlenecks. The employment of the TAVMP algorithm helps to reduce the blocking ratio of
requests, which is essential for cloud providers to provide high accessibility in service-level
agreements. The algorithm presented does not consider different classes of service. As
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Figure 3.24: TAVMP execution time for data center size K = 16
Figure 3.25: TAVMP execution time for data center size K = 40
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a consequence, it accepts a higher number of less demanding groups of virtual machines
than accepts more demanding groups. Moreover, the proposed algorithm is scalable and
can be used for large data centers with thousands of servers and switches.
Chapter 4
Energy-aware Load Balancing
In distributed clouds, it is possible to balance the workload among the available data cen-
ters to take advantage of idle equipment in different locations. In this chapter, we present
a novel algorithm to choose virtual machines deployed in a data center to be negotiated
and migrated to other data centers in order to achieve global energy savings. Results
show that relevant gains can be achieved by using the proposed strategy. Section 4.1
presents related work. Section 4.2 describes the proposed solution. Section 4.3 presents
the evaluation of the algorithm proposed. Finally, the conclusion of this chapter is drawn
in Section 4.4.
4.1 Related work
Prior work on energy efficient clouds focused on single data centers. Diverse strategies and
techniques have been proposed, such as the use of virtual machine placement [6, 26, 38, 41]
and software defined networks [21, 43]. These papers show that efficient management of
data center infrastructure can significantly save energy, as a consequence of allowing cloud
providers to switch off idle resources.
New approaches to power-aware data centers in distributed clouds have been pro-
posed [3, 20, 27, 29, 30, 45, 46]. Such proposals attempt to decide which data center
should be used to host incoming requests so that financial costs can be reduced as a
consequence of the reduction of energy consumption, bandwidth use and SLA violations.
Although solutions based on optimization problem and heuristics have been proposed for
single data centers, they do not consider workload migration between data centers.
Virtual machine migration is a real possibility in current data centers to balance the
load among them. Such a migration is similar to that in local area networks, but it can
lead to longer disruption of VM services. Such type of migration has been studied in
the literature [28, 44] and it has been shown to be feasible in real clouds. The CloudNet
architecture proposed in [44] aims at minimizing the impact of WAN migration due to
transfers over Internet links. This architecture achieves significant reduction in memory
and disk transfers by a proper selection of memory pages for migration as well as disk
synchronization between data centers.
While the CloudNet architecture focuses on individual VMs, VMBuddies coordination
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system [28] treats groups of VMs, similar to our proposal. The authors propose an
architecture considering multi-tiered web application, aiming at avoiding partial transfers
of VM groups, maintaining collaborative tasks in the same data center. They propose a
protocol for synchronization and an algorithm for optimal bandwidth allocation and, by
using simulations and a real testbed, they show that their proposal decreases migration
costs and avoids performance degradation.
Having presented this background on distributed clouds, approaches to load balancing
between data centers involving workload migration are now presented. Solutions were
designed to achieve goals such as energy cost minimization and prioritization of green
energy use [22, 32, 40].
In [22], the authors propose an approach to migrate workload in distributed data
centers based on electricity prices in cities where data centers are located and on the cost
of migration. The solution was modelled as an optimization problem which considers the
costs of migration. Using traces of social network applications and real cost of electricity in
different regions of the United States, the authors manage to reduce the average electricity
cost. This work does not take into account the consumption of data center networks,
modelling only the overall load of the data center.
In [32], the authors propose an algorithm to migrate virtual machines to data centers
which use renewable energy. They consider a cloud computing scenario in which data
centers have access to brown (non-renewable) energy sources or to green (renewable)
energy. They propose an algorithm to decide on a set of long-lived VMs to be migrated to
data centers with access to green energy, taking into consideration the impact of migration
and renewable energy availability to enhance their strategy. They show that brown energy
can be replaced by green energy with a low increase in the overall consumption.
In [40], the authors proposed a system to balance the workload considering the vari-
ation in electricity markets and CO2 emissions. Using day ahead prices of different loca-
tions, an optimization model is employed to decide which workload should be migrated.
By simulating data centers infrastructures in two different countries, they show that im-
provement can be achieved by considering the variation in energy availability.
The proposed solution differs from previous works in different manners. Although
several papers [3, 20, 27, 29, 30, 45, 46] focused on geographical load balancing, they do
not cope with workload migration [22, 32, 40]. When this is considered, authors take into
account aspects such as electricity costs and availability of renewable energy sources, but
model workload transitions as an overall load of the data centers. In addition, network
topology has been neglected when deciding on the set of VMs for migration. In this work,
we make two contributions. Firstly, we consider workload migration at the VM level,
choosing specific groups of VMs rather than an overall load. Secondly, we analyze the
effects of the data center network topology, taking it into account when selecting virtual
machines to be migrated.
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4.2 Proposed solution
We propose an algorithm, named Topology-aware Virtual Machine Selection (TAVMS)
algorithm, to jointly perform two tasks: the selection of potential sets of VMs in a data
center to be migrated and the negotiation of these sets with the other data centers.
The former decision is made considering hierarchical network topologies, and the latter
considers the energy effects on the destination data centers as well as migration downtime.
For the sake of simplicity, we named these two tasks as algorithms Selection (SEL) and
Negotiation (NEG), respectively.
Groups of communicating virtual machines are deployed in the data center. These
groups have network flows between the VMs and also to the Internet. In addition, the
network topology considered was the Fat-tree. To describe the algorithms, the notation
presented in Table 4.1 will be used.
Table 4.1: Notation used for the TAVMS algorithm.
Notation Description
D data center
getPODs(D) function that obtains all the PODs from the Fat-tree topology of
data center D




function that returns the difference between VMs energy consump-
tion in current data center fromDC and destination data center
destDC, calculated using the destination data center placement al-
gorithm to estimate the power consumption
migrationT ime
(groups, fromDC, toDC)
function that calculates the time to transfer the VM groups in set
groups from data center fromDC to toDC, based on the virtual
machine memory and disk sizes and the backbone network
firstF inishT ime(groups) function that returns the remaining time for the first VM group to
be released in groups.
The coordination of algorithms SEL and NEG in TAVMS is explained as follows. The
TAVMS algorithm starts by choosing different sets of virtual machines using the SEL
algorithm. SEL analyzes PODs in Fat-tree topology obtaining sets with all the groups
of virtual machines in sequential PODs. Moreover, since TAVMS does not split groups
of VMs into different data centers, these sets may contain virtual machines from other
areas.
When the SEL algorithm terminates, TAVMS uses its output as input to NEG algo-
rithm. The NEG algorithm decides on the migration by iterating all the data centers and
querying their energy impact for each set of VM groups. The data center with the greater
energy savings for the request of migration is chosen. Furthermore, an analysis on the
completion time of the groups of virtual machines is performed. VMs finishing before the
migration time are not sent to the destination data center.
The SEL algorithm is presented in Algorithm 4.1. Its input is the data center network,
the current level and the parameter K of Fat-tree. In Line 1, inner PODs from Fat-tree
topology are obtained. Then, sequential groups of PODs are analyzed, ranging their sizes
from 1 toK, a parameter in Fat-tree topology which is the total number of PODs (Line 2).
For each size, sets of VM groups are obtained from sequential groups in the POD array
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(Line 4). It is noteworthy that the function getV Ms not only returns all the virtual
machines in current area, but also the ones in other areas belonging to a group from D,
since no group should be split.
Input: D, K
Output: The sets of virtual machines
1 pods← getPODs(D)
2 for size← 0 to K − 1 do
3 for index← 1 to size do
4 sets← sets ∪ getV Ms(pods[index] ∪ . . . ∪ pods[index+ size])
5 return sets
Algorithm 4.1: SEL
Algorithm 4.2 describes NEG. The input of the algorithm consists of the set of VM
groups (S, obtained by algorithm SEL), the list of available data centers (C), and the
current data center. The migration decision is made by iterating over all sets of VM
groups (Line 1) and destination data centers (Line 2) to find the data center with the
maximum power savings for each workload represented by a set. From Lines 9 to 11, VMs
terminating before this migration time are removed, since it is not worth migrating them.
The migration is performed for the set of groups of virtual machines that accomplishes the
maximum energy savings (Line 12). If no migration leads to energy savings, no workload
is transferred (Line 13).
Input: S,C, localDatacenter
Output: The chosen data center
1 ∀set ∈ S
2 ∀datacenter ∈ C
3 savings← energyImpact(set, datacenter, localDatacenter)
4 if savings is maximum then
5 chosenDatacenter ← datacenter
6 chosenSet← set
7 if migration with energy gains was found then
8 downTime←
migrationT ime(choosenSet, localDatacenter, choosenDatacenter)
9 ∀group ∈ choosenSet
10 if remainingT ime ≤ downTime then
11 chosenSet← choosenSet \ {group}
12 return chosenDatacenter, chosenSet
13 return No migration
Algorithm 4.2: NEG
4.3 Performance evaluation
The performance of the TAVMS algorithm was evaluated with three other scenarios. In
the first scenario, there are no migrations between data centers, i.e., under no circum-
stances should a VM submitted to a data center be instantiated in a different data center.
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This scenario is hereby identified by No Migration (NM). The other two scenarios are
evaluations of a algorithm based on a fixed threshold, Topology-aware threshold (TT)
and Random Threshold (RT), explained below.
In the literature, algorithms for migrating workloads between different data centers
consider the overall load in the data center [22, 32, 40], without considering specific VMs.
However, depending on how this workload is chosen, i.e. which virtual machines are
chosen, the energy consumption may differ, since these VMs are instantiated in different
parts of the network, and, as a consequence, different equipments will be switched off to
save energy.
It is not possible to directly compare the TAVMS algorithm to others in the literature,
since they choose a proportion of the data center to be migrated so that the location of
the VM is not considered. The proposed algorithm, however, consider specific virtual
machines and their location. To cope with this, we implemented policies based on overall
data center load to be compared with the efficiency of the proposed algorithm. These
policies always choose a fixed load of the data center, given as a parameter, to be migrated,
and this workload is transferred to the data center with the smallest power increase. The
TT policy chooses the workload according to the topology, choosing VMs in closer areas,
while the RT policy chooses random virtual machines in the network. Both strategies
assure that only complete VM groups are migrated.
Defining the frequency of performing sequential migration policies is a parameter to
be set. We used 8 hours for this parameter in the simulations. This interval must be
sufficiently large since moving large amounts of data across the backbone network too
often is not desired.
For the initial provisioning of virtual machines, the TAVMP algorithm, described in
the last chapter, was applied, since it was shown to be a better option in relation to
other algorithms. In order words, whenever a virtual machine arrives at a data center,
the TAVMP algorithm is applied to place it on the physical servers. If a migration is
performed, the virtual machines are chosen using the TAVMS algorithm and then placed
at the destination data center using the TAVMP algorithm.
4.3.1 Simulation Settings
The Cloudsim Simulator [11] was used for evaluating the proposed algorithm. The sim-
ulator was extended by including the data center network topology, energy consumption
model for switches, the backbone topology for distributed data centers, and migration
between data centers. Results were obtained performing 36 different executions for each
point in the graph and using a 95% confidence interval derived by the independent repli-
cation method.
All data centers employ fat-tree topology as described in [2], with the only difference
being that a switch, entitled Internet switch, is connected to the core switches. All
rack, aggregation and core switches are commodity switches, each containing forty-eight
1 Gigabit ethernet (GE) ports and four 10 GE ports. The Internet switch contains 128
10 GE ports, and each core switch is connected to it.
Servers can be of two different types (Table 4.2) and six different instances of virtual
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machines (Table 4.3) were considered in order to simulate a realistic environment. The
type of server and VM is uniformly distributed among those described in Tables 4.2
and 4.3. The CPU usage of the VMs is taken from the data set in [7].
In the simulations, different sizes of the data center were evaluated by varying the
Fat-tree parameter K between 10 and 16. The numbers of machines and switches (the
Internet switch is ignored) for each value of K are: for K = 10, there are 250 servers and
125 switches; for K = 12, 432 servers and 180 switches; for K = 14, 686 servers and 245
switches; for K = 16, 1024 servers and 320 switches. Smaller values of K were not used
since they do not represent real data centers, and higher values of K are not viable to be
simulated due to its long simulation time.
Table 4.2: Configuration of data center physical servers
Configuration MIPS RAM (Mb) CPU cores
Hp ProLiant Dl360 G7 Xeon X5675 3067 65536 6
Hp ProLiant Dl380 G7 Xeon X5675 3067 65536 6
Table 4.3: Configuration of VM instances
Instance MIPS RAM (Mb) CPU cores Disk (Mb)
VM Instance 1 2500 1024 1 500
VM Instance 2 2500 2048 1 500
VM Instance 3 2500 4096 1 500
VM Instance 4 2500 3840 1 4000
VM Instance 5 2500 7680 2 32000
VM Instance 6 2500 15360 4 40000
4.3.2 Backbone network
The backbone optical network used was the National Science Foundation’s Network
(NSFNet) topology shown in Figure 4.1. All link capacities are set to 100 Gbps, as
suggested in [3]. Data centers are located at different locations and migration time is
calculated considering full link capacity in the shortest path between the two involved
data centers. The backbone network is not considered to be owned by the cloud provider,
being only used to obtain the migration time.
According to [10], typical values of the PUE metric for modern data centers are be-
tween 1.5 and 1.7, while the state-of-the-art data centers may reach 1.4. In the simulations,
four data centers were placed in the NSFNet topology, and their locations and values of
PUE are shown in Table 4.4.
4.3.3 Energy Consumption Model
The energy consumption considered in this work has three components: servers, switches
and cooling infrastructure. The models used for each component are described as follows.
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Figure 4.1: NSFNet topology with 14 nodes. The link labels is in the format “X|Y”: X
stands for the link length (kilometers) and Y for the delay (miliseconds).
Table 4.4: Data centers location and power usage effectiveness. The node number is the
correspondent vertice in Figure 4.1
Location Node number PUE
Palo Alto, California 0 1.7
Boulder, Colorado 4 1.5
Atlanta, Georgia 8 1.7
Princeton, New Jersey 13 1.5
Notice that the models for servers and switches are the same employed in the previous
chapter. They are presented again in the following paragraphs to facilitate the reading.
For servers, the model used is the same in [7]. Whenever a server is idle, its con-
sumption is about 70% of the consumption under full load, a consumption which can be
described as linear in relation to the CPU load. When no workload is being processed,
a server can be switched to a low consumption mode, thus saving energy. Although a
linear function can be employed, we base our model on a real data set of the SPECpower
benchmark1, interpolating the measured power for each CPU usage level according to the
current processing load, which is associated with the VM load hosted.
The energy model for switches [31] is calculated by considering three components: the
switch chassis, line cards and ports. The following formula expresses this model:
Pswitch = Pchassis + nlcPlc +
∑r
i=0 nri · Pri
Pswitch is the total power consumed by a switch. Pchassis is the fixed power for main-
taining it powered on; Plc is the power consumed by each line card in use and nlc is the
number of line cards. Each ri is a potential transmission rate; nri and Pri are the number
of ports transmitting at rate ri and the power used by a port transmitting at rate ri,
respectively.
The cooling infrastructure is accounted by using the PUE metric. The total energy
spent in servers and switches is multiplied by the correspondent data center PUE value
in order to obtain the total energy consumption. Table 4.5 shows the power consumption
values used in the simulations for servers and switches, while Table 4.4 presents used
PUE values. The network status is periodically analyzed, and idle servers and switches
1http://www.spec.org/power_ssj2008/
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are powered off.
Table 4.5: Power consumption of data center equipment
Switches Power Consumption (W)
Type of switch Pchassis Plc Pr
Rack, aggregation or core 146 Included in Chassis 0.42
Internet 1558 1212 27
Servers Power Consumption (W)
CPU load (%)
Type of server 0 10 20 30 40 50 60 70 80 90 100
Hp ProLiant Dl360 G7 Xeon X567 55.6 95.4 107 115 124 133 142 155 173 192 216
Hp ProLiant Dl380 G7 Xeon X567 52.3 93.6 106 116 126 136 147 163 180 199 222
4.3.4 Traffic Model
The traffic model used here is the same used in the previous chapter. To facilitate the
reading, the content of Subsection 3.3.3 is presented again in the following paragraphs.
Considering the single arrival of a virtual machine is not realistic because users perform
computation by requesting groups of virtual machines. Due to this fact, all the simulated
data centers receive requests of groups of VMs instead of single virtual machines. Each
group has a variable number of VMs and each one can produce network flows, either
connecting a pair of virtual machines or a virtual machine to the Internet.
According to [19], the VM arrival and departure processes on different time scales
exhibit self similarity. We model them on a 10-minute time scale and use the genera-
tor described in [39] to create the self similar series, using the parameters described in
Table 4.6 for each data center.
Table 4.6: Parameters used for the evaluated scenarios. M stands for mean, SD for
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Pair flow: Gaussian
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Pair flow: Gaussian
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Probability: 0.75
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Figure 4.2: Total energy for data center sizes K = 10
Since a group of VMs departs at the same time, we match the generated number of
VMs leaving the data center (departure process) with a group of the same size in execution
to identify those leaving the data center. For the inter VM traffic, we generate the values
of transmission rates according to the suggested in [8]. In each group, one VM has a flow
directed to the Internet and there is a pre-defined probability that two VMs communicate.
If there is a flow between a pair of VMs, a Gaussian distribution is used to generate the
transmission rate. Table 4.6 summarizes the values used for generating sizes of groups in
the arriving/departing series, as well as traffic demands. Six scenarios were generated,
identified by S and T: S is the size of the groups (MG or LG) and T is the traffic demand
(LT, MT or HT).
4.3.5 Numerical Evaluation
Some metrics were used to evaluate the performance of the TAVMS algorithm: total
energy consumption, blocking ratio and average number of VMs and groups migrated.
The first metric is presented in Figures 4.2, 4.3, 4.4 and 4.5. This is the total energy spent
in all data centers, considering each PUE value, i.e., multiplying the total energy spent
by a data center by its correspondent PUE. The strategies aware of the topology (TT
and TAVMS) perform better than the others. The algorithm TAVMS always performs
better than the other policies, leading to relevant savings.
The RT, TT and TAVMS results show that inter data center migration can save
energy in geographically distributed data centers. The TT policy reaches up to 6.6%
of energy savings when compared to scenarios with no migrations. On the other hand,
the proposed algorithm ranges from 7.1% to 14%, outperforming the other policies in all
the scenarios evaluated. The results obtained by TT and TAVMS policies show that the
network topology is an important aspect to be addressed in a load balancing policy.
The blocking ratio is the percentage of VMs that were not placed in relation to the total
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Figure 4.3: Total energy for data center sizes K = 12





























Figure 4.4: Total energy for data center sizes K = 14
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Figure 4.5: Total energy for data center sizes K = 16
number of requests for virtual machine allocations and occurs whenever the placement
algorithm can not find servers to place a group of VMs. The overall blocking ratio is
presented in Figures 4.6, 4.7, 4.8, and 4.9. The range shown in all figures is 0% to 22%.
As it can be seen from the results, and all evaluated algorithms perform better than
the scenario without migration, presenting similar values for the blocking ratio. This
improvement shows that migration can save energy as well as enhance virtual machine
accessibility, thus improving service-level agreement results. Since the workload is bal-
anced among servers in data centers, the algorithms help to avoid bottlenecks in the data
center network. The HT traffic scenarios, as expected, congest the network and lead to
higher blocking ratios.
The blocking ratio has a slight improvement from K = 10 to K = 12 since the smallest
data centers have a significant limitation on number of computational resources to deal
with incoming requests. For greater values of K, the blocking ratio increases due to the
configuration of the VM groups, which require more resources when the infrastructure is
larger.
Each algorithm selects its VMs to be migrated in different manners. The proposed
algorithm evaluates several options of virtual machines based on the PODs of the Fat-
tree topology, ranging from 1 to all the PODs. RT and TT policies, on the other hand,
are based on the selection of individual virtual machines. As a result, the proposed
algorithm decides to migrate a higher number of virtual machines and, as expected, a
higher number of VM groups. Results for the number of virtual machines migrated can
be seen in Figures 4.10, 4.11, and 4.12.
The number of virtual machine groups migrated can be seen in Figures 4.13, 4.14,
and 4.15. Results for MG scenarios show higher number of groups since they are smaller
and, therefore, a higher number of groups can be placed in the same servers. A key point
in the proposed algorithm is the possibility of evaluating variable workload, so that the
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Figure 4.7: Blocking ratio produced by the TT algorithms as a function of the data center
size
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Figure 4.9: Blocking ratio produced when no migrations are performed as a function of
the data center size


































Figure 4.10: Average number of VMs in all the migrations performed by TAVMS policy
workload is adjusted according to current utilization of the data center. Larger workloads
are migrated, allowing higher savings.
Adaptations in the algorithm SEL were made, limiting the variable size (described
in Algorithm 4.1) to values between 1 and K/2. Such a modification still produces good
results, leading to a migration of a smaller number of VMs and groups, which reduces
the total time of migration. However, in larger data centers, results are similar to those
of RT and TT policies. Thus, this modification is useful if the cloud provider wants to
prevent migration of big loads, especially for small data centers.
4.4 Conclusion
This chapter introduced the Topology-aware Virtual Machine Selection algorithm de-
signed to balance workload between distributed data centers by means of virtual machine
migration over a wide area network. The selection of virtual machines is based on the
data center network topology, aiming at migrating a group of VMs that will allow the
switching off of groups of physical servers and switches. Results show that the algorithm
provides relevant energy savings, up to 14% in comparison to scenarios without migra-
tions. Such savings may represent up to millions watts for big providers. The solution also
also maintain data centers operational, without critical impact on the offered services.
As future work, the TAVMS algorithm can be evaluated using heterogeneous scenarios
with different data center sizes and traffic patterns. The inclusion of electricity costs in the
backbone is also a future direction. A future step in the implementation of the TAVMS
algorithm is its design as a distributed algorithm, taking into consideration aspects such
as the availability of updated information.






























































Figure 4.12: Average number of VMs in all the migrations performed by RT policy

































































Figure 4.14: Average number of VMs groups in all the migrations performed by TT policy






























Figure 4.15: Average number of VMs groups in all the migrations performed by RT policy
Chapter 5
Conclusions
The work presented in this dissertation addresses two strongly related problems in cloud
computing virtualized data centers. The first problem is the design of a placement al-
gorithm while the second is a load balancing strategy between distributed data centers.
Both approaches consider individual data centers and their network topology, including
servers and switches. Moreover, both works consider groups of virtual machines with their
internal and external demands are considered. The aim of the proposed solutions was to
save energy without significant impact on the service provided to users.
In Chapter 3, the proposed placement algorithm deals with recursive data center
network topologies. The employment of the algorithm was evaluated by using simulations
and results show that the algorithm is capable to maintain energy consumption close to
the one provided by the Power Aware Best Fit Decreasing algorithm described in [6],
reducing the blocking ratio of virtual machines under heavy traffic conditions.
In Chapter 4, an algorithm to choose a set of virtual machines to be potentially
migrated between data centers over a wide-area optical network was proposed. The em-
ployment of the algorithm in distributed data centers was evaluated by using simulations.
It was shown that it performs well providing relevant energy savings. The blocking ratio
has slightly decreased and it was possible to obtain energy savings.
The two proposed algorithms show that considering the impact of groups of virtual
machines and their network demand is a promising direction in the design of future ap-
proaches for the provisioning of services in data centers. The data center network was also
shown to be an important aspect to be incorporated in the design of future algorithms.
This dissertation shows that it is possible to save energy in data centers by addressing
these points while maintaining the quality of services in clouds.
Future directions of this dissertation include a deeper analysis of traffic patterns,
considering specific cloud applications and their requirements, and also the provisioning
of differentiated services. A future extension of this work is the evaluation of different
data center topologies, such as BCube and DCell, which are different from Fat-tree and
can influence energy savings in different manners.
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