Abstract -We develop a functional-discrete method with a high order of accuracy to find a numerical solution of an eigenvalue transmission problem. It allows to approximate the trial eigenvalue with any desired accuracy. This approach has no restriction on the number of eigenvalues, an approximation to which can be found. The convergence rate is proved as in the case of the geometric series. It is shown that depending on the data of the original problem, two kinds of eigenvalue sequences may exist. For the first one, the convergence rate increases as the ordinal number of the trial eigenvalue increases. For the second one, the convergence rate is the same for all eigenvalues and does not depend on the ordinal number of the trial eigenvalue. Based on the asymptotic behavior of the eigenvalues of the basic problem and the functional-discrete method, a qualitative result on the arrangement of eigenvalues of the original problem is established. A number of numerical examples are given to support the theory.
Introduction
The main widely used approaches for obtaining discrete approximations of eigenvalue problems, such as finite-element, finite-difference, spectral, and pseudo-spectral methods, are based on the approximation of eigenfunctions by piecewise polynomial functions. Their main disadvantages are as follows. First, the number of eigenvalues that can be calculated is fixed and defined by the grid step-size h. Second, their convergence rate depends on the ordinal number of the trial eigenvalue. The greater the ordinal number, the worse the accuracy. Third, the convergence rate of the finite element and finite-difference methods is fixed, and does not depend on the smoothness of the exact solution.
One alternative approach that permits overcoming the above disadvantages and obtaining approximate eigenvalues with any desired accuracy is the approximation of the differential equation coefficients rather than the eigenfunctions directly. There is an extensive literature on such methods called Pruess methods [1-3, 5, 6, 9, 11, 13, 18-21] . Although this approach for the case of approximation by piecewise constant functions was considered far earlier in [12] . The basic idea of the method is coefficient approximation -replacement of coefficient functions of a differential equation by a piecewise constant, piecewise linear or piecewise quadratic functions. As a result, it is possible to find the general solution explicitly at each mesh interval, where coefficients are polynomials of the degree n 2, in terms of trigonometric functions for n = 0, Bessel functions for n = 1 or parabolic cylinder functions for n = 2. Arbitrary parameters are found from the matching conditions at the mesh-points. One obvious benefit of the Pruess methods is that they produce an approximating problem which, like the original one, has an infinitive spectrum. Contrary to finite element, finite difference, and variational methods, they permit obtaining approximate eigenvalues with any ordinal number. The advantage over the shooting methods is that with Pruess methods integrations are performed analytically, so they eliminate the stiffness problem. However, in order to get a high-order of accuracy, one has to use rather fine mesh.
The functional-discrete method (FD-method), first proposed by one of the co-authors in [4, [14] [15] [16] [17] , is a further development of the differential equation approximation approach. The point of this recursive method is as follows. For zero iteration we apply Pruess method with a piecewise constant approximation of equation coefficients and then solve the basic problem obtained in that way. As a result, we get a coarse approximate solution. For each next iteration step, we solve the boundary value problem for the second order differential equation with piecewise constant coefficients and a right hand part, which is constructed by using the solutions obtained in the previous iterations. So, contrary to the Pruess method, in order to increase the order of accuracy, there is no need to decrease the grid step-size, but one has to repeat the recursion. It is proved that the convergence rate is the same as in the case of the geometric series.
Consider the application of the FD-method to find a numerical solution of an abstract eigenvalue problem [16] . In the Hilbert space H, we consider the following eigenvalue problem:
(A + B)u − λu = θ,
where A = A * > γI, D(A) = H, θ is a zero element of the Hilbert space H. The point of the FD-method is as follows. Let us introduce the operator-valued function
where B is an operator closed to B of such a type that problem (1) for B instead of B is easier to solve than the original one. Then we embed (1) into the more general equation
It is clear that for t = 1 the solution of problem (2) (λ(1), u(1)) coincides with the solution of problem (1) (λ, u).
Hence we present the solution of problem (1) as the Taylor expansions
where
To find the terms of series (3), after transformations we obtain a recursive sequence of equations
The quantity λ (j+1) n comes from the solvability condition for the nonhomogeneous problem (5) (F
The initial value of (λ
n ) for the recursive process (5) is defined as a solution of the basic problem
The following result about the convergence rate is true for the case of simple eigenvalues of problem (7).
Assume that the eigenvalues of the basic problem (7) are all simple, i.e., 0 < λ
2 < . . . , and the associated eigenfunctions {u
is satisfied, then series (4) converges to the corresponding solution (λ n , u n ) of problem (1) no worse than the geometric series with a denominator q n . The estimates
Proof. It follows from (5)- (7) that
and |λ
From (9), (10) we get the inequality
which can be solved by using Lemma 1 from [17] 
The last inequality together with inequality (11) leads to the following estimate:
The rest of the proof is as in [16] .
Corollary 1.1. The above-mentioned theorem is the generalization of the corresponding theorem from [16] . For α = 0, they coincide. If α > 0, then from inequality (8) we conclude that the perturbation operator B − B can be unbounded. The aim of this work is to find an approximate solution of the eigenvalue transmission problem using the FD-method. The rest of the paper is presented as follows. In Section 2, we introduce the transmission eigenvalue problem and describe the numerical technique to find approximate eigenvalues and associated eigenfunctions. The investigations of the basic eigenvalue transmission problem and the convergence results are presented in Section 3. Section 4 is devoted to the computer implementation of the algorithm. Numerical examples to support the theory are presented as well. Conclusions are drawn in Section 5.
Numerical technique
We consider the following eigenvalue transmission problem:
), Ω 2 = (x
with Dirichlet boundary conditions
and matching conditions
) is a jump of the function at point x (1) . Similar problems arise in many fields of science and engineering, particularly, fluid mechanics, physics of advanced materials, biotechnologies, nanotechnologies, quantum mechanics [7, 8, 10, 22, 23, 25] .
equipped with inner products and norms, respectively,
)],
We write the original eigenvalue transmission problem (12) as the operator equation (1) and consider the basic eigenvalue problem (7). Thus, the operators A, B, B are defined as follows [25] :
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with the domain
)], i = 1, 2, r > 0 .
For the operator B corresponding to any step function q(x), the basic problem (7) can be represented as
The corresponding recursive sequence of problems (5) can be written as follows:
We choose the following additional condition providing uniqueness of the solution of the transmission problem (14):
In this case, formula (6) is transformed to
Convergence results
In order to estimate the convergence rate of the approximate solution to the exact one for the eigenvalue transmission problem under consideration, we apply Theorem 1.1, that is, determine the constants constituting q n . To this end, we first investigate the basic eigenvalue problem (13) and then find the necessary constants. Since the operator B − B is restricted for problem (12), we apply Theorem 1.1 with α = 0.
Firstly, we show that all eigenvalues of the operator A introduced in the previous section are simple and then we investigate their asymptotic behavior. It is easy to see that A is a positive defined and self-adjoint operator. Hence its eigenvalues, i.e., the eigenvalues of problem (7) with B = 0 are all positive and the associated eigenfunctions can be written as u
. From the matching conditions, we obtain the system of linear algebraic equations
).
The eigenvalues are just the values of λ (0) n for which the determinant of this system is equal to 0, that is,
n can be found as solutions of the equation
The associated eigenfunctions are as follows:
where a
n is an arbitrary constant. However, depending on the matching point x (1) there can exist eigenvalues satisfying the condition
as well. That is, if there exist such n, k ∈ N for which the equality
is satisfied, then
are eigenvalues as well. It is easy to see that (18) is satisfied for x
The eigenvalues defined by (19) don't depend on the parameter r. The associated eigenfunctions are as follows:
We should note the following. The eigenfunctions corresponding to the eigenvalues defined by (19) are continuous at the matching point x (1) and their derivatives equal 0 at this point. Thus, if x (1) = (2p + 1)/(2q), then the basis of the eigenfunctions of the operator A consists of both discontinuous and continuous, at point x (1) , functions. We denote
Then eigenfunctions of the operator A can be written as follows:
Using the norm u
It is easy to see that the eigenvalues that have come from (17) are all simple. Now we are in the position to prove that the eigenvalues defined by (19) are all simple as well. Let us assume that, on the contrary, there exists a multiple eigenvalue defined by (19) . Then by
From this we have
The addition of the last equalities leads to
= 1, which is impossible. Thus, we can conclude that the eigenvalues of the operator A are all simple.
In order to estimate the difference between two neighboring eigenvalues, and hence, the denominator q n in Theorem 1, let us obtain the asymptotic estimates. Firstly, we assume that x
that is, x
= (2p + 1)/(2q). In this case, all eigenvalues λ (0) n are found from (17) only. There are two series of roots of equation (17) . One of them is associated with the asymptotic lines
), the other one -with the asymptotic lines tan ( λ
)). Let us investigate the asymptotic behavior for the first series of roots of equation (17) . For large enough m we present λ (0) m as follows:
It should be noted that sin (2m+1)π 2x (1) = 0, for m = 0, 1, . . . Otherwise we would get a contradiction to (20) . From the last equality we get
(1)
), which together with (21) leads to the following asymptotic formula:
In order to find the asymptotic behavior for the second series of roots of equation (17), we present them as follows:
Analogously to the previous case we obtain the following asymptotic formula:
Remark 3.1. For the particular case x
, q ∈ N , p ∈ N ∪ {0}, 0 p q − 1, we obtain two series of eigenvalues of the operator A: ),
From the asymptotic estimates (22) and (23), it is easy to see that λ
. Thus, we can conclude the following. 
4. A series of eigenvalues for which the asymptotic lines tan λ (0) n x (1) and tan λ (0)
) coincide. In this case, the neighboring eigenvalues are λ (17) and using the Taylor expansion for sin, after transformations we obtain the following asymptotic formula:
Using (24), we obtain the estimate for the difference between the exact eigenvalues and next ones
(25) Applying directly Theorem 1.1 with δ = 0, one can obtain results on the convergence rate of the FD-method (13)- (16) for problem (12) with a priory -a posteriori nature of estimates.
Theorem 3.1. If the inequality
is satisfied, then the FD-method (13)- (16) converges to the corresponding solution (λ n , u n ) of problem (12) no worse than the geometric series with denominator q n . The following estimates
where α m = 2
We consider the error estimates (28) as a priori-a posteriori ones, since to make them explicit, one should solve first the basic problem (13) . In order to transform estimates (28) to a priori ones, we use the variational formulation of problem (12)
)] = 0.
Then it is easy to see that
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We should replace M n by M n in estimates (28) and condition (26), (27). At the same time n should be so large that the right hand part of inequalities (29) remains positive. It imposes some restrictions on the use of the modified a priory error estimates (28), especially if the value of q max − q min is large enough. 
= (2p + 1)/(2q), then the denominator q n is inversely proportional to n.
Using the asymptotic behavior of the eigenvalues of the operator A (i.e., the basic eigenvalue transmission problem (13) with q ≡ 0) and Theorem 3.1 on the convergence rate, we can establish the following result on the asymptotic behavior of the eigenvalues of the original problem (12). 
, then there exist such eigenvalues of the original problem (12) that the difference between them and one of the neighboring eigenvalues is restricted by a constant.
Proof. Let us consider two neighboring eigenvalues, for which estimate (25) is true for the corresponding eigenvalues of the basic problem. Then we have
By using estimates (25) and Theorem 3.1, we obtain
where c → 2r
Computer implementation of algorithms and numerical examples
In order to find the approximate solution of problem (12), we use the technique of exact three-point difference schemes [24] . On the interval (0, 1) we introduce the grid
Let us introduce the following notations q(x) = q i , where q i are constants, for example,
Then the exact three-point difference scheme for problem (14) can be given as follows:
or Py
Here
where F (j+1) nα (x) are defined as in (14) 
Here P is a three-diagonal matrix
with nonzero elements defined as follows:
The matrix P of the difference scheme (30) is degenerate. However, since the difference scheme is exact, i.e.,
it is solvable because of the selection of λ 
The recursive process (30), (31), (16) n (q) are found from the condition that the determinant of the three-diagonal matrix P of system (30) is equal to zero, i.e., |P| = 0.
After finding the roots λ n (q), the root of equation (32), is the initial value for the recursive process described above.
To illustrate algorithm, let us consider the following numerical example.
Example 4.1. We consider problem (12) with q(x) ≡ αx, α > 0. The exact solution of such a problem is well known. That is, the eigenfunctions are a combination of the Bessel functions. The eigenvalues are the roots of the following equation:
In our numerical experiment, we compare the approximate eigenvalues determined by using the FD-method with the approximate solutions of equation (33) found with an error of 10
. We consider two choices of the matching point x (1) . The first one corresponds to the case where there exist both r dependent and r independent eigenvalues of the operator A. The second one corresponds to the case where all eigenvalues of the operator A depend on r.
For the x
= 1/4 condition (18), p = 0, q = 2 and hence, according to the theory, there exist two kinds of eigenvalues of the operator A:
independent of the parameter r
and dependent on the parameter r with the asymptotic formulas
The results of the calculations of the eigenvalues for α = 1 and r = 0.1 are presented in Table 1 for q ≡ 0 and in Table 2 for the 8-step piecewise constant function q. Strings with the numbers n = 2, 6, 10, 14, 18 correspond to the r-independent eigenvalues of the operator A. As it follows from Table 3 , the convergence rate for eigenvalue series 1) and 2) (strings with the numbers n = 3, 7, 11, 15, 19) is the same, does not depend on the ordinal number n, and worse than the convergence rate for the eigenvalues of series 3) and 4), which confirms the theoretical results of Corollary 3.2.
For x (1) = 1/3, p = 0, q = 1 and hence, all eigenvalues of the operator A depend on r with the following asymptotic estimates:
The results of the numerical experiments for α = 1, r = 1 are presented in Table 4 and Table 5 . As one can see from Table 5 , the convergence rate increases as the ordinal number of the eigenvalue increases in accordance with the asymptotic estimates. This confirms Corollary 3.1.
The results are also depicted in Fig. 1 for α = 1, x in accordance with the theoretical convergence rate as does the geometric series (Theorem 3.1). Thus, the results presented confirm the convergence rate does the geometric series.
From Fig. 1 one can also see two groups of lines, which correspond to two theoretically obtained series of eigenvalues with a different convergence rate. The lines corresponding to r independent eigenvalues (n = 2, 6, 10, 14, 18) and the next ones (n = 3, 7, 11, 15, 19) merge into one line as the ordinal number increases. This confirms the theoretical result that for this series of eigenvalues the convergence rate of the FD-method is restricted by a constant and does not depend on the ordinal number. For the lines of the second group the slope rises increasing ordinal number. This confirms the theoretical result that for the second series of eigenvalues the convergence rate of the FD-method improves with increasing ordinal number of the trial eigenvalue. Fig. 2 corresponds to the case where condition (18) is not satisfied. Contrary to Fig. 1 , we see only one group of lines, for which the slope increases with increasing ordinal number of the trial eigenvalue. This confirms the theoretical result that the convergence rate of the FD-method improves with increasing ordinal number for all eigenvalues (Corollary 3.1) .
The results confirming the asymptotic behavior of the eigenvalues of the basic problem with q ≡ 0 according to (22) and (23) are presented in Table 6 .
The calculations confirming the theoretical qualitative result on the arrangement of eigenvalues of the basic and original problems, formulated in Theorem 3.2, are presented in Table 7 for x (1) = 1/4 and in Table 8 for x (1) = 1/3. As we see from Table 7 , the difference between the eigenvalues next to r-independent and r-dependent (lines 2, 6, 10, 14, 18) tends to the constant with increasing ordinal number for both basic and original eigenvalue problems. For the basic problem, it tends to the constant 16/15 predicted theoretically in accordance with (25) . At the same time, the difference between other neighboring eigenvalues increases with increasing ordinal number. For the case of x (1) = 1/3, as it follows from Table 6 , the difference between two neighboring eigenvalues increases with increasing ordinal number for all eigenvalues.
Conclusions
By using the FD-method, we propose a recursive algorithm for finding a numerical solution of eigenvalue transmission problems with any desired accuracy. Contrary to finite element and finite difference methods, the algorithm has no restriction on the number of eigenvalues, approximations to which can be found, i.e., we are able to find numerically an eigenvalue with any desired ordinal number. It is shown that depending on the matching point, two series of eigenvalues of the basic problem may exist. As it follows from Theorem 3.1, the algorithm provides a different convergence rate for each sequence. For the first one, the greater the ordinal number, the better the convergence rate. For the second one, the convergence rate is the same and does not depend on the ordinal number of the trial eigenvalue. Based on the asymptotic behavior of the basic problem eigenvalues and using the functional-discrete method, the qualitative result on the arrangement of the original problem eigenvalues is established. Namely, it is shown that depending on the matching point, such pairs of eigenvalues can exist that the difference between them tends to a constant as the ordinal number tends to ∞ contrary to the classical Sturm-Liouville problem [17] . The numerical results confirm the theoretical ones.
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