Abstract
Introduction
A wide range of e-commerce applications require high levels of security with reliable identification and verification of the users who access to the on-line services. However, the traditional security measures such as passwords, PIN (Personal Identification Number) and ID cards can barely satisfy the strict security requirements because the use of passwords, PINs and ID cards is very insecure (i.e., they can be lost, stolen, forged or forgotten). More importantly, the password-based methods become ineffective on computer networks, especially the Internet, where attackers can monitor network traffic and intercept passwords or PINs.
There is an urgent need to authenticate individuals in the various domains of today's automated, geographically mobile and increasingly electronically wired information society [5] . Biometric technology provides a totally new and yet an effective solution to authentication, which changes the conventional security and access control systems by recognising individuals based on their unique, reliable and stable biological or behavioral characteristics [10] .These characteristics include fingerprints, palmprints, iris patterns, facial features, speech patterns and handwriting styles. This new security technique overcomes many of the limitations of the traditional automatic personal identification technologies [11] .
The ultimate goal of developing an identity verification system is to achieve the best possible performance in terms of accuracy, efficiency and cost. In general, the design of such an automated biometric system involves biometric data acquisition, data representation, feature extraction, matching, classification and evaluation [1] . Recent studies show that the fusion of multiple sources of evidence can improve performance and increase the robustness of verification [14] . Consequently, it is desirable to utilize and integrate multiple biometric features to improve system accuracy and efficiency. However, a comprehensive, integrated and fully automatic biometric verification and identification system has not yet been fully exploited.
To meet the challenge and immediate need for a high performance Internet authentication service that can secure Internet-based e-commerce applications and overcome the limitations of the existing password-based authentication services on the Internet, we apply biometrics computing technology to achieve fast and reliable personal identification. Considering the reliability and the convenience of biometric data collection from users, four biometric features (i.e., fingerprints, palmprints, hand geometry and face) are used in our proposed system. We adopt a dynamic feature selection scheme for the application-oriented authentication tasks. In other words, a user can determine the level of authentication: either based on a single feature (using an indi-vidual's fingerprints, palmprints, hand geometry or face) or multiple features by integrating the individual features into a hierarchical structure for coarse-to-fine matching.
It is noted that it is very important to access and retrieve an individual's biometrics information from large data collections that are distributed over large networks. However, it is difficult to have a uniform search engine that suits various needs.In this paper, we use mobile agents as a navigational tool for a flexible approach to index and search distributed biometrics databases, which can 1) simultaneously extract useful biometrics information from different data collection sources on the network, 2) categorize images by using an index-on-demand scheme that allows users to set up different index structures for fast search, and 3) support a flexible search scheme that allows users to choose effective methods to retrieve image samples.
Although biometrics databases are distributed, most of the current research on biometrics computing has been focused on a single-machine-based system. The methods developed for such a system cannot be simply extended to accommodate a distributed system. In order to effectively index and search for images with specific features among distributed image collections, it is essential to have a sort of "agent" that can be launched to create an index based on specific image feature or to search for specific images with a given content. In this paper, we use mobile agents as a tool to achieve network-transparent biometrics indexing and searching. In addition, we introduce a new system structure for dynamic allocation of mobile agents using online task scheduling to address the limitations of the current approaches and to achieve greater flexibility. The proposed multi-agent system structure is enhanced by push-based technology [2] . The mobile agents are created and cloned dynamically, initialized with service units and pushed from remote sites to local sites that are more convenient for local clients to access, thus speeding up the system's response.
The rest of this paper is organized as follows. Section 2 highlights the hierarchical scheme and dynamic algorithms used in biometrics computing for personal identification and verification. The use of platform-independent mobile agents for parallel biometrics computing is briefly described in Section 3, with the focus on a proposed fourlayered structural model and a three-dimensional operational model. An on-line task-scheduling algorithm for dynamically allocationg mobile agents is introduced in Section 4. The experimental results are reported in Section 5. Finally, conclusions are given in Section 6.
Fundamentals of Biometrics Computing
In general, a biometric system can operate in two modes: verification and identification. The question of how to represent an image by its biometric features is the first key issue in biometric-based identity authentication. The performance of a biometric system is judged by its accuracy and efficiency. For a verification task, the system deals with a one-to-one comparison. Thus, the focus of multimodal biometrics is to improve the accuracy of the system by either the integration of multiple snapshots of a single biometric or the integration of several different biometrics. For an identification task, the system deals with one-to-many comparisons to find a match. An appropriate integration scheme is required to reduce the computational complexity to achieve the comparison with reliable accuracy. It is essential to index biometrics information by using multiple feature integration to facilitate feature matching for biometrics information retrieval. Feature extraction, the index scheme and the search strategy are three primary issues to be solved. This section describes a hierarchical scheme for biometrics computing that is based on wavelet transforms, which includes multiple feature extraction, dynamic feature indexing and guided search.
Wavelet Based Multiple Feature Extraction
In contrast to the existing approaches which extract each biometric feature individually, we introduce a hierarchical scheme for multiple biometrics feature representation and integration. Initially, we categorize the biometric features into three classes based on their nature ( ı.e., texture feature, shape feature and frequency feature). For example, the texture feature class includes fingerprints, palmprints, iris patterns, etc., while the shape feature class contains features such as facial features, retina, hand geometry, and handwriting. Some features such as speech and texture can also be analyzed in the frequency domain, which belongs to frequency feature class. Then, we use a wavelet-based scheme to combine the different feature classes based on their wavelet coefficients. To capture features at different scales and orientations, we use a wavelet filter bank to decompose the sample data into different decorrelated subbands for feature measurements. The details of the extraction of these features are described in [12] .
Dynamic Biometrics Feature Indexing
Biometrics indexing plays a key role in personal identification. Indexing tabular data for exact matching or range searches in traditional databases is a well-understood problem, and structures like B-trees provide efficient access mechanisms. However, in the context of similarity matching for biometrics images, traditional indexing methods may not be appropriate. Consequently, data structures for fast access to the high-dimensional features of the spatial relationships have to be developed. In this paper, we propose a wavelet-based biometrics image hierarchy and a multiple feature integration scheme to facilitate the dynamic biometrics indexing that is associated with data summarization. Our approach is characterized as follows. 1) To apply wavelet transforms to decompose a given biometric image into three layers of 10 sub-images. 2) To use the mean of the wavelet coefficients in three layers as the global feature measurements with respect to texture and shape, and then index them as tabular data in a global feature summary table. 3) To calculate the mean of the wavelet coefficients of the sub-band images (horizontal, vertical and diagonal) in different layers as local biometrics information, and then index them as tabular data in a local biometrics summary table. 4) To detect the interesting points of the objects in the original image and then store them in a table for fine match. To achieve dynamic indexing and flexible similarity measurement, a statistically-based feature-selection scheme is adopted for multiple feature integration. Such a scheme also coordinates data summarization to search for the best match among biometrics similarities.
Guided Search
The third key issue in biometrics-based verification and identification is feature matching, which is concerned with verifying and identifying the biometrics features that best match a query sample provided by a user. In contrast to the current approaches, which often use fixed matching criteria to select the candidate images, we propose using selective matching criteria that are associated with a user's query for more flexible search. Our system supports two types of queries: a) to pose a query by using a sample image, and b) to use a simple sketch as a query.
In the case of query by using a sample image, the search follows the process of multiple feature extraction and image similarity measurement that was described in the previous sections. Based on the nature of the query image, the user can add additional component weights during the process of combining image features for image similarity measurement. In the case of query by using a simple sketch provided a user, we apply a B-spline based curve matching scheme to identify the most suitable candidates from the image database. The goal here is to match and recognize the shape curves that were selected in the previous stage. These candidate curves are then modeled as B-splines and the matching is based on comparing their control points (such as the ordered corner points obtained from boundary tracing at the initial stage ). Such a process involves the following steps: 1) projective-invariant curve models: uniform cubic B-splines, 2) iterative B-spline parameter estimation, and 3) invariant matching of the curves. In the case of a query by using a sample image, we use an image component code in terms of texture and shape to guide the search for the most appropriate candidates from a database at a coarse level, and then apply image matching at a fine level for the final output.
Parallel Biometrics Computing Using Mobile Agents
Parallel computation has been used successfully in many areas of computer science to speed up the computation required to solve a problem. In the field of image processing and computer vision, this is especially appropriate since it appears that the biological model for vision is a parallel model. In contrast to the conventional parallel implementation where either dedicated hardware or software are required, the parallel implementation of our parallel biometrics computing is carried out by using mobile agents in a distributed computing environment. This section briefly describes the basic system structure and the implementation strategy.
Mobile Agents and Multi-agent System Structure
Compared with earlier paradigms such as process migration or remote evaluation in distributed computing, the mobile agent model is becoming popular for network-centric programming. As an autonomous software entity, with predefined functionality and certain intelligence, a mobile agent is capable of migrating autonomously from one host to another, making its requests to a server directly and performing tasks on behalf of its master. Some of the advantages of this model are better network bandwidth usage, more reliable network connection and reduced work in software application design. A detailed discussion of the current commercial and research-based agent systems can be found in [6] .
To achieve flexibility and efficiency, we propose a multiagent system, which includes two major modules:
A remote system module working as a remote agent server that hosts three kinds of agents: stationary agents, mobile agent controllers and mobile service agents.
A local system module working as a local agent server hosting two kinds of agents: mobile service agents and client agents. Fig. 1 shows the general structure of the proposed system. The system is characterized by four kinds of services to support its major functionality: service registration, service preparation, service consumption and service completion. The system also includes two interfaces: a JDBC (Java Database Connectivity) interface resides at the remote server to retrieve service units from a back-end database, and a user interface resides at a local server to accept incoming requests, which have been grouped together according to the number of requests that each client makes. The proposed multi-agent system can be viewed in two ways, one way is the system's structural model, and the other is the operational model. The system structural model consists of four layers: 1) A point-to-point end user layer is a P2P (peer-to-peer) communication channel between an end user and an application server. 2) A line-like central controller layer controls all decision-making schemes. 3) A star-like external layer for feature extraction and representation. 4) A oval-like remote application layer is the outer application component for integrating a number of remote legacy systems. From an operational point of view, we propose a three-dimensional model which consists of three blocks: 1) A central-agent host block implementing intelligent detection scheme on a single PC. 2) A neighboringagent host block implementing a feature extraction scheme in a parallel computing environment. 3) A remote-agent host block implementing a remote decision-making scheme in a distributed environment.
The design of the proposed system is straightforward, but a problem arises when a remote-agent controller prepares for service units: it needs to decide how many mobile service units (agents) to create, clone and dispatch. If insufficient service units are prepared, the agent controller has to clone more and supply them later, which causes a delay in the system's response. If too many service units are prepared, then the unclaimed service agents can be disposed of explicitly, but this increases system overheads. In the proposed system, both lower overheads and faster service performance need to be taken into account. Section 4 presents an on-line algorithm to address the problems described above, which we call the on-line task-scheduling problem (OTSP).
Implementation Strategy
To facilitate the implementation of each component of the system, we adopt a hybrid agent computing paradigm. There are two classes of agents: global agents and local agents. The global agents handle inter-image coordination, query processing and reasoning. Each global agent may consist of a few sub-agents. The following list describes the five global agents and their associated sub-agents that are proposed in our system: The local agents are referred to as Image Agents, which are responsible for performing relevant biometrics computing tasks on each individual image.
On-line Task Scheduling Using A Competitive Algorithm

Background
On-line problems can be found in many research areas such as data structuring, task scheduling or resource allocation [4] . In general, on-line problems are characterized by the need to satisfy requests or make decisions without foreknowledge of future requests [7] . This is different from traditional system analysis approaches where algorithms are designed with the assumption that the complete sequence of requests is known.
In this paper, we develop a competitive task-scheduling algorithm to allocate mobile agents to client service requests. Our aim is to minimize the total cost of service in an on-line environment. We measure each service in terms of its computing cost. For example, we use cost(creation) to denote the average cost of the creation service. Five types of costs are involved in our proposed system: cost(creation), cost(cloning), cost(dispatching), cost(disposal) and cost(messaging).
We examine three scenarios when a client with x requests consumes d ready-made service units, we have the If the actual request sequence is denoted by = (x 1 x 2 : : : x n ), where x i means the actual number of requests in the ith period, we can obtain the optimal off-line cost of the problem (for a single client):
For the same request sequence, if d i denotes the service units that should be prepared by the on-line decision-maker for the ith period, we can obtain the on-line cost of a competitive algorithm A as follows:
For any on-line algorithm A, the competitive ratio is defined as:
A small competitive ratio implies that A can do well in comparison with the optimal (OPT) solution. In designing a competitive algorithm for the on-line task scheduling problem, the agent controller (i.e., the on-line decision-maker) does not know beforehand the actual number of requests in the ith period. Instead, the controller knows the possible range in the number of requests denoted by m M]. The on-line competitive algorithm, A, needs to give the best possible choice for the number of service units (d) to prepare for the ith period, which would result in the smallest competitive ratio .
General Harmonic Algorithm (GHA)
We propose applying a general harmonic algorithm (GHA) to achieve an optimal competitive ratio for the dynamic allocation of mobile agents in an on-line environment. The following description summarizes the major features of this algorithm. The details of the proof and explanations are presented in [9] . 
Algorithm Description
Experimental Results
The biometrics image samples that were used for testing are of size 232 232 with a resolution of 125 dpi and 256
grayscales. Four types of biometrics features, namely hand geometries, fingers, palmprints and faces are considered. A total of 2,500 images from 500 individuals are stored in our database. These biometrics samples were collected from both female and male adults within the age range from 18 to 50. A special electronic sensor was used to obtain digitized samples on-line. Fig. 2 illustrates the samples of digitized hand boundary, fingers and palmprints of one hand. A series of experiments were carried out to verify the high performance of the proposed algorithms. 
Multiple Biometrics Feature Extraction Test
The shape of a hand boundary can be used as a global biometrics feature for coarse matching. This data can be presented by a data cube, where each dimension corresponds to a particular feature entity. The following list describes the relevant features as dimensions for hand shape classification. (1) The above multi-dimensional structure for the data cube offers flexibility to manipulate the data and view it from different perspectives. Such a structure also allows quick data summarization at different levels. For a collection of 200 hand image samples, 80% of the candidates are excluded after the coarse level selection.
The dynamic selection of image features is further demonstrated by multi-level palmprint feature extraction for personal identification and verification (refer to [5] for a survey, also see our preliminary work on palmprint verification [13] ). Our experiment is carried out in two stages. In stage one, the global palmprint features are extracted at a coarse level and candidate samples are selected for further processing. In stage 2, the regional palmprint features are detected and a hierarchical image matching is performed for the final retrieval output. Fig. 3 illustrates the multi-level extraction of the palmprint features. Fig. 3(a) shows a sample of palmprint, Fig. 3(b) shows delineation of the boundary of a palm as a global boundary feature. Fig. 3(c) shows the detection of global principal lines and Fig. 3(d) shows the details of the regional palmprint texture features for local feature representation at a fine level. The average accuracy rate for classification is 97%. 
Hierarchical Feature Matching Test
The performance of the proposed coarse-to-fine curvematching approach is further demonstrated in the second test, which is face recognition for personal identification. At a coarse level, a fractional discrimination function is used to identify the region of interest in an individual's face. At a fine curve-matching level, the active contour tracing algorithm is applied to detect the boundaries of interest in the facial regions for the final matching. Fig. 4 illustrates the tracing of facial curves for face recognition. Fig. 4(a) is an original image, Fig. 4(b) shows the boundaries of a region of on the face and Fig. 4(c) presents the curve segments for hierarchical face recognition by curve matching.
original image boundary detection face curves To verify the effectiveness of our approach, a series of tests were carried out using a database of 200 facial images collected from different individuals under various conditions, such as uneven lighting, moderate facial tilting and partial occlusion. Table 1 lists the correct recognition rate of the coarse-level detection. To show the robustness of the proposed algorithm for face detection that is invariant to the perspective view, partial distortion and occlusion, the fine-level curve matching is applied to facial images with different orientations and expressions. Fig. 5(a) illustrates sample images of the same person using person under different conditions such as facial expression, partial occlussion and distortion. Table 2 and Table 3 
Evaluation of System Efficiency
To test the increased efficiency of the proposed agentbased approach, a group of external assistant agents were employed. The central agent controller is responsible for dissecting the task and assembling the final result. According to the number of available worker agents, different strategies will be adopted to partition and distribute the subtasks. From experiments, it could be noted that with the same CPU speed: t(l + r) < t (m). So it will not take longer if fl rg could be processed on one host. The total processing time is maxft 1 (c) t 2 (l + r) t 3 (m) t 4 (n)g + latencies.
Three-worker pattern
The three worker-pattern is proposed due to the fact that t(l+r +n) t(m). So the total execution time is maxft 1 (c) t 2 (l+r+n) t 3 (m)g+latencies if fl r:ng would be processed on one host.
Two-worker pattern
The two-worker pattern is the minimum requirement for the proposed system structure. A simple algorithm is introduced to decide how to schedule tasks between two hosts. The task subset, A(A X A 6 = ), that needs to be handled by Host 1 must satisfy the following formula:
min A X A6 = fj P x2A t Host1 (x) P x2A t Host2 (x) jg and the total processing time is
The increased speed ratio of different patterns is illustrated in Fig. 6 .
The system efficiency is further judged using the round trip time (RTT) test. Instead of calculating the difference between the arrival and departure time at the server, the RTT test uses the total round trip time for the agents involved. RTT is determined from all of the fragments of time that are spent on each of the various operations, starting with the collection of user requirements, continuing with biometrics feature extraction, similarity measurement, and searching for the best matching. Two servers are used in this test. Server 1 is located on the same local area network (LAN) as the client machine, whereas Server 2 is situated at a remote site within the campus. Table 4 shows the average execution time at different stage for 100 trials. It is noted that most of the execution time is spent on the fine-level matching. In practice, the network traffic should be considered for real applications. 
Conclusion
This paper explores the integration of distributed computing methodology, agent technology, pattern recognition techniques and on-line competitive algorithms to provide an effective and efficient approach to identity authentication using personal features (biometrics). To overcome the limitations of the current security systems, which use fixed preselected features and have bottlenecks of slow performance and platform dependence, we develop a parallel biometrics based personal identification and verification system using mobile agents. To tackle the key issues such as biometrics feature extraction, indexing and search, we propose a hierarchical approach to fast content-based biometric image retrieval by dynamic indexing and guided search. In addition, we introduce an innovative four-layer structural model and a three-dimension operational model to achieve high performance. Furthermore, the proposed competitive algorithm has the optimal competitive ratio to guide dynamic task scheduling.The experimental results confirm that our approach is feasible for on-line identity authentication and verification and will be useful for many other security applications.
