We investigate the class D of queries that distribute over components. These are the queries that can be evaluated by taking the union of the query results over the connected components of the database instance. We show that it is undecidable whether a (positive) Datalog program distributes over components. Additionally, we show that connected Datalog ¬ (the fragment of Datalog ¬ where all rules are connected)
INTRODUCTION
In this article, we investigate the relationship between connected Datalog ¬ and the class D of queries that distribute over components. This investigation is motivated by a general theme in model theory that considers the relationship between syntactic and semantic properties of logic. In the context of Datalog, results of this type have, for example, been obtained for the class of queries preserved under homomorphisms, denoted by H. For instance, Feder and Vardi [2003] showed that all queries in semipositive Datalog ¬ that are preserved under homomorphisms can already be expressed in Datalog itself. That is, semi-positive Datalog ¬ ∩ H = Datalog. Dawar and Kreutzer [2008] showed that the latter result cannot be extended to least fixed-point logic (LFP): LFP ∩ H ⊆ Datalog. The main result of this article is that both under the stratified as well as under the well-founded semantics, we have connected Datalog ¬ = Datalog ¬ ∩ D. Additionally, we show that, even when we forbid negation in rules, it is undecidable whether a given (positive) Datalog program is in D. Our main result therefore shows that connected Datalog ¬ is an effective syntax for queries in Datalog ¬ ∩ D (both under the stratified and under the well-founded semantics).
Apart from the model-theoretic motivation mentioned above, the results in this article also provide more insight in some of the recent results concerning coordination-free evaluation. Datalog has attracted quite a bit of attention as a declarative programming language for distributed systems, see, for example, Jim and Suciu [2001] , Abiteboul et al. [2005] , and Loo et al. [2006] . In fact, Hellerstein [2010] argues that the theory of declarative database query languages can provide a foundation for the next generation of parallel and distributed programming languages. In this respect, programs (queries) are specified on a logical level over a global schema and are computed by multiple computing nodes over which the input database is distributed. These nodes can perform local computations and communicate asynchronously with each other via messages. The model operates under the assumption that messages can never be lost but can be arbitrarily delayed. As the global barriers raised by the need for synchronization are an inherent source of inefficiency in such systems, a number of researchers started investigating classes of queries that can be evaluated in a coordination-free manner [Conway et al. 2012; Zinn et al. 2012; Ameloot et al. 2013; Alvaro et al. 2014; Ameloot et al. 2016] . In a coordination-free evaluation, communication between nodes can only transfer data and cannot be used to coordinate. 1 Zinn, Green, and Ludäscher [Zinn et al. 2012] introduced various classes of coordination-free queries: F 0 , F 1 , and F 2 . Membership of the classical non-monotonic win-move query in F 2 is one of the main results in Zinn et al. [2012] , where the authors describe a distributed query evaluation strategy that is specific for the win-move query. The results in this article provide a more in-depth explanation of that result. Indeed, letting V denote the class of so-called value-driven queries that have nonempty output only on inputs containing values, we explain that every query in D ∩V is also in the class F 2 . This implies that every connected Datalog ¬ program in V is in F 2 as well. Since win-move is a connected Datalog ¬ program, and is value driven, it then follows immediately that win-move is in F 2 .
A Datalog program is called connected when the graph of every rule is connected; here, the graph of a rule views the variables of the rule as vertices and each positive body atom as a hyperedge. For instance, the canonical program computing the transitive closure of a binary relation
TC(x, y) ← E(x, y) TC(x, y) ← E(x, z), TC(z, y)
is connected, while the program
A(x, y) ← E(x, z), E(y, z )
is not, as E(x, z) and E(y, z ) do not share a common variable. The definition of connectedness can also be extended to Datalog ¬ (with negation), where the negative body atoms of a rule do not contribute to the graph of this rule. Connected Datalog programs are very natural. Dong [1989] shows that a nonredundant Datalog program is in D iff the program is connected. Here, a program is nonredundant if no rule and no atom can be removed without losing equivalence. Nonredundancy is an undecidable property. Guessarian [1990] obtained a decidability result for boundedness of a subclass of connected Datalog programs. Berger and Pieris [2016] investigate distribution over components w.r.t. ontology-based data access. As a byproduct they show that conjunctive queries distribute over components iff they are connected. Ameloot et al. [2016] obtained that every connected stratified Datalog ¬ program distributes over components; that is, the program can be evaluated by taking the union of the query results over the A valuation for rule ϕ is a function V that maps each variable in ϕ to a value in dom. Applying V to atoms of ϕ results in facts: We substitute each variable u by V (u). We say that V is satisfying for ϕ on an instance I, when V (pos ϕ ) ⊆ I and V (neg ϕ ) ∩ I = ∅. In that case, the pair (ϕ, V ) is said to derive the fact V (head ϕ ) on instance I.
Programs. A Datalog program with negation over a schema σ is a set P of rules over σ . The class of such programs is denoted by Datalog ¬ . For a Datalog ¬ program P, we also write sch(P) to denote the (minimal) schema that P is over. We define idb(P) ⊆ sch(P) as the relations of sch(P) that appear in rule heads. We also define edb(P) = sch(P) \ idb(P).
2 Intuitively, edb(P) can be seen as the input relations for P. Various semantics can be given to Datalog ¬ programs. In this article we use the stratified semantics and the well-founded semantics.
Stratified Semantics
Semi-positive programs. We call a Datalog ¬ program P semi-positive when its rules only apply negation to relations in edb(P). More formally, for all rules ϕ in P, the set neg ϕ is over edb (P) . The semantics of such a program P can be defined as follows. Consider the following function T P , called the (inflationary) immediate consequence operator of P: T P maps any instance J over sch(P) to J ∪ A where A = {V (head ϕ ) | ϕ ∈ P, and V is a satisfying valuation for ϕ on J}. Now, for an input I over edb (P) , consider the following infinite sequence of instances: I 0 , I 1 , I 2 , . . . , where I 0 = I and I i = T P (I i−1 ) for all i ≥ 1. Because T P only adds facts, and is limited to adom(I), there is an index k such that I k = I k+1 , that is, I k is a fixpoint. The output of P on I is defined as this fixpoint.
Syntactic stratification. Let P be a Datalog ¬ program. We call P syntactically stratifiable (or simply stratified) if we can partition the rules of P into a sequence of Datalog ¬ subprograms P 1 , . . . , P n such that -Rules with the same head relation occur in the same subprogram; -In each subprogram P i , relations R of positive body atoms either belong to edb(P) or all rules computing R must be in some subprogram P j with j ≤ i; and -In each subprogram P i , relations R of negative body atoms either belong to edb (P) or all rules computing R must be in some subprogram P j with j < i.
Each subprogram P i is also called a stratum. Note that negation is only applied to relations computed in strictly lower strata. So, each stratum by itself is a semi-positive program, taking as edb relations those in edb(P) and idb(P j ) for all j < i. Given a syntactic stratification P 1 , . . . , P n , the output of P on an input I over edb(P), denoted P(I), is defined as P n (P n−1 (. . . (P 1 (I)) . . .)), that is, we first apply stratum P 1 , then stratum P 2 , and so on. While multiple syntactic stratifications can exist for the same program, all are equivalent and lead to the same output [Abiteboul et al. 1995, Chapter 15.2] . Notice that we do not make a distinction between auxiliary and output relations for Datalog programs. However, as such a program is usually accompanied by a query that it computes, we implicitly take as output relations those in the query's output schema. We say that a query Q with input schema σ 1 and output schema σ 2 is computed by a stratified Datalog ¬ program P if, for all inputs I for Q, we have Q(I) = P(I)| σ 2 using the stratified semantics of P.
Well-Founded Semantics
Let P be a Datalog ¬ program. We define the well-founded semantics of P using the alternating fixpoint computation [Van Gelder 1993] .
Negation on assumptions. Let ϕ be a rule in P, and let J be an instance over sch (P) . A valuation V for ϕ is said to be J-neg-satisfying for ϕ on an instance I if V (pos ϕ ) ⊆ I and V (neg ϕ ) ∩ J = ∅. In contrast to the semantics of semipositive programs from above, J-neg-satisfaction tests negative body atoms only against the fixed database instance J. Next, consider the following function T Example 2.1. We recall the well-known win-move Datalog ¬ program P [Abiteboul et al. 1995, Chapter 15.3] :
The win-move program represents a game as follows. The input relation move is viewed as a graph. A game on this graph starts with one node x of the graph marked with a flag. Next, two players, called 1 and 2, take turns to move the flag from the currently flagged node to one of its successor nodes, and player 1 always gets the first turn. A player loses when there are no successor nodes during his or her turn. Now, we say that player 1 has a winning strategy at node x if player 1 can always force a win when starting at node x. That is, no matter how player 2 moves, eventually player 1 will move the flag to a node where player 2 cannot move anymore.
The relation win computes the nodes for which player 1 has a winning strategy. For example, letting σ = {win
(1) }, on the input I = {move (a, b), move(b, a) , move(a, c)}, we have P t (I)| σ = P t∨u (I)| σ = {win(a)}; the winning strategy for player 1 is to move the flag from a to c. As another example, consider the instance J = I∪{move(c, d)}. 3 There is an alternating fixpoint: the inner fixpoint is given by P,I (J) =T J P,I , the outer fixpoint is obtained by iterating P,I . Applying P,I to an underestimate yields an overestimate and vice versa. 4 To see this, we start with I 0 = ∅ ⊆ I 2 . Next, since P,I • P,I is monotone, we have I 2 = P,I • P,I (I 0 ) ⊆ P,I • P,I (I 2 ) = I 4 . This reasoning can be repeated to see I 4 ⊆ I 6 , and so on. Since derived facts are restricted to adom(I), we eventually arrive at a fixpoint.
We have P t (J)| σ = {win(c)} and P t∨u (J)| σ = {win(a), win(b), win(c)}. Facts in P t∨u (J) \ P t (J) represent drawn positions, that is, neither player can force a win and the game goes on indefinitely. The absence of win (d) indicates that player 1 has no winning strategy at node d (because player 1 cannot make a move there).
The win-move program is non-monotone: win(a) ∈ P t (I) but win(a) / ∈ P t (J).
DISTRIBUTION OVER COMPONENTS
We recall distribution over components [Ameloot et al. 2016] . We say that instance J is connected if for all values a, b ∈ adom(J), there exists a sequence f 1 , . . . , f n of facts in J such that a ∈ adom( f 1 ), b ∈ adom( f n ), and adom( f i ) ∩ adom( f i−1 ) = ∅ for all i ∈ {2, . . . , n}. Possibly n = 1. Intuitively, any two values are connected by at least one chain of facts, where subsequent facts share at least one value.
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Now, for an instance I, we call a subinstance J included in I a component of I if (i) J includes all nullary facts of I and (ii) J is connected and is maximal with this property in I. This implies that adom(J) ∩ adom(I \ J) = ∅. We write co(I) to denote the set of components of I.
6 For example, the components of
We say that a query Q distributes over components if for all inputs I for Q we have
that is, the centralized output of Q on I is precisely obtained when we parallelize Q over the components of I. Let D denote the class of queries that distribute over components.
Undecidability
To gain additional insight into distribution over components, we consider decidability of this semantic property for the concrete setting PROOF. First, from previous work by Shmueli [1993] , we know that it is impossible to decide whether two Datalog programs P 1 and P 2 , each with a single non-nullary output relation, are equivalent. This problem was shown to be undecidable by a reduction from equivalence of context-free grammars. We point out that this reduction actually constructs connected programs (see Section 4.1 for a formal definition). So, equivalence, and thus containment, of two connected Datalog programs, each with a single nonnullary output relation, is undecidable. Our proof below reduces this latter containment problem to deciding whether a Datalog program distributes over components.
Let P 1 and P 2 be two connected Datalog programs with the same edb schema σ 1 and each having one k-ary intended output relation, denoted A 1 and A 2 respectively, where k ≥ 1. Both programs may use auxiliary idb relations, but for convenience we assume that idb(P 1 ) and idb(P 2 ) have no relation names in common. We define the following auxiliary program P , where T and S are relation names not yet used in P 1 and P 2 , and all variables are assumed to differ pairwise,
Now consider the program P * = P 1 ∪ P 2 ∪ P . Note that edb(P * ) = σ 1 ∪ {S (1) }. Although program P * is positive, it is not connected due to the first rule of P . The S-atom plays the role of a guard: Relation A 1 flows into relation T if S is nonempty. Let Q be the query computed by P * over output schema σ 2 = {T (k) }. To finish the proof, we show that Q ∈ D if and only if P 1 is contained in P 2 .
Suppose that P 1 is contained in P 2 . First, we define program P c as P * but without the first rule of P . Note that P c is connected. For any input I over edb(P * ), since A 1 (ā) ∈ P 1 (I) implies A 2 (ā) ∈ P 2 (I) by containment, we have P c (I)| σ 2 = P * (I)| σ 2 = Q(I). So query Q is computed by the connected program P c . Hence, Q ∈ D by Proposition 4.3 in Section 4.2 (to be discussed later).
Suppose that P 1 is not contained in P 2 . In particular, there is some input I over σ 1 for which there is a tupleā with A 1 (ā) ∈ P 1 (I) and A 2 (ā) / ∈ P 2 (I). Letting d be a new value outside adom(I), we define the instance I = I ∪ {S(d)}. During the computation of P * (I ), the first rule of subprogram P has access to A 1 (ā) and S(d), giving T (ā) ∈ P * (I ). But the first rule of P can never be satisfied on any component J ∈ co(I ), because by choice of value d, component J does not simultaneously contain non-nullary facts over σ 1 and {S
(1) }. Moreover, for any J ∈ co(I ), we have A 2 (ā) / ∈ P 2 (J): We have A 2 (ā) / ∈ P 2 (I) by assumption, and since P 2 is not influenced by S-facts, we have A 2 (ā) / ∈ P 2 (I ); then, monotonicity of P 2 implies that A 2 (ā) cannot be produced on any component of I . Overall, we have
Notice that the reduction in the proof for Theorem 3.1 is to a query with single output relation. Further, we now readily observe that: COROLLARY 3.2. Membership in D is undecidable for queries computable by stratified Datalog ¬ programs.
Weaker Forms of Monotonicity
We briefly relate D to the classes M distinct and M disjoint [Ameloot et al. 2016] . The class M distinct consists of the domain-distinct-monotone queries: For such queries Q, we have Q(I) ⊆ Q(I ∪ J) for all instances I and J, where each f ∈ J satisfies adom( f ) adom(I). 7 Intuitively, Q behaves monotonically when adding facts that contain at least one new value.
We observe that D M distinct : Over a schema {R (1) , S (2) }, consider the query Q 1 = R− π 1 (S), where π 1 is the operator that projects facts onto their first component. To see Q 1 ∈ D, note that when forming components, the S-facts are always grouped together with those R-facts they subtract from. To see Q 1 / ∈ M distinct , consider the instances I = {R(a)} and J = {S(a, b)}; note that Q 1 (I) Q 1 (I ∪ J).
We also observe that M distinct D: Over a schema {R (1) , S (1) }, consider the query Q 2 that computes the cross product T = R × S. Query Q 2 is monotone, hence Q 2 ∈ M distinct . To see Q 2 / ∈ D, consider the instance I = {R(a), S(b)}. On the full input I, query Q 2 produces T (a, b) , but this fact is produced neither from the component {R(a)} nor on component {S(b)}.
Next, the class M disjoint consists of the domain-disjoint-monotone queries: For such queries Q, we have Q(I) ⊆ Q(I ∪ J) for all instances I and J where J contains no nullary facts and adom(I) ∩ adom(J) = ∅.
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We observe that D M disjoint : Over a schema {R
(1) }, take the query Q 3 that outputs true (in a nullary relation T ) if R = ∅. We see that Q 3 ∈ D: If there are multiple components in an input I, then each component contains one R-fact, implying that relation T remains empty on each component, giving the same result as the centralized execution Q 3 (I). Also, Q 3 / ∈ M disjoint , because on the instances I = ∅ and J = {R(a)},
We also observe that M disjoint D: Take the same query Q 2 from above. Since
∈ D as shown above. When we exclude queries like Q 3 (i.e., those in D ∩ M disjoint ), the remaining queries of D are included in M disjoint . Formally, we call a query Q value driven if for all inputs I for Q with adom(I) = ∅, we have Q(I) = ∅. Intuitively, the query produces nothing in absence of values. Let V denote the class of value-driven queries. We observe that D ∩ V ⊆ M disjoint : For a query Q ∈ D ∩ V, (i) for an input I with adom(I) = ∅, we have Q(I) = ∅ ⊆ Q(I ∪ J) for all instances J, and (ii) for an input I with adom(I) = ∅, and an instance J without nullary facts and with adom(I) ∩ adom(J) = ∅, we have co(I) ⊆ co(I ∪ J), so using Q ∈ D, we see
Similarly as for D, membership of M distinct and M disjoint is undecidable. For a proof we refer to Ameloot et al. [2016, Proposition 3.4 ].
CONNECTED DATALOG
We cannot decide for queries computed by stratified Datalog ¬ programs whether they distribute over components (Corollary 3.2). However, in this section, we show there is a fragment of stratified Datalog ¬ that captures precisely the queries of D expressible in stratified Datalog ¬ .
Connected Syntax
We recall the language connected Datalog ¬ , denoted con-Datalog ¬ [Ameloot et al. 2016 ], but we extend the definition to explicitly deal with nullary relations. Nullary relations allow more programming flexibility, and they allow Boolean computation in absence of input values, for example, when only a set of nullary facts is given.
As a notational convenience, for an atom a we write var(a) to denote the set of variables occurring in a. Also, for a rule ϕ, we write var(ϕ) to denote the set of variables in ϕ. Now, very similarly to connected database instances, we say that a rule ϕ is connected when for any two variables u, v ∈ var(ϕ) there is a sequence of atoms a 1 , . . . , a n in pos ϕ such that u ∈ var(a 1 ), v ∈ var(a n ), and var(a i ) ∩ var(a i−1 ) = ∅ for all i ∈ {2, . . . , n}. Possibly n = 1. Negative body atoms do not contribute to the connectedness of a rule. Note that rules without variables are always connected.
Next, for a Datalog ¬ program P, we say that nullary relations of edb(P) are global (for all components) because the nullary input facts are given to all components by definition (see Section 3). Similarly, we say a nullary relation of idb(P) is global if all its rules, and the rules of the idb relations it depends on, do not use variables.
9 So the term "global" means that these nullary relations will have the same contents on every component. This will be used in Section 4.2. Also, we say that a nullary relation 
Thinking of relation R as edges of a graph, this program computes all nodes reachable from set A but outside set B.
Example 4.2. As an example using nullary relations, here is a stratified con-Datalog
) }, whose meaning is discussed below:
Suppose that V and W are the output relations. For the nullary relations of idb(P), note that xor is global, values is value detecting, and W is neither global nor value detecting (and hence may not be used in rule bodies). In the presence of values, again thinking of relation R as edges of a graph, program P finds in relation V the nodes reachable from U on the condition that the exclusive or S ⊕ T is true. In the absence of values, P outputs S ⊕ T in relation W. Note that V and W are never simultaneously nonempty (although they can be simultaneously empty). The output behavior strongly depends on the presence or absence of values; value-detecting relations are needed to achieve this effect.
Results
We recall the following result [Ameloot et al. 2016, Lemma 5.5 The sketch below provides an intuitive understanding.
PROOF (SKETCH). The positive body atoms in connected rules are all strung together. This way, connected rules can only combine facts from the same component, causing derived non-nullary facts to be connected to their originating component. Essentially, a con-Datalog ¬ program derives facts "inside" components. So the program does not notice when we separate the components.
For completeness, we also discuss the details of nullary relations. First, note that a value-detecting relation S is nonempty on the entire (nondistributed) input if and only if relation S is nonempty on all individual components: This property is trivially true when there is only one component, and, when there is more than one component, they each have non-nullary facts.
Next, since each component contains by definition all nullary input facts, nullary facts derived purely from nullary input facts can be seen as "global flags." These global flags may be injected into per-component computations (as represented by rules with variables).
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Last, nullary relations that are neither global nor value detecting can be seen as per-component flags. The syntactic restriction prevents using such flags in further computation. Without this restriction, per-component flags could be combined in a cross-component fashion, preventing distribution over components.
Within stratified Datalog
¬ , a new result is that the converse direction also holds: 
PROOF (SKETCH).
The sketch below discusses all the major ideas of the proof. A detailed and more rigorous proof is given separately in Section 4.3.
Let Q be a query computable by a stratified Datalog ¬ program P, with the additional assumption that Q distributes over components. Let σ 1 and σ 2 denote the input and output schema of Q. The proof is constructive: We transform P into a stratified con-Datalog ¬ program α(P) such that for all inputs I over σ 1 , we have α(P)(I)| σ 2 = Q(I), that is, α(P) also computes Q. The main idea behind α(P) is that it uses connected rules to separate the original computation over the components (as sketched for Proposition 4.3). Concretely, α(P) is defined as a union of four subprograms: α(P) = P tag ∪ P # ∪ P untag ∪ P null . In particular, there are two functional parts: The first subprogram (P tag ∪ P # ∪ P untag ) is executed in case there are values in the input, and otherwise the second subprogram P null is executed (on just the nullary input facts). Roughly speaking, the order P tag , P # , P null , P untag aligns with a syntactic stratification for α(P). Below we explain each subprogram in turn. We also provide an illustration in Example 4.5. As notation, for any schema σ , we define the extended schema #(σ ) = {R
tag transforms the input instance I over σ 1 to its component-extended version over #(σ 1) , denoted #(I): Each original input fact is tagged at the front with the identifier of its surrounding component.
11 Because we have no choice mechanism to select just one value as component identifier, each fact is simply tagged with all values in its surrounding component. To illustrate
Next, letting Z be a variable not yet used in P, the program P # is obtained from P by changing each atom R(ū) (including head atoms) to R # (Z,ū). Note that P # is over #(sch(P)). The presence of variable Z guarantees that all rules in P # are connected. Moreover, satisfying valuations now only use sets of facts whose first value is the same, that is, the facts share the same component identifier. Hence, when we execute P # over #(I), the computation proceeds in a per-component fashion. Because the original program P distributes over components, program P # correctly simulates P when the input contains values. To obtain output over σ 2 , the third program P untag projects the relations of #(σ 2) back to σ 2 .
The subprogram (P tag ∪ P # ∪ P untag ) will only do something if there are values in the input: At the very least, variable Z needs to be assigned a value when evaluating P # . But even if adom(I) = ∅, in which case there is only one component consisting of the nullary facts, the original program P could still do useful Boolean operations (e.g., as in Example 4.2). This computation is preserved by program P null , which contains only the rules of P without variables, after extending the output rules with an additional negative body atom ¬values( ), where values is a value-detecting nullary relation outside sch(P). The atom ¬values( ) acts as a guard, so the output rules will not fire when there are values. Henceforth we sometimes refer to these rules as guarded output rules.
Example 4.5. We illustrate the construction used in the proof sketch of Proposition 4.4. Consider the following Datalog
Assume that V is the output relation. Although the first rule of P is not connected, P distributes over components because relation U is joined with input relation T . The transformed version of P, that is, the program α(P) = P tag ∪ P # ∪ P untag ∪ P null , is detailed below. First, note that P null = ∅ because P has no rules without variables. Next, the program P tag that tags input facts with their component values, contains the following rules, where "con" is an auxiliary relation to detect which values are connected:
Next, the main program P # is as follows:
Last, to produce output in relation V , program P untag contains the rule:
Intuitively, whenever the rule for relation U # combines a fact R # (c, a) and a fact S # (c, b) where a = b, the shared tag c implies (through program P tag ) that there is some T -fact connecting values a and b in the input, that is, R(a) and S(b) belong to the same component. So, the rule for relation U # works "inside" components, considering fewer pairs of R-facts and S-facts compared to the original rule for relation U . But since P distributes over components (assuming output relation V ), the output of α(P) is the same as P for all inputs. We can also restrict attention to positive programs. As a slight abuse of notation, we let "Datalog" denote the class of queries computable by positive Datalog ¬ programs, that is, programs without negative body atoms under the intuitive semantics of semipositive Datalog ¬ programs (cf. Section 2.3). We let con-Datalog denote con-Datalog ¬ restricted to positive programs. We now obtain the following corollary:
PROOF. The direction con-Datalog ⊆ Datalog ∩ D follows immediately from Proposition 4.3. For the other direction, we can see from the proof of Proposition 4.4 that if the original program P that distributes over components is positive, that is, without negation, then the constructed program α(P) = P tag ∪ P # ∪ P untag ∪ P null can be made positive. The only thing that needs to change is the definition of subprogram P null : We define P null to contain all rules of P without variables, unmodified.
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On inputs I without values, the only rules of α(P) that can fire are those of P null , which represents exactly the computation of P on I; hence, α(P) (I) = P(I). On inputs I with values, the proof of Proposition 4.4 has already shown that the subprogram (P tag ∪ P # ∪ P untag ) computes P(I); moreover, the output of P null is included in that of P; so, again, α(P) (I) = P(I).
Proof of Proposition 4.4
We now expand the earlier proof sketch of Proposition 4.4. The proof is constructive: For any query Q ∈ D that is computable by a stratified Datalog ¬ program P, we create a con-Datalog ¬ program P that also computes Q. The proof is divided into several parts. First, we discuss in Section 4.3.1 how to transform P into the desired program P . Next, we show that P effectively computes Q in Section 4.3.2, establishing Proposition 4.4.
For convenience, we assume in this section that Datalog ¬ programs have some intended output relations (distinguished from the other idb relations) and programs never read from these intended output relations in rule bodies. 4.3.1. Transformation to Con-Datalog ¬ . The main intuition of the transformation is that we separate the computation of an original Datalog ¬ program over its components. This is done by turning the original rules into connected rules by adding an additional shared variable to each atom, resulting in the so-called component-extended version of the program. Some auxiliary programs are needed to translate inputs to this extended version and to translate outputs back from it. We also need an auxiliary program to handle inputs without values.
Component extended version.
Here we give the main part of the transformation. This part only works for inputs with at least one value; the other case is handled later. The component-extended version of a schema σ , denoted #(σ ), is defined as #(σ ) = {R
Compared to the proof of Proposition 4.4, we now no longer add the negative body atom ¬values( ) to output rules in P null . 13 A program can always be rewritten to this form by first writing to (and reading from) temporary output relations and by subsequently projecting these temporary relations to the official output relations.
Datalog Queries Distributing over Components 5:13 used in P. We define the component-extended version of P, denoted P # , as the following Datalog ¬ program over #(sch(P)): P # contains, for all rules ϕ ∈ P, the transformed version of ϕ where each atom R(ū) is replaced by R # (Z,ū).
Note in particular that head atoms are also modified and that nullary relations of sch(P) become unary in P # . Now we discuss what the input for P # looks like. For a connected instance J over sch(P), we define the glued version of J, denoted β(J), as the following set of facts:
Intuitively, we tag all facts at the front with all values of adom(J) (including nullary facts). Next, for an arbitrary instance I over sch(P), we define the component-extended version of I, denoted #(I), as the following set of facts:
Note that #(I) contains no nullary facts. If adom(I) = ∅, then #(I) = ∅. Also, note that if I is connected, then co(I) = {I}, which implies #(I) = β(I). Intuitively, when we give #(I) to P # , the newly added variable Z causes the rules of P # to operate on each component of I separately.
Example 4.8. Let I = {R(a), R(c), S(a, b), T ( )}. There are two components: {R(a), S(a, b), T ( )} and {R(c), T ( )}. We have
Using the above notations, we can now formulate the following result: LEMMA 4.9. For each connected instance J over edb(P) with adom(J) = ∅, we have
PROOF. Let J be a connected instance over edb(P) with adom(J) = ∅. Let P 1 , . . . , P n be a syntactic stratification of P. For each i ∈ {1, . . . , n}, let P i ⊆ P # denote the componentextended version of P i (i.e., P i = (P i ) # ). We show by induction on the strata i ∈ {1, . . . , n} that
This way, we would obtain
as desired. For the base case, i = 1, we can apply Lemma 4.13 for stratum P 1 to obtain #(P 1 (J)) = P 1 (#(J)). Assuming that the property holds up to and including stratum i, where 1 ≤ i ≤ n−1, we show for the inductive step that the property also holds up to and including stratum i +1.
. Applying Lemma 4.13 to stratum P i+1 and the instance K gives
By subsequently applying the induction hypothesis #(
Auxiliary programs. Let P be a Datalog ¬ program. We need to convert each ordinary input I for P to the input #(I) for P # , and we need to convert outputs of P # back to the original output schema of P. This is accomplished by the programs P tag and P untag respectively, which are defined next. Assume con is a relation name not yet occurring in sch(P). The Program P tag consists of:
-For each non-nullary input relation R (k) ∈ edb(P), and each i, j ∈ {1, . . . , k} with i ≤ j, the rules
-For each nullary relation R (0) ∈ edb(P), the rule
This rule expresses that nullary input facts are shared by all components: Nullary facts are tagged with all available values.
Next, the program P untag contains for each intended output relation T (k) of P (with possibly k = 0) the following rule:
In the absence of values, program P could still perform some useful Boolean operations.
14 To preserve this computation, we define a program P null to contain the following rules:
-Rules to define a value-detecting relation values, with the assumption that values is a relation name not yet occurring in P. Concretely, we include the following rule for each non-nullary relation R (k) ∈ edb(P), where all variables differ pairwise:
-All non-output rules of P without variables (these compute global nullary relations).
-For each output rule of P without variables, a modified version where we add ¬values( ) to the body. This way, the output rules only fire if there are no values in the input.
Note that the resulting rules in P null contain no variables and are thus connected.
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Full transformation. We now define the full transformation by combining the component extended version of a program with the auxiliary programs. In particular, we define a transformation α as follows: for each Datalog ¬ program P we define
For convenience, we also defineᾱ(P) = P tag ∪ P # ∪ P untag .
Note that α(P) is connected:
(1) Rules in α(P) are connected individually.
(2) Regarding nullary relations, we have the following: Nullary relations used by P tag are from edb(P) (hence global), P # and P untag use no nullary relations in rule bodies, and nullary relations used by P null in rule bodies are either global (by only selecting rules without variables from P) or the value-detecting relation values.
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Moreover, if P is syntactically stratifiable, then α(P) is syntactically stratifiable. Indeed, we can conceptually extend a syntactic stratification for P # (that is inherited from P) with the following steps:
(1) add P tag as the first stratum; (2) append a stratification for all rules of P null except the output rules of P null ; and (3) add P untag and all output rules of P null as the last stratum.
Main Argument.
LEMMA 4.10. Let P be a stratified Datalog ¬ program with intended output schema σ . Let I be an input for P with adom(I) = ∅ and suppose that P distributes over the components of I. 17 We have
PROOF. Let P be a stratified Datalog ¬ program, with input schema σ 1 and intended output schema σ 2 ⊆ idb(P). Let I be an input for P with adom(I) = ∅ and suppose that P distributes over the components of I. We show that P(I)| σ 2 =ᾱ(P) (I)| σ 2 .
Before we continue, we consider the following smaller additional lemmas, whose proofs are provided in Appendix A: LEMMA 4.11. Let P be a stratified Datalog ¬ program. For each connected instance J over edb(P) with adom(J) = ∅, we have
LEMMA 4.12. For each instance I with adom(I) = ∅, we have
LEMMA 4.13. Let P be a semi-positive Datalog ¬ program. For each connected instance J over sch(P) with adom(J) = ∅, we have
Now, we start the proof of Lemma 4.10 by using that P distributes over the components of I:
For each J ∈ co(I), we can apply Lemma 4.11 to know P(J)| σ 2 = P untag (# P(J) )| σ 2 , and by subsequently applying Claim 4.9, we know P(J)| σ 2 = P untag (P # (#(J)))| σ 2 . We may 16 We have also silently used the assumption that output relations are not read in rule bodies of P, because the dependency on ¬values( ) renders nullary output relations neither global nor value detecting. now write the following:
Next, we use Lemma 4.12 to obtain
Since P # is a stratified con-Datalog ¬ program, it distributes over components (see Proposition 4.3). Now, we implicitly use a query Q # , with input schema #(σ 1) and output schema #(sch(P)):
, not restricted to any particular output relations (i.e., we use the full schema). The query Q # is indeed computed by P # . And since P # is a stratified con-Datalog
. Thus:
The converter program P tag computes #(I) (together with harmless auxiliary facts), giving
Note that the execution order P tag , P # , P untag aligns with a particular syntactic stratification of programᾱ(P). Hence, as desired,
We use Lemma 4.10 to prove Proposition 4.4. Let Q be a query computable by a stratified Datalog ¬ program P, with the additional assumption that Q ∈ D. Let σ 1 and σ 2 denote the input and output schema of Q respectively. Recall that α(P) is always connected. Moreover, as argued above, α(P) is stratified because P is stratified. We show that α(P) computes Q. Let I be an input. There are two cases.
Inputs with values. Suppose adom(I) = ∅. By assumption, Q distributes over the components of I. Moreover, because P computes Q, we have P(I)| σ 2 = Q(I) and P(J) σ 2 = Q(J) for each J ∈ co(I); hence, P also distributes over the components of I. Now we may apply Lemma 4.10 to P and I to know that Q(I) = P(I)| σ 2 =ᾱ(P) (I)| σ 2 . Recall that α(P) =ᾱ(P) ∪ P null . But since adom(I) = ∅, the subprogram P null has no effect on the output (although auxiliary facts are produced).
18 So, α(P) (I)| σ 2 =ᾱ(P) (I)| σ 2 = Q(I).
Inputs without values.
If adom(I) = ∅, then subprogramᾱ(P) produces nothing: There is no value to assign to variable Z. In that case, α(P) (I) = P null (I). Since P null faithfully simulates P on such an input I, we have α(P) (I)| σ 2 = P(I)| σ 2 = Q(I). Note: If 18 Program P null produces (nullary) facts over idb(P), but such facts are not read by subprogramᾱ(P).
the rules in P null are assigned the same stratum as in P, it can be shown by induction on the strata that P null (I) = P(I).
CONNECTED WELL-FOUNDED DATALOG
In the following, we extend our results on class D and stratified Datalog ¬ to the wellfounded semantics. The proofs for the well-founded semantics build on the results for the stratified semantics by constructing, for each Datalog ¬ program P and an input instance I, a stratified Datalog ¬ program that simulates the well-founded semantics of P for the specific instance I. We start with the following result:
PROPOSITION 5.1. Every query computable by a con-Datalog ¬ program under the wellfounded semantics distributes over components.
PROOF (SKETCH)
. The following proof sketch shows the major ideas of the proof. A detailed and more rigorous proof is given separately in Section 5.1. Let Q be a query computable by a con-Datalog ¬ program P under the well-founded semantics. Let I be an input for Q. We have to show Q(I) = J∈co(I) Q(J). We first transform P to a stratified con-Datalog ¬ program u k( P), where each successive stratum simulates an outer step in the alternating fixpoint computation of P, where k indicates that 2k steps are simulated in total.
19 This technique is inspired by the doubled program construction [Kemp et al. 1995] . Although only a constant number of steps can be simulated this way, we can choose k sufficiently large so u k( P) simulates P t (I) and P t 
(J) for each J ∈ co(I). Letting σ denote the output schema of Q, we have u k( P) (I)| σ = Q(I) and u k( P) (J) σ = Q(J) for each J ∈ co(I). Next, because u k( P) is a stratified con-Datalog

. Every query computable by a con-Datalog
¬ program under the wellfounded semantics, and being value driven, is domain-disjoint-monotone.
Corollary 5.2 can be used to obtain an alternative proof for one of the main results in previous work by Zinn et al. [2012] , namely that the win-move query (Example 2.1) is in the class F 2 , as we now explain. First, F 2 is the class of queries that can be computed in a coordination-free manner under so-called domain-guided distribution policies: Here, nodes of a network are made responsible for values of dom, and each input fact f is distributed to all those nodes responsible for at least one value of adom( f ). Coordination freeness means that for any input there exists a domain-guided distribution policy under which the nodes do not have to share input facts in order to compute the query. Now, since the win-move Datalog ¬ program is connected, and this program is value driven, Corollary 5.2 implies that win-move is in M disjoint . Further applying the result M disjoint = F 2 [Ameloot et al. 2016, Theorem 4 .4], we obtain that win-move is in the class F 2 .
We also have the converse result of Proposition 5. 
PROOF (SKETCH)
. The following proof sketch shows the major ideas of the proof. A detailed and more rigorous proof is given separately in Section 5.2. Let Q be a query computable by a Datalog ¬ program P under the well-founded semantics. Let α(P) = P tag ∪ P # ∪ P untag ∪ P null be the con-Datalog ¬ program as defined in the proof for Proposition 4.4. If P is not stratified, then P # , and by extension α(P), is also not stratified. We now outline the main arguments to demonstrate that also α(P) computes the query Q under the well-founded semantics. Let I be an input for Q. If I contains no values, then the output of α(P) on I is just the output of P null on I, and P null correctly simulates P on such inputs. We also sketch the main steps for the case that I contains values. Let σ denote the output schema of Q. First, because P computes Q under the well-founded semantics, we have Q(I) = P t (I)| σ . Next, as in the proof of Proposition 5.1, we convert P to a stratified Datalog
it can be shown thatᾱ may be applied to the right-hand side to obtain: Q(I) =ᾱ(u k( P)) (I) σ . Subsequently, we can use a technical lemma to know that operations u k andᾱ commute, that is,ᾱ(u k( P)) (I)| σ = u k(ᾱ( P)) (I)| σ . We can up-front also choose k large enough to correctly simulate the well-founded semantics ofᾱ(P) on I so u k(ᾱ( P)) (I)| σ =ᾱ(P) t (I)| σ . Finally, since P null is constructed to output nothing when adom(I) = ∅, we obtain Q(I) =ᾱ(P) t (I)| σ = α(P) t (I)| σ .
The programsᾱ(u k( P)) and u k(ᾱ( P)) are illustrated in Figure 1 for the win-move program P (from Example 2.1).
Let Datalog ¬wf and con-Datalog ¬wf denote the classes of queries computable under the well-founded semantics by respectively Datalog ¬ programs and con-Datalog 
Proof of Proposition 5.1
We expand the proof sketch of Proposition 5.1 given earlier. The proof is divided into two parts. We first present in Section 5.1.1 an auxiliary transformation to convert a Datalog ¬ program to a stratified Datalog ¬ program for a specific instance. Next, we present the main argument of the proof in Section 5.1.2.
Unrolling Programs. Let P be a Datalog
¬ program, with some intended output schema σ ⊆ idb(P). We can define a transformation of P to a stratified program that simulates the alternating fixpoint procedure of the well-founded semantics for P. Recall that this transformation is inspired by the doubled program transformation [Kemp et al. 1995] . However, compared to the original method, we do not create two semipositive programs but infinitely many. Furthermore, rather than starting with computing an underestimate by assuming all negative body atoms fail, we start with computing an overestimate by assuming all negative body atoms succeed (which resembles the start of the alternating fixpoint).
First, for a number i ∈ N, we define the i-layer version of an atom R(ū), denoted R(ū) i , as R i (ū), that is, we add i to the relation name. This notation is naturally extended to a set of atoms. Now, let k ∈ N. The k-unrolled version of P, denoted u k( P), is defined as the Datalog ¬ program consisting of the following rules:
-for all rules ϕ = (head ϕ , pos ϕ , neg ϕ ) ∈ P where head ϕ is not value detecting, and all i ∈ {1, . . . , 2k}, we add the modified rule (head -for all rules ϕ ∈ P where head ϕ is value detecting, and all i ∈ {1, . . . , 2k}, we add the modified rule (head i ϕ , pos ϕ , ∅);
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-for each R (l) ∈ edb(P), and all i ∈ {1, . . . , 2k}, we add the rule
where all variables differ pairwise; and -for each R (l) ∈ σ , that is, R is an intended output relation, we add the rule
where all variables differ pairwise.
Note that u k( P) is stratified: If rules with their head relation on layer i apply negation, then this negation is applied to the strictly lower layer i − 1. If P is connected, then u k( P) is connected:
-The unrolling transformation sometimes removes negative body atoms, but connectedness for individual rules only depends on the positive body atoms. -Value-detecting rules of P are transformed into value-detecting rules of u k( P).
-Global nullary relations of P become global nullary relations in u k( P), because relation arities are not modified. -An auxiliary rule for copying an input relation R (l) to a layer i is always connected by itself. Moreover, if l = 0, the computed head relation R i is classified as a global nullary relation that may be safely read in rule bodies.
To explain the meaning of the unrolled version, we note the following property proved in Appendix B.1: LEMMA 5.5. Let P be a Datalog ¬ program, possibly non-stratified, with some intended ouput schema σ ⊆ idb(P). For each input I for P, there exists a number k ∈ N such that u k( P) (I)| σ = P t (I)| σ , where P t (I) is as defined by the well-founded semantics.
Main Argument.
Let Q be a query with an input schema σ 1 and an output schema σ 2 that is computed by a con-Datalog ¬ program P under the well-founded semantics. Let I be an input over σ 1 . We show that Q distributes over the components of I; formally,
Q(I) =
J∈co(I)
Q(J).
The main idea is to unroll P for the specific instance I and then to apply Proposition 4.3 to this unrolled program. To start, applying Lemma 5.5 to instance I, let k I ∈ N be such that u k I (P) (I)| σ 2 = P t (I)| σ 2 . Also, for each J ∈ co(I), again applying Lemma 5.5,
Recall from Section 5.1.1 that u k( P) is always stratified and that u k( P) is connected if P is connected (which is the case here). So u k( P) distributes over the components of I by using Proposition 4.3:
20 Recall from Section 4.1 that value-detecting rules have only one positive body atom over edb(P) and no negative body atoms. Note that their transformed version in u k( P) still satisfies the syntactic form of value-detecting rules. 21 Here we implicitly use the query Q with input schema σ 1 and output schema σ 2 that is computed by u k( P). So Q distributes over components by Proposition 4.3. Query Q is in general not the same as Q, but for the specific instance I we have Q (I) = Q(I).
Next, the number k was chosen sufficiently large to simulate the well-founded semantics of P on I and on each J ∈ co(J) (via Lemma 5.5). So we may subsequently write:
Last, since Q is computed by P under the well-founded semantics, we obtain, as desired,
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Q(I) =
J∈co(I)
Q(J).
Proof of Proposition 5.3
We expand the earlier proof sketch of Proposition 5.3. Let Q be a query with input schema σ 1 and output schema σ 2 that is computable by a Datalog ¬ program P under the well-founded semantics and that distributes over components. For convenience, we assume that P does not read the output relations of σ 2 in rule bodies (as in Section 4.3). We show there is also a con-Datalog ¬ program computing Q under the well-founded semantics. In particular, with the program transformation α(P) = P tag ∪ P # ∪ P untag ∪ P null as defined in the proof of Proposition 4.4 (see Section 4.3), we show that α(P) computes Q under the well-founded semantics. We also use the abbreviationᾱ(P) = P tag ∪ P # ∪ P untag . Let I be an input over σ 1 . We show that α(P) t (I)| σ 2 = Q(I). Note that α(P) uses the same input and output schema as query Q because α(P) uses the same input schema and output schema as P (and P computes Q under the well-founded semantics).
Inputs with values. Suppose adom(I) = ∅. First, because P computes Q under the well-founded semantics, we may write
Next, by applying Lemma 5.5 to P and I, there is a number k 1 ∈ N such that u k 1 (P) (I)| σ 2 = P t (I)| σ 2 . Similarly, by applying Lemma 5.5 toᾱ(P) and I, there is a number k 2 ∈ N such that u k 2 (ᾱ(P)) (I)| σ 2 =ᾱ(P) t (I)| σ 2 . Also, for any J ∈ co(I), by applying Lemma 5.5 to P and J, there is a number
. Now, we may subsequently write:
Using the assumption that Q distributes over the components of I, we know that u k( P) distributes over the components of I. Indeed, k was chosen large enough to let u k( P) also simulate the well-founded semantics of P on each component J of I. So because Q distributes over the components of I, in the expression
is stratified, we may apply our earlier Lemma 4.10 for stratified Datalog ¬ to u k( P) to obtain the following:
Consider now the following lemma, whose proof is given in Appendix B.2: LEMMA 5.6. Let P be a Datalog ¬ program, with intended output schema σ . Let I be an input for P with adom(I) = ∅. For any k ≥ 1, we haveᾱ (u 
By applying this Lemma 5.6 to our previous equation, we subsequently obtain
Finally, since k was chosen large enough so u k(ᾱ( P)) (I)| σ 2 =ᾱ(P) t (I)| σ 2 , we may write
Last, we recall that α(P) =ᾱ(P) ∪ P null . But since adom(I) = ∅, the guarded output rules of subprogram P null will have no effect on the output, and any facts computed by P null are over idb(P), and thus they have no effect onᾱ(P). Becauseᾱ(P) is over #(sch(P)). Overall, α(P) t (I)| σ 2 =ᾱ(P) t (I)| σ 2 . Hence, as desired,
Inputs without values. Suppose adom(I) = ∅. In that case, subprogramᾱ(P) does not produce anything, and the output of α(P) on I under the well-founded semantics is just the output of P null on I under the well-founded semantics. By construction, P null faithfully reflects the computation of the original program P on inputs without values. The output rules of P null are based on original output rules of P without variables but additionally guarded by a negated atom over a value-detecting nullary relation. Since adom(I) = ∅, the guarding negative body atom succeeds. Hence, α(P) t (I)| σ 2 = P t (I)| σ 2 = Q(I).
SEMI-CONNECTED WELL-FOUNDED DATALOG
Previous work has considered a relaxation of connected Datalog ¬ , called semiconnected [Ameloot et al. 2016] . We refer to Section 4.1 for the definition of connected Datalog ¬ , denoted con-Datalog ¬ , including the notions of global and value-detecting nullary relations. Now, we say that a Datalog ¬ program P is semi-connected if we can partition the rules of P into two subprograms P 1 and P 2 such that (1) P 1 is a con-Datalog ¬ program, and (2) P 2 is a semi-positive program (defined in Section 2.3) satisfying the following conditions: (i) idb(P 2 ) ∩ sch(P 1 ) = ∅, and (ii) nullary relations occurring in rule bodies of P 2 are either global or value detecting within the entire program P.
Note that the schema of P 1 can be used as input for P 2 . So P 2 can negate relations of idb(P 1 ). Subprogram P 1 or P 2 could be empty. Subprogram P 1 is not necessarily stratified, but we may view P 2 as a last computation step of P that possibly uses nonconnected rules. If P is stratified, then we may view P 2 as the last stratum. We denote the language of semi-connected Datalog ¬ programs as semicon-Datalog ¬ . Recall from Section 3.2 the class M disjoint of domain-disjoint-monotone queries and the class V of value-driven queries. Queries of V computable by stratified semicon-Datalog ¬ programs are in M disjoint [Ameloot et al. 2016] . We can now confirm that this result is maintained under the well-founded semantics: The proof for Lemma 6.2 is given in Appendix C.1. PROOF. Let P be a stratified semicon-Datalog ¬ program, with intended output schema σ . For convenience, we may assume that P does not read the output relations of σ in rule bodies; P can always be rewritten to this form. Let I and J be two instances over edb(P) with the following assumptions: adom(I) = ∅, adom(J) = ∅, J contains no nullary facts, and adom(I)∩adom(J) = ∅. We show that
First, let J be J extended with all nullary facts of I. Using the assumptions on I and J, note that co(
Using the definition of semi-connected Datalog ¬ , let P 1 and P 2 be a partition of P, where P 1 is a connected Datalog ¬ program, and P 2 is a semi-positive Datalog ¬ program with (i) idb(P 2 ) ∩ sch(P 1 ) = ∅ and (ii) nullary relations used in rule bodies of P 2 are either global or value detecting in P. We distinguish between the following cases.
First case: subprogram P 2 is not empty. Let us first assume that P 2 = ∅. Then the assumption idb(P 2 ) ∩ sch(P 1 ) = ∅ allows us to view P 2 as the last stratum in a syntactic stratification of P. Moreover, we may assume that P 2 contains output rules, because otherwise the assumption idb(P 2 ) ∩ sch(P 1 ) = ∅ would render P 2 useless. Because by assumption P does not read output relations in rule bodies, we will for technical convenience assume that P 2 contains all output rules of P (so P 1 does not contain any output rules).
We start with the following observation:
As notation, for any instance K, we write n(K) to denote the set of all non-nullary facts of K. Since adom(I) ∩ adom(J ) = ∅, we have adom(P 1 (I)) ∩ adom(n(P 1 (J ))) = ∅. So since queries expressed by semi-positive programs are in M distinct ⊆ M disjoint [Ameloot et al. 2016 ], we have
Next, if P 2 reads nullary relations computed by P 1 , the restrictions imposed on the semi-connected Datalog ¬ program P imply that these nullary relations are global or value detecting within P and thus within P 1 . Since J contains exactly the same nullary facts as I, global nullary relations computed by P 1 have the same contents in P 1 (I) and P 1 (J ). Moreover, adom(I) = ∅ and adom(J ) = adom(J) = ∅ imply that I and J both contain non-nullary facts; so value-detecting relations of P 1 also have the same contents in P 1 (I) and P 1 (J ). Also, by assumption P 1 contains no output rules, implying that any nullary facts of P 1 (I) and P 1 (J ) will not directly represent output. So, overall, the above inclusion simplifies to
Consider now the following Claim (its proof is given later): CLAIM 6.4. We have P 1 (I) ∪ P 1 (J ) = P 1 (I ∪ J).
By applying Claim 6.4 to our previous inclusion, we may write
Finally, since the execution order P 2 (P 1 (. . .)) aligns with the stratified semantics of P, we obtain, as desired,
Second case: subprogram P 2 is empty. If P 2 = ∅, then P(I)| σ = P 1 (I)| σ and P(I∪ J)| σ = P 1 (I ∪ J)| σ . Then we can also apply Claim 6.4 to obtain, as desired,
Claim 6.4. It remains to show Claim 6.4. For this, let Q denote the query over input schema σ 1 and output schema sch(P 1 ) that is computed by P 1 . Because P 1 is a stratified con-Datalog ¬ program, we know Q distributes over components (Proposition 4.3), implying
Using the assumptions on I and J, we know co(I ∪ J) = co(I) ∪ co(J ). So
Finally, again using that P 1 distributes over components, we may write
We are now ready to give the proof of Theorem 6.1: PROOF OF THEOREM 6.1. Let Q be a query with input schema σ 1 and output schema σ 2 that is computed by a semicon-Datalog ¬ program P under the well-founded semantics, and further assume that Q is value driven (i.e., Q ∈ V). For convenience, we may assume that P does not read the output relations of σ 2 in rule bodies; P can always be rewritten to this form. Let I and J be instances over σ 1 such that J contains no nullary facts and adom(I) ∩ adom(J) = ∅. We show that Q(I) ⊆ Q(I ∪ J). We distinguish between the following cases.
Special cases. If adom(I)
General case. Henceforth, suppose adom(I) = ∅ and adom(J) = ∅. By applying Lemma 5.5 to P and I, there is a number k 1 ∈ N such that u k 1 (P) (I)| σ 2 = P t (I)| σ 2 . Similarly, by applying Lemma 5.5 to P and I ∪ J, there is a number k 2 ∈ N such that
By applying Lemma 6.2, we know that u k( P) is a semicon-Datalog ¬ program. Next, since u k( P) is stratified, and using the assumptions on I and J, we can subsequently apply Lemma 6.3 to know In principle, any query in D (and therefore any query in connected Datalog ¬ ) can be evaluated without any communication over a network using a distribution where every computing node is assigned, as a local instance, a union of connected components of the global database instance (and every connected component is assigned to at least one computing node). However, as finding connected components is expensive, it is unlikely that there are many datasets for which such a distribution of data is practical. Still, it would be interesting to investigate properties of Datalog ¬ programs that imply distributions of data that give rise to communication-free evaluation. Hull and Yoshikawa [1990] introduced a declarative formalism in the style of stratified Datalog ¬ in the context of object databases. Using their formalism, Cabibbo [1998] showed, among other things, that semi-positive Datalog ¬ extended with value invention captures the class of all queries preserved under extensions. The latter type of result can be seen as evidence that semi-positive Datalog ¬ is a core fragment of Datalog ¬ for the class of queries preserved under extensions. In analogy, we expect that con-Datalog ¬ is somehow the right Datalog ¬ fragment for D and conjecture that con-Datalog ¬ extended with value invention captures the class D.
APPENDIXES A. THE STRATIFIED CASE: PROOFS OF AUXILIARY LEMMAS
A.1. Proof of Lemma 4.11
Note that P(J) is connected: J is connected, J ⊆ P(J), and adom(P(J)) = adom(J). This implies # P(J) = β P(J) .
For the first direction, let R(ā) ∈ P(J)| σ 2 . Note that adom(P(J)) = ∅ since adom(J) = ∅. So there is a value c ∈ adom(P(J)) such that R # (c,ā) ∈ # P(J) . Since R is an output relation, program P untag contains a projection rule from relation R # onto relation R, giving R(ā) ∈ P untag (#(P(J))| σ 2 . For the second direction, let R(ā) ∈ P untag (#(P(J)))| σ 2 . The instance # P(J) does not contain facts over σ 2 , so there must be a fact R # (c,ā) ∈ #(P(J)) that program P untag has projected onto R(ā). By definition of #(P(J)), this means that R(ā) ∈ P(J). Hence, R(ā) ∈ P(J)| σ 2 .
A.2. Proof of Lemma 4.12
We handle both directions separately.
First direction. Let J ∈ co(I). We show that #(J) ∈ co(#(I)). To start, we have #(J) ⊆ #(I) since β(J) ⊆ #(I) by definition of #(I) and further β(J) = #(J) by connectedness of J. Recall that two properties have to be satisfied for #(J) to be a component in #(I): (i) #(J) contains all nullary facts of #(I), and (ii) #(J) has to be connected and is maximal with this property in #(I). Property (i) is satisfied because #(I) never contains nullary facts (this follows from the definition).
For property (ii), since J is connected, we can readily see that #(J) = β(J) is connected. 24 To show maximality, take a fact R # (c,ā) ∈ #(I) whose values overlap with #(J), that is, either c ∈ adom(J) or adom(ā) ∩ adom(J) = ∅.
25 By definition of #(I), there must be a component J ∈ co(I) such that R # (c,ā) ∈ β(J ), which implies R(ā) ∈ J and c ∈ adom(J ). So adom(ā) ∪ {c} ⊆ adom(J ). But then adom(J) ∩ adom(J ) = ∅. So J = J, which implies R # (c,ā) ∈ #(J). 24 Indeed, chains of connecting facts in J are transformed to chains of connecting facts in β(J). 25 We have also used here that adom(#(J)) = adom(J).
Second direction. Let K ∈ co(#(I)).
We show there is some J ∈ co(I) such that K = #(J). First, we recall the definition of #(I):
In this union, for any two J, J ∈ co(I), we have adom(J) ∩ adom(J ) = ∅, which implies adom(β(J)) ∩ adom(β(J )) = ∅. So, since K is connected, there can only be one J ∈ co(I) such that K ⊆ β(J). 26 We are left to show that β(J) ⊆ K; this would imply that #(J) = β(J) = K, as desired.
Let Let T P and T P # denote the immediate consequence operator of respectively P and P # . Before we continue, we consider the following auxiliary claim, whose proof is provided below:
CLAIM A.1. For each connected instance K over sch(P) with adom(K) = ∅, we have
Note that we allow K to contain facts over idb(P).
We show by induction on the number i of iterations of the immediate consequence operators that
Let p and q be such that T p P (J) = P(J) and T q P # (#(J)) = P # (#(J)). 27 Let m = max{ p, q}. Then, using the above induction result, we obtain as desired,
For the base case, i = 1, we apply Claim A.1 to obtain #(T 
. 26 We do not have to worry about nullary facts here, because #(I) contains no nullary facts. 27 We conjecture that actually p = q but that precise equality is not needed for this proof. As a general remark, note that T P (J) is connected: J is connected, J ⊆ T P (J), and adom(T P (J)) ⊆ adom(J). This implies that #(T P (J)) = β(T P (J)). We also have #(J) = β(J) since J is connected.
First direction. First we show #(T P (J)) ⊆ T P # (#(J)). Let R # (c,ā) ∈ #(T P (J)). By definition of #(T P (J)), we know R(ā) ∈ T P (J) and c ∈ adom(T P (J)). 28 Since adom (T P 
Now suppose R(ā) ∈ T P (J) \ J. Let (ϕ, V ) be a pair of a rule and valuation that have derived R(ā). Let ϕ ∈ P # denote the component-extended version of ϕ, where each atom S(ū) of ϕ is replaced by S # (Z,ū). Let V be the valuation for ϕ obtained by extending V with the mapping (Z → c). Note that V (head ϕ ) = R # (c,ā). We show that V is satisfying for ϕ on #(J), causing R # (c,ā) ∈ T P # (#(J)):
J by choice of the pair (ϕ, V ) and c ∈ adom(J) (see above);
which is impossible by choice of the pair (ϕ, V ).
. Note that always c ∈ adom(J) = adom (T P (J) ). So we are left to argue that R(ā) ∈ T P (J): Combined with c ∈ adom(T P (J)), we would obtain R # (c,ā) ∈ #(T P (J)).
If
. Let (ϕ , V ) be a derivation pair for R # (c,ā). Let ϕ ∈ P be the original rule from which ϕ ∈ P # was obtained. Note that
, which is impossible by choice of (ϕ , V ).
B. THE WELL-FOUNDED CASE: PROOFS OF AUXILIARY LEMMAS
B.1. Proof of Lemma 5.5
First, we recall that the output P t (I) is defined as the fixpoint of the even positions in the following sequence: I 0 , I 1 , I 2 , . . ., where I 0 = ∅ and I i = P,I (I i−1 ) for each i ≥ 1. In particular, there is a k ∈ N such that I 2k = I 2k+2 ; hence, I 2k = P t (I). Consider now the k-unrolled program u k( P). Regarding notation, for any i ∈ {1, . . . , 2k}, we define u k( P) (I) [i] as the subset of u k( P) (I) containing all facts on layer i, projected back to sch(P). Now, we observe that successive layers (strata) of u k( P) represent successive applications of function P,I , resulting in u k( P) (I) [i] = I i for each i ∈ {1, . . . , 2k}:
-As a general remark, recall that each layer i ∈ {1, . . . , 2k} of u k( P) contains special rules that copy the input I over edb(P) to layer i. This copying resembles the way I initializes the inner fixpoint I i =T J P,I where J = I i−1 : rules of P that positively use edb(P) are transformed to rules in layer i of u k( P) that positively use the copy of I on layer i. However, as a special case, the transformations of value-detecting rules directly read from edb(P) to preserve the form prescribed for value-detecting relations.
-By construction of u k( P), valuations used for rules in layer 1 only need to satisfy the positive body atoms of these rules. This is like the first application of P,I to I 0 = ∅. So, we have u k( P) (I) [1] = I 1 . -Next, inductively for all i ∈ {2, . . . , 2k}, the rules on layer i of u k( P) apply negation to u k( P) (I) [i−1] , resembling the way that valuations computing I i =T J P,I with J = I i−1 apply negation only to J. Since u k( P) (I) [i−1] = I i−1 by the induction hypothesis, we obtain u k( P) (I) [i] = I i .
To conclude, we recall that u k( P) contains rules to project output facts computed in layer 2k back to the original output schema σ of P. This projection results in P t (I)| σ since layer 2k corresponds to the instance I 2k = P t (I) as argued above.
B.2. Proof of Lemma 5.6
Let P be a Datalog ¬ program, with input schema σ 1 and output schema σ 2 . Let I be an input for P with
The main idea of the proof is to find syntactic stratifications for the programsᾱ(u k( P)) and u k(ᾱ( P)) that reveal the correspondence between these two programs.
Notations and terminology. We abbreviate P αu =ᾱ(u k( P)) and P uα = u k(ᾱ( P)). For notational convenience, whenever we write a tupleū of variables, we mean that all variables in this tuple adiffer pairwise. We call a rule "T ( ) ← R(ū)" of P a valuedetecting rule of P when T is a (nullary) value-detecting relation of P.
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Syntactic stratification. Now, for both programs P αu and P uα , we define a syntactic stratification consisting of 2 + 2k strata. This stratification is not necessarily the smallest possible. For P αu , these strata are denoted as P Figures 2 and 3 respectively. Intuitively, stratum P αu 1 first computes #(I) and then copies #(I) to each layer i ∈ {1, . . . , 2k} of the unrolling. Stratum P uα 1 does the converse: It first copies I to each layer i ∈ {1, . . . , 2k} of the unrolling, resulting in a copy I i and then computes #(I i ) inside layer i. Note that valuedetecting rules of P are transformed slightly differently in P αu 1 compared to P uα 1 : This is because the unrolling operation does not modify the body of value-detecting rules (see Section 5.1.1).
Next, for each j ∈ {2, . . . , 1 + 2k}, the strata P 
Next, we gradually apply the strata to ultimately demonstrate that programs P αu and P uα compute the same output facts on input I.
Correspondence: first stratum. We first show the following: For every R (l) ∈ σ 1 , and every i ∈ {1, . . . , 2k}, we have
• Let R i # (c,ā) ∈ P αu 1 (I). We show that R i # (c,ā) ∈ P uα 1 (I). Looking at P αu 1 , we see R # (c,ā) ∈ P αu 1 (I). The fact R # (c,ā) was generated by subprogram u k( P)
Hence, by looking at P uα 1 , we already 30 Here T could be an output relation. 31 The equality u k( P) tag = P tag holds because u k( P) and P use the same input schema σ 1 .
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T. J. Ameloot et al. now discuss the application of all subsequent strata except the last one. Recall that P αu j = P uα j for all j ∈ {2, . . . , 1 + 2k}. We show by induction on j = 1, . . . , 1 + 2k, denoting i = j − 1, that for each T (l) ∈ idb(P) with T non-value-detecting in P, 
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For the induction hypothesis, assume that the property holds for some j, with j ≥ 1. For the inductive step, we show that the property holds for stratum j + 1. Towards this purpose, consider the fixpoint computations of stratum j + 1 in P αu and P uα :
- 32 Also note that we never compute facts for layer 0 (in the context of j = 1). 33 Recall that strata P αu j+1 and P uα j+1 compute facts for layer index j of the unrolling.
Using similar arguments, we can also show the converse direction, namely that for each T j # (c,ā) ∈ U n+1 \ U n we have T j # (c,ā) ∈ A n+1 (details omitted). Correspondence: last stratum. Now we argue that P αu and P uα produce the same output facts on input I. Let T (l) ∈ σ 2 be an output relation. Let T (ā) ∈ P αu (I). We show that T (ā) ∈ P uα (I). Looking at P αu 2+2k , there must be a fact T # (c,ā) ∈ P αu (I). This further implies that T (I). 34 By subsequently looking at P uα 2+2k , we see that T 2k (ā) ∈ P uα (I). Another rule of P uα 2+2k then derives T (ā) ∈ P uα (I), as desired. Conversely, let T (ā) ∈ P uα (I). We show that T (ā) ∈ P αu (I). Looking at P uα 2+2k , we know that T 2k (ā) ∈ P uα (I) and, subsequently, that there is some value c such that T First, since P is semi-connected, we can split P into subprograms P 1 and P 2 such that P 1 is connected and P 2 is semi-positive with idb(P 2 ) ∩ sch(P 1 ) = ∅ and such that nullary relations in rule bodies of P 2 are either global or value detecting in P. Now, note that u k( P) = A∪ P 1 ∪ P 2 ∪ B where A contains the rules that copy facts over edb(P) to all the layers, P 1 contains the layer versions of all rules in P 1 , P 2 contains the layer versions of all rules in P 2 , and B contains the rules to project output facts from layer 2k back to σ 2 .
Note that A ∪ P 1 is connected. 35 For program P 2 ∪ B, we note the following:
-Program P 2 ∪ B is semi-positive. First, note that original output relations are never used in rule bodies of u k( P); they are only projected onto by program B. Second, it is not possible for program P 2 to apply negation to some relation R i that is also computed in P 2 ; indeed, otherwise the original program P 2 would apply negation to relation R while R is computed in P 2 , which is impossible because P 2 is semi-positive by assumption. -We have idb(P 2 ∪ B) ∩ sch(A ∪ P 1 ) = ∅. First, the original output relations are not read by A ∪ P 1 by construction (only the layer-versions of output relations might be read). Second, if there is some R i (n) ∈ idb(P 2 ) ∩ sch(P 1 ), then R (n) ∈ idb(P 2 ) ∩ sch(P 1 ), which violates the assumptions on P 1 and P 2 .
-Rule bodies of P 2 only use nullary relations that are global or value detecting inside u k( P). This is because rule bodies of P 2 only use nullary relations that are global or value detecting inside P and because the unrolling operation transforms global/value-detecting relations of P into global/value-detecting relations of u k( P).
