In this paper, we propose a new variation of the Adomian polynomials, which we call the degenerate Adomian polynomials, for the power series solutions of nonlinear ordinary differential equations with nonseparable nonlinearities. We establish efficient algorithms for the degenerate Adomian polynomials. Next we compare the results by the Adomian decomposition method using the classic Adomian polynomials with the results by the Rach-Adomian-Meyers modified decomposition method incorporating the degenerate Adomian polynomials, which itself has been shown to be a confluence of the Adomian decomposition method and the power series method. Convergence acceleration techniques including the diagonal Padé approximants are considered, and new numeric algorithms for the multistage decomposition are deduced using the degenerate Adomian polynomials. Our new technique provides a significant advantage for automated calculations when computing the power series form of the solution for nonlinear ordinary differential equations. Several expository examples are investigated to demonstrate its reliability and efficiency.
Introduction
Nonlinear differential equation models have been extensively applied in physics, chemistry, mechanics, hydrology, engineering, economics, biology, epidemiology, etc. For the solution of nonlinear differential equations, apart from various numeric methods such as the finite difference method, finite element method etc, several analytic approximation methods have been proposed, such as the perturbation method [1] , Adomian decomposition method [2, 3] , homotopy analysis method [4, 5] , variational iteration method [6] , homotopy perturbation method [7] , wavelet method [8] , spectral method [9] etc.
The Adomian decomposition method (ADM) [2, 3, ( ) Nu x into the series of the Adomian polynomials [2, 3, 10, 21, 22] .
In this work, we investigate the advantages of the Adomian polynomials for nonlinearities which explicitly include the independent variable such as ( ) ( ( )) Nu x f x u x = , in the ADM and power series method. The considered nonlinearities are designated nonseperable in the sense that they cannot be factored as a product of an analytic function of the independent variables and an analytic function of the dependent variables, e.g. 1 ( ) f x and 2 ( ( )) f u x , respectively.
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We present a comparison using general deduction and several expository examples. Also, we consider the issues of convergence acceleration and numeric algorithms for solution of nonlinear differential equations.
The ADM and the Adomian Polynomials
We shall illustrate the ADM with a nonlinear second-order ordinary differential equation (ODE) written in the form of Adomian's operator-theoretic notation as
Lu Ru Nu g + + =,
where g is the system input and u is the system output, and where L is the highest order differential operator, in this case 
We observe that
where the k n C were originally given by Rach's Rule (Page 16 in [11] and Page 51 in [13] ): the k n C are the sums of all possible products of k components from 1 u , 2 u , ,  1 n k u − + , whose subscripts sum to n , divided by the factorial of the number of repeated subscripts [23] . Equivalently, the Adomian polynomials can be expressed as [24] 
∑
Several convenient algorithms to readily generate the Adomian polynomials have since been developed by Adomian and Rach [3] , Rach [21, 23] , Wazwaz [14, 25] , Abdelwahid [26] , and others [27, 30] . Recently, 
This recursion formula does not involve the differentiation operator, but only requires the analytic operations of addition and multiplication, which is eminently convenient for symbolic implementation by MATHEMATICA, MAPLE or MATLAB as well as for debugging. We list the MATHEMATICA code for this efficient algorithm in the Appendix for convenient reference.
Substituting Eq. (3) into Eq. (2), we obtain the classic Adomian recursion scheme for the solution components 1 0
where the
For various modified recursion schemes in the ADM, see [14, 22, [33] [34] [35] [36] [37] [38] .
In the definition of the Adomian polynomials, only the dependent variables are parametrized while the independent variables such as x are not. Thus the 
respectively, where the multivariable Adomian polynomials n A depend on the solution components and are defined by the parametrization
The first Several convenient algorithms for the multivariable Adomian polynomials were proposed in [21, 24, 27, 31] . Here we list the following convenient recursion formula for the m -variable Adomian polynomials n A [24] as
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For MATHEMATICA codes which quickly generate the multivariable Adomian polynomials, see [24, 31] .
We 
The Power Series Method and the Degenerate Adomian Polynomials
The Rach-Adomian-Meyers modified decomposition method (MDM) [39] is both a decelerated ADM [40] and a developed power series method, which enables us to easily and accurately treat any analytic nonlinearity. The Rach-Adomian-Meyers MDM decomposes the solution into a power series 
where f is an m -ary analytic function and We observe that if the nonlinearities do not explicitly include the independent variables, then the Adomian polynomials in Eqs. (15) and (16) have the invariant form as compared with that in the ADM. In the sequel, we investigate those nonlinearities which explicitly depend on the independent variables such as
We consider a nonlinear first-order differential equation
The 
where the n  can be calculated from the two-variable Adomian polynomials n A as 
From (6), we deduce the expression of the degenerate two-variable Adomian polynomials after cancelling the vanishing terms as 0 0 1
where we introduce the new symbols 
by the multivariable Adomian-Rach theorem and where the degenerate three-variable Adomian polynomials are
a a a a a a = , , ; , , ; , , ,  
Numeric Examples
In this section, we compare the Adomian polynomials and the calculated results in the ADM with the degenerate Adomian polynomials and the calculated results in the Rach-Adomian-Meyers MDM 
(0) 2 u π = / , (27) where the exact solution is 
we readily calculate 
Decomposing the solution and the nonlinearity, we design the modified recursion scheme
where the Adomian polynomials ( 1) n n a n n n
we readily calculate the solution coefficients as 
We remark that the built-in numeric solution command in MATHEMATICA cannot solve the nonlinear IVP in this example because of the singularity at the origin.
ADM: We rewrite Eq. (48) as 
Decomposing the solution and the nonlinearity, we obtain the recursion scheme
where the Adomian polynomials 1 ( 1) ln ( 1) ln ( 1) 6 6 ln ( 1) ln (1 ) 21 5
In Fig. 7 , we plot the curves of the n -term 
Convergence Acceleration, Multistage Decomposition and Numeric Algorithms
As with all methods that generate infinite series solutions, we remark that the domain of convergence for the decomposition series solution may not always be sufficiently large for engineering purposes. But we can readily handle this problem by means of one of several common convergence acceleration techniques [44] , such as the diagonal Padé approximants [13, 14, 45, 46] or the iterated Shanks transform [13, 47] . Rach and Duan [46] presented the combined solution of the near-field and far-field approximations by the Adomian and asymptotic decomposition methods, where the Padé approximants technique was only used as necessary to calculate the mid-field approximation in order to bridge the near-and far-field approximations. In the ADM, the parametrized recursion scheme [22, 36, 37] was proposed in order to obtain decomposition solutions with large effective regions of convergence.
The multistage ADM and its numeric algorithms [48] [49] [50] [51] [52] [53] [54] [55] [56] can also be used to greatly expand the effective region of solution. In [54] Duan and Rach have considered one-step numeric algorithms for nonlinear IVPs for ODEs based on the ADM and the Rach-Adomian-Meyers MDM, respectively. Therein algorithms are parametrized by the order of the method, so that we can easily and rapidly generate a higher-order algorithm for numerical integration at will, whereas it is extremely difficult and exceptionally tedious to develop even a 6th-order Runge-Kutta algorithm. In fact, there is no common algorithm to generate higher orders of explicit Runge-Kutta formulas. In [55] , higher-order numeric algorithms based on the Wazwaz-El-Sayed modified ADM were also proposed. Ghosh and Roy [57] considered the numeric-analytic form of the ADM for two-point boundary value problems (BVPs). The multistage ADM for BVPs including even Robin boundary conditions has been considered in [58] , where a multistage ADM for BVPs has been developed through partitioning the domain into two, or more, subdomains, where a separate series was computed in each subdomain using the Duan-Rach modified recursion scheme for nonlinear BVPs [36] . The sub-solutions are combined to form the decomposition spline by applying the conditions of continuity at the interior boundary points in analogy to the multistage ADM for IVPs [49] .
In the sequel, we first consider the Padé approximation of the MDM solution in Example 2 and then the numeric solution for Example 4.
2 ( ) ( 1) 0
where there is now no singularity on the considered interval. In order to develop the numeric algorithm, we derive the MDM solution of Eq. (56) with the initial conditions 
Substituting (59) and (60) into Eq. (56), we obtain the modified recursion scheme and 0 2 . , respectively. In Fig. 10 , the two numeric solutions nearly coincide, which demonstrates a high degree of accuracy.
Conclusion
In this work, we have developed the concept of the degenerate multivariable Adomian polynomials in conjunction with the Rach-Adomian-Meyers MDM.
Our new technique provides a significant advantage for automated calculations for computing the power series form of the solution for nonlinear ODEs with intrinsically nonseparable nonlinearities with respect to the independent and dependent variables. We establish efficient algorithms for the degenerate Adomian polynomials derived from the classic multivariable Adomian polynomials. We have demonstrated the high accuracy and efficiency of our new technique by comparison of the ADM using the classic Adomian polynomials with the Rach-Adomian-Meyers MDM incorporating the degenerate Adomian polynomials. In the Rach-Adomian-Meyers MDM, the recursion scheme of the solution coefficients does not involve the integration operation, but the degenerate multivariable Adomian polynomials. We investigated the solutions of four numeric nonlinear examples. Our expository examples display the practicality, ease of use, and efficacy of our new modification of the Rach-Adomian-Meyers MDM.
Next we considered the issues of convergence acceleration by such classic techniques as the diagonal Padé approximants and the iterated Shanks transform, then the multistage ADM and MDM and finally numeric algorithms that implement our new approach. To illustrate our discussion, we applied the diagonal Padé approximants, which is readily achieved within MATHEMATICA, to the approximate solution for Example 2 and then the multistage MDM to Example 4 by developing its detailed numeric algorithm. The results show that the effective regions for the solutions are greatly extended.
