A common belief in quantization theory says that the quantization noise process resulting from uniform scalar quantization of a correlated discrete time process tends to be white in the limit of small distortion (\high resolution"). A rule of thumb for this property to hold is that the source samples have a \smooth" joint distribution. We give a precise statement of this property, and generalize it to non-uniform quantization and to vector quantization. We show that the quantization errors resulting from independent quantizations of dependent real random variables become asymptotically uncorrelated (although not necessarily statistically independent) if the joint Fisher information under translation of the two variables is nite and the quantization cells shrink uniformly as the distortion tends to zero.
I Introduction
High resolution quantization theory provides e cient design tools and explicit formulas for coding of continuous sources with small distortion 6, 5, 10] . The importance of this theory lies in the fact that similar concepts do not exist for coding at arbitrary resolution. In Shannon theory, high resolution source coding leads to useful asymptotic results for the rate-distortion function 9], and for the rate-distortion region in multiuser source coding 17, 11] .
Many results and properties in high resolution quantization theory although simple to state and justify heuristically, are hard to prove rigorously. One such property is the asymptotic whiteness of the quantization error process 6, sec. 5.6], which says, in e ect, that independent \ ne" quantization of two \smoothly" dependent random variables generates uncorrelated errors. The Asymptotic Whiteness Property (AWP) plays an important role in practical speech and image compression, where the quantization noise spectrum has a strong perceptual e ect 8]. The AWP also gives interesting insight into the behavior of multiterminal coding of correlated continuous sources 1, 16, 17] , where the correlation between the errors at separate terminals may a ect the estimation error at the centralized decoder.
Consider, for example, scalar quantization of a stationary process X = X 1 ; X 2 ; : : : using a uniform quantizer Q u ( ) with step size , i.e., Q u (x n ) = arg min x2f0; ; 2 ;:::g jx n ?xj n = 1; 2; : : : : (1) Let Z n = Q u (X n ) ? X n denote the error in quantizing the n-th sample of X. The AWP implies that under certain conditions on the pairwise distribution of X, the correlation coe cient between any two quantization error samples satis es k = EZ n Z n+k EZ 2 n ! 0 as ! 0 for all k 6 = 0.
Under these conditions the mean squared error in quantization satis es EZ 2 n = D 2 =12 12], where throughout the paper means that the ratio between the corresponding quantities goes to 1, thus (2) amounts to EZ n Z n+k = 2 ! 0 as ! 0.
The uniform scalar quantizer above provides a simple example that captures the spirit of the AWP. The AWP extends straightforwardly with simple conditions to the case of vector lattice quantization that subsumes the scalar quantization example above. Speci cally, we show rigorously in Theorem 1 that the correlation coe cient between lattice quantization error vectors vanishes asymptotically under the simple condition that source density exists. The regularity of the quantization scheme combined with this condition is su cient to guarantee the AWP. Related work 1 regarding second moments of lattice quantization noise appears in 10, 12, 18] . Our main result in this paper (Theorem 2) generalizes the AWP to non-uniform quantization. Unlike for the lattice quantization case, in this case the quantization cells are not necessarily convex, and may be even unions of disconnected regions, as happens in the case of multiterminal source coding 17]. This more general formulation of the AWP requires stronger conditions on the joint distribution of (X n ; X n+k ).
Non-uniform quantization provides a particularly interesting implication of the AWP in which correlation and statistical dependence play di erent roles. It is not hard to construct examples for a source and a non-uniform quantizer such that the quantization errors would be strongly statistically dependent, but still asymptotically uncorrelated.
The intuition behind the AWP comes from the combination of two ideas:
1. Local uniformity: If the joint distribution of the source samples is \smooth", then it is approximately uniform inside small cells (corresponding to high resolution quantization).
2. Rectangular partition: Independent quantization of random variables X 2 X and Y 2 Y induces a rectangular (\Cartesian") partitioning of the (X ; Y)-plane. If furthermore, the joint distribution of (X; Y ) is exactly uniform in some rectangular cell, then the quantization errors are conditionally independent given that cell. If the joint distribution is piecewise uniform with respect to all cells, then the overall quantization errors are un-correlated (although not necessarily statistically independent).
The property of rectangular partition above seems simple and clear. The main purpose of this paper is to make a precise statement of the idea of local uniformity, to propose a su cient condition for it to hold and to prove a general form of the AWP using the local uniformity condition. For lattice quantization existence of the joint probability density of the source turns out to be su cient, as stated in Theorem 1. For general non-uniform quantization our condition is based on the niteness of the Fisher Information under translation, a quantity which is a function of the joint distribution of the source samples. Lemma 1 provides an intermediate result on local uniformity in terms of the Fisher Information, while Theorem 2 states the AWP for non-uniform quantizers. Section II summarizes these results and Section III provides the proofs. The basic form of the AWP in (2), regarding uniform quantization of a stationary source with a density, follows as a corollary from this theorem (setting k = 1, X = X n and Y = X n+k ). Note that Theorem 1 can also be deduced from the analysis in 10] on multidimensional companding with locally quadratic distortion measures (see also 12]).
B. Non-uniform Quantization
We rst de ne the Fisher Information under translation of X (or in short, the FI of X). Let X 2 R m have a density p(x), and de ne the FI of X as 2, 4, 3] inside a small cell T R m is small, i.e., p(x) is locally uniform inside T.
The following lemma suggests a way to quantify the degree of local uniformity of the source, relative to a \ ne" vector quantizer (not necessarily a lattice), in terms of the FI of the source and the quantizer's distortion:
Lemma 1 (Local Uniformity) Let Q : R m ! R m be a vector quantizer which encodes X 2 R m with mean squared error distortion D, i.e., EkQ(X) ? Xk 2 = D. Let p(x) denote the density of X.
If the norm of the Hessian of ln p(x) is bounded, i.e., @ 2 ln p(x)
where O(D) = K 2 D, and J(X) is the FI of the source.
Note that for small D the term p J(X)D dominates the bound. Thus, if the FI is nite and the distortion is small, then the ratio of the density at an arbitrary point x to the density at the reconstruction point Q(x) is on the average close to one, or equivalently \p(x) is locally uniform".
As discussed in the Introduction, our main result uses the niteness of the joint FI to show that errors resulting from independent quantization of source samples are asymptotically uncorrelated. The following setting generalizes the lattice quantization scheme above to non-uniform vector quantization with joint centroid decoding. Let X 2 X; Y 2 Y, where X = Y = R k , be random vectors with joint density p(x; y). Let i(x) : X ! f1; 2; : : : ; N x g; j(y) : Y ! f1; 2; : : : ; N y g (7) induce two partitions of R k corresponding to independent quantization of X and Y, respectively. where here Ef g denotes conditional expectation with respect to the true distribution of (X; Y) inside the cell T x i T y j .
Note that the encoding of x and the encoding of y as in (7) are independent; however, as opposed to the case of lattice quantization, the reconstruction function (9) 
The moment condition guarantees that the cells shrink uniformly over a large enough region of the support of the density p(x; y). For example, the moment condition holds for uniform / lattice quantization provided the source has a density. Some easy to check conditions that imply the moment condition are given in the Appendix. We emphasize that for general partitions the moment condition is needed even when the source density has a bounded support. A similar assumption (UACI-p hypothesis) on the quantization error has been made in 13].
Our main result in the paper is summarized in Theorem 2 below. It states that under the assumptions above, the correlation coe cient between the X; Y quantization errors vanishes asymptotically, provided that the joint FI of (X; Y) is nite. 2 (x ? Q(x)) t @ 2 ln p(z) @z 2 (x ? Q(x)) for some vector z between x and Q(x). Now,
where the last inequality is from the boundedness assumption of the Lemma. Hence, applying the Cauchy Schwarz inequality to the rst term we get 
The motivation to break up the cross-correlation into four parts as in (14) is that it would allow us to apply the notions of \local uniformity", \rectangular partition", and the \moment condition" to show that the cross-correlation tends to zero at high resolution. Roughly, (14a) will tend to zero at high resolution due top N being uniform in rectangular cells over most part of R 2k . For appropriately chosen sequence of sets A N and constants M N (see (17) and Proposition 1), (14b) will tend to zero asp N better approximates p at high resolution conditions. Finally, the terms (14c) and (14d) vanish due to the \moment condition". We now present a rigorous analysis of the various terms. The following propositions lead to the fact that each of the four terms in (14) 
Note that our partition into terms involving integration inside the region A N and outside A N is natural since the two terms vanish for di erent reasons. The rst term would be identically zero if the reconstructions x ij ; y ij were the geometric centroids. However, they are not geometric centroids but are second moment centroids w.r.t to the density p(x; y). Nevertheless, as the quantization becomes increasingly re ned and the quantization cell size tends to zero the second moment centroid does converge to the geometric centroid. The second term vanishes essentially by our moment criterion which guarantees that there are no \bad" cells as the quantization becomes increasingly re ned. Now we consider each of the two terms separately and show that they are bounded by the two terms in the statement of the proposition. 
