Purpose: The purpose of this study was to determine if retrospective correction for noise floor effects can reduce systematic differences and improve reproducibility across major scanner changes. Changes in scanner configuration can negatively impact quantitative MRI studies by introducing systematic differences between measurements that are due to the instrument, not biology. Noise floor rectification is a potential source of systematic differences in diffusion tensor imaging (DTI). Methods: Healthy volunteers were scanned before and after a major scanner change at four sites. DTI-based measures of tissue microstructure were calculated using a standard approach that ignores noise floor effects and using a maximum likelihood estimation (MLE) approach that accounts for the noise floor. Voxelwise estimates of systematic differences and reproducibility were evaluated. Results: Accounting for noise floor effects can reduce the extent of systematic differences and can improve reproducibility. However, when signal levels are high, accounting for the noise floor can have a deleterious effect. An empirical metric constructed to reflect the magnitude of noise floor effects signal-to-noise-floor ratio (SNFR). The MLE approach improves reproducibility for SNFR < 3. Conclusions: Accounting for noise floor effects can boost the robustness of DTI measurements in the presence of scanner changes, potentially improving the reliability of DTI for studies of neurological disease.
INTRODUCTION
Scanner configuration changes are a persistent problem for imaging studies, particularly longitudinal imaging studies. To take advantage of advances in technology, updates in hardware and software occur on a routine basis. Changes to software include alterations to pulse sequences and image reconstruction. Changes to hardware include replacement of head and gradient coils. A major change may mean complete replacement of the scanner. An imaging study that straddles one of these changes may suffer from systematic differences that, if not accounted for, can alter study results.
Diffusion tensor imaging (DTI) 1 has emerged as an important imaging modality for assessing disease. DTI provides measures of tissue microstructure that are useful for assessing disease. 2 The measures of tissue microstructure are quantitative and continuous, making it possible to detect subtle effects of disease. For example, in multiple sclerosis, DTI can detect injury in white matter that appears normal on conventional T1-weighted or T2-weighted imaging. 3 However, DTI measures are subject to bias that depends on instrument-associated factors. Early work by Pierpaoli et al. demonstrated consistent bias in fractional anisotropy (FA) as a function of signal-to-noise ratio (SNR). 4 Another source of bias is the noise floor. 5 The noise floor stems from rectification of signal by magnitude reconstruction of MR images. The net result is a systematic upward bias in small signals that result in a downward bias in diffusivity as measured by DTI. Sotiropoulos et al. demonstrated that noise floor bias can be exacerbated in multicoil arrays by sum-of-squares coil combination 6 and that the bias can be limited prospectively by phase-sensitive coil combination such as SENSE 7 or adaptive combine. 8 If a scanner upgrade results in a change in noise floor properties, there is a risk of introducing systematic differences in DTI measures. Bias is defined as the difference between a measured quantity and ground truth, and ground truth can be defined in the context of simulations. The extent of bias depends on biological factors, such as the intrinsic diffusivity and anisotropy, and instrument-based factors, such as the number of coils, coil combination algorithm and SNR. A scanner upgrade that changes these instrument-based factors will induce a change in noise floor bias which in turn will lead to systematic differences between scanners. Bias, difference from ground truth, is not necessarily a problem for a research study if it remains consistent. Systematic differences, however, are problematic. For example, a scanner upgrade in the middle of a longitudinal study that causes a systematic decrease in FA may be incorrectly interpreted as degradation in tissue microstructure.
Recent work demonstrated that systematic differences between DTI measures acquired with different coil combination modes with the same scanner can be corrected retrospectively by modeling the influence of noise floor effects. 9 Elimination of systematic differences prior to image acquisition is desirable but not always possible, making it important to have options for retrospective correction. Retrospective correction may be the only option when pooling data from archived studies. There are also practical barriers to prospective implementation of strategies that limit systematic differences. For example, the same type of phase-sensitive coil combination may not be readily available across all scanner platforms in a multicenter study.
Here, we examine the extent to which accounting for noise floor effects can reduce systematic differences across a major scanner change retrospectively. We also introduce a simple metric, signal to noise floor ratio (SNFR), to determine when signal levels are high enough to obviate the need for a correction. Reduction in systematic differences has the potential to increase the statistical power of imaging studies.
MATERIAL AND METHODS

2.A. Sites
Four sites participated in this study. Three of the sites implemented an upgrade from a Siemens TIM Trio to a Siemens Prisma (Siemens Medical Solutions, Erlangen, Germany). This is a drastic change, involving complete replacement of all systems except the cryostat and superconducting magnet. Among the many changes is a change from a 12-channel head coil on the Trio to a 20-channel head-neck array on the Prisma. Because this study focused on applications in the brain, only the 16 head elements were switched on for measurements performed on the Prisma. At one site, a GE Signa HDxt 169 with an 8-channel head coil (GE Medical Systems, Waukesha, USA) was replaced by a Siemens Skyra with a 20-channel head-neck array in which only the 16 head elements were switched on.
2.B. Imaging
High angular resolution diffusion imaging (HARDI) 10 was implemented at each site.
At one site, a 2 mm isotropic resolution scan was implemented (128 9 128 matrix, 256 9 256 mm FOV, 51 axial slices, 6/8 partial fourier factor, 71 noncollinear diffusion-weighted gradients with b = 1000 s/mm 2 and 8 b = 0 volumes, TE = 78 ms, TR = 7500 ms, root sumof-squares coil combination) on both Trio and Prisma platforms.
All sites additionally implemented an acquisition at 2.5 mm isotropic resolution that was matched across platforms (102 9 102 matrix, 255 9 255 mm FOV, 60 axial slices, 6/8 partial fourier factor, 64 noncollinear diffusion-weighted gradients with b = 700 s/mm 2 and 8 b = 0 volumes) but with some differences (TE = 80 ms, TR = 7400 ms on Siemens Trio and Prisma platforms, TE = 69 ms, TR = 7000 ms on Siemens Skyra platforms and TE = 93 ms, TR = 8450 ms on the GE platform.
Adaptive coil combination 8 was used on Siemens platforms while sum-of-squares coil combination 11 was used on the GE platform). The implementation of adaptive combine used a unique set of weights for each volume, not from the first volume alone, as in SENSE.
2.C. Subjects
At one site that implemented the Trio-Prisma upgrade, six healthy controls were scanned prior to and after the upgrade under a protocol approved by the local institutional review board. Of these subjects, all six were scanned with the 2 mm protocol. Only five of these six completed the 2.5 mm protocol. For comparison, five healthy controls were scanned, taken out of the scanner and rescanned on the Prisma with the 2 and 2.5 mm protocols. At the other sites, three healthy controls were scanned prior to and rescanned after the scanner change under a protocol approved by a central IRB implemented within a multicenter trial 12 with the 2.5 mm protocol. Each site scanned a different set of subjects.
2.D. Postprocessing
Motion and eddy current distortion correction, followed by updating of gradient vectors, was performed with an iterative algorithm 13 for the 2 mm data and with TORTOISE 14 for the 2.5 mm data. Different motion and eddy current distortion algorithms were used because the data originated from two different studies, one single-center and one multicenter, each using a different analysis pipeline. Qualitative inspection found that TORTOISE was better able to address differences in distortions among the multiple platforms used in the multicenter study. The diffusion tensor was calculated in each voxel by standard log-linear least squares (LLSQ). 1 To account for noise floor effects, the tensor was also fit by a maximum likelihood estimation (MLE) method that takes into account the noncentral chi statistics of signal that has been subject to magnitude reconstruction. 9 The noncentral chi distribution describes signal as:
where n is the number of coil elements, each contributing noiseless signal of amplitude A and gaussian noise with standard deviation r. M is the measured combined magnitude signal. I n-1 is a modified Bessel function of the first kind of order nÀ1. 15 When n = 1, the noncentral chi distribution is the same as the Rician distribution. The Rician distribution also applies when there are multiple coils, but phase-sensitive reconstruction such as adaptive combine or SENSE is used. 16 While, in principle, the noncentral chi or Rician distribution should be used, Salvador et al. showed that, with sufficiently high SNR, the logarithm of Rician-distributed signal closely approximates normality, supporting the use of a least-squares fit. 17 The least-squares fit also incurs less computational burden than MLE, an advantage in a large-scale multicenter study. The MLE method estimates two parameters, the noise parameter and the effective number of coils, by fitting a histogram of background signal to a central chi distribution. A central chi distribution is a noncentral chi distribution in which the parameter for the underlying signal is set to zero. Estimating such parameters from background signal is valid for the scanners under question -Siemens implements partial fourier using zero-filling while partial fourier was not used on GE -but would not be valid if Margosian or POCS were used because of nonstationarity of the background signal. Tensors constructed using LLSQ and MLE were then diagonalized to generate standard measures of tissue microstructure: fractional anisotropy (FA), mean diffusivity (MD), axial diffusivity (AD) and radial diffusivity (RD). 18 
2.E. Group registration
To compare pre-and post-change scans, a voxelwise analysis was performed using the methodology described by Schwarz et al. 19 Three sets of comparisons were performed (Table I) . Set A was among scans acquired across the Trio/ Prisma change at 2 mm resolution from one site with six subjects. Set B was among scans acquired across the Trio/Prisma change at 2.5 mm resolution from three sites with 11 subjects. Set C was among scans acquired across the change from a GE Signa HDxt 16x to a Siemens Skyra at one site with 3 subjects. For each of these three sets, a separate coregistration template was generated. To generate each template, FA maps from scans acquired before and after the scanner change were input into buildtemplateparallel.sh script from the ANTS software package, 20,21 version 1.9.v4. ANTS was then used to coregister each template to MNI space using the FMRIB58_FA_1 mm map provided by FSL. 22 The overall transformation was applied to place the FA, MD, AD, and RD map of each subject into MNI space. The same template generation and transformation process was applied separately to maps generated by LLSQ and by MLE.
2.F. Group analysis
After registration into a common space, voxelwise tests of systematic differences and reproducibility were performed. Within each set (A, B, C), each within-subject pair of FA maps -one from before the change and one from after the change -was calculated by the LLSQ or MLE algorithms. One FA map was subtracted from the other on a voxel-byvoxel basis. Using these difference maps, the randomise tool of FSL was used to test the hypothesis that there is a significant difference between the pre-and post-change maps on a voxel-by-voxel basis. This analysis was essentially a paired ttest, but with corrections for multiple comparisons associated with voxelwise analysis and a non-normal data distribution. The outcome was a map of P-values, indicating which voxels demonstrate statistically significant differences. P < 0.05 was chosen as indicating significance. In addition, from each within-subject image pair, voxelwise maps of coefficient of variation (CV) and the intra-class correlation coefficient (ICC) were derived. These metrics of reproducibility were calculated as specified by Shrout and Fleiss. 23 A one-way ANOVA was resulting in a between-subjects mean square (BMS) and a within-subjects mean square (WMS) which were in turn used in the formula for ICC:
where k = 2 is the number of scan sessions. The square root of WMS divided by the mean across all subjects and scans is defined as CV. Following Marenco et al. 24 , CV values less than 0.10 and ICC values greater than 0.70 indicated acceptable levels of reproducibility.
Maps of significant differences, CV and ICC were calculated for FA, MD, AD, and RD derived from tensors calculated using the LLSQ algorithm. Separate maps were calculated for FA, MD, AD, and RD derived from tensors calculated using the MLE algorithm. These comparisons were performed separately for sets A, B, and C. Calculations were confined to white matter as defined by the JHU-ICBM atlas 25 provided by FSL. 26 Although the voxelwise calculation by randomise incorporates corrections for multiple comparisons across voxels, no further corrections for multiple comparisons were made across the four tissue microstructure parameters (FA, MD, AD, and RD), tensor calculation algorithms (LLSQ and MLE) and sets of comparisons (A, B, and C). Such additional 19 might be affected by systematic differences across a scanner upgrade and the extent to which postprocessing can ameliorate such differences.
2.G. Signal-to-noise floor ratio (SNFR)
One objective of this study was to determine if a simple metric can be used to determine whether or not a noise floor correction is needed. The signal-to-noise floor ratio (SNFR) was constructed for this purpose. If the diffusion-weighted signal is sufficiently close to the noise floor, bias is expected. However, diffusion-weighted signal will vary as a function of the tissue properties (diffusivity and anisotropy) and acquisition parameters (diffusion weighting and diffusion-weighting gradient direction). The minimum value in each voxel among diffusion-weighted signals was taken to represent the signal, as this value is most likely to be affected by noise floor bias. This signal is then compared against an estimate of the noise floor. The noise floor is parameterized by the first moment the noncentral chi distribution. 15 The noncentral chi distribution is estimated by fitting to a normalized histogram of the noise background 9 during the MLE fit used for the tensor calculation described in the postprocessing subsection of the materials and methods section. Defining the noise floor in terms of the first moment automatically takes into account dependency of the noise floor level on coil count and the coil combination algorithm. The ratio of the minimum diffusionweighted signal to the first moment is then defined as the SNFR. Maps of SNFR were transformed to MNI space by applying the transformation calculated for the group analysis described in the group analysis subsection of the materials and methods section.
RESULTS
3.A. Set A: 2 mm isotropic resolution data, Trio/ Prisma
Representative slices from the maps of significant systematic differences between the two scanners are shown in Fig. 1 . For FA calculated by LLSQ, statistically significant systematic differences are found throughout white matter, as indicated by red voxels in the top row of Fig. 1 . Extensive regions of statistically significant systematic differences are also seen in maps of MD, AD, and RD. However, after accounting for noise floor effects with MLE, systematic differences are less extensive, as indicated by green voxels. Yellow voxels indicate significant differences with both LLSQ FIG. 1. Regions with statistically significant systematic differences between scans acquired before and after a major scanner upgrade from set A (2 mm isotropic resolution). Red is associated with tissue microstructure parameters derived from diffusion tensors calculated without accounting for noise floor effects (LLSQ). Green is associated with systematic differences that remain after taking into account the noise floor (MLE). Yellow indicates regions affected by systematic differences in both LLSQ and MLE. [Color figure can be viewed at wileyonlinelibrary.com] and MLE. Systematic differences are largely confined to cerebellum and brainstem. After accounting for the noise floor with MLE, none of the voxels in the MD, AD, and RD maps showed statistically significant systematic differences.
To assess reproducibility, voxelwise measures of ICC and CV were calculated. The fraction of white matter voxels with acceptable levels of reproducibility are summarized in Table II . Conventional thresholds of ICC > 0.7 and CV < 0.1 24 were chosen to define acceptable reproducibility. Accounting for the noise floor increased the number of voxels with acceptable reproducibility, as defined by ICC, for all tissue microstructure measures. When using CV to define reproducibility, accounting for the noise floor increased the fraction of voxels with acceptable reproducibility for MD, AD, and RD, but not for FA.
3.B. Set B: 2.5 mm isotropic resolution data, Trio/ Prisma
Systematic differences were not extensive for the 2.5 mm isotropic resolution data in set B. For FA maps derived from LLSQ, only 0.05% of white matter voxels demonstrated significant systematic differences. In contrast with set A, accounting for noise floor effects by MLE exacerbated systematic differences in FA maps (Fig. 2) . A total of 4% of white matter voxels demonstrated significant systematic differences. For MD, AD, and RD, no significant systematic differences were found for either LLSQ or MLE.
For set B (Table III) , the noise floor correction improves reproducibility, but only on the order of one percent.
3.C. Set C: 2.5 mm isotropic resolution data, HDxt 16/Skyra
No statistically significant systematic differences were found for any of the microstructure parameters, whether noise floor effects were taken into account or not. Reproducibility of set C (Table IV) indicates that accounting for noise floor effects has little impact on reproducibility.
3.D. SNFR
SNFR in white matter was higher with larger voxels (Table V) . SNFR also was higher with adaptive combine coil combination than with sum-of-squares coil combination and with shorter TE. The higher SNR associated with larger voxels and the lower noise floor associated with adaptive coil combination underlies the differences in SNFR. Voxelwise correlation between SNFR and reproducibility measures (Table VI) are all significant (P < 0.000001).
DISCUSSION
This study examined the extent to which systematic differences across a scanner change can be corrected. Attention focused on systematic differences associated with the noise floor. Reproducibility shows improvement among the 2 mm data but little change with the 2.5 mm data.
An apparent contradiction arises in the high SNFR data (set B). Systematic differences were found for FA when using MLE (Fig. 2) while reproducibility more frequently reached acceptable thresholds for FA when using MLE than when using LLSQ (Table III) . The contradiction can be explained by considering the construction of the different measures. Conventional thresholds (ICC > 0.7, CV < 0.1) 24 define a broad range of acceptable levels of reproducibility shown in Table III . However, the permutation test (Fig. 2) is designed to be sensitive to differences.
In previous simulation studies, noise floor bias is important when signal drops to the level of the noise floor. The results of Gudbjartsson and Patz, 27 suggest that when SNR is 3 or above, noise floor rectification has little impact on the signal distribution. The threshold becomes higher with coil count in multicoil systems using sum-of-squares coil combine mode 15 because noise from individual coil elements compounds. This compounding effect is limited when taking into account the relative phase of signal from different coil elements. 16 For DTI, the signal level that must be considered is that found after diffusion weighting. As a result, bias will be a function of FA and diffusivity, with higher FA and higher diffusivity introducing a higher risk of bias. 5 To account for the effects of signal level, number of coils, coil combine mode and diffusion weighting, we introduced the empirical parameter SNFR to characterize different scan protocols. The signal and noise floor estimates in SNFR rely on observed signals. SNR estimates from previous work 5, 15, 27 used simulations to characterize noise floor bias in terms of true signal and noise values that underlie observed signals. As SNFR uses signal that has been rectified by the noise floor, empirical SNFR will be systematically higher than SNR values used in simulations. Note that the approach used here to estimate noise floor parameters relies on a fit to the noise background, which accounts for correlations among coils using an effective coil count. 28 It would be na€ ıve to expect that accounting for noise floor effects can completely account for the many sources of systematic differences among scanners in general. Some studies have shown that seemingly less drastic changes, such as a software update, can have detectable effects. 29 A weakness of the method is that it does not directly address the effects of numerous parameters that cannot be easily matched. Although the b value is matched across all scanners, the waveform of the diffusion-weighting gradients is not easily matched. For example, across the GE-Skyra upgrade, for which a monopolar Stejskal-Tanner gradient was used, the gradient duration, d, was 32 ms on the GE and 16 ms on the Skyra. The delay between leading edges of the gradients, D, was 39 ms on the GE and 33 ms on the Skyra. Across the Trio-Prisma upgrades, a bipolar twice-refocused spin echo 30 was used. The bipolar gradient waveform has four gradient lobes of alternating polarity. For the 2 mm acquisition on the Trio (Prisma), the gradient durations were 10, 15, 20, and 6 ms (10, 15, 20 , and 6) with delays of 21, 0, and 30 ms (19, 0, and 29) between the first and second lobe, the second and third lobe and the third and fourth lobes, respectively. For the 2.5 mm acquisition on the Trio (Prisma) the durations were 8, 14, 17, and 5 ms (7, 14, 16 , and 4 ms) with delays of 17, 0, and 26 ms (16, 0, and 25 ms). Such differences in gradient waveform across an upgrade may lead to changes in emphasis of different tissue compartments. Manipulation of the gradient waveforms along with detailed modeling can be used to quantitate the dimensions of different cell compartments. 31 However, in vivo DTI measurements in brain have been found to be insensitive to differences in diffusion time. 32 Differences in TE and TR can also influence measurements. Signal from tissue compartments with different T2 (T1) will be weighted differently with differences in TE (TR). TE and TR were matched across the Trio/Prisma upgrades. Due to an error in implementation, TE and TR were not matched across the GE/Skyra upgrade. The short TE on the Skyra may explain the high SNFR value in Table V . While there is evidence that in vivo DTI measurements in brain can be insensitive to TE, 33 further study would be required to quantitate the systematic errors imposed by the parameter discrepancy.
Mixed models are a common statistical approach to account for scanner variation in multicenter trials. Here, the goal is to optimize performance at a single site within a single device that has experienced an upgrade. The data from this study can be used as part of a so-called validation study of the MLE approach. The correlation and agreement between measures taken soon before and soon after the upgrade can then be used to assess the reliability of the scanner across the upgrade. Improvement of correlation and agreement due to the use of MLE would increase the reliability of the experiment. As an example, we consider RD in the bilateral anterior limb of the internal capsule as the measurement of interest. The median value among voxels is taken for each patient and each scan in set A. The Pearson correlation between pre-and post-upgrade scans is 0.57 with LLSQ but increases to 0.78 with MLE. The agreement is here defined as absolute value of the mean of the paired differences, in which case smaller The problem of a scanner upgrade is, in principle, equivalent to that of a multicenter study using different scanners. The pre-and post-upgrade scanners can be treated as different sites in a statistical analysis. Such an approach comes with a penalty in terms of statistical power that can be seen clearly in the case of a single-site longitudinal study. In the absence of a scanner upgrade, if one were to measure a change over time in FA, there are only two-independent variables: time and subject. With an upgrade, an additional variable, scanner type or site, is added. That variable introduces an additional degree of freedom in the statistical analysis, reducing the statistical power. Furthermore, there are circumstances under which the standard statistical approach cannot be implemented. Consider, for example, a longitudinal study with two time points, baseline and 12 months. If all subjects at baseline are scanned prior to the upgrade and all subjects at 12 months are scanned after the upgrade, the time and site/scanner variables are entirely collinear and the statistical correction cannot work. Another general strategy is to acquire scans on a number of subjects before and after the scanner upgrade to calculate a correction factor, however, the time and expense makes such an approach difficult if the upgrade was not anticipated during the design of a study. It would be ideal to do a head-to-head comparison of the correction proposed here and more conventional approaches. Such comparison would require data collection far beyond the scope of this limited study but will be the subject of future work.
A number of improvements may limit systematic differences and improve reproducibility further. Noise is expected to vary across the field of view, and this variation can, in principle, be accounted for retrospectively. 34 Gradient nonlinearities can lead to systematic differences in diffusion weighting across the field of view and can be corrected. 35, 36 Recent work by Mirzaalian et al. 37 show that systematic differences in HARDI data can be accounted for by correcting for differences in rotationally invariant spherical harmonics, correcting for variations in diffusion weighting as a function of gradient direction. The lack of improvement in reproducibility among the 2.5 mm resolution data may indicate that such improvements may be necessary to improve the robustness of DTI measurements across an upgrade.
CONCLUSIONS
This work demonstrates that retrospective correction for noise floor effects can ameliorate systematic differences and enhance reproducibility in DTI measurements across scanner upgrades. This and further corrections are expected to improve statistical power of DTI studies by limiting instrument-related systematic noise.
