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In den letzten Jahren hat sich immer mehr die Erkenntnis durchgesetzt, daß die Erstellung von
Software eine ingenieurmäßige Aufgabe ist. Man muß also versuchen, Vorgehensweisen der
klassischen Ingenieurdisziplinen auf die Softwareentwicklung zu übertragen. Für viele Soft-
wareentwickler ist die Erstellung von Software noch so etwas wie eine Kunst, was sich auch
im Titel des klassischen Werks von D. Knuth The Art of Computer Programming [K97] wi-
derspiegelt. Das hat Parallelen zu klassischen Ingenieurdisziplinen wie Hochbau oder Ma-
schinenbau, die am Anfang ihrer Entwicklung auch mehr Kunst als Wissenschaft waren und
damit an bestimmte Personen gebunden waren, die eben zu gerade dieser Kunst talentiert wa-
ren. So gab es im ausgehenden Mittelalter nur wenige Baumeister, die eine Kathedrale bauen
konnten, da das eben eine Kunst war. Oder im letzten Jahrhundert war es eine Kunst, eine
Lokomotive zu bauen. Ein weiteres Beispiel ist das Schleifen von Linsen mit gewünschten
Eigenschaften. Auch das war in der Zeit vor Ernst Abbe eine Kunst. Die Linsen wurden so
lange geschliffen und ihre Eigenschaften ermittelt, bis sie die gewünschten Vorgaben erfüll-
ten. Durch die Arbeit von Ernst Abbe wurde dieses (Kunst)Handwerk auf eine wissenschaftli-
che Grundlage gestellt. Auch er erkannte, daß man mit diesem sogenannten „Pröbeln“ bzw.
handwerklicher Erfahrung nicht weit kommt [SW93].
Dieser Schritt von der Kunst zur Wissenschaft hat sich in den klassischen Ingenieurdiszipli-
nen vollzogen. Auch in einer noch nicht so alten Disziplin vollzieht sich dieser Schritt, näm-
lich in der Entwicklung bestimmter pharmazeutischer Produkte. Dort werden Substanzen mit
bestimmten, vorgegebenen Eigenschaften gesucht. Auch in dieser Disziplin wird viel mit Ver-
such und Irrtum gearbeitet. Doch in letzter Zeit ist es auch hier möglich, mehr ingenieurmäßig
vorzugehen. Moleküle mit bestimmten Eigenschaften werden konstruiert, genau wie eine Ma-
schine, was unter dem Schlagwort drug design [TA95], [RHC95] bekannt ist.
Die Softwareentwicklung nach Versuch und Irrtum könnte man damit vergleichen, eine Brük-
ke zu bauen, die bei der geringsten Belastung einstürzt. Der Grund dafür könnten z.B. zu dün-
ne Pfeiler sein. Also werden beim nächsten Versuch dickere Pfeiler verwendet u.s.w. bis die
Brücke den Anforderungen genügt. Es wird jedoch so vorgegangen, daß vor dem Bau der
Brücke ausgerechnet wird, wie viele und welche Pfeiler wo stehen müssen. Die Brücke wird
dann mit einer hohen Last getestet, um sicher zu gehen, daß die Anforderungen erfüllt sind. In
der Softwareentwicklung wird ein fertiges Programm mit einer Menge von Testfällen getestet
und gegebenenfalls verbessert, bis alle diese Testfälle fehlerfrei abgearbeitet werden. Dann ist
bewiesen, daß das Programm für alle Testfälle korrekt ist. Außerdem hat man durch ge-
schickte Auswahl der Testfälle ein starkes Indiz für die Fehlerfreiheit des Programms, aller-
dings keinen Beweis. Ein erster Schritt zur Softwareerstellung auf wissenschaftlicher Grund-
lage ist die axiomatische Methode von Floyd [F67] und Hoare [H69]. Eine sehr gute Darstel-
lung dieser Technik beinhaltet das Buch The Science of Programming von David Gries [G81],
dessen Titel man auch als Anwort auf den Titel von Donald Knuths Buch verstehen kann.
Weitere Bücher mit ähnlichem Inhalt sind z.B. [F89], [B90] und [Ba89].
Nach jahrzehntelanger, weltweiter Programmiererfahrung in prozeduralen Programmierspra-
chen, in denen der weitaus größte Teil aller Programme geschrieben wird, hat sich herausge-
stellt, daß gewisse Programmkonstrukte besonders fehleranfällig sind, z.B. unbedingte
Sprungbefehle, Verweise oder globale Variablen. Und gerade diese unsicheren Konstrukte
sind es, die bei der axiomatischen Methode schwierig zu formalisieren sind. Es gibt deshalb
Richtlinien, solche Konstrukte für Software, die sehr hohen Sicherheitsanforderungen genü-
gen muß, nicht zu verwenden [BWB92]. Diese Richtlinien haben zum Teil Gesetzescharakter
wie auch z.B. Vorschriften zur Verwendung bestimmter Baumaterialien oder -techniken. Das
Argument, daß dadurch der Programmierer in seiner Freiheit oder Kreativität eingeschränkt
wird, kann man in diesem Zusammenhang nicht gelten lassen. Vielmehr wird man durch diese
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Technik veranlaßt, das Problem tiefer zu durchdenken und sich nicht nur auf seine Intuition
zu verlassen.
1.1 Zuverlässigkeit von Software
Über die Notwendigkeit formaler Methoden zur Unterstützung der Entwicklung komplexer
(Programm)systeme ist man sich in der Softwaretechnik im Klaren. Das zeigen auch z.B. die
Vorfälle mit Therac25 [LT93] oder Ariane5 [L96].
Für die Erstellung sicherer und zuverlässiger Software sind in den verschiedenen Phasen der
Softwareentwicklung verschiedene Techniken und Methoden erforderlich [S92]. Eine dieser
Techniken ist die formale Verifikation [G81]. Damit kann überprüft werden, ob ein gegebenes
Programm eine formale Spezifikation erfüllt.
Damit ist aber noch nicht sichergestellt, daß das Programm den gewünschten Anforderungen
entspricht, sondern nur, daß es die formale Spezifikation erfüllt. Es ist dann immer noch
möglich und bei nicht trivialen Problemen wahrscheinlich, daß das Programm die Anforde-
rungen nicht erfüllt. Das liegt dann daran, daß die am Anfang stehenden verbalen Anforde-
rungen nicht korrekt in eine formale Spezifikation umgesetzt wurden. Dieses äußerst schwie-
rige und zur Zeit ungelöste Problem ist nicht Gegenstand der vorliegenden Arbeit.
Eine Technik zur Überprüfung der Programmkorrektheit, d.h. der Übereinstimmung von Im-
plementierung und formaler Spezifikation, ist die Bestimmung der schwächsten Vorbedin-
gung bzw. weakest precondition. Diese Technik läßt sich aber nicht oder nur schwer auf alle
Programmkonstrukte anwenden. Z.B. gibt es für Schleifen und Funktions- / Prozeduraufrufe
andere Techniken (Schleifeninvariante). Gemeinsam ist ihnen, daß sie sehr aufwendig und
daher fehleranfällig von Hand durchzuführen sind. Das ist ein Grund dafür, daß die formale
Programmverifikation noch kaum verbreitet ist. Diese Techniken sind prinzipiell auf alle pro-
zeduralen Sprachen anwendbar wie C, FORTRAN, COBOL, Pascal und Ada.
In dieser Arbeit wird davon ausgegangen, daß Spezifikation und Programm gegeben sind.
Falls Spezifikation und Programm nicht übereinstimmen, bedeutet das, daß das Programm
nicht korrekt ist und modifiziert werden muß.
1.2 Der Frege Program Prover FPP
Im Rahmen dieser Arbeit wurde das Tool FPP (Frege program prover) entwickelt, das die
Verifikation weitgehend automatisieren soll. FPP ist ein experimentelles System zur automa-
tischen Programmverifikation. FPP ermöglicht die Eingabe von einfachen Programmen in
einer Teilsprache von Ada, die um Zusicherungen erweitert wurde. Eine Beschreibung der
Arbeitsweise von FPP ist [K98]. FPP ist damit ähnlich z.B. zu Tatzelwurm [K94], KIV
[HMRS90], Penelope [O94/1], [O94/2], [O94/3], [O94/4] und NPPV (New Paltz Program
Verifier) [G97: 184-188]. Tatzelwurm und NPPV sind Verifikationssysteme für Teilsprachen
von Pascal, Penelope ist ein Verifikationssytem für eine Teilsprache von Ada. Tatzelwurm
und Penelope verwenden interaktive Beweiser, d.h. die Hauptlast des Beweises der Verifikati-
onsbedingungen (verification conditions VCs) hat der Benutzer zu tragen. NPPV und FPP
verwenden einen autonomen Beweiser, sind also vollautomatisch. Die Unterschiede der ein-
zelnen Systeme liegen also hauptsächlich im verwendeten Beweiser. Gemeinsam ist ihnen der
verification condition generator (VCG). Er generiert aus dem Programm mit den Zusicherun-
gen die einzelnen VCs. Ein Vergleich von NPPV und FPP ist in [KW98].
FPP besteht im Wesentlichen aus einem in Ada geschriebenen VCG und einem automatischen
Beweiser. Der VCG erstellt aus den Anweisungen des Programms und der formalen Spezifi-
kation logische Implikationen, die vom Beweiser auf Gültigkeit überprüft werden.
Zu diesem Zweck wurden verschiedenen Beweiser daraufhin untersucht, ob und wie geeignet
sie für diese Anwendung sind. Da das System autonom sein soll, scheidet ein interaktiver
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Beweiser aus. In einem interaktiven Beweiser leitet der Benutzer den eigentlichen Beweispro-
zeß in dem Sinne, daß der Benutzer entscheidet, welcher Schritt als nächster gemacht wird.
Der Beweiser führt dann diesen Schritt aus und führt eventuell noch andere Funktionen wie
Fehlerprüfung und Protokollierung u.ä. durch. Ein Beispiel für ein solches System ist IMPS
[FGT94]. Das Referenzmodell autonomer Beweiser ist Otter von W. McCune [M94]. Dieser
Beweiser ist ein Beweiser für Prädikatenlogik 1. Ordnung. Da er ein rein logischer Beweiser
ohne eingebaute Theorie ist, ist er für Beweise einer konkreten Theorie nicht geeignet. Ideal
ist eine Kombination von logischem Beweiser mit symbolischer und numerischer Mathema-
tik, der z.B. nn 43 +  gleich in n7  mit Hilfe von Computeralgebra-Algorithmen umformen
kann, ohne einen Umweg über einen langwierigen und möglicherweise nicht zu bewältigen-
den Beweis gehen zu müssen (für ein umfangreicheres Beispiel siehe auch Beweis von Lem-
ma 4.21). Als sehr geeignet hat sich Analytica von E.M. Clarke von der Carnegie Mellon
University in Pittsburgh [CZ92] erwiesen. Es ist in Mathematica [W92] geschrieben, so daß
es sich relativ leicht ändern bzw. ergänzen läßt. Es wurden einige Änderungen und Erweite-
rungen vorgenommen, um Analytica an die Anforderungen von FPP anzupassen. Die 3 we-
sentlichen Erweiterungen bestehen in einer Vorverarbeitung, Transformation auf Klauselform
und Anwendung von Ersetzungsregeln. Das Ergebnis ist mexana. Über eine in C geschriebene
Schnittstelle kann mexana vom VCG aus aufgerufen werden.
Da VCs im Allgemeinen recht groß werden können, d.h. sich über mehrere Zeilen erstrecken
können, ist für eine lesbare Ausgabe ein Pretty-Printer erforderlich. Für FPP wurde eigens ein
einfacher Pretty-Printer Printer für Ausdrücke mit Präfix- und Infix-Operatoren entwickelt.
Zur übersichtlichen Gestaltung langer Formeln bzw. Beweise gibt es einige informelle Ideen
von Lamport, die allerdings eher für den menschlichen Benutzer gedacht sind und nicht ein-
fach zu automatisieren sind [L93], [L94]. In der funktionalen Programmierung treten auch
häufig große Ausdrücke auf, diese liegen allerdings nur in Präfixform vor, weshalb man einen
Pretty-Printer für solche Ausdrücke [H95] nicht einfach übernehmen kann, ebenso wenig wie
einen Pretty-Printer für Programme [R97]. Die VCs sind Ausdrücke, die näher an den Aus-
drücken der täglichen Mathematik sind, d.h. sie enthalten Präfix- und Infix-Operatoren. Zu
den Präfixoperatoren zählen auch die Array-Bezeichner. Es nutzt auch nichts, die Infix-
Teilausdrücke in äquivalente Präfix-Teilausdrücke zu transformieren, den Pretty-Printer für
Präfix-Ausdrücke darauf anzuwenden und dann zurück zu transformieren.
FPP ist auf allen HW-Plattformen und Betriebssystemen lauffähig, auf denen Ada, C und
Mathematica existieren, damit z.B. auf Unix-Varianten und WindowsNT. Das zugrunde lie-
gende Betriebsystem sollte allerdings multitaskingfähig sein. FPP ist außerdem über WWW
unter der Adresse http://www1.informatik.uni-jena.de/FPP/FPP-main.htm als interak-
tive Anwendung verfügbar. Ein kleines FPP-Beispiel befindet sich in Abschnitt 3.2.4.1.
Mit FPP kann der Zeitaufwand für die formale Programmverifikation erheblich verringert
werden und, was noch wichtiger ist, die Fehleranfälligkeit stark reduziert werden. Damit
müßte es möglich sein, die formale Programmverifikation in der industriellen Praxis und der
Lehre weiter zu verbreiten und somit einen Schritt in Richtung sichere Software zu gehen.
1.3 Aufbau der Arbeit
Das Ziel der Arbeit ist unter anderem eine möglichst weitgehende Automatisierung der Veri-
fikation. Das bedeutet, daß alle in dieser Arbeit vorgestellten Verfahren rein mechanisch sind
und ohne menschliches Eingreifen durchgeführt werden können. Zunächst folgt eine Eingren-
zung der Arbeit mit Erwähnung der behandelten Programmkonstrukte.
Das 2. Kapitel beinhaltet die Erläuterung der verwendeten Notationen für Formeln, Beweise
usw. sowie grundlegende Definitionen und Sätze, soweit sie in dieser Arbeit benötigt werden,
darunter auch die formale Definition des hier verwendeten Begriffes der Korrektheit. Dane-
ben werden bestimmte Eigenschaften der wp-Funktion nicht mit Hilfe der Prädikatenlogik,
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sondern mit Hilfe der Mengenlehre bewiesen. Dazu werden statt Prädikaten die Mengen be-
trachtet, deren charakteristisches Prädikat sie sind. Es zeigt sich, daß die Beweise auf diese
Weise einfacher und kürzer werden.
Das 3. Kapitel behandelt die Beweisregeln bzw. verification conditions (VCs) für verschiede-
ne Programmkonstrukte. Die Semantik eines Programms wird dabei nicht durch seine
schwächste Vorbedingung definiert, sondern auf eine eher operationelle Weise durch seine
Programmfunktion. Die wp-Regel einer Anweisung wird dann als Satz formuliert und mit
Hilfe der zu dieser Anweisung gehörenden Programmfunktion hergeleitet. Mit Hilfe der Pro-
grammfunktion ist es leichter möglich, eine verbal gegebene Semantikbeschreibung zu for-
malisieren. Neu ist hier nicht das Ergebnis, nämlich die altbekannten wp-Regeln, sondern eine
einleuchtendere Weise ihrer Herleitung.
Es wird explizit die Äquivalenz der Existenz von Invariante und Terminierungsfunktion und
der totalen Korrektheit einer Schleife gezeigt. Es folgen in der Literatur bisher nicht behan-
delte VCs:
• eine explizite Typprüfung bei der Zuweisung
• eine leistungsfähigere VC für Schleifen im Kontext umgebender Anweisungen
• eine neue VC für For-Schleifen
• eine leistungsfähigere VC für rekursive Prozeduren
Ein besonderer Schwerpunkt bildet die Behandlung von Schleifen im 4. Kapitel. Es wird
erstmals eine Technik zur automatischen Ermittlung einer Invarianten für For-Schleifen vor-
gestellt. Den Hauptteil bildet ein neuartiges Verfahren zur Ermittlung der schwächsten Vor-
bedingung von Schleifen ohne Angabe von Invariante und Terminierungsfunktion.
Da während der Programmentwicklung im Allgemeinen die Programme nicht der Spezifikati-
on genügen, ist es wichtig, ein Gegenbeispiel zu finden, das zum einen die Nichtkorrektheit
explizit zeigt und zum anderen einen nützlichen Hinweis zur Verbesserung gibt. Das ist der
Gegenstand des 5. Kapitels, die automatische Generierung eines Gegenbeispiels oder einer
falsification condition FC zu einer nicht beweisbaren VC. Dies ist ein bezüglich Benutzer-
freundlichkeit sehr nützlicher Teil eines automatischen Verifikationssytems.
Dabei stellt sich heraus, daß sich dieses Problem wie das Problem der automatischen Daten-
abhängigkeitsanalyse auf ein constraint programming problem cpp reduzieren läßt. Daher
lassen sich gewisse Techniken aus diesem Bereich auf die Generierung von FCs anwenden,
was hier erstmals getan wurde. Als besonders geeignet haben sich in diesem Zusammenhang
die Verfahren von Pugh und Wonnacott erwiesen. Zunächst wird die nicht beweisbare VC in
ein cpp transformiert. Dann wird versucht, dieses in ein äquivalentes linear integer program-
ming problem (lipp) zu transformieren, das mit Hilfe des Ω-Tests [P92] eventuell gelöst wird.
Die Transformationen der FC auf ein lipp gehen im Wesentlichen auch auf verschiedene Ar-
beiten von Pugh und Wonnacott zurück. Zudem wird gezeigt, daß auch eine VC in ein cpp
transformierbar ist, das aber relativ nutzlos ist, da die VC genau dann gilt, wenn das zugehö-
rige cpp keine Lösung hat. Da die Lösbarkeit nur partiell entscheidbar ist, kann man damit
nichts zum Beweis der VC beitragen, da man nicht mehr auf der sicheren Seite ist.
Die Kapitel 3, 4 und 5 sowie die Abschnitte 3.4.2, 3.4.3, 3.4.5 und 4.2 werden mit einem gro-
ben Überblick eingeleitet und enthalten für den Fall, daß es zu diesem Gebiet ähnliche Arbei-
ten gibt, einen kurzen Vergleich damit.
Einen wesentlichen Teil der Arbeit machen Beispiele aus. Diese wurden unter folgenden
Aspekten ausgewählt:
• sehr einfache Beispiele zum „Einstieg“ in ein Verfahren
• kleinere „echte“ Algorithmen
• Zusammenspiel verschiedener Gesichtspunkte
• exemplarisch und illustrativ für eine große Klasse von typischen Fällen
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Daraus ergibt sich, daß Beispiele einen relativ großen Raum einnehmen, wie auch in allen
Büchern und andern Veröffentlichungen zum Thema Programmverifikation. Das liegt einfach
in der Natur dieses Themas.
An dieser Stelle möchte ich meinem Betreuer, Herrn Prof. Dr. Jürgen F. H. Winkler, für viele
hilfreiche Gespräche und Anregungen danken. Nicht zu vergessen sind meine Kollegen am
Institut für Informatik, insbesondere Herr Dr. Sebastian Schmidt für seine Tips für die C-
Programmierung und Herr Dr. Gregor Weske für die Administration der Hard- und Software.
1.4 Eingrenzung der Arbeit
1.4.1 Programmiersprache
Als Programmiersprache wird eine Teilmenge von Ada [TD95] verwendet. Ada ist eine reali-
stische Programmiersprache, und nicht eine zum Zweck der Verifikation speziell entwickelte
Notation. Die betrachteten Datentypen sind boolean und integer sowie Teilbereichstypen
davon und darauf aufbauende Arrays und Records. Der Datentyp integer wird als endliches
Intervall der ganzen Zahlen betrachtet. Die in der Verifikation und überhaupt in der Pro-
grammierung häufig gemachten Annahmen integer = Á und float = ¹ führen zu einfa-
chen, aber nicht korrekten wp-Regeln bei der Wertzuweisung [H93: 36]. Á mit den 4 arithme-
tischen Grundoperationen ist eine andere algebraische Struktur als integer mit den 4 arith-
metischen Grundoperationen. Der Unterschied liegt in der der Theorie zu Grunde liegenden
Axiomenmenge. Der Unterschied zwischen integer und  Á ist noch relativ gering; er er-
schöpft sich in der Endlichkeit von integer. Der Datentyp float unterscheidet sich von ¹
nicht nur durch die Endlichkeit des Bereiches, sondern auch noch durch einige andere Merk-
male, wie z.B. verschiedene Implementierungen, Modellzahlen, Rundung, Exceptions u.ä.
Das liegt außerhalb des Bereiches der vorliegenden Arbeit. Solche Fragen werden teilweise in
[IEEE85] und [EP97] behandelt.
Die Programmverifikation beruht auf einer statischen Analyse des Programmtextes. Durch die
Verwendung von Pointern kann man dynamische Datenstrukturen erstellen, deren Analyse
zur Compilezeit sehr schwierig ist. Die wp-Regel für die Zuweisung beruht im Wesentlichen
darauf, daß nur der Wert derjenigen Variable geändert wird, die auf der linken Seite der Zu-
weisung steht. Durch die Verwendung von Pointern kann Aliasing auftreten. Dadurch können
durch eine Zuweisung auch noch andere als die direkt betroffene Variable geändert werden.
Damit ist die wp-Regel nicht mehr korrekt. Aliasing kann zwar auch bei Arrays auftreten,
aber wegen der relativ einfachen Struktur von Arrays kann man dieses Problem durch eine
Fallunterscheidung in den Griff bekommen. Es gibt wenige Ansätze zur Behandlung von
Pointern mit wp-Regeln ([B89], [LS79], [JJKS97], [M93]). Gemeinsam ist ihnen eine relativ
hohe Komplexität, Einschränkung der dynamischen Datenstrukturen (z.B. nur einfach ver-
kettete Listen) und Einschränkungen der Ausdrucksfähigkeit der Zusicherungen.
Die in der Arbeit betrachteten Anweisungen sind das Null-Statement, die Zuweisung zu einer
Variablen oder einem einzelnen Array- oder Record-Element, das If- und Case-Statement, die
For- und While-Schleife sowie Prozeduraufrufe.
1.4.2 Erläuterung des Problems der Programmverifikation
Mit Hilfe zweier kleiner Beispiele soll das Problem der Programmverifikation kurz erläutert
werden und gegen die Methode der Laufzeitchecks abgegrenzt werden. Zunächst wird der
grobe Ablauf eines Verifikationssystems verif dargestellt. Dabei wird schon auf die in Ka-
pitel 5 behandelten Falsifikationsbedingungen FC zurückgegriffen (eine kurze Erläuterung zu
FCs wurde auch schon in Abschnitt 0 gegeben).
Die Eingabe besteht aus einem Programm mit Zusicherungen.
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if all VCs are provable
then return correct;
else  generate FC;
if FC solvable
then  generate counterexample;
return (not_correct, counterexample);




D.h., daß es vorkommen kann, daß ein Programm weder bewiesen noch widerlegt werden
kann. Das liegt einfach daran, daß sowohl das Verfahren zum Beweisen der VC als auch das
Verfahren zur Lösung der FC begrenzt ist.
Nun folgt eine kurze Gegenüberstellung mit Laufzeitchecks. Die Korrektheit eines Pro-
gramms soll durch Prüfung der Gültigkeit von Zusicherungen sichergestellt werden.
Beispiel:
x := a;
y := x + 1;
-- y = a+1
Das Programm besteht aus den beiden Anweisungen, die Zusicherung ist die prädikatenlogi-
sche Aussage y a= + 1 . Das bedeutet, daß nach Ausführung der beiden Anweisungen immer
die Zusicherung gilt, egal, welche Werte die Programmvariablen vor Ausführung der Anwei-
sungen hatten.
•
Zusicherungen in einem Programm können dynamisch, d.h. zur Laufzeit, oder statisch, d.h.
zur Compilezeit, geprüft werden. Die statische Prüfung von Zusicherungen ist Gegenstand der
formalen Programmverifikation. Im Folgenden sollen kurz statische und dynamische Prüfung
von Zusicherungen gegenüber gestellt werden und gezeigt werden, daß beide Ansätze Vor-
und Nachteile haben. Die dynamische Prüfung von Zusicherungen ist z.B. in Ada und C
möglich. Für Ada gibt es das Tool Anna (annotated Ada) [L90], mit dem es unter anderem
möglich ist, Zusicherungen zu formulieren und dynamisch zu überprüfen.
Beispiel:
x := a;
y := x + 1;
--| y = a+1;
Hier ist y a= + 1  die Zusicherung. Anna übersetzt ein annotiertes Programm in ein Ada-
Programm, in dem die Annotationen durch checking functions ersetzt werden. Falls die Zusi-
cherung gilt, wird die nächste Anweisung ausgeführt. Falls die Zusicherung an dieser Stelle
nicht gilt, wird eine exception ausgelöst.
•
Zusicherungen, die dynamisch geprüft werden, kann man in C-Programmen mit dem assert-
Makro darstellen [C90: 7.2]: assert( expression )
Beispiel:
assert(1 <= i && i <= n); y = a[i];
Hier ist 1 ≤ ≤i n  eine Zusicherung. Falls die Zusicherung an dieser Stelle gilt, wird die näch-
ste Anweisung ausgeführt. Falls die Zusicherung an dieser Stelle nicht gilt, wird eine imple-
1 Einleitung
9
mentierungsabhängige Fehlermeldung auf die Standardausgabe geschrieben, z.B. asserti-
on failed: 1 <= i && i <= n, file name.c, line 543, und die abort-Funktion
aufgerufen.
•
Der Vorteil des assert-Makros besteht darin, daß es zum Standard von C gehört. Anna ist ein
Zusatz zu Ada. Installation und Bedienung sind relativ kompliziert. Der Vorteil von Anna
besteht in der Mächtigkeit der Ausdrücke in den Zusicherungen. Als expression im assert-
Makro von C sind nur C-expressions erlaubt. Anna erlaubt die Verwendung selbst definierter
Prädikate in Zusicherungen. Die Prädikate werden über sogenannten virtuellen Programmtext
definiert. Darüber hinaus kann man quantifizierte Ausdrücke verwenden.
Laufzeitchecks haben gegenüber einer statischen Analyse den Vorteil, daß die Zusicherungen
immer ausgewertet und damit entschieden werden können. Dazu werden einfach die aktuellen
Werte der Variablen in die Zusicherungen eingesetzt. Die in der statischen Analyse auftreten-
den VCs sind mathematische Aussagen, die bewiesen werden müssen. Da Beweise aus ver-
schiedenen Gründen nicht immer gelingen, kann es vorkommen, daß ein Korrektheitsbeweis
nicht geführt werden kann. Das kommt besonders dann vor, wenn die zu beweisende Aussage
zu komplex ist.
Beispiel:
-- p ≥ 2 ∧ x, y, z ≥ 1 ∧ p, x, y, z ∈ Á
p := p + 1;
-- x**p + y**p ≠ z**p
Die VC lautet ( , , , : , , )∀ ≥ ∧ ≥ ⇒ + ≠+ + +p x y z p x y z x y zp p p2 1 1 1 1 . Das ist genau Fermats
Theorem, das erst vor Kurzem (relativ zur Dauer, in der Problem nicht gelöst war) bewiesen
wurde [CR96]. Vermutlich ist zur Zeit kein automatischer Beweiser in der Lage, diesen Satz
zu beweisen, so daß die Korrektheit dieses Programms nicht automatisch nachgewiesen wer-
den kann.
•
Der entscheidende Nachteil von Laufzeitchecks ist, daß die Zusicherungen nur für den aktu-
ellen Zustand ausgewertet werden, d.h. man erhält keinen Korrektheitsbeweis, der sicherstellt,
daß das Programm für alle möglichen Anfangswerte der Spezifikation entsprechend arbeitet.
Das ist dem Testen von Programmen ähnlich. Zudem hat die Verletzung einer Zusicherung
zur Laufzeit einen Programmabbruch zur Folge, der natürlich durch geeignete Fehlermeldun-
gen oder exception handler soweit wie möglich abgemildert werden sollte. Laufzeitchecks
finden Fehler zur Laufzeit, Programmbeweise finden Fehler zur Compilezeit. Ein weiterer
Nachteil, der aber im Allgemeinen nicht so schwer wiegend ist, ist die geringere Geschwin-
digkeit und der erhöhte Speicherbedarf von Programmen mit Laufzeitchecks.
Es gibt Firmen, die Zusicherungen zur Erhöhung der Zuverlässigkeit ihrer Programme ver-
wenden, z.B. Microsoft [M95] in seinen C- bzw. C++-Programmen. Praxis Critical Systems
verwendet SPARK, eine Teilmenge von Ada mit Zusicherungen. Das STARS-Projekt der
USAF verwendet auch eine Teilmenge von Ada mit Zusicherungen. Darin geschriebene Pro-
gramme werden mit dem Tool Penelope, das einen interaktiven Beweiser benutzt, verifiziert
[O94/1], [O94/2], [O94/3], [O94/4]. Eine weitere Teilmenge von Ada zur Unterstützung der
Programmverifikation ist AVA (a verifiable Ada) [SA95], [S95].
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2 Notationen und Begriffe
Die Notation von Formeln, Beweisen usw. in der vorliegenden Arbeit lehnt sich zu einem
großen Teil an [G90] und [DS90: 21-29] an, die auch von anderen Autoren übernommen
wurde, z.B. [B93] und [F93]. Der Hauptaspekt dieser Notation ist die gut lesbare, rein formale
und nicht verbale Präsentation von Beweisen. Dabei hat sich herausgestellt, daß durch die
Form der Beweisführung ein großer Beitrag zum Verstehen des Beweises geleistet werden
kann. Die Beweisführung sieht im Allgemeinen so aus:
Sei A der zu beweisende Satz.
A
≡ Hinweis, warum A ≡ B
B
⇐ Hinweis, warum C ⇒ B
C
≡ Hinweis, warum C gilt
true
Die Hinweise sind arithmetische oder logische Gesetze, wie z.B. De Morgan oder Distributi-
vität, spezielle Eigenschaften von wp, wie z.B. Konjunktivität, Verweise auf Sätze oder
Lemmata oder einfach nur allgemeine Hinweise, wie z.B. „Logik“. Dadurch kann es zwar
vorkommen, daß einige Beweise länger werden, aber die Zeit zum Verstehen eines Beweises
hängt nicht von der Länge der schriftlichen Darstellung ab, sondern von der Zeit, die der Le-
ser von einem zum nächsten Schritt braucht. So kann man einen Beweis in vielen kleinen
Schritten oft schneller verstehen, als einen Beweis mit wenigen großen.
Oft gelten Sätze nur unter bestimmten Voraussetzungen. Wenn es nicht von vornherein klar
ist, warum eine Voraussetzung notwendig ist, wird die Notwendigkeit der Voraussetzung
durch ein Beispiel gezeigt. Auch wenn Sätze eine Implikation und keine Äquivalenz sind,
wird, wenn es notwendig erscheint, durch ein Beispiel gezeigt, warum der Satz nur in einer
Richtung gilt. Dieses Vorgehen ist zwar im rein formalen Sinne nicht notwendig, erleichtert
aber oft das Verständnis. Das Ende jeder abgeschlossenen Einheit (oder Block im Jargon der
Programmiersprachen) wie z.B. eines Beispiels oder Satzes wird durch ein • gekennzeichnet.
Für verschiedene Kategorien von Text werden verschiedene Schriftarten verwendet. Neben
dem normalen Text in dieser Schriftart gibt es Programmtext in dieser Schriftart (wo-
bei reservierte Worte fett sind) und Formeln, wie z.B. ( : : ( ) ( ))∀ ≤ ≤ − ≤ +i i n b i b i1 1 1 .
In Definitionen wird der zu definierende Begriff kursiv geschrieben oder der zu definierende
Begriff wird von seiner Definition durch =:  bzw. ≡:  getrennt. Programmtext besteht aus An-
weisungen in Ada-Syntax und Zusicherungen in Form von Ada-Kommentaren. Mit Pro-
gramm ist eine Sequenz von Anweisungen gemeint, nicht ein vollständiges Programm im
Sinne von Ada. In den Zusicherungen sind mathematische Notationen zulässig, auch solche,
die nicht der Ada-Syntax genügen.
Beispiel:
-- x ≥ 3y ∧ (∃ j: 1 ≤ j < 2n: prim(j))
if x >= y then y := 2 * n; end if;
•
Für die Äquivalenz von Prädikaten und die semantische Äquivalenz von Programmen wird
das Zeichen ≡ verwendet, sonst das übliche Zeichen =, z.B. für arithmetische Ausdrücke und
Mengen. Die folgende Liste enthält die in der Arbeit verwendeten Operatoren nach Priorität
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geordnet (Operator niedrigster Priorität in der obersten Zeile, Operatoren mit gleicher Priorität
in einer Zeile):





Relationale Operatoren <, ≤, >, ≥, =, ≠ Mengenoperatoren ⊆, ⊂, ⊇, ⊃
Arithmetische Operatoren +, - ∪
¿, / ∩, \
einstelliges -  (Komplement)
Wenn es notwendig erscheint, werden für eine bessere Lesbarkeit Teilausdrücke explizit ge-
klammert, auch wenn die Klammerung wegen der Priorität der Operatoren überflüssig ist.
•
Zu jedem binären und assoziativen Operator o gibt es einen Quantor O [Co90: 45-59]. Quanti-
fizierte Ausdrücke werden so dargestellt: (O v P v E v: ( ): ( )) . Dabei ist v eine Liste von Varia-
blen, P ein Prädikat über diesen Variablen und E ein Ausdruck über v, dessen Typ von O ab-
hängt. P wird im Allgemeinen dazu verwendet, eine Einschränkung oder einen Bereich der
betrachteten Variablen anzugeben. P true≡  bedeutet keine Einschränkung, P false≡  bedeu-
tet Quantifizierung über den leeren Bereich. In diesem Fall ist der quantifizierte Ausdruck
gleich bzw. äquivalent dem neutralen Element n(o) des zugrunde liegenden Operators o, also
(O v false E v n: : ( )) (= o). Zu folgenden Operatoren werden Quantoren verwendet:
Operator Quantor Alternative Schreibweise Neutrales Element n(o) Typ von E
+ Σ Sum 0 Arithmetisch
 Π Prod 1 Arithmetisch
Min Min maxint Arithmetisch
Max Max minint Arithmetisch
∧ ∀ Forall True Logisch
∨ ∃ Exists False Logisch
∩ ∩ Intersection ∅ Menge
∪ ∪ Union ∅ Menge
Da in realen Programmen alle ganzen Zahlenbereiche endlich sind, gibt es immer größte und
kleinste ganze Zahlen, maxint und minint.
Außerdem gilt ( : ( ): ( )) ( : ( ) ( ))∀ ≡ ∀ ⇒v P v E v v P v E v  und ( : ( ): ( )) ( : ( ) ( ))∃ ≡ ∃ ∧v P v E v v P v E v .
Lemma 2.1 (O-split) [Co90: 47]:
⇒∅=∩∧=∪ )})(|{)}(|({)})(|{)}(|{)}(|({ 2121 iPiiPiiPiiPiiPi
(O v P v E v: ( ): ( )) (= O v P v E v: ( ): ( ))1 o ( Ov P v E v: ( ): ( ))2 .
•
Bemerkung: Für die idempotenten Operatoren ∧, ∨, ∩, ∪, min und max ist die 2. Vorausset-
zung des Lemmas (die Bereiche müssen disjunkt sein) nicht notwendig.
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2.1 Grundlegende Definitionen und Sätze
Im Folgenden ist v eine Variable, e ein beliebiger Ausdruck, S ein Programm sowie P und R
prädikatenlogische Ausdrücke. Alle in P frei vorkommenden Variablen werden durch den
everywhere-Operator [ ]P  [DS90: 8-10] allquantifiziert.
Definition 2.2: Free(e) ist die Menge der freien Variablen im Ausdruck e und Var(S) die
Menge der Programmvariablen.
Bemerkung: auf eine formale, induktive Definition von frei wird hier verzichtet, siehe z.B.
[G81: 76-77].
•
Definition 2.3 (Transparenz) [BMW89]: Sei S ein Programm und )(SVarv ∈ . Dann bedeu-
tet trans S v( , ) : S ist transparent für v, d.h. v wird von S nicht verändert.
•
Bemerkung: Für Ada bedeutet das, daß v nicht auf der linken Seite einer Wertzuweisung oder
als out- oder in out-Parameter verwendet werden darf. Damit sind auch Anweisungsfolgen
wie v := v + 1; v := v - 1 ausgeschlossen. Außerdem darf v nicht durch Seiteneffekte
verändert werden. Somit ist die Transparenz eine rein syntaktische bzw. textuelle Eigenschaft.
Daraus ergibt sich
Lemma 2.4: trans S S v trans S v trans S v( ; , ) ( , ) ( , )1 2 1 2≡ ∧ .
•
Die folgenden 4 Substitutionsregeln sind für den Beweiser sehr wichtig. Durch sie ist es mög-
lich, die Anzahl der Variablen in einem zu beweisenden Satz oder einem Teil davon zu ver-
ringern, möglicherweise auf Kosten eines komplizierteren Ausdrucks. Aber im Allgemeinen
hängt der Aufwand eines automatischen Beweises zum größten Teil von der Anzahl der Va-
riablen ab.
Lemma 2.5 (Substitution) [DS90: 119]: Es gilt [ ]v e P v e Pev= ∧ ≡ = ∧ .
Lemma 2.6 (One-point rule) [DS90: 66]: Für )(eFreev ∉  gilt [( : : ) ]∀ = ≡v v e P Pev .
Lemma 2.7 (One-point rule) [BMW89]: Für )(eFreev ∉  gilt [( : : ) ]∃ = ≡v v e P Pev .
Lemma 2.8 (Substitution): Sei )(eVarv ∉ . Dann gilt [( : ) ( )]∀ ∧ = ⇒ ≡ ⇒v P v e R P Rev ev .
Beweis:
):( RevPv ⇒=∧∀













)( veve RP ⇒
•
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Lemma 2.9 [DS90: 116]: Für einen Operator f und Ausdrücke e e en1 , , ,K  gilt:
f e e f e en ev ev n ev( , , ) ( , , )1 1K K≡ .
•
Bemerkung: In mathematischen Aussagen mit freien Variablen spielt die Reihenfolge der
Operationen Substitution von Variablen durch Ausdrücke und Anwendung mathematischer /
logischer Gesetze keine Rolle, da alle Variablen mit gleichem Namen den gleichen Wert re-
präsentieren (referentielle Transparenz). Dies gilt jedoch nicht für die Funktionen wp und LP,
die später definiert werden, da es in Formeln, die wp bzw. LP enthalten, vorkommen kann,
daß ein Variablenname unterschiedliche Werte repräsentiert. Im nächsten Kapitel wird ge-
zeigt, unter welchen Voraussetzungen dieses Lemma auch für die Funktion wp gilt (Lemmata
3.18 und 3.19 (Substitutionslemma für wp)).
•
Es folgen einige häufig vorkommende Transformationen, für die es in der Literatur keine weit
verbreiteten Namen gibt, wie z.B. Kommutativität oder De Morgan.
Lemma 2.10 (shuffle) [Co90: 39]: ( ) ( )a b c a c b⇒ ∨ ≡ ∧ ¬ ⇒ .
Lemma 2.11 (portation) [H93: 230]: ( ( )) ( )a b c a b c⇒ ⇒ ≡ ∧ ⇒ .
Lemma 2.12 (Substitutionslemma): Seien P ein Prädikat, x und y verschiedene Variablen
und e und f Ausdrücke. Dann gilt [ ( ) ]
,
,x e y f P Pex fy e fx yfy= ∧ = ⇒ ≡ .
Beweis:
[ ( ) ]
,



















































e PPfyexPPfyex yfyf ⇒∧=∧=∧⇒∧=∧=
≡ mehrfache Substitution
][][ PfyexPexfyexPfyexPfyex yfyf ∧=∧=⇒∧=∧=∧=∧∧=∧=⇒∧=∧=
≡ Logik
trueexPfyex yf ∧=⇒∧=∧= ][
≡ Substitution
])[( yfyfyf exPfyex =⇒∧=∧=
≡ Lemma 2.9
][ yfyfyfyf exPfyex =⇒∧=∧=
≡ x und y verschieden
][ yfyfyf exPfyex =⇒∧=∧=






1. Lemma 4.4.8 aus [G81: 81] ist ein Spezialfall davon.
2. Die Bedingung, daß x und y verschiedene Variablen sein müssen, ist schon aus rein
syntaktischen Gründen notwendig. Denn wie soll in einem Ausdruck die gleiche Va-
riable gleichzeitig durch 2 möglicherweise verschiedene Ausdrücke ersetzt werden?
•
Lemma 2.13 (case analysis):
[( : : )] ([ ( : : )] [( : : )])∃ ≤ ≤ ⇒ ⇒ ∃ ≤ ≤ ∧ ⇐ ∀ ≤ ≤ ∧ ⇒i i n b a i i n b c i i n a b ci i i i i1 1 1 .
Beweis:
)]):1:[()]:1:(([)]:1:[( iiiii cbaniicbniiabnii ⇒∧≤≤∀⇐∧≤≤∃⇒⇒≤≤∃
≡ 2 × portation
)]:1:[(]):1:[()]:1:[( iiiii cbniiacbaniibnii ∧≤≤∃⇒∧⇒∧≤≤∀∧≤≤∃
⇐ Logik
)]:1:():1:():1:[( iiiii cbniiacbaniibnii ∧≤≤∃⇒∧⇒∧≤≤∀∧≤≤∃
≡ gebundene Umbenennung, Skolemisierung
))]:1:():1:(1:[( iiiij cbniiacbaniibnjj ∧≤≤∃⇒∧⇒∧≤≤∀∧∧≤≤∀
≡ mit ji =
)]1):1:(1:[( jjiij cbnjacbaniibnjj ∧∧≤≤⇒∧⇒∧≤≤∀∧∧≤≤∀
≡ Logik, modus ponens
)]):1:(1:[( jiij cacbniibnjj ⇒∧⇒≤≤∀∧∧≤≤∀
⇐ Logik




Bemerkung: Diese Transformation ist nur anwendbar, wenn einer der Fälle bi , nach denen
die Fallunterscheidung durchgeführt wird, gilt. Formeln dieser Form treten bei der Berech-
nung der schwächsten Vorbedingung des Case-Statements auf. In Ada ist die obige Voraus-
setzung immer erfüllt. Es folgt je ein Beispiel für die Notwendigkeit der Voraussetzung und
die Nicht-Äquivalenz.
•
Beispiel (Notwendigkeit der Voraussetzung):
Die Voraussetzung wird von [ ]x x> ∨ <0 0  nicht erfüllt. Daher gilt auch nicht
[ | | | |]x a x x a x x a= ⇒ > ∧ = ∨ < ∧ − =0 0
⇐
[( | |) ( | |)]x a x x a x a x x a= ∧ > ⇒ = ∧ = ∧ < ⇒ − =0 0
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für x a= = 0 .
•
Beispiel (Nicht-Äquivalenz):
Die Voraussetzung wird durch [ ]x x x≥ ∨ ≤ ∨ =0 0 1  erfüllt, aber die beiden Prädikate
[ | | | | ]x a x x a x x a x x a= ⇒ ≥ ∧ = ∨ ≤ ∧ − = ∨ = ∧ − =0 0 1
und
[( | |) ( | |) ( )]x a x x a x a x x a x a x x a= ∧ ≥ ⇒ = ∧ = ∧ ≤ ⇒ − = ∧ = ∧ = ⇒ − =0 0 1
sind nicht äquivalent, z.B. für x a= = 1
•
Ein häufiger Spezialfall der letzten Regel ist das If-Statement. Dabei ist n = 2  mit b b2 1≡ ¬ .
Dann gilt sogar Äquivalenz.











≡ ∨-Subsumierung ( )cbdbcd ∧∨∧¬⇒∧
cbdba ∧∨∧¬⇒
•
Diese Transformationsregeln werden so angewendet, daß die linke Seite durch die rechte
Seite ersetzt wird. Die Ersetzungen sind in mexana implementiert und sind Teil der Transfor-
mation einer Formel in eine Konjunktion von Klauseln.
2.2 Relationale Semantik
Zwei wesentliche Aspekte von Programmiersprachen sind Syntax und Semantik. Die Syntax
beschreibt das Aussehen oder den Aufbau eines Programmes in der Programmiersprache. Die
Semantik beschreibt die Bedeutung oder die Wirkung des Programmes, d.h. was das Pro-
gramm macht. Die Syntax einer Programmiersprache wird im Allgemeinen durch eine kon-
textfreie Grammatik formal beschrieben [TS87: 38], [TD95: 479-502]. Für die formale Be-
schreibung der Semantik gibt es im Wesentlichen 3 Möglichkeiten [W93]:
• Operationelle Semantik
• Denotationelle Semantik
• Relationale Semantik oder axiomatische Semantik
Die operationelle Semantik beschreibt die Wirkung eines Programmes durch einen seman-
tisch äquivalenten Ausdruck in einer anderen formalen Sprache, also durch die Operationen in
einer anderen Sprache, diurch die dieses Programm ausgeführt werden kann. Das kann eine
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andere konkrete Programmiersprache sein oder die Sprache einer abstrakten Maschine wie
eine Zwischensprache. Diese Methode der Semantikbeschreibung wird z.B. bei der Codege-
nerierung im Compilerbau verwendet oder zur Beschreibung der Wirkung von bestimmten
Konstrukten einer Programmiersprache [ISO90: 6.8.3.9].
Die denotationale Semantik beschreibt die Wirkung eines Programmes oder Ausdrucks durch
eine partielle Semantikfunktion [W93: 56]. Die Semantikfunktion A für Ausdrücke bildet von
der Menge der Ausdrücke Exp und Zustände Z in die Menge W der Werte des entsprechenden
Ausdrucks ab, WZExpA →×: . Die Semantikfunktion P für Programme bildet von der
Menge der Anweisungen C und Zustände Z in die Menge der Folgezustände Z ab. Diese Me-
thode der Semantikbeschreibung findet z.B. bei funktionalen Programmiersprachen Anwen-
dung.
2.2.1 Programmzustände
Wie überzeuge ich mich selbst oder jemand anderen, daß ein von mir geschriebenes Pro-
gramm auch das tut, was es soll? Zunächst muß genau festgelegt werden, was das Programm
tun soll, d.h. die Semantik oder Wirkung des Programms muß genau festgelegt werden. Das
ist die Programmspezifikation. Sie ist im Allgemeinen verbal bzw. in natürlicher Sprache ab-
gefaßt. Da natürliche Sprache im Allgemeinen nicht eindeutig bzw. mißverständlich ist, ist sie
für die formale Spezifikation nicht gut geeignet. Aus diesem Grund wird eine formale Be-
schreibung der Semantik benötigt. Hat man eine formale Spezifikation, kann man mit forma-
len, mathematischen Mitteln prüfen, ob das gegebene Programm die Spezifikation erfüllt.
Wenn ja, nennt man das Programm korrekt. Die verbale Aussage „das Programm ist korrekt“
wird dabei in eine mathematische Aussage transformiert, die zu beweisen versucht wird. Der
Beweis kann, wie alle mathematischen Beweise, von einem Menschen, einer Maschine oder
einer Kombination von beiden durchgeführt werden. Dabei bestehen natürlich alle bekannten
Schwierigkeiten des Beweisens. Für eine genauere Beschreibung der relationalen Semantik
werden zunächst einige Definitionen benötigt.
Definition 2.15 (Zustand): V={v1,..., vn}, n≥1, sei die Menge der Programmvariablen, im
Folgenden Variablen. w1,..., wn  seien die entsprechenden Wertebereiche, die durch die Typen
der Variablen gegeben sind, wobei die wi  nicht leer und endlich sind. Ein Programmzustand,
im Folgenden Zustand, ist eine Funktion s von der Menge der Programmvariablen V in die







, ii wvsWVs ∈→ )(;: .




subtype t1 is natural range -10 .. 10;
type t2 is array(1 .. 10) of t1;
x1: boolean;
x2: t1 := 0;
a: t2 := (-2, 0, 3, -1, 5, -6, 1, 0, 10, 1);
s x( )1  ist undefiniert,
)}1,10(),10,9(),0,8(),1,7(),6,6(),5,5(),1,4(),3,3(),0,2(),2,1{()(,0)2( −−−== asxs .
Bemerkung: a ist ein Array, mathematisch eine Funktion, weshalb der Wert von a auch eine
Funktion ist, deren Wert durch die Menge ihrer Paare angegeben wird.
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Wenn man die n Variablen total ordnet, was immer möglich ist, kann man einen Zustand
durch Angabe eines n-Tupels beschreiben.
Definition 2.16 (Zustandsmenge): Die Menge aller möglichen Zustände wird als Zustands-










Der Tupel-Schreibweise für einen Zustand entspricht eine Menge von Tupeln für eine Zu-
standsmenge.
Beispiel: (Angabe der Zustandsmenge als Menge von Paaren)
subtype t is natural range 0 .. 2;
x: t := readint;
b: boolean := readint < 0;
-- ZM =
{(0, false),(0, true),(1, false),(1, true),(2, false),(2,
true)}
•
Definition 2.17 (Charakteristisches Prädikat) [B95: 33]: Sei Z sie Menge aller möglichen
Zustände und X⊆Z.
Dann heißt das durch ( : ( )( ) )∀ ∈ ≡ ∈s Z C X s s X  beschriebene Prädikat C X( )  das charakte-
ristische Prädikat der Zustandsmenge X.
Dabei ist für ein Prädikat P und einen Zustand s P s Ps v s vnv vn( ): ( ) ( )≡ 11 LL .
•
Beispiel:
subtype t is natural range 0 .. 2;
x1, x2: t := readint;
if x1 < x2
-- ZM = {(0,1),(0,2),(1,2)}; C(ZM) ≡ 0 ≤ x1 < x2 ≤ 2
then ...
•
Lemma 2.18 [B95: 33]: Sei PS die Menge aller Äquivalenzklassen von Prädikaten.
Die Funktion C: 2Z → PS ist bijektiv.
•
Satz 2.19 (Äquivalenz von Zustandsmengen und Prädikaten) [B95: 33]:
Die beiden vollständigen Verbände ( , , , , , , )2Z Z⊆ ∩ ∪ ∅  und ( , , , , , , )PS false true⇒ ∧ ∨ ¬  sind
über die Funktion C isomorph.
•
Auf Grund dieser Äquivalenz spielt es theoretisch keine Rolle, ob man Zustandsmengen oder
ihre charakteristischen Prädikate verwendet. Für die praktische Verwendung, d.h. die Anwen-
dung auf konkrete Programme, in Zusammenhang mit einem automatischen oder auch
menschlichen Beweiser ist die Verwendung von Prädikaten jedoch vorteilhafter. Für abstrakte
Betrachtungen der Theorie ist die Verwendung von Zustandsmengen vorteilhafter, siehe z.B.
Satz 2.31 und Abschnitt 2.3. Grob gesprochen kann man sagen, daß für Aussagen über wp die
Verwendung von Zustandsmengen vorteilhafter ist und für Aussagen mit wp die Verwendung
der charakteristischen Prädikate, wie es auch in [B95: 78] formuliert ist.
Lemma 2.20: Da C bijektiv ist, gibt es eine Umkehrfunktion C-1, die jedem Prädikat P eine
Zustandsmenge X Z⊆ zuordnet, so daß gilt C P X s Z s X P s− = ≡ ∀ ∈ ∈ ≡1( ) ( : ( )) .
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•
Definition 2.21 (Zusicherung): Zustandsmengen beschreibende Prädikate in einem Pro-
gramm heißen Zusicherung. Ein Programm mit Zusicherungen heißt annotiert. Die Zusiche-
rung unmittelbar vor einer Anweisung heißt Vorbedingung (precondition), die Zusicherung
nach einer Anweisung heißt Nachbedingung (postcondition).
•
Die relationale Semantik [B95: 56] beschreibt die Wirkung eines Programms durch den Zu-
stand vor Ausführung (Vorbedingung) und den Zustand nach Ausführung (Nachbedingung)
des Programms, d.h. durch die durch das Programm bewirkte Zustandsänderung. Die Zu-
standsänderung eines Programms wird auf die Zustandsänderungen der einfachen Anweisun-
gen zurückgeführt. Die durch die einfachen Anweisungen bewirkten Zustandsänderungen
definieren die Semantik der einfachen Anweisungen. Die Wirkung eines Programms wird
dann auf Grund von Deduktionsregeln [G81] hergeleitet. Diese relationale Semantik wird bei
der formalen Programmverifikation und damit in der vorliegenden Arbeit verwendet.
Beispiel:
x, y, m: integer := readint;
-- x, y, m ∈ integer
if x>y then
-- x, y, m ∈ integer ∧ x > y
m := x;
-- x, y, m ∈ integer ∧ m = x ∧ x > y
else
-- x, y, m ∈ integer ∧ x ≤ y
m := y;
-- x, y, m ∈ integer ∧ m = y ∧ x ≤ y
end if;
-- x, y, m ∈ integer ∧ m ≥ x ∧ m ≥ y ∧ (m = x ∨ m = y) ≡
-- x, y, m ∈ integer ∧ m = max (x, y);
•
2.2.2 Korrektheit
Nach der formalen Definition der Semantik ist es möglich, die Korrektheit eines Programms
und die semantische Äquivalenz formal zu definieren. Ein Programm ist dann korrekt, wenn
es tut, was es tun soll. Was es tun soll, ist die Spezifikation des Programms. In der relationalen
Semantik besteht eine Spezifikation aus einer Vor- und einer Nachbedingung. Man kann also
nur von Korrektheit eines Programms bezüglich einer Spezifikation sprechen. Das Programm
ist dann korrekt, wenn es in einem Zustand startet, der die Vorbedingung erfüllt und in einem
Zustand endet, der die Nachbedingung erfüllt. (Hier wird implizit davon ausgegangen, daß zur
Korrektheit auch die Terminierung gehört, das nennt man totale Korrektheit, im Gegensatz
zur partiellen Korrektheit, womit gemeint ist: falls das Programm terminiert, dann in einem
Zustand, der die Nachbedingung erfüllt [DS90: 129]).
Dazu ermittelt man die größte Menge LP (largest preset) [W96] von Anfangszuständen, die
garantieren, daß nach Start des Programms in einem dieser Anfangszustände das Programm in
einem Zustand endet, der die Nachbedingung erfüllt. Für die Definition von LP benötigt man
noch die Programmfunktion f P  eines Programms P [W96], [MM96]. (In [MM96] wird ähn-
lich wie in [W96] ein relationales Modell eines Programms verwendet, jedoch mit einem an-
deren Ziel, das für die vorliegende Arbeit nicht von Bedeutung ist). Diese Funktion ordnet
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jedem Anfangszustand diejenige Menge von Endzuständen zu, in denen sich das Programm
nach Terminierung befinden kann. Nichtdeterministische Programme können nach Start in
einem bestimmten Anfangszustand in verschiedenen Zuständen enden, daher ist der Wert von
f P  eine Zustandsmenge. Deterministische Programme enden nach Start in einem bestimmten
Anfangszustand immer im gleichen Zustand.  Nicht alle Programme, die in einem definierten
Anfangszustand gestartet werden, terminieren. Nicht alle Programme, die in einem definierten
Anfangszustand gestartet werden, erreichen einen definierten Endzustand (z.B. bei Division
durch 0). Daher könnte man zunächst f P  als partielle Funktion definieren, die nur auf den
Zuständen definiert ist, die das Programm in einem definierten Zustand terminieren lassen.
Dieser Ansatz hat aber 2 Nachteile:
1. Ein Programm kann in jedem definierten Zustand gestartet werden; man kann nicht
von vornherein ausschließen, daß es in einem Zustand gestartet wird, der zu einer
Endlosschleife oder einem undefinierten Ausdruck führt. So ist z.B. in der Mathe-
matik die Division definiert als Funktion \ : ¹ × ¹ \ {0} # ¹. Trotzdem kann man
auf jedem normalen Taschenrechner 5 / 0 eingeben. Das Ergebnis ist dann so etwas
wie ERROR.
2. Dieser Punkt greift auf die LP- bzw. wp-Funktion zurück, die formal erst durch die
Definitionen 2.24 und 2.26 eingeführt werden. Wenn man ein nicht terminierendes
Programm oder ein in einem undefinierten Zustand terminierendes Programm da-
durch charakterisieren würde, daß das Ergebnis der Programmfunktion die leere
Menge ist, hätte man wp P true true( , ) ≡  unabhängig davon, ob P terminiert oder
nicht. (Beweis: wp P true( , )  entspricht LP P Z( , ) . LP P Z s Z f s ZP( , ): { : ( ) }= ∈ ⊆ .
Nach Definition wäre immer f s ZP ( ) ⊆ . Bei nicht terminierenden Programmen wäre
f sP ( ) = ∅  und die Teilmengenbeziehung wäre auch erfüllt. Damit wäre
LP P Z s s Z Z( , ) { : }= ∈ = .). Auch das law of the excluded miracle (Satz 2.38) würde
dann nicht gelten. Denn dann gäbe es Anfangszustände, die zu keinem definierten
Endzustand führen würden, z.B. solche, die zu einer Endlosschleife führen. Siehe
auch die Bemerkung zu Satz 2.38.
Diese beiden Nachteile werden dadurch behoben, daß man f P  als totale Funktion in die
Menge der Zustände, erweitert um einen undefinierten Zustand ⊥, definiert. Die Menge der
Endzustände eines nicht terminierenden oder in einem undefinierten Zustand terminierenden
Programms enthält dann ⊥.
Definition 2.22 (Programmfunktion) [W86]: Der undefinierte Zustand heißt ⊥,  ⊥∉Z,
Z Z⊥ = ∪ ⊥: { } . Die Funktion f ZP Z: a 2 ⊥  ordnet jedem Zustand s Z∈ die Menge aller Zu-
stände f sP ( )  zu, in denen sich das Programm P nach Start in s befinden kann. Da f P  total
ist, gilt ( : ( ) )∀ ∈ ≠ ∅s Z f sP . Programme mit der Eigenschaft ( :| ( )| )∀ ∈ =s Z f sP 1  heißen de-
terministisch. Für nicht terminierende oder in einem undefinierten Zustand terminierende
Programme gilt ( : ( ))∃ ∈ ⊥ ∈s Z f sP .
•
Bemerkung zum letzten Satz der Definition: Der Existenzquantor wird verwendet, weil ein
Programm schon dann als nicht terminierend oder in einem undefinierten Zustand terminie-
rend bezeichnet wird, wenn es einen Zustand mit dieser Wirkung gibt.
Nichtdeterministische Programme können vom selben Anfangszustand aus in einem definier-
ten Zustand enden oder in einem undefinierten oder in einer Endlosschleife. Schon wenn so
eine Möglichkeit besteht, wird es als nicht terminierend oder in einem undefinierten Zustand
terminierend bezeichnet. Daher wird in der Definition ⊥ ∈ f sP ( )  und nicht f sP ( ) { }= ⊥
verwendet. Zu implizitem Nichtdeterminismus siehe auch die Bemerkung zu Satz 2.35.
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Es wird nicht zwischen nicht terminierend und in einem undefinierten Zustand terminierend
unterschieden. Falls diese Unterscheidung gebraucht wird, kann sie leicht eingefügt werden.
•
Definition 2.23 (Normal terminierend): Ein Programm P heißt normal terminierend, wenn
( : ( ))∀ ∈ ⊥ ∉s Z f sP  gilt.
•
Definition 2.24 (largest preset) [W86]: Die Menge aller Anfangszustände s, die nach
Ausführung des Programms P in einen Zustand aus N Z⊆ ⊥  führen, heißt largest preset
LP P N( , )  des Programms P und des Endzustandes N. LP P N s Z f s NP( , ): { : ( ) }= ∈ ⊆ .
•
Satz 2.25 [W86]: LP(P,N) ist die größte Menge mit der eben definierten Eigenschaft.
•
Definition 2.26 (weakest precondition): Das charakteristische Prädikat C(LP) des largest
 preset eines Programms S und einer Nachbedingung N heißt weakest precondition von S und
N, wp S N C LP S C N( , ): ( ( , ( )))≡ −1 .
•
Definition 2.27 (Korrektheit): Ein Programm S ist bezüglich einer Spezifikation (V, N),
ZZNV 22),( ×∈ , genau dann korrekt, wenn V LP S N⊆ ( , ) .
•
Bemerkung: Jedes korrekte Programm soll in einem definierten Zustand terminieren, d.h. für
eine Nachbedingung N gilt nie ⊥ ∈ N . Daher ZZNV 22),( ×∈  und nicht ⊥×∈ ZZNV 22),( .
•
Satz 2.28 (Korrektheit): Ein Programm S ist bezüglich einer Spezifikation (V, N),
)(, PSRpNV ∈ , genau dann korrekt, wenn )],([ NSwpV ⇒ . (Rp(PS) ist eine Menge von
Repräsentanten von PS; damit sind V und N Prädikate.)
Beweis:
⇒:
Ein Programm S ist bezüglich einer Spezifikation (V, N), )(, PSRpNV ∈ , korrekt
≡ Äquivalenz von Zustandsmengen und Prädikaten
Ein Programm S ist bezüglich einer Spezifikation ( ( ( ), ( )), ( ), ( )C V C N C V C N Z− − − − ∈1 1 1 1 2 ,
korrekt
≡ Definition Korrektheit und x x MM∈ ≡ ⊆2
C V LP S C N− −⊆1 1( ) ( , ( ))
⇒ Äquivalenz von Zustandsmengen und Prädikaten
)))](,(())(([ 11 NCSLPCVCC −− ⇒









])))(,(([ 1 VNCSLPCV ≡∧ −
⇒ Leibniz
)())))(,((( 111 VCNCSLPCVC −−− =∧
≡ Isomorphie
)())))(,((()( 1111 VCNCSLPCCVC −−−− =∩
≡ Lemma 2.20
)())(,()( 111 VCNCSLPVC −−− =∩
≡ Mengenlehre
C V LP S C N− −⊆1 1( ) ( , ( ))
≡ Definition Korrektheit und x x MM∈ ≡ ⊆2
Ein Programm S ist bezüglich einer Spezifikation ( ( ( ), ( )), ( ), ( )C V C N C V C N Z− − − − ⊆1 1 1 1 2 ,
korrekt
≡ Äquivalenz von Zustandsmengen und Prädikaten
Ein Programm S ist bezüglich einer Spezifikation (V, N), )(, PSRpNV ∈ , korrekt
2.2.3 Semantische Äquivalenz
2 Programme S1 und S2 sind genau dann semantisch äquivalent S S1 2≡ , wenn sie dieselbe
Wirkung haben. Diese intuitive Definition kann man nun mit Hilfe der relationalen Semantik
formalisieren. Wenn eine Anweisung eine beliebige Spezifikation (V, N) erfüllt, dann auch die
andere Anweisung und umgekehrt. Da es hier um beliebige Spezifikationen geht, müssen V
und N allquantifiziert werden.
Bemerkung:
-- true -- true
x := 1; und x := 2;
-- x>0 -- x>0
gelten. Beide Anweisungen erfüllen also die eine gleiche Spezifikation, haben aber offen-
sichtlich nicht die gleiche Wirkung. Es reicht also nicht aus, daß es eine Spezifikation gibt,
die von beiden Anweisungen erfüllt wird.
•
Damit hat man
Definition 2.29: Zwei Anweisungen S1 und S2 sind genau dann semantisch äquivalent
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Der folgende Satz sagt aus, daß die semantische Äquivalenz gleichbedeutend mit der Äqui-
valenz der schwächsten Vorbedingungen ist. Damit wird der Nachweis der semantischen
Äquivalenz zweier Programme erleichtert. Der Grund dafür, warum die semantische Äquiva-
lenz nicht gleich durch den folgenden Satz definiert wird, ist der, daß Definition 2.29 dem
intuitiven Verständnis von semantischer Äquivalenz näher kommt. Für den Beweis des Satzes
werden Zustandsmengen statt ihrer charakteristischen Prädikate verwendet. Zuvor benötigt
man
Lemma 2.30: )):(:,( DBDABAADB ⊆≡⊆⇒⊆∀∀ .
Satz 2.31: Die semantische Äquivalenz ist äquivalent zu
)]),2(),1(:[( NSwpNSwpN ≡∀ .
Beweis: zu zeigen ist






















Um also zu zeigen, daß zwei Anweisungen die gleiche Wirkung haben, muß man zeigen, daß
ihre schwächsten Vorbedingungen für alle Nachbedingungen äquivalent sind. Mit dieser for-
malen Definition kann man intuitive Behauptungen wie „das sieht man ja, daß das gleich ist“
beweisen oder widerlegen. Außerdem hat man ein Mittel, solche Beweise zu automatisieren,
denn was sich formalisieren läßt, läßt sich auch automatisieren, zumindest im Prinzip.
2.3 Eigenschaften von wp
Für das weitere Vorgehen werden einige Eigenschaften der Funktion wp benötigt. Diese sind
in [G81] informell (mehr oder weniger durch intuitives Einsehen) und in [DS90] rein formal
mit Hilfe der Prädikatenlogik bewiesen. Diese Beweise sind allerdings relativ langwierig. In
diesem Abschnitt werden diese grundlegenden Eigenschaften mit Hilfe der auf Zustandsmen-
gen operierenden Funktion LP gezeigt, wobei sich herausstellt, daß die Beweise wesentlich
kürzer und verständlicher werden [W96], [B95: 78]. Im Folgenden werden alle Aussagen über
wp in äquivalente Aussagen über LP transformiert, analog zum Beweis von Satz 2.28, ohne
daß diese Transformation jedesmal explizit durchgeführt wird. Die Aussagen werden mit wp
formuliert, weil sie in dieser Form später benutzt werden.
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Satz 2.32 (Konjunktivität) [W96]: [ ( , ) ( , ) ( , )]wp P N M wp P N wp P M∧ ≡ ∧ .
Beweis: zu zeigen ist LP P N M LP P N LP P M( , ) ( , ) ( , )∩ = ∩ .
LP P N M( , )∩
= Definition LP
{ : ( ) }s Z f s N MP∈ ⊆ ∩
= Mengenlehre
{ : ( ) ( ) }s Z f s N f s MP P∈ ⊆ ∧ ⊆
= Mengenlehre




Bemerkung: der Vorteil dieser Beweisführung liegt darin, daß N, M und f sP ( )  Mengen sind.
Dadurch kann man elementare Mengenlehre anwenden, ohne sich Gedanken über die Bedeu-
tung der Mengen oder Programmabläufe machen zu müssen. Der Beweis ist kurz, einfach und
formal.
•
Satz 2.33 (Monotonie) [W96]: [ ] [ ( , ) ( , )]N M wp P N wp P M⇒ ⇒ ⇒ .
Beweis: zu zeigen ist ),(),( MPLPNPLPMN ⊆⇒⊆ .
N M⊆
≡ Mengenlehre
N M N∩ =
⇒ Leibniz
LP P N M LP P N( , ) ( , )∩ =
≡ Konjunktivität




Bemerkung: In [Co90: 85] ist dieser Satz folgendermaßen dargestellt [W96/1]:
( ) ( ( , ) ( , ))N M wp P N wp P M⇒ ⇒ ⇒ .
Da hier Prädikate mit freien Variablen verwendet werden, und nach Konvention alle freien
Variablen allquantifiziert sind, ist der Satz mit dem everywhere-Operator so zu lesen:
[( ) ( ( , ) ( , ))]N M wp P N wp P M⇒ ⇒ ⇒ . Dann ist er aber nicht mehr gültig, z.B. für
N true M x P x x≡ ≡ = ≡ = +, , :1 1 ergibt sich [ ]x x= ⇒ =1 0 . An diesem Beispiel sieht man
einen weiteren Vorteil in der Verwendung von Zustandsmengen. Sie enthalten keine freien
Variablen, und bei der Rücktransformation in Prädikate gibt es keine Missverständnisse über
die Platzierung des everywhere-Operators bzw. der Klammerung.
•
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Satz 2.34 (schwache Disjunktivität) [W96]: [ ( , ) ( , ) ( , )]wp P N M wp P N wp P M∨ ⇐ ∨ .
Beweis: zu zeigen ist LP P N M LP P N LP P M( , ) ( , ) ( , )∪ ⊇ ∪ .
LP P N M( , )∪
= Definition LP
{ : ( ) }s Z f s N MP∈ ⊆ ∪
⊇ Mengenlehre
{ : ( ) ( ) }s Z f s N f s MP P∈ ⊆ ∨ ⊆
= Mengenlehre




Bemerkung: Disjunktivität ist nicht analog zu Konjunktivität. Die Disjunktivität ist nur eine
Implikation und keine Äquivalenz. Auf diesen Unterschied kommt man auch hier rein formal
mit elementarer Mengenlehre: ):,,( CABACBACBAMengen ⊆∨⊆⇐∪⊆∀ .
Äquivalenz gilt nur, wenn | |A ≤ 1  oder  B C C B⊆ ∨ ⊆ .
•
Satz 2.35 (Starke Disjunktivität) [W96]: Für deterministische Programme P gilt
[ ( , ) ( , ) ( , )]wp P N M wp P N wp P M∨ ≡ ∨
.
Beweis: zu zeigen ist LP P N M LP P N LP P M( , ) ( , ) ( , )∪ = ∪ .
LP P N M( , )∪
= Definition LP
{ : ( ) }s Z f s N MP∈ ⊆ ∪
= Mengenlehre, | ( )|f sP = 1
{ : ( ) ( ) }s Z f s N f s MP P∈ ⊆ ∨ ⊆
= Mengenlehre




Bemerkung: Zunächst folgt ein Beispiel für die Nicht-Äquivalenz der schwachen Disjunkti-
vität bei nicht deterministischen Programmen.
wp x x x x true( : : , )= ◊ = = ∨ = ≡1 2 1 2 , aber
wp x x x wp x x x false false false( : : , ) ( : : , )= ◊ = = ∨ = ◊ = = ≡ ∨ ≡1 2 1 1 2 2  (Kein Anfangszu-
stand garantiert, daß nach Ausführung der nichtdeterministischen Zuweisung x = 1 gilt. An-
dererseits gilt nach Ausführung der nichtdeterministischen Zuweisung  x x= ∨ =1 2 .).
Auch Programmiersprachen, die scheinbar deterministisch sind, beinhalten im Allgemeinen
impliziten Nichtdeterminismus. Z.B. ist in Ada und anderen imperativen Sprachen die Rei-
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henfolge der Auswertung von Ausdrücken oder aktuellen Parametern nicht festgelegt. Ein
Beispiel für diesen impliziten Nichtdeterminismus ist
function f(p: integer) return integer is
begin
z := z + 1;
return p + 1;
end if;
-- x = y = z = 0
x := f(y) + z;
Der Anfangszustand kann abhängig von der Reihenfolge der Auswertung des Ausdrucks f(y)
+ z zu den beiden Endzuständen x = 1 bzw. x = 2  führen. Der Grund dafür ist hier die glo-
bale Variable z. Man darf also die starke Disjunktivität nur unter der Voraussetzung determi-
nistischer Programme verwenden, insbesondere muß auch impliziter Nichtdeterminismus
ausgeschlossen sein.
Definition 2.36: Zwei Prädikate P und Q heißen vergleichbar, wenn [P⇒Q] oder [Q⇒P] gilt.
Lemma 2.37 (Starke Disjunktivität): Für vergleichbare Prädikate N und M gilt
[ ( , ) ( , ) ( , )]wp P N M wp P N wp P M∨ ≡ ∨ .
Beweis: O.B.d.A. gelte nach der Voraussetzung [ ]N M⇒ .
[ ]N M⇒
≡ Logik
[ ]N M M∨ ≡
⇒ Leibniz




[ ( , ) ( , )]wp P N wp P M⇒
≡ Logik
[ ( , ) ( , ) ( , )]wp P N wp P M wp P M∨ ≡
•
Bemerkung: Das läßt sich auf jede endliche Kette von Prädikaten verallgemeinern.
•
Satz 2.38 (law of the excluded miracle) [G81: 110]: ]),([ falsefalsePwp ≡ .
Beweis: zu zeigen ist LP P( , )∅ = ∅ .
LP P( , )∅
= Definition LP
{ : ( ) }s Z f sP∈ ⊆ ∅
= Mengenlehre
{ : ( ) }s Z f sP∈ = ∅
= Definition Programmfunktion, ( : ( ) )∀ ∈ ≠ ∅s Z f sP
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Bemerkung: Es gibt also keinen Anfangszustand, der zu keinem Endzustand führt, oder an-
ders ausgedrückt, alle Anfangszustände führen zu einem Endzustand. Das gilt also auch für
nicht terminierende oder in einem undefinierten Zustand terminierende Programme. Dann ist
der Endzustand ⊥. Ohne die Erweiterung der Zustandsmenge um ⊥ wäre dieser Satz so nicht
gültig.
•




LP P Z Z( , ) =
≡ Definition LP
{ : ( ) }s Z f s Z ZP∈ ⊆ =
≡ Mengenlehre
{ : ( ) } { : ( ) }s Z f s Z Z s Z f s Z ZP P∈ ⊆ ⊆ ∧ ∈ ⊆ ⊇
≡ Mengenlehre
true s Z f s Z ZP∧ ∈ ⊆ ⊇{ : ( ) }
zu zeigen bleibt also (mit der Definition für normal terminierend)
( : ( )) { : ( ) }∀ ∈ ⊥ ∉ ≡ ⊆ ∈ ⊆s Z f s Z s Z f s ZP P .
⇐:
Z s Z f s Z s Z f sP P⊆ ∈ ⊆ ⇒ ∀ ∈ ⊥ ∉{ : ( ) } ( : ( ))
≡ Mengenlehre
( : { : ( ) }) ( : ( ))∀ ∈ ∈ ∈ ⊆ ⇒ ∀ ∈ ⊥ ∉x Z x s Z f s Z s Z f sP P
≡ Mengenlehre
( : ( ) ) ( : ( ))∀ ∈ ∈ ∧ ⊆ ⇒ ∀ ∈ ⊥ ∉x Z x Z f x Z s Z f sP P
≡ Kontraposition
( : ( )) ( : ( ) )∃ ∈ ⊥ ∈ ⇒ ∃ ∈ ⊄s Z f s x Z f x ZP P
≡ Skolemisierung
( : ( ) ( : ( ) ))∀ ∈ ⊥ ∈ ⇒ ∃ ∈ ⊄s Z f s x Z f x ZP P
≡ mit x s=
( : ( ) ( ) )∀ ∈ ⊥ ∈ ⇒ ∈ ∧ ⊄s Z f s s Z f s ZP P
≡ Logik, Mengenlehre
( : ( ) ( ( ): ))∀ ∈ ⊥ ∈ ⇒ ∃ ∈ ∉s Z f s x f s x ZP P
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≡ mit x = ⊥
( : ( ) ( ) )∀ ∈ ⊥ ∈ ⇒ ⊥ ∈ ∧ ⊥ ∉s Z f s f s ZP P
≡ Logik, Definition Programmfunktion
true
⇒:
( : ( )) { : ( ) }∀ ∈ ⊥ ∉ ⇒ ⊆ ∈ ⊆s Z f s Z s Z f s ZP P
≡ Mengenlehre
( : ( )) ( : { : ( ) })∀ ∈ ⊥ ∉ ⇒ ∀ ∈ ⇒ ∈ ∈ ⊆s Z f s x x Z x s Z f s ZP P
≡ Mengenlehre
( : ( )) ( : ( ) )∀ ∈ ⊥ ∉ ⇒ ∀ ∈ ⇒ ∈ ∧ ⊆s Z f s x x Z x Z f x ZP P
≡ Skolemisierung
( :( : ( )) ( ( ) ))∀ ∀ ∈ ⊥ ∉ ⇒ ∈ ⇒ ∈ ∧ ⊆x s Z f s x Z x Z f x ZP P
≡ portation
( :( : ( )) ( ) )∀ ∀ ∈ ⊥ ∉ ∧ ∈ ⇒ ∈ ∧ ⊆x s Z f s x Z x Z f x ZP P
≡ Logik
( :( : ( )) ( ) )∀ ∀ ∈ ⊥ ∉ ∧ ∈ ⇒ ⊆x s Z f s x Z f x ZP P
⇐ modus ponens
( : ( ) ( ) )∀ ⊥ ∉ ∧ ∈ ⇒ ⊆x f x x Z f x ZP P
≡ Logik, Definition Z, Definition Programmfunktion
( : ( ) ( ) ( ) )∀ ∈ ⊥ ∉ ∧ ⊆ ∧ ⊥ ∉ ⇒ ⊆⊥x Z Z f x Z f x f x ZP P P
≡ 2 mal shuffle
( : ( ) ( ) ( ) )∀ ∈ ⊥ ∉ ∧ ⊄ ∧ ⊥ ∉ ⇒ ⊄ ⊥x Z Z f x Z f x f x ZP P P
≡ Mengenlehre
( : ( : ( ) ) ( ) ( : ( ) ))∀ ∈ ⊥ ∉ ∧ ∃ ∈ ∧ ∉ ∧ ⊥ ∉ ⇒ ∃ ∈ ∧ ∉ ⊥x Z Z y y f x y Z f x s s f x s ZP P P
≡ Skolemisierung, Definition Programmfunktion
( , : ( ) ( ) ( : ( ) { }))∀ ∈ ⊥ ∉ ∧ ∈ ∧ ∉ ∧ ⊥ ∉ ⇒ ∃ ∈ ∧ ∉ ∪ ⊥x Z y Z y f x y Z f x s s f x s ZP P P
≡ Mengenlehre
( , : ( ) ( ) ( : ( ) ))∀ ∈ ⊥ ∉ ∧ ∈ ∧ ∉ ∧ ⊥ ∉ ⇒ ∃ ∈ ∧ ∉ ∧ ≠ ⊥x Z y Z y f x y Z f x s s f x s Z sP P P
≡ ∀-split
( , : ( ) ( ) ( : ( ) ))
( , : ( ) ( ) ( : ( ) ))
∀ ∈ = ⊥ ∧ ⊥ ∉ ∧ ∈ ∧ ∉ ∧ ⊥ ∉ ⇒ ∃ ∈ ∧ ∉ ∧ ≠ ⊥ ∧
∀ ∈ ≠ ⊥ ∧ ⊥ ∉ ∧ ∈ ∧ ∉ ∧ ⊥ ∉ ⇒ ∃ ∈ ∧ ∉ ∧ ≠ ⊥
x Z y y Z y f x y Z f x s s f x s Z s
























)))(:()()(:,( ⊥≠∧∉∧∈∃⇒∉⊥∧∉∧∈∧∉⊥∧⊥≠∈∀ sZsxfssxfZyxfyZyyZx PPP
≡ mit s y=




Bemerkung: Wenn man sichergestellt hat, daß P normal terminiert, kann man also
wp P true( , )  durch true  ersetzen.
Für nicht normal terminierende Programme gilt nicht ]),([ truetruePwp ≡ .
Beweis durch Widerspruch: angenommen, es gilt ]),([ truetruePwp ≡ , also
ZZPLP =),(
≡ Definition LP
{ : ( ) }s Z f s Z ZP∈ ⊆ =










[ ] [ ] [ ( , )] [ ( , )]A B C D B wp P C A wp P D⇒ ∧ ⇒ ∧ ⇒ ⇒ ⇒ .
Beweis: zu zeigen ist M N R S N LP P R M LP P S⊆ ∧ ⊆ ∧ ⊆ ⇒ ⊆( , ) ( , )
M N R S N LP P R M LP P S⊆ ∧ ⊆ ∧ ⊆ ⇒ ⊆( , ) ( , )
⇐ Transitivität von ⊆
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R S M LP P R M LP P S⊆ ∧ ⊆ ⇒ ⊆( , ) ( , )
≡ Definition LP
R S M s Z f s R M s Z f s SP P⊆ ∧ ⊆ ∈ ⊆ ⇒ ⊆ ∈ ⊆{ : ( ) } { : ( ) }
≡ Mengenlehre
( : ( ) ) { : ( ) }∀ ∈ ⊆ ∧ ∈ ∧ ⊆ ⇒ ⊆ ∈ ⊆x M R S x Z f x R M s Z f s SP P
⇐ Transitivität von ⊆
( : ( ) ) { : ( ) }∀ ∈ ∈ ∧ ⊆ ⇒ ⊆ ∈ ⊆x M x Z f x S M s Z f s SP P
≡ Mengenlehre






3.1 Überblick und Begriffsbestimmung
In diesem Kapitel werden für verschiedene Anweisungen Bedingungen, die die Korrektheit
implizieren (Verifikationsbedingungen VCs), dargestellt. Dabei sind die meisten Ergebnisse
nicht neu, sondern die Art und Weise, wie sie erzielt werden. Die Semantik der Anweisungen
P wird nicht durch wp P N( , )  definiert, sondern durch ihre Programmfunktion f sP ( ) .
wp P N( , )  wird dann als Satz formuliert. Die Umsetzung der verbalen Semantikbeschreibung
einer Anweisung P in wp P N( , )  ist nicht so klar und intuitiv einleuchtend wie die Umsetzung
der verbalen Semantikbeschreibung einer Anweisung P in f sP ( ) . Der tiefere Grund dafür ist
wahrscheinlich, daß die verbalen Semantikbeschreibungen, wie sie in den meisten Program-
miersprachen vorherrschen, vorwärts gerichtet sind. Sie sagen, was gemacht wird, und zwar
in der zeitlichen Reihenfolge. Die Funktion wp ist eher rückwärts gerichtet und daher nicht so
anschaulich. Das wird in den folgenden Abschnitten deutlich. In [B95: 75-76] werden, ausge-
hend von einer verbalen, informellen Semantikbeschreibung, zwei Funktionen wp und wp
definiert, die eine Formalisierung der informellen Semantikbeschreibung darstellen. Dann
wird gezeigt, daß diese beiden Definitionen äquivalent sind [B95: 80]. Hier wird, ausgehend
von einer verbalen, informellen Semantikbeschreibung, die Semantik einer Anweisung durch
die Definition der Programmfunktion formalisiert. Die wp-Funktion wird als Satz formuliert,
wobei ihr Beweis die Programmfunktion benutzt.
Zudem wird die explizite Typprüfung bei der Zuweisung eingeführt (Abschnitt 3.2.2), das
Substitutionslemma für wp formuliert (Abschnitt 3) und eine neue VC für For-Schleifen vor-
gestellt (Abschnitt 3.4.2). Die Korrektheit von Schleifen wird durch eine Konjunktion von 5
(bei While-Schleifen, Abschnitt 3.4.1) bzw. 4 Bedingungen (bei For-Schleifen, Abschnitt
3.4.2), in denen eine Invariante und Terminierungsfunktion (bei While-Schleifen) vorkom-
men, impliziert. Es wird  formal gezeigt, daß auch die Umkehrung dieser Implikation (bis auf
eine in der Praxis unbedeutende Ausnahme) gilt (Abschnitte 3.4.1 und 3.4.2). Anhand von 5
Beispielen wird gezeigt, daß zum Beweis der Korrektheit tatsächlich alle 5 Bedingungen not-
wendig sind. Es folgt ein Vergleich von 4 in der Literatur vorkommenden Vorbedingungen
für Prozeduraufrufe (Abschnitt 3.4.3.2). Außerdem werden leistungsfähige VCs für Schleifen
im Kontext einer umgebenden Anweisung (Abschnitt 3.4.4) und rekursive Prozeduren vorge-
stellt (Abschnitt 3.4.5). Eine Schleife im Kontext einer umgebenden Anweisung ist z.B. eine
Schleife, die im Then-Teil eines If-Statement vorkommt (dann ist die umgebenden Anwei-
sung das If-Statement) oder eine innere Schleife bei geschachtelten Schleifen (dann ist die
umgebenden Anweisung die äußere Schleife).
Nach Satz 2.28 ist ein Programm P bezüglich einer Spezifikation (V, N) genau dann korrekt,
wenn [ ( , )]V wp P N⇒  gilt. Für den Korrektheitsnachweis sind im Wesentlichen also 2
Schritte erforderlich:
1. Berechnung des Prädikates wp P N( , )
2. Überprüfung, ob die Implikation gilt
Die 2 Schritte müssen in der angegebenen Reihenfolge durchgeführt werden. Der 2. Schritt
kann vollständig oder teilweise von einem automatischen Beweiser durchgeführt werden und
ist nicht Gegenstand dieser Arbeit. Die Berechnung des Prädikates wp P N( , )  ist abhängig
von P nicht immer möglich. Daher ist ein allgemeineres Vorgehen die Verwendung einer Ve-
rifikationsbedingung VC. Das ist ein Prädikat, das die Korrektheit impliziert.
3 Verifikationsbedingungen
31
Definition 3.1: Für ein Programm P und eine Spezifikation (V, N) ist eine exakte Verifikati-
onsbedingung VC das Prädikat )],([ NPwpV ⇒ .
•
Da wp P N( , )  nicht immer berechnet werden kann, wie z.B. für Schleifen und Prozeduraufru-
fe, muß man in diesen Fällen eine andere VC benutzen, die stärker als )],([ NPwpV ⇒  ist.
Definition 3.2: Ein Prädikat VC, für das )]],([[ NPwpVVC ⇒⇒  gilt, ist eine approximierte
VC.
•
Bemerkung: Natürlich ist man daran interessiert, eine möglichst schwache VC zu benutzen,
so daß man false nicht verwenden wird. Es kann auch sein, daß eine approximierte VC nicht
nur die Korrektheit impliziert (was natürlich für jede approximierte VC gezeigt werden muß),
sondern sogar zur Korrektheit äquivalent ist. Das kann aber nicht entschieden werden, wenn
wp P N( , )  nicht berechnet werden kann.
•
Für eine approximierte VC gilt nur VC ⇒ Korrektheit und nicht unbedingt die umgekehrte
Richtung. Das bedeutet, daß man in so einem Fall ein korrektes Programm möglicherweise
nicht beweisen kann. Ein Beispiel dafür befindet sich im Beweis von Satz 3.34, Teil 3 und
Beispiel 7 von Abschnitt 3.4.3.2. Es kann aber nicht sein, daß man ein nicht korrektes Pro-
gramm beweisen kann. Zunächst werden die Programme P betrachtet, für die wp P N( , )  be-
rechnet werden kann.
3.2 Exakte Verifikationsbedingungen
Für das Null-Statement, die Zuweisung (unter gewissen Voraussetzungen) sowie das If- und
Case-Statement und die nichtdeterministische Auswahl gibt es eine exakte VC. Im Folgenden
bezeichnet N eine Nachbedingung und M C N: ( )= −1 .
3.2.1 Null-Statement
Das Null-Statement null macht nichts, es wird keine Variable geändert. Die Wirkung von
null ist also: jeder Zustand s bleibt unverändert, also
 ( : ( ) { })∀ ∈ =s Z f s sNull .
Lemma 3.3 (Null-Regel): NNNullwp ≡),( .
Beweis: zu zeigen ist LP Null M M( , ) =  für M Z⊆
LP Null M( , )
= Definition LP
{ : ( ) }s Z f s MNull∈ ⊆
= Definition Programmfunktion, Mengenlehre
{ : }s Z s M∈ ∈
zu zeigen bleibt M s Z s M= ∈ ∈{ : } :
M s Z s M= ∈ ∈{ : }
≡ Mengenlehre




( : )∀ ∈ ≡ ∈ ∧ ∈x x M x Z x M
≡ Logik
( :( ) ( ))∀ ∈ ⇒ ∈ ∧ ∈ ∧ ∈ ∧ ∈ ⇒ ∈x x M x Z x M x Z x M x M
≡ Logik






Bemerkung: Hier wurde die Null-Regel postuliert und ihre Korrektheit ohne verbale Be-
schreibung rein formal bewiesen. Man kann die Null-Regel auch als Definition des Null-
Statements auffassen. Hier wurde das Null-Statement durch seine Programmfunktion definiert
und daraus die Null-Regel postuliert und bewiesen. Diese Definition spiegelt die verbale De-
finition (kein Zustand wird geändert) genauer wider als die Definition durch wp. Das wird bei
der Zuweisung noch deutlicher.
•
3.2.2 Zuweisung
Die Wertzuweisung v := e setzt die Variable v auf den Wert des Ausdrucks e (Falls v vor der
Zuweisung definiert war und den gleichen Wert wie e hatte, wird der Wert von v nicht geän-
dert. Hier soll aber der allgemeinere Fall, daß e vor der Zuweisung einen beliebigen Wert hat,
betrachtet werden). Die Wertzuweisung soll keinen Seiteneffekt bewirken, d.h. es soll nur der
Wert der Variablen v geändert werden und die Werte aller anderen Variablen bleiben unver-
ändert. Falls Seiteneffekte auftreten, ist die folgende Herleitung der Zuweisungsregel und
damit die Zuweisungsregel selbst nicht gültig. Weiterhin soll die Auswertung des Ausdrucks e
normal terminieren, d.h. nicht zu einem undefinierten Zustand oder einer Endlosschleife füh-
ren. Das kann z.B. bei Division durch 0, durch einen Index-out-of-range-error bei einem
Arrayzugriff, durch einen arithmetischen Überlauf oder Auswertung einer Funktion passieren.
Seiteneffekte bei der Wertzuweisung sind eine Quelle des impliziten Nichtdeterminismus.
Eine andere Quelle ist eine nicht initialisierte Variable im Ausdruck e. Diese kann zu einem
undefinierten Zustand oder zu einem definierten Zustand mit beliebigem Wert für v führen.
Aus diesem Grund sollen alle Variablen in e initialisiert sein, d.h. vor Auswertung von e ist
das Programm in einem definierten Zustand. Unter diesen Voraussetzungen gilt für die Pro-
grammfunktion der Zuweisung
( : ( ) { }):∀ ∈ ==s Z f s sv e ev .
Dabei ist se
v
 derselbe Zustand wie s bis auf die Stelle v, an der der Wert von e im Zustand s
angenommen wird, formal:
























Beispiel: s x y= (( , ),( , ))1 2  , v x=  , e x y= + . sev  ist derselbe Zustand wie s bis auf die Stelle
x. An der Stelle y steht also der Wert 2. An der Stelle x steht der Wert von x y+  im Zustand
s, also 3. Damit ist s x yx yx+ = (( , ),( , ))3 2 . Nach Definition 3.4 ist s y s yx yx+ =( ) ( )  und
s x x y x yx y
x
s x s y
x y x y
+ = + = + =( ) ( ) ( )( ), ( ), ,,1 2 3 .
•
Lemma 3.5 (Zuweisungsregel): veNNevwp ≡= ),:( .
Beweis:
wp v e N( : , )=
≡ Definition wp
C LP v e C N( ( : , ( )))= −1
≡ Definition LP
C s Z f s C Nv e({ : ( ) ( )}):∈ ⊆= −1
≡ Definition evf =: , Mengenlehre
C s Z s C Ne
v({ : ( )})∈ ∈ −1
zu zeigen bleibt [ ({ : ( )}) ]C s Z s C N Nev ev∈ ∈ ≡−1 .
[ ({ : ( )}) ]C s Z s C N Nev ev∈ ∈ ≡−1
≡ Äquivalenz von Prädikaten
( : ({ : ( )})( ) ( ))∀ ∈ ∈ ∈ ≡−t Z C s Z s C N t N tev ev1
≡ Definition Charakteristisches Prädikat
( : { : ( )} ( ))∀ ∈ ∈ ∈ ∈ ≡−t Z t s Z s C N N tev ev1
≡ Mengenlehre
( : ( ) ( ))∀ ∈ ∈ ∧ ∈ ≡−t Z t Z t C N N tev ev1
≡ Definition 3.4
( : ( ) ( ) )( ), , ( ), ,∀ ∈ ∈ ∧ ∈ ≡−t Z t Z t C N Nev ev t v t vnv vn1 11 KK
≡ Mengenlehre
( :{ } { } ( ) ( ) )( ), , ( ), ,∀ ∈ ⊆ ∧ ⊆ ≡−t Z t Z t C N Nev ev t v t vnv vn1 11 KK
≡ Isomorphie
( :[ ({ }) ( )] [ ({ }) ( ( ))] ( ) )( ), , ( ), ,∀ ∈ ⇒ ∧ ⇒ ≡−t Z C t C Z C t C C N Nev ev t v t vnv vn1 11 KK
≡ Isomorphie




( :[ ({ }) ] ( ) )( ), , ( ), ,∀ ∈ ⇒ ≡t Z C t N Nev ev t v t vnv vn11 KK
≡ Definition Charakteristisches Prädikat
( :[ ( ) ( ) ] ( ) )( ), , ( ), , ( ), , ( ), ,∀ ∈ = ∧ ∧ = ∧ = ⇒ ≡t Z v t v v t v v e N Nn n t v t vnv vn ev t v t vnv vn1 1 11 11L KK KK
≡ Substitution




t v t vn
v vn














( : )( ), , ( ),, , , ( ), , ( ),, , ,( ), , ( ), , ( ), , ( ), ,∀ ∈ ≡t Z N Nt v t vn e
v vn v
t v t vn e
v vn v
t v t vn
v vn




















Die Zuweisungsregel gilt unter den oben verbal genannten Voraussetzungen. Einige dieser
verbalen Voraussetzungen kann man formalisieren und in die Zuweisungsregel aufnehmen.
1. Die Auswertung von e soll nicht in einen undefinierten Zustand führen bedeutet, daß
der Wert des Ausdrucks zum Typ der Variablen v paßt. Ein undefinierter Zustand bei
Auswertung eines Integerausdrucks kann bei Überlauf und Division durch 0 entste-
hen (damit ist auch mod und rem eingeschlossen). Andere partielle ganzzahlige
Funktionen werden durch den nächsten Punkt subsumiert.
2. Die Auswertung eines Ausdrucks e kann zu einer Endlosschleife führen, falls e einen
Funktionsaufruf enthält. Daher soll e keinen Funktionsaufruf enthalten. Man kann
durch Einführung von Hilfsprozeduren und -variablen einen Ausdruck immer funkti-
onsfrei machen (siehe Abschnitt 3.4.3.1). Dadurch kann zwar die Auswertung von e
nicht zu einer Endlosschleife führen, die Endlosschleife wird aber in die der Funktion
entsprechenden Prozedur verlagert.
3. Alle Variablen sollen einen definierten Wert haben. Das kann dadurch erreicht wer-
den, daß jede Variable bei ihrer Definition initialisiert wird (siehe auch Definition
2.15 (Zustand), letzter Satz und anschließendes Beispiel).
Die Punkte 2 und 3 können rein syntaktisch geprüft werden. Punkt 1 kann durch die Typbe-
dingung sichergestellt werden.
Definition 3.6 (Typbedingung): Für eine Wertzuweisung v := e ist die Typbedingung
T ev ( )  das Prädikat vWe ∈ .
•
Damit ergibt sich für die Zuweisungsregel: )(),:( eTNNevwp vve ∧≡= .
Beispiel:
x: Int8; -- Int8 = [-128, 127]
:
x := -x;
-- x ≥ 0
wp x x x( : , )= − ≥ 0
≡ Zuweisungsregel




x x≤ ∧ ≥ ≥ −0 128 127
≡ Arithmetik
− ≤ ≤127 0x
•
Eine Zuweisung a(i) := e eines Ausdrucks e zu einer Arraykomponente a i( )  ändert den
Wert der Arrayvariablen a nur an der Stelle i unter der Voraussetzung, daß die Auswertung
des Ausdrucks i normal terminiert und keine Seiteneffekte verursacht. Die Zuweisung kann
daher auch in der Form a ae
i:=  dargestellt werden, wobei die Variable auf der linken Seite
und der Ausdruck auf der rechten Seite vom Typ Funktion sind. iea  ist dieselbe Funktion wie
a außer an der Stelle i, wo der Wert e angenommen wird, entsprechend der Notation ]/[ tsf
von [SL87: 5]. Damit braucht man keine spezielle Regel für diese Zuweisung. Sie ergibt sich
aus der Regel für die Zuweisung zu einer einfachen Variablen. Die Anweisung terminiert
normal, wenn die Auswertungen der Ausdrücke i und e normal terminieren, i im Indextyp von
a liegt und e im Komponententyp von a liegt. Für die Programmfunktion gilt
( : ( ) { })( ):∀ ∈ ==s Z f s sa i e aaei .
Die Zuweisungsregel ist a
aie
NNeiawp ≡= ),:)(( . Mit der Typbedingung ergibt sich
)()(),:)(( iTeTNNeiawp IaKaaaie ∧∧≡= .
Dabei ist TKa  der Komponententyp von a und TIa  der Indextyp von a. Die Regel gilt auch für
mehrdimensionale Arrays.
Beispiele:




-- a(j) = 0











subtype Ind2 is natural range 0..4;




a(i+1,j) := i + j;
-- a(j,0) ≥ i















Ähnlich wie Zuweisungen zu Arraykomponenten kann man Zuweisungen zu Recordkompo-
nenten a.r := e behandeln. Da die Bezeichner der Recordkomponenten statisch sind, erge-
ben sich jedoch 2 Vereinfachungen:
1. Die Prüfung, ob r eine Komponente von a ist, wird von jedem Compiler geprüft und
muß nicht als Typbedingung formuliert werden.
2. Bei der Berechnung der schwächsten Vorbedingung muß keine Fallunterscheidung
gemacht werden.
Zuweisungen zu Recordkomponenten kann man daher wie Zuweisungen zu einfachen Varia-
blen behandeln. Damit sind auch Zuweisungen zu einer Variable mit einem Selektor, d.h. ei-
ner Sequenz von Indizes und Recordkomponenten, zulässig.
Beispiel (a ist eine Spezifikationsvariable):
subtype Ind is positive range 1..10;
type st is record
left, right: Int8;
end record;
type vt is array(Ind) of st:








b(i, j).v(3).left := 0;













Die Wirkung der Sequenz 2;1 PP  von 2 Programmen P1 und P2 wird wieder über ihre Pro-
grammfunktion definiert. Alle Endzustände von P1 sind Anfangszustände von P2. Jeden die-
ser Zustände bildet P2 auf eine Menge von Endzuständen von 2;1 PP   ab. Da die Programm-












Lemma 3.7 (Sequenzregel): Falls P1 normal terminiert, gilt
))],2(,1(),2;1([ NPwpPwpNPPwp ≡
.
Beweis: zu zeigen ist )),2(,1(),2;1( MPLPPLPMPPLP =
)),2(,1(),2;1( MPLPPLPMPPLP =
≡ Definition LP
{ : ( ) } { : ( ) { : ( ) }};s Z f s M s Z f s t Z f t MP P P P∈ ⊆ = ∈ ⊆ ∈ ⊆1 2 1 2
≡ Mengenlehre
( : { : ( ) } { : ( ) { : ( ) }});∀ ∈ ∈ ⊆ ≡ ∈ ∈ ⊆ ∈ ⊆x x s Z f s M x s Z f s t Z f t MP P P P1 2 1 2
≡ Mengenlehre
( : ( ) ( ) { : ( ) });∀ ∈ ∧ ⊆ ≡ ∈ ∧ ⊆ ∈ ⊆x x Z f x M x Z f x t Z f t MP P P P1 2 1 2













( : ( ( ): ( ) ) ( ( ): ( ) ))∀ ∈ ∧ ∀ ∈ ⊆ ≡ ∈ ∧ ∀ ∈ ∈ ∧ ⊆x x Z t f x f t M x Z y f x y Z f y MP P P P1 2 1 2
≡ P1 terminiert normal
true
•
Die Sequenzregel gilt für mehrere Anweisungen PnP ;;1K  entsprechend:
wp P Pn N( ; , )1K
≡ Sequenzregel










x := x + y;
y := x - y;
x := x - y;
-- x = a ∧ y = b
wp x x y y x y x x y x a y b( : ; : ; : , )= + = − = − = ∧ =
≡ Sequenzregel
wp x x y wp y x y wp x x y x a y b( : , ( : , ( : , )))= + = − = − = ∧ =
≡ Zuweisungsregel
wp x x y wp y x y x y a y b x y( : , ( : , ))= + = − − = ∧ = ∧ − ≤ − ≤128 127
≡ Zuweisungsregel, Arithmetik
wp x x y y a x y b y x y( : , )= + = ∧ − = ∧ − ≤ ≤ ∧ − ≤ − ≤128 127 128 127
≡ Zuweisungsregel, Arithmetik
y a x b y x x y= ∧ = ∧ − ≤ ≤ ∧ − ≤ ≤ ∧ − ≤ + ≤128 127 128 127 128 127
≡ Definition von x und y




Die Ausführung des If-Statements if b then P1 else P2 end if  (IF) besteht zunächst in
der Auswertung des Booleschen Ausdrucks b. Falls diese Auswertung normal terminiert und
true ergibt, wird P1 ausgeführt. Falls die Auswertung normal terminiert und false ergibt, wird
P2 ausgeführt. Falls diese Auswertung nicht normal terminiert, terminiert auch das If-
Statement nicht normal. Unter der Voraussetzung, daß die Auswertung des Booleschen Aus-
drucks b normal terminiert, gilt somit: wenn IF im Zustand s gestartet wird und b s( )  gilt, ist
die Endzustandsmenge f sP1( ) . Wenn IF im Zustand s gestartet wird und b s( )  nicht gilt, ist
die Endzustandsmenge f sP2 ( ) . Wegen )))((()( 1 ZsbCsb =≡ −  gilt also für die Programm-
funktion
( : ( ) ( ( )) ( ) ( ( )) ( ))∀ ∈ = ∩ ∪ ∩− −s Z f s C b s f s C b s f sIF P P1 1 1 2 .
Wenn b s( )  gilt, ergibt der Schnitt von f sP1( )  mit Z  f sP1( )  und der Schnitt von f sP2 ( )  mit
Z  ∅, so daß in diesem Fall f s f sIF P( ) ( )= 1  ist (und umgekehrt).
Lemma 3.8 (If-Regel): Mit IF :≡ if b then P1 else P2 end if; und normaler Terminie-
rung der Auswertung des Boolschen Ausdrucks b gilt
)],2(),1(),([ NPwpbNPwpbNIFwp ∧¬∨∧≡ .
Beweis: zu zeigen ist LP IF M C b LP P M C b LP P M( , ) ( ) ( , ) ( ) ( , )= ∩ ∪ ¬ ∩− −1 11 2




{ : ( ) }s Z f s MIF∈ ⊆
= Definition f IF
{ : ( ( )) ( ) ( ( )) ( ) }s Z C b s f s C b s f s MP P∈ ∩ ∪ ∩ ⊆− −1 1 1 2
= Z-split ( Z C b s C b s= ∪− −1 1( ( )) ( ( )) )
{ ( ( )): ( ( )) ( ) ( ( )) ( ) }
{ ( ( )): ( ( )) ( ) ( ( )) ( ) }
s C b s C b s f s C b s f s M
s C b s C b s f s C b s f s M
P P
P P
∈ ∩ ∪ ∩ ⊆ ∪












{ ( ( )): ( ) } { ( ( )): ( ) }s C b s f s M s C b s f s MP P∈ ⊆ ∪ ∈ ⊆− −1 1 1 2
= Mengenlehre, Logik
C b s Z f s M C b s s Z f s MP P− −∩ ∈ ⊆ ∪ ∩ ∈ ⊆1 1 1 2( ) { : ( ) } ( ( )) { : ( ) }
= Definition LP
C b LP P M C b LP P M− −∩ ∪ ¬ ∩1 11 2( ) ( , ) ( ) ( , )
•
Die normale Terminierung der Auswertung des Booleschen Ausdrucks b wird durch bool b( )
bezeichnet. Damit ergibt sich wp IF N bool b b wp P N b wp P N( , ) ( ) ( ( , ) ( , ))≡ ∧ ∧ ∨ ¬ ∧1 2 . Das
If-Statement ohne else erhält man aus IF durch Ersetzung von P2 durch null. Damit erhält
man
wp if b then P end if N( , )
≡ If-Regel
bool b b wp P N b wp NULL N( ) ( ( , ) ( , ))∧ ∧ ∨ ¬ ∧1
≡ Null-Regel




if 127/x < 0 then x := -x; end if;
-- x ≥ 0
wp IF x( , )≥ 0
≡ If-Regel, Zuweisungsregel
bool x x x x x x( / ) ( / / )127 0 127 0 0 128 127 127 0 0< ∧ < ∧ − ≥ ∧ − ≤ − ≤ ∨ ≥ ∧ ≥
≡ Arithmetik
x x x x x x≠ ∧ < ∧ ≤ ∧ ≥ ≥ − ∨ > ∧ ≥0 0 0 128 127 0 0( )
≡ Arithmetik, Definition von x
− ≤ < ∨ < ≤127 0 0 127x x
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Das folgende Beispiel zeigt die Verifikation einer If-Anweisung mit Hilfe von FPP.
Eingabe:
--!pre: -127<=x and x <= 127 and x = Kx;
   if x<0 then x := -x; end if;
--!post: -128<=x and x <= 127 and x = Abs(Kx);
Ausgabe:
FPP (Frege Program Prover) University of Jena, Germany
User: 141.35.14.243       At: 98-3-3, 10:55
The answer to your query is:
--!pre       : (-127 <= x AND x <= 127 AND x = kx)
--> wp       :     (0 >= 1 + x AND -128 <= -x AND -x <= 127 AND -x = Abs(kx))
-->             OR (0 <= x AND -128 <= x AND x <= 127 AND x = Abs(kx))
--> vc       :      (-127 <= x AND x <= 127 AND x = kx)
-->            ==>     (0 >= 1 + x AND -128 <= -x AND -x <= 127 AND -x = Abs(kx))
-->                 OR (0 <= x AND -128 <= x AND x <= 127 AND x = Abs(kx))
--> Result: proved
IF x < 0 THEN
   x := -x;
end if;
--!post      : (-128 <= x AND x <= 127 AND x = Abs(kx))
3.2.4.2 Case-Statement
Das Case-Statement CASE ist eine Verallgemeinerung des If-Statements. Es hat folgende
Form (in Ada-Syntax):
case e is
when C1 => P1;
:
when Cn => Pn;
end case;
Die Ci  sind die Vergleichsausdrücke. Sie bestehen aus einer durch | getrennten Liste von sta-
tischen Ausdrücken bzw. statischen Bereichen:
Ci  ::= Di1 ‘|’ ... ‘|’ Din
Dij ::= Kij | UGij ‘..’ OGij
e ist ein diskreter Ausdruck. Kij , UGij  und OGij  sind statische Ausdrücke von gleichem
Typ wie e. Zu jedem Ci  gibt es den charakteristischen Vergleichsausdruck CVAi . Er ist defi-













Die Ci  bilden eine Partition des Typs von e, d.h. sie sind paarweise disjunkt und schöpfen den
Typ von e aus, formal
( : ( ) ( )) ( , : : ( : ( ) ( )))∀ ∈ ∨ ∨ ∧ ∀ ≤ < ≤ ¬ ∃ ∈ ≡s Z CVA s CVA s i j i j n s Z CVA s CVA sn i j1 1L .
Zur Ausführung von CASE wird zunächst e im aktuellen Zustand s ausgewertet. Falls die
Auswertung von e normal terminiert und CVA si ( )  gilt, wird Pi  ausgeführt. Wegen der Parti-
tionierung gilt immer genau ein CVA si ( ) . Falls die Auswertung von e nicht normal terminiert,
terminiert auch CASE nicht normal. Unter der Voraussetzung, daß die Auswertung des Aus-
drucks e normal terminiert, gilt somit (mit analoger Argumentation wie bei IF)
))()()()()(:( 1111 sfCVACsfCVACsfZs PnnPCASE ∩∪∪∩=∈∀ −− L
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Für ein Case-Statement mit others ist C othersn ≡   und CVA CVA CVAn n≡ ¬ ∨ ∨ −( )1 1L .
Lemma 3.9 (Case-Regel): Unter der Voraussetzung, daß die Auswertung des Ausdrucks e
normal terminiert, gilt ),(),1(),( 1 NPnwpCVANPwpCVANCASEwp n ∧∨∨∧≡ L .
Beweis: zu zeigen ist (mit CVM C CVA si i: ( ( ))= −1  (charakteristische Vergleichsmenge))
LP CASE M C CVA LP P M C CVA LP Pn Mn( , ) ( ) ( , ) ( ) ( , )= ∩ ∪ ∪ ∩− −1 1 11 L .
LP CASE M( , )
= Definition LP
{ : ( ) }s Z f s MCASE∈ ⊆
= Definition f CASE
{ : ( ) ( ) }s Z CVM f s CVM f s MP n Pn∈ ∩ ∪ ∪ ∩ ⊆1 1 L
= Z-split
{ : ( ) ( ) }
{ : ( ) ( ) }
s CVM CVM f s CVM f s M
s CVM CVM f s CVM f s M
P n Pn
n P n Pn
∈ ∩ ∪ ∪ ∩ ⊆ ∪






= Mengenlehre, Logik, CVMi  bilden Partition von Z
{ : ( ) } { : ( ) }s CVM f s M s CVM CVM f s MP n n Pn∈ ⊆ ∪ ∪ ∈ ∩ ⊆1 1 L
= Mengenlehre, Logik
CVM s Z f s M CVM s Z CVM f s MP n n Pn1 1∩ ∈ ⊆ ∪ ∪ ∩ ∈ ∩ ⊆{ : ( ) } { : ( ) }L
= Definition LP
C CVA LP P M C CVA LP Pn Mn
− −∩ ∪ ∪ ∩1 1
11( ) ( , ) ( ) ( , )L
•
Mit der Prüfung auf normale Terminierung der Auswertung von e ergibt sich






when -128 .. -1 => s := -1;
when 0 => s := x;
when 1 .. 127 => s := 1;
end case;
-- s*x ≥ 0
)0*,( ≥xsCASEwp
≡ Case-Regel
T x x x
x x x x x
( ) (
)
∧ − ≤ ≤ − ∧ − ≥ ∧ ≤ − ≤ ∨
= ∧ ≥ ∧ ≤ ≤ ∨ ≤ ≤ ∧ ≥ ∧ ≤ ≤
128 1 0 0 1 127








Die While-Schleife while b loop P end loop (LOOP) wird folgendermaßen ausgeführt:
zunächst wird der Boolesche Ausdruck b ausgewertet. Falls die Auswertung normal terminiert
und false ergibt, wird nichts gemacht. Falls die Auswertung normal terminiert und true ergibt,
wird der Schleifenrumpf P ausgeführt und die ganze Schleife erneut ausgeführt. Damit ist
[B95: 76]
LOOP ≡ if b then P; LOOP; end if; und mit B C b: ( )= −1  gilt
LP LOOP M( , )
≡ If- und Sequenz-Regel
B M B LP P LP LOOP M∩ ∪ ∩ ( , ( , ))
Die unbekannte Menge LP LOOP M( , )  kommt in der Gleichung sowohl auf der linken Seite
als auch implizit auf der rechten Seite als Teil eines Ausdrucks vor. LP LOOP M( , )  ist daher
ein Fixpunkt der Funktion
g M
Z Z:2 2a
g S B M B LP P SM ( ) ( , )= ∩ ∪ ∩
unter der Voraussetzung, daß ein solcher existiert. In [B95: 77] wird die wp bzw. LP der
While-Schleife als kleinster Fixpunkt definiert. Hier wird, wegen der prinzipiell anderen Vor-
gehensweise bei der Einführung der wp- bzw. LP-Funktion als in [B95] (siehe auch Einlei-
tung von Abschnitt 3), dieses als Satz formuliert (Satz 3.16), der natürlich bewiesen werden
muß. Die folgenden Lemmata werden zum Beweis dieses Satzes benötigt.
Lemma 3.10 (Fixpunkt): Die Funktion g M  besitzt einen Fixpunkt.
Beweis: Eine monotone Funktion auf einem vollständigen Verband besitzt einen Fixpunkt
[B95: 30]. Da der Teilmengenverband ( , , , , , , )2Z Z⊆ ∩ ∪ ∅  vollständig ist, muß nur noch die
Monotonie gezeigt werden, also A D g A g DM M⊆ ⇒ ⊆( ) ( ) :
g AM ( )
= Definition g M
B M B LP P A∩ ∪ ∩ ( , )
⊆ Voraussetzung, Monotonie von LP, Mengenlehre
B M B LP P D∩ ∪ ∩ ( , )
= Definition g M




Da die Menge der Fixpunkte selbst einen vollständigen Verband bildet [B95: 30], hat g M
auch einen kleinsten Fixpunkt gµ . Falls g M  stetig ist, kann man gµ  konstruieren. Falls die
Definitions- bzw. Wertemenge von g M  nur endliche Ketten enthält, ist die Stetigkeit gleich-
bedeutend mit der  Monotonie [SL87: 77]. Da Z und damit 2Z  endlich ist, ist g M  stetig. Für








Lemma 3.11: { ( ), }g iMi ∅ ≥ 0  ist eine monotone endliche Kette.
Beweis: zu zeigen ist ( : ( ) ( ))∀ ≥ ∅ ⊆ ∅+i g gMi Mi0 1  durch Induktion über i:
i = 0 : g gM M
0 1( ) ( )∅ = ∅ ⊆ ∅
1+→ ii : unter der Induktionsvoraussetzung )()( 1 ∅⊆∅ +iMiM gg  (die Aussage gilt für i) ist zu






= Definition g M
B M B LP P g M
i∩ ∪ ∩ ∅( , ( ))
⊆ Monotonie
B M B LP P g M
i∩ ∪ ∩ ∅+( , ( ))1
= Definition g M
g M
i+ ∅2 ( )
Die Endlichkeit der Kette wird durch die Endlichkeit von Z impliziert.
•
Daß gµ ein Fixpunkt von g M  ist, wird explizit durch Einsetzen gezeigt.
Lemma 3.12: gggM µµ =)( .
Beweis:
)( ggM µ
= Definition g M
),( gPLPBMB µ∩∪∩
= Konstruktion gµ
B M B LP P g M
i
i
∩ ∪ ∩ ∅
≥
( , ( ))
0
U







































= wegen g M












Zum Beweis, daß LP LOOP M( , )  der kleinste Fixpunkt ist und kein anderer, benötigt man
noch einige Vorbereitungen. Zunächst wird Z in m + 2  Teilmengen Zk  von Zuständen auf-
geteilt, so daß LOOP nach Start in einem dieser Zustände nach höchstens k Iterationen termi-
niert. Wegen der Endlichkeit von Z kann es nur endlich viele Teilmengen geben. Die Zustän-
de, die keine Terminierung garantieren, kommen in eine extra Menge Z
∞
. Wegen Nichtde-
terminismus ist es möglich, daß LOOP bei gleichem Startzustand nach verschieden vielen
Iterationen terminiert oder einmal terminiert und einmal nicht.














































= wegen Z Zk ⊆
Z
•
Wenn LOOP in einem Zustand gestartet wird, der Terminierung nach höchstens k + 1 Iterati-
onen garantiert, dann ist nach einer Iteration die Terminierung nach höchstens k Iterationen
garantiert und umgekehrt.




s Z s Z f s Zk P k∈ ≡ ∈ ∧ ⊆+1 ( )
≡ Definition Zk , Mengenlehre
s Z f s B M s Z t Z t f s t ZP P kk∈ ∧ ⊆ ∩ ≡ ∈ ∧ ∀ ∈ ∈ ⇒ ∈+1 ( ) ( : ( ) )










≡ Mengenlehre, Definition Zk




Satz 3.16 (While-Regel): gMLOOPLP µ=),(  .
Beweis: ),( MLOOPLPg ⊆µ  gilt, weil LP LOOP M( , )  ein Fixpunkt ist, die Menge der Fix-
punkte ein vollständiger Verband ist und gµ  der kleinste Fixpunkt ist.
gMLOOPLP µ⊆),( : dieser Teil besagt, daß LP LOOP M( , )  tatsächlich der kleinste Fix-
punkt ist und damit kein anderer sein kann. (Denn wäre LP LOOP M( , )  ein anderer Fixpunkt,
müßte LP LOOP M( , )  eine echte Obermenge von gµ  sein. Aber eine Menge kann nicht
gleichzeitig Teilmenge und echte Obermenge einer anderen Menge sein.)
gMLOOPLP µ⊆),(
≡ Definition von LP
gMsfZs LOOP µ⊆⊆∈ })(:{









≡ Mengenlehre, { : ( ) }s Z f s MLOOP∈ ⊆ = ∅∞
)})(:{:0:( gMsfZsmkk LOOPk µ⊆⊆∈≤≤∀

































Das wird durch Induktion über m bewiesen.


























































































































⇐ Lemma 3.15, Mengenlehre
))})(:)(()(:{:10:( gMtfsftZsfBsmkk LOOPPkp µ⊆⊆∈∀∧⊆∈−≤≤∀
≡ Mengenlehre




))))(:)(()(:(:10:( gxMtfxftZxfBxxmkk LOOPPkp µ∈⇒⊆∈∀∧⊆∧∈∀−≤≤∀
⇐ Induktionsvoraussetzung für f t MLOOP ( ) ⊆  (wegen t f xP∈ ( ) , kp Zxf ⊆)(  und k m< )
))):)(()(:(:10:( gxgtxftZxfBxxmkk Pkp µµ ∈⇒∈∈∀∧⊆∧∈∀−≤≤∀


















≡ Mengenlehre, Definition g M
)))))(,(:1()()(:(:10:( 1 ∅∩∪∩∈≥∃⇒⊆∧⊆∧∈∀−≤≤∀ −iMPkp gPLPBMBxigxfZxfBxxmkk µ
≡ Mengenlehre, Logik, Definition Mg
)))))(,(:1()()(:(:10:( 1 ∅∈≥∃⇒⊆∧⊆∧∈∀−≤≤∀ −iMPkp gPLPxigxfZxfBxxmkk µ
≡ Definition LP
))))()(:1()()(:(:10:( 1 ∅⊆∧∈≥∃⇒⊆∧⊆∧∈∀−≤≤∀ −iMPPkp gxfZxigxfZxfBxxmkk µ









≡ Indexverschiebung, Definition g M




Für die schwächste Vorbedingung der While-Schleife ergibt sich damit hNLOOPwp µ≡),( ,
wobei hµ  der kleinste Fixpunkt der Funktion ),(:)( RPwpbNbRhN ∧∨∧¬≡  ist. Man kann
also die schwächste Vorbedingung dadurch ermitteln, daß man die Funktion hN  wiederholt
anwendet, beginnend bei false, bis sich nichts mehr ändert bzw. bis man ein allgemeines
Schema erkennt. Auf Grund dieser Formulierung ergibt sich schon, daß dieses Verfahren
nicht immer funktioniert. Daher wird zum Korrektheitsbeweis von Schleifen nicht die
schwächste Vorbedingung, sondern eine VC verwendet, die aus einer Schleifeninvarianten
und einer Terminierungsfunktion gebildet wird (siehe Abschnitt 3.4.1). In Abschnitt 4.2 wird
ein Verfahren vorgestellt, das versucht, die schwächste Vorbedingung direkt zu ermitteln.
3.2.6 Nichtdeterministische Auswahl
Das Programm NonDet P1 ◊  ... ◊  Pn führt genau eins der Programme P1 ... Pn aus.
Die Endzustandsmenge eines Zustands, in dem NonDet gestartet wird, ist daher die Endzu-
standsmenge von P1 oder Endzustandsmenge von P2 oder ... oder Endzustandsmenge von Pn.












Lemma 3.17 (NonDet-Regel): wp P P N i i n wp P Nn i( , ) ( : : ( , ))1 1◊ ◊ ≡ ∀ ≤ ≤L .
Beweis: zu zeigen ist LP P P M LP P Mn i
i
n





LP P P Mn( , )1◊ ◊L
= Definition LP
{ : ( ) }s Z f s MNonDet∈ ⊆
= Definition f NonDet







{ :( : : ( ) )}s Z i i n f s MPi∈ ∀ ≤ ≤ ⊆1
zu zeigen bleibt







( : { :( : : ( ) )} { : ( ) })∀ ∈ ∈ ∀ ≤ ≤ ⊆ ≡ ∈ ∈ ⊆
=











Bemerkung: Auch hier sieht man wieder, wie rein formal hergeleitet wurde, was vielleicht
intuitiv nicht so einleuchtend ist: wenn nach der Ausführung von P1 ∨ ... ∨ Pn N gelten soll,
muß vorher wp P N( , )1  ∧ ... ∧ wp P Nn( , ) gelten.
3.3 Substitutionslemma für wp
An dieser Stelle wird etwas vom eigentlichen Thema dieses Kapitels abgewichen. Es wird
dargestellt, unter welchen Voraussetzungen Lemma 2.9 auch für die Funktion wp formuliert
werden kann. Das sind die Aussagen der beiden folgenden Lemmata. Die Beweise werden
jeweils durch Induktion über den Aufbau der Statements geführt und benutzen die wps der
entsprechenden Statements. Aus diesem Grund werden die beiden Lemmata an dieser Stelle
gebracht.
Lemma 2.9 gilt für wp dann, wenn die zu substituierende Variable nicht verändert wird und




Lemma 3.18 (Substitutionslemma für wp): Sei S ein Programm, N ein Prädikat, x und v
Variablen sowie e ein Ausdruck. Dann gilt
))],(),(())(:),(:(),([ veveve NSwpNSwpefreexxStransxvStrans ≡⇒∉¬∀∧ .
Beweis:
Die Bedingung trans S v( , )  ist notwendig, da eine Variable, die geändert wird, nicht durch
einen Ausdruck ersetzt werden kann, bevor sie geändert wird ( Sev  ist dann im Allgemeinen
syntaktisch falsch und damit wird der ganze Ausdruck undefiniert. Falls der substituierte
Ausdruck eine Variable ist, kann Lemma 3.19 angewendet werden.). Aber diese Bedingung
alleine reicht noch nicht. Der Beweis für die Notwendigkeit der anderen Bedingung erfolgt
über den induktiven Aufbau von S. Den Induktionsanfang bilden das Null-Statement und die
Wertzuweisung. Diese bildet auch den interessantesten Fall, weil dadurch Variablen verändert
werden. Dieser Teil des Beweises ist auch der aufwendigste. Das ist ein Beispiel für einen
Induktionsbeweis, bei dem der Induktionsanfang schwieriger als der Induktionsschritt ist.
S Null≡ :
)),(),(())(:),(:(),( veveve NNullwpNNullwpefreexxNulltransxvNulltrans ≡⇒∉¬∀∧
≡ Transparenz, Null-Regel
)]())(::([ veve NNefreexfalsextrue ≡⇒∉∀∧
≡ Logik
true
S z f≡ =: , z ist eine Variable und f ein Ausdruck: Zu zeigen ist
))],):((),:(())(:),:(:(),:([ veveve NfzwpNfzwpefreexxfztransxvfztrans =≡=⇒∉=¬∀∧=
.
Fall z v=  ( z v=  bedeutet hier Gleichheit der Namen der Variablen z und v, nicht Gleichheit
der Werte; formal: )()(: zfreevvfreezvz ∈∧∈≡= ):
))],):((),:(())(:),:(:(),:([ veveve NfzwpNfzwpefreexxfztransxvfztrans =≡=⇒∉=¬∀∧=
≡ Voraussetzung z v=
))],):((),:(())(:),:(:(),:([ veveve NfvwpNfvwpefreexxfvtransxvfvtrans =≡=⇒∉=¬∀∧=
≡ Transparenz
))],):((),:(())(:),:(:([ veveve NfvwpNfvwpefreexxfvtransxfalse =≡=⇒∉=¬∀∧
≡ Logik
true
Fall z v≠ :
))],):((),:(())(:),:(:(),:([ veveve NfzwpNfzwpefreexxfztransxvfztrans =≡=⇒∉=¬∀∧=
≡ Voraussetzung z v≠
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Unter der Annahme, daß das Lemma für S1,..., Sn gilt, ist zu zeigen, daß es dann auch für aus
S1,..., Sn zusammengesetzte Anweisungen gilt. Das muß für alle zusammengesetzten Anwei-
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sungen durchgeführt werden, was äußerst langwierig, aber nicht schwierig ist. Daher wird
dieser Teil weggelassen.
•
Lemma 3.19 (Substitutionslemma für wp): Für eine Variable w mit )()( NfreeSVarw ∪∉
gilt )],(),([ gwgwgw NSwpNSwp ≡ .
Beweis: analog zum vorigen Beweis; es wird nur der interessante Fall der Zuweisung x := e
betrachtet und danach unterschieden, ob die Variable x dieselbe wie g ist oder nicht.




















),:( gwgw Newwp =
≡
),):(( gwgw Negwp =






















),:( gwgw Nexwp =
≡ wegen gx ≠






Es werden nur terminierende While-Schleifen betrachtet. Für die Verifikation von While-
Schleifen verwendet man eine Invariante J und eine Terminierungsfunktion t. J ist ein Prädi-
kat, das an einer bestimmten Stelle im Schleifenrumpf bei jeder Iteration gilt (o.B.d.A. am
Anfang des Rumpfes), sowie vor Betreten und nach Verlassen der Schleife. t ist eine nach
unten beschränkte Funktion der Programmvariablen, die mit jeder Iteration kleiner wird, d.h. t
ist eine Funktion von der Menge W der Werte der Variablen (Definition 2.15) in die natürli-
chen Zahlen, also Wt N∈ . Dadurch wird die Terminierung garantiert. (In der Mathematik gibt
es zwar unendliche absteigende Ketten auf ¹ und Á, doch nicht auf dem endlichen Bereich





-- J ∧ b ∧ t = T
P
-- J ∧ t < T
end loop;
-- ¬b ∧ J
-- Post: N





)],([ TtPwpTtbJ <⇒=∧∧ , wobei T eine neue Variable ist
Diese Bedingung ist nach dem Substitutionslemma äquivalent zu ]),([ TtTtPwpbJ <⇒∧ .
Bemerkung: ]),([ TtTtPwpbJ <⇒∧  kann nicht durch Substitution von t für T vereinfacht
werden, da die Voraussetzung des Substitutionslemmas für wp nicht erfüllt ist, denn t wird
durch P verändert (sonst gäbe es keine Terminierung). Dann muß es mindestens 1 Variable in
t geben, die durch P verändert wird, also )),(:)(:( vPtranstfreevv ¬∈∃ , was äquivalent zu
))(:),(:( tfreevvPtransv ∉¬∀¬  ist.
Wenn man  substituieren könnte, bekäme man als 5. Bedingung
( ( , )) ( ( , )) ( ) ( )J b wp P t t J b wp P false J b false J btT tT∧ ⇒ < ≡ ∧ ⇒ ≡ ∧ ⇒ ≡ ¬ ∧ .
•
Daß diese 5 Bedingungen wirklich die Korrektheit der Schleife implizieren, muß natürlich
beweisen werden. Für den Beweis braucht man das Invarianztheorem (Main Repetition Theo-
rem [DS90: 180-182]). Es besagt folgendes: falls t nach unten beschränkt ist und mit jedem
Schleifendurchlauf kleiner wird und J innerhalb der Schleife invariant ist, so gilt: nach Start in
einem Zustand, in dem J erfüllt ist, terminiert die Schleife in einem Zustand, in dem J erfüllt
ist und b nicht. Das Invarianztheorem ist der wesentliche Bestandteil des Beweises. Es wird















Bemerkung: J und t müssen gefunden werden. Wenn es ein Prädikat J und eine Funktion t












































































bJLOOPwpJNbJJVtPSRpJ W ⇒¬∧⇒∧⇒¬∧∧∧∈∈∀ N
≡ Modus ponens
)]),(),()([:),(( NLOOPwpbJLOOPwpNbJJVtPSRpJ W ⇒¬∧∧⇒¬∧∧∧∈∈∀ N












Daß zum Korrektheitsbeweis tatsächlich alle 5 Kriterien notwendig sind, sieht man an den
folgenden Beispielen nicht korrekter Schleifen. In jedem Beispiel kann man 4 Kriterien zei-
gen, das 5. nicht.
1. t ist nicht nach unten beschränkt
--! Pre: i = 1;
--! Inv: true;
--! Term: - i;
while i > 0 loop i := i + 1; end loop;
--! Post: i <= 0;
Die Schleife terminiert nicht und ist damit nicht korrekt. Alle Kriterien außer der Beschränkt-
heit von t können gezeigt werden.
• t ist nach unten beschränkt: falseitruei ≡>−⇒∧> ]00[
• t nimmt ab: trueiiitiiiitwpi ≡−<+−⇒>≡<−+=−=⇒> ])1(0[)]1,1:;:1(0[ .
• I gilt vor Eintritt der Schleife: truetruei ≡⇒= ]1[ .
• I gilt nach Verlassen der Schleife: trueiitrue ≡≤⇒>¬∧ ]00[ .
• I ist invariant: truetrueitrueiiwpitrue ≡⇒>≡+=⇒>∧ ]0[)],1:(0[ .
2. t nimmt nicht ab.
--! Pre: i = 1;
--! Inv: true;
--! Term: i;
while i > 0 loop i := i + 1; end loop;
--! Post: i <= 0;
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Die Schleife terminiert nicht und ist damit nicht korrekt. Alle Kriterien außer der Abnahme
von t können gezeigt werden.
• t ist nach unten beschränkt: trueitruei ≡>⇒∧> ]00[ .
• t nimmt ab: falseiiitiiiitwpitrue ≡<+⇒>≡<+==⇒>∧ ]10[)]1,1:;:1(0[
• I gilt vor Eintritt der Schleife: truetruei ≡⇒= ]1[ .
• I gilt nach verlassen der Schleife: trueiitrue ≡≤⇒>¬∧ ]00[ .
• I ist invariant: truetrueitrueiiwpitrue ≡⇒>≡+=⇒>∧ ]0[)],1:(0[ .
3. I gilt nicht vor Eintritt der Schleife.
--! Pre: i = 1;
--! Inv: i < 0;
--! Term: i;
while i > 0 loop i := i - 1; end loop;
--! Post: i < 0;
Die Schleife ist nicht korrekt, da nach der Terminierung nicht die Nachbedingung gilt. Alle
Kriterien außer der Gültigkeit von I vor Eintritt der Schleife können gezeigt werden.
• t ist nach unten beschränkt: trueifalseiii ≡>⇒≡>⇒<∧> ]0[]000[ .







• I gilt vor Eintritt der Schleife: falseii ≡<⇒= ]01[
• I gilt nach verlassen der Schleife: trueiii ≡<⇒>¬∧< ]000[ .
• I ist invariant:
 trueiiiwpfalseiiiwpii ≡<−=⇒≡<−=⇒>∧< )]0,1:([)]0,1:(00[ .
4. Nach Verlassen der Schleife gilt I nicht.
--! Pre: i = 1;
--! Inv: i <= 1;
--! Term: i;
while i > 0 loop i := i - 1; end loop;
--! Post: i < 0;
Die Schleife ist nicht korrekt, da nach der Terminierung nicht die Nachbedingung gilt. Alle
Kriterien außer der Gültigkeit von I nach Verlassen der Schleife können gezeigt werden.
• t ist nach unten beschränkt: trueiiiii ≡>⇒=≡>⇒≤∧> ]01[]010[ .
• t nimmt ab: trueiiitiiiitwpii ≡<−⇒=≡<−==⇒≤∧> ]11[)]1,1:;:1(10[
• I gilt vor Eintritt der Schleife: trueii ≡≤⇒= ]11[
• I gilt nach verlassen der Schleife: falseiii ≡<⇒>¬∧≤ ]001[
• I ist invariant: trueiiiiiwpii ≡≤−⇒=≡≤−=⇒>∧≤ ]111[)]1,1:(01[
5. I ist nicht invariant.
--! Pre: i = 1;
--! Inv: i <> 0 ;
--! Term: i;
while i > 0 loop i := i - 1; end loop;
--! Post: i < 0;
3 Verifikationsbedingungen
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Die Schleife ist nicht korrekt, da nach der Terminierung nicht die Nachbedingung gilt. Alle
Kriterien außer der Invarianz von I können gezeigt werden.
• t ist nach unten beschränkt: trueiii ≡>⇒≠∧> ]000[ .
• t nimmt ab: trueiiitiiiitwpii ≡<−⇒>≡<−==⇒≠∧> ]10[)]1,1:;:1(00[ .
• I gilt vor Eintritt der Schleife: trueii ≡≠⇒= ]01[ .
• I gilt nach Verlassen der Schleife: trueiii ≡<⇒>¬∧≠ ]000[ .
• I ist invariant: falseiiiiiwpii ≡≠⇒>≡≠−=⇒>∧≠ ]10[)]0,1:(00[
•
Satz 3.21 besagt, daß eine Schleife korrekt ist, wenn es ein Prädikat J und eine Funktion t mit
den geforderten Eigenschaften gibt. Das ist eine Implikation, bei der sich die Frage stellt, ob
auch die Umkehrung gilt, und wenn nein, warum nicht. Hier gilt die Umkehrung fast, d.h. bis
auf eine in der Praxis unbedeutende Ausnahme, die man aber beachten muß. Die Ausnahme,
die ausgeschlossen werden muß, besteht darin, daß die Vorbedingung konstant false ist. Nach








So eine Schleife ist zwar korrekt, aber nicht terminierend. Damit lautet die Umkehrung von
Satz 3.21 verbal: zu jeder korrekten Schleife gibt es eine Invariante und eine Terminierungs-
funktion unter der Voraussetzung, daß die Vorbedingung V nicht false ist, d.h. ∅≠− )(1 VC .
Diese Voraussetzung gilt für den Rest dieses Abschnitts. Eine Invariante ist wp LOOP N( , )
und eine Terminierungsfunktion ist die Anzahl der noch zu durchlaufenden Iterationen, die
bei einer korrekten Schleife endlich und nicht negativ ist, und bei jeder Iteration verringert
wird. Das ist die Aussage des folgenden Satzes, der bis auf die oben erwähnte Ausnahme ge-
nau die Umkehrung von Satz 3.21 ist. Zum Beweis benötigt man, daß wp LOOP N( , )  inner-
halb der Schleife invariant ist [F93], und folgende Lemmata:
Lemma 3.22: [ ( , ) ]wp LOOP N b N∧ ¬ ⇒ .
Beweis: zu zeigen ist LP LOOP M B M( , ) ∩ ⊆ .
LP LOOP M B M( , ) ∩ ⊆























( :( : ( ) ))∀ ∈ ∀ ≥ ∈ ∅ ∧ ∈ ⇒ ∈x Z i x g x B x MMi0
≡ ∀-split
)))(:1())((:( 0 MxBxgxiMxBxgxZx iMM ∈⇒∈∧∅∈≥∀∧∈⇒∈∧∅∈∈∀
        ≡
)))(:1()(:( MxBxgxiMxBxxZx iM ∈⇒∈∧∅∈≥∀∧∈⇒∈∧∅∈∈∀
≡ Logik
)))(:1()(:( MxBxgxiMxBxfalseZx iM ∈⇒∈∧∅∈≥∀∧∈⇒∈∧∈∀
≡ Logik
)))(:1(:( MxBxgxiZx iM ∈⇒∈∧∅∈≥∀∈∀
≡
))))((:0(:( MxBxggxiZx iMM ∈⇒∈∧∅∈≥∀∈∀
≡ Definition g M
))))(,(:0(:( MxBxgPLPBMBxiZx iM ∈⇒∈∧∅∩∪∩∈≥∀∈∀
≡ Mengenlehre
)))))(,((:0(:( MxBxgPLPBxMxBxiZx iM ∈⇒∈∧∅∩∈∨∈∧∈≥∀∈∀
≡ Logik






Lemma 3.23: Z Z wp P Z Zk k⊆ ≡ ⊆ −( , )1 .
Beweis:
Z Z wp P Z Zk k⊆ ≡ ⊆ −( , )1
≡ Mengenlehre
( : ) ( , ( : ))∀ ∈ ∈ ≡ ∀ ∈ ∈
−
t Z t Z wp P t Z t Zk k 1
≡ Konjunktivität
( : ) ( : ( , ))∀ ∈ ∈ ≡ ∀ ∈ ∈
−
t Z t Z t Z wp P t Zk k 1
⇐ Logik
( : ( , ))∀ ∈ ∈ ≡ ∈
−
t Z t Z wp P t Zk k 1
≡ Mengenlehre, Definition von wp
( : ( ) ( , ( )))∀ ∈ ∈ = ∈− −
−





≡ Mengenlehre, Definition von LP
Z s Z f s Zk P k= ∈ ⊆ −{ : ( ) }1
≡ Mengenlehre
( : ( ) )∀ ∈ ∈ ≡ ∈ ∧ ⊆
−




Lemma 3.24: )]([)]([ 00 ZZNbZZb ⊆¬≡¬∨∧⊆¬⇒ .
Beweis: (das 1. Konjunkt wird durch die folgende Implikationskette gezeigt; das 2. Konjunkt





¬ ¬ ∧( )b N
≡ Logik
¬ ⇒ ¬ ∧( )true b N
≡ Isomorphie
¬ ⊆ ¬ ∧− −( ( ) ( ))C true C b N1 1
≡ Isomorphie
¬ ⊆ ∩( )Z B M
≡ Definition von Z0
¬ ⊆( )Z Z0
•













≡ Mengenlehre, Lemma 3.11
):0())()(:0( 1 kiM ZZkgVCi ⊆≥∃⇒∅⊆≥∃ −
≡ Logik
)):0()()(:0( 1 kiM ZZkgVCi ⊆≥∃⇒∅⊆≥∀ −
Das wird durch Induktion über i bewiesen:
i = 0  (unter Verwendung von Zustandsmengen):





≡ Voraussetzung ∅≠− )(1 VC
false
⇒ Logik
( : )∃ ≥ ⊆k Z Zk0
i i→ + 1  (unter Verwendung von Prädikaten): Voraussetzung
):0()]([ kiN ZZkfalsehV ⊆≥∃⇒⇒
≡ Everywhere-Operator, Logik
):0())(:))(()(( kiNiN ZZkfalsehVfalsehfreeVfree ⊆≥∃⇒∨¬∪∀
≡ Logik


























































































































))]:0()(()):0()([( 1 kiNkiN ZZkfalsehZZkfalseh ⊆≥∃⇒⇒⊆≥∃⇒ +
Jetzt ist ):0()(1 kiN ZZkfalseh ⊆≥∃⇒+  zu zeigen unter der Voraussetzung











































































































≡ mit t k Z Zk= ≥ ⊆min{ : }0 , was wegen der Voraussetzung [ ( , )]V wp LOOP N⇒  und 
Lemma 3.25 existiert
[ ( , )] [ ( , ) min{ : } ]
[ ( , ) min{ : } ( ,min{ : } )]
V wp LOOP N wp LOOP N b k Z Z
wp LOOP N b k Z Z T wp P k Z Z T
k
k k
⇒ ⇒ ∧ ⇒ ≥ ⊆ ≥ ∧
∧ ∧ ≥ ⊆ = ⇒ ≥ ⊆ <
0 0
0 0
≡ Definition von min
[ ( , )] [ ( , ) ]
[ ( , ) ( : : ) ( , ( : : ))]
V wp LOOP N wp LOOP N b true
wp LOOP N b U T U Z Z Z Z wp P k k T Z ZU T k
⇒ ⇒ ∧ ⇒ ∧
∧ ∧ ∀ ≤ ≤ ⊆ ∧ ⊆ ⇒ ∃ ≤ < ⊆0 0
⇐ Logik, Schwache Disjunktivität
[ ( , )]
[ ( , ) ( : : ) ( : : ( , ))]
V wp LOOP N
wp LOOP N b U T U Z Z Z Z k k T wp P Z ZU T k
⇒ ⇒
∧ ∧ ∀ ≤ ≤ ⊆ ∧ ⊆ ⇒ ∃ ≤ < ⊆0 0
⇐ Lemma 3.24 (1. Konjunkt)
[ ( , )]
[ ( , ) ( : : ) ( ) ( : : ( , ))]
V wp LOOP N
wp LOOP N b U T U Z Z Z Z Z Z k k T wp P Z ZU T k
⇒ ⇒




[ ( , )]
[ ( , ) ( : : ) ( : : ( , ))]
V wp LOOP N
wp LOOP N b U T U Z Z Z Z T k k T wp P Z ZU T k
⇒ ⇒
∧ ∧ ∀ ≤ ≤ ⊆ ∧ ⊆ ∧ ≥ ⇒ ∃ ≤ < ⊆0 1 0
≡ mit k T= − 1
[ ( , )]
[ ( , ) ( : : ) ( , )]
V wp LOOP N
wp LOOP N b U T U Z Z Z Z T T T wp P Z ZU T T
⇒ ⇒
∧ ∧ ∀ ≤ ≤ ⊆ ∧ ⊆ ∧ ≥ ⇒ ≤ − < ∧ ⊆
−
0 1 0 1 1
≡ Logik
[ ( , )]
[ ( , ) ( : : ) ( , )]
V wp LOOP N
wp LOOP N b U T U Z Z Z Z T wp P Z ZU T T
⇒ ⇒




[ ( , )]
[ ( , ) ( : : ) ( , ) ( , )]
V wp LOOP N
wp LOOP N b U T U Z Z wp P Z Z T wp P Z ZU T T
⇒ ⇒






Bemerkung: Die Sätze 3.21 und 3.26 bedeuten, daß die Existenz von Invariante und Termi-
nierungsfunktion äquivalent zur Korrektheit der Schleife sind. Damit ist die Existenz von In-
variante und Terminierungsfunktion eine exakte VC. Doch bei der Verifikation von Schleifen
geht man von einer konkreten Invarianten und Terminierungsfunktion aus, und die damit ge-
bildeten VCs sind approximierte VCs. Das kann man auch formal zeigen. Dazu sei P ein
zweistelliges Prädikat über Prädikaten 1. Ordnung und Funktionen. ),( tIP  bedeutet, daß I
Invariante und t Terminierungsfunktion einer Schleife sind, d.h. die 5 Bedingungen von Satz
3.21 erfüllen. K bezeichne die Korrektheit der Schleife (die Vorbedingung der Schleife soll
nicht konstant false sein). Damit lautet  die Konjunktion der Sätze 3.21 und 3.26:
KfXPfX ≡∃ )),(:,( . Die konkrete, gegebene Invariante und Terminierungsfunktion der
Schleife seien I und t, die VC lautet damit ),( tIP , d.h. die Gültigkeit der VC impliziert die
Korrektheit KtIP ⇒),( . Damit ist aber die VC noch keine exakte VC, d.h. es gilt nicht un-
bedingt ),( tIPK ⇒ .
Beweis durch Widerspruch: angenommen, unter den Voraussetzungen KfXPfX ≡∃ )),(:,(







Das gilt nicht unbedingt. Damit ist verdeutlicht, daß die 5 Konjunkte in der Voraussetzung




For-Schleifen kann man als spezielle While-Schleifen betrachten. Es stellt sich  daher die
Frage, warum man überhaupt eine Beweisregel für For-Schleifen herleiten sollte.
1. In Ada und anderen imperativen / prozeduralen Programmiersprachen gibt es im All-
gemeinen For-Schleifen. Dann könnte man aber beim Beweis von For-Schleifen in-
tern eine Transformation in eine While-Schleife vornehmen und mit der Beweisregel
für While-Schleifen die For-Schleife beweisen.
2. Damit nutzt man aber nicht die speziellen Eigenschaften der For-Schleife aus. Das ist
etwa analog zu einem numerischen Verfahren zur Lösung linearer Gleichungssyste-
me, die ein Spezialfall von nicht linearen Gleichungssystemen sind. Zur Lösung ei-
nes linearen Gleichungssystems kann man ein Verfahren zur Lösung eines nicht li-
nearen Gleichungssystems verwenden, wobei man die Linearität „verschenkt“. Ein
spezielles Verfahren zur Lösung eines linearen Gleichungssystems ergibt sich auch
nicht automatisch durch Modifikation des Verfahrens zur Lösung eines nicht linearen
Gleichungssystems, sondern ist ein eigenes Verfahren. Durch Ausnutzung der einfa-
cheren Struktur linearer Gleichungen vereinfacht sich das Verfahren und Sätze sowie
Beweise dieser Sätze über das Verfahren. Genauso ist es auch hier.
Es gibt eine Beweisregel von Hoare [H72], die in der Literatur nicht weiter verfolgt wurde
und einige Nachteile hat:
1. keine Berücksichtigung der leeren Schleife
2. Die Invariante ist ein Prädikat über einem Intervall P a i([ ])K  vom ersten Wert a der
Schleifenvariablen bis zum aktuellen Wert i. Vor Ausführung der Schleife gilt das
leere Intervall P([]) . Dabei ist nicht klar, wie das entsprechende Prädikat lautet. Man
könnte z.B. P a pred a([ ( )])K  nehmen, was oft funktioniert, wenn man mit ganzen
Zahlen zu tun hat. Dabei kann es aber Schwierigkeiten bei Aufzählungstypen geben,
wenn pred(a) nicht definiert ist.
3. Die Invariante ist wegen der Anschlußbedingung am Anfang schwer zu finden, wie
das folgende Beispiel zeigt [W98]:
-- V: x = 5




-- N: x = 10;
4. In der Invarianten darf nicht die Schleifenvariable vorkommen.
Eine einfache und offensichtliche Invariante für das Beispiel in Punkt 3 wäre x i= , was we-
gen Punkt 4 nicht zulässig ist. Außerdem paßt damit die Anschlußbedingung am Anfang
nicht. Alle 4 Nachteile werden durch den folgenden Ansatz beseitigt.
3.4.2.1 Aufwärtszählende For-Schleifen
Eine aufwärtszählende For-Schleife hat die Form
-- V







Dabei ist I die Schleifenvariable, A und B die Schleifengrenzen, V und N sind Vor- bzw.
Nachbedingung und P ist die Invariante. Weder I noch A und B werden im Schleifenrumpf S
geändert, und es wird vorausgesetzt, daß S terminiert und bei Auswertung von A und B sowie
S keine Seiteneffekte auftreten. Im Allgemeinen kommt I in P und/oder S vor, d.h. es wird
lesend auf I zugegriffen. Außerdem ist I nach Ende der Schleife nicht mehr sichtbar. Das be-
deutet insbesondere, daß I in der Nachbedingung N nicht vorkommen darf.
Bemerkung: A und B sind Ausdrücke eines diskreten Typs, auf dem die Funktionen pred
(Vorgänger, außer am unteren Rand) und succ (Nachfolger, außer am oberen Rand) definiert
sind. Auf einem Integer-Typ entsprechen diese Funktionen +1 und -1. Im Folgenden wird für
pred A( )  und succ A( )  A + 1  bzw. A − 1  geschrieben, um die Formeln kürzer zu halten. In
diesem Abschnitt ist mit For-Schleife immer eine aufwärtszählende For-Schleife gemeint.
•
Die Semantik der For-Schleife ist [TD95: 112]:
Die Schleifenvariable bekommt den ersten Wert des zu durchlaufenden Bereiches zugewie-
sen. Für jeden Wert des Bereiches wird der Schleifenrumpf S ausgeführt. Nach jeder Ausfüh-
rung von S wird der Schleifenvariablen der nächste Wert des Bereiches zugewiesen. Nach
Ausführung der Schleife ist I nicht mehr sichtbar. Falls der zu durchlaufenden Bereich leer ist,
wird der Schleifenrumpf gar nicht ausgeführt. Damit ist [W98]
FOR
S S S S S falls A B















+ + −; ; ; ; ; ; ,
,
1 1 1K
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Daraus kann man die folgenden Implikationen für den Fall A B≤  ablesen:
)],([ IAIA PSwpV ⇒ , )],([ 11 IAIAIA PSwpP ++⇒ , )],([ 222 IAIAIA PSwpP +++ ⇒ , ...,




















































ist eine VC für For-Schleifen. (Auf die 4 Konjunkte wird in den Beispielen mit (1), (2), (3)
und (4) verwiesen.)
Beweis: zu zeigen ist, daß die For-Regel die Korrektheit der For-Schleife impliziert, also
[( ( , )) ( : : ( , ))
( ) ( )] [ ( , )]
A B V wp S P j A j B P wp S P













≤ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧
≤ ∧ ⇒ ∧ > ∧ ⇒ ⇒ ⇒
−
1 1
[( ( , )) ( : : ( , ))
( ) ( )] [ ( , )]
A B V wp S P j A j B P wp S P













≤ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧




[ ( ( , )) ( : : ( , )) ( ) ]
[ ( )] [ ( , )]
A B V wp S P j A j B P wp S P P N












I≤ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧ ⇒ ∨
> ∧ ⇒ ⇒ ⇒
−
1 1
≡ Logik, Definition FOR
([ ( ( , )) ( : : ( , )) ( )]
[ ( ; ; ; ; ; , )])
[ ( )] [ ( , )])
A B V wp S P j A j B P wp S P P N
V wp S S S S S N























≤ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧ ⇒ ⇒
⇒ ∧






[ ( ( , )) ( : : ( , )) ( )]
[ ( ; ; ; ; ; , )]
A B V wp S P j A j B P wp S P P N






























[ ( ( , )) ( : : ( , )) ( )
( ( ; ; ; ; ; , ))]
A B V wp S P j A j B P wp S P P N






























[ ( ( , )) ( : : ( , )) ( )
( ; ; ; ; ; , )]
A B V V wp S P j A j B P wp S P P N




























⇐ Monotonie, Ersetzung von N durch PB
I
 nach Konjunkt 5 der Voraussetzung
[ ( ( , )) ( : : ( , )) ( )
( ; ; ; ; ; , )]
A B V V wp S P j A j B P wp S P P N































[ ( ( , )) ( : : ( , )) ( )
( , ( , ( , ( , ( , ) )]
A B V V wp S P j A j B P wp S P P N





























1 2 1K L
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⇐ Monotonie, Ersetzung von wp S PB
I
B
I( , )  durch PBI−1 nach Konjunkt 4 der Voraussetzung
[ ( ( , )) ( : : ( , )) ( )
( , ( , ( , ( , ) )]
A B V V wp S P j A j B P wp S P P N























≤ ∧ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧ ⇒ ⇒
−
+ + − −
1 1
1 2 1 1K L
:
:
⇐ Monotonie, Ersetzung von wp S PA
I
A
I( , )+ +1 1  durch PAI  nach Konjunkt 4 der Voraussetzung
[ ( ( , )) ( : : ( , )) ( ) ( , )]A B V V wp S P j A j B P wp S P P N wp S PAI AI jI jI jI BI AI AI≤ ∧ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧ ⇒ ⇒−1 1
≡ modus ponens (von Konjunkt 2 mit Konjunkt 3 der Voraussetzung)
true
•
3.4.2.2 Existenz der Invarianten
Die For-Regel besagt, daß die Existenz eines Prädikates P, das die Voraussetzungen von Satz
3.27 erfüllt (einer Invarianten also), die Korrektheit einer For-Schleife impliziert. Nun stellt
sich die Frage, ob auch die Umkehrung gilt, d.h. ob jede korrekte For-Schleife eine Invariante
P hat. Daß dies gilt, wird im Folgenden gezeigt. Das folgt aber auch schon daraus, daß diesel-
be Aussage für die allgemeineren While-Schleifen zutrifft. Dabei wird von der Korrektheit
ausgegangen und gezeigt, welches Prädikat eine Invariante ist. Das ist allerdings kein kon-
struktiver Beweis in dem Sinne, daß man mit dessen Hilfe eine Invariante mechanisch kon-
struieren könnte.
Satz 3.28: Zu einer korrekten For-Schleife existiert eine Invariante.
Beweis: zu zeigen ist
[ ( , )] ( :[( ( , )) ( : : ( , ))
( ) ( )]
V wp FOR N P A B V wp S P j A j B P wp S P













⇒ ⇒ ∃ ≤ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧
≤ ∧ ⇒ ∧ > ∧ ⇒
−
1 1
[ ( , )] ( :[( ( , )) ( : : ( , ))
( ) ( )]
V wp FOR N P A B V wp S P j A j B P wp S P













⇒ ⇒ ∃ ≤ ∧ ⇒ ∧ ∀ + ≤ ≤ ⇒ ∧
≤ ∧ ⇒ ∧ > ∧ ⇒
−
1 1
≡ mit P wp for K in I B loop S end loop NKI≡ +( .. , )1
[ ( , )]
[( ( , ( .. , )))
( : : ( .. , )
( , ( .. , )))
( ( .. , ) ) ( )]
V wp FOR N
A B V wp S wp for K in A B loop S end loop N
j A j B wp for K in j B loop S end loop N
wp S wp for K in j B loop S end loop N














≤ ∧ ⇒ + ∧
∀ + ≤ ≤ ⇒
+ ∧





≡ Sequenzregel, leere Schleife
[ ( , )]
[( ( .. , ))
( : : ( .. , )
( .. , ))
( ( , ) ) ( )]
V wp FOR N
A B V wp for K in A B loop S end loop N
j A j B wp for K in j B loop S end loop N
wp for K in j B loop S end loop N








≤ ∧ ⇒ ∧
∀ + ≤ ≤ ⇒
∧




≡ Definition von FOR, Logik, Null-Regel
[ ( , )]
[( ( , )) ( : : ) ( ) ( )]
V wp FOR N
A B V wp FOR N j A j B true A B N N A B V N
⇒ ⇒

















Auf analoge Weise erhält man eine VC für abwärtszählende For-Schleifen der Form
-- V






[( ( , )) ( : : ( , ))
( ) ( )]
A B V wp S P j A j B P wp S P













≤ ∧ ⇒ ∧ ∀ ≤ ≤ − ⇒ ∧
≤ ∧ ⇒ ∧ > ∧ ⇒
+1 1
3.4.2.4 Beispiele
Es folgen einige Beispiele zur Illustration der Beweisregeln. Es werden nur die VCs (1) bis
(4) und ihr Wahrheitswert angegeben. Auf eine ausführliche Umformung wird verzichtet.
Beispiel 1: Zunächst die Berechnung der Fakultät f  einer Zahl n zwischen 0 und 20. f soll
eine 64 bit Ganzzahl sein [KW97]. Durch die Typprüfung bei der Zuweisung wird bei der
Berechnung von wp der Bereich von f automatisch als Konjunkt hinzugefügt.
-- V: 0 ≤ n ≤ 20 ∧ f = 1
for i in 1..n loop
f := f * i;
-- P: f = i! ∧ n ≤ 20
end loop;
-- N: f = n!
3 Verifikationsbedingungen
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)]20!1,1*:(12001[ ≤∧==⇒=∧≤≤∧≤ nfffwpfnn  ≡ true
)20!1,1*:( ≤∧== nfffwp
≡ Zuweisungsregel
 201212!11 6363 ≤∧−≤⋅≤−∧=⋅ nff
)]20!,*:(20)!1(2[ ≤∧==⇒≤∧−=∧≤≤ nififfwpnifni  ≡ true
)20!,*:( ≤∧== nififfwp
≡ Zuweisungsregel
 20122! 6363 ≤∧−≤⋅≤−∧=⋅ nifiif
(3) ]!!201[ nfnfn =⇒=∧≤≤ ≡ true
(4) ]!12001[ nffnn =⇒=∧≤≤∧> ≡ true
•
Beispiel 2: Wenn n als 32 bit Ganzzahl definiert wird und vor Ausführung der Schleife die
Beschränkung 0 ≤ n ≤ 20 nicht sichergestellt ist, ergibt sich das folgende falsche Programm
zur Berechnung der Fakultät. Dieses Beispiel zeigt noch einmal die Wichtigkeit der Typprü-
fung [KW97].
-- V: -2^31 ≤ n ≤ 2^31-1 ∧ f = 1
for i in 1..n loop
f := f * i;
-- P: f = i! ∧ -2^31 ≤ n ≤ 2^31-1
end loop;
-- N: f = n!
)]122!1,1*:(11221[ 31313131 −≤≤−∧==⇒=∧−≤≤−∧≤ nfffwpfnn ≡ true
)122!1,1*:( 3131 −≤≤−∧== nfffwp
≡ Zuweisungsregel
 1221212!11 31316363 −≤≤−∧−≤⋅≤−∧=⋅ nff
)]122!,*:(122)!1(2[ 31313131 −≤≤−∧==⇒−≤≤−∧−=∧≤≤ nififfwpnifni
≡ false
)122!,*:( 3131 −≤≤−∧=⋅= niififfwp
≡ Zuweisungsregel
 122122! 31316363 −≤≤−∧−≤⋅≤−∧=⋅ nifiif
(3) ]!!1221[ 3131 nfnfnn =⇒=∧−≤≤−∧≤ ≡ true




Beispiel 3: Bestimmung des Maximums m des nicht leeren Integer-Arrays b(1..len) durch
eine abwärtszählende For-Schleife. Der Komponententyp von b liegt im Typ von m, und es
kommen keine arithmetischen Operationen vor, so daß die Typprüfung immer true ergibt und
im Folgenden weggelassen werden kann.
-- V: m = b(len) and len ≥ 1
for i in reverse 1 .. len loop
if b(i) > m then m := b(i); end if;
-- P: len ≥ 1 and (forall j: i ≤ j ≤ len: m ≥ b(j))
and (exists j: i ≤ j ≤ len: m = b(j))
end loop;
-- N: (forall j: 1 ≤ j ≤ len: m ≥ b(j))









































Dieser Abschnitt beinhaltet einen Vergleich von 4 in der Literatur vorkommenden Vorbedin-
gungen für Prozeduraufrufe (Abschnitt 3.4.3.2). Der Vergleich zeigt, daß 3 dieser Vorbedin-
gungen wirklich unterschiedlich sind, d.h. es gibt korrekte Aufrufe, die mit Hilfe einer Vorbe-
dingung bewiesen werden können, mit Hilfe einer anderen Vorbedingungen jedoch nicht.
Außerdem bilden die 4 Vorbedingungen eine Hierarchie bezüglich Leistungsfähigkeit. Das ist
beim Betrachten der Formeln für die jeweiligen Vorbedingungen nicht sofort klar. Die lei-
stungsfähigste, d.h. schwächste, dieser 4 Bedingungen, vcb [BMW89], wird verwendet, um
leistungsfähige VCs für Schleifen im Kontext einer umgebenden Anweisung (Abschnitt 3.4.4)
und rekursive Prozeduren zu erhalten (Abschnitt 3.4.5). Zudem wird die Anwendung von vcb
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anhand einiger Beispiele erläutert. Zunächst wird gezeigt, wie mit bekannten Techniken
Funktionen in Prozeduren und die entsprechenden Funktions- in semantisch äquivalente Pro-
zeduraufrufe transformiert und globale Variablen eliminiert werden können (Abschnitt
3.4.3.1). Bei der Elimination globaler Variablen wird  die semantische Äquivalenz der ur-
sprünglichen und transformierten Programme formal mit Hilfe von Satz 2.31 gezeigt.
Es werden nur Aufrufe von Prozeduren ohne Seiteneffekte betrachtet. Seiteneffekte können
durch in der Prozedur geänderte globale Variablen, Verweis-Typen als Parameter und den
Parameterübergabemechanismus call-by-reference entstehen, sowie bei Auswertung eines
aktuellen Parameters. Verweis-Typen werden in der vorliegenden Arbeit sowieso nicht be-
trachtet. Der Parameterübergabemechanismus für einfache Typen in Ada ist copy in / copy
out. Für zusammengesetzte Typen kann implementierungsabhängig auch call-by-reference
verwendet werden. Globale Variablen können immer eliminiert werden, was weiter unten
noch gezeigt wird. Damit werden von den betrachteten Prozeduren nach außen sichtbar nur
die out- und in-out-Parameter verändert.
Eine Prozedur ist spezifiziert durch
--! Pre: P;
--! Post: R;
procedure proc(x: in Typ; y: in out Typ; z: out Typ);
P ist die Vorbedingung, R die Nachbedingung, x die Liste der formalen in-Parameter, y die
Liste der formalen in-out-Parameter, z die Liste der formalen out-Parameter und proc der Pro-
zedurname. Die Listen können auch leer sein. x ist innerhalb der Prozedur eine (mit X initiali-
sierte) lokale Konstante, y eine mit Y initialisierte, lokale Variable und z eine nicht unbedingt
initialisierte, lokale Variable. x kann in P den Anfangswert X bekommen, y muß den An-
fangswert Y haben. Die Vorbedingung darf keine Annahmen über den Wert von z machen,
außer denen, die durch den Typ von z vorgegeben sind. R kann y und z in Abhängigkeit von x
(bzw. X) und Y enthalten. Der Anfangswert Y von y muß gemerkt werden, da auf ihn in R Be-
zug genommen werden kann, y aber verändert werden kann. Die Variablen X und Y für die
Anfangswerte sind keine Programmvariablen, sondern nur Variablen in den Zusicherungen,
sogenannte Spezifikationsvariablen. Ihre Namen sind frei wählbar, solange sie eindeutig sind.
Die Nachbedingung R kann immer so umgeformt werden, daß sie unabhängig von x ist, in-




Dabei ist V die Vorbedingung und N die Nachbedingung des Aufrufs, a die Liste der aktuellen
in-Parameter, b die Liste der aktuellen in-out-Parameter und c die Liste der aktuellen out-
Parameter. Die Typen der einander entsprechenden formalen und aktuellen Parameter müssen
kompatibel sein. a ist eine Liste von definierten Ausdrücken ohne Seiteneffekt, b eine Liste
von initialisierten Variablen (eventuell mit Selektoren) und c eine Liste von Variablen (even-
tuell mit Selektoren). Die Wirkung des Prozeduraufrufs ist dann (bei copy in / copy out): beim
Aufruf werden die Werte von a und b simultan x und y zugewiesen, der Prozedurrumpf S aus-
geführt und die Werte von y und z simultan b und c zugewiesen. Die Parameterübergabe er-
folgt mit simultaner Zuweisung, d.h. die Semantik muß unabhängig von der Reihenfolge der
Zuweisungen sein
x y a b S b c y z, : , ; ; , : , ;= =  .
Damit gilt




Um die schwächste Vorbedingung des Aufrufs zu berechnen, braucht man also den Prozedur-
rumpf. Aber beim Beweis der Korrektheit des Aufrufs soll nur die Spezifikation der Prozedur
benutzt werden, weil der Prozedurrumpf nicht bekannt sein kann oder um den Beweis der
Korrektheit der Prozedur wieder zu verwenden. Dabei geht man davon aus, daß die Prozedur
selbst korrekt ist. Analog zur Programmentwicklung, bei der Prozeduren wieder verwendet
werden sollen, soll auch beim Programmbeweis ein schon erbrachter Beweis wieder verwen-
det und nicht noch einmal geführt werden. Mathematisch entspricht dieses Vorgehen der
Verwendung eines Lemmas beim Beweis eines Satzes, wobei das Lemma die Spezifikation
und der Satz der zu beweisende Aufruf ist. Da man den Prozedurrumpf nicht kennt, ist es im
Allgemeinen nicht möglich, die schwächste Vorbedingung wp des Aufrufs zu berechnen. (Die
schwächste Vorbedingung wp S P( , )  ist eine Funktion mit 2 Argumenten. Schon daran sieht
man, daß sie im Allgemeinen nicht ohne Kenntnis des 1. Argumentes berechnet werden kann.
Statt des Rumpfes S hat man hier zwar die Spezifikation der Prozedur, aber daraus ist S nicht
eindeutig bestimmt, da es im Allgemeinen mehrere verschiedene Rümpfe S gibt, die eine Spe-
zifikation erfüllen. Die verschiedenen wp können dann sogar unvergleichbar (Definition 2.36)
sein, wie das folgende Beispiel zeigt:
-- P: y = 0 and x = 0
-- R: y = x
Diese Spezifikation wird sowohl von x := 0 als auch von y := 0 erfüllt. Die beiden wps
sind 0=y  und 0=x , doch gilt weder ]00[ =⇒= yx  noch ]00[ =⇒= xy .)
Man muß eine stärkere Vorbedingungen p (d.h. wpp ⇒ ) und damit eine stärkere, also ap-
proximierte VC ( pV ⇒ ) berechnen. Falls so eine VC gilt, ist der Prozeduraufruf korrekt. Da
aber keine schwächste Vorbedingung verwendet wird, gilt die Umkehrung eventuell nicht.
D.h. ein Prozeduraufruf kann korrekt sein, ohne daß die VC gilt. So eine VC verwendet eine
Vorbedingung, die ohne Rumpf ermittelt wird. Da sie im Allgemeinen nicht die schwächste
Vorbedingung ist, also stärker als eigentlich nötig, kann es sein, daß sie so stark ist, daß sie
nicht von der Vorbedingung des Aufrufs impliziert wird, obwohl der Aufruf korrekt ist, wie
Beispiel 7 weiter unten zeigt. Es ist allerdings möglich, die schwächste Vorbedingung des
Aufrufs nur mit Kenntnis der Spezifikation der Prozedur zu berechnen (unter der Vorausset-
zung der Korrektheit des Prozedurrumpfes) [BMW89]. Von verschiedenen VCs wird hier nur
die verwendet, die die schwächst mögliche Vorbedingung nur mit Kenntnis der Spezifikation
der Prozedur liefert.
Funktionen werden als spezielle Prozeduren behandelt und ebenso wie globale Variablen, die
durch die Prozedur verändert werden, vor Anwendung der VC eliminiert. Diese Elimination
wird im folgenden Abschnitt erläutert.
3.4.3.1 Elimination von Funktionen und globalen Variablen
Funktionen kann man als spezielle Prozeduren betrachten, die genau einen out-Parameter und
keinen in-out-Parameter sowie beliebig viele (auch 0) in-Parameter haben. Die Rückgabe des
Wertes erfolgt durch mindestens 1 return-Statement im Funktionsrumpf. Die Funktionsdefi-
nition sieht so aus:





x ist die Liste der formalen in-Parameter, T ist der Typ der Funktion, Def der Definitionsteil
und StatF der Anweisungsteil. Er enthält n ≥ 1  return-Statements return ei , wobei









StatFP ergibt sich aus StatF durch Substitution von return ei durch die Zuweisung z :=
ei. Neben der Funktionsdefinition muß auch der Funktionsaufruf transformiert werden. Hier
besteht ein wesentlicher Unterschied zum Prozeduraufruf. Während der Prozeduraufruf eine
Anweisung ist, ist der Funktionsaufruf ein Ausdruck E bzw. ein Teil davon. Die Transforma-
tion des Funktionsaufrufs f(a) besteht im Aufruf fp(a,h) unmittelbar vor der Anweisung,
die E enthält, und der Substitution von f(a) in E durch h, wobei h eine neue Variable ist. Die-
se Transformation wird solange wiederholt, bis kein Funktionsaufruf mehr vorhanden ist.
Die Reihenfolge, in der die Substitutionen durchgeführt werden, falls eine Anweisung mehre-
re Aufrufe der gleichen Funktion enthält, spielt keine Rolle. Bei der Transformation ge-
schachtelter Aufrufe entstehen zwar Datenabhängigkeiten der neuen Variablen, aber durch
den Aufruf von fp(a, h) unmittelbar vor der Anweisung, die E enthält, ist sichergestellt, daß
alle Variablen vor einem lesenden Zugriff definiert sind. Daher spielt es auch keine Rolle, ob
geschachtelte Aufrufe von innen nach außen oder von außen nach innen oder anders bearbei-
tet werden.
Beispiel:
function f(x, y: integer) return integer is
begin
if x > y
then return x – y,




procedure fp(x, y: in integer; z: out integer) is
begin
if x > y
then z := x - y;
else z := x + 1;
end if;
    end fp;





















A(h1+1) := h2 + h4;
•
Nach der Elimination von Funktionsaufrufen werden globale Variablen g, die im Prozedur-
rumpf S geändert werden, durch Einführung neuer Parameter eliminiert. Globale Variablen,
die nur gelesen werden, brauchen nicht berücksichtigt zu werden, da sie keine Seiteneffekte
verursachen können.
Eine globale Variable g, die in S nur geschrieben, aber nicht gelesen wird, wird durch einen
neuen out-Parameter ersetzt. Die Änderung von g wird durch eine einzige Zuweisung model-
liert. Für alle anderen Anweisungen S gilt dann trans S g( , ) . Das ist möglich, da eine Ände-
rung von g keine Datenabhängigkeiten zu anderen Variablen verursacht, weil g nach einer
Zuweisung nie gelesen wird. Der Rumpf von P kann als eine Sequenz von Anweisungen
nSS ;;1 K , die g nicht verändern und solchen, die g verändern betrachtet werden, also




g := e1(x, y, l);
:
g := en-1(x, y, l);
Sn-1;




Alle Zuweisungen zu g bis auf die letzte können weggelassen werden, so daß P dann so aus-
sieht:











Lemma 3.30: Die beiden Rümpfe
S1;
g := e1(x, y, l);
:
g := en-1(x, y, l);
Sn-1;





g := en(x, y, l);
sind semantisch äquivalent.
Beweis: gezeigt wird die semantische Äquivalenz von
g := e1(x, y, l); S; g := e2(x, y, l); und
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S; g := e2(x, y, l);.
Das Lemma folgt dann durch Induktion. Zu zeigen ist nach Satz 2.31
)]),,,(2:;()),,,(2:;);,,(1:([ NlyxegSwpNlyxegSlyxegwp =≡==  (N ist allquantifiziert)
)),,,(2:;);,,(1:( NlyxegSlyxegwp ==
≡ Zuweisungsregel












Die globalen Variablen g werden nun in S durch neue out-Parameter wg ersetzt, so daß man
folgende Transformation erhält:

















Der Aufruf P(a, b, c) ist semantisch äquivalent zu dem Aufruf P(a, b, c, g).




),;,:,;;:;;,:,( 21 NzycbSegSyxbawp ===
≡ Sequenzregel


















),;,,:,,;;:;;,:,( 21 NwgzygcbSewgSyxbawp ===
≡ Sequenzregel














Eine globale Variable g, die in S geschrieben und gelesen wird, wird durch einen neuen in-
out-Parameter xg ersetzt.













Der Aufruf P(a, b, c) ist für b≠g semantisch äquivalent zu dem Aufruf P(a, b, g, c).











































Nach diesen beiden Transformationen hat man nur noch Prozeduren ohne Seiteneffekte. Da-
mit sind die Voraussetzungen für die Konstruktion der Vorbedingung nach [BMW89] erfüllt.
3.4.3.2 Die schwächst mögliche Vorbedingung eines Prozeduraufrufs
Die schwächst mögliche Vorbedingung vcb eines Prozeduraufrufs ohne Kenntnis des Rump-
fes ist ein Prädikat, das von der Nachbedingung N des Aufrufs und statt des Rumpfes S selbst
von dessen Spezifikation (P, R) abhängt.
Satz 3.33 [BMW89]: Das folgende Prädikat vcb(P, R, N) ist die schwächste Vorbedingung für















ba NRPszyPs ⇒⇒∀∀∧∃ .
Dabei sind s die Spezifikationsvariablen.
Beweis: Zum Beweis sind 2 Teile zu zeigen:
vcb ist Vorbedingung und falls ein anderes Prädikat eine Vorbedingung ist, dann ist es nicht
schwächer. Der Beweis ist in [BMW89]
•
Bemerkung: In [B93] wird ein einfacheres Prädikat als vcb angegeben, das unter einer be-
stimmten Voraussetzung auch die schwächste Vorbedingung für den Prozeduraufruf ohne
Kenntnis des Rumpfes liefert, also äquivalent zu vcb ist. Als Voraussetzung muß die Spezifi-
kation normal im Sinne der Definition in [B93] sein, d.h. ]1)::[( ≤PNs . Nach [B93] ist diese
Voraussetzung im Allgemeinen erfüllt. Man könne zwar Beispiele konstruieren, die diese
Voraussetzung nicht erfüllen, diese seien dann jedoch sehr akademisch. Allerdings gibt es
realistische und praktische Beispiele, in denen die Vorbedingung der Prozedur P die Spezifi-
kationsvariablen s in einer Relation enthält, die von mehreren Belegungen von s erfüllt wer-
den kann, so daß ]1)::[( ≤PNs  nicht gilt. Das ist vermutlich in komplexeren Beispielen keine
Ausnahme. Außerdem gibt es zu jeder Spezifikation eine äquivalente normale Spezifikation.
Diese ist jedoch komplizierter als die nicht normalisierte. Das Problem dieser Vorbedingung
besteht zudem darin, daß die Normalität der Spezifikation im Allgemeinen nicht entscheidbar
ist, allerdings oft durch eine gewisse menschliche Einsicht leicht gesehen werden kann. Da
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das Ziel dieser Arbeit unter anderem eine möglichst weitgehende Automatisierung der Verifi-
kation ist, wird im weiteren Verlauf das Prädikat vcb verwendet.
•
vcb wird zunächst mit anderen Vorbedingungen für Prozeduraufrufe aus der Literatur vergli-
chen. Betrachtet werden die Vorbedingungen aus [G81: 153]  (vcg), aus [M83]  (vcm), aus





































Satz 3.34: Die 3 Prädikate vcg, vcf und vcb bilden eine Kette. Es gilt
 vcbvcfvcmvcg ⇒⇒≡  und vcbvcfvcfvcg ≠∧≠ .
Beweis:
1. ][ vcmvcg ≡ : Beweis in [BMW86]; ein Problem mit vcm ist, daß die Adaption angegeben
werden muß und im Allgemeinen nicht automatisch ermittelt werden kann.












ba NRvuP ⇒∀∧ ⇒ ))]:,(:( ,,,, ,,,, cb vuzyx vuayxba NRvuPs ⇒∀∧∃
vcg ist ein Prädikat mit den freien Variablen s, a und b. vcf ist ein Prädikat mit den freien Va-












ba NsRvusPsba ⇒∀∧∀ ⇒ )))])’(:,()’(:’( ,,,, ,,,, cb vuzyx vuayx ba NsRvusPs ⇒∀∧∃












ba NsRvusPsba ⇒∀∧∀ ⇒ ))])(:,()( ,,,, ,,,, cb vuzyx vuayx ba NsRvusP ⇒∀∧
≡
true
Der Unterschied zwischen vcg und vcf liegt nur darin, daß in vcg die Spezifikationsvariablen s
nicht explizit quantifiziert, d.h. allquantifiziert sind und in vcf existenzquantifiziert. Daß die-
ser Unterschied dafür sorgt, daß vcg und vcf nicht äquivalent sind, wird durch folgendes Bei-
spiel gezeigt.
3. vcfvcg ≠ : Beweis durch Gegenbeispiel eines korrekten Prozeduraufrufs, der mit vcf, aber
nicht mit vcg bewiesen werden kann:
--! P: x = k1 ∧ y = k2;
--! R: x = k2 ∧ y = k1;
procedure swap(x, y: in out integer);















ba NRvuP ⇒∀∧ .


















4. ][ vcbvcf ⇒ : um die Lesbarkeit des Beweises zu erhöhen, wird die Abhängigkeit der Prä-





























































































































⇐ 2 mal modus ponens
true
5. vcbvcf ≠ : Beweis durch Gegenbeispiel eines korrekten Prozeduraufrufs, der mit vcb, aber
nicht mit vcf bewiesen werden kann (s ist eine Spezifikationsvariable):
-- P: x≤s≤y
procedure p(x: in; y: in out; z: out)
-- R: y>s ∨ s>z
Diese Prozedurspezifikation wird z.B. von z := x-1; y := y+1 erfüllt. Folgender Proze-
duraufruf wird mit vcb, jedoch nicht mit vcf bewiesen:
-- b = 100
p(0,b,c);
-- 0>b ∨ b>c ∨ c>100
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≡ mit 0=s , Logik
))]:1000:(:1000:,(10000[ zsysszyzy ≤≤≤≤∃≤≤≤∀∧≤≤













Die mit vcb gebildete VC ][ vcbV ⇒  wird anhand einiger Beispiele erläutert, von denen eini-
ge aus [G81: 161-162] sind:
Beispiele:
Beispiel 1: Vertauschen von zwei Integervariablen:
Spezifikation:
--! P: x = k1 ∧ y = k2;
--! R: x = k2 ∧ y = k1;
procedure swap(x, y: in out integer);
Aufruf:     



















--! P: y = Y;
--! R: y = x ** Y;
procedure pow(x: in integer; y in out integer);
Aufruf:
--! V: i >= 1 ∧ t >= 3;
pow(i+1, t);
















--! R: z = 1 ∨ z = 2;
procedure p(z: out integer);
Aufruf:
--! V: c ∈ {0,...,10};
p(c);








Beispiel 4: Absteigend ordnen:
Spezifikation:
--! P: a = k1 ∧ b = k2;
--! R: a = max(k1, k2) ∧ b = min(k1, k2);
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--! P: y = Y;
--! R: y = x ∧ u = x - Y ∧ v = x + Y;
procedure set(x: in integer; y: in out integer; u, v: out in-
teger);
Aufruf:
--! Pre: b - 2 >= 3 * a;
set(3 * a + 2, b, c, d);













Beispiel 6: Ganzzahlige Wurzel:
Spezifikation:
--! P: x >= 0;
--! R: z >= 0 ∧ z ** 2 <= x < (z+1)** 2;
procedure sqrt(x: in; z: out);
Aufruf:
--! V: 1 < a <= 2p;
sqrt(a, b);










Beispiel 7: Korrekter, aber nicht verifizierbarer Aufruf:
Spezifikation:
--! P: m-1 ≤ y ≤ m;
--! R: z ≤ m ≤ y;












--! V: b < 0;
p(b, c);
--! N: b + c ≤ 0;

















Mit vcb ist es möglich, alle korrekten Beispielaufrufe außer Beispiel 7 zu beweisen. Beispiel 7
zeigt explizit, daß auch vcb nicht die schwächste Vorbedingung für einen Aufruf liefert. Der
nicht korrekte Aufruf aus Beispiel 3 kann nicht bewiesen werden, was auch so sein soll.
An dieser Stelle wird noch einmal zu den Schleifen zurückgekehrt. Es geht um eine leistungs-
fähige Verifikationsregel für Schleifen im Kontext einer umgebenden Anweisung , wofür die
Beweisregel für Prozeduren benutzt werden kann.
3.4.4 Eine Vorbedingung für Schleifen im Kontext einer umgeben-
den Anweisung
Für die Verifikation isolierter Schleifen gibt es die Regeln aus des Abschnitten 3.4.1 und
3.4.2. Falls eine Schleife z.B. innerhalb einer If-Anweisung vorkommt, sollte das keine weite-
ren Schwierigkeiten machen. Es gibt ja Regeln für die Behandlung zusammengesetzter An-
weisungen. Daher wird dieser Fall in der Literatur nicht gesondert behandelt. Aber in diesen
Fällen (geschachtelte Schleifen, Schleifen in If- oder Case-Anweisung) kann es wegen der
Beweisregeln für die äußeren Anweisungen notwendig sein, die schwächste Vorbedingung
der Schleife zu berechnen. Im Falle einer While-Schleife in einer If-Anweisung
-- V;
if B then




]),([ NBNwhilewpBV ∧¬∨∧⇒ .
Da die Berechnung von ),( Nwhilewp  im Allgemeinen nicht möglich ist, muß man statt des-
sen eine andere Vorbedingung verwenden. Man könnte z.B. einfach die in der Spezifikation
der Schleife gegebene Vorbedingung pre verwenden unter der Voraussetzung, daß post die
Nachbedingung N impliziert, wie im folgenden Beispiel:







--!pre2: y>0 and x>=0 and x>=y and q=0 and r = x;
--!post2: 0<=r and r<y<=x and q * y + r = x;
--!inv: 0<=r and 0<y<=x and q * y + r = x;
--!term: r;
while r>=y loop
      r := r - y;
      q := q+1;
end loop;
end if;
--!post1: (x>=y and 0<=r and r<y and q * y + r = x) or (x<y and
q=1);
Die isolierte While-Schleife ist korrekt (der Korrektheitsbeweis wird nicht aufgeführt), und es












Da die While-Schleife korrekt ist und ]12[ postpost ⇒  gilt, kann man für ),( Nwhilewp  ein-
fach pre2 nehmen, womit sich ergibt:
]0000[ ≥∧>≥⇒≥∧>≥ xyxxyx ≡ true.
In diesem Fall funktioniert diese einfache Methode. Aber wie man sieht, daß post2 N impli-
zieren. Aber es gibt korrekte Programme, bei denen das nicht gilt, wie Beispiel 2 weiter unten
zeigt (Berechnung von bap ⋅= ). Aber auch allein die Voraussetzung, daß post2 N impli-
ziert, ist nicht hinreichend, um den Korrektheitsbeweis führen zu können. Das führt dann da-
zu, daß ein korrektes Programm nicht als korrekt bewiesen werden kann, wie im folgenden
Beispiel:
--!pre1: i = n and j = m;
if i >= 0 then
   --!pre2: i = a = abs(n) and j = b = m and i >= 0;
   --!post2: i = 0 and j = a + b and a = abs(n) and b = m;
   --!inv: i >= 0 and i + j = a + b and a = abs(n) and b = m;
   --!term: i;
   while i>0 loop
      j := j+1;
      i := i-1;
   end loop;
else
   j := j - i;
end if;
--!post1: j = m + abs(n);
Es gilt zwar ]12[ postpost ⇒ , aber als VC ergibt sich
]000[ nmijiimbjnaiimjni +=−∧<∨≥∧==∧==∧≥⇒=∧=
Das kann nicht bewiesen werden, da in pre2 die Variablen a und b vorkommen.
Ganz ähnliche Probleme treten bei Prozeduraufrufen auf. Daher liegt es nahe, die Ausführung
einer Schleife wie einen Prozeduraufruf zu behandeln. Dabei wird nur die Spezifikation (pre,
post) der Schleife betrachtet und nicht der Schleifenrumpf. Die Vorbedingung der Schleife ist
dann ein Prädikat, das von der Nachbedingung N und statt vom Schleifenrumpf selbst von der
Spezifikation (pre, post) der Schleife abhängt. Man kann deshalb eine ähnliche Beweisregel
verwenden wie für Prozeduraufrufe. Es bestehen allerdings zwei Unterschiede:
1. bei Prozeduren gibt es 3 Parameterarten, nämlich in, in out und out. Das entspricht
in der Prozedur Variablen, die nicht verändert werden, Variablen, die verändert wer-
den und Variablen, die bei Beginn des Schleifenrumpfes undefiniert sind und am En-
de des Schleifenrumpfes definiert. In der Schleife gibt es die letzte Art von Variablen
nicht. In Ada kann man zwar innerhalb einer Schleife in einem Deklarationsteil neue
Variablen definieren; diese sind aber nach Ausführung der Schleife nicht mehr sicht-
bar.
2. bei Prozeduren und Aufrufen wird zwischen formalen und aktuellen Parametern un-
terschieden. Bei der Ausführung einer Schleife, die ähnlich wie ein Prozeduraufruf
behandelt werden soll, gibt es diese Unterscheidung nicht.
Um eine Beweisregel herzuleiten, geht man von der für Prozeduraufrufe aus. Der Schleifen-
rumpf wird zum Prozedurrumpf, indem die Variablen in der Schleife und ihrer Spezifikation
umbenannt werden. Dann ist die Beweisregel für Prozeduraufrufe anwendbar. Die Schleifen-
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variablen, die nicht verändert werden, heißen a und die, die verändert werden, heißen b. Sie








. Das in die
Vorbedingung vcb für Prozeduraufrufe eingesetzt ergibt die Vorbedingung oc für die Kor-
rektheit der Schleife im Kontext einer umgebenden Anweisung:










,∃ ∧ ∀ ∀ ⇒ ⇒m pre y m pre post Nx ya b a bx y x ya b a bx y x ya b ax yb
≡ Substitutionslemma
( : ) ( :( : ) )∃ ∧ ∀ ∀ ⇒ ⇒m pre y m pre post Nyb yb
Auf diese Vorbedingung kann man auch durch das eher intuitive und verbale Argument aus
[K96: 16] kommen. In der Beweisregel wird der Unterschied der Variablen b vor und nach
Ausführung der Schleife widergespiegelt. Dazu werden in der Beweisregel eindeutige
Hilfsvariablen verwendet, die sonst nicht vorkommen und nur an dieser Stelle gelten. Dieses
Problem wird auch in [F89: 138-139] betrachtet. Das Ergebnis ist die Konsequenzregel II.
Wenn man in dieser Regel das schwächere Prädikat vcb statt vcf verwendet, erhält man oc.
Im Allgemeinen hat man im Laufe eines Beweises einer umgebenden Anweisung (Schleife





D.h. die Zusicherung Z wurde mit wp-Regeln rückwärts berechnet und jetzt ist eine möglichst
schwache Vorbedingung der inneren Schleife Si gesucht. Vorausgesetzt ist die Korrektheit
der inneren Schleife, also )],([ NiSiwpVi ⇒ . Falls die Anschlußbedingung ][ ZNi ⇒  erfüllt
ist, gilt wegen der Monotonie von wp )],(),([ ZSiwpNiSiwp ⇒  und mit der Transitivität er-
gibt sich )],([ ZSiwpVi ⇒ , so daß man mit Vi als einer möglichst schwachen Vorbedingung
weiterrechnen kann. Mit oc ist man nicht auf die Anschlußbedingung angewiesen. Diese Me-
thode zum Beweis von Schleifen im Kontext einer umgebenden Anweisung hat folgende
Vorteile:
1. Eine innere Schleife kann isoliert bewiesen werden. Im 2. Beispiel weiter unten dient
die innere Schleife dazu, p um a zu erhöhen. Das kann einfach wie bei einer Proze-
dur spezifiziert werden, ohne sich um die Anschlußbedingungen zu kümmern. Da-
durch ist es leichter, Anschlußbedingungen zu finden.
2. Es können Schleifen bewiesen werden, die sonst nicht bewiesen werden können, weil
die Anschlußbedingungen nicht erfüllt sind. Zwar könnte man die Anschlußbedin-
gungen so gestalten, daß sie erfüllt sind, aber sie sind dann schwieriger zu finden,
und die isolierte Betrachtung der inneren Schleife (Vorteil 1) ist dann auch nicht
mehr gegeben.


















Das 2. Beispiel zeigt die Verwendung dieser Beweisregel an einer geschachtelten For-
Schleife. Es wird das Produkt p der nicht negativen ganzen Zahlen a und b berechnet. Außer-
dem soll T a bp ( )⋅  gelten, so daß die Typbedingung immer erfüllt ist und im folgenden Be-
weis weggelassen werden kann.
-- Va: a, b ≥ 0 ∧ p = 0
for i in 1 .. b loop
-- Vi: p = c ∧ a ≥ 0
for j in 1 .. a loop
p := p+1;
-- Pi: p = c + j
end loop;
-- Ni: p = c + a
-- Pa: p = a * i ∧ a ≥ 0
end loop;
-- Na: p = a * b
1. Beweis der Korrektheit der inneren Schleife:
(1) truecpcpa ≡+=+⇒=∧≤ ]111[
(2) truejcpjcpaj ≡+=+⇒−+=∧≤≤ ]112[
(3) trueacpacpa ≡+=⇒+=∧≤ ]1[
(4) trueacpacpa ≡+=⇒≥∧=∧> ]01[
2. Beweis der Korrektheit der äußeren Schleife:
(1) )]01,(001[ ≥∧⋅=⇒=∧≤∧≤ aapSchleifeinnerewppab
Die Nachbedingung der inneren Schleife p c a= +  impliziert nicht die Invariante der äußeren
Schleife 01 ≥∧⋅= aap , so daß man jetzt nicht mit der Vorbedingung der inneren Schleife
p c a= ∧ ≥ 0  weiterrechnen kann. Mit oc ergibt sich jedoch true
(2) )]0,(0)1(2[ ≥∧⋅=⇒≥∧−⋅=∧≤≤ aiapSchleifeinnerewpaiapbi  ≡ true
(3) ]01[ bapabapb ⋅=⇒≥∧⋅=∧≤  ≡ true
(4) ]0,01[ bappbab ⋅=⇒=∧≤∧> ≡ true
•
Diese Methode eignet sich für alle Anweisungen, für die keine wp berechnet werden kann.
Man benutzt statt der Anweisung selbst ihre Spezifikation und betrachtet ihre Ausführung wie
einen Prozeduraufruf. In diesem Abschnitt wurde das für Schleifen gemacht. Diese Methode
zur Verifikation geschachtelter Schleifen ist in FPP implementiert.
3.4.5 Rekursive Prozeduren
Da rekursive Prozeduren eine induktive Implementierung induktiv definierter Prädikate dar-
stellen, liegt es nahe, solche Prozeduren durch Induktion zu beweisen. Der Induktionsanfang
wird dabei durch die Zweige (im Allgemeinen mehrere) der Prozedur gegeben, die keinen
rekursiven Aufruf enthalten. Die Induktionsannahme ist dann, daß die Prozedur für die aktu-
ellen Parameter in den rekursiven Aufrufen korrekt ist. Unter dieser Annahme wird gezeigt,
daß der Prozedurrumpf korrekt ist. Beispiele für dieses Vorgehen findet man z.B. in [H92: 37-
44] oder [M83]. Diese Beispiele verwenden zwar das oben erwähnte allgemeine Schema, aber
kein rein mechanisches / algorithmisches Vorgehen, d.h. es ist noch einiges an menschlicher
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Intuition, Einfällen und „Tricks“ nötig. Doch zur vollständigen Automatisierung des Korrekt-
heitsbeweises rekursiver Prozeduren ist ein rein mechanisches Vorgehen notwendig.
In [HM96] wird ein Verfahren zur automatischen Erzeugung von VCs für indirekt rekursive
Prozeduren angegeben. Allerdings kann damit auch nur die partielle Korrektheit gezeigt wer-
den. Da die zugrunde liegende VC für Prozeduren nicht die schwächst mögliche ist, können
die so erzeugten VCs für gegenseitig rekursive Prozeduren auch nicht die schwächst mögli-
chen sein. Zudem wird in [HM96] auch kein Beispiel für den Korrektheitsbeweis indirekt
rekursiver Prozeduren angegeben.
















Die prinzipielle Vorgehensweise wird zunächst an einem sehr einfachen Beispiel gezeigt,
nämlich der Prozedur fac(n, f), die die Fakultät f einer natürlichen Zahl n berechnen soll.
Um das Wesentliche zu zeigen, wird die Typprüfung weggelassen.
procedure fac(n: in natural; f: out positive) is
-- V: n >= 0
-- N: f = n!
begin
if n = 0 then f := 1;
else fac(n-1, f);
f := f * n;
end if;
end fac;











 ≡ Logik, Zuweisungsregel, Arithmetik
)])!1(),,1((00[ −=−⇒≠∧≥ nffnfacwpnn





Allerdings ist dies nur eine Beweisregel für die partielle Korrektheit, da man damit auch die
Korrektheit einer theoretisch nicht terminierenden rekursiven Prozedur beweisen kann, wie
das folgende, leicht abgeänderte Beispiel zeigt.
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procedure fac(n: in natural; f: out positive) is
-- V: n >= 0
-- N: f = n!
begin
















 ≡ Logik, Zuweisungsregel, Arithmetik
)])!1(),,1((00[ +=+⇒≠∧≥ nffnfacwpnn




Dieses Beispiel zeigt, daß Beweisregeln zum Beweis rekursiver Prozeduren ohne Terminie-
rungsbeweis nicht zulässig sind, da mit ihnen auch nicht korrekte Prozeduren bewiesen wer-
den können.
•
In [D92: 104-109] wird zum Beweis der Terminierung wie bei Schleifen eine Terminierungs-
funktion t verwendet. Diese ist nach unten beschränkt und wird durch jeden einzelnen rekur-
siven Aufruf im Prozedurrumpf kleiner. Die Beweisregel lautet:
]0[ ≥⇒ tP













für jeden rekursiven Aufruf von proc innerhalb des Prozedurrumpfes mit den jeweiligen ak-
tuellen Parametern a, b, c.
Diese Beweisregel hat jedoch den Nachteil, daß man beim Beweis die Zusicherungen immer
auf die in der Regel geforderte Form bringen muß, was nicht rein mechanisch machbar ist
oder gar nicht möglich ist, wie das folgende Beispiel zeigt:
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procedure add(x: in out integer; y: in natural) is
-- P: x = c ∧ y ≥ 0



























))]11())2),2,((1(0[ , 1,1 cyxycykhkaddwphyTcx kh xy +=⇒=+∧+=+−⇒≠⇒≥=∧= −+
≡ Logik
]))2),2,(((10[ , 1,1kh xycykhkaddwphyTcx −++=+−⇒≠∧≥=∧=
Induktionsvoraussetzung ist
)]2),2,((22[ chkhkaddwphckTh +−=−⇒≥∧=∧<−




















       ≡ ????
An dieser Stelle kann der Ausdruck nicht weiter umgeformt werden. Die Substitutionen kön-
nen nicht durchgeführt werden, da die Voraussetzungen des Substitutionslemmas für wp nicht
erfüllt sind.
•
Daher wird die Beweisregel von Bijlsma um den Beweis der Terminierung wie in [D92: 104-
109] erweitert, was zu folgender Beweisregel führt:
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Die Prozedur procedure proc(x: in; y: in out; z: out) ist spezifiziert durch (P, R)
und die Terminierungsfunktion t. Dann muß gezeigt werden:
]0[ ≥⇒ tP
)],([ RbodywpTtP ⇒=∧ , (T ist eine neue Variable)
wobei wp proc a b c N( ( , , ), )  des rekursiven Aufrufs im Prozedurrumpf body durch das stärkere
Prädikat  Ttvcb zyx cba <∧ ,, ,,  approximiert wird (vcbt im Folgenden).
Da es vorkommen kann, daß in-out-Parameter und Spezifikationsvariablen wegen der Be-
weisregel von Bijlsma im Laufe des Beweises in einer Formel sowohl frei als auch gebunden
vorkommen können, werden diese Variablen (aus Sicht der Formel sind Parameter und Spezi-
fikationsvariablen syntaktisch Variablen) durch Anfügen eines Apostrophs (‘) umbenannt.















my RbodywptTP ⇒=∧ , (m sind Spezifikationsvariablen)
Beispiele:
Beispiel 1: Fakultät:
procedure fac(n: in natural; f: out positive) is
-- P: n ≥ 0
-- R: f = n!
-- t: n
begin
if n = 0 then f := 1;
else fac(n-1, f);
     f := n * f;
end if;
end fac;
Als VCs erhält man
1. truenn ≡≥⇒≥ ]00[
2.










Das folgende Beispiel ist die nichtterminierende Prozedur von oben:
procedure fac(n: in natural; f: out positive) is
-- P: n >= 0
-- R: f = n!
-- t: n
begin





Als VCs erhält man
1. truenn ≡≥⇒≥ ]00[
2.








Mit einer anderen Terminierungsfunktion kann Teil 2 gezeigt werden:
procedure fac(n: in natural; f: out positive) is
-- V: n >= 0
-- N: f = n!
-- t: -n
begin





Als 2. VC erhält man
2.







Allerdings ist hier Bedingung 1, die Beschränktheit der Terminierungsfunktion nach unten,




Mit Typprüfung sieht das Beispiel so aus, wobei n NMAX∈0.. (=: ntyp) und f ∈ −1 2 163.. (=:
ftyp):
procedure fac(n: in ntyp; f: out ftyp) is
-- P: n ∈ ntyp
-- R: f = n!
-- t: n
begin
if n = 0 then f := 1;
else fac(n-1, f);
     f := n * f;
end if;
end fac;
Als VCs erhält man
1. truenntypn ≡≥⇒∈ ]0[
2.













, 0 20≤ ≤
•
Beispiel 2: Addition:
Dieses Beispiel illustriert die Verwendung von in-out-Parametern und Spezifikationsvaria-
blen. In den Formeln des Korrektheitsbeweises sind das Variablen, die sowohl frei (in P und
R) als auch gebunden (durch die Beweisregel) vorkommen können. Die freien Vorkommen
werden deshalb durch Anfügen eines Apostrophs (‘) umbenannt.
procedure add(x: in out integer; y: in natural) is
-- P: x = c ∧ y ≥ 0
-- R: x = y + c
-- t: y
begin
if y /= 0 then
   add(x, y-1);
   x := x+1;
end if;
end add;
Als VCs erhält man
]0[ ≥⇒ tP
)],([ RbodywpTtP ⇒=∧






wp body x y cx










≡ mit c = x’, Logik
( ( :( ’ ) ’ ’)) ’ ’y y T y x y x y x x y c x c≠ ⇒ − < ∧ ≥ ∧ ∀ ≥ ⇒ = + − ⇒ + = − + ∧ =0 1 1 1 1 1 1
⇐ zu zeigen (*)






Beispiel 3: Addition, komplizierter:
Das folgende Beispiel ist die rekursive Prozedur von oben, die mit der Regel von Dahl nicht
bewiesen werden kann.
procedure add(x: in out integer; y: in natural) is
-- P: x = c ∧ y ≥ 0













Als VCs erhält man
]0[ ≥⇒ tP
)],([ RbodywpTtP ⇒=∧




wp body x y cx




( ( :( ’ ) ’)) ’ ’y y T y x y x y x x y c x c≠ ⇒ − < ∧ ≥ ∧ ∀ ≥ ⇒ = + − ⇒ + = + ∧ =0 1 1 1 2 2
⇐ zu zeigen (*)








Beispiel 4: McCarthy’s 91-Funktion [M83]:
Das ist ein akademisches Standardbeispiel für eine rekursive Funktion, bei der man nicht
durch bloßes „Hinsehen“ erkennt, was die Funktion berechnet bzw. wie das zu beweisen ist.
Die in der Literatur vorkommenden Beweise sind alle mehr oder weniger „trickreich“. Hier
wird ein rein mechanischer Beweis gezeigt.
procedure p(x: in integer; y: out integer) is
-- P: MININT <= x <= MAXINT
-- R: x > 100 ∧ y = x - 10 ∨ x ≤ 100 ∧ y = 91
-- t: MAXINT - x
q: integer;
begin
if x > 100 then y := x - 10;
else p(x + 11, q); p(q, y);
end if;
end p;





t T q x q x q x q x qq
x < ∧ ≤ ⇒ ≤ ∧ > ∧ > ⇒ = ∧ > ∧ ≤ ⇒ =( ) ( ) ( )100 101 100 100 100 100 101
wp p x q wp p q y x y x x y( ( , ), ( ( , ), ))+ > ∧ = − ∨ ≤ ∧ =11 100 10 100 91
⇐ vcbt
100)89()89( 91111 ≤∧<⇒≤∧<⇒>∧< ++ xTtxTtxTt xxxxx
zu zeigen:




Beispiel 5: Indirekte Rekursion:
Für indirekt rekursive Prozeduren arbeitet das Verfahren genauso. Um die Korrektheit einer
der Prozeduren zu zeigen, muß die Korrektheit jeder verwendeten Prozedur gezeigt werden.
Beispiel:
procedure even(n: in natural; b: out boolean) is
-- P: n >= 0
-- R: b = (n mod 2 = 0)
-- t: n
begin






procedure odd(n: in natural; b: out boolean) is
-- P: n >= 0
-- R: b = (n mod 2 = 1)
-- t: n 
begin











Korrektheit von odd (analog)
truenn ≡≥⇒≥ ]00[
T n n n n wp even n b b n= ≥ ⇒ = ⇒ ≠ ∧ ≠ ⇒ − = =0 0 2 1 0 1 2 1( mod ) ( ( ( , ), ( mod )))
⇐ vcbt
true
4 Beweis von Schleifen ohne Invariante
96
4 Beweis von Schleifen ohne Invariante
Dieses Kapitel stellt neue Techniken vor, mit denen unter bestimmten Bedingungen die Kor-
rektheit von Schleifen gezeigt werden kann, die nur durch ihre Vor- und Nachbedingung spe-
zifiziert sind, d.h. die ohne Invariante und Terminierungsfunktion gegeben sind. Ziel dabei ist,
VCs für Schleifen genauso wie für andere Konstrukte zu generieren, bei denen die VC nur aus
den Anweisungen und der Spezifikation generiert wird. Dabei ist das Vorgehen für For- und
While-Schleifen sehr unterschiedlich. Bei For-Schleifen wird versucht, eine Invariante zu
erzeugen und damit die Korrektheit zu zeigen. Zu diesem Zweck wird versucht, die Heuristik
Ersetzen einer Konstante durch eine Variable zu automatisieren (Abschnitt 4.1). Bei While-
Schleifen wird nicht versucht, eine Invariante zu erzeugen, sondern gleich die schwächste
Vorbedingung (Abschnitt 4.2) berechnet.
4.1 Erzeugung von Invarianten für For-Schleifen
Zwei in der Literatur z.B. [G81: 195-205] vorkommende Heuristiken zum Finden einer Inva-
rianten sind Entfernung eines Konjunkts aus der Nachbedingung und Ersetzen einer Kon-
stanten durch eine Variable. Da es sich um Heuristiken handelt, sind diese Methoden nur
schwer zu automatisieren. Doch bei For-Schleifen funktioniert sehr oft die zweite Heuristik,
indem man die Schleifenobergrenze, die innerhalb der Schleife eine Konstante ist, durch die
Schleifenvariable ersetzt.
Damit das automatisierbar ist, muß die Schleifenobergrenze eine Variable sein, denn nur Va-
riablen sind in Ausdrücken ersetzbar. (Eine Variable im Sinne der Prädikatenlogik, d.h. auch
ein als Konstante definierter Bezeichner ist hier Variable; eine Konstante im Sinne der Prädi-
katenlogik ist ein Zahlenliteral.) Man ersetzt einfach die Schleifenobergrenze in der Nachbe-
dingung durch die Schleifenvariable und testet, ob das so entstandene Prädikat eine Invariante
für die For-Schleife ist. Falls ja, ist die Schleife korrekt, falls nicht, ist das keine Invariante.
Das kann 2 Gründe haben: die Schleife ist nicht korrekt, und es gibt gar keine Invariante (Satz
3.27); oder die Schleife ist korrekt, und das Verfahren kann keine Invariante ermitteln. In die-
sem Fall muß eine Invariante angegeben werden.
Falls Vor- und Nachbedingung als Konjunktion vorliegen und beide Zusicherungen gleiche
gemeinsame Konjunkte haben, deren Variablen nicht im Rumpf S verändert werden, so sind
diese gemeinsamen Konjunkte invariant. Das kommt besonders bei geschachtelten Schleifen
vor. Es kann vorkommen, daß diese Konjunkte die Schleifenobergrenze enthalten. Wenn die-
se dann durch die Schleifenvariable ersetzt wird, hat man im Allgemeinen keine Schleifenin-
variante mehr. Man darf die Ersetzung also nur in den Konjunkten der Nachbedingung vor-
nehmen, die nicht in der Vorbedingung vorkommen.
Diese Methode funktioniert also höchstens, wenn die Obergrenze b eine Variable ist. Falls die
Obergrenze keine Variable ist, könnte man auf die Idee kommen, vor Ausführung der Schleife
h := b; einzuführen, und als Obergrenze dann die neue Hilfsvariable h zu verwenden. Das
funktioniert im Allgemeinen aber nicht, da h in der Nachbedingung nicht vorkommt. Ersetzen
einer nicht vorkommenden Variablen ergibt denselben Ausdruck, so daß man die Nachbedin-
gung selbst als Invariante benutzen müßte, was in den meisten Fällen nicht geht.
Eine Lösung dieses Problems ist eine semantisch äquivalente Schleife, die als Obergrenze
eine Variable hat. Diese Schleife wird durch eine Verschiebung t des Laufbereichs der Schlei-
fenvariablen erzeugt, so daß die beiden For-Schleifen
-- V












semantisch äquivalent sind. t ist eine Funktion auf der Menge T der Terme der Ganzzahla-
rithmetik TTt a: , und t‘ ist die zu t inverse Funktion (T ist wie üblich definiert). Die ge-
naue Definition von t wird in den Definitionen 4.3 und 4.4 angegeben. Im Folgenden wird
schrittweise auf diese Definition hingearbeitet , um zu verdeutlichen, wie sie zustande kommt.
t muß folgende Eigenschaften erfüllen:
1. t ist auf a b..  definiert und bijektiv, damit die inverse Funktion existiert
2. t b t a b a( ) ( )− = − , d.h. die Anzahl der Schleifendurchläufe wird nicht verändert
3. ( , : : ( ) ( ))∀ ≤ < ≤ <i j a i j b t i t j ; t ist streng monoton steigend, damit die Reihenfolge
der Schleifendurchläufe nicht verändert wird
4. t b( )  ist eine Variable
5. t b( )  kommt in N und b vor ( )()()( bfreeNfreebt ∩∈ )
6. t enthält keine Variablen, die in der Schleife verändert werden
( )),(:)(( vStranstfreev ∈∀ )
Die ersten 3 Forderungen müssen erfüllt sein, damit die transformierte Schleife zur ursprüng-
lichen semantisch äquivalent ist. Die 6. Forderung ist wichtig für den Fall, daß eine Variable
im Schleifenrumpf zum ersten Mal einen Wert zugewiesen bekommt und somit vorher unde-
finiert ist. Dann würde t einen undefinierten Wert erhalten und Forderung 1 nicht erfüllt sein.
Forderung 6 ist also eine Konsequenz aus Forderung 1, womit diese beiden Forderungen nicht
unabhängig sind. Bei der Aufstellung der Forderungen wurde auch nicht auf Unabhängigkeit
Wert gelegt, sondern auf Verständnis für den Grund der Forderungen.
Die Forderungen 4 und 5 sind für die Erzeugung der Invarianten notwendig.
Satz 4.1: Die Eigenschaften 1., 2. und 3. sind erfüllt, wenn gilt:
( : : ( ) ( ) )∀ ≤ < + − =i a i b t i t i1 1
.
Beweis:
Eigenschaft 2: a b≤ :  sei a i b i+ = ∧ ≥ 0 , Induktion über i:
i = 0 : t b t a t a i t a t a t a( ) ( ) ( ) ( ) ( ) ( )− = + − = − = 0
i i→ + 1:
 Induktionsvoraussetzung t a i t a i( ) ( )+ − =
zu zeigen: t a i t a i( ) ( )+ + − = +1 1
t a i t a t a i t a i( ) ( ) ( ) ( )+ + − = + + − = +1 1 1
(nach Voraussetzung des Satzes ( : : ( ) ( ) )∀ ≤ < + − =i a i b t i t i1 1  und Indukti-
onsvoraussetzung)
Falls ba > , gilt die Aussage wegen Allquantifizierung über den leeren Bereich.
Eigenschaft 1: t ist auf a b..  definiert: wenn t nicht auf a b..  definiert wäre, wäre mindestens
ein Teilausdruck von ( : : ( ) ( ) )∀ ≤ < + − =i a i b t i t i1 1  nicht definiert, und somit würde die
Voraussetzung des Satzes nicht gelten.
t ist bijektiv, d.h. injektiv und surjektiv:
• t ist injektiv: zu zeigen ( , : , : ( ) ( ))∀ ≤ ≤ ∧ ≠ ≠i j a i j b i j t i t j
angenommen, das gilt nicht, d.h. ( , : , : ( ) ( ))∃ ≤ ≤ ∧ ≠ =i j a i j b i j t i t j  und somit
t i t j( ) ( )− = 0 . Nach Eigenschaft 2 ist aber t i t j i j( ) ( )− = − ≠ 0  für i j≠ .
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• t ist surjektiv: da t injektiv ist und der Definitionsbereich von t diskret und endlich ist,
folgt mit dem Schubfachprinzip, daß t auch surjektiv und damit bijektiv ist.
Eigenschaft 3: t ist streng monoton steigend, d.h. ( , : : ( ) ( ))∀ ≤ < ≤ <i j a i j b t i t j
Sei i k j k+ = ∧ > 0 . Dann ist wegen Eigenschaft 2
t j t i t i k t i i k i k( ) ( ) ( ) ( )− = + − = + − = > 0 , d.h. t i t j( ) ( )< .
•
Satz 4.2: Die Schleifen




for i in t(a) .. t(b) loop
S(t’(i));
end loop;
wobei t eine Funktion mit den Eigenschaften 1, 2 und 3 ist, sind semantisch äquivalent.
Beweis: die operationelle Semantik der 1. Schleife ist
S(a); S(a+1); S(a+2); ... ; S(b-1); S(b);
die operationelle Semantik der 2. Schleife ist
S(t’(t(a))); S(t’(t(a)+1)); S(t’(t(a)+2)); ... ; S(t’(t(b)-1)); S(t’(t(b)))
≡ Eigenschaften von t
S(t’(t(a))); S(t’(t(a+1))); S(t’(t(a+2))); ... ; S(t’(t(b-1))); S(b)
≡ Eigenschaften von t
S(a); S(a+1); S(a+2); ... ; S(b-1); S(b);
•
Da die Transformation nicht im Programm sondern nur mathematisch durchgeführt wird,
kann es keine Bereichsüberschreitungen oder Seiteneffekte geben.
Wünschenswert ist auch, daß die Variable t b( ) nicht in t vorkommt. Diese Eigenschaft sowie
die Voraussetzungen von Satz 4.1 sind von N unabhängig und erfüllt, wenn die Obergrenze b
geeignet ist.
Definition 4.3: Ein Term ist geeignet, wenn er linear und keine Konstante ist und mindestens








 ( ∈≥ jcCn ,,1 Á, 1=kc  für ein nkk ≤≤1, , v j  verschiedene Variablen).
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Die Gründe für die Einschränkungen bezüglich der Form eines geeigneten Terms in Definiti-
on 4.3 sind:
1. n = 0  bedeutet, daß b eine Konstante ist. Ein Term, der eine Konstante ist, kann nicht nach
einer Variablen aufgelöst werden. Man könnte eine Variable aus N addieren und C subtra-
hieren, aber das nützt im Allgemeinen nichts. Beispiel:
-- s = 0 ∧ n <= 10
for i in n .. 10 loop
s := s + i;
end loop;
-- s = sum(j, n .. 10, j)
Mit nbbt +−= 10)(  erhält man die semantisch äquivalente Schleife (bis auf eventuelle
Bereichsüberschreitungen, die aber nicht vorkommen können)
-- s = 0 ∧ n <= 10
for i in 2n-10 .. n loop
s := s+i+10-n;
end loop;
-- s = sum(j, n .. 10, j)





js , was nicht stimmt.
2. Wenn ein ck = 1  ist, dann ergibt die Funktion t b vk( ) =  und vk  kommt nicht in t
vor. t erfüllt dann die Voraussetzung von Satz 4.1.
Falls kein ck = 1 , dann gibt es keine Funktion t mit t b vk( ) = , ohne daß vk  in t vorkommt.
Wenn z.B. b m= 2  ist, dann erreicht man m nur durch Subtraktion von m. Damit kommt m
in t vor. Division durch 2 würde die Voraussetzung von Satz 4.1 verletzen.
3. Wenn zwei gleiche Variablen vi  und v j  mit Koeffizient 1 vorkommen, so ist zwar rein
syntaktisch Punkt 2 erfüllt, aber es gibt es keine Funktion t mit t b vk( ) = , ohne daß vk  in t
vorkommt; ein Beispiel ist m m+ .
•
Forderung 5 lautet )()()( bfreeNfreebt ∩∈ . Falls ∅=∩ )()( bfreeNfree , ist keine Trans-
formation der Schleife möglich (Beispiel 4). Falls ∅≠∩ )()( bfreeNfree , gibt es mehrere
mögliche Funktionen.
Sei 1},,,{)()( 1 ≥=∩ nvvbfreeNfree nK , dann gibt es n Funktionen t i ni , = 1K  mit
t b vi i( ) = . Jede beliebige Teilmenge dieser n Funktionen kann zu einer Invarianten führen
durch Ersetzung von vi  durch die Schleifenvariable in N. Weiter unten werden Beispiele mit
n = 2  für jeden Fall angegeben, d.h. keine Funktion (Beispiel 5) bzw. genau eine (Beispiel 3)
bzw. beide (Beispiel 2) führen zu einer Invarianten.
Die Verifikationsbedingungen werden aus denen für die For-Schleife mit gegebener Invari-
ante (Abschnitt3.4.2) hergeleitet. Folgende For-Schleife sei gegeben:
-- V ∧ G
for i in a .. b loop
S(i)
end loop;
-- N ∧ G
G ist das gemeinsame Konjunkt von Vor- und Nachbedingung, wie auf S.97 erwähnt. )(bt  ist
eine Variable in b und N. Die transformierte Schleife lautet dann
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-- V ∧ G
for i in t(a) .. t(b) loop
S(t’(i))
end loop;
-- N ∧ G
Die mögliche Invariante ist dann N Gi
t b( ) ∧ . Die Verifikationsbedingungen lauten
(1)
])()([ GNbtatGV ∧⇒>∧∧
≡ t streng monoton steigend, Logik
][ NbaGV ⇒>∧∧
(2)
)])())),((’(()()([ )()( i atbti GNattSwpbtatGV ∧⇒≤∧∧
≡ t streng monoton steigend und bijektiv, Substitution, )(GVari ∉
)]),(([ )( )( GNaSwpbaGV bt at ∧⇒≤∧∧
≡ Konjunktivität von wp, Logik
)]),(([ )( )( bt atNaSwpbaGV ⇒≤∧∧
(3)        )])),(’(()(1)([ )()(1 btibti NitSwpGNbtiat ⇒∧∧≤≤+ −
(4)
])()()([ )()( GNGNbtat i btbti ∧⇒∧∧≤
≡ Substitution, )(GVari ∉
true
Die 4. VC ist schon auf Grund der Konstruktion erfüllt und entfällt somit bei diesem Verfah-
ren. Falls die ersten 3 VCs bewiesen werden können, ist die Schleife korrekt. Falls nicht, ist
das konstruierte Prädikat keine Invariante. Dann muß man die nächste Transformation aus-
probieren (Beispiel 3). Da es sich bei dem Verfahren nur um eine Heuristik handelt, ist klar,
daß das Verfahren nicht immer eine Invariante liefern kann, auch wenn die Schleife korrekt
ist. Andererseits kann es vorkommen, daß eine Invariante auf eine andere Weise relativ ein-
fach gefunden werden kann und von diesem Verfahren nicht erzeugt wird.
Die Transformation der Schleife ist möglich, wenn b ein geeigneter Term ist. Aber das ist
keine wesentliche Einschränkung, da die Obergrenzen fast aller For-Schleifen diese Form
haben [GB91]. Meistens sind die Obergrenzen von For-Schleifen Variablen, eine Summe ei-
ner Variablen und einer Konstanten oder die Summe von 2 Variablen. Die Form der Unter-









-- s = 0
for i in 1 .. n loop
s := s + i;
end loop;
-- s = sum(j, 1 .. n, j)
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Obergrenze ist Variable, kein gemeinsames Konjunkt, keine Transformation erforderlich;










-- s = 0
for i in 1 .. n + m loop
s := s + i;
end loop;
-- s = sum(j, 1 .. n + m, j)
Obergrenze ist geeignet, kein gemeinsames Konjunkt, 2 gemeinsame Variablen, 2 Transfor-
mationen möglich
t x x n t x x n1 1( ) , ’( )= − = +  oder
t x x m t x x m2 2( ) , ’( )= − = +











































-- s = 0 ∧ n ≥ 0
for i in m .. m + n loop
s := s + i;
end loop;
-- n ≥ 0 ∧ s = sum(j, 1 .. n, j) + m*(n+1)
Obergrenze ist geeignet, ein gemeinsames Konjunkt, 2 gemeinsame Variablen, 2 Transforma-
tionen möglich
t x x n t x x n1 1( ) , ’( )= − = +  oder
t x x m t x x m2 2( ) , ’( )= − = +







)1()(0 . Das ist keine Invariante der
transformierten Schleife.
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)1()(0 . Nur das n in den nicht gemein-



































Beispiel 4:  Summation
-- s = 0 ∧ n > 1
for i in 1 .. n loop
s := s + i;
end loop;
-- s > 2
Keine gemeinsamen Variablen in der Obergrenze und der Nachbedingung. Keine Transfor-
mation ist erforderlich, da die Obergrenze eine einfache Variable ist. Da diese nicht in der




-- s = 0 ∧ m ≥ 0 ∧ n ≥ 0
for i in 1 .. m + n loop
s := s + i;
end loop;
-- s = sum(j, 1 .. n, j) + sum(j, n+1 .. m + n, j)
Die Obergrenze ist geeignet, 2 gemeinsame Variablen, kein gemeinsames Konjunkt, 2 Trans-
formationen möglich:
t x x m t x x m1 1( ) , ’( )= − = +  oder
t x x n t x x n2 2( ) , ’( )= − = +
Keine der beiden Transformationen führt zu einer Invarianten der transformierten Schleife.
•
Beispiel 6: Bubble - Sort
Mit diesem etwas komplexeren Beispiel können mehrere Verfahren illustriert und erläutert
werden. Es handelt sich um zwei geschachtelte Schleifen, bei der die Methode aus Abschnitt
3.4.4 verwendet wird. Daran sieht man erneut, daß man sich bei der Spezifikation und beim
Beweis der inneren Schleife nur auf diese zu konzentrieren braucht, ohne die äußere Schleife
zu berücksichtigen. D.h. die innere Schleife kann relativ unabhängig betrachtet werden.
Die hier vorgestellte Methode zum Beweis einer For-Schleife ohne gegebene Invariante funk-
tioniert in dem Beispiel nicht für die äußere Schleife. Hier muß also eine Invariante angege-
ben werden. Die innere Schleife kann ohne gegebene Invariante bewiesen werden.
Außerdem kommt ein Prozeduraufruf mit Array-Parametern vor.
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-- Va: n ≥ 1 ∧ a = A
for i in 1 .. n-1 loop
-- a = perm(A) ∧ sort(a(n-i+2 .. n)) ∧ a(n-i+2) ≥ a(1 .. n-i+1)
-- Vi: 1 ≤ i ≤ n-1
for j in 1 .. n - i loop
if a(j) > a(j+1) then swap(a(j), a(j+1)); end if;
end loop;
-- Ni: a(n-i+1) ≥ a(1 .. n-i+1)
-- Pa: a = perm(A) ∧ sort(a(n-i+1 .. n)) ∧ a(n-i+1) ≥ a(1 .. n -
i)
end loop;
-- Na: a = perm(A) ∧ sort(a(1 .. n))
a perm A= ( )  ≡ das Array a ist eine Permutation des Arrays A
sort a n m( ( .. ))  ≡ das Array a ist von n bis m aufsteigend geordnet
e a n m≥ ( .. )  ≡ e ≥ jedes Element des Arrays a von n bis m
Korrektheit der äußere Schleife: Obergrenze ist geeignet, eine gemeinsame Variable, kein
gemeinsames Konjunkt, eine mögliche Transformation:
t x x t x x( ) , ’( )= + = −1 1
Das daraus resultierende Prädikat ist keine Invariante der inneren Schleife. Es besagt, daß die
ersten i Elemente von a geordnet sind. Eine Invariante ist: die letzten i Elemente von a sind
geordnet und größer oder gleich den ersten n i−  Elementen von a. Diese Invariante Pa  muß
angegeben werden.
Damit kann die Korrektheit der äußeren Schleife bewiesen werden. Hier erkennt man auch
einen wichtigen Zusammenhang zwischen der Methode aus Abschnitt 3.4.4 und dem automa-
tischen Erzeugen von Schleifeninvarianten. Denn nur durch Anwendung dieser Methode ist
eine Invariante für die innere Schleife automatisch zu erzeugen. Ohne diese Methode müßten
][ ai PN ⇒  und ])[( 1 iiia VP ⇒−  gezeigt werden. Damit das funktioniert, müßten Vi  und Ni  so
geändert werden, daß sie nicht mehr unabhängig von Pa  sind. Das ist möglich, führt aber da-
zu, daß für die innere Schleife keine Invariante automatisch erzeugt werden kann.
Korrektheit der inneren Schleife:
Obergrenze ist geeignet, kein gemeinsames Konjunkt, 2 gemeinsame Variablen, 2 mögliche
Transformationen
t x x i n t x x i n1 12 2( ) , ’( )= + − = − +  oder
t x x i t x x i2 2( ) , ’( )= + = −
t1  führt zu einem Prädikat, das keine Invariante der inneren Schleife ist. Mit t2  ergibt sich
eine Invariante der inneren Schleife.
•
Für abwärts zählende For-Schleifen ergibt sich eine analoge Methode. Die VCs werden aus
denen für die abwärtszählende For-Schleife mit gegebener Invariante (Abschnitt3.4.2.3) her-
geleitet. Folgende For-Schleife sei gegeben:
-- V ∧ G
for i in reverse a .. b loop
S(i)
end loop;
-- N ∧ G
G ist das gemeinsame Konjunkt von Vor- und Nachbedingung. t ai ( )  ist eine Variable in a
und N. Die transformierte Schleife lautet dann
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-- V ∧ G
for i in reverse t(a) .. t(b) loop
S(t’(i))
end loop;
-- N ∧ G
Die mögliche Invariante ist dann N Gi
t a( ) ∧ . Die Verifikationsbedingungen lauten
(1)
])()([ GNbtatGV ∧⇒>∧∧
≡ t streng monoton steigend, Logik
][ NbaGV ⇒>∧∧
(2)
)])())),((’(()()([ )()( i btati GNbttSwpbtatGV ∧⇒≤∧∧
≡ t streng monoton steigend und bijektiv, Substitution, )(GVari ∉
)]),(([ )( )( GNbSwpbaGV at bt ∧⇒≤∧∧
≡ Konjunktivität von wp, Logik
)]),(([ )( )( at btNbSwpbaGV ⇒≤∧∧
(3)        )])),(’((1)()([ )()(1 atiati NitSwpGNbtiat ⇒∧∧−≤≤ +
(4)        ])()()([ )()( NGNbtat i atati ⇒∧∧≤
≡ Substitution, )(GVari ∉
true
Beispiel:
Die innere For-Schleife eines Bubble-Sort-Algorithmus, bei dem das geordnete Teilarray nach
jedem Durchlauf der äußeren Schleife von links nach rechts wächst, sieht so aus:
-- 1 ≤ i ≤ n
for j in reverse i+1 .. n loop
if a(j) < a(j-1) then swap(a(j), a(j-1)); end if;
end loop;
-- a(i) ≤ a(i .. n)
t x x t x x( ) , ’( )= − = +1 1
(1)        ][ NbaGV ⇒>∧∧
)]..()(11[ niaianini ≤⇒>+∧≤≤  ≡ true




(3)              )])),(’((1)()([ )()(1 atiati NitSwpGNbtiat ⇒∧∧−≤≤ +












1. Invarianten von For-Schleifen lassen sich manchmal relativ einfach aus der Nachbe-
dingung ermitteln. Dazu muß die Obergrenze der For-Schleife ein geeigneter Aus-
druck sein. Für abwärtszählende For-Schleifen sollte die Untergrenze der For-
Schleife ein geeigneter Ausdruck sein. Falls beide Grenzen Konstanten sind, kann
man die Schleife durch loop-unrolling verifizieren.
2. Es gibt For-Schleifen, bei denen es darauf ankommt, ob sie aufwärts- oder abwärts-
zählend sind, und es gibt For-Schleifen, wo das nicht der Fall ist. Im letzteren Fall
wird dann meistens eine aufwärtszählende For-Schleife verwendet. Bei aufwärts-
zählenden For-Schleifen ist die Obergrenze meistens ein geeigneter Ausdruck. Bei
abwärtszählenden For-Schleifen kommt es oft vor, daß die Untergrenze eine Kon-
stante ist. Dann funktioniert diese Methode nicht.
3. Bei While-Schleifen funktioniert diese Methode im Allgemeinen nicht, da es keinen
allgemeinen Zusammenhang zwischen den einzelnen Teilen gibt. Mit gegebener
Terminierungsfunktion t kann man eine While- durch eine For-Schleife darstellen.
-- V
-- t
while B loop S end loop
-- N
Da 0>t  und mit jedem Schleifendurchlauf kleiner wird, d.h. um mindestens 1 ab-
nimmt, ist die Anzahl der Schleifendurchläufe maximal t. Damit ist eine semantisch
äquivalente For-Schleife
-- V
for i in 1 .. t loop
if B then S end if;
end loop;
-- N
Dabei kann es vorkommen, daß t Variablen enthält, die in S geändert werden. Um
das zu vermeiden, kann man in t Substitutionen der Form ve  durchführen, wobei
ev =  Teil der Vorbedingung ist. Wenn e keine Variable ist, ist das kein Problem.
Falls e Variable ist, muß in t so substituiert werden, daß t möglichst keine Variable
enthält, sie in S geändert wird und die in V vorkommt. Die letzte Forderung ist für
die Anwendung der oben vorgestellten Methode nötig.
Als Beispiele werden die While-Schleifen von [G81] untersucht. Es stellt sich her-
aus, daß auf diese Weise genau die While-Schleifen verifiziert werden können, die
„verkappte“ For-Schleifen sind. Das sind While-Schleifen, bei denen die genaue
(und nicht nur die maximale) Anzahl der Durchläufe festliegt. Typischerweise sieht
eine „verkappte“ For-Schleife so aus:
-- V ∧ n > 0 ∧ i = 1





Dabei gilt ),(),( iStransnStrans ∧ .
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4.2 Berechnung der wp von While-Schleifen
Dieser Abschnitt beinhaltet eine neue Methode zur Berechnung der schwächsten Vorbedin-
gung von While-Schleifen, die ohne Invariante und Terminierungsfunktion gegeben sind, d.h.
es sind nur Vor- und Nachbedingung sowie die Schleife selbst gegeben. Damit ist es möglich,
auch für While-Schleifen eine exakte VC anzugeben und damit so zu behandeln, wie die An-
weisungen aus Abschnitt 3.2. Die Methode geht von dem Prädikat wp für While-Schleifen aus
(Abschnitt 3.2.5). Nach [G81: 140] und [F89: 100] ist dieses Prädikat für praktische Anwen-
dung wegen des großen Aufwands nicht geeignet. Doch gehen diese Aussagen von der An-
nahme aus, daß die wp von Hand berechnet wird. Es wird gezeigt, daß man dieses Prädikat
doch dazu benutzen kann, mechanisch mit Hilfe des Computers eine While-Schleife zu verifi-
zieren. Die Methode ist jedoch nur partiell in dem Sinne, daß sie nicht für alle Eingabepara-
meter ein Ergebnis liefert. Die Eingabe besteht aus einer While-Schleife S und einer Nachbe-
dingung N, die Ausgabe ist entweder ),( NSwp  oder die Angabe, daß ),( NSwp  nicht ermit-
telt werden kann. Es ist kein syntaktisches Kriterium der Eingabedaten ),( NS bekannt, nach
dem entschieden werden kann, ob ),( NSwp  ermittelt werden kann oder nicht.
4.2.1 Vorhandene Methoden zur Ermittlung einer Invarianten
Zunächst werden 3 Methoden aus [D92: 85-87] zur Ermittlung von Invarianten für While-
Schleifen vorgestellt, von denen nur die 1. Methode funktioniert. Daß die beiden anderen
Methoden nicht funktionieren, wird durch jeweils ein Gegenbeispiel gezeigt. Außerdem wird
versucht herauszufinden, was an der verbalen Argumentation für die Korrektheit der Metho-
den nicht stimmt. Schließlich wird eine Modifikation von Methode 3 angegeben, mit der eine
Invariante ermittelt werden kann.
In [D92: 85-87] werden 3 Methoden gezeigt, Invarianten zu finden. Sie basieren alle auf fol-
gendem Vorgehen:
1. Schritt: Konstruiere eine Sequenz von Prädikaten 0P , 1P , 2P  ...
2. Schritt: Finde ein allgemeines Prädikat )(iP , bei dem sich durch Einsetzen von 0, 1,
2, ... für i jeweils 0P , 1P , 2P , ... ergibt
3. Schritt: Die Invariante ergibt sich aus Existenz- oder Allquantifizierung über )(iP
Wie sich zeigen wird, funktioniert nur die erste dieser 3 Methoden. Diese Verfahren sind
teilweise automatisierbar, wobei sich hier Mensch und Maschine sehr gut ergänzen. Der 1.
Schritt besteht im Wesentlichen in der Anwendung von wp- oder sp-Regeln. Die Vereinfa-
chung der Prädikate erleichtert stark den 2. Schritt. Die Vereinfachung ist nur teilweise auto-
matisierbar. Der 1. Schritt besteht in der Anwendung von wp- oder sp-Regeln (strongest post-
condition [G81: 120], [DS90: 209-215]; sp ist schwieriger zu berechnen und liefert kompli-
ziertere Ausdrücke. Da sp in dieser Arbeit nicht weiter benötigt wird, wird nicht weiter darauf
eingegangen). Der 1. Schritt ist für den Computer ideal geeignet, da er rein mechanisch ist.
Für den Menschen ist diese Aufgabe schlecht geeignet, da die Manipulation von komplizier-
ten Ausdrücken sehr fehleranfällig und zeitaufwendig ist.
Der 2. Schritt beinhaltet das Erkennen von gewissen gemeinsamen Mustern und Unterschie-
den in einer Sequenz von Prädikaten. Dabei können die Gemeinsamkeiten und Unterschiede
verschiedenster Natur sein. Es ist kein allgemeines Verfahren bekannt, diese automatisch zu
erkennen. Allerdings ist es für den geübten Menschen oft möglich, sogar relativ einfach, diese
Muster zu entdecken. Dieser Schritt ist für den Menschen einfach und für den Computer sehr
schwer. Diese Aufgabe ist Gegenstand der Abschnitte 4.2.3-4.2.7.
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Der 3. Schritt ist wieder leicht zu automatisieren. Es folgt ein Beispiel aus [G81: 147] zur
Illustration dieser 3 Methoden. Der Algorithmus berechnet Quotient q und Rest r der Division
von x durch y.
-- x ≥ 0 ∧ y > 0 ∧ q = 0 ∧ r = x
-- term: r
while r >= y loop
r := r - y;
q := q+1;
end loop;
-- 0 ≤ r < y ∧ q * y + r = x
Methode 1,  die einzige funktionierende Methode:
Die Sequenz von Prädikaten wird folgendermaßen definiert:




also )],([ 1+⇒∧ ii PSwpBP . Dann ist ( : : )∃ ≥i i Pi0  eine Invariante.
Beweis: Eine Invariante ist ein Prädikat, das die 5 Eigenschaften aus Abschnitt 3.4.1 erfüllt.
Da hier keine Terminierungsfunktion und keine Nachbedingung betrachtet werden, kann der
Zusammenhang zwischen diesen und der Invarianten nicht gezeigt werden. Man kann nur die
folgenden 2 Eigenschaften zeigen:
1. Die Vorbedingung impliziert die Invariante:
)]:0:([ 0 iPiiP ≥∃⇒
≡ mit i = 0
true
2. Die Invariante gilt immer am Anfang des Schleifenrumpfes:
))]:0:(,():0:([ ii PiiSwpPiiB ≥∃⇒≥∃∧
≡ Skolemisierung, gebundene Umbenennung
))]:0:(,(:0:[ ji PjjSwpPBii ≥∃⇒∧≥∀
≡ mit j i= + 1
)],(:0:[ 1+⇒∧≥∀ ii PSwpPBii
⇐ Definition Pi+1




Pi+1  kann mit Hilfe der Funktion sp induktiv berechnet werden:
P sp P B Si i+ ≡ ∧1 ( , )
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Bemerkung: Die so berechnete Sequenz erfüllt die Relation )],([ 1+⇒∧ ii PSwpBP . Es kann
aber auch jede andere Sequenz verwendet werden, die die Relation )],([ 1+⇒∧ ii PSwpBP
erfüllt, z.B. eine durch Probieren gefundene. Die Sequenz mit sp zu berechnen stellt aber ein
Verfahren zur mechanischen Ermittlung einer solchen Sequenz dar.
•
Für das Beispiel ergibt sich die Sequenz
P x y q r x0 0 0 0≡ ≥ ∧ > ∧ = ∧ =
P x y q r y x r1 0 0 1 0≡ ≥ ∧ > ∧ = ∧ + = ∧ ≥
P x y q r y x r2 0 0 2 2 0≡ ≥ ∧ > ∧ = ∧ + = ∧ ≥
P x y q r y x r3 0 0 3 3 0≡ ≥ ∧ > ∧ = ∧ + = ∧ ≥
:
Daraus erkennt man schon das allgemeine Prädikat
000)( ≥∧=+∧=∧>∧≥≡ rxiyriqyxiP
Das wird durch Einsetzen in die Rekursionsformel überprüft:
P sp x y q i r iy x r r y Si+ ≡ ≥ ∧ > ∧ = ∧ + = ∧ ≥ ∧ ≥1 0 0 0( , )
≡ Zuweisungsregel für sp
x y q i r y iy x r y r y y≥ ∧ > ∧ = + ∧ + + = ∧ + ≥ ∧ + ≥0 0 1 0
≡ Arithmetik
x y q i r i y x r y r≥ ∧ > ∧ = + ∧ + + = ∧ + ≥ ∧ ≥0 0 1 1 0 0( )
≡ Subsumierung
x y q i r i y x r≥ ∧ > ∧ = + ∧ + + = ∧ ≥0 0 1 1 0( )






Daß dieses Prädikat tatsächlich eine Invariante ist, kann man leicht durch Einsetzen prüfen.
•
Methode 2 funktioniert nicht:
Q ist die Nachbedingung. Für Q1  gilt
-- Q1
S
-- ¬B ⇒ Q
Für Qi+1 , i ≥ 1 , gilt
-- Qi+1
S
-- B ⇒ Qi
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Damit ist Q wp S B Q1 ≡ ¬ ⇒( , )  und Q wp S B Q ii i+ ≡ ⇒ ≥1 1( , ), . Eine Invariante soll dann
( : : )∀ ≥i i Qi1  sein. Für das Beispiel ergibt sich folgende Sequenz:
Q r y qy r x≡ ≤ < ∧ + =0
Q r y y r qy r x1 2≡ < ⇒ ≤ ∧ + =
Q y r y qy r x2 2 3≡ ≤ < ⇒ + =
Q y r y qy r x3 3 4≡ ≤ < ⇒ + =
:
Das allgemeine Prädikat ist
Q iy r i y qy r x ii ≡ ≤ < + ⇒ + = ≥( ) ,1 2
Überprüfen durch Einsetzen in die Rekursionsformel ergibt
Q wp S r y iy r i y qy r xi+ ≡ ≥ ⇒ ≤ < + ⇒ + =1 1( , ( ( ) ))
≡
wp S r y iy r i y qy r x( , ( ) )≥ ∧ ≤ < + ⇒ + =1
≡
wp S iy r i y qy r x( , ( ) )≤ < + ⇒ + =1
≡
iy r y i y q y r y x≤ − < + ⇒ + + − =( ) ( )1 1
≡
( ) ( )i y r i y qy r x+ ≤ < + ⇒ + =1 2






Durch Einsetzen zeigt sich, daß dieses Prädikat keine Invariante ist. Tatsächlich funktioniert
diese Methode nicht, wie das folgende einfachere Beispiel zeigt:
-- x = 0 ∨ x = 1
while x = 1 loop
    x := x-1;
end loop;
-- x = 0
Die Korrektheit dieser Schleife kann mit der Invarianten x x= ∨ =1 0  und der Terminie-
rungsfunktion x gezeigt werden. Folgende Sequenz erfüllt die Bedingungen für die Sequenz
Q:
Q x≡ = 0
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Damit soll 21 =∨= xx  eine Invariante ein, was aber nicht der Fall ist, wie man leicht nach-
prüfen kann.
In [D92: 85-87] befindet sich kein formaler Beweis für die Korrektheit dieser Methode, son-
dern nur eine verbale Argumentation. Ein Teil der Argumentationskette ist folgender: „Wenn
die Schleife nach 1≥i  Iterationen terminiert, dann war B i mal hintereinander true und da-
nach false.“ Dieses Argument ist richtig. „In diesem Fall zeigen die Eigenschaften der iQ , daß
iQB ∧  eine hinreichende Vorbedingung ist.“ Vorbedingung für was? Vermutlich dafür, daß B
i mal hintereinander true und danach false ist. D.h. es soll o.B.d.A. für 1=i  gelten
-- Q1 ∧ B
S
-- (¬B ⇒ Q) ∧ ¬B
Die Nachbedingung ist äquivalent zu QB ∧¬ . Das 1. Konjunkt der Nachbedingung gilt we-
gen der Konstruktion von 1Q . Doch das 2. Konjunkt gilt im Allgemeinen nicht. Wenn vor
Ausführung von S BQ ∧1  gilt, so gilt nach Ausführung von S nicht unbedingt B¬ .
Methode 3 funktioniert auch nicht:
Q ist die Nachbedingung. Für 1R  gilt
-- R1
S
-- ¬B ∧ Q
Für 1+iR , i ≥ 1 , gilt
-- Ri+1
S
-- B ∧ Ri
Damit ist ),(1 QBSwpR ∧¬≡  und 1),,(1 ≥∧≡+ iRBSwpR ii . Eine Invariante soll dann






Als angebliche Invariante erhält man
xrqyyiriyyi =+∧+<≤∧≥≥∃ ))1(0:1(
≡ Logik
r y qy r x≥ ≥ ∧ + =0
Das ist keine Invariante. Mit dem einfacheren Beispiel
-- x = 0 ∨ x = 1
while x = 1 loop
    x := x-1;
end loop;
-- x = 0
ergibt sich die Sequenz






Als angebliche Invariante erhält man x x= ∨ =1 2 , was aber nicht stimmt.
Die verbale Argumentation für diese Methode geht von der Gültigkeit der angeblichen Invari-
anten aus. Dann wird mit Hilfe der Eigenschaften von iR  eine korrekte Kette von Implikatio-
nen hergeleitet. Damit hat die verbale Argumentation die Form „Korrektheit der Methode ⇒
true“. Das ist aber kein gültiges Vorgehen. Allerdings kann diese Methode leicht modifiziert
werden, um eine korrekte Invariante zu erhalten. Die Konstruktion der iR  ergibt
:
-- B ∧ R3
S
-- B ∧ R2
S
-- B ∧ R1
S
-- ¬B ∧ Q
Daraus ergibt sich die Invariante QBRiB i ∧¬∨≥∃∧ ):1( .
Beweis: Da hier keine Terminierungsfunktion und keine Vorbedingung betrachtet werden,
kann der Zusammenhang zwischen diesen und der Invarianten nicht gezeigt werden. Man
kann nur die folgenden 2 Eigenschaften zeigen:
1. Die Invariante und die Negation der Schleifenbedingung implizieren die Nachbedin-
gung:
])):1([( QBQBRiB i ⇒¬∧∧¬∨≥∃∧
≡ Distributivität





2. Die Invariante gilt immer am Anfang des Schleifenrumpfes:
)]):1(,()):1([( QBRiBSwpBQBRiB ii ∧¬∨≥∃∧⇒∧∧¬∨≥∃∧
≡ Distributivität
)]):1(,():1([ QBRiBSwpBQBBRiB ii ∧¬∨≥∃∧⇒∧∧¬∨∧≥∃∧
≡ Logik
)]):1(,():1([ QBRiBSwpfalseRiB ii ∧¬∨≥∃∧⇒∨≥∃∧
⇐ Logik, schwache Disjunktivität
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)],()),(:1():1([ QBSwpRBSwpiRiB ii ∧¬∨∧≥∃⇒≥∃∧
≡ Skolemisierung, gebundene Umbenennung




















≡ mit 1−= ij , Logik
true




Für das Beispiel der Division ergibt sich als Invariante )0( yryxrxrqy <≤∨≥≥∧=+ .
Für das andere Beispiel ergibt sich als Invariante 01 =∨= xx . Daß diese Prädikate tatsäch-
lich Invarianten sind, kann man leicht durch Einsetzen prüfen.
Bei diesen Methoden ist es nötig, eine Terminierungsfunktion anzugeben. Die Invariante kann
durch Betrachtung der Sequenz der erzeugten Prädikate (vielleicht) gefunden werden. Der
größte Aufwand steckt im Allgemeinen im Finden eines allgemeinen Prädikates aus einer
endlichen Anfangssequenz. Mit höchstens gleichem Aufwand ist es aber möglich, mehr zu
erreichen, nämlich die Berechnung der schwächsten Vorbedingung einer Schleife
wp LOOP N( , ) .
4.2.2 Automatische Konstruktion von fµ
Zur automatischen Konstruktion von fµ , der schwächsten Vorbedingung einer While-
Schleife (Abschnitt 3.2.5), wird versucht, das Vorgehen eines Menschlichen Bearbeiters zu
mechanisieren. fµ  ist der kleinste Fixpunkt einer rekursiven Funktion. Die Ermittlung von
fµ  erfolgt durch ein induktives Vorgehen. Zunächst werden einige Werte explizit ausgerech-
net und aus diesen eine allgemeines Muster „erraten“. Bezogen auf das hier vorliegende Pro-
blem heißt das: zunächst wird rein mechanisch eine endliche Sequenz von Prädikaten erzeugt.
Anschließend wird versucht, darin ein Muster zu erkennen. Dieses Erkennen ist auch die we-
sentliche Schwierigkeit, denn es ist nicht bekannt, wie ein menschlicher Bearbeiter die Mu-
stererkennung durchführt. Falls ein Muster erkannt werden kann, kann ein allgemeines Prädi-
kat berechnet werden. Zunächst wurde versucht, dieses Problem mit Hilfe von grammatical
inference zu lösen, wie es am Ende dieses Abschnitts kurz dargestellt wird. Da sich dieser
Weg als nicht praktisch erwiesen hat, wird versucht, dieses Problem mit Hilfe von Unifikation
zu lösen (Abschnitte 4.2.3- 4.2.7).
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Der kleinste Fixpunkt fµ  einer monotonen und stetigen Funktion f über einem vollständigen
Verband wird durch sukzessive Anwendung von f auf das Infimum ⊥ des Verbandes kon-
struiert, beginnend mit ⊥. Das Infimum der Boolschen Algebra der Prädikate ist false. Die
Schwierigkeit liegt darin, daß man nur endlich viele Anwendungen von f durchführen kann






Dann ist }:min{ 1+≡ ii PPiP  der kleinste Fixpunkt. D.h. wenn zwei aufeinanderfolgende Prädikate
äquivalent sind, hat man den kleinsten Fixpunkt. Wenn die Anwendung von f aber immer
nichtäquivalente Prädikate ergibt, heißt das nicht, daß es keinen kleinsten Fixpunkt gibt. Den
gibt es ja wegen der Monotonie und Stetigkeit von f. In diesem Fall ist der kleinste Fixpunkt
die kleinste obere Schranke aller Pi . D.h. für fµ  muß gelten:
][ 0 fP µ⇒
][ 1 fP µ⇒
][ 2 fP µ⇒
:
also
]:0:[ fPii i µ⇒≥∀
≡
]):0:[( fPii i µ⇒≥∃
):0:( iPiif ≥∃≡µ  erfüllt diese Bedingung, und wegen ≡ ist fµ  sogar das kleinste Prädikat,
das diese Bedingung erfüllt. (Mit kleinstes ist hier das kleinste Element im Verband gemeint;
auf Prädikate bezogen, bedeutet das das stärkste Prädikat). Daß fµ  tatsächlich ein Fixpunkt
von f ist, muß noch gezeigt werden.
Satz 4.5: fµ  ist ein Fixpunkt von f.
Beweis: zu zeigen ist f i i P i i Pi i(( : : )) ( : : )∃ ≥ ≡ ∃ ≥0 0 .
f i i Pi(( : : ))∃ ≥ 0
≡ Definition von Pi
f i i f falsei(( : : ( )))∃ ≥ 0
≡ Definition von f
¬ ∧ ∨ ∧ ∃ ≥B N B wp S i i f falsei( ,( : : ( )))0
≡ starke Disjunktivität, Lemma 3.11
¬ ∧ ∨ ∧ ∃ ≥B N B i i wp S f falsei( : : ( , ( )))0
≡ Logik
( : : ( , ( )))∃ ≥ ¬ ∧ ∨ ∧i i B N B wp S f falsei0
≡ Definition von f
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( : : ( ( )))∃ ≥i i f f falsei0
≡
( : : ( ))∃ ≥ +i i f falsei0 1
zu zeigen bleibt ( : : ( )) ( : : ( ))∃ ≥ ≡ ∃ ≥+i i f false i i f falsei i0 01 :
⇒:
( : : ( )) ( : : ( ))∃ ≥ ⇒ ∃ ≥+i i f false i i f falsei i0 01
≡ gebundene Umbenennung
( : : ( )) ( : : ( ))∃ ≥ ⇒ ∃ ≥+i i f false j j f falsei j0 01
≡ Skolemisierung
( : : ( ) ( : : ( )))∀ ≥ ⇒ ∃ ≥+i i f false j j f falsei j0 01
≡ mit j i= + 1




( : : ( )) ( : : ( ))∃ ≥ ⇒ ∃ ≥ +i i f false i i f falsei i0 0 1
≡ gebundene Umbenennung
( : : ( )) ( : : ( ))∃ ≥ ⇒ ∃ ≥ +i i f false j j f falsei j0 0 1
≡ Skolemisierung
( : : ( ) ( : : ( )))∀ ≥ ⇒ ∃ ≥ +i i f false j j f falsei j0 0 1
≡ Logik, ∀-split
( : : ( ) ( : : ( ))) ( ( ) ( : : ( )))∀ ≥ ⇒ ∃ ≥ ∧ ⇒ ∃ ≥+ +i i f false j j f false f false j j f falsei j j1 0 01 0 1
        ≡ mit j i= − 1
( : : ( ) ( )) ( ( ) ( : : ( )))∀ ≥ ⇒ − ≥ ∧ ∧ ⇒ ∃ ≥ +i i f false i f false f false j j f falsei i j1 1 0 00 1
        ≡ Logik




Die automatische Ermittlung des Prädikates )(iP  stellt das gleiche Problem wie im vorigen
Abschnitt dar. Im Folgenden wird ein Verfahren zur partiellen Lösung dieses Problems vorge-
stellt. Damit ist gemeint, daß das Verfahren aus einer gegebenen endlichen Sequenz von Prä-
dikaten ein allgemeines Prädikat ermitteln kann oder keines findet und erfolglos abbricht. Das
Verfahren kann natürlich bei Weitem nicht alle Probleme dieser Art lösen, genau wie ein
Mensch. Das bedeutet, daß es vorkommen kann, daß kein allgemeines Prädikat gefunden
werden kann. Das Verfahren kann irren genau wie ein Mensch. Das bedeutet, daß ein allge-
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meines Prädikat gefunden wird, das auf das betrachtete Anfangsstück paßt, aber nicht auf alle
folgenden. Ein solcher Irrtum ist aber entscheidbar, indem versucht wird, festzustellen, ob das
auf diese Weise gefundene Prädikat tatsächlich auf alle paßt. Das ist ein Induktionsbeweis.
Formal sieht das Problem des allgemeinen Prädikates so aus:
Gegeben ist eine endliche Sequenz von Prädikaten 0, ≥iPi , die durch )( falsefP ii ≡
definiert ist. Gesucht ist ein Prädikat P i( ) , so daß ( : : ( ) )∀ ≥ ≡i i P i Pi0  und in P i( )  darf
weder die Funktion f noch wp vorkommen.
Zur Lösung des Problems wird die endliche Anfangssequenz nPPP ,,, 10 K  betrachtet. Es ist
klar, daß es unendlich viele Prädikate P i( )  mit ))(:0:( iPiPnii ≡≤≤∀  gibt. Z.B. ist
)():0:()( iRPjinjjiP j ∨∧=≤≤∃≡  für beliebiges R so eine Menge von  Prädikaten.









,)( . Im Allgemeinen gilt aber nicht ( : : ( ) )∀ ≥ ≡i i P i Pi0 .








Der Unterschied liegt im Koeffizienten von y. Man kann jetzt P i r iy qy r x( ) ≡ ≤ < ∧ + =0
raten. Um das zu verifizieren, wird ein Induktionsbeweis durchgeführt.
i = 0 : P r y qy r x false( )0 0 0≡ ≤ < ∧ + = ≡
1+→ ii :
P i( )+ 1
≡ Definition von P
f falsei+1( )
≡
f f falsei( ( ))
≡ Definition von P
f P i( ( ))
≡ Induktionsvoraussetzung
f r iy qy r x( )0 ≤ < ∧ + =
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≡ Logik
0 1≤ < + ∧ + =r i y qy r x( )
•
Nach Satz 3.16 und Satz 4.5 ist die schwächste Vorbedingung die Disjunktion über die Menge
der Prädikate P i( ) . Damit ist
xrqyiyriNLOOPwp =+∧<≤≥∃≡ )0:0(),(
≡
y r qy r x≥ ∧ ≥ ∧ + =0 0
Und es gilt ]00000[ xrqyryxrqyx =+∧≥∧≥⇒=∧=∧>∧≥ . Damit ist die Kor-
rektheit bewiesen.
•
Dieses Problem, in einer Sequenz von Prädikaten ein allgemeines Muster zu finden, ähnelt
entfernt dem Problem der grammatical inference [F82: 349-410]. Es wurden verschiedene
grammatical-inference-Algorithmen ([F82: 367-370], [F82: 391-398] und [BCW90: 191-
196]) daraufhin untersucht, ob sie zur Lösung des hier vorliegenden Problems geeignet sind.
Da sich keiner dieser Algorithmen als geeignet herausstellte, wurde dieser Weg nicht weiter-
verfolgt.
Die Ermittlung der schwächsten Vorbedingung beruht im Wesentlichen in der Entdeckung
des Musters bzw. der Unterschiede in der Sequenz der Prädikate. Die Prädikate in der Se-
quenz haben hier die gleiche Struktur, da sie sich nur in Konstanten unterscheiden. Jetzt stellt
sich die Frage, was es genau heißt, eine Sequenz von Prädikaten ist strukturgleich und, damit
verbunden, wie man diese Strukturgleichheit einerseits und die Unterschiede andererseits fest-
stellt. Diese intuitive Vorstellung von Strukturgleichheit wird im Folgenden formalisiert.
S P( )  heißt, eine Sequenz P von Prädikaten ist strukturgleich. Eine formale Definition von
Strukturgleichheit wird zwar erst in Abschnitt 4.2.5 gegeben, doch im Folgenden wird
schrittweise auf diese Definition hingearbeitet, wobei der Begriff Strukturgleichheit und
S P( )  ohne formale Definition verwendet werden.
4.2.3 Klassifikation des Problems
Ein anderes Problem, das sich mit so etwas wie Strukturgleichheit von Ausdrücken befaßt, ist
die Unifikation [S88]. Im nächstem Abschnitt wird gezeigt, wie man das Problem der Struk-
turgleichheit auf ein Unifikationsproblem reduzieren kann. Doch zunächst muß genau festge-
legt werden, was mit Unifikation in diesem Zusammenhang überhaupt gemeint ist. U P( )
heißt , eine Sequenz P von Prädikaten ist unifizierbar. Da hier semantische Eigenschaften von
Funktionssymbolen, wie z.B. Kommutativität, berücksichtigt werden müssen, ist im Folgen-
den mit Unifikation, unifizierbar, Unifikator u.ä. immer die sogenannte E-Unifikation [BS94]
(equational unification) usw. im Gegensatz zur sogenannten freien oder syntaktischen Unifi-
kation gemeint. Die semantischen Eigenschaften der Funktionssymbole werden durch Axio-
me, die Gleichungen (equations) sind, beschrieben. E bezeichnet dann die Vereinigung der
Axiomenmengen der einzelnen nicht freien Funktionssymbole. Z.B. sind die Terme f x( ) + 1
und 1+ y  nicht frei unifizierbar, jedoch C+-unifizierbar mit dem C+-Unifikator y f xa ( ) ,
wobei C+  commutativity bedeutet und die Axiomenmenge }{ abba +=+  bezeichnet. In die-
sem Fall ist fCE ∅∪= + . In diesem Zusammenhang wichtige Axiome sind:
1. )},(),({ abfbafC f ==  (Kommutativität)
2. )}),,(()),(,({ cbaffcbfafAf ==  (Assoziativität)
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3. }),({ aaafI f ==  (Idempotenz)
4. }),({ auafU f ==  (Einselement)
5. }),({ zzafZ f ==  (Nullelement)
Mit diesen Axiomen ist ∅≠∧∪∪∪∪⊆ EZUIACE . Die E-Unifikation ist viel schwie-
riger, d.h. aufwendiger oder gar nicht lösbar (abhängig von E) als die freie Unifikation, die
man als einen Spezialfall der E-Unifikation mit E=∅ betrachten kann. Für die freie Unifikati-
on gibt es effiziente (mit linearem bzw. quadratischen Aufwand) Algorithmen von Paterson,
Wegman [PW78] und Martelli, Montanari [MM82]. Die E-Unifikation kann in die folgenden
3 Klassen steigender Schwierigkeit eingeteilt werden:
1. Die E-Unifikation heißt elementar, falls alle Funktionssymbole die Eigenschaft E ha-
ben.
2. Die E-Unifikation heißt mit Konstanten, falls neben Funktionssymbolen mit der Ei-
genschaft E nur noch freie Konstanten, d.h. nullstellige Funktionssymbole, vorkom-
men.
3. Die E-Unifikation heißt allgemein, falls neben Funktionssymbolen mit der Eigen-
schaft E noch beliebig viele freie Funktionssymbole mit beliebiger Stelligkeit vor-
kommen.
Das Problem der Strukturgleichheit wird auf ein allgemeines E-Unifikationsproblem zurück-
geführt, da neben Funktionssymbolen mit semantischen Eigenschaften auch beliebig viele
freie Funktionssymbole vorkommen können, z.B. Array-Bezeichner. Ein weiters Problem ist,
daß verschiedene Funktionssymbole verschiedene semantische Eigenschaften haben können.
Z.B. ist + assoziativ und kommutativ (AC), und ∧ ist assoziativ, kommutativ und idempotent
(ACI). Das führt zum Problem der Kombination verschiedener E-Unifikationsalgorithmen
[BS94]:
Gegeben sind n Algorithmen für 1E -Unifikation, ..., nE -Unifikation. Wie kann man
diese zu einem Algorithmus für die E-Unifikation mit nEEE ∪∪= L1  kombinieren?
Dieses Problem wurde zunächst für Theorien gelöst, die collapse free und regular sind. Eine
Theorie ist collapse free, wenn sie kein Axiom der Form xt =  enthält, wobei t ein echter
Term ist, d.h. keine Variable, und x eine Variable. Die Axiome C und A sind collapse free, die
Axiome I, U und Z nicht. Eine Theorie ist regular, wenn für alle ihre Axiome rhslhs =  gilt:
)()( rhsfreelhsfree = . Die Axiome C, A und I sind regular, die Axiome U und Z nicht. In
allgemeiner Form wurde das Problem zuerst von Schmidt-Schauß gelöst [S89]. Allerdings
können mit diesem Verfahren nur die vollständigen Mengen aller allgemeinsten Unifikatoren
berechnet werden, falls diese endlich sind. Eine andere und wesentliche bessere Lösung
stammt von Baader und Schulz [BS92], mit der es sowohl möglich ist, einzelne Unifikatoren
zu berechnen als auch die Unifizierbarkeit zu entscheiden. (Durch die Berechnung der voll-
ständigen Mengen aller Unifikatoren kann man zwar auch einzelne Unifikatoren berechnen
und die Unifizierbarkeit entscheiden, allerdings mit viel höherem Aufwand). Die hier nicht
frei vorkommenden Funktionssymbole sind +, ¿ und ≡ mit den Eigenschaften AC, sowie ∧, ∨,
min und max mit den Eigenschaften ACI. Da die Assoziativität nur bei mindestens 3 Argu-
menten auftritt und = immer mit genau 2 Argumenten vorkommt, kann man = auch mit der
Eigenschaft AC betrachten. Die Axiome U und Z brauchen nicht betrachtet zu werden, da
diese durch den in Analytica bzw. Mathematica vorhandenen simplifier bei der Generierung
der Prädikate sofort angewendet werden. Damit ergibt sich ein E-Unifikationsproblem mit
RestACIACIACIACIACACACACE ∅∪∪∪∪∪∪∪∪= ∨∧≡=+ maxmin* .
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Dabei beinhaltet Rest alle anderen Funktionssymbole, insbesondere auch die Relationssym-
bole und Quantoren, die rein syntaktisch als 3-stellige freie Funktionssymbole ohne Semantik
betrachtet werden.
Da AC-Unifikation und ACI-Unifikation NP-vollständige Probleme sind, gilt das nach [BS94]
auch für das hier vorliegende E-Unifikationsproblem. Die NP-Vollständigkeit eines Problems
bedeutet noch nicht die praktische Unlösbarkeit des Problems. Das Verfahren von [BS92]
wurde von [KR97] implementiert.
4.2.4 Überblick über das Verfahren
In diesem Abschnitt wird ein Überblick über das Verfahren in Form eines Algorithmus in
Pseudo-Code gegeben. Dabei werden teilweise Begriffe und Funktionen verwendet, die erst in
den folgenden Abschnitten formal definiert werden. Beispiele zur Erläuterung des Verfahrens
befinden sich im letzten Abschnitt dieses Kapitels (Abschnitt 4.2.7.3)
Der folgende Algorithmus berechnet wp für eine While-Schleife und eine Nachbedingung
oder gibt no_success zurück, falls das nicht möglich ist. Dabei wird Unifikation an 2 Stellen
verwendet. Zunächst wird mit Hilfe der Unifikation festgestellt, wo eine Sequenz struktur-
gleicher Prädikate beginnt (Zusicherung A1). Falls es eine Sequenz strukturgleicher Prädikate
gibt, werden daraus wieder mit Hilfe der Unifikation mehrere Zahlensequenzen extrahiert
(Zusicherung A2). Zu jeder Zahlensequenz wird dann eine Formel erzeugt (Zusicherung A3).
Aus diesen Formeln und einem ausgezeichneten Prädikat wird ein Prädikat mit Parameter
erzeugt (Zusicherung A4) und schließlich induktiv geprüft, ob dieses Prädikat ein allgemeines
Prädikat ist (Zusicherung A5). Falls ja, wird aus diesem wp berechnet und zurückgegeben.
Durch Betrachtung der Stellen, an denen no_success zurückgegeben wird, können die Grün-
de dafür erkannt werden, daß der Algorithmus wp nicht berechnen kann. Diese sind:
1. es werden keine 2 aufeinanderfolgenden strukturgleichen Prädikate gefunden
 oder 2. die Sequenz der n Prädikate, beginnend mit den ersten 2 strukturgleichen, ist nicht
strukturgleich
 oder 3. die Sequenz der n Prädikate, beginnend mit den ersten 2 strukturgleichen, ist zwar
strukturgleich, doch können aus den extrahierten Zahlenfolgen keine darauf passen-
den Formeln generiert werden
 oder 4. die Sequenz der n Prädikate, beginnend mit den ersten 2 strukturgleichen, ist struk-
turgleich, und aus den extrahierten Zahlenfolgen können darauf passende Formeln
generiert werden, doch das daraus generierte Prädikat ist kein allgemeines Prädikat
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-- Input:   while-loop while B loop S end loop;
--     postcondition N
-- Output:  wp(while-loop, N) or no_success;
function wp_for_while(B: boolean_expression; S: statement;
   N: predicate)
return result_type is
max_tries:   constant := 4; -- Ende Abschnitt 4.2.5, Frage 1
n:        constant := 5; -- Ende Abschnitt 4.2.5, Frage 2
P0, P1, ... : predicate;
P(i):        predicate_with_parameter_i;
m:           natural := 0;
var_num      natural;
s:           array(1 .. var_num, 1 .. n-1) of integer;
f:           array(1 .. var_num) of formula;
begin
P0 := false;
for i in 1..max_tries loop








if m=0 then return no_success; end if;
-- A1: min{k | S(Pk, Pk+1)} = m - 1
for i in m+1 .. m+n-2 loop




-- Pm-1, ..., Pm+n-2 ist eine Sequenz von n Prädikaten
if not S(Pm-1, ..., Pm+n-2) then return no_success; end if;
-- Pm-1, ..., Pm+n-2 ist eine Sequenz von n strukturgleichen
-- Prädikaten
var_num := |Var(t3(Pm-1))|;
for j in m .. m+n-2 loop
for i in 1 .. var_num loop
s(i, j-m+1) := hi(mgu(t3(Pm-1), t1(Pj)));
end loop;
end loop;
-- A2: var_num Zahlenfolgen s(i) der Länge n-1
for i in 1 .. var_num loop
f(i) := generate_formula(s(i));
if f(i) = no_success then return no_success; end if;
end loop;
-- A3: var_num Formeln f(i) zu den Zahlenfolgen s(i)
P(i) := Definition 4.17;
-- A4: P(i) might be a general predicate;
--  this must be checked by induction
if not (P(0) = P0 and P(i+1) = ¬B ∧ N ∨ B ∧ wp(S, P(i)))
then return no_success;
end if;
-- A5: P(i) is a general predicate
return (∃i≥0:P(i));
end wp_for_while;
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Verwendete Typen, Funktionen und Prozeduren
boolean_expression ein geeigneter Typ für Boolesche Aus-
drücke
statement ein geeigneter Typ für Anweisungen
predicate ein geeigneter Typ für Prädikate
predicate_with_parameter_i ein geeigneter Typ für Prädikate mit
dem Parameter i
result_type ein Typ bestehend aus Prädikaten und
dem Literal no_success
formula ein Typ für Formeln, wie sie in Ab-
schnitt 4.2.6 generiert werden
function Var(p: predicate)
return set_of_var
eine Funktion nach Definition 2.2
function t3(p: predicate)
return predicate
eine Funktion nach Definition 4.12
function t1(p: predicate)
return predicate
eine Funktion nach Definition 4.6
procedure DNF(p: in out predicate); eine Prozedur zur Transformation eines
Prädikates p in DNF
procedure make_si(P: in out predicate); eine Prozedur zur Transformation eines
Prädikates p nach Abschnitt 4.2.7
function S(P: sequence_of_predicate)
return boolean
eine Funktion zur Feststellung der
Strukturgleichheit nach Definition 4.6
function mgu(P: sequence_of_predicate)
return mgu_type




eine Funktion nach Definition 4.15
Function generate_formula(s:sequence_of_integer)
return formula
eine Funktion, die zu einer Sequenz
von Zahlen eine Formal generiert nach
Abschnitt 4.2.6
4.2.5 Transformation der Terme und Reduktion auf Unifikation
Der Zusammenhang zwischen S P( )  und U P( )  ist nicht so einfach. Genauer gesagt besteht
zwischen S P( )  und U P( )  keine der 12 einfachen aus folgendem regulären Ausdruck ableit-
baren Beziehungen: [ ’ ’] ’ ( )’( ’ ’| ’ ’| ’ ’) [ ’ ’] ’ ( )’¬ ⇒ ⇐ ≡ ¬U P S P . Dazu reicht es zu zeigen, daß
keine der folgenden 4 Beziehungen gilt:
U P S P( ) ( )⇒ ; Gegenbeispiel: P x y= > >( , )1 1
U P S P( ) ( )⇒ ¬ ; Gegenbeispiel: P x x= > >( , )1 1
¬ ⇒U P S P( ) ( ) ; Gegenbeispiel: P x y= > >( , )1 2
S P U P( ) ( )⇒ ; Gegenbeispiel: P x x= > >( , )1 2
Die Struktur eines Prädikates wird im Wesentlichen durch die Folge und die Beziehungen
zwischen den Funktions-, Relations- und Variablensymbolen bestimmt, nicht von den Kon-
stanten. Hier muß man zwischen Konstanten als nullstelligen Funktionssymbolen und minde-
stens einstelligen Funktionssymbolen unterscheiden. Um die Unifizierbarkeit darauf anzu-
wenden, muß man also die Funktions-, Relations- und Variablensymbole festhalten bzw. als
konstant betrachten und die Konstanten als variabel. Die Funktions- und Relationssymbole
sind konstant. Um die Variablen konstant zu machen, wird jedes Variablensymbol ‘v’ durch
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das Funktionssymbol ’ ’( )v a  ersetzt, wobei a ein neues Variablensymbol ist. Damit wird ver-
hindert, daß z.B. P x y= > >( , )1 1  strukturgleich sind. Dann nach dieser Transformation sieht
P so aus: P x a y a= > >( ( ) , ( ) )1 1 .
Um die Konstanten variabel zu machen, wird jede Zahl in jedem Prädikat der Sequenz bis auf
eines durch ein neues Variablensymbol ’ ’h ij  ersetzt. Dabei ist i der Index des aktuellen Prädi-
kats und j der Index der aktuellen Zahl in Pi . Dadurch wird sichergestellt, daß auch gleiche
Zahlen durch verschiedene Variablensymbole ersetzt werden. In einem ausgezeichneten Prä-
dikat Ps  der Sequenz wird nicht diese, sondern eine andere Transformation durchgeführt. In
Ps  wird die n. Zahl durch n ersetzt, so daß im transformierten Prädikat alle Zahlen paarweise
verschieden sind. Aus )4,2( >>= xxP  wird durch diese beiden Transformationen (o.B.d.A.
ist s = 0 ) ))(,1)(( 21haxaxP >>= . Jetzt wird die Strukturgleichheit durch die Unifizierbar-
keit der transformierten Sequenz definiert.
Definition 4.6 (Strukturgleichheit): Sei P eine Sequenz von Prädikaten.
P heißt strukturgleich ( )(PS ), genau dann wenn ))(( PtU  gilt, also ))((:)( PtUPS ≡ .
Dabei ist t P t P t P t Pn( ): ( ( ), ( ), , ( ))= 0 1 K , niPttPt ii K0)),((:)( 12 =≡ ,
t P Pi i v a
v









),( nPpref  ist das Präfix des Prädikats P als String bis zum Zahlenliteral n. Die Funktion o:
PS × Á # µ mit )),(::(1:),( nPprefzzNnPo ∈∈+= Z  ordnet jedem Zahlenliteral n in ei-
nem Prädikat P  die Zahl )(no  zu, so daß n das )(no . Vorkommen eines Zahlenliterals in P




















2   für jedes Zahlenliteral c, nins KK 0},0{ =∈ .
•
Beispiel:
P x y0 1 1≡ > ∧ > , P x y1 2 2≡ > ∧ > , P x y2 3 4≡ > ∧ > .
O.B.d.A. kann man s = 0  nehmen.
t P x a y a( ) ( ) ( )0 1 2≡ > ∧ > , t P x a h y a h( ) ( ) ( )1 11 12≡ > ∧ > , t P x a h y a h( ) ( ) ( )2 21 22≡ > ∧ >
Es gilt U t P( ( ))  mit dem Unifikator }2,1,2,1{ 22211211 aaaa hhhh und damit S P( ) .
•
Lemma 4.7: S ist eine Äquivalenzrelation. Falls P die leere Sequenz ε ist oder nur 1 Prädikat
enthält, gilt )(PS .
Beweis: S wird durch die Unifizierbarkeit definiert, die wiederum durch die Gleichheit defi-
niert ist, was eine Äquivalenzrelation ist.
truePPSPPS ≡∈∀≡ )),(:,()( 2121 εε
truePPSPPSPPPPS ≡≡∈∀≡ ),()),(:)(,())(( 2121
•
Lemma 4.8: Die Folge der transformierten Prädikate enthält keine Variable aus der Folge der
ursprünglichen Prädikate, und zusätzlich enthält die Transformation des ausgezeichneten Prä-
dikates keine der Variablen jih , , d. h.














Beweis: Die Behauptung folgt direkt aus Definition 4.6.
•
Damit ist die Strukturgleichheit definiert. Jetzt geht es darum, die Unterschiede in den einzel-
nen Prädikaten herauszufinden, falls S P( )  gilt. Dazu wird ein allgemeinster Unifikator mgu
(most general unifier) von t P( )  berechnet. Dieser existiert, da diese Berechnung nur durchge-
führt wird, falls S P( ) , d.h. U t P( ( ))  gilt. mgu ist eine Funktion von einer endlichen, nicht
leeren Folge von Prädikaten, deren Anwendung eine endliche Funktion von der Menge der















))((: , ))(,),((: 0 nPtPtmgu K=σ ,
}{}{








∈  und Tux ∈ .
•
Lemma 4.10: auua aa =⇒∈σ}{ a .
Beweis durch Induktion über den induktiven Aufbau von sP :
Induktionsanfang: sP  sei Konstante;
∈= 11 ,ccPs
⇒ Definition Strukturgleichheit
1)( =sPt  (o.B.d.A)
⇒ Definition Unifizierbarkeit, Definition Strukturgleichheit
sihPt ii ≠= ,)( 1,
⇒ Definition Strukturgleichheit
siccPi ≠∈= ,, 22
⇒ Voraussetzung




auua aa =⇒∈σ}{ a
sP  sei Variable;
xPs =
⇒ Definition Strukturgleichheit
)()( axPt s =
⇒ Definition Unifizierbarkeit, Definition Strukturgleichheit
TusiuxPthPt iii ∈≠=∨= ,),()()( 1,
⇒ Definition Strukturgleichheit
∈≠=∨= csixPcP ii ,,
⇒ Definition Strukturgleichheit
siaxPthPt iii ≠=∨= ),()()( 1,
⇒ Voraussetzung
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))(())(( is PtfreePtfreea ∪∈
⇒ Unifikation
auua aa =∧∈σ}{ a
Induktionsschritt: sP  sei Tuuuuf mm ∈,,),,,( 11 KK , iP  sei
nisiTssssf mm KKK 0,,,,),,,( 11 =≠∈  und f sei ein m-stelliges Funktionssymbol;
Induktionsvoraussetzung austutmgustutmguua amma =⇒∪∪∈ ))(),(())(),((}{ 11 La .
Zu zeigen
aussftuuftmguua amma =⇒∈ ))),,(()),,,(((}{ 11 KKa
≡ Definition Strukturgleichheit
aussfuufmguua av avmv avma =⇒∈ )),,(,),,((}{ )(1)(1 KKa
≡ Lemma 2.9
aussfuufmguua av avmv avv avmv ava =⇒∈ )),,(),,,((}{ )()(1)()(1 KKa
≡ Definition Strukturgleichheit
auststfututfmguua amma =⇒∈ )))(,),(()),(,),(((}{ 11 KKa
⇐ Definition Unifikator




Lemma 4.11: Die Anwendung von σ   auf alle transformierten Prädikate der Sequenz ergibt
t Ps( ) , d.h. ))())((:0:( si PtPtnii ≡≤≤∀ σ .
Beweis:
)))(())((:,0:( ji PtPtnjii σσ ≡≤≤∀  nach Definition von σ
⇒ mit sj =












))())((:0:( ausi aPtPtnii ≡≤≤∀ σ
≡ Lemma 4.10
))())((:0:( si PtPtnii ≡≤≤∀ σ
•
Definition 4.12: )( )(3 ))((:)( co cohss PtPt ≡ , d.h. in t Ps( )  wird jedes Zahlenliteral )(co  durch das
neue Variablensymbol ‘h’ )(co  ersetzt.
•
Das Prädikat t Ps3 ( )  wird mit jedem Prädikat aus der Sequenz niPt i K0),(1 =  unifiziert. Das
ergibt eine Sequenz MGU von Unifikatoren, aus denen die Zahlenfolgen extrahiert werden
können, in denen sich die einzelnen Prädikate der Sequenz P unterscheiden.
Definition 4.13: siniPtPtmguMGU is ≠=≡ ,0)),(),(((: 13 K .
•
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Lemma 4.14: Jedes Element der Sequenz MGU ist eine Menge der Form
})),((|{ 3)()( Z∈∈ jscojco mPtfreehmh a .
Beweis: sei niPtPtmgu isi K0)),(),((: 13 ==ρ . Nach Definition von mgu gilt dann
))(())(( 13 iisi PtPt ρρ ≡ , und zu zeigen ist })),((|{ 3)()( Z∈∈= jscojcoi mPtVarhmh aρ , d.h.
)()( ))(())(( 13 coco hmihms PtPt ≡
≡ Definition 4.12, )(1)( ico Pth ∉









)())(( 1)( icoms PtPt ≡
≡ Leibniz, Strukturgleichheit
))(())))(((( )(2 icoms PtPtt σσ ≡
≡ Lemma 4.11
)())))(((( )(2 scoms PtPtt ≡σ
≡ Definition Strukturgleichheit
)())))(((( )()( sm mocoms PtPt ≡σ
≡ Substitutionslemma
)()))((( )( )( sco mos PtPt ≡σ
≡ da durch die Substitution o(m) an der gleichen Stelle wie o(c) steht, gilt
o(c)=o(m)














, d.h. diese Funktion extrahiert aus einem mgu diejenige Zahl, auf die die Variable hk  durch
den mgu abgebildet wird.
•
Beispiel: 4})6,4,2({ 3212 =aaa hhhh .
•
Zu jeder Zahl )(co  in t Ps( )  wird eine Zahlenfolge niicos K0),),(( =  definiert durch
Definition 4.16: )(:)),(( )( ico MGUhicos =  für i=0...n.
•
Jetzt wird aus der Sequenz )),(( icos  eine Formel )),((’ icos  generiert, die an den Stellen 0...n
mit )),(( icos  übereinstimmt. Für jede endliche Zahlenfolge gibt es die triviale Formel, die
diese Bedingung erfüllt, nämlich die durch Fallunterscheidung. Außerdem gibt es noch un-
endlich viele nicht triviale Formeln, die die n + 1 Punkte als Stützstellen eines ganzzahligen
Polynoms betrachten. Doch diese beiden Ansätze liefern im Allgemeinen kein allgemeines
Prädikat. Hier wird das allgemeine Prädikat durch folgende Annahmen erzeugt:
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Es wird angenommen, daß es sich um eine arithmetische Reihe handelt, wenn die Differenzen
1. Grades konstant sind. Es wird angenommen, daß es sich um ein ganzzahliges quadratisches
Polynom handelt, wenn die Differenzen 2. Grades konstant sind. Es wird angenommen, daß
es sich um eine geometrische Reihe handelt, wenn die Quotienten konstant sind. Man kann
beliebige weitere Gesetzmäßigkeiten dieser Art einbauen, aber damit kommt man für die mei-
sten Fälle aus, wenn es sich nicht um Schleifen in ausgesprochen mathematischen Algorith-
men handelt. Das allgemeine Prädikat )(iP  ergibt sich aus Substitution der Zahlen )(co  in
t Ps( )  durch die Formel )),((’ icos . Die Konstruktion von s‘ ist Gegenstand des nächsten Ab-
schnitts.
Definition 4.17: Das allgemeine Prädikat für alle Zahlen o(c) in t(Ps) ist
)))(((:)( )( )),((’11 co icossPttiP −≡ ,
wobei t1
1−
 die Umkehrtransformation von t1  ist. Diese existiert und ist eindeutig, was direkt
aus der Definition der Strukturgleichheit folgt.
•
Lemma 4.18: Mit iρ  aus Definition 4.13 und Lemma 4.14 gilt
)(
)),((3 ))(())(( co icosssi PtPt ≡ρ .
Beweis:
))(( 3 si Ptρ

































icoss PPt ≡)))(( )( )),((2
≡ Leibniz, Definition Strukturgleichheit
)()))(( 1)( )),(( ico icoss PtPt ≡
≡ Lemma 4.18
)())(( 13 isi PtPt ≡ρ
≡ Definition Strukturgleichheit, Lemma 4.14, ))(( 1)( ico Ptfreeh ∉
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Im Allgemeinen ist es so, daß die betrachtete explizite Anfangssequenz nicht mit 0P  beginnt,
sondern mit einem späteren Prädikat. Dazu ein kleines Beispiel für x∈µ:
falseP ≡0 , 01 >≡ xP , 022 >≡ xP , 033 >≡ xP
Diese Sequenz ist nach der Definition nicht strukturgleich, da die einzelnen Elemente nach
der Transformation t nicht unifizierbar sind. Wenn man jedoch die Sequenz mit 2P  beginnen
läßt, erhält man als allgemeines Prädikat 0)( >≡ ixiP . Nach Konstruktion paßt dieses Prädi-
kat auf die betrachtete Sequenz, die hier mit 2P  beginnt. Man muß also noch prüfen, ob )(iP
auch auf die nicht betrachteten Prädikate, hier 0P  und 1P , paßt, was hier der Fall ist, wie man
leicht nachprüfen kann. Das 1. Prädikat der zu betrachteten Sequenz ist das 1. Prädikat, das
strukturgleich zu seinem Nachfolger ist. Es hat den Index min{ | ( , )}i S P Pi i+1 . Es kann natür-
lich vorkommen, daß keine Sequenz strukturgleicher Prädikate entsteht. Damit ergeben sich 2
Fragen:
1. Wie lange soll man suchen, bis min{ | ( , )}i S P Pi i+1  gefunden wird? Für die in den Bei-
spielen betrachteten und einige weitere Schleifen gilt 4≤i .
2. Wie viele Prädikate soll man betrachten? Das kommt auf die Komplexität der zu er-
zeugenden Formel s‘ an. Wenn man eine Formel für konstante Differenzen / Quoti-
enten n. Grades erzeugen will, muß man n+2 Prädikate betrachten.
4.2.6 Die Generierung der Formeln aus der gegebenen Sequenz
Gegeben ist eine Sequenz ),,( 0 nsss K= , gesucht ist eine Funktion )(’ is , so daß
))(’:0:( isisnii =≤≤∀  gilt (hier wird das 1. Argument von s aus Definition 4.16 weggelas-
sen, da es in diesem Zusammenhang keine Rolle spielt, und das 2. Argument wird als Index
geschrieben). Unter den beliebig vielen Funktionen werden nur ganzzahlige Polynome bis
zum Grad 2, geometrische Reihen und Kombinationen daraus betrachtet, die im Folgenden
definiert werden. Das ist eine Heuristik, da sich an mehreren Beispielen gezeigt hat, daß die
erzeugten, endlichen Zahlenfolgen die Eigenschaften der folgenden Definition haben.
Definition 4.20:
1. 1):10:(:)( 10 ≥∧=−≤≤∀≡ + nssniisD ii , d.h. s ist eine Konstante Sequenz
2. 2)2:20:(:)( 21 ≥∧+=−≤≤∀≡ ++ nsssniisD iii , d.h. die Sequenz der Differenzen
von s ist konstant. Dann ist s eine arithmetische Reihe.
3. 3))(3:30:(:)( 3122 ≥∧−=−−≤≤∀≡ +++ nssssniisD iiii , d.h. die Sequenz der Dif-
ferenzen der Differenzen von s ist konstant
4. )(:)( 00 sDsQ ≡ , d.h. s ist eine Konstante Sequenz
5. 2):10:(:)( 22 1 ≥∧⋅=−≤≤∀≡ ++ nsssniisQ iii , d.h. die Sequenz der Quotienten von




















, d.h. die Sequenz der Quotienten
der Quotienten von s ist konstant
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7. 3)))(()(:30:(:)( 231212 ≥∧−−=−−≤≤∀≡ +++++ nssssssniisDQ iiiiii , d.h. die Se-























, d.h. die Sequenz der Diffe-
renzen der Quotienten von s ist konstant
•
Beispiele:
1. (2,2,2) hat die Eigenschaft 0D .
2. (3,6,9,12) hat die Eigenschaft D.
3. (2,4,7,11,16) hat die Eigenschaft 2D .
4. (1,1,1) hat die Eigenschaft 0Q .
5. (1,3,9,27,819) hat die Eigenschaft Q.
6. (2,4,16,128,2048) hat die Eigenschaft 2Q .
7. (1,3,7,15,31) hat die Eigenschaft DQ .
8. (2,4,16,96,768) hat die Eigenschaft QD.
Die in den Definitionen auftretenden Konjunkte }3,2,1{, ∈≥ aan , sorgen dafür, daß nur ge-
nügend lange Sequenzen mit den entsprechenden Eigenschaften versehen werden. Denn es ist
z.B. sinnlos zu sagen, die Sequenz (2,4) hat die Eigenschaft D, was rein formal ohne 2≥n
gelten würde, da dann in der Definition von D über den leeren Bereich allquantifiziert würde.
•
Die in Definition 4.20 angegebenen Prädikate über einer Sequenz s sind relativ einfach zu
entscheiden. Dazu prüft man, ob s die Eigenschaft E hat, wobei E die in Definition 4.20 ange-
gebenen Prädikate (in der Reihenfolge) durchläuft, bis s eine der Eigenschaften hat oder alle
Prädikate geprüft sind. Im letzteren Fall endet das Verfahren erfolglos. Falls s eine der Eigen-
schaften hat, kann mit Hilfe des folgenden Lemmas die Formel )(’ is  erzeugt werden.
Lemma 4.21:
1. 0
0 )(’)( sissD =⇒

















































































Beweis durch Einsetzen der rechten Seiten von )(’ is  in die Formeln von Definition 4.20:
1. 00 ss =
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Um die Gleichheiten zu zeigen, sind umfangreiche algebraische symbolische Operationen
erforderlich. Dieses von Hand durchzuführen ist mühsam und sehr fehleranfällig. Daher liegt
es nahe zu versuchen, die Gleichungen per Computer umzuformen und dann die syntaktische
Gleichheit der entstandenen Terme zu prüfen. Das kann tatsächlich gemacht werden. Die
Gleichheiten 1. – 7. können von Mathematica vollständig gezeigt werden (Gleichheit 8 nur
teilweise, der Rest von Hand). Daher ist es nicht nötig, die Umformungen explizit aufzufüh-
ren, und zwar nicht aus Platzgründen oder weil es keine neuen Einsichten oder Erkenntnisse
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bezüglich Beweistechniken bringt (was hier auch zutrifft), sondern einfach, weil die Gleich-
heit rein mechanisch gezeigt werden kann. Das ist analog zu einer arithmetischen Gleichheit,




P y b y b x x y0 1 1≡ < − ∧ < ∧ + =( ) ( )
P b y b x y x y1 2 0 3≡ < ∧ < ∧ − =( ) ( )
P b y b x x y y2 4 7 3≡ < ∧ − = ∧ <( ) ( )
P x y b y b x y3 11 8≡ − = ∧ < ∧ <( ) (8 )
P x y y b y b x4 15 15 16≡ − = ∧ < ∧ <( ) ( )
min{ | ( , )}i S P Pi i+ =1 1 , also beginnt die betrachtete Sequenz bei P1 .
t P b y a b x a y a x a y a1 1 2 0 3( ) ( ( )) ( ( )) ( ) ( ) ( )≡ < ∧ < ∧ − =
t P b y a b x a x a y a y a1 2 4 7 3( ) ( ( )) ( ( )) ( ) ( ) ( )≡ < ∧ − = ∧ <
t P x a y a b y a b x a y a1 3 11 8( ) ( ) ( ) ( ( )) (8 ( )) ( )≡ − = ∧ < ∧ <
t P x a y a y a b y a b x a1 4 15 15 16( ) ( ) ( ) ( ) ( ( )) ( ( ))≡ − = ∧ < ∧ <
t P b y a b x a y a x a y a( ) ( ( )) ( ( )) ( ) ( ) ( )1 1 2 3≡ < ∧ < ∧ − =
t P b y a b h x a x a h y a y a h( ) ( ( )) ( ( )) ( ) ( ) ( )2 21 22 23≡ < ∧ − = ∧ <
t P x a h y a b y a b h x a y a h( ) ( ) ( ) ( ( )) ( ( )) ( )3 31 32 33≡ − = ∧ < ∧ <
t P x a h y a y a h b y a b h x a( ) ( ) ( ) ( ) ( ( )) ( ( ))4 41 42 43≡ − = ∧ < ∧ <













t P b y a b h x a y a h x a h y a3 1 1 2 3( ) ( ( )) ( ( )) ( ) ( ) ( )≡ < ⋅ ∧ < ∧ − =
MGU h h h h h h
h h h h h h
= ({ , , },{ , , },
{ , , },{ , , })
1 2 3 1 2 3
1 2 3 1 2 3
2 0 3 4 3 7
8 8 11 16 15 15
a a a a a a
a a a a a a
s( , ) ( , , , )11 4 2 4 8 16K = , )(sQ , damit ist s i i’( , )1 2=
s( , ) ( , , , )2 1 4 0 3 8 15K = , )(2 sD , damit ist s i i’( , )2 12= −
s( , ) ( , , , )31 4 3 7 1115K = , )(sD , damit ist s i i’( , )3 4 1= −
Für das allgemeine Prädikat )(iP  ergibt sich
))(14)(1)())(2())((( 211 ayiaxiayaxbaybt i =+−∧−<∧⋅<−
≡
yixiyxbyb i =+−∧−<∧⋅< 141)2()( 2
Zu überprüfen ist noch, ob 0)0( PP ≡  gilt: 011)()()0( PyxyxbybP ≡=+∧−<∧<≡ .
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4.2.7 Behandlung von Sequenzen nicht strukturgleicher Prädikate
In diesem Abschnitt wird das Problem behandelt, daß in der Sequenz der Prädikate keine
strukturgleichen aufeinander folgenden Prädikate vorkommen, was meistens der Fall ist. In
diesem Fall kann man versuchen, die Prädikate äquivalent umzuformen, so daß strukturglei-
che Prädikate entstehen.
4.2.7.1 Transformation in strukturgleiche Prädikate
Jedes Prädikat iP  der Sequenz P wird in DNF umgeformt. Damit sieht P so aus:
))0(,0()1,0(0 dDDP ∨∨≡ L
:
))(,()1,( ndnDnDPn ∨∨≡ L  mit
)(1,1),,(),(),( ),(1 idjnijiKjiKjiD jik KKL ==∧∧≡ , wobei )(id  die Anzahl der Dis-
junkte in iP  ist und ),( jik  die Anzahl der Konjunkte in ),( jiD . Jedes Konjunkt ist ein Lite-
ral. Die Menge der Konjunkte eines Disjunkts wird in c Klassen zerlegt, so daß alle Kon-
junkte einer Klasse strukturgleich sind. Dazu wird die Indexmenge )},(,,1{ jikK der Kon-








t KU  (Parti-
tionierung)
2. )),(),,((:1:( jiTkjiKSctt tk ∈≤≤∀  (Strukturgleichheit)
Die Partitionierung ist Gegenstand von Abschnitt 4.2.7.2. Mit dem Verfahren aus den Ab-
schnitten 4.2.5 und 4.2.6 kann dann für jede Klasse t von strukturgleichen Konjunkten ein
allgemeines Konjunkt ),,( mjiKt  generiert werden, so daß
)),,(:),(1:(),( mjiKjiTmmjiK ttkTk t K=∀≡∈∧  gilt. Da jede Klasse von strukturgleichen
Konjunkten eine Menge ist, das Verfahren jedoch auf Sequenzen arbeitet, muß die Menge
zuvor in eine Sequenz transformiert werden. Für Klassen mit nur einem Element ),( jiKk
wird ),(:),,( jiKmjiK kt ≡  definiert.
Beispiel (die Konjunkte ),( jiKk  und die Mengen ),( jiTt  werden ohne die Argumente i und j
dargestellt, da sie immer gleich sind):
)2(,54,0,32),1(,78 654321 bKxKyKxKbKxK ≡>≡=≡>≡≡>≡
}4{},6,2{},5,3,1{,3 321 ==== TTTc
))(:31:( 1531 mKmmKKK K=∀≡∧∧
))(:21:( 262 mKmmKK K=∀≡∧
)(34 mKK ≡
mit )()(,122)( 21 mbmKmxmK m ≡+>≡
•










Wenn ))(1),,(( idjjiDS K=  gilt, kann ein allgemeines Disjunkt mit dem Verfahren aus den
Abschnitten 4.2.5 und 4.2.6 generiert werden. Damit kann iP  dargestellt werden als










wobei )( jc  bzw. )( jT  die allgemeinen Funktionen der Sequenzen jc  bzw. ),( jiTt  sind.








Man versucht, im letzten, d.h. im Allgemeinen längsten, Prädikat eine Struktur zu finden, und
in diesem wieder im längsten Konjunkt b b x b b( ) ( ) ( ) ( )2 4 6 1 3∧ ∧ = ∧ ∧ . Dieses wird trans-
formiert in x i i b i= ∧ ∀ ≤ ≤6 1 4( : : ( )) . Ebenso verfährt man mit den restlichen Konjunkten







Alle 4 Disjunkte sind strukturgleich, so daß P4  dargestellt werden kann als
( : : ( : : ( )))∃ ≤ ≤ = + ∧ ∀ ≤ ≤j j x j i i j b i1 4 2 1 .
Analog verfährt man mit 31 PPK  und erhält
P j j x j i i j b i1 1 1 1 1≡ ∃ ≤ ≤ = − ∧ ∀ ≤ ≤( : : ( : : ( )))
P j j x j i i j b i2 1 2 1≡ ∃ ≤ ≤ = ∧ ∀ ≤ ≤( : : ( : : ( )))
P j j x j i i j b i3 1 3 1 1≡ ∃ ≤ ≤ = + ∧ ∀ ≤ ≤( : : ( : : ( )))
P j j x j i i j b i4 1 4 2 1≡ ∃ ≤ ≤ = + ∧ ∀ ≤ ≤( : : ( : : ( )))
Es gilt ),,( 41 PPS K . Als allgemeines Prädikat erhält man
P k j j k x j k i i j b i( ) ( : : ( : : ( )))≡ ∃ ≤ ≤ = + − ∧ ∀ ≤ ≤1 2 1
•
4.2.7.2 Zerlegung in Teilmengen mit Indizes strukturgleicher Konjunkte
Gegeben ist eine Menge von k Konjunkten },,,{ 21 kKKK K . Gesucht sind c Mengen








t TTcbabakTkp KU  (Partitionierung) und
2. )),(:1:(: tk TkKScttsg ∈≤≤∀≡  (Strukturgleichheit)
Aus beweistechnischen Gründen werden noch folgende Prädikate definiert:
):,1:,(: ∅=∩≠∧≤≤∀≡ ba TTbacbabadj

















Es gilt djiunip ∧≡ )()( (Damit ist die Eigenschaft der Partitionierung in ein von i abhängiges
und ein von i unabhängiges Konjunkt zerlegt).
Der folgende Algorithmus führt die Zerlegung durch. Die Grundidee ist, jedes Konjunkt in
eine Klasse zu sortieren. Falls es schon eine Klasse mit zu diesem Konjunkt strukturgleichen
Konjunkten gibt, wird es in diese Klasse sortiert. Falls nicht, wird eine neue Klasse mit die-
sem Konjunkt als erstem Element erzeugt. Die (nicht deterministische) Funktion
)(__ jTofelementone  ergibt ein beliebiges Element aus jT . Falls jT  leer oder noch nicht
definiert ist, ist auch das Ergebnis undefiniert (⊥). Das Ergebnis der Anwendung des Prädi-
kats S auf ein undefiniertes Element ergibt false.
-- 1 ≤ k
c := 1; T1 := {};
--PreF : 1 ≤ k ∧ c = 1 ∧ T1 = {}
--PostF: sg ∧ dj ∧ un(k)
--InvF : sg ∧ dj ∧ un(i) ∧ nc(i+1)
for i in 1 .. k loop
j := 1;
if Tj /= {}
then e := one_element_of(Tj);
else e := i;
end if;
--PreW : sg ∧ dj ∧ un(i-1) ∧ nc(i) ∧ j = 1 ∧
--PreW : (e in Tj ∨ Tj = {})
--PostW: sg ∧ dj ∧ un(i-1) ∧ nc(i) ∧ (e in Tj ∨ Tj = {})
--InvW : sg ∧ dj ∧ un(i-1) ∧ nc(i) ∧ (e in Tj ∨ Tj = {})
--TermW: c - j
while ¬S(Ki, Ke) ∧ j ≤ c loop
j := j + 1;
e := one_element_of(Tj);
end loop;
-- Z: sg ∧ dj ∧ un(i-1) ∧ nc(i) ∧ (e in Tj ∨ Tj = {})
if S(Ki, Ke)
then Tj := Tj ∪ { i };
else c := c + 1;
     Tc := { i };
end if;
-- sg ∧ dj ∧ un(i) ∧ nc(i+1)
end loop;
Beweis der Korrektheit:
IF1 := 1. If-Anweisung
IF2 := 2. If-Anweisung
BodyF := Rumpf der For-Schleife
BodyW := Rumpf der While-Schleife
Initialisierung: es gilt )]11,:;1:(1[ 11 ∅=∧=∧≤∅==⇒≤ TckTcwpk
For-Schleife:
1. zu zeigen ist )]1()0([ ncundjsgPreF ∧∧∧⇒
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)]1()0([ ncundjsgPreF ∧∧∧⇒
≡ Definition der Prädikate, Substitution
]1}0,,1{):1,1:,(),(11[ 1 ∅∉∧=∅∧∅=∩≠∧≤≤∀∧∅∈⇒∅=∧=∧≤ Kbak TTbababakKSTck
≡ leere Sequenz von Prädikaten ist strukturgleich, ∀ über leeren Bereich




2. zu zeigen ist ))]1()(,()()1([ +∧∧∧⇒∧−∧∧ inciundjsgBodyFwpinciundjsg
. Dazu
werden 2 Lemmata benötigt.
Lemma 4.22:
)1(1))1()(1,1( −∧∧∧=≡−∧∧∧∅=∨∈∧= iundjsgjiundjsgTTejIFwp jj
Beweis:









)1(1))()(( 111 −∧∧∧=∧∅=∅∨∅∈∧∅=∨∅=∨∧∅≠ iundjsgjiTTtrueT
≡ Logik









Zunächst werden die 4 wps einzeln ermittelt:
),2( sgIFwp






































≡ Definition sg, Lemma 4.7 , Distributivität, Logik
)),()),(:(( eiaij KKSKKSTasg ¬∨∈∀∧
•
),2( djIFwp




















































≡ Definition dj, Distributivität, Logik
)),(():1:( jeia TiKKSTijacaadj ∉∨∧∉≠∧≤≤∀∧
•
))(,2( iunIFwp























































































































































≡ ∧-Subsumierung )1()1( +⇒− inciun , Logik




































































































≡ S ist Äquivalenzrelation, Logik
true
•
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⇐ Lemma 4.23, Monotonie
),;1;1:( ZWHILEIFjwp =
⇐ Monotonie, PostW⇒Z






3. es gilt )]()([ kundjsgkundjsg ∧∧⇒∧∧
4. zu zeigen ist ]Pr1[ PostFeFk ⇒∧>




















































≡ wegen ))(())1(()()( incVariunVardjVarsgVarj ∪−∪∪∉













Die Terminierung der While-Schleife ist leicht zu zeigen
•
Beispiel: )(),,(),,,(,6 432651 KSKKSKKKSk = , die Vorbedingung gilt



















5 {1,5} 1 1
6 {1,5,6} 1 1
•
4.2.7.3 Beispiele
Beispiel 1: Multiplikation nach [AA78: 54]
-- x = a ∧ y = b ∧ z = 0 ∧ a ≥ 0 ∧ b ≥ 0
while y /= 0 loop
if odd(y) then y := y - 1; z := z + x;
end if;
y := y / 2; x := 2 * x;
end loop;
-- z = a * b
P false0 ≡
P y z ab1 0≡ = ∧ =
P y z ab y z x ab2 0 1≡ = ∧ = ∨ = ∧ + =
P y z ab y z x ab y z x ab y z x ab3 0 1 3 3 2 2≡ = ∧ = ∨ = ∧ + = ∨ = ∧ + = ∨ = ∧ + =
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P y z ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab y z x ab
4 0 1
3 3 7 7 5 5
2 2 6 6 4 4
≡ = ∧ = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + =
P y z ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab
y z x ab y z x ab y z x ab
y z x ab
5 0 1
3 3 7 7 5 5
2 2 6 6 4 4
9 9 15 15
13 13 11 11 8 8
12 12
≡ = ∧ = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + =y z x ab y z x ab10 10 14 14
P y z ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab
y z x ab y z x ab y z x ab
y z x ab
6 0 1
3 3 7 7 5 5
2 2 6 6 4 4
9 9 15 15
13 13 11 11 8 8
12 12
≡ = ∧ = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ +
y z x ab y z x ab
y z x ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab y z x ab
y z x ab y z x ab
y z x ab y z
10 10 14 14
16 16 17 17
19 19 23 23 21 21
18 18 22 22 20 20
25 25 31 31
29 29 27 27 24 24
28 28 26 26 30 30
x ab y z x ab
y z x ab y z x ab y z x ab
= ∨ = ∧ + = ∨
= ∧ + = ∨ = ∧ + = ∨ = ∧ + =
Man beginnt mit der Untersuchung von P6  und stellt fest, daß kein Disjunkt strukturgleiche
Konjunkte enthält, d.h. die Klassen strukturgleicher Elemente sind einelementig. Die Dis-
junkte in P6  bilden 3 Klassen strukturgleicher Disjunkte, nämlich
T y z ab1 0= = ∧ ={ } , }1{2 abxzyT =+∧==  und



































Um ein allgemeines Disjunkt in T3  zu finden, werden die Disjunkte in T3  o.B.d.A. nach der


































Das allgemeine Prädikat der Sequenz T3  ergibt sich zu ( : : )∃ ≤ ≤ = ∧ + =i i y i z ix ab2 31 .
Damit läßt sich P6  darstellen als
P y z ab y z x ab i i y i z ix ab6 0 1 2 31≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ = ∧ + =( : : )
Analog ergibt sich für die anderen Prädikate
P false0 ≡
P y z ab1 0≡ = ∧ =
P y z ab y z x ab2 0 1≡ = ∧ = ∨ = ∧ + =
P y z ab y z x ab i i y i z ix ab3 0 1 2 3≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ = ∧ + =( : : )
P y z ab y z x ab i i y i z ix ab4 0 1 2 7≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ = ∧ + =( : : )
P y z ab y z x ab i i y i z ix ab5 0 1 2 15≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ = ∧ + =( : : )
Es gilt ),,( 63 PPS K  mit dem allgemeinen Prädikat
P j y z ab y z x ab i i y i z ix abj( ) ( : : )≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ − = ∧ + =−0 1 2 2 11
Das ist durch Induktion über j zu beweisen, wobei j = 3  den Induktionsanfang bildet.
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j = 3: P y z ab y z x ab i i y i z ix ab P( ) ( : : )3 0 1 2 2 13 1 3≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ − = ∧ + = ≡−
j j→ + 1: zu zeigen ist
P j y z ab y z x ab i i y i z ix abj( ) ( : : )+ ≡ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ − = ∧ + =1 0 1 2 2 1
P j( )+ 1
≡ Definition von P
f falsej+1 ( )
≡
f f falsej( ( ))
≡ Definition von P
f P j( ( ))
≡ Induktionsvoraussetzung
f y z ab y z x ab i i y i z ix abj( ( : : ))= ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ − = ∧ + =−0 1 2 2 11
≡ Definition von f
y z ab
y wp S y z ab y z x ab i i y i z ix abj
= ∧ = ∨
≠ ∧ = ∧ = ∨ = ∧ + = ∨ ∃ ≤ ≤ − = ∧ + =−
0
0 0 1 2 2 11( , ( : : ))
≡ Zuweisungsregel
y z ab
y wp IF y z ab y z x ab i i y i z ix abj
= ∧ = ∨
≠ ∧ 
















1 2 2 2 1
2




















































y z ab y z ab
y z x ab i i y i z i x ab
y z x ab i i y i z ix ab
j
j
= ∧ = ∨ = ∧ = ∨
= ∧ + = ∨ ∃ ≤ ≤ − = + ∧ + + =




3 3 2 2 1 2 1 2 1
2 2 2 2 1 2 2
1
1
( : : ( ) )
( : : ))
≡ Arithmetik, Logik
y z ab y z ab i i y i z ix abj= ∧ = ∨ = ∧ = ∨ ∃ ≤ ≤ − = ∧ + =0 1 2 2 1( : : ))
•
Damit ist die schwächste Vorbedingung der Schleife
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y z ab y z x ab j j i i y i z ix abj= ∧ = ∨ = ∧ + = ∨ ∃ ≥ ∃ ≤ ≤ − = ∧ + =−0 1 3 2 2 11( : :( : : ))
≡ Arithmetik, Logik
y z ab y z x ab i i y i z ix ab= ∧ = ∨ = ∧ + = ∨ ∃ ≥ = ∧ + =0 1 2( : : )
≡ Arithmetik, Logik
( : : )∃ ≥ = ∧ + =i i y i z ix ab0
Denn es gilt ( : : ) ( : :( : : ))∃ ≥ = ∧ + = ≡ ∃ ≥ ∃ ≤ ≤ − = ∧ + =−i i y i z ix ab j j i i y i z ix abj2 3 2 2 11 .
Beweis:
⇒:
( : ) ( : ( : ))∃ ≥ ∧ = ∧ + = ⇒ ∃ ≥ ∧ ∃ ≤ ≤ − ∧ = ∧ + =−i i y i z ix ab j j i i y i z ix abj2 3 2 2 11
≡ Skolemisierung, gebundene Umbenennung
( : ( : ( : )))∀ ≥ ∧ = ∧ + = ⇒ ∃ ≥ ∧ ∃ ≤ ≤ − ∧ = ∧ + =−i i y i z ix ab j j k k y k z kx abj2 3 2 2 11
≡ mit k i=
( : ( : ))∀ ≥ ∧ = ∧ + = ⇒ ∃ ≥ ∧ ≤ ≤ − ∧ = ∧ + =−i i y i z ix ab j j i y i z ix abj2 3 2 2 11
≡ mit j i= + 1




( : ( : )) ( : )∃ ≥ ∧ ∃ ≤ ≤ − ∧ = ∧ + = ⇒ ∃ ≥ ∧ = ∧ + =−j j i i y i z ix ab i i y i z ix abj3 2 2 1 21
≡ gebundene Umbenennung
( , : ) ( : )∃ ≥ ∧ ≤ ≤ − ∧ = ∧ + = ⇒ ∃ ≥ ∧ = ∧ + =−j i j i y i z ix ab k k y k z kx abj3 2 2 1 21
≡ Skolemisierung
( , : ( : ))∀ ≥ ∧ ≤ ≤ − ∧ = ∧ + = ⇒ ∃ ≥ ∧ = ∧ + =−j i j i y i z ix ab k k y k z kx abj3 2 2 1 21
≡ mit k i=








≡ mit i b=






Jetzt werden 2 kleine Beispiele nicht korrekter Schleifen gezeigt, einmal eine terminierende
nicht korrekte Schleife und einmal eine nicht terminierende Schleife.
Beispiel 2: Nicht terminierende Schleife
-- i = 1
while i > 0 loop
i := i+1;
end loop;
-- i ≤ 0
P false0 ≡
P i1 0≡ ≤
P i i i i2 0 0 1 0 0≡ ≤ ∨ > ∧ + ≤ ≡ ≤
Damit ist wp LOOP i i( , )≤ ≡ ≤0 0  und die Verifikationsbedingung ist ]00[ ≤⇒> ii , was
nicht gilt, d.h. die Schleife ist nicht korrekt. An diesem Beispiel sieht man auch, daß die Ei-
genschaft Terminierung keine Eigenschaft der Schleife allein ist, sondern eine Eigenschaft
des Paares (Vorbedingung, Schleife).
•
Beispiel  3: Nicht korrekte, terminierende Schleife
-- i = 1
while i > 0 loop
i := i-1;
end loop;
-- i < 0
P false0 ≡
P i1 0≡ <
P i i i i2 0 0 1 0 0≡ < ∨ > ∧ − < ≡ <
Damit ist wp LOOP i i( , )< ≡ <0 0  und die Verifikationsbedingung ist ]01[ <⇒= ii , was
nicht gilt, d.h. die Schleife ist nicht korrekt.
•
Beispiel  4: Ganzzahlige Division mit Rest (siehe S. 108)
P false0 ≡
P r y qy r x1 0≡ ≤ < ∧ + =
P r y qy r x2 0 2≡ ≤ < ∧ + =
P r y qy r x3 0 3≡ ≤ < ∧ + =
P r y qy r x4 0 4≡ ≤ < ∧ + =
P r y qy r x5 0 5≡ ≤ < ∧ + =
min{ | ( , )}i S P Pi i+ =1 2 , also beginnt die betrachtete Sequenz bei P2 .
t P r a y a q a y a r a x a1 2 0 2( ) ( ) ( ) ( ) ( ) ( ) ( )≡ ≤ < ∧ + =
t P r a y a q a y a r a x a1 3 0 3( ) ( ) ( ) ( ) ( ) ( ) ( )≡ ≤ < ∧ + =
t P r a y a q a y a r a x a1 4 0 4( ) ( ) ( ) ( ) ( ) ( ) ( )≡ ≤ < ∧ + =
t P r a y a q a y a r a x a1 5 0 5( ) ( ) ( ) ( ) ( ) ( ) ( )≡ ≤ < ∧ + =
t P r a y a q a y a r a x a( ) ( ) ( ) ( ) ( ) ( ) ( )2 1 2≡ ≤ < ∧ + =
t P h r a h y a q a y a r a x a( ) ( ) ( ) ( ) ( ) ( ) ( )3 31 32≡ ≤ < ∧ + =
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t P h r a h y a q a y a r a x a( ) ( ) ( ) ( ) ( ) ( ) ( )4 41 42≡ ≤ < ∧ + =
t P h r a h y a q a y a r a x a( ) ( ) ( ) ( ) ( ) ( ) ( )5 51 52≡ ≤ < ∧ + =
Es gilt )),,(( 52 PPtU K .
t P h r a h y a q a y a r a x a3 2 1 2( ) ( ) ( ) ( ) ( ) ( ) ( )≡ ≤ < ∧ + = .
MGU h h h h h h h h= ({ , },{ , },{ , },{ , })1 2 1 2 1 2 1 20 2 0 3 0 4 0 5a a a a a a a a
s( , ) ( , , , )1 2 5 0 0 0 0K = , )(0 sD , damit ist s i’( , )1 0=
s( , ) ( , , , )2 2 5 2 3 4 5K = , )(sD , damit ist s i i’( , )2 =
Das allgemeine Prädikat ist xrqyiyriP =+∧<≤≡ 0)( . Der Beweis, daß )(iP  der indukti-
ven Definition von Pi  genügt, wurde schon in Abschnitt 4.2.2 geführt, ebenso die Ermittlung
der schwächsten Vorbedingung und der Korrektheitsbeweis der Schleife.
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5 Falsifikationsbedingungen
Das Ziel der Programmentwicklung ist ein korrektes Programm. Die Korrektheit wird durch
den Beweis einer VC gezeigt. Doch falls die Korrektheit während der Entwicklung nicht ge-
zeigt werden kann, ist man daran interessiert zu wissen, ob und warum das Programm nicht
korrekt ist. (Die beiden Aussagen die Korrektheit kann nicht gezeigt werden und das Pro-
gramm ist nicht korrekt sind nicht äquivalent!). In Analogie zur VC, die die Korrektheit im-
pliziert, ist eine Bedingung, die die Nichtkorrektheit impliziert, eine Falsifikationsbedingung
FC. In diesem Kapitel wird zunächst die automatische Erzeugung von FCs dargestellt, was
relativ einfach ist, da eine FC leicht aus einer VC hergeleitet werden kann (Abschnitt 5.1).
Das Ziel ist jedoch eine möglichst einfache FC, d.h. ein konkreter Anfangszustand, der eine
Zusicherung verletzt (Abschnitt 5.7). Durch die Lokalisierung der verletzten Zusicherung
bekommt man einen sehr guten Hinweis darauf, wo ein Programmfehler liegen kann. Dieses
Problem läßt sich auf ein constraint programming problem bzw. integer programming pro-
blem ipp (wenn man es, wie in dieser Arbeit, nur mit ganzen Zahlen zu tun hat) reduzieren.
Auch das Problem der automatischen Datenabhängigkeitsanalyse von Programmen mit
Arrayzugriffen läßt sich auf ein solches Problem reduzieren (mit einigen kleinen Unterschie-
den, Abschnitt 5.1). Daher werden zur Lösung des Problems, einen konkreten Anfangszu-
stand, der zu einer verletzten Zusicherung führt, zu finden, Methoden der automatischen Da-
tenabhängigkeitsanalyse verwendet (Abschnitte 5.2-5.6). Einige Beispiele erläutern (Beispiele
1-6) bzw. zeigen die Begrenztheit des Verfahrens (Beispiele 7 und 8). Neu sind dabei nicht
die verwendeten Methoden, sondern die Erzeugung der FC und Vereinfachung der FC durch
Reduktion des Problems auf ein anderes Problem, das mit bekannten Verfahren gelöst wird.
Bei der automatischen Verifikation von Programmen mit Spezifikation kommt es während der
Entwicklung vor, daß eine VC nicht bewiesen werden kann. Das kann prinzipiell 2 verschie-
dene Ursachen haben.
1. Die VC ist nicht gültig, d.h. Programm und Spezifikation passen nicht zusammen.
2. Die VC ist zwar gültig, aber kann vom Beweiser nicht bewiesen werden, was wieder-
um verschiedene Gründe haben kann.
Falls Programm und Spezifikation nicht zusammenpassen, wird in dieser Arbeit davon ausge-
gangen, daß das Programm nicht korrekt ist. Es ist oft sehr schwierig zu ermitteln, was im
Programm falsch ist. Aber um zu zeigen, daß ein Programm nicht korrekt ist, genügt schon
ein Gegenbeispiel. Damit ist ein Anfangszustand gemeint, der während der Ausführung des
Programmes zu einem Zustand führt, der eine Zusicherung verletzt.
Beispiel:
subtype t is integer range 0..100;
x, y: t;
-- 0 ≤ x ≤ 100 ∧ 0 ≤ y ≤ 100 ∧ x = a ∧ y = b
x := x + y;
y := x - y;
x := x - y;








Sie kann vom Beweiser nicht bewiesen werden. Falls das Programm nicht korrekt ist, muß es
einen Anfangszustand geben, der zu einem Zustand führt, der eine Zusicherung verletzt. So
ein Anfangszustand ist z.B. x y= ∧ =100 1 . Also ist das Programm nicht korrekt.
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In diesem Kapitel wird ein partielles Verfahren angegeben, mit dem aus einer nicht beweisba-
ren VC automatisch ein Gegenbeispiel erzeugt werden kann. Partiell heißt, daß das Verfahren
nicht immer aus einer nicht beweisbaren VC ein Gegenbeispiel erzeugen kann. Das Verfahren
arbeitet nach folgendem Algorithmus:
function generate_counterexample (VC: predicate)
return result_type is
FC:       constant predicate := generate_FC(VC);
solution: constant solution_type := sol(FC);
ce:       solution_type;
begin





there is a violation of an assertion during execution of
the program with initial values ce
     then return ce;
     else return no_success;
     end if;
end if;
end generate_counterexample;
Der Grund für die Unterscheidung zwischen einer FC, die aus einer exakten und einer FC, die
aus einer approximierten VC erzeugt wurde, wird im nächsten Abschnitt (Abschnitt 5.1) an-
gegeben.
Verwendete Typen und Funktionen
predicate ein geeigneter Typ für Prädikate
result_type ein Typ bestehend aus Variablenbelegungen
und dem Literal no_success




eine Funktion, die aus einer nicht beweisba-




eine Funktion zur Ermittlung einer Varia-




eine Funktion zur Ermittlung eines Gegen-




diese Funktion ergibt genau dann true, wenn
die VC eine exakte VC ist
Das Verfahren hat folgende Eigenschaft:
Falls ein Gegenbeispiel gefunden wird, dann ist das Programm nicht korrekt. Falls keines ge-
funden wird, kann es sein, daß es keines gibt oder daß es wegen der Begrenztheit der Verfah-
rens nicht gefunden werden kann. Man kann also folgende Fälle unterscheiden:
1. VC kann bewiesen werden ⇒ Programm korrekt (bewiesen)
2. VC kann nicht bewiesen werden ∧ Gegenbeispiel gefunden ⇒ Programm nicht kor-
rekt (widerlegt)
3. VC kann nicht bewiesen werden ∧ kein Gegenbeispiel gefunden ⇒ ??? (weder be-
wiesen noch widerlegt)
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Das Finden eines Gegenbeispiels erfüllt also 2 Zwecke:
1. Beweis, daß ein Programm nicht korrekt ist
2. Hilfe bei der Beantwortung der Frage „was / wo / warum nicht korrekt?“
5.1 Formalisierung des Problems
Alle VCs sind Implikationen, die im Laufe des Beweises in eine Konjunktion von k Klauseln





∧≡ . Falls eine VC nicht bewiesen werden kann, heißt
das, daß mindestens eine Klausel ,1, kaKa ≤≤  nicht bewiesen werden kann. Jede Klausel
und damit auch aK  hat die Form L L Ln1 ∧ ∧ ⇒L , wobei die Li  bzw. L Literale sind. Alle
Literale enthalten freie Variablen. (Falls ein Literal keine freien Variablen enthält, hat es un-
abhängig von allen anderen einen Wahrheitswert, der für dieses Literal substituiert werden
kann.  Falls ein L truei ≡ , so kann es eliminiert werden. Falls ein L falsei ≡ , so ist die ganze
Klausel true. Falls L true≡ , so ist die ganze Klausel true. Falls L false≡ , so kann eine neue
äquivalente Klausel ohne L erzeugt werden.)
Die freien Variablen sind allquantifiziert, also ):( 1 LLLx n ⇒∧∧∀ L , wobei x die freien
Variablen in der Klausel bezeichnet. Da aK  nicht beweisen werden kann, geht man davon
aus, daß sie nicht gültig ist, daß also ):( 1 LLLx n ⇒∧∧∀¬ L  gilt. Das ist äquivalent zu
):( 1 LLLx n ¬∧∧∧∃ L .
Definition 5.1: Eine Falsifikationsbedingug FC zu einer nicht beweisbaren exakten VC ist
definiert als aKFC ¬≡: , wobei aK  eine nicht beweisbare Klausel der VC ist. Die Lösungs-
menge )(FCSol  einer FC der Form ):( 1 LLLx n ¬∧∧∧∃ L  ist definiert als
})(|{:)( 1 xfoundLLLxFCSol n ∧¬∧∧∧= L . Dabei bedeutet found(x), daß das in diesem
Kapitel beschriebene Verfahren (Abschnitte 5.2-5.6) die Werte x berechnen konnte. Der
Grund dafür, daß die VC exakt sein muß, wird weiter unten angegeben.
•
Lemma 5.2: ][ FCVC ¬⇒ .
Beweis:
][ FCVC ¬⇒











Lemma 5.3: ])([ FCFCSol ⇒∅≠ .
Beweis: falls das Verfahren eine Lösung findet, hat die FC eine Lösung, d.h. ist gültig. Das
Problem ist, daß die umgekehrte Richtung im Allgemeinen nicht gilt. D.h. falls das Verfahren
keine Lösung findet, kann man daraus nicht schließen, daß die FC keine Lösung hat. Das liegt
an der Begrenztheit des Verfahrens.
•
Damit ist klar, daß ∅=)(FCSol  keine VC ist. ∅=)(FCSol  wäre nur dann eine VC, wenn
auch die Umkehrungen von Lemma 5.2 und Lemma 5.3 gelten würden. (Denn damit hätte
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man ])([ FCFCSol ¬⇒∅=  und mit Lemma 5.2 ])([ VCFCSol ⇒∅=  und mit der Definiti-
on von VC und der Transitivität bekäme man ])([ tKorrektheiFCSol ⇒∅= ).
Außerdem impliziert ∅≠)(FCSol
 
die Nichtkorrektheit nur, wenn )(FCSol  aus einer exak-
ten VC erzeugt wird, wie Definition 5.1, d. h. es gilt
Lemma 5.4: Falls )(FCSol  aus einer exakten VC erzeugt wird, gilt





 ⇒ Lemma 5.2
¬VC
≡ Definition exakte VC
¬Korrektheit
•
Bei approximierten VCs könnte man statt des letzten ≡ im Beweis nur ein ⇐ nehmen und der
Beweis wäre nicht durchführbar. Dennoch kann man mit einer aus einer approximierten VC
gewonnen FC arbeiten. Dazu wird aus der FC ein Anfangszustand ermittelt und mit diesem
das Programm ausgeführt. Wenn dann eine Zusicherung verletzt wird, ist bewiesen, daß das
Programm nicht korrekt ist (siehe auch Abschnitt 5.8 und die Beispiele in Abschnitt 5.8).
Das Problem, ein Gegenbeispiel zu finden, kann auf ein constraint programming problem cpp
[C97: 2066-2093] zurückgeführt werden. Auch das Problem der automatischen Bestimmung
von Datenabhängigkeiten von Arrayzugriffen in geschachtelten For-Schleifen kann auf ein
cpp zurückgeführt werden [MHL91]. Zur Lösung des Problems, ein Gegenbeispiel zu finden,
kann man daher versuchen, die gleichen Methoden anzuwenden, wie bei letzterem Problem.
So wie die Gültigkeit eines Satzes im Allgemeinen nicht entscheidbar ist, ist auch das cpp
nicht entscheidbar. Wenn man sich im Bereich der ganzen Zahlen aber auf die Presburger-
Arithmetik [D91: 108] beschränkt, so ist das Problem entscheidbar, aber mit einem Aufwand,
der im schlechtesten Fall von der Größenordnung 22
2O n( )
ist [O78].  Für das Beispiel ergibt
sich das Problem
( , , , : )∃ ≤ ≤ ∧ ≤ ≤ ∧ = ∧ = ∧ + >x y a b x y x a y b x y0 100 0 100 100
mit der Lösung x y a b= ∧ = ∧ = ∧ =100 1 100 1 . In diesem Fall hat man nur einen äußeren
Existenzquantor. Probleme dieser Art gehören zur Klasse linear integer programming lipp
[W91]. Dafür gibt es relativ effiziente Algorithmen. Diese Klasse stellt jedoch eine ziemlich
starke Einschränkung dar. Die Einschränkungen sind:
1. Nur ein äußerer Existenzquantor erlaubt (siehe 5.5)
2. Nur Konjunktionen von constraints
3. Constraints sind lineare Gleichungen oder Ungleichungen (siehe 5.3)
4. Keine uninterpretierten Funktionssymbole (Arrays) (siehe 5.4)
5. Nur folgende Funktionen und Prädikate sind erlaubt: +, -, ¿, =, ≤, ≥, ∧, ∨, ¬ (siehe
5.2)
Bemerkung: die Standarddefinition eines ipp ist:
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gesucht ist das größte x, das die constraints erfüllt, wobei x ein ganzzahliger Vektor ist. Das
hier auftauchende Problem, nur irgendein x zu finden, scheint auf den ersten Blick einfacher
zu sein, doch nach [MHL91] haben beide Probleme gleiche Komplexität.
•
Das Verfahren zur Lösung dieses Problems besteht im Wesentlichen in der Transformation
auf ein lipp, das mit Hilfe des Ω-Tests von Pugh und Wonnacott [P92] gelöst wird. Dabei
wird jede der 5 Einschränkungen nacheinander eliminiert, und zwar im Wesentlichen mit den
Methoden, die von Pugh und Wonnacott im Bereich der Datenabhängigkeitsanalyse entwik-
kelt wurden. Nur die 2. und 5. Einschränkung kommen bei der Datenabhängigkeitsanalyse
nicht vor (da sie sowieso erfüllt sind), können aber leicht gelöst werden. Die Eingabe des Ver-
fahrens ist ein ipp, die Ausgabe ist ein transformiertes Prädikat )(ippSol . In Idealform stellt








, wobei iv  die in )(ippSol  vorkommenden Variablen sind und )( ii vTypew ∈ . So
eine konkrete Variablenbelegung ist im Allgemeinen nur eine von mehreren Lösungen. Es
kann vorkommen, daß durch Einführung von Hilfsvariablen im Laufe des Verfahrens das
Prädikat )(ippSol  mehr Variablen hat als das ursprüngliche ipp, also
)())(( ippfreeippSolfree ⊃ .
5.2 Repräsentation von Prädikaten und Funktionen
Prädikate und Funktionen, die nicht Einschränkung 5 genügen, werden so transformiert, daß
sie Einschränkung 5 genügen.
a b a b< ≡ ≤ − 1
a b a b> ≡ ≥ + 1
a b a b a b≠ ≡ ≥ + ∨ ≤ −1 1
L E F t a L t tF a E a F( / ) ( , : ( ) )≡ ∃ ∧ + = ∧ ≤ ≤ −0 1 ,
wobei E und F lineare Ausdrücke sind
m MAX j j n b j j j n m b j j j n m b j= ≤ ≤ ≡ ∀ ≤ ≤ ≥ ∧ ∃ ≤ ≤ ≥( : : ( )) ( : : ( )) ( : : ( ))1 1 1
Andere Prädikate (z.B. prim) und Funktionen (z.B. abs, ggt) müssen entsprechend transfor-
miert werden.
5.3 Affinisierung bestimmter polynomialer constraints
Lineare constraints stellen eine starke Einschränkung dar. Damit ist z.B. schon die Multipli-
kation zweier Variablen ausgeschlossen. Zur Linearisierung wird die Methode aus [MP94]
verwendet. Sie geht folgendermaßen vor: ein polynomialer constraint wird ein eine äquiva-
lente Konjunktion linearer constraints und eines polynomialen der folgenden Form zerlegt:
xy c≥ hyperbolische Ungleichung
xy c= hyperbolische Gleichung
ax by c2 2+ ≥ elliptische Ungleichung
ax by c2 2+ = elliptische Gleichung
(Dabei sind x und y Variablen und a, b und c ∈Á)
Das polynomiale constraint wird affinisiert. Dazu werden zunächst die Relationen =, <, >, ≠
und ≤ durch ≥ ersetzt (Abschnitt 5.2). Der Algorithmus wendet dann die Schritte Faktorisie-
rung (Abschnitt 5.3.1) und Linearisierung (Abschnitt 5.3.2) an, solange es geht. D.h. jeder
dieser Schritte verringert den Grad des constraints um 1 oder 0. Der Algorithmus terminiert,
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wenn alle constraints linear sind (mit Erfolg) oder keine Verringerung des Grades mehr er-
folgt (kein Erfolg).
5.3.1 Faktorisierung







 wird transformiert in ( : )∃ = ∧ ≥
=





sind ai  und c Zahlen, x eine Variable und Ri  ein Produkt von Variablen oder 1. (common
term).
Ein constraint der Form a x b x a y b y cx x y y2 2 2 2 0+ − − + ≥  wird transformiert in
( , :
)
∃ = − + − ∧ = + + + ∧
≥ − −
m n m a a x a a y b a b a n a a x a a y b a b a
mn a b a b a a c
x y y x x y y x x y y x x y y x
y x x y x y
2 2 2 2
4
2 2 2 2
2 2 2 2 2 2
.
Dabei sind ax > 0 , a y > 0 , bx , by  und c Zahlen und x und y Variablen. Falls der Koeffizient
von x 2  keine Quadratzahl ist, muß der ganze Term mit einer Zahl multipliziert werden, so
daß der Koeffizient von x 2  eine Quadratzahl ist. Falls danach der Koeffizient von y 2  keine
Quadratzahl ist, ist Faktorisierung nicht möglich. (breaking quadratic equation)
Ein constraint der Form a x b x a y b y cx x y y2 2 0+ + + + ≥  wird transformiert in
( , : )∃ = + ∧ = + ∧ + ≥ + −m n m a x b n a y b a m a n a b a b a a cx x x y y x y x x y x y2 2 42 2 2 2 .
 Dabei sind ax > 0 , a y > 0 , bx , by  und c Zahlen und x und y Variablen.
5.3.2 Affinisierung
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( : : , , , , , , )
















Dabei ist line x y x y x x y y y y x x( , , , ): ( )( ) ( )( )1 1 2 2 2 1 1 2 1 1= − − − − − .
Das ist ein Spezialfall des Affinierungssatzes (affinisation theorem [MP94] ). Eine hyperboli-
sche Ungleichung der Form xy c≥  mit nichtpositiver Konstante c wird transformiert in
¬ ≥( ’ ’ ’)x y c , wobei x x’= − , y y’=  und c c’= − ≥1 1.
Die Affinisierung elliptischer Ungleichungen ist ähnlich der Affinisierung hyperbolischer
Ungleichungen.
Eine hyperbolische Gleichung der Form xy c=  wird transformiert in
 ( : | | | :( ) ( ) ( ) ( ))∀ ≤ ≤ ∧ = ∧ = ∨ = ∧ = ∨ = − ∧ = − ∨ = − ∧ = −t t c t c x t y ct x ct y t x t y ct x ct y t1 .
Elliptische Gleichungen werden ähnlich behandelt.
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Durch die Affinisierung werden polynomiale constraints in lineare constraints auf Kosten der
Anzahl der constraints transformiert. Die Anzahl der generierten constraints ist von der Grö-
ßenordnung O c( ) .
5.4 Uninterpretierte Funktionssymbole
Arrayzugriffe führen zu Ausdrücken mit uninterpretierten Funktionssymbolen. Die Arrayva-
riablen werden als uninterpretierte Funktionssymbole bezeichnet, weil sie Funktionen sind,
über die man nichts sonst weiß, d.h. nur i j b i b j= ⇒ =( ) ( ) . Presburger-Arithmetik mit un-
interpretierten Funktionssymbolen ist nicht entscheidbar [D72]. Man muß sich deshalb auf
eine eingeschränkte Klasse von constraints mit uninterpretierten Funktionssymbolen be-
schränken [PW95]. Eine Einschränkung ist die Linearität der Argumente bzw. Indexausdrük-
ke. Durch folgenden Algorithmus werden uninterpretierte Funktionssymbole, die die Voraus-
setzungen der Schritte 1-3 erfüllen, eliminiert. (Uninterpretierte Funktionssymbole, die keine
der Voraussetzungen der Schritte 1-3 erfüllen, können nicht eliminiert werden.)
1. falls ein constraint nur ein uninterpretiertes Funktionssymbol enthält, wird es durch
eine neue, skalare Variable ersetzt.
Beispiel: m b j m> ∧ ≥( ) 1 wird ersetzt durch m b mj> ∧ ≥ 1
2. falls ein constraint mehrere uninterpretierte Funktionssymbole enthält, deren Index-
ausdrücke gleich sind, so werden sie durch eine neue, skalare Variable ersetzt. Ob
die Indexausdrücke gleich sind, ist nicht entscheidbar. Zwar sind die Indexausdrücke
linear, aber die darin enthaltenen Variablen können in einer Relation stehen, die es
nicht erlaubt, zu entscheiden, ob die Indexausdrücke unter allen Belegungen der Va-
riablen gleich sind.
Beispiel:
i j b i m b j− = + ∧ < ∧ + ≥1 1 2 1( ) ( )  wird ersetzt durch i j b m bi i− = + ∧ < ∧ ≥1 1 1
3. falls ein constraint mehrere uninterpretierte Funktionssymbole enthält, deren Index-
ausdrücke verscheiden sind, so wird jedes uninterpretierte Funktionssymbol durch
eine neue, skalare Variable ersetzt. Hier gilt das gleiche wie im vorigen Punkt.
     Beispiel: 1)1()1(1 ≥−∧<−∧−< jbmibji  wird ersetzt durch
 11 ≥∧<∧−< ji bmbji
4. Falls noch uninterpretierte Funktionssymbole übrig bleiben, terminiert das Verfahren
ohne Erfolg.
5.5 Eliminierung innerer Quantoren
Um das Problem auf eine Form zu bringen, die Einschränkung 1 genügt, müssen innere
Quantoren eliminiert werden. [PW93] betrachten constraints mit maximal 2 geschachtelten
alternierenden Quantoren.
Zu zeigen ist die FC ( : )∃ ∧ ∧ ∧ ¬x L L Li nL  (siehe 0) bzw. ( : )∃ ∧ ∧x L Li nL , wobei die Li  Li-
terale sind. Falls die Li  keinen Quantor enthalten, gibt es nichts zu eliminieren.
Falls ein Li  einen Existenzquantor enthält, kann dieser eliminiert werden und die quantifi-
zierten Variablen unter den äußersten Existenzquantor geschoben werden. Das ist eine gültige
Transformation, da man durch gebundene Umbenennung die quantifizierten variablen von Li
verschieden von allen anderen Variablen machen kann.
Falls L einen Allquantor enthält, kann dieser durch Reinziehen der Negation in einen Existen-
zquantor transformiert werden.
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Falls ein Li  einen Allquantor enthält, kann dieser durch Rausziehen der Negation in einen
Existenzquantor transformiert werden. Nach diesen Transformationen hat man eine Formel
der folgenden Form
( : ( : ) ( : ))∃ ∧ ∧ ¬ ∃ ∧ ¬ ∃+x L L y L z Li i n1 1L L
Dabei sind die Li  Literale ohne Quantor. D.h. einige Literale sind mit einem Existenzquantor
versehen und negiert. Zur Eliminierung der inneren Existenzquantoren aus einer Formel die-
ser Form wird das Verfahren aus [PW93] verwendet. Die detaillierte Beschreibung des Ver-
fahrens geht über den Rahmen dieser Arbeit hinaus, doch die Grundidee wird kurz dargestellt.
Existenzquantifizierte Variablen werden durch Verwendung des floor- und ceiling-Operators
eliminiert. Die Negation kann daraufhin eliminiert werden. Allerdings ist dadurch Einschrän-
kung 5 durch die floor- und ceiling-Operatoren verletzt. Diese werden wieder durch Einfüh-
rung existenzquantifizierter Variablen eliminiert. Das Verfahren funktioniert für Literale der






























, was in diesem Fall vorzuziehen ist). Constraints mit floor- und cei-
ling-Operatoren heißen quasi-linear. Die Negation eines quasi-linearen constraints ist ein











naxa ):( . floor- und ceiling-Operationen
werden durch Einführung neuer existenzquantifizierter Variablen, sogenannter wildcard-











. Damit ergibt sich
):,():( nnfxnfncxnncfcfcnaxa +<≤∧≤<−∧>∃≡=∃¬ . Im Beispiel 5 in Ab-
schnitt 5.8 wird dieses Verfahren innerhalb eines etwas größeren Beispiels noch einmal illu-
striert.
5.6 Eliminierung von ∨
Nach der Eliminierung der inneren Quantoren kann es sein, daß die Formel eine Disjunktion
enthält. Der Ausdruck wird dann in DNF transformiert und hat folgende Form:
):( 11111 dkddk KKKKx ∧∧∨∨∧∧∃ KLK
Dieser wird in eine Disjunktion von lipps transformiert:
( : ) ( : )∃ ∧ ∧ ∨ ∨ ∃ ∧ ∧x K K x K Kk d dkd11 1 1 1K L K
Das ursprüngliche lipp ist lösbar, gdw. eines der erzeugten lipps lösbar ist.
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5.7 Lokalisierung einer verletzten Zusicherung
Eine verletzte Zusicherung wird durch Ausführung des Programms aus einem Anfangszu-
stand lokalisiert. Ein Anfangszustand ist eine Belegung der Programm- und Spezifikationsva-
riablen vor Ausführung des Programms, die die Vorbedingung Pre erfüllt.
Aus einer Lösung )(ippSol  des ipp soll ein Anfangszustand ermittelt werden, der zu einer
verletzten Zusicherung führt. Das ist nur möglich, wenn )(ippSol  in Idealform vorliegt. In
diesem Fall enthält )(ippSol  eine Variablenbelegung. Diese kann im Allgemeinen nicht als
Anfangszustand verwendet werden, da sowohl Pre Variablen enthalten kann, die nicht in
)(ippSol  sind und umgekehrt (siehe Beispiele). Daher müssen die Variablen in der Menge
)(\))((: PrefreeippSolfreeAdd =  eliminiert und die Variablen in der Menge
))((\)( ippSolfreePrefree  mit einem Wert belegt werden. Dazu werden die Werte der Varia-
blen aus )(ippSol  in Pre eingesetzt und das so entstandene ipp wird erneut gelöst. Dieses ist
aber im Allgemeinen einfacher als das ursprüngliche ipp oder sogar trivial in dem Sinne, daß
es schon eine Variablenbelegung darstellt. Anschließend werden die Konjunkte mit Variablen
aus Add entfernt. Formal sieht das Verfahren so aus:
Es wird eine Funktion BM definiert, die einer Variablenbelegung eine Menge von Paa-









Ein Anfangszustand ist dann
})),,{(\)))(())((((1 AddvwvPreSolBMippSolBMBM iiivwii ∈∪− .
Die folgenden Beispiele erläutern die Ermittlung eines Anfangszustandes, der zu einer ver-
letzten Zusicherung führt.
5.8 Beispiele
Beispiel 1: Lineare constraints mit einem äußeren Existenzquantor
subtype t is integer range 0..100;
x, y: t;
-- 0 ≤ x ≤ 100 ∧ 0 ≤ y ≤ 100 ∧ x = a ∧ y = b
x := x + y;
y := x - y;
x := x - y;








Die nicht beweisbare Klausel lautet
]10010001000[ ≤+⇒=∧=∧≤≤∧≤≤ yxbyaxyx
Das zugehörige lipp lautet
( , , , : )∃ ≤ ≤ ∧ ≤ ≤ ∧ = ∧ = ∧ + ≥x y a b x y x a y b x y0 100 0 100 101
Eine Lösung )(ippSol  ist 10010011 =∧=∧=∧= byax . Ein Anfangszustand ist
})),,{(\)))(())((((1 AddvwvPreSolBMippSolBMBM iiivwii ∈∪−
=
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})),,{(\)))(()10010011(((1 ∅∈∪=∧=∧=∧=− iii vwvtrueSolBMbyaxBMBM
=
10010011 =∧=∧=∧= byax
Damit ist gezeigt, daß das Programm nicht korrekt ist.
Beispiel 2: Nichtlineare constraints
-- x ≥ 0 ∧ y > 0 ∧ q = 0 ∧ r = x
while r >= y loop
-- Inv: 0 ≤ r ∧ y > 0 ∧ qy + r = x; term: r+1
r := r - y; q := q + r;
end loop;
-- 0 ≤ r < y ∧ qy + r = x
1. trueIV ≡⇒ ][
2. trueNIB ≡⇒∧¬ ][
3. )],([ ISwpIB ⇒∧
])(0000[ xyryyrqyyrxrqyyryr =−+−+∧>∧−≤⇒=+∧>∧≤∧≥
≡









]0[ 2 xyryryqyxrqyyr =−+−+⇒=+∧>≥
≡
]0[ 2 rqyyryryqyyr +=−+−+⇒>≥
≡
]00[ 2 =−−⇒>≥ yyryyr
Diese nicht beweisbare Klausel führt zu folgendem lipp:
( , : )∃ ≥ ∧ > ∧ − − ≠r y r y y ry y y0 02
≡ Abschnitt 5.2
( , : ( ))∃ ≥ ∧ ≥ ∧ − ≥ − − ∨ − − ≥r y r y y ry y y ry y y1 1 12 2
≡ Abschnitt 5.6
( , : ) ( , : )∃ ≥ ∧ ≥ ∧ − ≥ − − ∨ ∃ ≥ ∧ ≥ ∧ − − ≥r y r y y ry y y r y r y y ry y y1 1 1 12 2
Es genügt, die Lösbarkeit eines Disjunkts zu zeigen, o.B.d.A. des ersten. Nur Einschränkung
3 ist nicht erfüllt, es muß also
( , : )∃ ≥ ∧ ≥ ∧ − ≥ − −r y r y y ry y y1 1 2
affinisiert werden (Abschnitt 5.3) . Faktorisierung (Abschnitt 5.3.1) von
− ≥ − −1 2ry y y  ≡ − + + ≥ry y y2 1  ergibt ( : )∃ = + − ∧ ≥z z y r zy1 1 .
Die darin enthaltene hyperbolische Ungleichung mit positiver Konstante wird mit Abschnitt
5.3.2 transformiert in
1111 −≤∧−≤∨≥∧≥ yzyz .
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Damit ist der constraint linearisiert und das 1. Disjunkt wird zu
( , : ( : ( ))∃ ≥ ∧ ≥ ∧ ∃ = + − ∧ ≥ ∧ ≥ ∨ ≤ − ∧ ≤ −r y r y y z z y r z y z y1 1 1 1 1 1
≡ Abschnitt 5.5
( , , : ))∃ ≥ ∧ ≥ ∧ = + − ∧ ≥ ∧ ≥ ∨ ≥ ∧ ≥ ∧ = + − ∧ ≤ − ∧ ≤ −r y z r y y z y r z y r y y z y r z y1 1 1 1 1 1 1 1
≡ Abschnitt 5.6
( , , : )
( , , : ))
∃ ≥ ∧ ≥ ∧ = + − ∧ ≥ ∧ ≥ ∨
∃ ≥ ∧ ≥ ∧ = + − ∧ ≤ − ∧ ≤ −
r y z r y y z y r z y
r y z r y y z y r z y
1 1 1 1
1 1 1 1
Es genügt, eines der lipps zu lösen. Eine Lösung )(ippSol  des 1. lipp ist z y r= = = 1. (Das
2. lipp hat keine Lösung.) Ein Anfangszustand ist





Da der Anfangszustand aus einer approximierten VC gewonnen wurde, muß man wegen
Lemma 5.4 das Programm damit noch ausführen. Die Nachbedingung wird verletzt. Damit ist
gezeigt, daß das Programm nicht korrekt ist. (Dieses gilt auch für die folgenden Beispiele und
wird nicht mehr erwähnt.)
Beispiel 3: Nichtlineare constraints
-- z = 0 ∧ 0 ≤ a ≤ 10 ∧ -10 ≤ b ≤ 10
for i in 1 .. a loop
z := z + b;
-- z = ib ∧ 0 ≤ a ≤ 10 ∧ -10 ≤ b ≤ 10
end loop;
-- z = ab ∧ -100 ≤ z ≤ 10
Die Klausel, die nicht bewiesen werden kann, lautet
]101010100[ ≤⇒≤≤−∧≤≤ abba .
Das führt zu dem ipp
( , : )∃ ≤ ≤ ∧ − ≤ ≤ ∧ ≥a b a b ab0 10 10 10 11
mit einer hyperbolischen Ungleichung mit positiver Konstante. Abschnitt 5.3.2 ergibt für








































































Damit ist das ursprüngliche Problem auf  2 lipps transformiert worden. Es genügt, eines da-
von zu lösen, o.B.d.A. das erste. Eine Lösung ist a b= ∧ =10 10 . Ein zu einem Fehler füh-
render Anfangszustand ist dann a b z= ∧ = ∧ =10 10 0 .
Beispiel 4: Division (linearisierbare Nichtlinearität)
-- b ≥ 0
if a/100 >= b then a := a - 100*b;
else a := a + 100*b;
end if;
-- a ≥ 0





0[ ≥+∧<∨≥∧≥⇒≥ babababab .
Die nicht beweisbare Klausel lautet
]0100
100
0[ ≥+⇒<∧≥ babab .
Das ipp lautet




( , : ( , : ) )∃ ≥ ∧ ∃ + = ∧ ≥ ∧ ≥ ∧ − ≥ ∧ − ≥ +a b b t r t r a r r b t a b0 100 0 99 1 1 100
≡ Abschnitt 5.5
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( , , , : )∃ ≥ ∧ + = ∧ ≥ ∧ ≥ ∧ − ≥ ∧ − ≥ +a b t r b t r a r r b t a b0 100 0 99 1 1 100
Damit hat man ein lipp. Eine Lösung ist
a b t r= − ∧ = ∧ = − ∧ =200 1 2 0 .
Ein zu einem Fehler führender Anfangszustand ist dann 1200 =∧−= ba .
Beispiel 5: Innere Quantoren
-- b ≥ 0 ∧ x = a ∧ y = b ∧ z = 0
while y>0 loop
-- Inv: y ≥ 0 ∧ z + xy = ab; term: y
if even(y) then y := y/2; x := 2*x;
else y := y-2; z := z + x;
end if;
end loop;
-- z = a*b










Nach der Zerlegung dieser Formeln in Klauseln bleibt als nicht beweisbare Klausel
]02)(0[ ≥−⇒∧=+∧> yyoddabxyzy .
Der Beweiser wendet solange Transformationsregeln an, bis die Klausel entweder true ist
oder sich keine weitere Regel mehr anwenden läßt. In diesem Fall kann der Beweiser den
Term mit z nach z auflösen und z substituieren. Das ergibt
]02)(0[ ≥−⇒∧> yyoddy .
Als ipp erhält man
( : ( ) )∃ > ∧ ∧ − <y y odd y y0 2 0
≡ Abschnitt 5.2
( : ( : ) )∃ ≥ ∧ ∃ = + ∧ − ≥ −y y i y i y1 2 1 1 2
≡ Abschnitt 5.5
( , : )∃ ≥ ∧ = + ∧ − ≥ −y i y y i y1 2 1 1 2
Jetzt liegt ein lipp vor, das mit Hilfe des Ω-Tests gelöst werden kann. Als eine Lösung erhält
man y i= ∧ =1 0 . Eine Vorbedingung, die zu einer verletzten Invariante am Ende des Schlei-
fenrumpfes führt, ist 01 =∧==== zbayx .
•
-- n ≥ 2 ∧ p
for i in 3 .. n-1 loop
if n mod i = 0 then p := false; end if;
-- p = (∀j: 2≤j≤i: n mod j ≠ 0)
end loop;
-- p = prim(n)











Das ergibt das ipp
( : mod mod )∃ ≥ ∧ ≤ − ∧ ≠ ∧ =n n n n n2 3 1 3 0 2 0
≡ Abschnitt 5.2
( : ( : ) ( : ))∃ ≥ ∧ ¬ ∃ = ∧ ∃ =n n j j n j j n4 3 2
≡ Abschnitt 5.5
( , : ( : ) )∃ ≥ ∧ ¬ ∃ ≤ ≤ ∧ =n j n j n i n j n4 3 2
≡ Abschnitt 5.5






 ∧ =n i n
n n j n4 3 3 2
≡ Abschnitt 5.5






 ∧ =n j n
n n j n4 3 3 2
≡ Abschnitt 5.5
( , : ( , : ))∃ ≥ ∧ ∃ − < ≤ ∧ > ∧ ≤ < + ∧ =n j n c f c c n c c f f n f j n4 3 3 3 3 3 2
≡ Abschnitt 5.5
)2333334:,,,( njfnffccnccnfcjn =∧+<≤∧>∧≤<−∧≥∃
Damit hat man das ipp auf ein lipp reduziert und kann mit Hilfe des Ω-Tests eine Lösung fin-
den, z.B. i n c f= ∧ = ∧ = ∧ =2 4 1 2 . Ein Anfangszustand, der zu einem falschen Ergebnis
oder undefinierten Zwischenzustand führt, ist truepn ≡∧= 4 .
Beispiel 6: Uninterpretierte Funktionssymbole und innere Quantoren
-- m = b(1)
for i in 1 .. n loop
if m > b(i) then m := b(i); end if;
-- (∀j: 1≤j≤i: m ≥ b(j)) ∧ (∃j: 1≤j≤i: m = b(j))
end loop;
-- (∀j: 1≤j≤n: m ≥ b(j)) ∧ (∃j: 1≤j≤n: m = b(j))



























Zunächst wird ( : : ’)∃ ≤ ≤ − < ∧ ≠j j i b b j j1 1 1 2  quantorfrei gemacht.
( : : ’)∃ ≤ ≤ − < ∧ ≠j j i b b j j1 1 1 2
≡ Logik
( : ’)∃ ≤ ≤ − ∧ ≠ ∧ <j j i j j b b1 1 1 2
≡ Logik
( : ( ’ ’))∃ ≤ ≤ − ∧ < ∨ > ∧ <j j i j j j j b b1 1 1 2
≡ Logik
( : ’ ’)∃ ≤ ≤ − ∧ < ∨ ≤ ≤ − ∧ > ∧ <j j i j j j i j j b b1 1 1 1 1 2
≡ Logik
( : ’ ’ ’ ’ ’ ’ )∃ ≤ ∧ ≤ ≤ − ∨ ≥ + ∧ ≤ ≤ − ∨ ≥ ∧ + ≤ ≤ − ∨ ≤ − ∧ ≤ ≤ −
∧ <
j i j j i i j j j j j j i j j i
b b
1 1 1 1 1 0 1 1 1 1 1
1 2
≡ Logik
( ’ ( : ) ’ ( : ’ )
’ ( : ’ ) ’ ( : ))
i j j j i i j j j j
j j j j i j j j i
b b
≤ ∧ ∃ ≤ ≤ − ∨ ≥ + ∧ ∃ ≤ ≤ − ∨
≥ ∧ ∃ + ≤ ≤ − ∨ ≤ − ∧ ∃ ≤ ≤ −
∧ <
1 1 1 1 1
0 1 1 1 1 1
1 2
≡ Abschnitt 5.5
( ’ ’ ’ ’ ’ ’ )i j i i j j j j i j i b b≤ ∧ ≤ − ∨ ≥ + ∧ ≤ − ∨ ≥ ∧ + ≤ − ∨ ≤ − ∧ ≤ − ∧ <1 1 1 1 1 0 1 1 1 1 1 1 2
Das zugehörige ipp lautet
( , , ’, ’’: ( : : ( ’) ( ))
’ ( ’) ( ) ’’ ( ) ( ’’))
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ≤ ∧ <
i n j j i n j j i b j b j




( , , ’, ’’: ( : :( ’ ’) ( ’) ( ))
’ ( ’) ( ) ’’ ( ’’ ’’ ) ( ) ( ’’))
∃ ≤ ≤ ∧ ∀ ≤ ≤ − = ∨ ≠ ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∨ = ∧ <
i n j j i n j j i j j j j b j b j
j i b j b i j j i j i b i b j
2 1 1
1 1 1
≡ Logik, Abschnitt 5.6
( , , ’, ’’: ( : : ’ ( ’) ( ) ’ ( ’) ( ))
’ ( ’) ( ) ’’ ’’ ( ) ( ’’))
( , , ’, ’’: ( : : ’ ( ’) ( )
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≠ ∧ ≥ ∨ = ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ < ∨
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≠ ∧ ≥
i n j j i n j j i j j b j b j j j b j b j
j i b j b i j j i b i b j
i n j j i n j j i j j b j b j
2 1 1
1 1 1
2 1 1 ∨ = ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ = ∧ <
j j b j b j
j i b j b i j j i b i b j
’ ( ’) ( ))
’ ( ’) ( ) ’’ ’’ ( ) ( ’’))1 1 1
≡
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( , , ’, ’’: ( : : ( ’) ( ) ’)
’ ( ’) ( ) ’’ ’’ ( ) ( ’’))
( , , ’, ’’: ( : : ( ’) ( ) ’)
’ ( ’
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≥ ∨ = ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ < ∨
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≥ ∨ = ∧
≤ ≤ − ∧
i n j j i n j j i b j b j j j
j i b j b i j j i b i b j
i n j j i n j j i b j b j j j




1 1 ) ( ) ’’ ’’ ( ) ( ))> ∧ ≤ ∧ = ∧ <b i j j i b i b i1
≡ Logik
( , , ’, ’’: ( : : ( ’) ( ) ’)
’ ( ’) ( ) ’’ ’’ ( ) ( ’’))
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≥ ∨ = ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ < ∨
i n j j i n j j i b j b j j j




≡ Abschnitt 5.4 (b b j b b j b b i b b j1 2 3 4= ∧ = ∧ = ∧ =( ’) ( ) ( ) ( ’’) )
( , , ’, ’’, , , , : ( : : ’)
’ ’’ ’’ )
∃ ≤ ≤ ∧ ∀ ≤ ≤ − ≥ ∨ = ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ <
i n j j b b b b i n j j i b b j j
j i b b j j i b b
1 2 3 4 2 1 1 1 2
1 1 1 3 1 3 4
≡ Logik
( , , ’, ’’, , , , : ( : : ’)
’ ’’ ’’ )
∃ ≤ ≤ ∧ ¬ ∃ ≤ ≤ − < ∧ ≠ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ <
i n j j b b b b i n j j i b b j j
j i b b j j i b b
1 2 3 4 2 1 1 1 2
1 1 1 3 1 3 4
Das wird negiert und wieder eingesetzt
i j b b j i b b j i b b j i b b≤ ∧ ≥ ∧ ≥ ∨ = ∧ = ∧ ≥ ∨ = ∧ = ∧ ≥ ∨ = ∧ = ∧ ≥1 0 1 2 0 0 1 2 0 1 1 2 1 2 1 2’ ’ ’ ’
Damit ist das Problem linearisiert und man erhält 4 lipps.
( , , ’, ’’, , , , : ’
’ ’’ ’’ )
( , , ’, ’’, , , , : ’
’ ’’ ’’
∃ ≤ ≤ ∧ ≤ ∧ ≥ ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ < ∨
∃ ≤ ≤ ∧ = ∧ = ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧
i n j j b b b b i n i j b b
j i b b j j i b b
i n j j b b b b i n j i b b
j i b b j j i
1 2 3 4 2 1 0 1 2
1 1 1 3 1 3 4
1 2 3 4 2 0 0 1 2
1 1 1 3 1 b b
i n j j b b b b i n i j i b b
j i b b j j i b b
i n j j b b b b i n j i b b
j i b b
3 4
1 2 3 4 2 1 0 1 1 2
1 1 1 3 1 3 4
1 2 3 4 2 1 2 1 2
1 1 1 3 1
< ∨
∃ ≤ ≤ ∧ ≤ ∧ = ∧ = ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ < ∨
∃ ≤ ≤ ∧ = ∧ = ∧ ≥ ∧
≤ ≤ − ∧ > ∧
)
( , , ’, ’’, , , , : ’
’ ’’ ’’ )
( , , ’, ’’, , , , : ’
’ ≤ ∧ < ∧ <j j i b b’’ ’’ )3 4
≡
false false false
i n j j b b b b i n j i b b
j i b b j j i b b
∨ ∨ ∨
∃ ≤ ≤ ∧ = ∧ = ∧ ≥ ∧
≤ ≤ − ∧ > ∧ ≤ ∧ < ∧ <
( , , ’, ’’, , , , : ’
’ ’’ ’’ )
1 2 3 4 2 1 2 1 2
1 1 1 3 1 3 4
Eine Lösung ist
i n j j b b b b= ∧ = ∧ = ∧ = ∧ = ∧ = ∧ = ∧ =2 2 1 1 1 2 2 1 3 1 4 2’ ’’ .
Durch Rücksubstitution erhält man Werte für b:
i n j j b j b j b i b j= ∧ = ∧ = ∧ = ∧ = ∧ = ∧ = ∧ =2 2 1 1 2 1 1 2’ ’’ ( ’) ( ) ( ) ( ’’) .
Mit den Lösungswerten der Indizes ergibt sich (j und damit b j( )  existieren nicht mehr)
i n j j b b= ∧ = ∧ = ∧ = ∧ = ∧ =2 2 1 1 1 2 2 1’ ’’ ( ) ( ) .
Ein Anfangszustand, der zu einer nicht korrekten Nachbedingung oder einem undefinierten
Zustand führt, ist
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m n b b= ∧ = ∧ = ∧ =2 2 1 2 2 1( ) ( ) .
Falls das Verfahren keine Variablenbelegung zurückliefert (Versagen), kann es das Problem
soweit wie möglich lösen und den Rest ungelöst zurückgeben. Oft kann der menschliche Be-
trachter dann eine Lösung erkennen.
Beispiel 7: Versagen wegen nicht linearisierbarer Nichtlinearität
-- x = a ∧ y = b ∧ a ≥ 0 ∧ b ≥ 0 ∧ z = 1
while y>0 loop
-- Inv: y ≥ 0 ∧ z * xy = ab; term: y
if y mod 2 = 0 then y := y/2; x := x * x;
else z := z * x;
end if;
end loop;
-- z = ab















Eine nicht beweisbare Klausel lautet
])(0[ 1 byby azxyoddazxy =⇒∧=∧> + .
Das entsprechende ipp lautet
( , , , , : ( : ) )∃ > ∧ = ∧ ∃ = + ∧ ≠+x y z a b y zx a i y i zx ay b y b0 2 1 1 .
Es kann mit dem beschriebenen Verfahren nicht gelöst werden. Doch man kann „von Hand“
weiterrechnen: einen Anfangszustand, der zu einer verletzten Zusicherung führt, erhält man
durch Konjunktion des ipp mit der Vorbedingung.
( , , , , : ( : ) )∃ = ∧ = ∧ = ∧ ≥ ∧ ≥ ∧ > ∧ = ∧ ∃ = + ∧ ≠+x y z a b x a y b z a b y zx a i y i zx ay b y b1 0 0 0 2 1 1
≡
( , , , , : ( : ) )∃ = ∧ = ∧ = ∧ ≥ ∧ > ∧ = ∧ ∃ = + ∧ ≠+x y z a b x a y b z a b a a i y i a ab b b b1 0 0 2 1 1
≡
( , , , , , : )∃ = ∧ = ∧ = ∧ ≥ ∧ > ∧ = + ∧ ≠+x y z a b i x a y b z a b b i a ab b1 0 0 2 1 1
Eine Lösung ist x a y b z= = ∧ = = ∧ =0 1 1. Damit wird die Zusicherung nach dem Rumpf
verletzt, die besagt, daß die Terminierungsfunktion nach Ausführung des Rumpfes einen klei-
neren Wert als vor Ausführung des Rumpfes haben muß.
•
-- x ≥ 0 ∧ y ≥ 0 ∧ x = a ∧ y = b
while x /= y loop
-- Inv: ggt(x, y) = ggt(a, b); term: x+y+1
if x > y then x := x - y;
   else y := y - x;
end if;
end loop;
-- x = ggt(a, b)
Die nicht beweisbare VC lautet
]0000),(),([ >∧≤∨>∧>⇒≥∧≥∧=∧≠ xyxyyxyxbaggtyxggtyx .
Eine nicht beweisbare Klausel (auch die einzige) lautet
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]000),(),([ >⇒≥∧≥∧=∧< xyxbaggtyxggtyx .
Das führt zu dem ipp
( , , , : ( , ) ( , ) )∃ ≥ + ∧ = ∧ ≥ ∧ ≥ ∧ ≤x y a b y x ggt x y ggt a b x y x1 0 0 0
≡
( , , , : ( , ) ( , ) )∃ ≥ + ∧ = ∧ ≥ ∧ =x y a b y x ggt x y ggt a b y x1 0 0
≡
( , , , : ( , ) ( , ) )∃ ≥ ∧ = ∧ =x y a b y ggt y ggt a b x1 0 0
≡
( , , , : ( , ) )∃ ≥ ∧ = ∧ =x y a b y y ggt a b x1 0
≡ Abschnitt 5.2
( , , , : | | ( : | | ) )∃ ≥ ∧ ∧ ∧ ∀ ∧ ⇒ ≤ ∧ =x y a b y y a y b t t a t b t y x1 0
≡ Abschnitt 5.2
( , , , : ( : ) ( : ) ( :( : ) ( : ) ) )∃ ≥ ∧ ∃ = ∧ ∃ = ∧ ∀ ∃ = ∧ ∃ = ⇒ ≤ ∧ =x y a b y i yi a i yi b t i ti a i ti b t y x1 0
≡
( , , , , , : ( , , : ) )∃ ≥ ∧ = ∧ = ∧ ∀ = ∧ = ⇒ ≤ ∧ =x y a b k l y yk a yl b t i j ti a tj b t y x1 0
≡ Abschnitt 5.5
( , , , , , : ( , , : ) )∃ ≥ ∧ = ∧ = ∧ ¬ ∃ = ∧ = ∧ ≥ + ∧ =x y a b k l y yk a yl b t i j ti a tj b t y x1 1 0
Die nicht linearen Ausdrücke können nicht linearisiert werden. Eine Lösung „von Hand“ ist
x y k a l b= ∧ = ∧ = ∧ =0 1 . Ein zu einer Fehlersituation führender Anfangszustand ist damit
x y a b= ∧ = ∧ = ∧ =0 1 0 1 . Er führt zum gleichen Fehler wie im vorigen Beispiel.
Beispiel 8: Versagen wegen zu komplexer Indexausdrücke
-- i = 1
while i <= 100 and b(100 / i) > b(i) loop
i := i + 1;
-- 1 ≤ i ≤ 101
end loop;
-- b(100 / i) < b(i) ∨ i = 101












Sie führt zu dem ipp
( , : ( ) ( ) ( ) ( ) )∃ ≤ ∧ ≤ ≤ ∧ ≥ ∧ ≠i b b
i







( , : ( ) ( ) ( ) ( ) )∃ ≤ ∧ ≤ ≤ ∧ ≥ ∧ ≠i b b
i















( , , , : ( ) ( ) )∃ = ∧ + = ∧ ≤ ≤ − ∧ ≤ ≤i b t a b t b i ti a a i i100 0 1 1 100
≡ Abschnitt 5.4
( , , , , : )
( , , , , , : )
∃ = ∧ = ∧ + = ∧ ≤ ≤ − ∧ ≤ ≤ ∨
∃ ≠ ∧ = ∧ + = ∧ ≤ ≤ − ∧ ≤ ≤
i b t a s t i s s ti a a i i
i b t a s s t i s s ti a a i i
100 0 1 1 100
1 2 1 2 100 0 1 1 100
≡
( , , , : )
( , , , , , : )
∃ = ∧ + = ∧ ≤ ≤ − ∧ ≤ ≤ ∨
∃ ≠ ∧ = ∧ + = ∧ ≤ ≤ − ∧ ≤ ≤
i b t a t i t a a t t
i b t a s s t i s s ti a a i i
2 100 0 1 1 100
1 2 1 2 100 0 1 1 100
Damit hat man 2 lipps, die mit dem Verfahren nicht gelöst werden können. „Von Hand“ kann
eine Lösung des zweiten lipp berechnet werden:
i t a b b= ∧ = ∧ = ∧ =1 100 0 1 100( ) ( ) .
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Ausblick
In dieser Arbeit ging es um die Verifikation sequentieller Programme. Zu diesem Zweck wer-
den VCs und ein automatischer Beweiser zum Beweis der VCs benötigt. Die Generierung
exakter VCs für elementare Konstrukte sequentieller Programmiersprachen ist nichts Neues.
Für Schleifen im Kontext umgebender Anweisungen und rekursive Prozeduren, für die es nur
approximierte VCs gibt, wurden leistungsfähigere VCs vorgestellt. Der Schwerpunkt der Ar-
beit lag auf der Verifikation von Schleifen, die nur durch ihre Spezifikation und ihren Rumpf
gegeben sind. Für For-Schleifen wurde ein Verfahren vorgestellt, das in gewissen Fällen au-
tomatisch eine Invariante erzeugt. Für While-Schleifen wurde ein Verfahren vorgestellt, das
in gewissen Fällen die schwächste Vorbedingung der While-Schleife berechnen kann. Für
Programme, deren Korrektheit nicht bewiesen werden kann, wurden erstmals Falsifikations-
bedingungen eingeführt. Damit kann zum einen explizit die Nichtkorrektheit des Programms
gezeigt werden und zum anderen ist es möglich, automatisch einen Anfangszustand zu ermit-
teln, der zu einer verletzten Zusicherung führt. Damit bekommt man viel mehr Information
zur Lokalisierung eines Programmfehlers als durch die einfache Aussage „die Korrektheit des
Programms kann nicht bewiesen werden“.
Fortschritte in der Verifikation sequentieller Programme werden einerseits durch VCs für
weitere Daten- und Anweisungstypen erzielt und andererseits durch Fortschritte in den Ver-
fahren, die die Programmverifikation benutzt. Das wichtigste davon ist automatisches Bewei-
sen. Die in dieser Arbeit vorgestellten Verfahren zur Ermittlung der wp für While-Schleifen
und zur Ermittlung eines Gegenbeispiels für nicht korrekte Programme benutzen die E-
Unifikation und Methoden des integer programming. Die 3 Verfahren zum Beweis einer VC,
zur Ermittlung der wp für While-Schleifen und zur Ermittlung eines Gegenbeispiels für nicht
korrekte Programme haben eins gemeinsam: sie sind partiell in dem Sinne, daß sie als Einga-
be ein Problem bekommen und die Ausgabe aus einer Lösung des Problems besteht oder der
Angabe, daß das Problem wegen der Begrenztheit des Verfahrens nicht gelöst werden kann.
Ein großer Flaschenhals des in FPP verwendeten Beweisers mexana ist die Erzeugung einer
DNF im Rahmen der Generierung der Klauseln. Es hat sich herausgestellt, daß schon bei re-
lativ kleinen VCs sehr viele Klauseln entstehen können, von denen die meisten gleich sind.
D.h. es gibt nur relativ wenige verschiedene Klauseln. Nützlich wäre hier eine DNF-Routine,
die keine gleichen Disjunkte erzeugt. Das könnte man dadurch erreichen, daß man jedes neu
erzeugte Disjunkt daraufhin untersucht, ob es schon vorhanden ist. Doch diese Vorgehenswei-
se bringt nicht viel, da immer noch alle Disjunkte erzeugt werden müssen. Man braucht eine
DNF-Routine, die von vornherein nur verschiedene Disjunkte erzeugt.
Jeder Datentyp besteht aus der Menge der Werte und den darauf definierten Operationen. Um
VCs mit Variablen eines Datentyps beweisen zu können, müssen die für diesen Datentyp gül-
tigen Axiome benutzt werden. Der hier verwendete Beweiser benutzt Axiome für ganze Zah-
len und Wahrheitswerte, so daß die Datentypen integer und boolean behandelt werden kön-
nen. Um andere Datentypen behandeln zu können, müssen zunächst Axiome für diese Da-
tentypen vorhanden sein. Das gilt z.B. für Fließkommazahlen, Aufzählungstypen, Strings und
Verweistypen. Axiome für Aufzählungstypen und Strings sind relativ einfach aufzustellen, da
sie nur wenige Operationen haben. Für Fließkommazahlen gibt einige Ansätze zur Axiomati-
sierung  in [IEEE85] und [EP97]. Ob Zeigertypen überhaupt vollständig axiomatisierbar sind,
ist nicht klar. Die wenigen Arbeiten auf dem Gebiet der Verifikation mit Pointern sind nicht
sehr vielversprechend. Möglicherweise sind Programme mit beliebiger Verzeigerung gar
nicht verifizierbar, da die Verifikation eine statische Programmanalyse ist und der Zustand der
Verzeigerung etwas sehr dynamisches ist, und zwar viel dynamischer als z.B. der Wert einer
Variablen. Die Verifizierbarkeit von Programmen mit beliebiger Verzeigerung ist somit eine
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offene Frage, die entweder durch ein Verfahren positiv bzw. durch einen Beweis, daß sie
nicht durchführbar ist, negativ beantwortet wird.
Neben einer Axiomatisierung von Datentypen ist es auch erforderlich, daß der verwendete
Beweiser in der Lage ist, aus diesen Axiomen ableitbare Sätze zu beweisen. Denn es genügt
nicht, dem Beweiser einfach nur Axiome zu geben. Darüber hinaus enthalten die VCs, die aus
Programmen mit verschiedenen Datentypen generiert werden, Ausdrücke mit Variablen die-
ser Datentypen, d.h. gemischte Ausdrücke. Zudem gibt es Funktionen, deren Argumente und
Rückgabewert verschiedene Typen haben können.
Neben weiteren Datentypen sollten auch weitere Anweisungstypen, wie z.B. das exit-
Statement, und Merkmale moderner Programmiersprachen behandelt werden. Dazu gehören
Generizität, Ausnahmebehandlung und Objektorientierung.
Als Fazit kann man sagen, daß es noch ein langer Weg bis zur Verifikation eines realen, voll-
ständigen Programmes ist, verbunden mit der Hoffnung, daß diese Arbeit einen kleinen
Schritt auf diesem Weg geleistet hat.
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