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Diameter, Covering Index, Covering Radius and Eigenvalues 
CHARLES DELORME AND PATRICK SOLl~ 
Fan Chung has recently derived an upper bound on the diameter of a regular graph as a 
function of the second largest eigenvalue in absolute value. We generalize this bound to the 
case of bipartite biregular graphs, and regular directed graphs. 
We also observe the connection with the primitivity exponent of the adjacency matrix. This 
applies directly to the covering number of Finite Non Abelian Simple Groups (FINASIG) . We 
generalize this latter problem to primitive association schemes, such as the conjugacy scheme 
of Paige's simple loop. 
By noticing that the covering radius of a linear code is the diameter of a Cayley graph on the 
cosets, we derive an upper bound on the covering radius of a code as a function of the 
scattering of the weights of the dual code. When the code has even weights, we obtain a bound 
on the covering radius as a function of the dual distance dJ. which is tighter, for dJ. large 
enough, than the recent bounds of Tietiiviiinen. 
1. INTRODUCTION 
Recently, Fan Chung [9] derived an upper bound on the diameter of a regular graph 
of degree k as a function of its second eigenvalue in module ),2. The argument 
consisted in showing, by an eigenvalue argument, that all the entries of the dth power 
of the adjacency matrix were non-zero----entailing an upper bound of d on the 
diameter. Unfortunately, for a bipartite graph such a d does not exist, which is 
consistent with the fact that in this case ),2 = - k. 
In this paper, we refine on this bound by showing that Chung'S bounds are indeed 
bounds on the covering index of a graph (defined in Section 2). We also extend these 
bounds to bipartite graphs by considering more than one power of the adjacency 
matrix (in Section 3). We also extend these results, assuming orthogonality of 
eigenspaces, in Section 4, to directed graphs where the biparticity condition is replaced 
by a condition on the index of imprimitivity of the adjacency matrix. The orthogonality 
condition is verified if the graph is sufficiently symmetric. 
In Section 5, this approach yields upper bounds on the covering number of primitive 
association schemes, a parameter we introduce to generalize the covering number of 
finite simple groups, formerly considered by Arad and Herzog [2]. This is consistent 
with the conclusion of [3], where primitive association schemes are described as 
generalizations of finite simple groups. 
Section 6 is devoted to coding theory. With every linear code we associate an 
(undirected) Cayley graph the diameter of which coincides with the covering radius of 
the codes. The eigenvalues of the graph are a function of the Hamming weights of the 
dual code. We obtain upper bounds on the covering radius of classical families of 
algebraic codes: BCH, Goppa and cyclic. If the code has all its weights even then the 
associated graph is bipartite , and ),2 is a function of the minimum weight of the dual. In 
this particular case, we obtain an asymptotic bound which is better than the recent 
result of Tietiiviiinen. 
We note that the graphs constructed in the last section have a diameter of at most 
twice the Moore bound, and a small second largest eigenvalue, which indicates good 
expanding properties [1]. 
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2. DIAMETER AND COVERING INDEX 
In this section and the following one the graphs are simple and undirected. The 
diameter of a graph G is the smallest integer D such that any pair of vertices is. 
connected by a path of length at most D. The covering index of G is the smallest 
integer C such that any pair of (not necessarily distinct) vertices is connected by a 
(perhaps non-elementary) path of length exactly C. 
Hence clearly C;;;. D. In fact if the graph is bipartite, its covering index is infinite, 
since paths of even length always have their ends in the same stable part, and paths of 
odd length always have their ends in different stable parts. 
In terms of the adjacency matrix M of G, the diameter is the smallest integer such 
that 1+ M + ... + MD has no null entry and the covering index is the smallest integer 
such that Me has no null entry. 
EXAMPLES. 
(1) G is a cycle on 2p + 1 vertices: D = P and C = 2p. 
(2) G is the Petersen graph: D = 2 and C = 4. 
(3) G is the line-graph of Petersen graph: D = 3 and C = 3. 
(4) G is the Coxeter graph (the graph numbered vii in [7]): D = 4 and C = 6. 
(5) G is a complete graph on n > 2 vertices: D = 1 and C = 2. 
THEOREM 1. If G is a graph of diameter D such that every vertex is in some cycle 
(perhaps non-elementary) of odd length at most 2g + 1, then C ~ D + g. 
COROLLARY 1. If G is a graph, not bipartite, with diameter D and covering index C, 
we have C ~ 2D. 
PROOF OF THE COROLLARY. If the graph is not bipartite, there is a shortest odd cycle 
(perhaps non-elementary) containing x. This cycle has length ~2D + 1. 
PROOF OF THE THEOREM. Let us take two vertices x and y. There is a cycle (perhaps 
non-elementary) with odd length 2p + 1 ~ 2g + 1 containing x. Let z be a vertex on the 
cycle that is at a distance p from x. There is a path of length q ~ D between y and z. 
Hence y is connected to x via z by a path of length q + P and a path of length 
q + P + 1. Since p ~ g and q ~ D, either q + P or q + P + 1 has same parity as D + g 
and is ~D + g. Hence there is some path of length D + g between x and y. 0 
3. BOUNDS FROM EIGENVALUES 
F. R. K. Chung [9] gives an upper bound on the covering index from the eigenvalues 
of the graph. The bound on the diameter is an immediate consequence of it, owing to 
the inequality D ~ C. However, if the graph is bipartite, the lowest eigenvalue is the 
opposite of the highest one; thus the obtained bound is only D ~ oo-a rather weak 
one. 
The inequalities obtained by that author can be refined by a convenient distinction 
between diameter and covering index. 
Let us restate her result: 
THEOREM 2. Let G be a regular connected graph of degree k on n vertices. If 
km/n>IAlm(I-(I/n» then C~m. 
We will use the easy remark: 
REMARK. If G is a connected graph with at least 2 vertices and adjacency matrix M, 
the diameter is the smallest integer D such that M D - 1 + MD has no null entry. 
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THEOREM 3. Let G be a regular connected graph of degree k > 0 on n vertices and t 
some real positive number. If 
km-l~ + t) > 1).lm-1 I). + tl (1 _~) 
for each eigenvalue). =1= k of G, then we have D ~ m. 
THEOREM 4. Let G be a biregular connected bipartite graph with a vertices of degree 
k > 0 and a vertices of degree k (with ak = ak). Let). be the eigenvalue of G with largest 
absolute value apart from <5 = (kk)lfJ. and -<5. 
(i) If m is odd and <5m /Wa > ).mY1_ (1/a)yr.-1--""7:(1:-;-/a=-) then we have D ~ m + 1. 
(ii) Ifm is even and both inequalities <5m /a>).m(l-(l/a» and <5m/a>).m(l-(l/a» 
hold, then we have D ~ m + 1. 
(iii) If m is even and one of the inequalities <5m /a>).m(l-(l/a» and <5m/a> 
).m(l- (l/a» holds, then we have D ~ m + 2. 
The proofs of these two theorems are essentially the same as the one in [9]. t 
PROOF OF THEOREM 3. We use the unit length eigenvector v with all co-ordinates 
n- I12. Since the graph is connected, this vector is a basis for the eigenspace of the 
eigenvalue k. The unit length vector x representing a vertex is decomposed as a sum 
~ x; of orthogonal vectors, each in a different eigenspace. Its image by the linear 
application defined by tMm- 1 + M m is ~ ).i- l ().; + t)x;. The component collinear to v 
has length n- l12 and its image has co-ordinates km-l(k + t)/n. The other components 
sum to a vector orthogonal to v of length Yl- (l/n), with image a vector orthogonal 
to v with length at most maXl# I).m-l(). + 1)1 Yl- (l/n) and with co-ordinates at most 
maxl""k I).m-l(). + t)1 (1- (lin». 
With the indicated value for m, this latter part cannot cancel the first part and all 
co-ordinates are positive. Hence there exists at least one path of length m from each 
vertex x to every vertex (including x). 0 
PROOF OF THEOREM 4. We use two unit length eigenvectors v associated to 
eigenvalue <5 and v' associate to eigenvalue -<5. The vector v has co-ordinates (2a)-112 
on the a vertices of degree k and (2a)-1I2 on the a vertices of degree k, and v' has 
co-ordinates (2a)-112 on the a vertices of degree k and _(2ii)-1I2 on the a vertices of 
degree k. Here again the connectedness of the graphs ensures dimension 1 to the 
eigenspaces of eigenvalues <5 and - <5. 
For convenience, the vertices are ordered with the a first ones having degree k. As 
above, the unit length vector x representing a vertex of degree k is a sum of orthogonal 
eigenvectors, one collinear to v, with a first co-ordinates equal to 1/2a and the ii others 
equal to 1/2v;;a, one collinear to v with co-ordinates a times 1I2a and a times 
-1/2v;;a. They sum to a vector hi with a co-ordinates equal to l/a and a null 
co-ordinates; its length is l/a. The remaining sum h2 has a co-ordinates with modulus 
at most 1- (l/a) and a null co-ordinates. Its length is Yl - (l/a), the vectors hI and h2 
are orthogonal. Then M2m(h\) has a co-ordinates equal to (kk)m /a and a null ones; 
M2m+ I (h l ) has a null co-ordinates and a ones equal to k<5 2m /a = <52m+I/~. We have 
bounds for the co-ordinates of the images of h2. Namely, M2m(h2) has its last a 
co-ordinates equal to 0, it is orthogonal to v + v and its length is at most 
).2mYl_ (l/a), hence its a first co-ordinates have modulus at most ).2m(1_ (l/a». 
Similarly, M2m+l(h2} begins with a zeroes and ends with a entries with modulus 
t Some exponents 2 on page 188 should be !. 
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bounded by ;.2m+1Y(1- (l/a))(l- (l/a)) since its length is at most ;.2m+1Y1_ (l/a) 
and its orthogonal to v - ii. 
Of course, similar calculations can be carried with a starting vertex of degree k. 
Hence a sufficiently large m prevents the non-null co-ordinates in Mm(hl) to be 
cancelled by the co-ordinates of Mm(h2)' The meaning of sufficiently large is precised 
in the three cases of the theorem. 
The condition on m ensures the existence of: 
(i) one path of length m from each vertex to every vertex in the other stable part; 
(ii) one path of length m from each vertex to every vertex in the same stable part; 
(iii) one stable component S such that each vertex in S is connected by a path of length 
m to every vertex in S. 
Hence the upper bounds on the diameter. 0 
EXAMPLES. 
(1) For a complete graph Kn with n > 2 vertices, we have k = n - 1, and the other 
eigenvalue is -1. With t = 1 we obtain the inequalities C ~ 2 and D ~ 1. 
(2) For a complete regular bipartite graph Kn,m, the eigenvalues are D = ymn, - D 
and 0, the latter with multiplicity m + n - 2. Hence the inequality D ~ 2. 
(3) For the Petersen graph the eigenvalues are 3, -2, 1. Hence the inequalities 
C ~ 6 since 36 > 26 • 9 and D ~ 3 since 33 • 4 > 23 • 1 . 9 and 33 • 4 > 13 • 2 . 9 obtained 
with t = 1. 
(4) In the subdivision of the Petersen graph (that is the graph obtained by replacing 
each edge by a path of length 2), the eigenvalues are ±y!6, ±2, ±1, O. The diameter is 
6. The covering index is infinite since the graph is bipartite. We have k = 2 and k = 3, 
a = 15 and a = 10. From the inequality y!612 > 212 .9 we deduce D ~ 14. 
(5) For the Coxeter graph, the eigenvalues are 3, 2, 0 -1, -1, -1 - 0. For 
t = (0 - 1)/2 we find from the eigenvalues D ~ 8. 
The discrepancy between the real diameter and the bound comes of course from the 
majoration of all eigenvalues (D and - D excepted) by the largest one. The upper 
bounds for graphs that have smallest and second largest eigenvalues with modulus near 
the largest eigenvalue are not very good. 
EXAMPLES. 
(1) The antipodal quotient of the cube H(2n + 1, 2) [3] has eigenvalues 2n + 1 - 4k, 
o ~ k ~ n. Its diameter is 2n and its covering is 4n. One obtains only 2n2ln 2 as an 
upper bound for diameter and covering index. 
(2) The undirected double loop with length N = 2n2 + 2n + 1 with generators 1 and 
2n + 1 has largest eigenvalue 4 and (2) other eigenvalues. The lowest is 
2:rtn 2 2:rt(n 2 + n) 
2cosN+2cos N 
that is, approximately -4 + (:rt/n 2) and the highest 
2 2:rtn 2:rt(n + 1) cos - + 2 cos --'------'-N N 
that is, approximately 4 - (2:rt/n 2). The diameter is n and the covering index 2n. One 
obtains from eigenvalues an upper bound near N In(N), which is obviously too large. 
The same weakness is present in papers by Chung [9] and Faber [13]. 
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4. DIRECfED GRAPHS 
In this section, we extend the former results to directed graphs. The matrix M has 0 
or 1 entries, with mpq = 1 if there is an arc from vertex p to vertex q. Hence the matrix 
is no more symmetrical, its eigenvalues are no more real, and in general the 
eigenspaces do not sum up to the whole space. 
Here again the diameter is the smallest integer D such that 1+ M + M2 + ... + MD 
has no null entry and the covering index the smallest integer C such that Me has no 
null entry. 
We are interested only in strongly connected graphs. Otherwise both diameter and 
covering index are infinite. 
The parameter generalizing the condition 'G is bipartite' is the least common divisor 
y of the lengths of the circuits in the graph. It is called index of imprimitivity [18, p. 
79]. If this parameter is 1, the covering index is finite, otherwise it is infinite. 
The difference between the diameter D and the covering index C can be much larger 
than in the undirected case. 
EXAMPLE. The graph on n vertices labeled 0, 1, .... , n - 1 with n + 1 arcs 
connecting i to i + 1 for 0 ~ i < n - 1 and n - 1 to 0 and 1 has diameter n - 1 and 
covering index (n - 1)2 + 1 (see what is obtained when starting at the vertex 0). 
The characteristic polynomial of this graph is xn - X - 1. 
The computation of the diameter used the presence of a cycle of length 2 at each 
(non-isolated) vertex. This will be replaced by the parameter Il 'maximum of the length 
of a shortest circuit containing a vertex' that is also the smallest integer Il such that the 
main diagonal of the matrix M/J has no null entry (thUS Il is a multiple of y). The upper 
bound on the diameter is then given by: 
THEOREM 5. Let G be a k-regular directed graph, with parameters y and Il on n 
vertices, such that the eigenspaces of its adjacency matrix are mutually orthogonal, and 
let to = 1, tv t2 , ••• , t/J-1 some real positive numbers. If 
for every eigenvalue A not in {ke2pi1</Y, 0 ~ p < y}, then m ~ D. 
PROOF. The proof does not differ in principle from that of Theorem 3. 
Let us introduce the roles of y and Il in it. 
The relation 'a and b are connected by a directed path of length a multiple of y' is an 
equivalence relation with y classes. The classes can be labeled by Zy in such a way that 
all vertices in class phave their successors in class p + 1. One sees easily that if A is an 
eigenvalue with eigenvector v, then Ae2i1</y is also an eigenvalue with eigenvector w 
defined by its co-ordinates Wx = vx e-2pi1</Y, where p is the label of the class of x. D 
Even for arc-transitive graphs, it is possible to have C larger than the number of 
eigenvalues of the matrix, and eigenspaces neither orthogonal nor hermitian-
orthogonal. 
100 C. Delorme and P. Sole 
1 • 2 
Id~6~"ed 
\ 
"de / 
;I " 9 4 10 
;I"d.be "db" 
~d, t t ,.:.. 
I 12 • 11 \ ~{~ 
4 4 3 
bde "e.bd 
FIGURE 1. A Cayley graph of A 4 • 
EXAMPLE. The Cayley graph of A4 with generators the cycles aed and bed (see 
Figure 1) has matrix M shown with blocks below: 
p~[~ ~ ~ n [ PI 0] p 3 0 I o P p 3 with 
Using the commutation of the blocks, it is easy to find its characteristic polynomial 
(X - 2)(X - 1)3(X + 1)2(X2 + X + 2)3. The eigenspaces with eigenvalues 2, 1, -1 and 
the kernel of M2 + M + 2 are orthogonal. But the eigenvector 
t[1 -100 )..+1 -).. 0 -1 )..2+).. -)..2-11 -)..] 
with ).. a root of X 2 + X + 2 (that is, (-1 + iV7)/2) is neither orthogonal nor 
hermitian-orthogonal to its complex conjugate; that is, an eigenvector for X. 
The diameter is 5 and the covering index 6. 
A sufficient condition for the orthogonality of the eigenspaces is the commutation of 
M and its transpose tM. 
This can be obtained with the following construction. 
Take a group G, a group A of automorphisms of G containing the conjugations of 
G, and an orbit S of G under A (that is, a set A(so) for some So E G). The Cayley graph 
deduced from G and S (that is, its arcs are of the form (x, xs) with x E G and s E S) is 
vertex-transitive as usual, due to the translation automorphisms tg: x f-+ gx. It is also 
arc-transitive, owing to the action of A on G. Since S is a union of conjugation classes 
of G, we have S-IS = SS-\ therefore, the matrix M commutes with its transpose tM. 
In fact we thus obtain an association scheme, where the 'color' of an arc (x, y) is the 
orbit of x -ly; that is, the number of z such that (x, z) has color eland (z, y) has color 
C2 depends only on the color of (x, y). 
EXAMPLES. 
(1) G is the alternate group As and A is the symmetric group S5 operating on As by 
conjugation. There are 4 orbits, namely the identity, the 15 pairs of 2-cycles, the 20 
3-cycles and the 24 5-cycles. The graph from the first family has only one loop at each 
vertex, while the other three each induce a graph of diameter 2 and covering index 2 (see 
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FIGURE 2. Diagrams for classes of As under Ss. 
Figure 2). To compute the spectra, one may represent the graph in a condensed form, 
by intersection diagrams (such as [7]). Their spectra are respectively {15, 3, 0, -5}, 
{20, 5, 0, -4} and {24,4,0, -6}. The above methods give D and C~4 for the graph 
of degree 15, and also D and C ~ 3 for the graphs of degree 20 and 24. 
(2) G is A5 and A is the group of conjugations of G. The 24-elements 
orbit of the former example splits into 2 orbits. The other ones are unchanged. 
The two graphs built from the two new orbits are isomorphic. Their spectrum is 
{12, 2 + 2V's, 0, 2, - 2v's, -3}. The diameter and the covering index are 3 (see Figure 
3). The method of Theorem 5 gives C and D ~ 7. 
(3) G is the cyclic group on 13 elements, A is the group of multiplications by 1, 3, 9. 
The minimal polynomial is (X - 3)(X4 + X 3 + 2X2 - 4X + 3). The roots are 
-1 + v'i3 . Y26 - 603 
3, 4 ± z 4 
with modulus ~5 - v'l3 = ° 83499 2 . 
and 
-1 - v'i3 . Y26 + 6 v'i3 
4 ±z 4 
with modulus ~5 + 2v'l3 = 2.0743. 
The graph has C = 4, D = 3 and f1. = 3, the majorations give C ~ 7 and D ~ 4 using 
tl = 1/2 and t2 = 5/2. 
,/,95". 1!J---C5s I 4~ 
5 "-..3-Jor.3/ 
~~ 3 
FIGURE 3. Diagrams for classes of As under conjugation. 
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(4) G is the Paley tournament associated to some field Fq with q == 3 mod 4 and 
q > 3. The arcs are of the form x, x + s with x E Fq and s a non-null square of Fq. The 
graph has D = 2 and C = 3 (in the case q = 3, the graph G is a circuit and C is infinite). 
Its shortest circuits have length 3. The eigenvalues are k = (q - 1)/2 and (-1 ± t\/q)/2. 
With t1 = 1 and t2 = (q + 1)/4, Theorem 5 gives D = 2 and C = 3. 
REMARK. In most of these highly symmetrical examples, a useful upper bound for 
the diameter is one less than the number of eigenvalues, since there are few 
eigenvalues. 
5. THE COVERING NUMBER OF PRIMITIVE ASSOCIATION SCHEMES 
Let G be a Finite, Non Abelian, Simple Group (FINASIG for short) and CC a 
conjugacy class of G different from {id}. Denote by r the Cayley graph on G with CC 
as generating set. Then it is well known and easy to check that r is connected, and has 
a finite covering index. We define the covering number of G, following [2], as the 
maximum of this number over all CC different from {id}, and denote it by cn(G). 
First, we will generalize the problem to primitive association schemes. Let (X, R) 
denote a commutative, not necessarily symmetric association scheme of class t [3]. 
Briefly, it is a partition of the set of arcs into parts R i , with an extra condition. Let us 
denote by r; the ith chromatic graph, i.e. the digraph with X as vertex set and Ri as 
edge set, and let Ai be its adjacency matrix. The condition is: for each triple i, j, k 
there is for each arc (xy) in r; the same number a(i, j, k) of vertices z such that (xz) is 
in If and (zy) in 4. In other words, AjAk = 1: i a(i, j, k)Ai' We shall say that (X, R) is 
primitive iff Vi *" 0 r; is strongly connected. 
LEMMA 1. If (X, R) is primitive, then every r; has a finite covering index. 
PROOF. Let I-' be the length of the smallest circuit in r;. Let us express Af on the basis 
of Ai, i = 0, ... , t. 
Af= AI + B. 
By definition of 1-', J.. *" O. We denote that I and B have disjoint supports and that, 
consequently, B has only non-negative coefficients. The support of B is the incidence 
matrix of a directed graph Q which is a union of some r;, i ~ 1. Hence Q is connected 
of diameter b, say. Hence 
V(x, y) E X 2, X *" Y 31 ~ b, (B1)x,y> O. (1) 
By the definition of B we obtain 
Afb = ± (b)B1J..b-l. 
1=0 I 
From equation (1) and the non-nullity of J.., we obtain that every entry of Afb is 
non-zero. Hence cn(O is finite and ~I-'b. 0 
We can now define the covering number of primitive association scheme (X, R) as 
the maximum of the covering indices of the graphs r; for i ~ 1. To use the results of the 
preceding section in the group case, we just need to compute the eigenvalues of the 
ri = r(G, CC) for some Cc. We quote the following result from [3]. 
THEOREM 6. The eigenvalues of r(G, CC) are ICClx(g)/X(l), where g is an 
arbitrary representative of CC and X ranges over the irreducible representations of G. 
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Examples are collected in the following table. Character tables and true values of 
cn( G) are taken from [2]: 
Group G cn(G)";; cn(G) = 
As 4 3 
A6 7 3 
A7 12 3 
As 7 3 
L(3,2) 7 3 
PSL(2, q) 4 3 
The estimate for PSL(2, q) is valid for large q. The same estimate holds for the 
primitive association scheme of Paige's simple loop. See [4] for definitions and 
eigenvalues in both cases. 
We conclude by a general bound on the covering number of FINASIG: 
THEOREM 7. If G is a FlNASIG, then 
(G) In(IGI) cn';;: 2-0' 
In( 1 - YIGI - 1) 
(2) 
PROOF. We use the Chung bound, along with Theorem 6, the bound, on characters 
given on p. 48 of [2], and the fact that for any non-principal irreducible character X, 
we have X(1)';;: YIGI- 1. D 
This is a slight improvement on the bound of [2, p. 48] which only gives cn(G)';;: 
4YiG1ln(IGI). 
6. THE COVERING RADIUS OF CODES 
In this section to every code we associate a certain Cayley graph the diameter R of 
which is usually called covering radius by coding theorists. See [14, Lemma 1.1(3), p. 
58] for the classical definition of the covering radius, that is the smallest integer r such 
that each word is at most distance r from some codeword, and its equivalence with the 
present one. It occurs in connection with data compression techniques [10] where it 
measures the worst-case rate of distortion [5]. Moreover, the eigenvalues of this graph 
are simply computed from the weights of its dual code Cl.. 
6.1. Definitions and Basic Results 
A (linear) code C of length N and dimension K is just a K-dimensional subspace of 
F~, where Fq is the unique finite field with q elements. Its dual code Cl. is its orthogonal 
space relative to the canonical scalar product. The Hamming weight w(x) of x E F~ is 
the number of its non-zero co-ordinates. The largest (resp. smallest) weight of an 
element of S c F~ will be denoted by W(S) (resp. w(S». The coset graph r of C is the 
Cayley multigraph on the additive quotient group F~/C with generators the cosets 
x + C with w(x + C) = 1. It is easy and classical to check that r is regular of degree 
N(q - 1), and if the minimum weight of the code is >2 then r is an ordinary graph 
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(i.e. without loops and multiple edges). Alternatively, this graph is then the Cayley 
(multi)graph on the additive group of F~-K with generators the non-zero scalar 
multiples of the columns of the parity-check matrix. We shall rely on the more or less 
folklore: 
THEOREM 8. The eigenvalues of rare exactly the elements of {N(q -1) - qw(x) Ix E 
C-L }. 
The proof is exposed in [8, pp. 135-136]. We need a pair of lemmas to test the 
biparticity of r. 
LEMMA 2. Let C be a binary code. Then the coset graph is bipartite iff the dual code 
contains the all-one vector 1. 
PROOF. If ris bipartite, then -N(q -1) is an eigenvalue; hence there is a vector of 
weight N in the dual. It can only be 1. Conversely, if C-L 3 1, there is a parity-check 
matrix of C with the all-one vector as its first row, since this is also a generator matrix 
for C-L. Representing cosets of C as binary vectors of length N - K, we can color them 
in 2 colors according to the value of their first co-ordinate. Alternatively, if C-L 3 1, 
then C has only even-weights vectors, and all vectors in a given coset have their 
weights of the same parity. The difference of two cosets of the same parity cannot be a 
coset of weight 1. 0 
LEMMA 3. Let C be a q-ary code of length N. If q > 2 then r is not bipartite. 
PROOF. The equation -N(q -1) = N(q - 1) - qw(x); that is, qw(x) = 2N(q -1) 
has no solution with w :0;;; N. 0 
6.2. Width and Diameter. 
We shall say that 8 is a width for the code C if 
Vx E C-L IN(I- l/q) - w(x)I:o;;; 8. 
It has been known for a long time that codes with a small width have a distance 
distribution close to the binomial [21,22,11]. In this section we show that, further-
more, their covering radius is 'small'. 
THEOREM 9 .. Let C be a code of length N and width 8 and dimension Kover Fq such 
that either q > 2 or 1 ft C-L. Then its covering radius R satisfies 
R:o;;; r 
N-K 1 
10~(N(q - 1)/q8) . 
PROOF. We know from Lemma 3 that r is not bipartite. We can apply Theorem 3 
with n = qN-K, k = N(q - 1), ;":0;;; q8 and t = O. 0 
If q = 2 and 1 is in C-L, the weights are symmetrically placed about n /2, hence the 
eigenvalues are symmetrically placed about 0, and 
8 = N - 2w(C-L) = -(N - 2W(C-L». 
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THEOREM 10. Let C be a binary code of length N and dimension K such that CJ. 
contains 1 and let (F = w(CJ.)/N. Then 
R~ - +1. r 
N-K-l 1 
log2(1 - 2(j J.) (3) 
PROOF. We know from Lemma 2 that, in this case, r is bipartite. We can apply 
Theorem 4, cases (i) and (ii), with a = Ii = 2N - K - 1 and k = k = N(q - 1). 0 
We note the trivial so-called 'redundancy bound': R ~ N - K. Hence the two 
preceding theorems are useful only if the logarithm is larger than 1; that is, if 
() ~ N( q - 1)/ q2 in the q-ary case and (j J. > 1/4 in the binary case. From the graph 
theorist point of view, the Moore bound reads for fixed q, and Nand K large: 
login) N - K 
R ;;'lo~(k _ 1) ~ 10~(N)' (4) 
We see that the right-hand side of equation (3) gets closer to the right-hand side of 
equation (4) when q() gets smaller. But from the study of low correlation sequences 
[24], we know that () is no smaller than Vii (up to a constant). Thus we obtain upper 
bounds of order twice the Moore bound. 
6.3. Examples and Applications. 
Most of the codes in this section are the dual of low correlation codes described in 
[20]. 
BCH CODES. Let C be a BCH code of length N = 2s -1, with s an integer, and 
designed distance 2t + 1. We assume 2t - 1 < 2lm12J + 1. Then, from [17, p. 263], we 
infer that K = N - st. From [17, p. 280] (the Carlitz-Uchiyama bound), we infer that () =! + (t -l}v'N + 1 is a width for C. 
From Theorem 8 we obtain an upper bound on the covering radius of the type 
R ~ l2t/(I- n)J with 
_~ [(t-l)+rm12 ] 
a - log2 2-m ' m 1-
For fixed t, this goes to 0 as m goes large. Assuming a ~ 1/(2t + 1), we obtain 
R~2t+1. 
A similar result was obtained in [14, p. 163, Corollary 3.3]. 
MELAS AND ZETIERBERG CODES. Let s denote an odd integer. The Melas code 
([17, p. 206]) has length N = 2s -1, and dimension K = N - 2s. From [15] we obtain 
that () < 2s12, and that there is no eigenvalue -no Hence the bound 
R ~ rIO~(2S ~ 1)/28/2) 1· 
This implies R ~ 5 for s large enough. Let u be an even integer. Then the Zetterberg 
code ([17, p. 206]) has length N = 2U - 1, and dimension K = N - 2u. From [15] we 
obtain that () < 2u /2 and that r is not bipartite. Hence by the same calculation as 
before, R ~ 5 for u large enough. In fact, it is known that R = 3 for all u > 1 [12]. 
q-ARY CLASSICAL GOPPA CODES. Let C be a Goppa code over Fq , with a Goppa 
polynomial of degree r with coefficients in the field with qm elements. 
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THEOREM 11. If N(I- (q -1)q - Am) ~ qr then R ~ Ar + 1. 
PROOF. Recall that the dual of this code is the Trace projection of a GRS code with 
parameters [N, r, N - r + 1] [17, p. 339] and weights {N - r + 1, N - r + 2, ... , N} 
because of the MDS property ([17, p. 334]. As the trace of zero is zero, the width of 
the trace of a code is smaller than the width of the code on the superfield. Hence the 
width of this Goppa code is 
~N( q ; 1) -N + r = r - ~ . 
Moreover, N - K ~ mr[17, p. 339]. o 
An analogous result is derived in [19], using deep properties of character sums. 
CYCLIC CODES. There is a general upper bound on (J for cyclic codes [25]. Let C be 
a cyclic code of length n and dimension k. Let m,.(X) denote the minimal polynomial 
of a over Fq. Assume that the parity-check polynomial of C factors as follows: 
heX) = IT mf3j(X) IT mf3-iX). 
jel+ jel-
Denote by w the integer w = max(r) + max(r). 
THEOREM 12. 
We can now give an upper bound on the covering radius of Cl.. 
THEOREM 13. Assume that q, ware fixed, and that In(N) ~ k. Then, for k large, we 
obtain R ~ 3. The same conclusion holds for w proportional to N. 
PROOF. We immediately obtain that the lnq in our bounds is asymptotically 
equivalent to k12. Since the co-dimension of Cl. is k, we are done. 0 
6.4. Asymptotic Bounds 
In this section, we assume that N is large, and that R ~ pN, with p E ]0, 1[. We recall 
the definition of the binary entropy function H(x): 
'fix E ]0,1[, H(x) = -x logz(x) - (I-x) log2(1-x). 
Now, we are in a position to state and prove an asymptotic version of Theorem 10. 
THEOREM 14. With the assumptions and notations of Theorem 10 we have 
~ H(! - y(jl.(1- (jl.» 
p,-", -log2(1-2(j1.) . 
PROOF. A weak form of the MRRW bound [16] is, in dual form: 
n - k ~ nH(! - y(jl.(l- (jl.». 
The result follows by Theorem 10. o 
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FIGURE 4. Comparison of Tietiiviiinen's bound and ours. 
We note that the right-hand side of the bound of Theorem 14 has 0 as a limit when 
(j-L::::::!. So, in the particular case of codes the duals of which are self-complementary, 
for large dual distance, we improve on the Tietiiviiinen bound [23], the asymptotic 
form of which is: 
p ~! - Y)'(1 - ).) 
with ).:::::: (j-L /2, and the value in 0.5 of which is roughly 0.06. More detailed 
computations show that our bound is better (for even-weights codes) in the range 
[0.326,0.5] (see Figure 4). 
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