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Abstract: We study the mutual information between pairs of regions on the two asymp-
totic boundaries of maximally extended anisotropic black branes. This quantity character-
izes the local pattern of entanglement of the thermofield double states which are dual to
these geometries. We analyze the disruption of the mutual information in anisotropic shock
wave geometries and show that the entanglement velocity plays an important role in this
phenomenon. Moreover, we compute several chaos-related properties of this system, such
as the entanglement velocity, the butterfly velocity, and the scrambling time. We find that
the butterfly velocity and the entanglement velocity violate the upper bounds proposed in
[1–3], but remain bounded by their corresponding values in the infrared effective theory.
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1 Introduction
In recent years, the chaotic properties of many-body quantum systems have started playing
an important role in the search for a deeper understanding of the inner workings of the
gauge/gravity duality [4–6]. For example, the saturation of the so-called chaos bound might
be a necessary condition for a large-N system to have a gravitational dual [7, 8]. On a
more practical level, having in mind applications of the gauge/gravity duality to the study
of strongly coupled systems, there seems to be an interesting connection between chaos and
transport properties of such systems [9, 10].
The hallmark of chaos is the sensitive dependence of evolution on initial conditions or,
in a slogan, the butterfly effect. In the context of many-body quantum systems, this effect
can be characterized by the commutator [W (t, x), V (0)] between local hermitian operators
W and V . This commutator measures the influence of an early perturbation V (0) on a
later measurement of W (t, x). The strength of the butterfly effect is usually characterized
by
C(t, x) = −〈[W (x, t), V (0)]2〉β , (1.1)
where 〈·〉β = Z−1tr [eβH ·] denotes the thermal expectation value at the inverse temperature
β. A physical system is said to be chaotic if C(t, x) ≈ 2 〈W W 〉 〈V V 〉 at large times for
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almost any choice of W and V [11]. The time scale at which this occurs characterizes how
fast the system can scramble information and is known as the scrambling time [12, 13].
In the context of the gauge/gravity duality, the chaotic properties of the boundary
theory at finite temperature can be calculated holographically by studying shock waves
geometries in the bulk [14–17]. For large-N gauge theories this holographic approach gives
C(t, x) =
K
N2
eλL(t−t∗−x/vB) +O(N−4) , for t . t∗ , (1.2)
where t∗ is the scrambling time, λL is the Lyapunov exponent, and vB is the butterfly
velocity. The Lyapunov exponent characterizes the rate of growth of chaos and it is bounded
by the temperature λL ≤ 2pi/β [7]. As the Lyapunov exponent associated to black holes is
always maximal, large-N systems that saturate the chaos bound were conjectured to have
an Einstein gravity dual [7, 8]. The butterfly velocity characterizes the speed at which the
perturbation V grows. Together with the scrambling time, the butterfly velocity defines a
butterfly effect cone, defined by t − t∗ = x/vB. Inside of this cone, for t − t∗ ≤ x/vB, one
expects to have C(t, x) > 〈W W 〉 〈V V 〉, whereas outside of the cone, for t− t∗ ≥ x/vB, one
expects to have C(t, x) ≈ 0.
In order to study chaos using holographic methods, one usually considers a thermofield
double state of two identical copies of the boundary theory. Let us call them the left L and
right R boundary theories. At t = 0, the thermofield double state is given by
|TFD〉 = 1
Z1/2
∑
n
e−
β
2
En |n〉L|n〉R . (1.3)
For sufficiently high temperatures, the gravity dual of this system is a two-sided black hole
[18]. This is a wormhole geometry with two asymptotic AdS regions. The L and R theories
are completely decoupled and live, respectively, on the left and right asymptotic boundaries
of the geometry. The wormhole connecting the two sides of the geometry is not traversable.
This is consistent with the fact that the two boundary theories are decoupled. The total
amount of entropy between the two sides of the geometry is given by the Bekenstein-
Hawking entropy of the black hole, which is equal to the cross sectional area of the wormhole.
At t = 0, the thermofield double state (1.3) displays local correlations between sub-
systems of L and R, which signalize a highly atypical left-right entanglement pattern
[14, 15, 19]. The butterfly effect can be characterized by the disruption of this local pattern
of entanglement when a small perturbation is added to the system in the asymptotic past
[14]. From the point of view of the boundary theory, this perturbation scrambles the left
side Hilbert space, whereas, from the point of view of the bulk theory, a small perturbation
applied early enough gets blue-shifted as it falls into the black-hole, generating a shock
wave geometry. In both perspectives, the perturbed system no longer has two-sided local
correlations at t = 01.
The disruption of the local pattern of entanglement can be characterized by the mutual
information I(A,B) between two regions A and B, located on the t = 0 slice of the left and
1We emphasize that only two-sided local correlations are lost, not the local correlations within each side.
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right boundaries, respectively. This quantity is given by
I(A,B) = S(A) + S(B)− S(A ∪B) , (1.4)
where S(A) is the entanglement entropy of the region A, and so on. This quantity is always
positive and it provides an upper bound for correlations between operators defined on the
regions A and B [20]. The above entanglement entropies can be calculated in holography
using the prescriptions in [21, 22]. The extremal surfaces which are homologous to A (B)
lie on the left (right) side of the geometry outside of the black hole horizon. The extremal
surface homologous to A∪B can be given by the union of the two extremal surfaces homol-
ogous to A and B, or by the surface that stretches through the wormhole connecting the
two boundaries, depending on which one is smaller. If the two extremal surfaces homolo-
gous to A and B are smaller than the surface that connects the two boundaries, then the
mutual information between A and B will be zero. If, on the other hand, the surface that
stretches through the wormhole is the smaller one, then the mutual information will have
some positive value.
For an appropriate choice of regions A and B, the unperturbed geometry has I(A,B) >
0. When a small perturbation is added in the past, the blue-shift relative to the t = 0
frame gives rise to a shock wave geometry in which the wormhole becomes longer. In this
case, the extremal surface homologous to A ∪ B will also becomes longer, and the mutual
information I(A,B) will decrease. As we move the perturbation further into the past,
the mutual information will eventually drop to zero,2 characterizing the disruption of the
local pattern of entanglement displayed by the unperturbed system at t = 0. This is the
holographic realization of the butterfly effect [14].
In this paper, we study the disruption of the local pattern of entanglement in two-sided
anisotropic black brane solutions.3 In particular, we consider the anisotropic black brane
solution of Mateos and Trancanelli (MT) [23, 24]. By studying the shock wave geometries,
we also find how the anisotropy affects other chaotic properties of these systems, like the
Lyapunov exponent, the scrambling time, the butterfly velocity, and the entanglement
velocity.
The paper is organized as follows. In section 2, we review how to find consistent
shock wave solutions for a very general five-dimensional anisotropic background. In that
section we also review how to extract the Lyapunov exponent, the scrambling time, and
the butterfly velocity from the profile of the shock wave solution. In section 3, we compute
the mutual information for strip-like regions both in the unperturbed geometry and in
the shock wave geometry. We also explain the role of the entanglement velocity [1, 2, 25]
in the disruption of the mutual information in shock wave geometries. We specialize our
formulas for the anisotropic black brane MT solution and present several chaotic properties
of this model. In particular, we show that both the butterfly velocity and the entanglement
velocity violate the upper bounds proposed in [1–3], but remain bounded by their values in
2Actually, as the Ryu-Takayanagi prescription only gives the leading order contribution to the entangle-
ment entropy at large-N , only the leading contribution I(A,B) will drop to zero.
3This was first done for BTZ black holes in [14] and later generalized to higher dimensional cases in [26]
and to more general backgrounds in [27]. Other works in this direction, include, for instance [28–31].
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the infrared effective theory. Finally, we discuss our results in section 4. We relegate to the
Appendices A and B some technical details of the computation and a review the anisotropic
MT model in appendix C.
2 Gravity setup
2.1 Unperturbed geometry
We consider a general 5-dimensional anisotropic metric of the form
ds2 = Gmndx
mdxn = −Gtt(u)dt2 +Guu(u)du2 +Gxx(u)
(
dx2 + dy2
)
+Gzz(u)dz
2 . (2.1)
We take the boundary to be located at u = 0, where the above metric is assumed to asymp-
tote to AdS5. We call z the anisotropic direction and x and y the transverse directions.
The horizon is located at u = uH where Gtt has a first order zero and Guu has a first order
pole. The other metric functions are assumed to be finite at the horizon. Near the horizon,
the metric functions Gtt and Guu can be written as
Gtt = c0(u− uH) , Guu = c1
(u− uH) . (2.2)
By requiring regularity of the Euclidean continuation of the above metric at the horizon,
one obtains the inverse Hawking temperature as
β = 4pi
√
c1
c0
. (2.3)
In order to study shock waves geometries, it will be more convenient to work with Kruskal
coordinates, since these coordinates cover smoothly the two sides of the geometry. We first
introduce the Tortoise coordinate u∗ as
du∗ = −
√
Guu
Gtt
du or u∗ = −
∫ u
0
du′
√
Guu(u′)
Gtt(u′)
, (2.4)
and then we define Kruskal coordinates U, V in the left exterior region as
UV = −e 4piβ u∗ , U/V = −e− 4piβ t . (2.5)
In terms of these coordinates the metric can be written as
ds2 = 2A(U, V )dUdV +Gij(U, V )dx
idxj , (2.6)
where
A(U, V ) =
β2Gtt(U, V )
8pi2
1
UV
, (2.7)
and
Gij(U, V )dx
idxj = Gxx(U, V )
(
dx2 + dy2
)
+Gzz(U, V )dz
2 . (2.8)
In these coordinates the horizon is located at U = 0 or V = 0. The region U > 0 and V < 0
(U < 0 and V > 0) covers the left (right) exterior region. The boundary is located at
UV = −1 and the black hole singularity at UV = 1. The corresponding Penrose diagram
is shown in figure 1.
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Figure 1: Penrose diagram for the two-sided black branes we consider.
2.2 Shock wave geometry
In this section we explain how the unperturbed metric (2.6) is modified when a small pulse of
energy is added from the boundary to the horizon in the left side of the geometry. Contrary
to what one would naively assume, this perturbation has a non-trivial effect on the geometry
[14]. This happens because, relative to the t = 0 frame, the energy of the perturbation
released a time t0 in the past increases exponentially with t0. For sufficiently large t0, this
blue-shift becomes so large that the perturbation follows an almost null trajectory close to
the past horizon, giving rise to a shock geometry in this frame. Here we explicitly derive the
shock wave solution for an anisotropic metric of the form (2.6). What follows is a review of
the general analysis of [32] with appropriate modifications for an anisotropic background.4
We also review how the chaotic properties like the scrambling time, the butterfly velocity
and the Lyapunov exponent can be extracted from the shock wave profile.
We assume the unperturbed metric (2.6) is a solution of Einstein’s equations with
energy-momentum tensor given by
Tmatter0 = 2TUV dUdV + TUUdU
2 + TV V dV
2 + Tijdx
idxj , (2.9)
where Tmn = Tmn(U, V, xi). This is the most general energy momentum-tensor consistent
with the Ricci tensor for unperturbed geometry.
We want to know how the metric (2.6) changes when we add to the system a null pulse
of energy located at U = 0 and moving with the speed of light in the V− direction. The
pulse worldline divides the spacetime into two regions, L and R, as shown in the Penrose
diagram in figure 2. The left region L (U > 0) is the causal future of the pulse, while the
right region R (U < 0) is its causal past. The metric in the region R should be the same
as the unperturbed metric (2.6), whereas the metric in the region L must be modified in
order to account for the presence of the pulse of energy.
In isotropic geometries the back reaction of this pulse of energy in the left side of the
geometry is simply obtained as a shift V → V +α in the V−coordinate, where α = α(t, xi)
is a function that can be determined from Einstein’s equations [32, 34]. To find shock wave
solutions in anisotropic backgrounds we use the same anzats, which can be incorporated
4Anisotropic shock wave solutions were also studied in detail in [33] for Lifshitz-like spacetimes.
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by replacing V by V + θ(U)α in the unperturbed metric (2.6). Note that the Heaviside’s
step function θ(U) ensures that the metric only changes in the causal future of the pulse
(region L), remaining unchanged in the causal past (region R). The Penrose diagram of
the corresponding shock wave geometry is shown in figure 2. With the ansatz above, the
L R α
Figure 2: Penrose diagram for the shock wave geometry.
shock wave geometry is simply given by
ds2 = 2A(U, V + θα) dU (dV + θ ∂iαdx
i) +Gij(U, V + θα)dx
idxj , (2.10)
while the energy-momentum of the matter fields is given by
Tmatter = 2TUV (U, V + θα)dU(dV + θ ∂iαdx
i) + TUU (U, V + θα)dU
2
+TV V (U, V + θα)dV
2 + Tij(U, V + θα)dx
idxj . (2.11)
For convenience, we define new coordinates
Uˆ = U , Vˆ = V + θ(U) , xˆi = xi , (2.12)
in terms of which the metric and the energy momentum tensor can be written as
ds2 = 2Aˆ dUˆdVˆ + Gˆij dxˆ
idxˆj − 2Aˆ αˆ δ(Uˆ) dUˆ2 (2.13)
and
Tmatter = 2
[
TˆUˆ Vˆ − TˆVˆ Vˆ αˆ δ(Uˆ)
]
dUˆdVˆ + TˆVˆ Vˆ dVˆ
2 + Tˆijdxˆ
idxˆj +[
TˆUˆUˆ + TˆVˆ Vˆ αˆ
2 δ(Uˆ)2 − 2TˆUˆ Vˆ αˆ δ(Uˆ)
]
dUˆ2 , (2.14)
where the hats above A, Tmn and Gij indicate that these quantities are calculated at
(Uˆ , Vˆ , xˆi).
The energy-momentum tensor of the pulse of energy that gives rise to the shock wave
geometry is assumed to have the following form
T shock = E e2pit/β δ(Uˆ) a(xˆi)dUˆ2 , (2.15)
where E is a constant related to the asymptotic energy of the pulse and a(xˆi) specifies how
localized is the perturbation. For a homogeneous perturbation, we take a(xˆi) = 1, whereas
for a localized perturbation we assume a(xˆi) = δ(xˆi). We want to find the function α(t, xi)
such that the ansatz (2.13) satifies the Einstein’s equations
Rmn − 1
2
GmnR = 8piGN(T
matter
mn + T
shock
mn ) , (2.16)
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with Tmatter and T shock given by (2.14) and (2.15), respectively. In order to analyze the
Einstein’s equations it is convenient to rescale α and T shock as α →  α and T shock →
 T shock. By doing this we can recover the equations of motion for the unperturbed metric
by setting  = 0 in (2.16). In what follows we drop the hat over the symbols to simplify the
notation, but one should remember that we are really using the new coordinates defined in
(2.12). Assuming the Einstein’s equations are satisfied for  = 0 and analyzing the terms
proportional to  we find that α must satisfy the following equation5
δ(U)Gij
(
A∂i∂j − 1
2
Gij,UV
)
α(t, xi) = 8piGN T
shock
UU , (2.17)
while the metric functions and the energy-momentum tensor of the matter fields must be
such that
A,V = Gij,V = T
matter
V V = 0 at U = 0 . (2.18)
In terms of the coordinates t and u of (2.1), the equation for α can be written as
Gij(uH)
[
A(uH) ∂i∂j − uH
2
G′ij(uH)
]
α(t, xi) = 8piGNE e
2pit/β a(xi) . (2.19)
This equation can be easily solved in the case of a homogeneous perturbation (a = constant)
by assuming α = constant × e2pit/β . In the case of localized perturbations we solve (2.19)
for two different situations. We first consider the case in which a(z) = δ(z) and α =
α(t, z). That means the perturbation propagates only in the anisotropic direction. Then we
consider the case in which a(x) = δ(x) and the perturbation propagates in the x-direction,
α = α(t, x). In the first case we can rewrite the equation for α(t, z) as
(
∂2z −M2||
)
α(t, z) =
Gzz(uH)
A(uH)
8pi E e2pit/β δ(z) , (2.20)
where
M2|| =
uHGzz
2A
(
2
G′xx
Gxx
+
G′zz
Gzz
)∣∣∣
u=uH
. (2.21)
The above equation can be even more simplified if one uses the near-horizon expression for
Gtt (see Eq. (2.2)) and writes A(uH) = 2uH c1. For large |z|, the solution of Eq. (2.20) has
the form
α(t, z) ∼ exp
[ 2pi
β
(t− t∗)−M|| z
]
. (2.22)
By comparing the above solution with the general form of C(q, ~x) (see Eq. (1.1)) one can
see that the Lyapunov exponent saturates the chaos bound λL = 2pi/β, while the butterfly
velocity along the anisotropic direction is given by
v
|| 2
B =
(
2pi
βM||
)2
=
G′tt
Gzz
(
2G
′
xx
Gxx
+ G
′
zz
Gzz
)∣∣∣
u=uH
. (2.23)
5A subtlety in this calculation is that δ′(U)Gij,V = −δ(U)Gij,UV . At order 2 the terms are proportional
to U2δ(U)2 and this can be consistently taken as zero [32].
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In the second case the equation for α(t, x) reads
(
∂2x −M2⊥
)
α(t, x) =
Gxx(uH)
A(uH)
8pi E e2pit/β δ(x) , (2.24)
where
M2⊥ =
uHGxx
2A
(
2
G′xx
Gxx
+
G′zz
Gzz
)∣∣∣
u=uH
. (2.25)
The solution of (2.24) for large |x| is given by
α(t, x) ∼ exp
[ 2pi
β
(t− t∗)−M⊥ x
]
. (2.26)
This asymptotic behaviour implies, again, a maximal Lyapunov exponent λL = 2pi/β. The
butterfly velocity orthogonal to the anisotropic direction is given by
v⊥ 2B =
(
2pi
βM⊥
)2
=
G′tt
Gxx
(
2G
′
xx
Gxx
+ G
′
zz
Gzz
)∣∣∣
u=uH
. (2.27)
The scrambling time in both cases can be estimated as
t∗ =
β
2pi
log
( A(uH)
8piGii(uH)GN
)
≈ β
2pi
logSBH , (2.28)
where Gii can be Gzz or Gxx, and SBH is the Bekenstein-Hawking entropy.
In figure 3 we specialize our butterfly velocity formulas for the MT model. This is a
black brane solution of type IIB supergravity that is spatially anisotropic. The effects of
the anisotropy on the geometry are controlled by the ratio a/T , where a is the parameter
of anisotropy and T is the black brane Hawking temperature. This solution describes a
renormalization group flow from an AdS geometry in the ultraviolet, when a/T is small,
to a Lifshitz-like geometry in the infrared, when a/T is large. More details about the MT
model are provided in appendix C.
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Figure 3: Butterfly velocity as a function of a/T for the MT model. The continuous blue curve
represent the result for 32v
⊥ 2
B , while the dashed blue curve represents the result for
3
2v
|| 2
B . The black
horizontal line is the isotropic result 32v
iso 2
B = 1, whereas the gray horizontal line is the result for a
five-dimensional Lifshitz-like geometry, 32v
Lif 2
B =
33
32 .
3 Mutual Information
In this section we study the mutual information I(A,B) between identical regions A and
B on the left and right boundary, respectively. For simplicity, we only consider the case
of strip-like regions. As we are dealing with anisotropic systems, we consider two types of
regions 0 < z < ` (strip oriented orthogonally to the direction of anisotropy), and 0 < x < `
(strip oriented along the anisotropic direction). We first study the mutual information as
a function of the strip’s width ` in the unperturbed geometry. From this analysis we can
characterize the critical width `c below which the mutual information vanishes. We then
study how the mutual information is disrupted in shock wave geometries. We show that
the entanglement velocity plays an important role in this phenomenon.
3.1 Mutual information versus strip’s width
Region 0 < z < `
This region is delimited by two hyperplanes z = 0 and z = `. The appropriate embedding
for the corresponding extremal surface is Xm = (0, x, y, z(u), u). The induced metric on
this surface is generically given by
gab =
∂Xm
∂σa
∂Xn
∂σb
Gmn , (3.1)
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where Xm, Xn and Gmn denote the coordinates and the metric components of the five-
dimensional geometry and σa, σb and gab denote the coordinates and the induced metric
components on the extremal surface. In the above embedding σa = (x, y, u). The compo-
nents of the induced metric are given by
gxx = gyy = Gxx(u) , guu = Guu(u) + z
′(u)2Gzz(u) . (3.2)
The area functional to be extremized is given by
A⊥ =
∫
dx dy du
√
g = V2
∫
du |Gxx|
√
Guu +Gzzz′(u)2 , (3.3)
where V2 =
∫
dxdy denotes the volume of the hyperplanes delimiting the region 0 < z <
`. As this functional does not depend explicitly on z(u), there is a conserved quantity
associated to translations in z that is given by
γ =
∂
∂z′
(|Gxx|√Guu +Gzzz′(u)2) = GxxGzzz′(u)√
Guu +Gzzz′(u)2
= Gxx(um)
√
Gzz(um) , (3.4)
where the last equatily was obtained evaluating γ at the turning point um where z′ →∞.
Solving (3.4) for z′ one obtains
Gzzz
′2 =
Guu
γ−2G2xxGzz − 1
. (3.5)
Substituting the above result back in (3.3) gives the extremal area
A⊥ext = 2V2
∫ um
0
du |Gxx|
√
Guu
1√
1− γ2G−2xxG−1zz
. (3.6)
The entanglement entropy for the regions A and B can then be obtained as
S(A) = S(B) =
A⊥ext
4GN
=
V2
2GN
∫ um
0
du |Gxx|
√
Guu
1√
1− γ2G−2xxG−1zz
. (3.7)
To compute S(A ∪ B) we need to compute the area of the surface that passes through
the horizon connecting both sides. There are two such surfaces, one corresponding to the
hyperplane z = 0 and other corresponding to the hyperplane z = `. By symmetry, the
total area of these surfaces will be four times the area of a surface that extends from the
boundary to the horizon, being given by
4V2
∫ uH
0
du |Gxx|
√
Guu (3.8)
and S(A∪B) can be calculated by dividing the above result by 4GN. The mutual information
is then given by
I⊥(um) =
V2
GN
[∫ um
0
du |Gxx|
√
Guu
1√
1− γ2G−2xxG−1zz
−
∫ uH
0
du |Gxx|
√
Guu
]
. (3.9)
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In order to study the mutual information as a function of strip’s width, we write ` as a
parametric function of um
`⊥(um) =
∫
dz = 2
∫ um
0
du z′(u) = 2
∫ um
0
du
√
Guu
Gzz
1√
γ−2G2xxGzz − 1
. (3.10)
Using the above formulas one can plot I⊥ as a function of `⊥. We use the subscript ⊥ in `
to indicate that this quantity has been calculated for a strip orthogonal to the anisotropic
direction.
Region 0 < x < `
In this case the appropriate embedding is Xm = (0, x(u), y, z, u), the coordinates along the
surface are σa = (y, z, u). The components of the induced metric are
gyy = Gyy , gzz = Gzz , guu = Guu +Gxxx
′(u)2 (3.11)
and the functional to be extremized is
A|| =
∫
dy dz du
√
g = V2
∫
du
√
GxxGzz
√
Guu +Gxxx′(u)2 , (3.12)
where V2 =
∫
dy dz is the volume of the hyperplanes x = 0 and x = `. Proceeding as before
we can show that the mutual information and the length ` are given by
I||(um) =
V2
GN
[∫ um
0
du
√
GxxGzzGuu
1√
1− γ2G−2xxG−1zz
−
∫ uH
0
du
√
GxxGzzGuu
]
(3.13)
and
`||(um) =
∫
dz = 2
∫ um
0
dux′(u) = 2
∫ um
0
du
√
Guu
Gxx
1√
γ−2G2xxGzz − 1
, (3.14)
where γ = Gxx(um)
√
Gzz(um).
In figure 4 we specialize the above formulas for the MT model. This figure shows the
mutual information as a function of the strip’s width ` for some values of the anisotropy
parameter and for strips orthogonal and parallel to the anisotropic direction.
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Figure 4: Mutual Information (in units of V2/GN) as a function of ` for the MT model. The
curves correspond from the right to the left to a/T = 0 (black curve), a/T = 8.56 (blue curves)
and a/T = 21.57 (red curves). The continuous/dashed curves represent the result for a strip
orthogonal/parallel to the anisotropic direction. Here we have fixed T = 1/pi.
3.2 Disruption of the mutual information
In this section we study how the mutual information I(A,B) is affected by a shock wave
produced by a homogeneous perturbation. In this case the shift in the V -coordinate is
simply given by α = constant× e2pit0/β . This parameter controls the strength of the shock
wave. In this geometry the wormhole becomes longer, but the left and right exterior regions
are unchanged. As a result, only probes that extend through the wormhole can diagnose
the effects of the shock wave. This implies that the entanglement entropies S(A) and S(B)
are not affected by the shock wave, because the corresponding surfaces can never penetrate
the horizon [35]. The only piece of the mutual information that changes in the shock
wave geometry is S(A ∪B), since the corresponding extremal surface extends through the
wormhole. In fact, as we move the time t0 at which the perturbation was applied further
into the past, the wormhole becomes longer, generating an increase of S(A ∪ B) and a
corresponding decrease of I(A,B). Therefore, for an early enough perturbation, t0 & t∗, the
mutual information drops to zero, signalizing the complete disruption of the local pattern
of entanglement of the geometry.
In the computation of S(A ∪ B) we follow [26] and consider the case where A = B
is half the space. This simplifies the analysis because the corresponding extremal surface
divides the transverse space (x, y, z) in half, and the minimization problem is reduced to
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a two-dimensional problem. To account for the anisotropic background, we consider two
types of regions (0 < z <∞) and (0 < x <∞). As S(A ∪B) is independent of the strip’s
width `, we can compute it for ` → ∞ and use the obtained result to compute S(A ∪ B)
for a finite `, as done in [27].6
Region 0 < z <∞
The appropriate embedding in this case is Xm = (t, x, y, 0, u(t)). The components of the
induced metric are
gxx = gyy = Gxx(u) , gtt = −Gtt +Guuu˙2 . (3.15)
The functional to be extremized is then
A⊥ =
∫
dxdydt
√
g = V2
∫
dt |Gxx|
√
−Gtt +Guuu˙2 = V2
∫
dtL(u, u˙) . (3.16)
This functional is invariant under translations in t and the associated conserved quantity
is given by
γ⊥ =
∂L
∂u˙
u˙− L = |Gxx|Gtt√−Gtt +Guuu˙2
= −|Gxx(u0)|
√
−Gtt(u0) , (3.17)
where in the last equality we compute γ⊥ in the point u0 at which u˙ = 0 (this point lies
behind the outer horizon, see figure 5). The limit at which the shockwave is absent α→ 0
is reached when u0 → uH, because in this case γ⊥ → 0 and we recover the result of Eq.
(3.8).
Solving Eq. (3.17) for u˙ and substituting in Eq. (3.16) we find
A⊥ext(u0) = 2V2
∫
du |Gxx|
√
Guu
1√
1 + γ2⊥G
−2
xxG
−1
tt
. (3.18)
It is convenient to split the integral in Eq. (3.18) into three regions, I, II and III. See figure
5. As the regions II and III have the same area, we can write
∫
I∪II∪III =
∫ uH
0 +2
∫ u0
uH
.
To use the above result to compute the mutual information for strips of finite width, one
should multiply the result of Eq. (3.18) by two to account for the two extremal surfaces
bounding the strip.
The entanglement entropy of the region A ∪B can then be obtained as
S(A ∪B) = A
⊥
ext(u0)
4GN
=
V2
2GN
∫
du |Gxx|
√
Guu
1√
1 + γ2⊥G
−2
xxG
−1
tt
. (3.19)
The above equation shows that S(A ∪ B) is a function of u0. To understand how this
behaviour is related to the shock wave parameter α we need to find a relation between α
and u0. We show in appendix A that the relation between α and u0 is given by
α(u0)⊥ = 2 eK
⊥
1 (u0)+K
⊥
2 (u0)+K
⊥
3 (u0) , (3.20)
6In this case we should multiply the result by two to account for the two extremal surfaces, one at z = 0
and the other one at z = ` (or x = 0 and x = `).
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where
K⊥1 = −
4pi
β
∫ u0
u¯
du
√
Guu
Gtt
,
K⊥2 =
2pi
β
∫ uH
0
du
√
Guu
Gtt
1− 1√
1 +G2xxGttγ
−2
⊥
 ,
K⊥3 = −
4pi
β
∫ u0
uH
du
√
Guu
Gtt
1− 1√
1 +G2xxGttγ
−2
⊥
 , (3.21)
where u¯ is a point behind the outer horizon at which u∗ = 0. The limit in which the
shock wave is absent is achieved when u0 = uH because α⊥(uH) = 0. The function α⊥(u0)
increases as we move u0 deeper behind the horizon and diverges at some point u0 = u⊥c .
See figure 6. We show in appendix B that this point is given implicitly by the equation(
G2xxGtt
)′
G2xxGtt
∣∣∣
u=u⊥c
= 0 . (3.22)
Using Eq. (3.19) and (3.20) one can plot S(A ∪ B) as a function of the shock wave
parameter α. This function S(A ∪ B)(α) has a α-independent divergence that can be
subtracted by considering the regularized quantity [27]
Sreg(A ∪B)(α) = S(A ∪B)(α)− S(A ∪B)(α = 0) . (3.23)
With the above definition, the mutual information can be written as [27]
I(A,B;α) = S(A) + S(B)− S(A ∪B)(α) = I(`)− Sreg(A ∪B)(α) , (3.24)
where I(`) = I(A,B;α = 0) is the mutual information calculated in the absence of the
shock wave (given by Eq. (3.9)).
α
2
u0
I II III
Figure 5: Extremal surface (horizontal, red) in the shock wave geometry. Following [26], we
divide the left half of the surface into three parts, I, II and III. The segments II and III have
the same area and they are separated by the point u0 at which the surface defined by u = u0 (blue,
dashed curve) intersects the extremal surface.
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Region 0 < x <∞
The appropriate embedding in this case is Xm = (t, x, 0, z, u(t)). The components of the
induced metric are
gxx = Gxx , gzz = Gzz , gtt = −Gtt +Guuu˙2 . (3.25)
The functional to be extremized is then
A|| =
∫
dxdzdt
√
g = V2
∫
dt
√
GxxGzz
√
−Gtt +Guuu˙2 = V2
∫
dtL(u, u˙) . (3.26)
Proceeding as before we can show that the extremal area is given by
A
||
ext(u0) = V2
∫
du
√
GxxGzzGuu
1√
1 + γ2||G
−1
xxG
−1
zz G
−1
tt
, (3.27)
where
γ|| = −
√
Gxx(u0)Gzz(u0)
√
−Gtt(u0) . (3.28)
The entanglement entropy of the region A ∪B can then be computed as
S(A ∪B) = A
||
ext(u0)
4GN
=
V2
2GN
∫
du
√
GxxGzzGuu
1√
1 + γ2||G
−1
xxG
−1
zz G
−1
tt
. (3.29)
As shown in appendix A, the relation between the shock wave parameter α and u0 is now
given by
α||(u0) = 2 eK
||
1 (u0)+K
||
2 (u0)+K
||
3 (u0) , (3.30)
where
K
||
1 = −
4pi
β
∫ u0
u¯
du
√
Guu
Gtt
,
K
||
2 =
2pi
β
∫ uH
0
du
√
Guu
Gtt
1− 1√
1 +GxxGzzGttγ
−2
||
 ,
K
||
3 = −
4pi
β
∫ u0
uH
du
√
Guu
Gtt
1− 1√
1 +GxxGzzGttγ
−2
||
 , (3.31)
where u¯ is a point behind the outer horizon at which u∗ = 0. The function α||(u0) is zero
when u0 = uH, corresponding to the absence of the shock wave, and increases as we move
u0 deeper behind the horizon, diverging at some point u0 = u
||
c . See figure 6. We show in
appendix B that this point is implicitly given by(
GxxGzzGtt
)′
GxxGzzGtt
∣∣∣
u=u
||
c
= 0 . (3.32)
The behaviour of S(A ∪ B) as a function of α can be studied using Eq. (3.29) and
(3.30). The regularized version of S(A ∪B) can be defined as before.
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We now specialize some of the above results for the MT model. The figure 6 (a) shows
how the critical points u⊥c and u
||
c change as we increase the anisotropy parameter. Figure
6 (b) shows the behaviour of shock wave parameter α as a function of u0 for several values
of the anisotropy and for strips parallel and orthogonal to the anisotropic direction. In
figure 7 we show how the regularized entanglement entropy Sreg(A ∪ B) and the mutual
information I(A,B) behave as a function of the shock wave parameter α for different strip
orientations and for several values of the anisotropy parameter. For small values of the
shock wave parameter α the entanglement entropy S(A ∪ B) is given by the area of the
extremal surfaces connecting the two sides of the geometry. As these surfaces probe the
interior of the black brane, they are affected by the shock wave, and they become larger
as we increase α. Both Sreg(A ∪ B) and I(A,B) display a sharp transition to a constant
value for a given value of the shock wave parameter α. This happens when the area of the
extremal surfaces connecting the two sides of the black brane geometry becomes larger than
the area of the static U-shaped surfaces which are separately homologous to the regions A
and B. In this case the minimal area surfaces are the ones lying outside the horizon and
the entanglement entropy of A ∪ B assumes the value S(A ∪ B) = S(A) + S(B), which
does not depend on α, because the corresponding extremal surfaces are not affected by the
shock wave. In this situation the mutual information assumes a constant zero value, which
implies that the regularized entanglement entropy is equal to the initial mutual information
Sreg(A ∪B) = I(`) (see Eq. (3.24)).
0 5 10 15 20 25
1.30
1.35
1.40
1.45
1.0 1.1 1.2 1.3 1.4
0
100
200
300
400
500
uc/uH
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u
||
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Figure 6: (a) Critical point uc at which α diverges as a function of the anisotropy parameter.
The continuous curve represent the result for u⊥c , while the dashed curve represent the result for
u
||
c . The horizontal gray curve is the result for the isotropic case uisoc /uH = 31/4. (b) The shock
wave parameter α as a function of u0. The curves correspond from the left to the right to a/T = 0
(black curve), a/T = 8.56 (blue curves) and a/T = 21.57 (red curves). The continuous/dashed
curves represent the result for a strip orthogonal/parallel to the anisotropic direction.
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Figure 7: (a) Sreg(A∪B) as a function of α. (b) Mutual information I(A,B) (in units of V2/GN)
as a function of α. All the curves have the same mutual information I(`) = 1 at α = 0. Both in (a)
and (b) the curves correspond to a/T = 0 (black curve), a/T = 8.56 (blue curves) and a/T = 21.57
(red curves). The continuous/dashed curves represent the result for a strip orthogonal/parallel to
the anisotropic direction. Here we have fixed T = 1/pi.
3.3 Spreading of entanglement
In this section we study the behaviour of Sreg(A∪B) as a function of the shock wave time t0.
In particular, we show that the behavior of Sreg(A∪B) as a function of t0 is very similar to
the time behaviour of the entanglement entropy of large subregions in holographic models
of global quenches [1, 2, 25]. Let us first consider the case of a semi-infinite strip orthogonal
to the anisotropic direction. The function α⊥(u0) increases as we move u0 deeper behind
the horizon and diverges at some point u0 = u⊥c . In the vicinity of u⊥c , we can show that7
Sreg(A ∪B) ∼= V2
GN
|Gxx(u0)|
√
−Gtt(u0) β
4pi
logα , for u0 ≈ u⊥c . (3.33)
In figure 8 (a), we plot Sreg(A∪B) versus logα for the MT model and show that the linear
behavior given by Eq. (3.33) is correct for 1 . α ≤ α∗, where α∗ is the value of α at which
Sreg(A ∪B) becomes constant and I(A,B) = 0.
As the shift α grows exponentially with time, α = constant× e2pit0/β , the above result
implies that Sreg(A∪B) grows linearly with t0. Using the formula for the thermal entropy
density
s =
√
G2xx(uH)Gzz(uH)
4GN
, (3.34)
7This limit was also studied in [26].
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we can eliminate GN in the above equation and write
d
dt0
Sreg(A ∪B) = 2V2 s
(
|Gxx(u0)|
√−Gtt(u0)√
G2xx(uH)Gzz(uH)
)
. (3.35)
In analogy with [1, 2, 25], we can define the entanglement velocity vE as
v⊥E =
|Gxx(u⊥c )|
√
−Gtt(u⊥c )√
G2xx(uH)Gzz(uH)
. (3.36)
For an isotropic black-brane solution we have Gxx = Gzz = 1/u2, Gtt = (1 − u4/u4H)/u2
and uc/uH = 31/4, and the above formula gives vE = 21/2/33/4. This is consistent with the
formula obtained by Hartman and Maldacena [25]
vE =
√
d(d− 2)1/2−1/d
[2(d− 1)]1−1/d (3.37)
for AdSd+1 black brane solutions.
The corresponding entanglement velocity for a semi-infinite strip oriented along the
anisotropic direction is given by
v
||
E =
√
Gxx(u
||
c )Gzz(u
||
c )
√
−Gtt(u||c )√
G2xx(uH)Gzz(uH)
, (3.38)
where u0 = u
||
c is the point at which α||(u0) diverges (see Eq. (3.32)). In figure 8 (b) we
plot the entanglement velocities v⊥E and v
||
E as a function of the anisotropy parameter for
the MT model.
The figure 8 (a) shows that, whenever α & 1 or, equivalently, after a scrambling time
t0 & t∗, the regularized entanglement entropy Sreg(A ∪B) grows linearly with t0, and this
linear behaviour is characterized by the entanglement velocity vE. The linear behaviour
of Sreg(A ∪ B) persists up to a later time, when this quantity has a sharp transition to
a constant thermal value. We say that this is a thermal value because the portion of the
U-shaped surface that computes Sreg(A ∪B) is very close to the black brane horizon.
The behaviour of Sreg(A∪B) as a function of the shock wave time t0 is very similar to
the time behaviour of the entanglement entropy of large subregions in holographic models
of global quenches like8 the end of the world brane model of [25] or the Vaidya model of
[1–3]. The technical reason for this similarity is that the linear growth of the entanglement
entropy with time in all these holographic models is due to a piece of the extremal surface
that is very close to the critical surface u = uc, the so-called Hartmann-Maldacena surface.
This piece of the extremal surface lies inside the black brane horizon and this region is
basically the same in the three cases.
Physically, the similarity can be understood as follows. In the Vaidya quench model,
for example, one considers a shock wave at t = 0 and computes how the entanglement
8Here we use the same terminology used in [3] to denote the holographic quench models of Hartmann
and Maldacena [25] and Liu and Suh [1, 2].
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entropy of a large subregion of the boundary evolves in time. In this paper, we consider
how the area of an extremal surface at t = 0 (boundary time) changes as we move the shock
wave time t0 further into the past. In both cases the value of the entanglement entropy
only depends on how much the shock wave is in the past of the extremal surface. As we
move the shock wave further into the past, a piece of the extremal surface inside the black
brane horizon becomes closer and closer to the critical surface u = uc, and this region of
the geometry is responsible for linear behaviour of the entanglement entropy with time.
The linear behavior of Sreg(A ∪ B) with logα implies that the mutual information
I(A,B;α) decreases linearly with t0, and the entanglement velocity plays an important
role in this phenomenon. This linear decrease of the mutual information controlled by the
entanglement velocity was also observed in [36] in the context of chaos in quantum channels.
The general relation between the mutual information and the entanglement velocity was
studied in [37], where the positivity of the mutual information was used to prove that the
entanglement velocity is bounded by the velocity of light.
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Figure 8: (a) Sreg(A∪B) as a function of logα. Here we consider a strip oriented orthogonally to
the anisotropic direction, a/T = 8.56 and uH = 1.097. The dashed line shows the linear behaviour
of Sreg(A ∪ B) as a function of log(α). The angular coefficient of this straight line is given by Eq.
(3.33). (b) Entanglement velocity as a function of the anisotropy parameter. The continuous red
curve represent the result for v⊥E , while the dashed red curve represents the result for v
||
E. The black
horizontal line is the isotropic result visoE =
√
2/33/4, whereas the gray horizontal line is the result
for a five-dimensional Lifshitz-like geometry, vLifE =
55/22
√
11
4×210/11 .
4 Discussion
We have studied the disruption of the two-sided mutual information in anisotropic shock
wave geometries. In particular, we have shown that the entanglement velocity plays an
important hole in this phenomenon. From the shock wave profile, we extracted several
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chaos-related properties of this system, namely, the butterfly velocity, the scrambling time,
and the Lyapunov exponent.
We find that the Lyapunov exponent saturates the chaos bound, λL = 2pi/β, as ex-
pected on general grounds [7], whereas the leading order contribution to the scrambling
time scales logarithmically with the black brane entropy, t∗ = 2piβ logSBH.
Figure 4 shows the mutual information in the unperturbed geometry as a function of
the strip’s width ` for some values of the anisotropy parameter and for strips orthogonal and
parallel to the anisotropic direction. We observe that the mutual information for orthogonal
strips are always bigger than the corresponding quantity for parallel strips. Moreover, we
also observe that for orthogonal strips the critical width `c, at which the mutual information
vanishes, decreases with the anisotropy while the corresponding quantity for parallel strips
is not affected by the anisotropy9. This implies that anisotropic systems can have non-zero
local correlations for smaller regions than isotropic systems. In other words, the anisotropy
increases the local entanglement between the two sides of the geometry, as compared to an
isotropic system with the same temperature.
Figure 6 shows the behavior of the shock wave parameter α as a function of the point
u0 that specifies a constant-u surface. α is an increasing function of u0, starting from zero
at u0 = uH and diverging at some critical point u0 = uc. This point increases with the
anisotropy and it is bigger for strips parallel to the anisotropic direction. This seems to
indicate that the anisotropy allows for Hartman-Maldacena surfaces that explore a bigger
region in the black hole interior. The behaviour of Sreg(A ∪ B) and I(A,B) is shown in
figure 7(a) and figure 7(b), respectively. The area of the extremal surfaces grows faster
with α when we increase the anisotropy, and the results for orthogonal strips are always
above the results for parallel strips. As a consequence, the mutual information drops to
zero faster as we increase the anisotropy. Therefore, on one hand, the anisotropy increases
the two-sided entanglement, while, on the other hand, it disrupts this entanglement faster,
as compared to an isotropic system with the same temperature.
Figure 8 (a) shows that, for some range of α, the extremal surface area grows linearly
with the time t0 at which the system was perturbed. This figure also shows that the
approximation given by Eq. (3.33) is valid not only for very large α (or u0 very close to
uc), but actually in the range 1 . α ≤ α∗, where α∗ is the value of α at which Sreg(A∪B)
becomes constant and I(A,B) = 0. As α ∼ 1 defines the scrambling time, we can say
that the linear approximation is valid when t0 & t∗ up to a later time. The behaviour of
Sreg(A∪B) as a function of t0 suggest that the gravitational set up used in this paper can
be thought of as another example of a quench protocol, where the quench effectively starts
when the shock wave time t0 is larger than the scrambling time t∗. It might be interesting
to investigate if the above set up can provide further insights on the interplay of chaos and
spreading of entanglement in strongly coupled systems.
The results for the entanglement velocities as functions of the anisotropy are shown
in Fig 8 (b). While v⊥E decreases with the anisotropy, staying below the isotropic value,
9The effects of anisotropy on the critical width `c are similar to its effects on the screening length of a
quarkonium static potential [38–40]. Note, however, that the result for a parallel (orthogonal) strip should
be compared to the result for a quarkonium oriented orthogonally (parallel) to the anisotropic direction.
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v
||
E increases with the anisotropy and seems to approach a constant value for a/T >> 1,
staying always above the isotropic value. Interestingly, an upper bound for the entanglement
velocity was proposed in [1, 2] and derived in [3]. The derivation of the bound relied on
imposing a null energy condition in an isotropic background. The bound depends on the
dimensionality of the spacetime, and is usually written in terms of the entanglement velocity
calculated for an AdS-Schwarzschild black hole vE ≤ vSchE . For five-dimensional spacetimes
this bound is given by the isotropic result visoE , which is violated by v
||
E. This is not in
contradiction with [1–3] because these papers assume isotropy. A bound was also derived
for the butterfly velocity [3], and is given by vB ≤ vSchB . For a five-dimensional spacetime,
this bound is given by visoB .
Finally, we comment on the results for the butterfly velocity. We first observe that
our formulas for the butterfly velocities v⊥B and v
||
B in generic anisotropic backgrounds (see
Eqs. (2.23) and (2.27)) agree with previously reported results [9, 41–43]. The specialization
of our formulas to the MT model is shown in figure 3. The butterfly velocity along the
anisotropic direction v||B decreases with the anisotropy, staying below the isotropic value,
whereas v⊥B increases with the anisotropy and approaches a constant value for a/T >> 1,
staying always above the bound given by the isotropic result. Again, this violation is not
in contradiction with [3] because that paper assumes isotropy.
The behaviour of the butterfly and the entanglement velocity can both be explained by
the fact that the MT geometry can be viewed as a renormalization group (RG) flow from
an AdS geometry in the ultraviolet (UV) to a Lifshitz-like geometry in the infrared (IR).
The parameter that controls this transition is the ratio a/T , which is small in the UV and
large in the IR. When a/T is small, the geometry is asymptotically AdS and we expect the
values of the butterfly and the entanglement velocities to be very close to the corresponding
conformal values, which are viso 2B = 2/3 and visoE =
√
2/33/4, respectively. For a/T >> 1,
we expect the butterfly and the entanglement velocities to be both given by the effective
IR Lifshitz theory, which gives (see appendix C)
v
|| 2
B =
11
16
r
2/3
H , v
⊥ 2
B =
11
16
≡ vLif 2B , (4.1)
for the butterfly velocities and
v
||
E =
55/22
√
11
4× 210/11 ≡ v
Lif
E , v
⊥
E =
77/22
√
11 r
1/3
H
3× 29/11 × 37/11 , (4.2)
for the entanglement velocities. The velocities v||B and v⊥E are both suppressed at low
temperatures (or a/T >> 1) because they are proportional to r1/3H ∼ T 1/3, while v⊥B and
v
||
E remain constant. 10 The results of figure 3 and figure 8 (b) show that the butterfly and
the entanglement velocities interpolate between the IR and the UV values, diagnosing the
corresponding RG flow. Both velocities respect the bounds vB ≤ 1 and vE ≤ 1, as required
for the micro-causality of the UV theory.
As the bounds for vE and vB are derived assuming isotropy and for Einstein gravity,
we expect these bounds to be generically violated in anisotropic systems and in higher
10The scaling of v||B and v
⊥
E with rH is explained in appendix C.
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curvature gravity. Indeed, a violation in the bound for vB for was recently reported in [43]
for an anisotropic and confining system. We believe, however, that these velocities should
still be bounded by their corresponding values in the IR effective theory, as it happens in
the MT model.
Possible extensions of this work include the study of the chaotic properties of others
anisotropic backgrounds and, more generally, of higher curvature gravity theories. Some
works in this direction include, for instance, [9, 10, 41, 42, 44–47].
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A Relation between α and u0
In this appendix we determine the relation between the shock wave parameter α and the
point u0 used to compute extremal areas in the shock wave geometry. This point lies behind
the horizon in a constante-u surface. By symmetry, the extremal surface homologous to
A∪B divides the bulk into two halves, as shown in figure 5. Following [26], we split the left
of the surface into three segments I, II and III. The first segment connects the boundary
(U, V ) = (1,−1) to the horizon (U, V ) = (U1, 0). The second segment goes from the horizon
(U, V ) = (U1, 0) to the point (U, V ) = (U2, V2) where the extremal surface intersects with
the Hartman-Maldacena surface. In Poincare coordinates this point is specified by u = u0
and some t. The third segment connects the point (U, V ) = (U2, V2) to the horizon at
(U, V ) = (0, α/2). In what follows we compute the unknown quantities U1, U2 and V2 in
terms of u0 and obtain an expression for α(u0). For convenience, we remember the definition
of Kruskal coordinates11
U = e
2pi
β
(u∗−t) , V = −e 2piβ (u∗+t) , u∗ = −
∫ u
0
du′
√
Guu(u′)
Gtt(u′)
. (A.1)
We consider first the case of a strip oriented orthogonally to the anisotropic direction. From
Eq. (3.17) the time t⊥(u) along the extremal surface can be written as
t⊥(u) =
∫
du
√
Guu
Gtt
1√
1 +G2xxGttγ
−2
⊥
. (A.2)
11These are the Kruskal coordinates in the left exterior region of the geometry. Inside the black hole, for
example, these coordinates are defined as U = e
2pi
β
(u∗−t), V = e
2pi
β
(u∗+t) and u∗ = −
∫ u¯
u
du′
√
Guu
Gtt
.
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Using the above equations we can express variation in the coordinates U and V as
∆ logU2 =
4pi
β
(∆u∗ −∆t) = 4pi
β
∫
du
√
Guu
Gtt
 1√
1 +G2xxGttγ
−2
⊥
− 1
 ,
∆ log V 2 =
4pi
β
(∆u∗ + ∆t) =
4pi
β
∫
du
√
Guu
Gtt
 1√
1 +G2xxGttγ
−2
⊥
+ 1
 . (A.3)
The coordinate U1 can be calculated considering the variation of U from the boundary to
the horizon
U21 = exp
4pi
β
∫ uH
0
du
√
Guu
Gtt
 1√
1 +G2xxGttγ
−2
⊥
− 1
 . (A.4)
To compute U2 we consider the variation of U from u = uH to u = u0
U22
U11
= exp
4pi
β
∫ u0
uH
du
√
Guu
Gtt
 1√
1 +G2xxGttγ
−2
⊥
− 1
 . (A.5)
The coordinate V2 can be written as
V2 =
1
U2
exp
[
4pi
β
∫ u0
u¯
du
√
Guu
Gtt
]
, (A.6)
where u¯ is a point behind the horizon at which u∗ = 0. The shift α can then be computed
by considering the variation in the V -coordinate along the segment III
α2
4V 22
= exp
4pi
β
∫ uH
u0
du
√
Guu
Gtt
 1√
1 +G2xxGttγ
−2
⊥
− 1
 = U21
U22
. (A.7)
After some simplifications, the parameter α can be written as
α⊥(u0) = 2 eK
⊥
1 (u0)+K
⊥
2 (u0)+K
⊥
3 (u0) , (A.8)
where
K⊥1 = −
4pi
β
∫ u0
u¯
du
√
Guu
Gtt
,
K⊥2 =
2pi
β
∫ uH
0
du
√
Guu
Gtt
1− 1√
1 +G2xxGttγ
−2
⊥
 ,
K⊥3 = −
4pi
β
∫ u0
uH
du
√
Guu
Gtt
1− 1√
1 +G2xxGttγ
−2
⊥
 , (A.9)
where we use the subscript ⊥ to indicate that these quantities were calculated for a strip
orthogonal to the anisotropic direction. The equivalent expressions for a strip oriented
parallel to the anisotropic direction are
α||(u0) = 2 eK
||
1 (u0)+K
||
2 (u0)+K
||
3 (u0) , (A.10)
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where
K
||
1 = −
4pi
β
∫ u0
u¯
du
√
Guu
Gtt
,
K
||
2 =
2pi
β
∫ uH
0
du
√
Guu
Gtt
1− 1√
1 +GxxGzzGttγ
−2
||
 ,
K
||
3 = −
4pi
β
∫ u0
uH
du
√
Guu
Gtt
1− 1√
1 +GxxGzzGttγ
−2
||
 . (A.11)
B Divergence of K3(u0)
In this section we determine the critical point u0 = uc at which K3(u0) diverges. K3 is
given by
K
||
3 = −4piT
∫ u0
uH
du
√
Guu
Gtt
1− 1√
1 +GxxGzzGttγ
−2
⊥
 (B.1)
for a strip orthogonal to the anisotropic direction and by
K⊥3 = −4piT
∫ u0
uH
du
√
Guu
Gtt
1− 1√
1 +G2xxGttγ
−2
⊥
 (B.2)
for a strip oriented along the anisotropic direction. Let us consider first the critical point
of K ||3 , the result for K
⊥
3 can be obtained from the result for K
||
3 by replacing Gzz by Gxx.
The critical point uc can be obtained by considering the integrand of Eq. (B.1) in the
limit where u→ u0. Note that
GxxGzzGttγ
−2
⊥ = −
GxxGzzGtt
Gxx(u0)Gzz(u0)Gtt(u0)
=
Gxx(u0)Gzz(u0)Gtt(u0) +
(
GxxGzzGtt
)′∣∣
u=u0
(u− u0)
Gxx(u0)Gzz(u0)Gtt(u0)
+O(u− u0)2
= 1 +
(
GxxGzzGtt
)′
GxxGzzGtt
∣∣∣
u=u0
(u− u0) +O(u− u0)2 . (B.3)
Using the above result in Eq. (B.1) one finds
K
||
3 ≈ −4piT
∫ u0
uH
du
√
Guu(u0)
Gtt(u0)
1− 1√
−
(
GxxGzzGtt
)′
GxxGzzGtt
∣∣∣
u=u0
(u− u0)
 . (B.4)
The above expression diverges when u0 → u||c such that(
GxxGzzGtt
)′
GxxGzzGtt
∣∣∣
u=u
||
c
= 0 . (B.5)
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The corresponding expression for u⊥c (the point where K⊥3 diverges) is
(
G2xxGtt
)′
G2xxGtt
∣∣∣
u=u⊥c
= 0 . (B.6)
As a first check for these expressions, let us consider the case at which Gxx = Gzz = r2,
and Gtt = f(r). The equation for rc is
(
r4f(r)
)′
r4f(r)
∣∣∣
u=uc
=
4
rc
+
f ′(rc)
f(rc)
= 0 . (B.7)
Multiplying the above result by f(rc)rc we obtain the Eq. (40) of [26] for d = 4, as expected.
C Anisotropic black branes: the MT model
In this section we briefly review the anisotropic black brane solution of Mateos and Tran-
canelli [23, 24]. This is a solution of type IIB supergravity whose metric in the Einstein
frame reads
ds2 =
`2AdSe
−φ(u)
2
u2
(
−B(u)F (u)dt2 + dx2 + dy2 +H(u)dz2 + du
2
F (u)
)
+ L2dΩ25 , (C.1)
where H(u) = e−φ(u) and Ω5 is the volume form of a round 5-sphere. The AdS radial
coordinate is u while the boundary theory coordinates are (t, x, y, z). The above metric has
a horizon at u = uH and the boundary is located at u = 0. We set the AdS radius `AdS
to unity in the following. The effects of the anisotropy on the geometry are controlled by
the ratio a/T , where T is the black brane Hawking temperature and a is the parameter of
anisotropy.
The above solution can be thought of as describing a renormalization group (RG) flow
from an AdS geometry in the ultraviolet (UV) to a Lifshitz-like geometry in the infrared
(IR). The transition is controlled by the ratio a/T , which is small in the UV and large
in the IR. The metric functions B, F , H and φ are known analytically in the limits of
a/T << 1 (UV) and a/T >> 1 (IR), and numerically in intermediate regimes [24]. Figure
9 shows the behaviour of B, F , H and φ as a function of the AdS radial coordinate u.
This coordinate extends from the boundary u = 0 up to some point inside the black brane
horizon u = 2uH. From figure 9 we can see that, at least for uH ≤ u ≤ 2uH, the metric
functions are well-behaved even inside the black brane horizon.
Finally, we comment that the above solution satisfies the conditions given in Eq. (2.18)
for the existence of consistent shock wave solutions.
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Figure 9: (a) Metric functions for a/T ' 4.4. (b) Metric functions for a/T ' 25. The continuous
curves represent the result outside the horizon (u < uH), whereas the dashed curves represent the
results inside the horizon (u > uH). Here we have fixed uH = 1.
C.1 High-temperatures or small anisotropies (a/T << 1)
In the limit a/T << 1 there is an analytic solution for metric functions
F (u) = 1− u
4
u4H
+ a2F2(u) ,
B(u) = 1 + a2B2(u) ,
φ(u) = a2φ2(u) , (C.2)
with
F2(u) =
1
24u2H
[(
7u4 + 3u4H
)
log
(
u2
u2H
+ 1
)
− 10u4 log 2 + 8u2 (u2H − u2)] ,
B2(u) =
u2H
24
(
10u2
u2 + u2H
+ log
(
u2
u2H
+ 1
))
,
φ2(u) = −u
2
H
4
log
(
u2
u2H
+ 1
)
. (C.3)
The Hawking temperature and the entropy density of the above solution are given by
T =
1
piuH
+
uH(5 log 2− 2)
48pi
a2 , s =
pi2N2c T
3
2
+
NcT
16
a2 . (C.4)
The butterfly velocity along the anisotropic direction and perpendicular to it can be written
as
v
|| 2
B =
2
3
− (uHa)
2
72
(log 256 + 2), v⊥ 2B =
2
3
+
(uHa)
2
72
(log 16− 2) . (C.5)
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The effect of anisotropy is to increase v⊥B and decrease v
||
B with respect to the isotropic value
visoB =
√
2/3.
The entanglement velocity for parallel and orthogonal strips can be written as
v
|| 2
E =
2
3
√
3
− (uHa)
2
108
(
3
√
3 + 4
√
3 log[1 +
√
3]− 3
)
,
v⊥ 2E =
2
3
√
3
+
(uHa)
2
108
(
3− 3
√
3 + 2
√
3 log[1 +
√
3]
)
. (C.6)
In this case the effect of the anisotropy is to increase v||E and decrease v⊥E with respect to
the isotropic value visoE =
√
2/33/4.
C.2 Low-temperatures or high anisotropies (a/T >> 1)
In the limit a/T >> 1 the solution (C.1) flows to a Lifshitz-like geometry [24], whose metric
in Einstein frame reads [48]
ds2 = L2
[
r2(−F (r)dt2 + dx2 + dy2) + r4/3dz2 + dr
2
r2F (r)
]
+ L2dΩ25 . (C.7)
with
F (r) = 1−
(rH
r
)11/3
, (C.8)
where rH is the position of the horizon and the coordinate r is related to the u-coordinate
as r7/3 ∼ u−2 [24]. The Hawking temperature and the entropy density are given by
T =
11rH
12pi
, s = constant×N2c a1/3 T 8/3 . (C.9)
The butterfly velocity along the anisotropic direction and perpendicular to it can be written
as
v
|| 2
B =
11
16
r
2/3
H , v
⊥ 2
B =
11
16
≡ vLif 2B , (C.10)
where the scaling v||B ∼ r1/3H is due to the fact that the coordinate z in the metric (C.7) has
dimension 2/3, while the time coordinate t has dimension 1, and so the dimension of the
butterfly velocity in this direction is [dz/dt] = 1/3. The entanglement velocity for parallel
and orthogonal strips reads
v
||
E =
55/22
√
11
4× 210/11 ≡ v
Lif 2
E , v
⊥
E =
77/22
√
11 r
1/3
H
3× 29/11 × 37/11 , (C.11)
where the scaling v⊥E ∼ r1/3H is due to the presence of a factor of G1/2zz in the denominator of
the formula for v⊥E and no such factor in the numerator. See Eqs. (3.36) and (3.38). The
velocities v||B and v⊥E are both suppressed at low temperatures because they are proportional
to r1/3H ∼ T 1/3, while v⊥B and v||E remain constant. In the main text we show that vB and vE
interpolate smoothly between the UV and the IR values as we increase the ratio a/T .
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