Abstract-In this paper, we present two new articulated motion analysis and object tracking approaches: the decentralized articulated object tracking method and the hierarchical articulated object tracking method. The first approach avoids the common practice of using a high-dimensional joint state representation for articulated object tracking. Instead, we introduce a decentralized scheme and model the interpart interaction within an innovative Bayesian framework. Specifically, we estimate the interaction density by an efficient decomposed interpart interaction model. To handle severe self-occlusions, we further extend the first approach by modeling high-level interunit interaction and develop the second algorithm within a consistent hierarchical framework. Preliminary experimental results have demonstrated the superior performance of the proposed approaches on real-world videos in both robustness and speed compared with other articulated object tracking methods.
I. INTRODUCTION AND RELATED WORK
A RTICULATED motion analysis and object tracking from videos has received a significant amount of attention in recent years driven by its wide applications such as human-computer interaction, patient rehabilitation, biomechanics, human activity analysis, computer animation, etc. Articulated object tracking is a challenging task because of the exponentially increased computational complexity in terms of the degrees of freedom of the object and the severe image ambiguities incurred by frequent self-occlusions.
Many approaches have been studied to circumvent the problems inherent in articulated object tracking. Most earlier efforts of articulated motion analysis took advantage of 2-D or 3-D object models [1] . Drummond and Cipolla [2] presented an algorithm which propagated statistics of probability distributions through a kinematic chain to obtain maximum a posteriori estimates. Erol et al. reviewed the existing hand motion estimation methods in [3] . A unified spatio-temporal articulated model was proposed by Lan and Huttenlocher [4] . Kalman filters have been Manuscript received April 20, 2006 ; revised March 9, 2007 . The associate editor coordinating the review of this manuscript and approving it for publication was Dr employed by many researchers to combat occlusions in articulated object tracking [5] , [6] . In the context of multiview body tracking, Bregler and Malik [7] proposed to track people with twists and exponential maps. Kehl et al. [8] presented an approach based on a volumetric reconstruction and a stochastic meta descent optimization. Sequential Monte Carlo method or particle filter [9] was demonstrated to be efficient for object tracking in clutter [10] and has also been introduced for articulated motion analysis. Deutsher et al. [11] modified the Condensation algorithm [10] by an annealed particle filter. Choo and Fleet [12] described a filter that used hybrid Monte Carlo to obtain efficient samples in high-dimensional spaces. Chang et al. [13] proposed an appearance-based particle filter for articulated hand tracking. Although promising and effective in different aspects, the successful application of particle filtering was limited to situations where the dimension of the joint state is relatively small. For high-dimensional state spaces, many algorithms become computationally inefficient and, thus, ineffective. Recently, graphical models such as Bayesian networks have been used to facilitate the analysis of articulated object tracking. Sudderth et al. [14] developed a nonparametric belief propagation algorithm based on the regularized particle filter and structured graphical models. Isard combined belief propagation with ideas from particle filtering and proposed a PAMPAS algorithm in [15] . Sigal et al. [16] applied the PAMPAS algorithm to a 3-D loose-limbed model for people tracking. Wu et al. [17] proposed a mean field Monte Carlo algorithm based on a dynamic Markov network for 2-D articulated body tracking.
In this paper, we present two novel approaches for articulated motion analysis and object tracking from videos, which are referred to as decentralized articulated object tracking (DAOT) and hierarchical articulated object tracking (HAOT). Distinct from the existing approaches, DAOT exploits an innovative decentralized framework based on a graphical model analysis. Facilitated by graph decomposition, we derive a novel Bayesian conditional density propagation rule, which models the interpart interaction of articulated objects explicitly in a consistent Bayesian framework. To efficiently handle the severe self-occlusion problem, HAOT further extends the DAOT approach by modeling high-level interunit interaction and proposes a robust hierarchical framework for articulated object tracking.
The paper is organized as follows. Section II presents the proposed DAOT framework. Section III describes the extended hierarchical framework of the HAOT approach. In Section IV, we provide experimental results. 
II. DECENTRALIZED FRAMEWORK FOR ARTICULATED MOTION ANALYSIS AND OBJECT TRACKING

A. Articulated Object Representation
An articulated object can be represented by a graphical model such as shown Fig. 1 . It has two layers: the hidden state layer (circle nodes) and the observation layer (square nodes). Each circle node corresponds to a part of the articulated object. For example, considering a human body, a part can be the torso, or a thigh, etc. The undirected links represent physical constraints among different articulated parts. Each individual part is associated with its observation. The directed link from a part's state to its associated observation represents the local observation likelihood.
Instead of using the joint state representation for the whole articulated object, we denote the state of each part at time by , where is the index of parts. can be the part's model or motion parameters. For example, in our implementation, since we adopt a cardboard model [1] for each part, the state is chosen as where is a characteristic point, such as the center or a joint; are the width and height; is the rotation angle of the cardboard around the characteristic point with respect to the axis. For a 3-D articulated object, other models such as the loose-limbed body model [16] can be used instead. Moreover, we denote the observation of by , the set of all history states up to time by where is the initialization prior, the set of all observations up to time by . Furthermore, different parts are obviously not independent. Each part only interacts with its neighbor. We denote the neighborhood parts of by , the joint state of all neighbors by , the observations associated with by . In order to describe the motion of an articulated object, we accommodate the state dynamics by a dynamical graphical model such as shown in Fig. 2 . It contains two consecutive time frames. The directed links between consecutive states represents the dynamics which is assumed as a Markov chain. Directly analyzing the dynamical graphical model is challenging due to the complicated correlations and mixed undirected/directed links. In order to facilitate the analysis and achieve real-time implementation, we adopt a decentralized framework for each part instead of analyzing the articulated object as a whole. Therefore, we perform a graphical decomposition based on the following steps. 1) The original graphical model is decomposed into models, each of which formulates one part of the articulated object. 2) All nonneighboring state nodes and their observations corresponding to the current analyzed part's state are removed. That is, only the neighboring state nodes, their associated observations, and the directed links between them are preserved. 3) Each undirected link between two neighboring state nodes is further decomposed into a couple of directed links. The direction is chosen to point from the current part's state to other states. For example, Fig. 3(a) shows the decomposition result for part 3 in Fig. 2 . Although the directed links of other parts' dynamics are neglected for simplicity when analyzing a particular part, this information is not lost but is considered when analyzing the other parts. Thus, when using simultaneous trackers, one tracker per decomposed model for each part, all decomposed models together capture all of the information (nodes and links) of the original graphical model. Furthermore, since each submodel preserves the correlation between neighboring state nodes, the proposed framework is not a simple product of submodels for the original model, which distinguishes this decomposition from the use of independent trackers. The decomposed graphical models are directed acyclic independence graphs [18, pp. 56-82] . By exploiting the separation theorem [18] to the associated moral graph [18] such as shown Fig. 3(b) , it is easy to verify the following markov properties [18] , i.e., conditional independence properties, for each decomposed graphical model
Properties (1b) and (1c) indicate that the observations in different time frames are conditionally independent given the states. Properties (1a) and (1f) can be interpreted to state that a part's observation is conditionally independent of other state nodes, given the parent state node. Property (1d) is consistent with the first-order hidden Markov property usually imposed in conventional Bayesian tracking on the state dynamics. Property (1e) states that, given a part's state, its neighboring observations are conditionally independent.
B. Bayesian Conditional Density Propagation
The graphical model of articulated objects presented in the previous section has the potential to be used in different applications of motion analysis such as estimation, prediction, and filtering. In this section, we formulate the motion estimation problem. In other words, given the observations, we want to determine the underlying object state. We will use multiple trackers, one tracker per object part, simultaneously for the whole articulated object. This is achieved in a decentralized scheme by inferring the posterior for each decomposed graphical model associated with an object part
In (2), we apply the Markov properties (1a) and (1b). The denominator in (3) can be regarded as a normalization constant since it is not related to the state. In (4), we use the properties (1c) and (1d). In (5), the Markov property (1e) is applied. In (6), the property (1f) is used.
The above Bayesian stochastic formulation explicitly models the physical interaction among neighboring parts of an articulated object. Clearly, the posterior of part at time is affected by five factors: 1) the posterior in the previous frame at time ; 2) the local likelihood of the analyzed part ; 3) the dynamics ; 4) the "interpart interaction" density , which models the prior physical interaction between part and its neighboring parts ; and 5) the local likelihood of neighboring part , which can be regarded as a weighted bias of the associated interpart interaction .
C. Sequential Monte Carlo Approximation
In this section, we use the sequential Monte Carlo (SMC) method [9] to approximate the generic Bayesian updating framework presented in the previous section. We refer to this algorithm as DAOT.
The basic idea of SMC approximation is to use a weighted sample set to estimate the posterior density, which is in our formulation, where are the samples, are the associated normalized weights, and . According to the importance sampling theory [9] , it is possible to generate the samples from an importance density with associated importance weights (7) For the sequential case, if the importance density is chosen to factorize such that (8) then by substituting (6) and (8) into (7), we have (9) In (9), the integral has been approximated by a summation, where is the total number of samples of part . The density models the interaction between two neighboring parts' samples and . The local likelihood acts as a weight to the associated interaction. They work together to constrain the neighboring parts and prevent different parts of the articulated object from separating over time. The dynamics can be estimated using a random walk model [19] , a second-order constant acceleration model [17] , etc. For the local likelihood, we use the same models as those used in conventional Bayesian tracking [19] , [20] . Estimation of the interpart interaction density and the choice of the importance density are not trivial and will be discussed in the following sections.
Isard [15] , Sudderth et al. [14] , and Wu et al. [17] have independently developed algorithms to model the interaction of articulated structure with the aid of multiple particle sets. Sigal et al. [16] applied the PAMPAS algorithm proposed in [15] with a loose-limbed model for people tracking. These methods share a similarity with our DAOT in that, although in different ways, an object part can "communicate" with its neighbors by a "message" term which incorporates the prior knowledge of the physical interaction constraints. The main difference between our DAOT and these algorithms is that the methods in [14] - [16] are based on belief propagation and the approach in [17] uses probabilistic variational analysis and mean field iteration, whereas our DAOT is based on directed acyclic independence graph analysis [18] and Bayes' rule. Moreover, we propose a new interpart interaction model of articulated constraints, which is presented in the following section.
1) Interpart Interaction Model:
The interpart interaction density models the constraints between analyzed part and its neighboring part . Estimation of this density should adapt to different applications and is usually critical in practical implementation. Wu et al. [17] proposed a constraint model for the 2-D human body. It is fast and easy to implement, although it does not handle the pose relation between two adjacent parts and, thus, does not provide satisfactory results for self-occlusion as shown in Section IV. Sigal et al. [16] proposed a Gaussian mixture model for 3-D human body. In principle, this learning-based model is powerful since it implicitly incorporates different constraint information. However, in practice, due to its consideration of different cues together in one model by a joint state representation, this approach has high computational requirements for model training. Inspired by these methods, we propose an efficient decomposed interpart interaction model. It can be observed that the relative locations and poses of two adjacent parts are independent. Therefore, by temporarily discarding the time index, we have (10) where we assume that the size of an object part is independent of its location and pose. Without considering the size relation between two parts, becomes uniformly distributed. Thus, we can further simplify (10) to be (11) where are the coordinates of the characteristic points. models the location interaction of two adjacent parts. As a specific example, we can estimate it by a "spring-joint" model similar to [17] ( 12) where is the covariance matrix of this bivariate normal distribution. In (11) , models the pose relation of two adjacent parts. It can be estimated either by some prior knowledge [16] in the experiments.
2) Importance Density Selection: The efficiency of a sequential Monte Carlo-based approach is strongly dependent on the selected importance density . When is close to the true posterior, the samples are more effective. A natural choice of the importance density which has been widely used in the literature [10] , [17] is the state dynamics . In our experiments, we choose this importance density in order to highlight the effectiveness of the proposed framework and for better comparison with other approaches.
3) Pseudo-Code: We summarize the main steps of the proposed DAOT using Sequential Monte Carlo approximation in Table I . We only illustrate the implementation of one object part at one time step. In our experiments, we chose the iteration number of the interpart interaction .
III. HIERARCHICAL DECENTRALIZED FRAMEWORK FOR ARTICULATED MOTION ANALYSIS AND OBJECT TRACKING
Although the proposed DAOT is very effective in terms of speed and robustness in most cases for articulated object tracking, we found that it has limitations in solving severe self-occlusion. These problems motivated us to propose a more sophisticated HAOT framework. 
A. Hierarchical Graphical Modeling
The interaction inside an articulated object lies not only in the adjacent parts but also some "high-level" nonadjacent "part groups." For clarity, we define a group of parts as a unit, which is denoted by , where ; is the total number of units. For instance, each limb of a human body contains two parts and can, thus, be regarded as a unit. Similar to the model in Section II-A, but considering the "high-level" unit interaction as well, we represent the same articulated object in Fig. 1 by a hierarchical graphical model as illustrated in Fig. 4 . The observation layer is not shown for simplicity and clarity. Compared with the model in Fig. 1 , the difference of this hierarchical model is that it introduces a high-level layer containing big purple ellipse nodes and red curve links. Each big ellipse node corresponds to a unit of the articulated object. The undirected curve links between units represent "high-level" interaction. A good example of such kind of interaction appears in the human body. It can be observed that when a person walks normally, there is a specific phase relation among arms and legs. For instance, when the left leg moves forward, the right arm also moves forward while the left arm moves backward. This information can be used to solve self-occlusion. We denote the related units of by , the joint state of all these related neighboring units by , and the corresponding observations by . Similar to DAOT, we adopt a decentralized framework and, therefore, decompose the graphical model for each part. Fig. 5(a) presents the decomposition result for part 3 from Fig. 4 . Fig. 5(b) shows the corresponding Moral Graph. From the decomposed graphs, it is easy to verify the following Markov Properties [18] by exploiting the separation theorem [18] (13a)
In addition to the above Markov properties, we also make an assumption to facilitate the derivation.
Assumption 1: for all . This assumption assumes all the parts share the same "relation" with the neighboring units , which is the interaction between high-level units and . It a reasonable simplification whose soundness can be ascertained a simple analogy. For simplicity, we may use the relation among universities as a substitute. Imagining that represents Harvard University and corresponds to other IV League schools such as Yale University. Let us consider to be a specific student at Harvard. Therefore, without any prior knowledge, we assume that the relation between this specific student and Yale University is equivalent to the relation of any other student at Harvard to Yale University.
B. Hierarchical Bayesian Conditional Density Propagation
Similar to DAOT, we present a Bayesian conditional density propagation framework for each decomposed graphical model. Facilitating by the derived Markov properties (13a)-(13j), the posterior density for part can be estimated as follows: (14) (15) In (14), we use Markov properties (13a) ande (13b). In (15), we apply the properties (13c) and (13d). The density in (15) models both the low-level and high-level interaction between part-neighbors and unit-neighbors for . We further derive this likelihood density as follows: (16) (17) (18) (19) In (16), we use Markov properties (13e) and (13f). In (17) , the double integral is separated into two single integrals for the different variables. In (18), we use Assumption 1. In (19), we apply the properties (13g) and (13j). As we can see in (18) , the joint interaction likelihood of is finally decomposed into two different factors: the low-level interpart weighting and the high-level interunit weighting.
Compared with DAOT, HAOT extends DAOT by introducing an additional high-level interunit weighting factor as shown in (19) . Without considering the high-level interunit interaction, HAOT degrades to DAOT. This can be easily achieved by assuming the interunit weighting densities to be uniformly distributed.
C. Sequential Monte Carlo Implementation
We can also use the sequential Monte Carlo method [9] to approximate the conditional density propagation rule derived in the previous section.
In the context of HAOT, if the importance density is chosen to be (20) then, according to the importance sampling theory [9] , the sample weights can be updated by (21) By substituting (15), (19) , and (20) into (21) and approximating the integrals by summations, we have (22) where is the sample index of part (unit ), is the sample index of part is the sample index of unit is the total sample number of part , and is the total sample number of unit . By using Markov property (13k), the density in (22) can be further approximated by a product of all parts' local observation likelihoods in unit (23) Noticing that all the parts of an articulated object are tracked simultaneously in our framework. By first calculating all parts' local observation likelihood, we do not have to calculate the interunit observation likelihood separately, but can use the available local likelihoods to estimate the interunit weighting directly as shown in (23) . This saves a lot of computation and makes the implementation very fast. 
D. High-Level Interaction Model
The modeling complexity of high-level interunit interaction depends on different factors such as the dimensionality of units, the video scene, the object motion regulation, etc. Without using any prior knowledge, the interunit interaction model could be learned from video data by using density estimation techniques [21] . As a paradigm, we used a Gaussian mixture model [22] in our experiments to estimate the density from training data for a walking person. The distribution is learned using 3715 ground truth frames of a walking person collected at 25 frames per second. A standard iterative expectation-maximization (EM) algorithm [22] with -means initialization is used to learn Gaussian mixture model.
IV. EXPERIMENTAL RESULTS
In this section, we report some of the experimental results. The tracking performance of the proposed two methods were compared both qualitatively and quantitatively with the multiple independent trackers (MIT) [10] , joint particle filter (JPF) [23] , mean field Monte Carlo (MFMC) [17] , and loose-limbed people tracking (LLPT), respectively. All experiments were performed using C++ on a 3.2-GHz Pentium IV PC without code optimization.
A. Qualitative Tracking Results
The video contains a girl moving her arms. It has 122 frames and was captured by 25 fps with a resolution of 320 240 pixels. The uniform color of the sweater and fast motion make it challenging for articulated object tracking. The proposed DAOT achieved robust tracking results even when the arms moved rapidly as shown in Fig. 6 .
The video has a finger bending into the image plane as illustrated in Fig. 7 . It was captured by 15 fps with a resolution of 240 180 pixels and has 345 frames. We use this video to demonstrate the ability of DAOT to handle self-occlusions and show its potential for 3-D applications. The black points indicate the characteristic joint points used for interpart interaction.
The sequence contains a person walking forward inside a classroom. It has 66 frames and was captured by 25 fps with a resolution of 320 240 pixels. The identical color of the torso and arms, and the frequent severe self-occlusions among limbs make it difficult for articulated object tracking. To compare DAOT and HAOT against the state of the art, we independently implemented the MFMC and LLPT. In Fig. 8 , we illustrate the sample result frames. MFMC kept the connection Fig. 10 . Comparison of RMSE using MIT [10] , JPF [23] with 100 samples and 500 samples, respectively, and the proposed DAOT on the synthetic sequence. among parts. However, it could not produce satisfactory results when self-occlusion presented. For simplicity and better comparison we used a 2-D instead of 3-D learned model to handle the interaction among limb parts in the LLPT, which presented improved results. However, since the location and rotation relations were considered jointly and learned implicitly together in a single model, with a fixed number of samples, the tracking results of LLPT were still not accurate. Compared with LLPT, DAOT improved the performance in that the connections among parts were preserved well. This is because DAOT uses separated interaction models for the location and rotation. Similar to LLPT, DAOT only exploits the physical adjacent constraints of the human body. This lead it to still suffer from the self-occlusion problem. By handling the high-level interaction among arms and legs and using a learned model of limb poses, HAOT gave the best results.
The video sequence was captured in a gym from a sideview of a person on a walking machine. Compared with the sequence, this video is much longer (1716 frames) and has a very cluttered background. The person's movement were not purely cyclic since he occasionally raised his right arm. As we can see in Fig. 9(a) , DAOT tracked the object parts well in most frames for both cyclic and irregular motions (such as the right arm in Frame 1610). However, since it only models the interpart interaction and lacks an effective scheme to handle the high-level interaction among limbs, it could not solve the selfocclusion among limbs robustly. HAOT successfully solved the self-occlusion problem by handling both the high-level interaction among arms and legs and the low-level physical constraints between parts in each limb as shown in Fig. 9(b) . Since the interaction model did not include the information for irregular motion, HAOT lost such moving parts as shown in Frame 1610.
B. Quantitative Performance Analysis and Comparisons
In this section, we present a quantitative speed and accuracy analysis of DAOT and HAOT compared with other approaches.
As discussed in the introduction, the computational complexity of many existing particle filter-based articulated object tracking approaches increases exponentially in terms of the number of tracked object parts since they rely on a joint state representation. The proposed DAOT and HAOT adopt a decentralized framework and, thus, share the advantage that the computational cost increases linearly with the number of tracked parts of the articulated object. In Table II , we compare the computational cost and speed of a centralized approach JPF and DAOT. The data is obtained by applying these two methods with various numbers of tracked parts in the sequence. As we can see, to achieve a reasonable robust performance, JPF requires an exponentially increasing computational cost (in terms of samples) when the number of tracked parts increases, while our DAOT needed much less samples. Compared with JPF whose speed decreased rapidly, the speed of the DAOT decreased linearly with the number of tracked parts.
Quantitative evaluation of the performance of articulated object tracking is an unresolved matter. We have used different criteria to evaluate the performance of the proposed approach.
1) Synthetic Data: Two parts are joined together and rotate with different speeds in the image plane simulating the movement of a finger. Using the ground truth data, we can calculate the root-mean-square-error (RMSE) of the tracked parts' centers. In Fig. 10 , we compare the RMSE of MIT, JPF and DAOT on the synthetic video. Fig. 11 also illustrates the visual tracking results of DAOT. As we can see, without modeling the interaction, the RMSE of MIT is much larger than JPF and DAOT. Even though JPF could achieve comparable RMSE with DAOT, it needs many more samples (500 samples). Thus, the computational cost is much higher and the speed is significantly lower. On the other hand, with the same number of samples, DAOT achieved robust tracking results with much smaller RMSE.
2) Real-World Data: Due to absence of ground truth data, it is difficult to compute the RMSE for real-world videos. Instead, we compare the tracking accuracy of different approaches by 
where a position failure is defined as the absence of a tracker associated with one of the tracked parts and a label failure is defined as a tracker associated with a false object part.
In Table III , we compare both the speed and accuracy data of different particle filter-based approaches on the sequence. The reported optimal number of samples of each method was selected by trial-and-error. We chose the smallest number of samples which did not degrade the tracking performance significantly. As we can see, even with a much bigger number of samples than other approaches, MIT could not produce satisfactory results. MFMC and LLPT improved the performance in that both FPR and FLR became lower. This was achieved by paying additional computational cost to model the interaction. Compared with MFMC and LLPT, the proposed DAOT and HAOT model the interaction constraints of an articulated object more efficiently. With a much smaller number of samples, DAOT and HAOT achieved more robust tracking results. Moreover, even for the whole human body tracking which included ten parts, DAOT and HAOT obtained quasi-real-time running speed. 
