ABSTRACT The topic of the rank minimization problem with affine constraints has been well studied in recent years. However, in many applications the data can exhibit other structures beyond simply being low rank. For example, images and videos present complex spatio-temporal structures, which are largely ignored by current affine rank minimization (ARM) methods. In this paper, we propose a novel approximate message passing (AMP)-based approach that is capable of capturing additional structures in the matrix entries, and can be implemented in a wide range of applications with little or no modification. Using probabilistic low-rank factorization, we derive our generalized AMP-based algorithm as an approximation of the loopy belief propagation algorithm. In addition, we apply a rank selection strategy and an expectationmaximization estimation strategy that adaptively obtain the optimal value of the algorithmic parameters. Then, we discuss the specializations of our proposed algorithm to the applications of structured ARM problems, such as compressive hyperspectral imaging and compressive video surveillance. Simulation results with both synthetic and real data demonstrate that the proposed algorithm yields the state-of-theart reconstruction performance while maintaining competitive computational complexity.
I. INTRODUCTION
Finding minimum rank matrices subject to some problemspecific constraints that are often characterized as an affine set has been the focus of many studies, such as compressive computational biology [1] , face recognition [2] , collaborative filtering [3] , hyperspectral imaging [4] , and quantum state tomography [5] . Recently, various practical problems in signal processing have attracted considerable attention of structured affine rank minimization (ARM) problems, in which the matrix representations have much richer structures that clearly cannot be described only using low-rank. Typical examples include recovering a simultaneously sparse (or joint sparse) and low-rank matrix [6] - [10] , and recovering a matrix that is superposition of a sparse matrix and a low-rank matrix [10] , [11] , and so on (e.g., [12] , [13] ). Unsurprisingly, imposing low-rank and other structures of interest simultaneously with the model representation leads to enhanced interpretability, and hence is more attractive and effective than simply imposing low-rank.
To promote the low-rank and other structures together, most existing convex and non-convex methods are based on the combination of certain regularizers (penalties) for these structures [10] , [14] - [18] . As an example, for recovering a simultaneously sparse and low-rank matrix from linear measurements [6] , [8] - [10] , one typically considers the penalties that consist of a nuclear norm (for low-rank structure) and a 1 -norm (for sparse structure). However, constructing a suitable penalty that can effectively describe some ''dirty'' structures, (e.g., the time-varying sparsity profile in the EEG/MEG data [19] , the spectral and spatial coherence in the material spectra (endmembers) and abundances of hyperspectral unmixing, respectively [12] ), is sometimes nontrivial, since ensuring the resulting penalty can be computed in a tractable or cost-effective way is often daunting, especially when the structures are nonlinear, or the problem dimensionality is high.
The Bayesian-based approach, as a non-convex alternative technique that is capable of exploiting substantial structures by performing probabilistic model, is considered as a promising solution for rank minimization problems without general affine constraints [20] - [22] . Recently, [23] applied Bayesian modeling techniques adapted from probabilistic PCA for the general affine minimization problems. The resulting algorithm is able to produce near-optimal reconstruction accuracy. However, its computational complexity is high because of the matrix inversion in the maximum a posteriori step.
A. CONTRIBUTION
In this paper, our main contribution is the development of an efficient algorithm based on the approximate message passing (AMP) methodology in [24] - [29] that can exploit a variety of probabilistic forms of additional structures and reliably solve a wide range of structured ARM problems at a speed much faster than the state-of-art. Our proposed algorithm, generalized ARM AMP (GARM-AMP), offers tractable approximations of the sum-product message passing algorithms [30] by leveraging results of the central limit theorem that hold in the large-system limit. For context, we note that GARM-AMP is a further extension of the original generalized-AMP (GAMP) and bilinear generalized-AMP (BiG-AMP) approach from [26] , [28] , which cannot be directly applied to the most of the ARM problems (see Section I-B). In addition, as a tuning parameter-free approach, our method can effectively estimate the hyperparameters of the assumed statistical models and the optimal rank of the low-rank matrix based on expectation-maximization (EM) learning [28] , [31] and the rank selection strategy of penalized log-likelihood maximization [28] , respectively. Furthermore, we present a detailed numerical investigation of GARM-AMP applied to compressive hyperspectral imaging and compressive video surveillance. Our simulation results using both synthetic and real-world datasets show that GARM-AMP yields high estimation accuracy and requires short runtime when compared to existing state-of-the-art algorithms.
B. RELATED WORK
The AMP approach, as an approximation of loopy belief propagation [32] , is first proposed for the classical compressive sensing problem in [24] , and subsequently generalized to the linear inverse problem, and referred to as GAMP [26] . The GAMP is then extended to perform approximate inference for the bilinear inverse problem [28] that estimates G and L from an observation of Z = GL. The resulting approach, termed BiG-AMP, is limited to matrixfactorization-related problems as BiG-AMP does not handle general affine constraints. Recently, a parametric BiG-AMP (P-BiG-AMP) approach [13] has been proposed to estimate vectors b and c from a measurement of the output Z = B(b)C(c), where B and C are matrix-valued affine linear functions. Absorbing the affine operator into the likelihood model in the factor graph, the P-BiG-AMP can be viewed as a careful re-parameterized generalization of the BiG-AMP, and enables its application to matrix-uncertain compressive sensing, blind deconvolution, and low-rank-plus-sparse recovery problems [13] .
In this paper, the proposed GARM-AMP extends this line of work by applying the AMP framework to the ARM problem of estimating G and L from an affine linear measurement of their product, i.e., z = A(GL), where A denotes an affine linear function. By representing the linear affine transformation and bilinear matrix factorization in the factor graph, our proposed approach adopts efficient approximations and the ''Onsager'' corrections [25] - [29] to the formal belief propagation recursion over the factor graph, leading to effective reconstruction of structured matrices G and L with high estimation accuracy.
The key properties and characteristics of the AMP that lead to effective and flexible reconstruction of structured low-rank matrix are associated with the following:
• Reconstruction error that, in the limit of large systems, can be exactly evaluated by a state-evolution (or densityevolution) whose fixed points, when unique, yield exact posterior estimations [25] - [27] , [29] ;
• A low computational complexity which scales linearly with the problem dimensions (e.g., for the generalized linear case, dominated by matrix multiplications per iteration, and converged with few iterations) [27] , [28] ;
• The AMP provides a probabilistic methodology that can applies to essentially arbitrary priors distributions of the low-rank matrix entries as well as likelihood distributions of the observed data, which appears to be a promising method to effectively model assorted structures [27] , [28] .
Since the convergence of the AMP-based algorithms for finite-dimensional problems is not fully guaranteed, a variety of methods have been proposed to prevent divergence of the AMP-based algorithms [28] , [35] , [36] . For example, [28] , [35] consider a damping mechanism that aids convergence under finite problem sizes by damping the updates of several key variables during AMP iteration. [36] shows that a sequential, or swept, random update of AMP backward messages can stabilize AMP significantly, in comparison to the standard parallel calculation. In Table. 1, we briefly summarise some notations. In Section II, we describe the model of the generalized ARM problem, and detail our proposed algorithm. Then, in Section III, we use a rank selection strategy and an EM algorithm for adaptively tuning. In Section IV, we describe in detail the proposed GARM-AMP for the canonical ARM problem and present some numerical results. In Sections V and VI, we discuss how the GARM-AMP is related to the specific applications including compressive hyperspectral imaging and compressive video surveillance, and present more numerical results on real data. In Section VII, we conclude the paper.
II. THE GARM-AMP ALGORITHM
We begin by reviewing the generalized ARM problem, which involves solving
where X ∈ R N ×T 1 is an unknown low-rank matrix, y ∈ R M represents an observation vector, and A : R N ×T → R M (M ≤ NT ) denotes an affine function. Generally, one can represent any A in matrix representation A(X) = Avec(X) and have
where A ∈ R M ×NT is a matrix defining the linear matrix affine operator A. The canonical ARM problem in (2) can be extended to many cases of interest, e.g., 1) Column affine recovery, in which each set of measurements is a linear combination of the columns of X ∈ R N ×T [23] , [34] , i.e.,
where A ∈ R M ×N (M ≤ N ) is a matrix defining the linear column affine operator A, Y ∈ R M ×T is an observation matrix.
2) The Matrix Completion (MC) setting, in which each entry of Y is the corresponding entry of the matrix where the subset of the observations is sampled uniformly at random [14] - [18] , [28] , [34] , i.e.,
where X is a low-rank matrix of interest, but we are only able to observe entries from the set . For the sake of brevity, our proposed algorithm focuses on the problem in (2) . However, it is straightforward to extend the algorithm to the problem (3) by elaborating the problem (3) as
In doing so, A = 1 T ⊗ A ∈ R M T ×NT is a block diagonal matrix.
Also note that problem (4) can be solved by using the BiG-AMP algorithm [28] , [29] . It is easy to show that our algorithm can reduce to the BiG-AMP by absorbing A into the likelihood model (see the possibly incomplete AWGN model in [28] ).
A. PROBLEM FORMULATIONS
By performing a low-rank factorization for X, i.e., assuming X has a matrix product form X = GL, we consider solving an inverse problem other than the problem (2): estimate two random matrices G = [g nr ] ∈ R N ×R and L = [l rt ] ∈ R R×T from an observation y ∈ R M that is conditionally independent given the linear transform of their product
where the transform A = [a mnt ] ∈ R M ×NT is fixed and known. Generally, R min(N , T ), implying that X = [x nt ] ∈ R N ×T is a low-rank matrix. We mention that the introduction of z ∈ R M is for the purpose of constructing output model that should become clear later.
Then, we assume that G and L have random independent elements generated from some known distribution, i.e.,
and the likelihood function of z is known and separable, i.e.,
Note that the priors and likelihood in (7) and (8) are defined in a generic way. For specific problems, as described in Section I-B, the prior distributions (7) are used to promote the structures of the low-rank matrix X, and the likelihood function (8) is used to promote the observation models of the linear transform (e.g., noise and nonlinear measurement models). For example, it is generally assumed that the observations are additive white Gaussian noise (AWGN) corrupted when considers the effect of thermal noise, implying that the generic problem in (2) becomes
and the likelihood function of z has the form
where w ∈ R M represents additive white Gaussian noise with unknown variance τ ω > 0. Without loss of generality, we assume that the elements of z, X, and L scale as O (1) , while the elements of A and G scale as O(1/(NT )) and O(1/R), respectively, so that they are consistent with the fact: z m = n,t a mnt x nt = n,t a mnt r g nr l rt . Note that the formulation of the lowrank factorization requires that G and L be parameterized with the correct rank R, as well as the hyperparameters of the assumed statistical models (e.g., the noise variance τ ω in (10)) are generally unknown in specific applications. However, for ease of interpretation, our algorithm in this section does not include the EM learning of the hyperparameters and the rank selection strategy, which will be detailed in Sections III-A and III-B, respectively.
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The goal of our proposed algorithm is to compute the estimates of X, i.e., the expectations of the separable marginal posteriors p(x nt |y ), ∀n, t. Since the direct calculation of marginals is typically intractable, we consider the AMP-based [24] , [25] approach that turns out to be an extremely efficient approach in terms of both accuracy and speed. Specifically, in Section II-B, we write the a posteriori distribution based on Bayesian inference and represent the relation between variables and local constraint functions through a factor graph [30] , then obtain belief propagation equations base on the factor graph in which the beliefs of random variables (in the form of PDFs or log PDFs) are iterative passing among the nodes. In the large system limit, i.e., M , N , R, T → ∞ with ratios M (NT ), N R, T R fixed, all beliefs approximately follow the Gaussian distribution. Then, in Section II-C, we parameterize all messages with their means and variances by applying the Gaussian and Taylor-series approximations. In this way, the proposed algorithm involves a sequence of scalar operations, so that leads to a significant reduction of the memory and complexity. In Section II-D, we apply the ''Onsager'' correction [25] - [29] to further simplify the algorithm based on the fact that the passing messages are asymptotically equivalent to the corresponding local beliefs. Finally, in Section II-E, we summarize the proposed algorithm and analyse the computation complexity.
B. PROBABILISTIC BELIEF PROPAGATION
Our probabilistic approach starts at a Bayesian point of view. The goal is to perform Bayes inference where G and L are estimated from the marginals of the following joint posterior distribution
where ∝ denotes equality up to a normalizing constant scale factor. The probabilistic structure exposed by the factorization of the posterior distribution in (11) and the formulation of the problem in (6) can be illustrated by a factor graph as shown in Fig. 1 , where circles denote random variables and squares denote constraint functions (also called factors) based on belief propagation (BP) [32] . Each factor node represents the conditional probability distribution between all variable nodes it connected. The vertical plane (parallels to Y and Z axes) exploits the linear measurement structure z = Avec(X) (detailed in Fig. 2 ), while the remaining part of Fig. 1 further exploits the low-rank matrix factorization X = GL.
In the BP iterative equations of our model, there will be three types of pairs of messages, whose updating equations are obtained in accordance with the following sum-product algorithm (SPA) rules [36] : (i) the message from the variable node to the factor node is computed by taking the product of all other incoming messages; (ii) the message from the factor node to the variable node is updated by the integral (associated with that node) of the product of the factor and the incoming messages on all other. The SPA updating equations of these three types of pairs of messages are given as follows:
1) For the messages that pass between variable node {x nt } ∀n,t and factor node {p(z m )} ∀m ,
where notation A→B denotes a message passed from some factor node p(A) to the adjacent variable node B in the factor graph, and A←B denotes a message passed back from some variable node B to the adjacent factor node p(A). Constant C is an arbitrary normalization constant, j ∈ N denotes the iteration time-step. n t = nt denotes the cases that n = n and t = t cannot happen at the same time.
2) For the messages that pass between variable node {l rt } ∀r,t and factor node {p(x nt )} ∀n,t ,
3) For the messages that pass between variable node {g nr } ∀n,r and factor node {p(x nt )} ∀n,t ,
C. BELIEF PROPAGATION RECURSION IN THE LARGE SYSTEM LIMIT
Since the calculation of the SPA messages involves highdimensional integral as well as the generic priors and likelihood terms, the exact representation of the SPA messages is clearly infeasible. We now apply the Gaussian approximations to simplify the BP equations (12)- (17) in the large system limit, i.e., for large system sizes (M , N , R, T → ∞), all messages should be approximately Gaussian. Let us first define the means and variances of the messages that pass from variable node to factor node, i.e., z m ←x nt (x nt ), x nt ←l rt (l rt ), and x nt ←g nr (g nr ), as
where √ R in (22) and R in (23) are used to make sure that a, c, u, and s are of order O (1) . Note that the elements of A
NT ), such that b and u are also O (1) . Note that similar definitions were made in [29] .
Parameterizing all messages with the means and variances defined in (18)- (23), we can obtain the closed form of the updates of these means and variances as
where we have introduced the functions
and defined the auxiliary variables so that we can close the iteration 
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Here we just provide the results. Details of the derivation are given in Appendix.
D. THE SIMPLIFIED FORM OF THE PROPOSED ALGORITHM
In the BP update rules (12)- (17), 2(MNT + NTR) messages in total are considered in each iteration. Although the iteration is tractable, it is still not computationally practical when the problem dimensionality is high in practical applications. Here, we further simplify the BP recursion of the form outlined in Section II-C by tracking only M + NT + 2R(N +T ) local messages, then obtain the proposed algorithm that approximates the computations of the auxiliary variables in an efficient way by keeping carefully track of the ''Onsager reaction terms'' [25] - [29] . Specifically, in the large-system limit, it is clear from (24)- (29) that the messages z m ←x nt , x nt ←l rt , and x nt ←g nr are nearly independent of their destination factor nodes (the arrows point to), respectively, and so do their means and variances. For example, as we shall see in (42) and (43), the m dependence of U nt and Υ nt is weak, implying that b z m ←x nt in (24) is nearly independent of z m . Thus, we can replace the messages { z m ←x nt } ∀m , { x nt ←l rt } ∀n , and { x nt ←g nr } ∀t with local messages x nt , l rt , and g nr , which are defined as
According to the SPA [30] , the posterior PDF of a given variable is computed as the product of all messages coming into that variable node, i.e., x nt , l rt , and g nr are, in fact, the posterior PDF of x nt , l rt , and g nr , respectively. Similar to (18)- (23), we define the means and variances of these local messages, and easily have
With the definitions in (51)-(56), the mean and variance of the BP estimates of marginals over x nt are b x nt and v x nt , those over l rt are a l rt and c l rt , and those over g nr are u g nr and q g nr .
We then see that
where s m and τ s m are defined by (85) and (87), respectively. In order to derive this result, from (57) to (58), we drop the O(a 2 mnt ) term and rewrite the result with perturbation around b x nt at leading order in a mnt . Note that the second term in (58) conserves the leading order of the marginal b x nt via (32), which is called the Onsager reaction term in statistical physics [27] , [29] . In (59), we moreover used the following relation
Similarly, we can approximate
Plugging (59)- (63) into (24) (56), and obtain the final GARM-AMP algorithm as shown in Algorithm 1. The initialization of the marginals are set corresponding to the means and variances of the prior distributions, i.e., we suggest initializing the mean estimations a l rt (1) and u g nr (1) using random draws from the priors p(L) and p(G), and initializing the variance estimations c l rt (1) and q g nr (1) at 10 times the variance of p(L) and p(G) [28] . For initializing the estimates b x nt (1) and v x nt (1), we recommend drawing b x nt (1) and v x nt (1) randomly from the prior on x nt , or compute directly using a l rt (1) , b x nt (1), u g nr (1) , and v x nt (1) when recalling that x nt = r g nr l rt . In practice, we also damp the marginals in (A13)-(A18) to ensure convergence under realistic problem sizes [35] .
E. ALGORITHM SUMMARY AND COMPLEXITY ANALYSIS
In summary, our proposed GARM-AMP algorithm provides tractable method of approximating the posterior estimates, under separable priors (7) and a separable likelihood (8) . In particular, GARM-AMP attacks the ARM problem using a sequence of scalar computations, as detailed in Algorithm 1. There, we have included a maximum number of iterations T max . However, in practice, the algorithm will terminate by using a certain stopping criterion, e.g.,
, where τ GARM-AMP is an user-defined threshold parameter. A representation of the algorithm is shown in Fig. 3 , which is merely for an intuition and offers the interpretations of some intermediate variables. 
It is clear that the computations in steps (A3)-(A5) include O(MT ) scalar multiplies, and the computations in steps (A13)-(A18) include O(NR + RT ) scalar multiplies.

Algorithm 1 THE GARM-AMP ALGORITHM
Initialization:
define F 1 (f (x), W , V ) and F 2 (f (x), W , V ) as in (30) and (31) .
∀n, t, r : choose b x nt (1) , v x nt (1), a l rt (1) , c l rt (1) , u gnr (1), q gnr (1), set a l rt (0) = 0, u gnr (0) = 0. Therefore, the complexity of its single iteration is primarily dominated by matrix multiplications in the remainder of the algorithm (i.e., (A1), (A2), (A6)-(A12)), each requiring at most MNT multiplications. Thus, the overall complexity of the proposed algorithm is bounded by O(MNT ) scalar multiplies, which scales linearly with the problem dimensions.
III. RANK SELECTION AND PARAMETER TUNING
As we have previously mentioned, the proposed algorithm described in Section II relies on the specification of the hyperparameters of the assumed statistical models and the rank R which may not be known accurately from the prior information in practical applications. In this section, we show VOLUME 5, 2017 that, using an EM learning strategy and a rank selection strategy, which are similar to those used in [12] and [28] , we can generalize our approach to arbitrary unknown hyperparameters and rank.
A. ESTIMATING THE MODEL PARAMETERS
Recall that GARM-AMP requires the specification of priors p(G) = n,r p(g nr ), p(L) = r,t p(l rt ), and the likelihood p(y |z ) = m p(y m |z m ). Here we outline a methodology that takes a given set of GARM-AMP parameterized priors {p(g nr ; ), p(l rt ; ), p(y m |z m ; )} ∀m,n,r,t and tunes the parameter set using an EM based method, with the goal of maximizing the likelihood, i.e., findingˆ = arg max p(y; ). The EM method presented here can be considered as a straightforward extension of the BiG-AMP based work [28] .
The EM formulation proceeds by treating G, L, and z as hidden variables and then can be converted to maximize E[log p(G, L, z|y; )], i.e., we havê it is possible to perform the iterative approximate EM update in a highly efficient way. Furthermore, since it is difficult to perform the maximization in (64) jointly, we update each of the components in at a time while fixing the others, which referred to as incremental variant of EM [12] , [31] .
B. RANK SELECTION
Here, we propose a method to estimate R from the observed data y. For this, we use the standard form of penalized loglikelihood maximization [28] , [37] .
where X R is the estimate of X given the rank of X equals to R . As recommended in [28] , we choose η(R ) in accordance with the small-sample-corrected Akaike information criterion (AICc), i.e., η(R ) = 2
NT P eff
NT −P eff −1 , where P eff is a penalty function that computes the sum of the degrees-offreedom of X R and the number of parameters of in the practical problem.
Note that the algorithm does not require the initialization of R to be close to the exact rank R (though it can be computationally beneficial to a good estimate) [12] , [28] . So we consider a strategy of starting from R = 1, then run the GARM-AMP algorithm to completion and compute the penalized loglikelihood based on (65), and then increase R by 1 and compute the penalized log-likelihood again. This procedure is repeated as long as the penalized loglikelihood is monotonically non-increasing with respect to R . Once the penalized loglikelihood decreases, we stop the selection process and choose the previous model order R .
IV. GARM-AMP FOR RECOVERING LOW-RANK MATRIX
For the canonical ARM problem in (9), i.e., recovering low-rank matrices from noisy linear measurements, we now describe the realization details of the GARM-AMP, including the problem setup, EM-based parameter learning, and rank-selection. Then we present synthetic data results to compare the performance of the proposed GARM-AMP algorithm with prior state-of-art APGL [18] , 2 SRF [34] , and BARM [23] 3 algorithms.
A. PROBLEM SETUP
According to the problem in (9), we can assume the i.i.d. Gaussian priors
and assume the likelihood function of z as in (10) . Note that, in (67), we assume {l rt } ∀r,t follow i.i.d. Gaussian distribution with zero mean and unit variance to avoid ambiguity and the unnecessary model parameters update.
B. EM ESTIMATING PARAMETERS
Applying the EM approach from Section III-A, we tune the distributional parameters = [τ ω ,ĝ 0 , ν g 0 ] one element at a time after iteration of GARM-AMP finished. The resulting EM-update expressions of the BG parametersĝ 0 , ν g 0 and the noise variance τ w can be found in [31] , and are computed in closed-form using readily available quantities, and thus do not add significantly to the complexity of GARM-AMP. For the first EM iteration, we recommend initializing GARM-AMP usingĝ 0 = 0, ν g 0 = 1, and τ w = 100, which are empirically found to work well.
C. RANK SELECTION
Applying the methodology in (65) to this problem, we obtain the following rank selection rulê
whereẑ R is the estimate of z given the rank of X equals to R , τ ω ML is the maximum likelihood (ML) estimate of the noise variance. Plugging the standard form of the ML estimate of τ ω (see, e.g., [37, eq. (7)]) into (68), we obtain
where the penalty function
D. EXPERIMENTS ON SYNTHETIC DATA
To facilitate the comparison, we consider the low-rank signal matrix as X = UΣV T ∈ R N ×T , where U ∈ R N ×R , V ∈ R T ×R are orthogonal matrices (built by orthogonalizing i.i.d. N (0, 1) matrices) and Σ ∈ R R×R is a positive diagonal matrix containing the singular values of X. It is worth noting that the singular values of X are assumed to follow an exponentially decay with parameter α, i.e., diagonal elements Σ rr = e −αr , ∀r. The elements of A ∈ R M ×NT are drawn independently from a normal distribution. Then A will be normalized by column to allow a fair comparison. the red curves in Fig. 4 , and is nearly as good as the state-ofthe-art BARM algorithm and much better than those of the APGL and SRF algorithms.
Then we perform an experiment of the runtime versus the signal dimension N , which shown in a logarithmic scale over the range [50, 250] . For this experiment, T = 100, R = 3, α = 0.25, M = 2500, and SNR = 100 dB. From the results shown in Fig. 5 , we observe that, in terms of runtime, the proposed GARM-AMP algorithm substantially outperforms the other algorithms with increasing of the problem dimensions, e.g., at N = 250, we note that GARM-AMP runs at least six times faster than all compared algorithms.
V. GARM-AMP FOR RECOVERING SIMULTANEOUSLY JOINT-SPARSE AND LOW-RANK MATRIX
Now we demonstrate how our algorithm is instantiated to solve various structured ARM problems by considering the problem of recovering simultaneously joint-sparse and lowrank (S&L) matrices from noisy linear measurements. For this problem, we first discuss issues relating to GARM-AMP, including the problem formulation, algorithm modification, EM-based parameter learning, and rank-selection. Then, we investigate the performance of several algorithms on the task of compressive hyperspectral imaging, which is a typical application of recovering S&L matrices under affine constraints.
A. PROBLEM SETUP AND ALGORITHM MODIFICATION
Unlike the problem in (9), here X is assumed to be S&L. Thus we model X as the product of three random hidden variable matrices X = SHL, where S = diag(s 1 , s 2 , · · · , s N ) ∈ R N ×N is the sparsity pattern matrix of the signals with the support indicates s n ∈ {0, 1} , ∀n, H = [h nr ] ∈ R N ×R and L = [l rt ] ∈ R R×T are the matrices obtained by the low-rank factorization of the amplitude of X. Let G = SH, then we assume the i.i.d. prior
and assume the elements of L as i.i.d. N (0, 1) as in (67).
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As {h nr } ∀n,r are assumed to be i.i.d. Gaussian, and {s n } ∀n are treated as i.i.d. Bernoulli random variables with Pr(s n = 1) = λ, ∀n, the sparse coefficients {g nr } ∀n,r become i.i.d. Bernoulli-Gaussian (BG), i.e., to have marginal PDF p(g nr ) = (1 − λ)δ(g nr ) + λN (g nr ;ĝ 0 , ν g 0 ), ∀n, r, (71) where δ(·) is the Dirac delta function. Furthermore, due to the assumption of AWGN output channel, the likelihood function of z is written as (10) .
It is clear that the extension of the algorithm in Section III to this problem is relatively straightforward. The only difference here is that G have a common sparsity profile, i.e., G = SH. To exploiting the joint-sparsity of {g nr } ∀n,r , we use the local support estimate λ nr instead of the common sparsity rate λ in (71). By applying the SPA, we have [33] λ nr = λ r =r λ nr
where the posterior local support probability
Then { λ nr } ∀n,r in (72), are in turn used to calculate the common sparsity rate λ via the EM estimation strategy, which will be detailed in Section V-B.
B. EM ESTIMATING PARAMETERS
For the likelihood in (10) and priors in (67) and (71), the EM-update expressions of τ ω ,ĝ 0 , ν g 0 can be found in [31] , and that for the sparse density λ can be found in [33] . For the first EM iteration, we recommend initializing GARM-AMP usingĝ 0 = 0, ν g 0 = 1, τ w = 100, and λ = 0.5.
C. RANK SELECTION
Similarly, we use the standard ML form of penalized loglikelihood maximization in (69). The difference is the penalty function P eff = R (λN +T −R )+| | = R (λN +T −R )+4.
D. EXPERIMENTS ON REAL HYPERSPECTRAL DATA
In hyperspectral imaging (HSI) [4] , [38] - [41] , due to significant spatio-spectral correlations in the spectra of neighboring pixels, the data volume generally contains a S&L representation with respect to proper sparsity-inducing basis (e.g., discrete cosine transform (DCT) basis or wavelet basis) [38] . In the compressive hyperspectral imaging problem [38] , [39] , one seeks to recover a rank-R min(N , T ) hyperspectral data matrix X ∈ R N ×T after observing its AWGN-corrupted compressed measurements, where N denotes the number of pixels, and T denotes the number of spectrum bands. Due to the fact that it is generally natural and cheap to measure linear combinations of all N pixels data for a single spectrum band at a time, the projection matrix A in this case is no longer a dense matrix but a block diagonal matrix, i.e.,
where Ψ ∈ R N ×N is the sparsifying (basis) matrix, Φ t ∈ R M t ×N , ∀t are random measurement matrices, and M = T t=1 M t . Now we present the results with real hyperspectral data to compare the performance of the proposed GARM-AMP algorithm with prior state-of-art PPXA [10] , 4 RA-ORMP [6] , SA-MUSIC [8] , T-MSBL [19] , 5 and AMP-MMV [33] 6 algorithms. The dataset we use here represents an urban image, acquired over the University of Houston, with 144 spectral bands, 340 × 740 pixels, and a spatial resolution of 4m. Since the total number of pixels is very large (usually over millions) in practical dataset, which may result in a computationally overwhelming reconstruction task, an implementation with a multi-submatrices schedule is utilized to partition the whole scene into N s sub-scenes (submatrices X 1 , X 2 , . . . , X N s ), acquire and compress each subscene sequentially, then perform reconstruction algorithm for each sub-scene (submatrix). 7 Specifically, we set all the subblocks have identical size with 10 × 20 pixels, i.e., N = 200, T = 144, and white Gaussian noise is added to achieve SNR = 25 dB. For the projection matrix A in (74), to guarantee a fair comparison, we adopt i.i.d. random Gaussian measurement matrices Φ t ∈ R M t ×N , t ∈ [1, . . . , T ], where M 1 = ... = M T = M /T , In addition, the DCT matrix is used as the sparsifying matrix Ψ . In Figs. 6, we plot the column-averaged normalized mean-squared error (CNMSE) as a function of the compressive ratio M /(NT ). The CNMSE is defined as 
, where x it denotes the t-th colume of matrix X i , andx it is an estimate of x it . From the figure, we see that the proposed algorithms consistently achieves at least 5dB reconstruction gain than the other algorithms, suggesting that our proposed algorithm can effectively take advantage of dimensionality reduction from the S&L factorization of X. In addition, a plus-minus sign (±) is used (i.e., GARM-AMP ± ) to denote the case of using random ±1 measurement matrices {Φ t }, which are easy to implement and can significantly reduce the burden of storage in practical use.
Some visual results of the recovered hyperspectral images by various algorithms are presented in Fig. 7 . Obviously, SA-MUSIC shows the worst perceptual result. The recovered images by T-MSBL, PPXA, and AMP-MMV possess much better visual quality than that of SA-MUSIC, but still suffer from some undesirable artifacts, such as distortions and lost details. Our proposed algorithm preserves more fine details and much sharper edges, and shows much clearer and better visual results than the other competing methods. The high performance is attributed to the proposed structured S&L factorization model, offering a powerful mechanism of modeling the intrinsic low-rankness of hyperspectral images by the structured sparse representations, which is further solved efficiently by the proposed AMP-based iterative techniques.
VI. GARM-AMP FOR RECOVERING LOW-RANK PLUS SPARSE STRUCTURE MATRIX
Mathematically, for the problem of recovering a ''low-rank plus sparse'' matrix, one seeks to recover a matrix F ∈ R N ×T after observing its noisy linear measurements y ∈ R M , i.e., y = z + w = Avec(F) + w, meanwhile extracting a sparse (foreground) matrix E ∈ R N ×T from a (background) matrix X ∈ R N ×T , where F = X + E, A ∈ R M ×NT is a dense linear measurement matrix, and w ∈ R M is a noise vector with unknown variance τ ω .
A. PROBLEM SETUP AND ALGORITHM MODIFICATION
Writing the low-rank component X as X = GL, we can rewrite
and apply GARM-AMP to the augmented model y = Avec(G L) + w. Clearly, the likelihood is given as (10) . Assuming the non-zero elements of E follow i.i.d. N (0, τ e ) with τ e τ ω , we have the priors on the entries of G and L as
where λ ∈ [0, 1] models the sparse density of E.
B. EM ESTIMATING PARAMETERS
For the likelihood in (10) and priors in (76) and (77), the EM-update expressions for ν g 0 , ν l 0 can be found in [31] , and those for the noise variance and sparse density τ w , τ e , λ can be found in [28] . For the first EM iteration, the initialization of GARM-AMP is recommended as ν g 0 = 10, ν l 0 = 10, τ ω = 1, τ e = 20 and λ = 0.1.
C. RANK SELECTION
Similarly, we use the standard ML form of penalized loglikelihood maximization in (69) with the penalty function 
D. EXPERIMENTS ON REAL VIDEO SURVEILLANCE DATA
Here we test GARM-AMP on the task of compressive video surveillance [11] , [28] . For this problem, a typical video matrix F ∈ R N ×T , which consists of T frames, i.e., f 1 , f 2 , · · · , f T , is compressed by using a random Gaussian measurement A ∈ R M ×NT . The goal is to reconstruct the frames and separate them into a static background matrix X and a dynamic foreground matrix E simultaneously. The dataset we use here is the popular ''shopping mall'' video sequence 8 with 100 frames (of 320 × 256 pixels each). Specifically, we have T = 100, N = 320 × 256, and M /(NT ) = 0.2, i.e., the total number of measurements used in the reconstruction is 1/5 of the total number of pixels. To demonstrate the capability of detecting moving objects, in Fig. 8, we show the results, with the original frames in the left column and the estimated frames of background and foreground in the middle and right columns, respectively.
VII. CONCLUSION
In a this paper, we specialized to a general ARM problem of estimating an i.i.d. low-rank matrix observed through a linear transform followed by componentwise (possibly nonlinear) measurements. We presented an AMP-based algorithm, called GARM-AMP, which provides a computationally efficient framework to a large class of structured ARM problems. In addition, we applied EM-based parameter learning and a rank-selection strategy in our algorithm. We also exampled two specific applications of structured ARM problems, including compressive hyperspectral imaging and compressive video surveillance problems. Finally, using both synthetic and real-world datasets, we demonstrated the high estimation accuracy and short runtime of our proposed algorithm relative to state-of-the-art existing approaches. We expect GARM-AMP to become useful in other practical structured ARM problems and their applications. 
