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Over the millennia, philosophers and scholars have theorized on the building blocks of 
narrative. Until now, a reliable methodology to quantitatively investigate narrative 
structure has not been unavailable. The Narrative Arc Theory (NAT) was developed to 
investigate whether or not a common structure existed for narratives. To do this, the 
Linguistic Inquiry Word Count (LIWC) text analysis program was used on a corpora 
composed of over 5,000 narratives. A five equal sized parts segmentation strategy was 
developed to track how narratives develop. Simple word count analyses of function and 
emotion words identified five common narrative dimensions that were shared across 
diverse narrative text.  
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Chapter 1- Introduction 
Every day, we construct and share narratives that help us communicate and make 
sense of the world.  We use these stories to teach our children the difference between 
right and wrong, capture the romantic attention of our lovers, lead soldiers to battle, and 
give meaning to our traditions.  Narratives are the very things that make us human, 
directing the way we live and interact with one another.  At the individual level, 
narratives reveal the way people internalize the world and their role in it (Bruner, 1986; 
Polkinghorne, 1988; Fisher, 1987).  Larger narratives shared by people in a society reflect 
the cohesiveness of that society and the values they share (Fireman, McVay, & Flanagan, 
2003).  Given the important role stories play in our lives, it is surprising that we know so 
little about what defines a story.  Philosophers and researchers have long speculated on 
the building blocks of a narrative but have lacked a reliable methodology to 
quantitatively measure a story’s quality.  
The first analysis of narrative structure was written by Aristotle in his essay, 
Poetics, where he argued that all narratives have a beginning, middle, and an ending.  
More formal analyses of narrative structure emerged in the 20th century with the advent 
of the structuralist movement that assumed a universal structure existed beneath all 
narratives, with particular attention paid to the plots of stories (László, 2008).  Empirical 
research first studied universal narratives plots by identifying functional plot units 
(Propp, 1968), recurring cultural symbols (Campbell, 1949), or character archetypes 
(Frye, 1957) in narratives.  
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Despite valuable contributions to the field of narrative research, the structuralist 
perspective failed to find a universal narrative structure for three main reasons.  First, 
genre-specific samples were used to classify narrative structures.  Structuralist have 
mainly studied a small sample of similar stories to support their theory that only one 
basic narrative plot existed for all narratives (Campbell, 1949; Frye, 1957; Propp, 1988; 
Scholes, & Kellogg, 1966).  Critics of structuralism, like Paul Ricoeur (1984), argued that 
these proposed universal narrative structures could not be applied to other genres.  
Second, the analysis of narratives relied heavily on human coders, a subjective process 
that took years to complete and did not yield generalizable results.  Third, most 
structuralist approaches tended to ignore the unfolding of a narrative over time, focusing 
instead on the overall relationships of the characters and the plot itself.  Rather than time 
being thought of as a central architect of narrative structure, time was conceptualized as a 
by-product of plot structure.  If a story produced certain types of characters, a timeline 
would emerge to allow characters to interact in certain ways.  For example, heroes and 
villains are often two opposing types of characters that will eventually have to battle 
physically with one another. Instead of viewing characters interactions with one another a 
product of interactions produced by the passage of time within the narrative, structuralist 
believed the different roles characters (or archetypes) assumed in the narrative dictated 
their eventual interactions with one another.    
Following in the structuralist footsteps, researchers today have started to search 
for a universal narrative structure by using automated text analysis strategies.  This 
research has produced some promising ways to study narrative.  In particular, text 
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analysis programs have allowed researchers to investigate the linguistic properties of 
narrative cohesion (Graesser, McNamara, Louwerse, & Cai, 2004), plot development 
(Chambers & Jurafsky, 2008; Macbeth, Adeyema, Liberman, & Fry, 2013), and changes 
in characters’ emotions (Goyal, Riloff, & Daum´e III, 2013).  However, even as 
technological advances have given researchers more tools to study narrative, the same 
mistakes that appeared in the works of early structuralists have resurfaced.  Primarily, 
these studies have sought to use linguistic properties as way to classify different narrative 
types without studying if there is truly a universal pattern for all narratives as they unfold 
over time. 
Instead of studying narrative structure by genre type or  specific characters, the 
goal of this dissertation is to use automated text analysis programs to explore how a 
broad range of narratives unfold over time and to determine if a universal pattern does in 
fact exist. More specifically, this dissertation will explore linguistic devices, such as parts 
of speech and common function words as they are used over the course of narrative.  
Does a general structure exist for all narratives that can be identified by changes in 
language use over the course of the narrative? If one does indeed exist, what does this 
structure look like?  By answering these questions, we may learn not only what defines a 
story, but also how narratives develop over time.  In addition, this dissertation will 
provide an analytic strategy to track and measure the unfolding of narratives.  Chapter 1 
reviews extant narrative research and discusses automated text analysis programs 
developed to investigate linguistic patterns in people’s text and discourse.  Chapter 2 
reviews narrative theory related to the structure of stories.  Chapter 3 introduces narrative 
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arc theory (NAT) and analytic strategies that can be used to study narrative structure.  
Chapter 4 provides information on the narrative corpora studied in this dissertation.  
Chapter 5 showcases the statistical procedures used to test NAT hypotheses.  Chapter 6 
offers a discussion on the theoretical and practical implications related to the findings of 
this dissertation.  
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Chapter 2 - Narrative Structure and Theory 
Across the fields of communications, psychology, and the humanities, the term 
narrative has been debated, defined, and studied in a variety of ways.  Theorists agree that 
narratives are temporally structured and can encompass a variety of communicative texts 
and discourse.  Ranging from everyday conversations to well-known literary works 
(Polkinghorne, 1988), narratives can be any spoken or written presentation that links 
episodes of human action together in such a way as to give meaning to that action 
(Bruner, 1986; Fisher, 1987).  
Narratives conform to a time line: namely, that narrative involves action, motives, 
and causation.  At its most basic level, the term “narrative” is similar to a declarative 
sentence in that it outlines the start and finish of an action or event (Barthes, 1975).  
Aristotle was one of the first to theorize that the structure of narrative depended on 
having a beginning, middle, and end.  He believed that a linear timeline paved the way 
for the plot to develop, characters to experience conflict, and an end to offer a resolution. 
In Poetics, he argued: 
A whole is that which has a beginning, middle and end. A beginning is 
that which does not itself follow anything by causal necessity, but after 
which something naturally comes to be. An end, on the contrary, is 
something, is that which naturally follows some other thing, either by 
necessity, or as a rule, but has nothing following it. A middle is that 
which follows something as some other thing follows it. (1961, p.54) 
 
German novelist Gustav Freytag (1894) and other literary scholars have expanded on 
Aristotle’s beginning, middle, and end theoretical argument on narrative structure to 
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build a universal plot structure: exposition, rising action, climax, falling action, and 
denouement. 
In particular, Gustav Freytag’s illustrated the unfolding of narrative structure by 
using 5 sequential narratives segments in the shape of a pyramid to reflect narrative’s 
structure (See Figure 1).  At the base of the pyramid, or segment 1, he suggested that 
background information such as setting and character descriptions were essential to 
building a space in which characters could interact with one another.  Next, the upward 
slope of the pyramid, segment 2, represented the rising action between these characters.  
At the peak of the pyramid, segment 3, the narrative climax is depicted as the point in 
narrative where characters experience the most conflict; either with themselves or other 
characters.  Afterwards, the downward slope of the pyramid, segment 4, was presented by 
Freytag as the point in the narrative where characters have begun to resolve their conflict.  
And, finally at the base of the pyramid, segment 5, characters have resolved the conflict 
and the narrative ends.   















                  Climax 
     
           Rising Action          Falling Action   
 
    
          Exposition                  Denouement  
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Contemporary writers have also proposed a series of similar elements that are 
needed to make a good story.  In particular, Jon Franklin (1986), a two-time Pulitzer 
Prize winner, has provided a template for writers to craft a good story.  Dissecting his 
own award-winning short stories, he demonstrated that to make a good story, one needs 
the universal component, complication, tension, action, and resolution.  
The first of Franklin’s dimensions, the universal component, is developed at the 
start of a narrative and provides background information for the reader as well as 
showcases basic human conditions.  For example, the American classic, To Kill a 
Mockingbird resonates with many Americans because just as many readers do, the 
characters must face social constraints in the pursuit of justice.  At the time the story was 
first published, it resonated with readers because the civil rights movement was in full 
swing.  Human conditions presented at the beginning of a story help the audience develop 
a connection with past experiences and recall similar types of stories. Franklin claims, 
“For openers, the formula implies that while there are many types of stories, about many 
varieties of people who do all sorts of different things, all stories have some critical, 
universal similarities” (p. 72). 
A good story cannot exist without the rise of a complication.  Franklin defines the 
complication as a situation that has in some way complicated the lives of the characters in 
the narrative and forced them to take action.  He argues that in order to appeal to the 
reader, the complication must somehow involve basic human conditions and influence 
the characters dramatically.  Franklin suggests the development of the complication, also 
known as tension, must provoke a response as the reader decides how the story interacts 
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with their own set of beliefs; more importantly this tension transports the reader, evoking 
an emotional response. Franklin argues that in order for the narrative to gain emotional 
meaning it has to believable and matter to the reader.   
In response to the tension, character-driven actions must increase the 
complication. Franklin suggests that the development of complication is driven by action, 
and is used to catapult the story to completion.  For instance, Batman is forced to 
confront the Joker when Gotham City is taken over by the villain.  He also encourages 
writers to use action verbs in the story as a key tool to develop the momentum of the 
story.  Franklin argues that the purpose of action is to guide the thoughts of the reader.  
In the resolution the protagonist overcomes a complication.  As a consequence, 
the reader is left with something — be it mixed emotions, accruing anger, happiness, or 
catharsis, something has finalized the story.  In essence, Franklin notes that resolution, by 
definition, undermines tension.  As a result the reader is left different and has reached 
“…the deeper satisfaction that comes when the reader learns with the character.  The 
reader, like the character, thus becomes a better and wiser person; the story, in the final 
analysis, is an artificial experience. It doesn’t moralize but, like all experience, it teaches” 
(p.90).   
Summary  
 Past explorations into narrative theory point to some universalities in structure 
among the stories we read and the conversations we share with one another.  Narrative 
structure, at its core, is constructed temporally, with unique elements in the beginning, 
middle, and end that persuade people to keep listening or reading.  The beginning of a 
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narrative contains descriptions of time, place, and setting which help provide background 
information and make the narrative believable. In the middle section, the rise and fall of 
narrative conflict occurs.  Conflict in the narrative elicits personal engagement from the 
reader or listener.  As their emotional attachment to the story grows with the rise of 
conflict, they begin to feel connected to the characters in the story and care about what 
happens to them.  If the story is good, the end will provide a resolution, tying up loose 
ends and presenting a take away message.  The timeline referenced by Aristotle and 
others is considered an essential structural component of narrative and has become the 
starting point for researchers to investigate narrative.  In the next section, a more detailed 
review is presented to show the different ways researchers have searched for a universal 
narrative structure.  
The Search for a Universal Narrative Structure 
 
A question that has vexed scholars for some time is whether a universal plot or 
structure exists for all narratives.  One attempt was made by Vladimir Propp (1968), who 
looked for similar narrative patterns among 150 popular Russian fairytales.  He pored 
over books for years in search of recurring plots or clues to common development of 
archetypes.  When laid side by side, these texts did in fact reveal some compelling 
narrative patterns.  Similar stories had similar plots, constructed of events, or function 
units, arranged in the same order.  
Propp claimed that each basic function unit could be transformed slightly to create 
a multitude of stories.  In other words, narrative function units were analogous to the 
basic units of a sentence.  For example, the sentence “The dog barked loudly” can be 
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broken into three functional units: the subject (the dog), the verb (barked), and the adverb 
(loudly).  Just as the specific sentence is related to others with the same structure, the 
function unit can be transformed by the use of different characters (subjects or objects), 
brands (indirect objects), and descriptors (adjectives or adverbs).  Propp proposed that a 
fairy tale can contain up to 31 functions, each with its own purpose related to structuring 
the story.  For example, the ‘branding’ function is used to show when characters are 
wounded, marked, or given and an object that is unique to their character.  Propp argued 
that the ‘branding’ function shows up in all fairy tales but the types of wounds, marks, or 
objects given to charters changes while the basic function to mark the character unique is 
some way stays the same.  Although Propp analyzed folk tales, stories that permeate 
popular culture today also use these function units.  Harry Potter is scarred by Lord 
Voldemort; the Lord of the Rings series’ hero Frodo receives an evil ring.  Propp argued 
that these narrative function units, as fantastical metaphors for the events in our lives, 
reinforce structures that people recognize as coherent — the basic units are common to 
human experience, while the transformations are culturally specific. 
 In a similarly broad, structuralist manner, Frye (1957) showed how plot structure 
has changed over time by examining common power relationships between characters in 
Western literature.  The five modes he discovered — myth, romance, high mimetic, low 
mimetic, and ironic — have each risen and fallen in prominence throughout the history of 
written language, featuring protagonists with changing social power over time.  These 
common types of power relationships produced different plot structures at different times.  
For instance, romantic modes reflect stories that are used to describe human heroes who 
 
 11 
have supernatural powers.  Today, Captain America, Superman, and Beowulf would all 
be considered romantic modes.  Different modes provide different storylines based on 
types of powers possessed by charters.  Frye would suggest that the romantic stories 
mentioned above reflect storylines present in society today.   His work highlights the 
historical influences on the development of characters, which in turn dictate plot. 
Moving beyond the Western canon, Joseph Campbell (1949) explored whether a 
universal narrative structure exists across cultures.  He identified a worldwide myth 
called the “hero’s journey”.  This monomyth is a metaphor for the coming of age that 
individuals experience during young adulthood, societies undergo at their beginning, and 
the entire human race underwent during evolution as consciousness helped conquer the 
unknown.  A young man enters an unknown land, confronts conflict, and ultimately 
returns home changed into a man from the experience.  As with Propp’s transformations, 
other elements are included across different cultures, but the pattern of the hero’s journey 
mirrors Aristotle’s beginning, middle, and end narrative structure.  The temporal structure 
in the hero’s journey allows the variety of these myths’ characters and experiences to 
resemble one another at their core.  Campbell’s work calls attention to the existence of a 
temporal timeline within common narratives found across all cultures. 
One drawback to these broad, abstract studies of narrative is that it took months or 
years for scholars to make discoveries about a handful of stories.  The conclusions of 
apparent universality were still only the subjective interpretations of a small group of 
researchers.  There was no attempt to validate these interpretations using other scholars.  
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In the next section, a review of modern methods developed to help generalize the study of 
narrative content and structure is presented.    
Modern Attempts to find Universal Narrative Content and Structure 
Before technology changed the way in which researchers study narrative, 
researchers used groups of human judges to code narrative structure using a content 
analysis method (Glaser & Strauss, 1967; Gottschalk & Gleser, 1969).  For example, 
communication scholars Barney Glaser and Anselm Strauss developed Grounded Theory 
as a way to code narrative themes present in people’s life narratives.  This method uses 
interview scripts to ask a number of people similar open-ended questions about their 
experiences.  Their verbal responses are later transcribed in order for human coders to 
evaluate these transcribed open-ended responses by labeling major themes that emerge.  
For added reliability, the individual coders cross-evaluate their coded themes with one 
another, collapsing similar themes into larger main categories (Strauss & Corbin, 1998).  
Grounded theory is most often used to code the different types of narratives that belong 
to a given cohort.  
Psychologists have also used human coders to evaluate people’s narratives. 
McClelland (1979) used narrative responses from the Thematic Apperception Test (TAT) 
to judge people’s needs for affiliation, power, and achievement.  The TAT asks people to 
make up stories about ambiguous drawings of people.  Again, content analysis is used by 
researchers to classify different types of narratives based on the emerging themes or 
content present in a group of narratives.  However, human coding methods are flawed 
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because results are based heavily on subjective interpretations of themes, words, phrases 
and associations.  
In the late 1960’s, Walter Weintraub was one of the first to take the human coder 
out of the equation by hand-counting the words in people’s narratives.  Over the years, 
the word counting method has gained considerable attention for its ability to 
simplistically code people’s narrative in relation to their personalities and behaviors by 
hand counting the different types of words used in narratives.  For example, Weintraub 
and Aronson (1969) interviewed binge eaters and found that they were more likely to use 
adversative expressions (e.g., but, nevertheless, and however) than people without eating 
disorders.  Weintraub argued that binge eaters’ high use of these adversative expressions 
showed their regret about their behavior.  In another study, Weintraub (1989) interviewed 
over 200 depressed patients and found they were more likely to use more first person 
singular pronouns (e.g., I, me, my) than other pronouns.  Although, Weintraub’s (1981) 
work on narrative word choice does not directly examine how word choice changes over 
the course of narrative, his work gives profound insight into how people reveal their 
views of themselves and others, not only through conscious speech but also through their 
use of syntax and sentence structure.  It has challenged researchers to consider how 
simple words used by people may provide more insight into their personalities and 
behaviors more so than traditional methods.  
In an attempt to develop a more rigorous objective methodology that focused on 
how language changes over the course of narrative, a group of linguists adopted a more 
deductive approach by searching for a universal narrative structure by focusing on 
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syntax.  Labov and Waletzky (1997) studied people’s narratives and developed a system 
by which to classify narrative clauses.  They defined narrative as text or discourse that 
includes at least two narrative clauses, referential or evaluative.  Referential clauses are 
comprised of the story’s content, which includes characters, events, and setting (e.g., 
Suzie took her English exam at school today).  Evaluative clauses are composed with 
information related to events and actions of characters.  They are used to demonstrate 
how and why something has occurred (e.g., That was extremely difficult).  Labov and 
Waletzky have argued that these types of narrative clauses are particularly dependent on 
time.  For example, “I laughed at this girl and she yelled at me.” is a different narrative 
than “This girl yelled at me and I laughed at her.” because the order of the clauses 
indicates differences in causation.  
To produce a fully developed narrative, a series of clauses is used in the following 
sequence: abstract, orientation, complicating action, evaluation, result or resolution, and 
coda. Abstract clauses signal to the audience that a narrative will unfold over time and 
persuade the audience to become engaged (e.g., Once upon a time there lived a little girl 
in an enchanted castle named Penelope).  Orientation is the development of setting and 
the introduction of the main characters.  For instance, the orientation narrative clause, “It 
was a dark stormy night, Penelope had just gotten back from visiting the haunted forest” 
provides information about the time of day, people, and location.  Complication 
introduces action that has caused tension between characters.  For instance, “Penelope 
argued with her fairy godmother” describes how one character is betrayed by another.  
Result or resolution ends the narrative.  Evaluation is used to set up narrative clauses that 
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help the audience make sense of the narrative (e.g., The wicked witch could have killed 
Penelope).  Finally, the coda is a final statement (e.g., And they lived happily ever after) 
at the end of the narrative.  Overall, Labov and Waletzky’s have argued clauses signal a 
timeline to the audience that follows the narrative until it reaches its end.  More 
importantly, their work has shown how Freytag’s narrative structure can be used to study 
narrative structure at the syntax level.  Unfortunately, though, their work has not 
conceptually recognized how these clauses may be a part of a larger universal narrative 
pattern.   
Automated Attempts to Identify Narrative Content and Structure 
 
Today, narratives surround us more and more as the Internet and other 
technologies increasingly drive the way we consume narratives –through email, social 
media, e-books, fan fiction websites, etc. (Collins, 2013).  For example, Facebook, the 
most popular social network site in the United States distributes millions of narratives 
daily in the form of people’s status updates.  Not only is technology changing the way we 
read, watch, and listen to stories, it is reframing the way we study them.  
 In the past few years, there has been an explosion in the ways that researchers can 
code narrative structure by using automated text analysis programs.  However, before 
delving into how automated text analysis programs may aid in studying narrative 
structure, it is first important to review what research has been produced in the last few 
years by using automated text analysis programs in which to investigate the structure of 
narrative.  The first part of this section reviews text analysis research used to study 
narrative coherence, plot structure, and the change in characters’ emotions.  This second 
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part of this section reviews a prominent automated text analysis metric that has been used 
to measure how much text or discourse resembles narrative text.   
Coh-Metrix:  A Measure of Narrative Coherence 
In the fields of artificial intelligence and psychology, there have been several 
attempts to measure narrative coherence through automated strategies.  One group of 
researchers developed the text analysis program, Coh-Metrix, as a way to measure 
narrative coherence (McNamara, Graesser, McCarthy, & Cai, 2014).  Built using similar 
logic to latent semantic analysis (LSA; Landauer, Foltz, & Laham, 1998), the program 
measures how ideas and events are connected within any given text (or discourse).  In 
particular, narrative coherence indices are calculated to show how different parts of the 
same narrative use the same types of words and sentence structures.  Developers of Coh-
Metrix have argued that the more often events and words co-occur within in the narrative, 
the more likely it will be considered a coherent narrative (Graesser et al., 2004).  The idea 
is that if any two events are about the same characters, the events and the words used to 
describe these events are likely to be part of the same narrative (Chambers & Jurafsky, 
2008). 
This underlying assumption has pointed to a larger question about the structure of 
narrative – what are the most common linguistic markers to co-occur with one another?  
The purpose of this next section is to identify the most common linguistic cues associated 
with narrative coherence.  In particular, this section will review the automated Coh-
Metrix program used to empirically test syntax complexity, word frequency, and co-
referential cohesion.   
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Syntax Complexity. If a text has been poorly composed, people will give up 
reading or attempting to make sense of it because they have to exert too much cognitive 
energy to figure out what is being expressed (Graesser, Singer, & Trabasso, 1994). 
Graesser and colleagues found that the text cohesion — and the reader’s understanding 
— is higher when sentences used fewer words and simpler syntax, leading to an index of 
cohesion that examines the number of noun, verb, and prepositional phrases in a 
sentence.  The opposite is true when readers know a lot about the topic; in this case, 
lower text cohesion and more complicated syntax keeps people reading (McNamara, 
2001; McNamara & Kintsch, 1996). 
Likewise, in narratives, there are certain moments when longer words and more 
complex sentence structures may be more useful.  Narrative scholars have argued that the 
middle of the narrative characters experience episodes of conflict (Fisher, 1987; Franklin, 
1986).  The unfamiliar situations in middle of the narrative may use up the reader’s 
cognitive energy to understand how characters deal with conflict than other parts of the 
narrative.  Thus, longer words and sentences may be used up to the point of the 
complication to engage the reader or listener to keep interested in the narrative and then 
later decline as the narrative edges toward resolution.   
Word Frequency.  High frequency words are easier to process because people 
see these words over and over in a text (Haberlandt & Graesser, 1985).  Word frequency 
shares with n-gram approaches a general belief that the repetition of information 
enhances current encoding and retrieval later (Baddeley, 1992).  In the context of 
narrative, different types of words may repeat within the narrative to help make places, 
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characters, and events easier to remember.  For instance, the beginning of a narrative is 
contingent on the development of background information.  Repeated background words 
(e.g., places, things, objects) early on in a narrative may allow for other parts of the 
narrative to develop later (e.g., characters).  
Co-referential Cohesion.  The co-referential cohesion index measures the 
linguistic cues that connect sentences — namely, the overlap between words in local 
sentences (McNamara & Kintsch, 1996).  If two sentences next to one another use the 
same word, there is said to be overlap between the sentences.  For example, in the 
previous two sentences of this paragraph the following words overlap: “words”, 
“between”, “sentences”, “overlap”.  Typically, the more words co-referenced in a 
paragraph the more likely people will be able to infer what is being communicated in the 
paragraph.   
Similar to word frequency, the co-reference of words and sentences may function 
as a way to build a memorable narrative structure.  That is, the co-reference of words or 
sentences may help identify major characters and events important to the overall 
narrative.  This claim is central to this dissertation because other studies mentioned later 
in this proposal have used co-reference as a marker of narrative plot structure.  The co-
referential cohesion indices are broken into two types of mechanisms: location and 
explicitness. 
Location.  Cohesion can be either local (overlap between adjacent sentences) or 
global (between all of the sentences in a text).  For example, if the word love overlaps 
over 7 or 8 sentences over the entire text compared to just 2 or 3 times between 
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consecutive sentences, the cohesion is considered global.  The higher the cohesion 
indices, the more likely people can make connections about the actions and events 
described in a text.  
Explicitness.  Co-referential cohesion is also measured by examining the 
explicitness of the overlap, which can be measured by several indices.  Noun overlap can 
be measured by the number of nouns that overlap between sentences.  Argument overlap 
can be measured by words that share stems with one another between sentences.  For 
example, if the word puppy appears in the first sentence and the word puppies appear in 
the following sentences, the word puppy and puppies are considered co-referential.  
These two terms are considered co-referential because they refer to the same young dogs.  
Third, the content word overlap is measured by examining the proportion of content 
words shared between sentences.  One disadvantage of Coh-Metrix is it does not measure 
the overlap between nouns and pronouns.  For example, if the first sentence contains a 
proper noun, such as Bill, the third person pronoun he that refers to him will not be 
counted as a co-referential marker of cohesion.  
Summary.  Overall, Coh-Metrix is used to measure narrative coherence by 
investigating syntax complexity, word frequency, and co-references within text or 
discourse.  This index examines co-referencing at paragraph and full-text level.  The 
difference is that Coh-Metrix takes a more linear approach, and this framework could 
provide a way to look at co-referencing over time.  The next section reviews how other 
automated text analysis programs use similar co-referencing strategies to identify 





In the past, theoretical models of narrative have explained that readers and 
listeners become engaged in narratives by systematically using information in the 
narrative to make inferences about characters and events.  They become mentally 
connected to the narrative as characters and events unfold chronologically (Zwaan, 
Langston, & Graesser, 1995).  As noted earlier, the middle of the narrative has increased 
tensions between characters that eventually result in conflict.  This increased action 
continues as characters attempt to reduce conflict and find solutions.  By and large, these 
actions are linguistically constructed by verbs, which help demonstrate action, events, 
and states of being.  Recently, verbs have been studied as a way to plot narrative structure 
through the actions of characters.  This next section reviews the automated strategies used 
to evaluate verbs connection to narrative plot.   
The more causal verbs in a text, the easier it is for people to understand (Graesser 
et al., 1994).  Causal verbs are those verbs that make something happen.  For example, 
the verb “build” represents some object or idea being constructed.  This is especially 
salient to narrative texts because causal words are used to help develop narrative plot by 
linking characters’ actions together over time to create a story (Chambers & Jurafsky, 
2008; Chambers & Jurafsky, 2009; Zwaan & Radvansky, 1998).  
Today, tracking causal verbs has become one of the gold standards in narrative 
research because of its ability to link casual and temporal relationships together (Hu, 
Huang, & Zhu, 2014).  In particular, researchers have started using narrative verb chains 
to classify different types of narrative scripts in large corpora (e.g., newspaper texts) 
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(Chambers & Jurafsky, 2008). At their simplest level, narrative chains can be viewed as 
the way verbs and characters are continuously used together.  For example, if the verb 
“accused” is used repeatedly in the narrative, then there is a strong likelihood that 
characters, such as a convict or a judge will be linked together.  Chambers and Jurafsky 
(2009) developed an algorithm to track how well verbs and actions (i.e., narrative chains) 
predict the next series of events within the narrative.  Their narrative chain algorithm is a 
computerized calculation that counts the pairs of verbs that are referenced most 
frequently with other types of common information (e.g., people, places, things).  In 
other words, their algorithm predicts the narrative script that will most likely be used, 
based on how often and how well those verbs and events coalesce, or reference one 
another.  In their studies, Chambers and Jurafsky assumed that narrative coherence is 
created by the repetition of word references or sequences, highlighting the growing trend 
in narrative research to play close attention to words or phrases that repeat in narratives.  
Other strides have been made to study how verb phrases repeat within narrative 
texts by using machine learning-generated algorithms to classify stories.  Ceran, Karad, 
Mandvekar, Corman, and Davulcu (2012) developed a simple way to classify narratives 
using triplets, defined as the relationship between a verb, its subject, and objects.  The 
purpose in identifying triplets within narratives is to understand the “who”, “what”, 
“when” and “where” of a sentence. Ceran and colleagues used a corpus comprised of 
16,930 stories taken from Islamist extremist websites and forums to identify types of 
sentence structures in text.  Experts were used to classify texts that they thought 
represented stories or partial stories.  Ceran and colleagues then used computerized 
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parsing techniques to show how triplets can be used to distinguish between stories and 
non-stories.  However, it should be noted that the corpora required the use of human 
coders before the initial computerized analysis was conducted.   
Triplets have been used alongside other techniques, such as n-gram searches, as a 
way to rank individual narratives against other narratives (Nguyen, Trieschnigg, & 
Theune, 2013). Nguyen and colleagues used two Dutch fairy tale data sets that contained 
400 fairy tales (489 words per fairy tale) and 687 fairy tales (687 words per fairy tale) 
each.  These two data sets were used to generate a series of algorithms that ranked the 
fairytales from most similar to least similar using linguistic cues such as similar words, 
nouns, and use of triplets.  In other words, the ranking is computed using a range of 
composite scores that examine the reoccurrence of similar words or phrases for a given 
narrative text.  Nguyen and colleagues found when triplets were used the fairy tale 
ranking system did a better job of predicting which fairy tale plots were most similar to 
one another.  
However, Nguyen and colleagues also found that sometimes verb triplets can be a 
complicated way to classify narratives.  For instance, when narratives are very long, they 
tend to repeat the same types of content words.  Nguyen and colleagues point out that 
even if narratives share the same types of content words, they don’t necessarily have a 
similar narrative structure. Two narratives might use similar words related to the location 
of the story (e.g., house) or the characters (e.g., mom, daughter), but not share the same 
plot.  These limitations suggest that content words may not be the best way to classify 
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narratives.  Later in this proposal we will take a look at how functions words may offer a 
better solution.  
Change in Characters’ Emotions 
 
Narratives are temporally structured with a beginning, middle, and end in order to 
situate the story in time and place, depict events or actions, and provide evaluative, 
subjective expressions of emotional outcomes.  In order for narratives to unfold over 
time, these characters must play their role in a certain way that accurately reflects the plot 
(Fisher, 1986).  The ultimate goal of a narrative is to end in resolution.  Before this goal 
is met characters will have experienced rising and falling tensions with themselves and 
with one another.  Narrative then by its very nature is structured around the rising and 
falling tensions or emotions between characters.   
 Attempts have been made by researchers to locate universal plot by studying the 
different emotions available for characters in narratives revolving around a particular 
event or theme.  In particular, scholars are interested in using verbs that accompany 
characters emotions as a way to classify different type of story plots.  For instance, 
mapping affective states of main characters has been used to identify plot units in 
narratives. Goyal, Riloff, & Daum´e III( 2013) developed and used the program AESOP 
to identify positive affect, negative affect, and other mental states in characters from 
different types of fables.  This mapping method measured the likelihood of certain verbs 
and events being referenced together in order to identify similarities and differences in 
plot structure between fables.  Bootstrapping methods were used to study if conjoined 
verbs would share the same type of affect.  For instance, Goyal and colleagues 
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hypothesized that verbs, such as “abducted” or “killed” would have the same affect.  
They found that different types of affective states do in fact reflect different type of plots, 
and in turn help classify fables by plot type.  
Goyal and his colleagues have shown that some verbs can help identify types of 
stories, but their method does not fully capture the inconsistent nature of verbs.  For 
instance, mapping positive affect states is more difficult than negative affect.  They 
argued that verbs such as “envied” or “feared” could represent both positive and negative 
affect.  In contrast, negative verbs such as, “killed” or “maimed” would forecast negative 
affect.  In general, the studies that have used verbs to track narrative structure hint at the 
large role they may play in developing plot, timeline, and change in characters emotions.  
In this dissertation, examining how verbs fluctuate over the course of narrative may 
provide even more in-depth information about how a narrative develops over time.  
Therefore, changes in verbs may be used as a way to mark the rise and fall in actions 
which are reflective of narrative structure.   
Informal vs. Formal Narrative Structure  
Narrative scholars have recognized that narratives can have both informal and 
formal structures.  Frye (1957) classified informal or formal narrative as centripetal or 
centrifugal. Centripetal works are defined as the informal or literary expressions used in 
literary works or poems.  In contrast, centrifugal narratives are defined as scientific 
expressions that use factual or scientific language to describe ideas and objects.  For 
example, a science text book would be considered a centrifugal or formal narrative.  
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More recently, Graesser et al. (2004) have categorized informal and formal 
discourse into two types of narrative genres: informational (formal), narrative (informal). 
Informational narratives include scientific documents that provide factual information.  
For instance, an encyclopedia or scientific journal article would be categorized as a 
formal text.  Narrative texts are classified as fictional stories or actual events recorded in 
story form (e.g., newspapers). Although Graesser and colleagues have defined 
informational text and narrative text differently, both types of text do in fact represent 
narratives.  Essentially, the information and narrative text labels assigned by Graesser and 
colleagues primarily reflect narrative structure in the context of text formality.    
Table 1. Informal and Formal Narratives Defined  
Informal Narrative Formal Narrative 
Literary expressions, fictional stories, or 
actual events recorded in story form 
Scientific or factual information used to 
describe ideas and objects 
 
Examples: novels, poems, newspapers, 
etc…  
Examples: science books, encyclopedia, 
etc…  
 
The formality of a text is important to consider because it captures different types 
of information being used in narratives.  For example, scientific documents are used to 
describe process and ideas, whereas novels are typically used to describe human 
relationships.  In this dissertation, a broad range of narratives will be studied and 
understanding how to interpret the formality of text or discourse may provide crucial 
information about how narrative structure may differ.  For example, formal text or 
discourse may use more articles or prepositions compared to informal text or discourse 
because formal texts purpose is to provide information about ideas and objects.  
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Furthermore, because of their familiar language, Graeser and colleagues (2011) 
have suggested that narrative (informal) texts are easier to read than informational 
(formal) narratives.  For example, the more pronouns used in a text, the easier it will be to 
read.  They have argued that pronouns increase cohesion by linking objects with actions.  
In contrast, the more nouns and adjectives in a text, the more likely the narrative will be 
formal due to increased informational terms used and perhaps harder to read.  
In fact, researchers have created the narrativity index to distinguish between 
informal and formal narratives (Graesser, McNamara, & Kulikowich, 2011).  The 
Narrativity index is defined as the degree to which the characters, events, places, and 
objects in a text are familiar to the reader or listener.  For instance, novels such as Jane 
Erye had a much higher narrativity score compared to scientific texts, such as Elementary 
Particles.  It should be noted, however, that some scientific texts do contain higher 
narrativity scores when informal information is included. In this way, the narrativity 
index has been used as a way to measure the formality of text.  In this dissertation, a 
variety of text samples will be collected to examine narrative structure, and the narrativity 
index may help to distinguish which texts are more informal or formal.  Exploring formal 
and informal narratives separately may provide insight into the overall structure of 
narrative by revealing common linguistic features.  Additionally, the narrativity index 
provides this dissertation with information about some of the most common linguistic 
markers associated with narrative texts.   
However, the narrativity index is not without its limitations.  Similar to many of 
the automated narrative text analysis strategies presented in this proposal, the general 
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way to study narrative structure is to analyze the general linguistic patterns associated 
with the whole narrative text rather than how narrative structure unfolds over time.  The 
algorithm provided by Graesser and colleagues evaluates narrative structure by 
measuring how personal or familiar a text resonates with readers and listeners based on 
the number of nouns and adjectives referenced in the whole text rather than over time.  
This dissertation proposes a new method to study narrative structure, one that takes into 
account that narratives develop over time.  For instance, a complex scientific paper can 
be laid out as a narrative but, by definition, will have less action, personal touches, or 
emotions.  Given that Aristotle and others have argued that narrative structure is 
organized linearly it makes sense for researchers to ask how narrative structure changes 
over the story.  One of the main purposes of this dissertation is to learn how linguistic 
patterns may change over the course of narrative.  
Summary  
 
Although these automated text analysis programs reviewed do provide new 
methods to study narrative structure, a universal structure has failed to emerge.  Much 
like the early structuralists, researchers are solely focused on the actions of characters 
rather than on other elements that may be more telling in what structures narratives.  
Instead, a return to Aristotelian perspective is needed in order to consider how narrative 
develops from the begging to the middle to the end.  More importantly, there is a need to 
start thinking about what types of processes are occurring as a story unfolds and what 
types of words might be used to identify them.  The next section examines a series of 
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elements, or functions, which have largely been ignored in recent attempts by researchers 
to find a universal structure. 
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Chapter 3- Narrative Arc Theory 
 
As noted earlier, the general scholarly consensus is that narratives follow a 
general time line that consists of a beginning, middle, and end.  At the start of narratives, 
objects and people are given life through detailed descriptions.  Later, as characters move 
through the narrative timeline, conflict is produced through tensions that arise between 
characters.  Near the end of narratives there is an increased focus on bringing a sense of 
completion by giving meaning to these conflicts as well as offering resolutions.  Thus, the 
previous sections in this dissertation have revealed several common processes at play 
over the course of narrative.  But how can these processes be measured over the course of 
narrative?  The purpose of this next section is to present an analytic strategy that can be 
used to study narrative structure.  
Analytic Strategy  
 
This dissertation employs the analytic strategy used by Malin, Vine, Stanton, 
Cannava, Bodie, and Pennebaker (2014), who explored the linguistic patterns associated 
with the most popular novels and short stories from the last five centuries as well as 
student TAT  narratives completed in an introductory psychology class. Malin and 
colleagues used the universal narrative structure (i.e., exposition, rising action, climax, 
falling action, and resolution) offered by Freytag (1894) and other literary researchers as 
a guide to develop an analytic strategy to investigate the linguistic mechanisms associated 
with narrative over time.  The strategy developed separates a text into 5 equal sized parts 
to be analyzed with Linguistic Inquiry Word Count (LIWC) text analysis program.  This 
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strategy is a relatively new way to explore how narrative structure develops from the 
beginning to the end of a narrative.  For instance, narrative segment one reflects the 
beginning of the narrative, whereas narrative segment five reflects the end of the 
narrative.  The method to be used in this dissertation uses narrative segments to illustrate 
what happens over the course of narrative rather than reflect the passage of narrative 
time.  For example, the movies Pulp Fiction and Harry Potter will have same five 
narrative segments although narrative episodes may differ within each.  From this point 
forward the term “narrative segments” is used to illustrate the five segments used to 
describe the beginning, middle, and end of narratives (See Figure 2).  In conclusion, the 
purpose of this dissertation is to use the analytic strategy provided by Malin et al. as a 
way to take the first steps in studying if a universal pattern exists for all traditional 
narratives – those with a beginning, middle, and end.   
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Early analyses performed on a small corpora revealed that these popular novels, 
short stories, and TAT narratives shared common linguistic patterns over the course of 
the narrative. These common linguistic patterns exposed some basic narrative 
mechanisms at play.  First, at the beginning of the narratives, articles and prepositions are 
used to provide rich descriptions of time, place, and setting.  After the first part of the 
narrative, more emphasis is placed on relationships rather than places and objects. 
Second, the highest proportion of cognitive mechanisms (e.g., because, understand, 
reason) words are used at the climax of the story. Cognitive mechanism words are used 
when people are trying to make sense of why events and experiences occurred (Chung & 
Pennebaker, 2007).  This increased use of cognitive mechanism words suggests that the 
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early stages of narrative meaning are achieved at this point in the narrative as characters 
work through conflicts.  Finally, negative emotion words increased over the course of 
narratives. Malin and colleagues defined these linguistic patterns found among novels, 
short stories, and TAT stories as narrative “arcs.”  Uncovering these narrative arcs 
provides an analytic strategy to study narrative structure as well as to investigate the 
linguistic dimensions of narrative structure.  Moreover, the work of Malin and colleagues 
has shown that novels, short stories, and TAT narratives have similar structures that 
unfold over time in predictable ways.  
Drawing on Malin et al.’s prior work, I am proposing a Narrative Arc Theory, or 
NAT.  The central idea is that traditional narratives – whether informal or formal – share 
a common unfolding over time.  That is, five basic dimensions of all narratives can be 
detected through the analysis of basic language markers.  Further, the measurement of 
these markers can reveal the existence of narrative patterns across different segments of a 
text.  For reasons articulated above my propositions and hypotheses presume narrative 
develops in 5 sequential parts as proposed by narrative scholars.   
NAT Propositions 
 
Proposition 1:  Establishing Common Ground  
At the beginning of the narrative, authors must first relate descriptions of the 
setting and the characters.  This information will serve as a common ground between the 
author and the readers or listeners (hereafter referred to as "the audience”). 
 
Proposition 2:  Establishing Shared Knowledge and Narrative Action  
Over the course of narratives, the audience will acquire information about the 
setting and characters.  As a result, this shared knowledge will decrease the number of 
specific terms that must be referenced and instead allow the author of the narrative to 
reference specific terms in short-hand manners in order to allow audiences to focus on the 




Proposition 3:  Cognitive Processing 
Rising tension and conflict will increase, peaking around the third narrative 
segment of a narrative.  This will motivate the audience to pay close attention in order to 
understand characters’ actions.  
 
Proposition 4:  Positive Emotional Change  
Narrative endings will result in final statements that leave the audience with a 
resolved circumstance.  As a consequence, authors will use words that reflect a sense of 
closure.   
 
Proposition 5: Negative Emotional Change  
Over the course of narrative in order to create lasting memories authors will use 
words that help highlight important interactions between characters.  These highly 
charged words will help the audience to recall important events and actions in the story 
more easily    
 
NAT: Theoretical Predictions  
The purpose of this dissertation is to expand on Malin and colleagues’ research to 
develop a systematic way to define narrative structure.  The NAT proposed in this 
dissertation makes two theoretical predictions.  First, all narratives share the same general 
linguistic patterns. Specifically, all narratives share the same five processes that unfold 
over the course of narratives in similar ways.  Second, although a general processes may 
exist for all narratives there may be structural differences based on narrative type.  For 
example, a novel’s pattern in one of the five processes may differ compared to short 
stories or TAT narratives.  In particular, differences in structure may be a result of 
changes in narrative formality.  In fact, as seen previously in this dissertation, the work 
conducted by Graesser et al. (2004) suggests that there might be structural differences 
between more formal or scientific texts and more informal or personal texts (e.g., novels, 
scientific journals).  Thus, the communicative delivery aspect (e.g., an extended novel, an 
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off-the-cuff story written by a student) of the narratives may influence how the five 
processes unfold for that specific narrative type.  
One of the major contributions of this dissertation is providing tools to define 
narrative patterns across very large corpora that would normally be impossible to 
discover in a handful of books or a small number of college essays.  It is assumed that 
narrative patterns will be subtle and will require a large number of texts to discern.  
Researchers have seen this subtle phenomenon across several areas of science.  For 
example, a team of researchers at Google launched the Google Books Library Project, 
which has made over 30 million books available for the public to study online (Michel et 
al., 2010).  The search engine provided by Google allows people to search how words 
change over time, by comparing the number of times any given word appears in millions 
of books.  Like the Google Books Project, the current study hopes to reveal underlying 
word use and narrative structure that is robust and consistent but, at the same time, almost 
invisible to the audience. 
Tracking Word Use over the Course of Narrative  
As mentioned in previous chapters, past narrative research chiefly used human 
judges or syntax features at the sentence level to evaluate narrative structure.  These 
methods have several limitations: (1) training judges takes time; (2) judges aren’t always 
consistent; and (3) analysis fails to recognize how narrative structure changes over the 
rise and fall of the conflict.  The analytic approach suggested by Malin and colleagues 
indicates that tracking function words over the course of a narrative can help resolve 
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these methodological issues and illuminate similarities and differences between types of 
stories. 
Text Analytic Strategy:  Linguistic Inquiry Word Count (LIWC)  
There are many ways by which to track language use over large corpora of texts.  
Over the last two decades, research using the automated text analyses indicate that 
people’s use of common function words impart as much, if not more, psychological 
meaning than words’ semantic definitions alone (Pennebaker, 2011).  One program in 
particular, Linguistic Inquiry Word Count, or LIWC (Pennebaker, Francis, & Booth, 
1997; Pennebaker, Booth, & Francis, 2007) was developed to help count these function 
and content words.   
The analysis of function words (e.g., pronouns, articles, prepositions) has 
emerged as a fundamental index of one’s psychological state.  Function words, while 
they have no meaning independent of context, are the building blocks of language.  They 
form connections between the ideas held in content words (e.g. nouns, verbs, modifiers); 
and without them, ideas become lost and communication is less smooth (Pennebaker, 
2011).  Relatively short compared to content words, function words account for up to 
55% of the words people use to communicate with one another (Rochon, Saffran, Berndt, 
& Schwartz, 2000; Pennebaker, 2011).  For example, the word the makes up 3.48 percent 
of all the words that people will read, hear and see on a daily basis (Pennebaker, Chung, 
Ireland, Gonzales, & Booth, 2007; Pennebaker, 2011).  Ironically, even though function 
words account for so much of people’s communication with one another, these function 
words are harder for people to recall.  
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The automated software program uses an extensively validated dictionary 
(approximately 4,000 words) to count the number of function words (e.g., pronouns, 
articles, prepositions) or content words (e.g. affect, social, cognitive) words found in any 
given text.  LIWC calculates the percentage of these word categories divided by the total 
number of words.  Counting the different types of words for a given text has allowed 
researchers to assess the cognitive, emotional, and structural components of textual 
speech samples (Pennebaker et al., 2007; Pennebaker, Francis, & Booth, 2001).  For 
instance, several studies have demonstrated that clinically depressed people use first 
person singular pronouns more than non-depressed people (e.g., Tausczik & Pennebaker, 
2010).  Similarly, Stirman and Pennebaker (2001) analyzed the writings of celebrated 
poets and found those who committed suicide integrated more first person singular 
pronouns into their poems than other poets who did not take their own lives.  Given that 
numerous studies have demonstrated reliable associations between function word usage 
and modes of social interaction, it makes sense that researchers could potentially use 
LIWC as a tool to study the psychometric dimensions of narratives.    
NAT Operational Definitions 
The propositions described in the NAT model point to five hypothesized 
processes that underlie all narratives.  In this section, I point to the various function 
words that will be used to track the existence of the various propositions.  In particular, 
studies on the use of pronouns and emotion words will be used to create a basis for the 
Narrative Arc Theory (NAT).  Pronoun use (e.g., I, you, we) has been shown to reflect 
information about people’s psychological states and their level of engagement with 
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others.  Emotion words (e.g., happy, sad) also reveal information about people’s 
emotional states.  With these previous studies as a basis for construction, the five aspects 
of narrative are to be examined in this dissertation and their linguistic markers will be 
discussed: Common Ground, Shared Knowledge/Narrative Action, Cognitive Processing, 
Positive Emotional Change, and Negative Emotional Change.     
Establishing Common Ground  
Researchers have argued that background information is used to build a coherent 
narrative (Bruner, 1986; Franklin, 1986).  For the audience to understand a story, it must 
have basic awareness of basic facts about the time, the setting, the main characters, and 
relevant events in which the narrative takes place (Labov & Waletsky, 1997).  Temporal 
descriptions are used to identify temporal constructs (e.g., time of day, the season, the 
year) that describe when the actions are taking place, as well as the age and general 
background of the characters. Moreover, the development of settings and characters is 
used to capture the audience’s attention (Green & Brock, 2004).  Thus, the background 
information strings together a place in time in which characters interact.  
Background information can also be described as the way common ground (or 
common information) is being situated in the narrative in order to provide the audience a 
way to make sense of characters, events, and interactions that unfold over the course of 
the narrative (Burner, 1986).  In the beginning of the narrative, the establishment of 
common ground helps provide a template to be used later to interpret why the narrative is 
playing out in a certain way and helps foster predictions about future interactions.  
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The establishment of common ground is defined and studied as the way people 
share mutual knowledge and cultural beliefs with one another (Clark, 1996; McCarthy, 
Miles, & Mark, 1991).  People achieve common ground by engaging in a process called 
grounding, in which they use and interpret cues from others in the conversation to build 
knowledge about what is being discussed.  Studies have shown that when people talk 
with one another about unfamiliar topics, they often provide more detail to describe the 
topic than when talking with others with whom they are more familiar (Fussell & Krauss, 
1989).  For example, Isaacs and Clark (1987) conducted an experiment that asked people 
to arrange a series of New York landmarks in a specific order. In one condition, people 
were very familiar with New York landmarks and in the other condition the landmarks 
were less familiar.  People who were more familiar with the New York landmarks used 
more proper names (e.g., Rockefeller Center) in their conversations than those who were 
unfamiliar, in line with previous research that says that familiarity is signaled by 
increased use of proper names and infrequent or longer words.  
As people engage in the conversation and build more common ground with one 
another, there is a shift in the type and quantity of pronouns used (Gerrig, Horton, & 
Stent, 2011). Specifically, the more common ground people can build during the 
conversation, the more people stop using proper nouns and instead use unheralded 
pronouns.  For example, the following sentences “John shot Bill in the head yesterday at 
home.”/“Why did he shoot him?” shoes how a conversation could use linguistic cues to 
develop knowledge and modify future linguistic cues.  For instance, John can now be 
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referenced later in the conversation by the pronoun he. These studies capture the unique 
way common ground is developed through language over time.  
Yet, are there certain groups of words that reflect the process of establishing 
common ground more so than other words?  And, by the same token, once common 
ground has been agreed on, are there other words that signal this change?  As described 
below, certain parts of speech are particularly useful in the first part of a narrative and 
others are more apparent once the author and audience are familiar with the basic facts of 
the story. 
Prepositions. Prepositions (e.g., on, above, below) provide information about 
time and space.  For example, the phrase “Once upon a time in the woods near the town 
of Frankfurt…”, the prepositions in and near are  used to situate the exact location of the 
beginning of a story.  In a sense, prepositions help to specify the narrative space in which 
characters and objects interact with one another.  
Prepositions also identify, specify, and track time.  For instance, in the phrase 
“After midnight, a tall man stood by the lamp post…”, the preposition after signals the 
time at which a character was sighted.  Furthermore, because characters will be 
interacting in the environment created by a high use of prepositions in the beginning of 
the narrative, there will no longer be a need to repeatedly describe the setting and, 
consequently, the number of prepositions will decrease.  In general, prepositions specify 
elements of time and space to help people understand where objects are located and when 
events will take place.     
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Articles. Articles (e.g., a, an, the) are used to specify general information about a 
noun. Typically, they are used in front of nouns and help describe specific objects and 
events.  Consider the two sentences: “I have a dress” and “I have the dress”.  In the first 
sentence the  article a refers to any dress, whereas the definite article the suggests a 
specific dress.  In the first sentence the article described a general noun and in the second 
the article was used to describe a more specific noun.  Articles help to identify specific 
objects and their relationships to other people or objects.  The presence of “a” or “the” in 
the dress example is quite different than if the speaker made reference to “my” or “her”, 
in which case the audience would immediately categorize the dress in a different way.  
Almost by definition, then, the presence of articles signals a non-personal noun that has a 
particular relationship to the author.  
At the beginning of stories, articles should be used at relatively high rates.  They 
are necessary to identify locations, objects, and other features of a narrative that the 
audience and possibly the author are not yet familiar with.  As the story unfolds, 
however, the need for articles should lessen since the author and audience have now 
established common ground. 
Although past studies lay the ground work for looking at how common ground is 
established early on in a narrative through the use of linguistic cues, there has not been 
any attempt to parse what happens over the course of narratives.  The beginning of a 
narrative provides the audience with information about the people involved, the time and 
location of the action, and other background information.  To establish common ground, 
the author of the narrative naturally relies on using prepositions and articles to reference 
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people, place, and things.  Therefore, since common ground is constituted by sharing 
information that describes the setting in which action will take place, it is predicted:  
H1: Prepositions and articles will occur with more frequency in earlier narrative 
segments than in later narrative segments.   
 
Establishing Shared Knowledge and Demonstrating Narrative Action 
A corollary of the Common Ground proposition is that as people gain more 
information about the narratives’ setting and characters, the audience can better 
understand and predict events and interactions among characters.  The increased amount 
of Common Ground enables the audience to take mental shortcuts to further describe 
setting and characters.  For example, in Marvel comic books it’s no longer necessary to 
call the hero, Captain America, by his full name. Captain America can now be replaced 
with “he” or “him” with the shared knowledge that the audience knows who is being 
described.  In other words, once authors have initially described the person, object, or 
space in a detailed way authors can use short-hand strategies. Whereas common ground is 
used to situate location, shared knowledge is used to situate communication between 
characters.  At the same time as the Common Ground becomes more established between 
the author and audience another process is unfolding – Shared Knowledge and Narrative 
Action.   As the narrative moves forward the author is tasked less with proving detailed 
information about people, places, and things and more on shared knowledge created 
through interactions between characters.  The next section examines which linguistic cues 
may be used to help authors transition from Common Ground to Shared 
Knowledge/Narrative Action.  
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Establishing Shared Knowledge /Narrative Action 
The existence of shared knowledge is the inverse of building Common Ground, in 
that it enables the use of linguistic short cuts to refer to people, places, and things.  Once 
Common Ground is established, the audience is able to focus not on the minutiae that 
accompany the beginning of narratives, but rather on the relationships that are developed 
overtime through actions.  And, as people learn more information about the characters, 
there is an increased willingness on the part of the audience to become cognitively 
engrossed in how narrative events will unfold over time.  One way to track how Common 
Ground transitions into Shared Knowledge/Narrative Action is by looking at how 
different words are used over the course of narratives.    
Pronouns. Pronouns reveal how familiar and connected people are with one 
another. For example, Pennebaker and Lay (2002) explored the pronoun variations 
present in Rudolph Guiliani’s public addresses before, during, and after the attacks of 
9/11. The attacks of 9/11 compelled him to focus more on a salient group identity (New 
Yorkers) than on himself.  In speeches given after 9/11, Mayor Guiliani’s included more 
first person plural pronouns than first person singular pronouns. Mayor Guiliani’s shared 
experience of trauma with his constituents motivated him to steady their concern by 
reinforcing the group identity of New York City’s residents.  The increased use of first 
person plural pronouns reflects increased connection to one’s social network.  Over and 
beyond, his increased connection to one’s social network also reflects how familiar 
people are with the events that have occurred.  In this instance, the increased use of first 
person plural could have been used to reference the many activities and conversations 
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that took place after the attacks.  In the days that followed the tragic event, people talked 
about the hijackers, personal on the ground, friends that were there when it happened, and 
other countless conversations.  It could be that pronouns increased because people were 
familiar with the details and facts related to the 9/11 attacks – in so far as much that they 
were able to share knowledge with one another.   
In contrast, reduced pronoun usage in general may indicate a decline in shared 
knowledge.  For example, people use fewer self-references when telling deceptive versus 
honest stories (Knapp, Hart, & Dennis, 1974), signaling their decreased self-involvement 
in the interaction.  Newman, Pennebaker, Berry and Richards’ (2003) showed a similar 
pattern for opinion statements.  Participants discussed their views on a controversial 
topic, such as abortion, with others. Some were instructed to deceptively offer opinions 
they did not support, while others were asked to discuss their true stance on the issue.  
The deceptive opinion statements contained fewer pronouns, more negative words, and 
higher cognitive complexity.  Newman and colleagues (2008) attributed the participants’ 
reduced pronoun usage to their desire to distance themselves from the lie.  It could be the 
decreased pronouns usages suggest that lies are harder to tell because people are not as 
familiar with the information.  
In general, increased pronouns use over the course of narratives suggests that 
audiences have become familiar enough with the place and setting to focus on the actions 
of characters.  In addition, the increased use of pronouns over the course of narrative 
could be a linguistic mechanism used by authors as a way to be more efficient in their 
storytelling.  If they are able to reference people and places without having to use formal 
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descriptions then there is more room for other types of linguistic cues.  These studies 
capture the way increased changes in pronoun use reflects how familiar audiences are 
with actors, objects, and places in narratives. 
Adverbs and Auxiliary Verbs.  Aristotle and others have argued that the 
foundation of narrative structure is formed with a beginning, middle, and end.  At the 
beginning of a narrative, audiences are given background information about the location 
and people involved in the story. The previous section in this proposal argued that the 
begging of a narrative will contain more articles and prepositions because these types of 
words are used to help build background information.  Later as the narrative advances 
these types of words are no longer as important to the audience, and instead words that 
drive the actions of characters and create a sense of time are used. Verbs are the most 
common words used to convey action.  For instance, at its most basic level a sentence 
only need contain a noun and a verb (e.g., Isabella danced.) to convey character action.  
This next section examines how verbs can be used in narratives over time to illustrate the 
passage of time and the development of actions between characters.   
Verbs are content words that are used to convey actions, events, and conditions.  
There are many types of verbs that can be used in a sentence.  In particular, adverbs and 
auxiliary verbs are important to look at in this dissertation because they often accompany 
a main verb (e.g., run, jump) to mark the passage of time.  For example, adverbs (e.g., 
back, lately, rarely) are used to provide additional information about the main verb being 
used in a sentence.  Here, in the sentence, “I have rarely seen that color on flowers” the 
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adverb rarely provides information about how often a person has seen this color on 
flowers – it marks the rarity of the color.  
Auxiliary verbs (e.g., have, had) usually work in a similar fashion.  For example, 
in the sentence, “I have driven to Houston”, the auxiliary verb have helps place when the 
action (driven) occurred.  In this case, the adverb places the action in the past.  This is 
especially important as narratives unfold, because more and more actions will have 
occurred between characters.  Identifying when past actions have occurred helps 
audiences to track the development of tensions between characters.  
As many have suggested the middle of a narrative is an accumulation of rising 
tensions between characters that results in conflict in which they spend the remainder of 
the narrative trying to fix.  Applied to narrative structure, verbs are most likely used the 
most during narrative climax as well as right after for two reasons.  First, verbs may 
increase and spike near the climax of narratives because shared knowledge is becoming 
more established.  That it, as more shared knowledge is communicated to the audience 
there is a greater likelihood that they are able to begin interpreting the events that have 
occurred.  Second, the increased use of verbs is a way to demonstrate the passage of time 
to the audience.  In the begging of the narrative less verbs are needed because not a lot of 
action has occurred, but as the story has moved in time more and more interactions have 
taken place. 
Narrative Thinking Style Words.  Researchers have also discovered that certain 
words are related to different thinking styles: categorical and narrative.  People that create 
more time-based stories use more auxiliary verbs, adverbs, conjunctions, impersonal 
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pronouns, negations, and personal pronouns compared to categorical thinkers who use 
more articles and prepositions (Pennebaker et al., 2014).  That is, narrative thinkers are 
more focused on social interactions and tend to use words that showcase events and 
interactions between people.  As a story develops more emphasis is placed on the 
interactions between characters instead of the setting.  Authors may now choose words to 
re-direct the audience’s attention towards social interactions.  The author’s choice of 
words may reflect similar patterns used by narrative thinkers to place emphasis on social 
connections.  
Summary  
As a narrative unfolds and action increases between characters there will be an 
increased need to share knowledge with its audience and show when actions have taken 
place.  The middle of narratives is the point at which Common Knowledge has faded into 
the background and Shared Knowledge has emerged to help audiences learn about the 
actions between characters. During this crucial time in narratives it is important that 
linguistic mechanisms be used to illustrate familiarity and action as well as to establish a 
timeline in which audiences can follow. In particular as the story becomes less focused 
on categorizing the setting, other words, such as pronouns, adverbs, auxiliary verbs, 
impersonal pronouns, conjunctions, and negations may be used more.  Thus, it is 
expected:   
 H2: Auxiliary verbs, adverbs, conjunctions, impersonal pronouns, negations, and 
 personal pronouns will occur with the highest frequency of use during the climax 





Cognitive Processing  
 
Bruner (2002) argued that people gain insight about the narrative when it deviates 
from the expected.  The unexpected or rise in tensions among characters is used to give 
meaning to the narrative (Franklin, 1986).  After all, if there is no tension or change in a 
story, it is not much of a story.  This critical point in the narrative is laden with actions 
that show the audience why something may have occurred.  Scholars have suggested that 
the climax of the narrative is the point in the narrative in which characters begin to 
identify solutions to the problem, challenge, or conflict (Polkinghorne, 1988).  Given that 
this point in the narrative is used to create meaning it would make sense to track the 
different types of linguistic cues that capture words related to the causes and consequence 
of characters actions.  
Cognitive Mechanism Words.  The LIWC category of cognitive mechanism 
words (e.g., because, understand, reason) measures the ways people think about the 
causes and consequences related to events or experiences (Chung & Pennebaker, 2007).  
For example, cognitive words used in narratives about coming to college for the first time 
have been shown to predict grades as well as the drop in the number of times students 
visit the University’s health center during the semester (Pennebaker et al., 1997).  
Interestingly, in these students’ narratives it was not the overall number of cognitive 
mechanism words used in the narratives that influenced these factors, but the increased 
number of cognitive mechanism words people used in the same narrative over time.  The 
increased use of cognitive mechanism of words over time may indicate that in processing 
the event of coming to school for the first time, they are increasingly making sense of 
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their experience.  These studies have shown that the use of cognitive words may be 
indicative of how people are making sense of their world.   
Inspired by these previous findings Klein and Boals (2010) studied the role 
cognitive mechanism words play in narrative coherence.  Specifically, three studies have 
been conducted to examine how cognitive words are used in coherent versus incoherent 
narratives.  Klein and Boals defined a coherent narrative as one that contains a clear 
beginning, middle, and end.  Their first study examined the cognitive mechanism words 
used by songwriters in 36 popular songs. Eighteen of the songs were coded as coherent 
narratives while the remaining 18 were coded as incoherent narratives. Surprisingly, 
songs that were more coherent contained fewer cognitive mechanism words compared to 
those songs that were less coherent.  Wanting to understand why songs with a beginning, 
middle, and end used fewer cognitive mechanism words, Klein and Boals conducted a 
second study that asked people to write about a stressful experience using standard 
prompts (e.g., free flowing) or to write about the stressful experience using a coherent 
narrative structure (i.e., beginning, middle, and end).  People that used the narrative 
structure used fewer cognitive mechanism words than those who had written about their 
experience using a free flowing prompt.  Klein and Boals suggest that an increased use of 
cognitive mechanism words indicates a meaning-making process that people engage in to 
understand events and experiences.  In general, these first two studies illustrate that 
increased use of cognitive mechanism words reflects incoherent narratives, whereas 
decreased use of cognitive mechanism words may indicate more coherent narratives.  
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Previously, Boals and Klein (2005) found that when people gave narrative 
accounts about breaking up with a romantic partner, more cognitive words were used to 
describe negative details of the breakup compared to less negative details.  They 
hypothesized people used more cognitive words to describe negative events because they 
were in the midst of figuring out why the breakup occurred.  To further test if the 
increased use of cognitive mechanism words was a sign that people were in the process 
of developing coherent narratives, Klein and Boals conducted a third study that analyzed 
the cognitive words people used to describe positive and negative experiences.  Again the 
results from this third study suggest that people used more cognitive mechanism words in 
their narratives to describe negative experiences compared to positive experiences.     
Overall, Klein and Boals have found that cognitive mechanism words increase 
when narratives are in the process of becoming coherent, not when narratives are already 
neatly structured with a beginning, middle, and end.  These studies are extremely 
important to this dissertation because one of the main goals is to understand how a 
narrative develops over time. As discussed earlier, tension is most likely to surface in the 
middle of narratives in the form of conflict among or within characters.  These characters, 
as well as the audience must make sense of why the conflict occurred.  In a sense the 
middle of the narrative is similar to the processes described by Klein and Boals.  
Therefore, it is expected that narrative structure will also reflect a similar narrative 
meaning making process (See Figure 3). 
H3: Cognitive mechanism words will have the highest frequency of use during 




Figure 3. Narrative Meaning Making Process  
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Emotional Tone  
 
Traditional narrative theories have suggested that most stories begin with a 
relatively neutral, or even positive, tone, move to one of conflict and increased negative 
emotional state, and then are resolved resulting in high positive and low negative 
emotional tone at the end (Frye, 1957).  Frye suggested that different narrative archetypes 
(e.g., romance, tragedy) followed different emotional trajectories.  Romance narratives 
tell the story of a hero overcoming an evil; thus, the narrative ends positively.  In 
contrast, tragedy is linked to depressed outcomes and ends negatively.  This resonates 
with Aristotle's assertion that emotions in tragic narrative do not have to follow a positive 
tone, but instead can end with a negative tone.   
More recently, researchers have shown that people can be engaged in film 
narratives that end in both positive and negative emotions (Schramm & Wirth, 2010).  
What this shows us is that people can be attracted to narratives with positive or negative 
endings, so long as there is some type of emotion at the end.  Although there have been 
attempts to look at the overall positive and emotional tones of people’s narratives by 
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studying positive and negative emotion words used, there has been little research 
conducted to trace the emotional structure of narrative. Given the numerous studies 
conducted in this area of research, the emotional structure of narrative could be measured 
by using positive and negative emotion words.  
To explain how emotion words fit into the structure of narrative it may be useful 
to consider how emotions are used in narratives to influence the audience’s memory.  
Specifically, what types of emotions are used to help people remember past events or 
experiences?  For example, people tend to remember events if they are unique, require 
emotional reaction, and are retold (Craik & Lockhart, 1986).  Moreover, if people 
verbally rehearse important information they can recall the information longer (Baddeley, 
1992).  For instance, after the Loma Prieta earthquake in the San Francisco Bay Area in 
1989, people who lived in San Francisco and Dallas were asked to provide a narrative 
account of the event days after the event and three months later (Pennebaker & Harber, 
1993).  Stories recorded days after the event showed that both cities accounted for the 
event similarly, whereas months later, the two cites’ narratives looked less and less 
similar.  The authors concluded that the more frequently people discuss an event, the 
more similar their individual accounts will be.  Days after the earthquake, messages in the 
media repeated information which in turn helped narrative accounts develop and 
converge.  As the months passed, San Francisco residents rehashed the event among 
themselves while the national media became less inclined to cover the earthquake — so 
those in Texas had less access to the same information.  
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Moreover, researchers have found emotion words in particular predict the way 
people remember events and experiences.  For example, positive emotional appeals used 
in online banner advertisements compared to those without emotional appeals increased 
the likelihood that people would click on the advisements (Xie, Donthu, Lohtia, & 
Osmonbekov, 2004).  Others have also found that positive emotional appeals in messages 
will be remembered and evaluated more positively compared to those that do not contain 
positive appeals (Stayman & Batra, 1991). This is not only true for positive emotion 
appeals, but for negative emotion appeals as well. In fact, Kensinger and Corkin (2002) 
found people will not only recall events more quickly when negative words are used 
compared to neutral words, but with more vivid details.  They have speculated that 
negative emotion words are the building blocks of how people construct lasting 
memories.  Because negative words are easier to recall than neutral words people are able 
to cluster events and experiences together more easily.  Similarly, others have also argued 
that negative emotion words may be easier to process for people because negative words 
signal uncertainties in their environment, which instinctively motivates them to pay 
attention (Bargh, Chaiken, Govender, & Pratto, 1992; Bagozzi, Gopinath, and Nyer 
1999).  
Additionally, research on life stories has found that identity stories most often end 
positively (McAdams, 2008; McLean, Pasupathi, & Pals, 2007).  For example, in 
interviews of hundreds of Americans about their life stories, McAdams found that 
redemptive themes often emerged.  The redemptive narrative shows people overcoming 
struggles over time and, ultimately, influencing the world positively.  Furthermore, 
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McAdams (2006) has argued that life stories represent traditional narrative structures that 
are formed by a beginning, middle, and end filled with characters, actions, and emotions.  
In addition, some of McAdams work has suggested that some life narratives are 
contaminative and end negatively.  He has argued that people that have contaminative life 
stories often are less satisfied with their life and more prone to depression whereas people 
that have redemptive life stories are generally more satisfied with life. In general, 
McAdams has found most people’s life stories tend to follow the redemptive storyline 
and end on a positive note.  
Since scholars have proposed that people become mentally connected to the 
narrative as characters and events unfold chronologically (Zwaan et al., 1995), it could be 
that when positive or negative emotion words are used people are able to connect and 
remember the action of characters more easily.  And, since narratives by nature end with 
a resolution, and these final moments in the narrative are often some of the more 
memorable, it is predicted:  
H4: Positive emotion words will occur with more frequency in later narrative 
segments than in earlier narrative segments. 
 
H5: Negative emotion words will occur with more frequency in earlier narrative 




Narratives, very much like relationships, use the exchange of information to 
accurately predict future events in order for people to accept them.  The acceptance or 
rejection of a narrative hangs on whether or not the narrative is coherent or sounds true.  
Truthfulness is how well the narrative has portrayed abstract truths about social reality, 
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and whether or not people believe the unfolding of the narrative could have taken place 
(Fisher, 1986).  The goal of a narrative is to end in resolution.  To get to that point 
uncertainty about the conflicting tension must be resolved.  A good narrative then by its 
very nature is attempting to reduce uncertainty about its setting, characters, and action 
over time.  In other words, for a narrative to be successful and make sense, the characters 
must play their role in a certain way that is believable to its audience members (Fisher, 
1986).  
Narratives then provide a central function in how people communicate with one 
another: the ability to reduce uncertainty — about the events and actions of others.  This 
is salient to the field of communication because scholars have long considered how the 
exchange of information in both verbal and written mediums influences how people 
predict future interactions (Berger & Bradac, 1982; Berger & Calabrese, 1979).  For 
example, people can engage in three types of uncertainty reduction strategies.  First, 
people can passively compare information gleaned from the initial interaction to their 
past interactions with others.  Others have coined the term intersubjectivity to describe 
how people use past events to discern the intentions or actions of other people (Bruner, 
2002).  In a way, these past events or interaction provide a precedent in the form of a 
previously used narrative script.  In turn, the old narrative script can be used to compare 
these new interactions and help interpret new narratives presented in interactions. 
Second, people can actively ask for information.  Third, people can interact with the 
person and share information.  This third strategy relies on the willingness of both people 
in the interaction to self-disclose and engage with the other.  The uncertainty reduction 
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strategies used during the initial interaction with another person are crucial for helping 
these relationships develop over time (Berger & Bradac, 1982; Berger & Calabrese, 
1979).  
Given that humans are story tellers by nature a major contribution of this 
dissertation is investigating the narrative properties linguistically expressed over time as a 
narrative develops.   This is an important contribution not only because it helps explore if 
a general pattern exists for narratives, but the communicative properties that may 
accompany a universal narrative structure.  This chapter has reviewed the way language 
reflects the way people perceive the world and those around them.  Additionally, this line 
of research studies the subtle ways people’s language changes in response to their 
experiences and social interactions and how that might apply to the way narrative 
develops.  Five narrative dimensions, common ground, shared knowledge/narrative 
action, cognitive processing, positive emotional tone, and negative emotional tone were 
offered as processes in which to explore narrative structure (See Figure 4). The way that 
these narrative dimensions may increase, decrease, or co-occur separately or together 
may be used to understand how coherent narrative structures emerge over time.  In the 
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Chapter 4- Method 
 
The goal of this project was to use automated text analysis programs to determine 
if a common pattern of language markers unfold in a consistent manner over the course 
of narratives. Previous models have suggested that narrative structure is constructed over 
time with five narrative parts: exposition, rising action, climax, falling action, and 
denouement.  The Narrative Arc Theory (NAT) takes into account these unfolding 
narrative parts and describes a simple way to study narrative structure.  A three-staged 
approach was used to test the NAT model.  The first step involved identifying and 
collecting a large number of narrative texts.  The second step established a 
methodological strategy by which to segment the texts in uniform ways.  The final step 
sought to define and calculate the NAT dimensions.  
Step 1: Selecting the Corpora of Text Files  
The corpora selected included traditional narratives that represented stories 
generally agreed-on as narratives.  Three large data sets were used that varied in length 
and formality (See Table 2).  The corpora were comprised of two data sets that were 
publicly accessible from online sources.  The third corpus was available from an archive 
collected from class assignments in Introductory Psychology over several years.  Since it 
was assumed that the NAT signal would not be strong, reasonably large sample sizes 
were needed and a word count selection criteria was set. Description and examples of the 
corpora are outlined below.  
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Novels.  A corpus of novels (N = 879) were collected from Project Gutenberg 
(www.gutenberg.org) and were written by authors living between 1789 -1970.  These 
novels were available because there were no copyright concerns and were in the public 
domain.  The novels were by authors such as Jane Austin, Herman Melville, Joseph 
Conrad, and others.  
Short Stories.  A corpus of short stories (N = 399) was collected from Project 
Gutenberg (www.gutenberg.org), East of the Web (eastoftheweb.com), and American 
Literature (americanliterature.com).  Not restricted by copyright laws and available to the 
public for general consumption, the short stories were published between 1819 and 2012.  
The stories were by authors such as Roald Dahl, W.B. Yeats, James Joyce, Kate Chopin, 
Anton Chekhov, Ernest Hemingway, and others.  As can be seen in Table 2, the mean 
word count was much lower for the short story corpus than for the novel corpus.  
Thematic Apperception Test.  The third corpus was based on Thematic 
Apperception Test (TAT) stories (N = 4,393) written by college students.  Henry D. 
Murray and Christiana Morgan developed the TAT in the 1930s to measure underlying 
motivations and personality through people’s use of words.  It has been widely used in 
research and clinical practice since, and previous linguistic analysis has shown that 
language use in the TAT reveals people’s needs for achievement, affiliation, and power 
(McClelland, 1957; Winter & Stewards, 1977).  At the University of Texas-Austin, one 
of the TAT drawings has been used by James Pennebaker and Samuel Gosling in their 
introductory psychology classes for several years.  Students are presented with an 
ambiguous image of two people in a laboratory and asked to tell a story about it.  The 
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corpus was gathered from students taking the Introduction to Psychology course between 
1999 and 2008.  In addition to the 4,393 TAT stories used in the final analyses, an 
additional 682 stories were collected but not retained because of their being too short (see 
below).  All identifying information was removed.  
 Word Count Selection Criteria.  Sample size was based on two considerations: 
the number of words within any given text and the number of available texts within any 
given narrative type.  A decision was made to only use narrative types that had a 
minimum of 250 words.  This word count minimum ensured that works comprised of less 
than 250 words did not influence the reliability of LIWC outputs.  In addition, it was 
agreed that the sample size within any given narrative type would have a minimum of 
100 narratives.  Novels, short stories, and TAT showed positive skewness and kurtosis 
scores.  However, given the large sample sizes these positive scores did not make a 
substantive difference in analyses conducted (Tabachnick & Fidell, 2007).  Finally, to 
minimize the influence of outliers, a windsorized mean +/- 3SD was applied to normalize 
the distribution (Aiken & West, 1991).  As can be seen in Table 2, most of the samples 
used far exceeded the minimum sample size.  
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Table 2. Corpora Information 
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Notes. Positive skewness scores revealed that tail of the distributions were slightly larger on the right side. Positive kurtosis 
scores revealed a slightly sharper peak compared to a Gaussin (normal) distribution.  However, sample sizes were extremely 




Step 2: Developing a Segmentation Strategy 
As noted earlier, many scholars have argued that narrative unfolds in five 
segments.  To capture these unfolding narrative segments, all texts were broken into five 
equal-sized units.  The five equal-sized unit strategy has some clear strengths and 
weaknesses.  The greatest strength is that it uses a theoretically derived framework by 
which to measure narrative structure across time.  The problem is that Aristotle and 
others never claimed that the segments were equal in length.  One of the advantages in 
using an equal sized segmentation strategy, however, is that it offers a uniform method 
that can easily be replicated by other researchers.  Finally, human coders were not used, 
which eliminates subjective biases in coding strategies.  
The segmentation strategy was applied to novels, short stories, and TAT texts 
using the segmentation feature of the text analysis program LIWC.  Each category score 
reflected the percentage of words for each segment.  
Step 3: Defining NAT’S 5 Narrative Dimensions  
Recall, that the NAT model points to five hypothesized dimensions that underlie 
all narratives.  These dimensions map onto the NAT model using words associated with 
each narrative dimension.  In the following paragraphs a review of how each narrative 
dimension is predicted to map onto the NAT model is presented.  Table 3 also has been 




Categorization.  The first hypothesized dimension, Categorization, predicted that 
the first part of a narrative required the author to establish basic background information 
for the reader, including the naming and description of people, places, and relevant 
historical information.  To establish common ground, the authors must name and 
categorize people, places, and events which require articles and prepositions.  The NAT, 
then, expects that the Categorization dimension (measured by the use of articles and 
prepositions) will occur at the highest rates at the beginning of a story and drop 
thereafter.   
Narrative Action.  The second hypothesized dimension, Narrative Action, 
anticipates that once common ground has been established, authors will no longer need to 
identify or situate people, places, and events in detail and instead focus on the actions of 
characters.  In describing action of the characters, the authors will rely on verbs and brief 
identifiers for characters and places. Instead of referring to “the local lawyer, Mr. Smith,” 
the author can simply shorten the reference to “Smith” or just “he”.  Also, consistent with 
previous research on narrative thinking styles, it would also be expected that comparable 
increases in conjunctions, common adverbs, and negations would also be seen at points in 
the story that were more personal (Pennebaker et al., 2014).  The NAT, then, predicts that 
the Narrative Action dimension will have the lowest rates of pronouns and verbs 
(specifically auxiliary verbs) at the beginning of a story which should increase thereafter. 
 Cognitive Processes.  The third hypothesized dimension, Cognitive Processes, 
forecasts that the middle of the narrative is where authors reveal to readers the intricate 
sense making process characters experience in order to identify and interpret conflicts.  
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Authors use conflict in a story to motivate the audience to concentrate on the actions of 
characters.  As the story continues, characters experiencing conflict must often engage in 
a sense making process to understand why something has occurred, and as a result 
authors can reveal this sense making process by using a group of cognitive-processing 
words.  Furthermore, given that the end of the story often finds conflict between the 
characters resolved, it is expected the Cognitive Processes dimension occur when the 
highest frequency of cognitive mechanism words are used, typically in the middle of a 
story.  After this intense moment of conflict recognition, authors must slowly decrease 
the amount of words characters use to show the transition between conflict and 
resolution.  The NAT, then, predicts that Cognitive Processes dimension (measured by 
cognitive mechanism words) will peak in the middle of narrative.  Within LIWC, a 
number of cognitive word categories, referred to as cognitive mechanisms, are based on 
the sum of causal (e.g., because, rationale), insight (e.g., realize, meaning), discrepancy 
(e.g., should, ought), and related language dimensions. 
 Positive Emotional Tone.  The fourth hypothesized dimension, Positive 
Emotional Tone, predicts that over the course of the narrative, authors use an increasing 
rate of positive emotion words (e.g., happy). The primary reason is that stories involve 
tension or conflict and, at the end, these negative emotions are resolved.  Their resolution 
should be associated with the characters demonstrating happier emotions compared to 
other parts of the story.  The NAT, then, expects that Positive Emotional Tone dimension 
will have the lowest rates in the middle of a story and increase thereafter.  Note that the 
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Positive Emotional Tone will be measured by the positive emotion words category of 
LIWC. 
 Negative Emotional Tone.  The fifth hypothesized dimension, Negative 
Emotional Tone, predicts that narrative endings will contain statements that leave readers 
with a resolved ending.  Give that other research has found people remember negative 
words more easily than neutral words, it was predicted that authors use more negative 
words at the start of a story. Authors’ high use of negative emotion words at the 
beginning of the story compared to the end may be an effort to help the audience pay 
closer attention to details used in the beginning of the narrative. Thus, in these final 
moments, the NAT, predicts that Negative Emotional Tone, as measured by LIWC’s 




Table 3. Narrative Dimension Information  
Narrative Dimensions  Hypotheses   Linguistic Markers Brief Description 
Categorization H1: Prepositions and articles will occur with 
more frequency in earlier narrative segments 
than in later narrative segments.   
 
articles (a, an, the) + 
prepositions (to, with, above) 
Labeling people, places, 
and things to create 
common ground   
Narrative Action  H2: Personal pronouns, negations, impersonal 
pronouns, auxiliary verbs, adverb, and 
conjunctions will occur with more frequency in 
later narrative segments than in earlier narrative 
segments.  
 
personal pronouns (I, they, her) 
+ negations (no, not, never) + 
impersonal pronouns (it, it’s, 
those) + auxiliary verbs (am, 
will, have) + adverb (very, 
really, quickly) + conjunctions 
(and, but, whereas) 
 
Identify characters, 
places, and actions 
described in a familiar 
way 
Cognitive Process H3: Cognitive mechanism words will have the 
highest frequency of use during narrative climax 
(narrative segment three). 
 
cognitive mechanism words 
(cause, know, ought) 
Track the meaning 
making process of 
characters as they 
attempt to make sense of 





H4: Positive emotion words will occur with 
more frequency in later narrative segments than 
in earlier narrative segments. 
 
positive emotion words 
(happy, nice, love) 
 
Identify redemptive 
qualities of events and 
characters described 





H5: Negative emotion words will occur with 
more frequency in earlier narrative segments 
than in later narrative segments. 
 
negative emotion words (sad, 
ugly, hate) 
 
Track the remembrance 
of past events and action 
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Chapter 5 – Results 
 
 Overall, three broad analytic strategies were used in the current project.  The first 
examined the basic psychometric properties of narratives.  The second, and most 
important, explored the unfolding structure of the narratives over the course of the texts.  
The third compared the unfolding structure among the different narrative types. 
I.  Basic Psychometrics of Narrative 
The current project hypothesizes that there are 5 essential dimensions of 
narratives that naturally change over the course of a story: categorization, narrative 
action, cognitive mechanisms, positive emotional tone, and negative emotional tone.  
Given that the project’s main goal is to study the structure of narrative by tracking these 5 
dimensions, it is valuable to establish the basic psychometric properties of the 
dimensions.  In particular, it was important to identify the descriptive statistics within and 
across corpora as well as to explore the intercorrelations and reliability of the dimensions 
themselves.  
Descriptive Statistics of the Essential Narrative Dimensions 
As a first step, the means and standard deviations were calculated on the entire 
corpora. Recall that the LIWC program calculated the percentage of total words in each 
text that made up each of the narrative dimensions.  As can be seen in Figure 5, 
Categorization and Narrative Action accounted for over half of all the words used by 
authors in the various texts.  The percentage of categorization words – derived from the 
sum of articles and prepositions – across the corpora was 21.7 percent (SD = 2.9).  
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Narrative action words, which included pronouns, auxiliary verbs, conjunctions, selected 
adverbs, and negations, accounted for over a third of all words on their own.  Cognitive 
Process words made up around 17% of all words in the texts.  On the surface, it appears 
that 80% of the total words in the corpora were able to be measured using the 5 narrative 
dimensions.  Note that this number is somewhat inflated in that approximately 10 percent 
of the cognitive mechanism words overlapped with other categories.  
Figure 5. Narrative Corpora Composition (N=5,671) 
 
 
Are there substantial differences in the language dimensions as a function of 
corpus?  To answer this, an initial comparison of the means and standard deviation for 
each language dimension was made among novels, short stories, and TAT.  As can been 
seen in Table 4, the base rates for each narrative dimension across narrative types were 
fairly evenly distributed.  For example, Categorization dimension ranged from 21.6 to 
22.4 percent for all three data sets. In the same way that the entire corpora means and 















dimensions, these separate results on novels, short stories, and TAT produced strikingly 
similar compositional patterns.  
 Simple one-way analyses of variance (ANOVAs) were used to determine the 
degree to which novels, short stories, and TAT differed from one another (using a p < .01 
criterion).  The results showed that there were statistically significant differences across 
all dimensions.  Table 4 summarizes the results of this analysis.  Although there are 
clearly differences among all three corpora, they are relatively small in magnitude.  To 
examine the means and standard deviations for LIWC variables and Narrative 
Dimensions two tables have been  provided in Appendix A and Appendix B.  
Table 4. ANOVA Comparing Mean Narrative Dimension Proportions Based on Corpus  
 











Categorization 22.4(1.9)a 21.6(3.0)b 21.6(3.0)b 25.5 .009 
Narrative Action  34.4(3.9)a 33.9(5.1)b 36.7(6.5)c 99.2 .034 
Cognitive Mechanism  15.0(1.4)a 14.2(2.0)b 17.2(3.0)c 435.6 .133 
Positive Emotional Tone 2.7(0.7)a 2.5(0.9)b 2.9(1.3)c 29.4 .010 
Negative Emotional Tone  2.0(0.4)a 1.8(0.6)b  2.0(1.1)a 7.3 .003 
Notes. Standard deviation in parentheses.  The same superscripts within rows indicate 
significant differences based on a Hotchberg post-hoc test.  All main effects are 
significant at p <. 01 with F > 7.3 with (2, 5,668). 
 
 Taken together, two main findings emerged.  First, the percentage of words that 
make up each of the narrative dimensions differ considerably.  The dimensions of 
Categorization and Narrative Action account for over half of all the words used in the 
three different corpora.  Emotion words, on the other hand, account for only about five 
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percent of all the words.  Second, although there are large statistical differences between 
the three corpora, the absolute magnitude of differences between novels, short stories, 
and TAT are relatively small.  Indeed, the largest statistical and absolute difference 
between any pair of means was for cognitive mechanisms between short stories (14.2 
percent) and TATs (17.2 percent). 
Intercorrelations 
 How are each of the five narrative dimensions related to each other?  Simple 
Pearson correlations were computed to establish the basic relationships among the 5 
narrative dimensions (See Table 5).  Given the large sample sizes and number of 
correlations, the minimal p-level of p < .01 was adopted for significance for all tests.  As 
can be seen, all of the narrative dimensions were significantly correlated with one 
another.  The patterns of the relationships suggest overlapping or interweaving of 
narrative processes over the course of stories. 
Table 5. Pearson Correlation Coefficients for Corpora’s Narrative Dimensions  
Narrative Dimension 1 2 3 4 5 
1 Categorization  1.00     
2 Narrative Action -.65 1.00    
3 Cognitive Processes -.32 .50 1.00   
4 Positive Emotional Tone  -.20 .10 .10 1.00  
5 Negative Emotional Tone  -.12 .10 .04 -.08 1.00 
Notes. All correlations are significantly different from zero, p < .01. 
  
 Particularly striking was the strong negative correlation between Categorization 
and Narrative Action, suggesting that when authors used more personal and action 
focused words (e.g., pronouns and auxiliary verbs) the proportion of words used to 
describe the story’s setting (e.g., articles) decreased.  Although this pattern is predicted 
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over time (that is, as Categorization is hypothesized to drop over the course of a 
narrative, and Narrative Action is expected to increase), it is interesting that the same 
inverse relationship exists at the book or story level (See Appendix C).  This suggests that 
some narratives tend to be more formal whereas others are generally more personal. 
 Notably, others have discovered a similar pattern in the way people use words 
articles and prepositions compared to Narrative Action words.  For example, Pennebaker 
et al. (2014) studied college admissions essays and found students either used high rates 
of articles and prepositions or high rates of pronouns, auxiliary verbs, conjunctions, 
adverbs, and negations. They argued that these types of words correspond to different 
thinking styles.  Students who used high rates of articles and prepositions were 
characterized as having a complex or categorical thinking style reflected by the their 
descriptions of categories (e.g., objects), whereas other students that opted to use words 
such as pronouns and auxiliary verbs demonstrated a more narrative thinking style. 
Pennebaker et al. (2014) provide complementary evidence to the negative correlation 
between Categorization and Narrative Action dimension because it reveals that when one 
group of words is being used at a high rate there is a strong possibility that the other is 
being used less frequently.  
 Closer inspection of the Categorization dimension also reveals that not only does 
it share a negative relationship with the Narrative Action dimension, but with all of the 
dimensions.  That is, when authors use articles and prepositions other types of words are 
used less often in the story.  In short, the Categorization dimension seems to be working 
in the opposite direction of other words in the narrative. 
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 Table 5 also reveals some strong positive relationships among other narrative 
dimensions. For example, Cognitive Processes and Narrative Action dimensions were 
highly correlated, suggesting that when authors use action words (e.g., auxiliary verbs 
and pronouns) in a story they are accompanied by use of cognitive mechanism words 
(e.g., because).  As noted earlier, this correlation is also amplified by the overlap in some 
words that make up both dictionaries. 
 Finally, while some of the other correlations are not as strong as the ones 
mentioned above, a significant relationship between all 5 dimensions has taken place.  
One explanation for the significant correlational findings is that the narrative dimensions 
are connected to one another and unfold as a set process.  In sum, the inter-correlational 
strategy was used helped to get a sense of how narrative dimensions were related to one 
another, and learn the strength of that relationship.  It should be noted that the pattern of 
correlations within each of the corpora are quite similar.  See Appendix C, for an 
analogous correlation matrix presented separately for each of the three narrative types.  
Reliability Analysis  
In establishing the basic psychometrics of a new measure, one goal is to 
demonstrate that the measures are reliable over time.  Within the current context, this 
could be done by looking at each of the narrative dimensions over the five segments of a 
story.  That is, if an author tends to use categorical language at rates higher than other 
authors during the first segment of a story, does the same author also tend to use 
categorical language at higher rates during later parts of the narrative?  There is an 
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interesting irony to such an analysis in that the current paper is based on the assumption 
that language generally shifts as a narrative progresses. 
In fact, the reliability assumption is not in conflict with the narrative shifting 
hypotheses.  It is assumed that each author has his or her own distinctive language 
fingerprints over the course of a story.  Some authors may be generally categorical, 
cognitive, or happy and their word use will be consistently evident at all points in the 
narrative.  At the same time, it is assumed that authors in general will shift their word use 
over time.  Indeed, these shifts are similar to the findings that posit the different effects of 
personality and situation in all behaviors, including language use.  Almost everyone is 
more formal in their language and demeanor in a courtroom than at a bar with friends.  
However, the most formal of a group of friends will likely be the most formal in both the 
courtroom and the bar. 
To determine if each narrative dimension was internally consistent across the five 
story segments, Cronbach’s alphas were calculated for each dimension across all texts 
used in the project. As seen in Table 6, Categorization, Narrative Action, and Cognitive 
Processes internal consistency scores were strong ranging from .78 to .87. Positive and 
Negative Emotional Tone scores were acceptable at .77 and .71.  Only among the TATs 
were the alphas relatively low for three of the five narrative dimensions.  Nevertheless, 















Novels (N=879) .93 .94 .92 .92 .85 
Short Stories (N=399) .88 .89 .85 .83 .72 
TAT (N=4,393) .61 .78 .56 .54 .56 
Unweighted Mean Inter-Correlation  
across Corpora (N=5,671) 
.80 .87 .78 .77 .71 
Notes. Categorization (articles + prepositions). Narrative Action (personal pronouns + negations + impersonal pronouns + 
auxiliary verbs + adverb + conjunctions). Cognitive Process (cognitive mechanism words).  Positive Emotional Tone (positive 
emotion words). Negative Emotional Tone (negative emotion words).  An overall unweighted means Cronbach alpha was 




Taken together, the psychometrics of the narrative dimensions are sound.  The 
base rates of the five narrative dimensions account for approximately 75% of all the 
words used in the corpora.  Although there are small (but statistically significant) 
differences in baseline language use between the corpora samples, the patterns are 
remarkably similar.  The intercorrelations among the five dimensions suggest that the 
Categorization and Narrative Action dimensions are tracking opposing processes.  That 
is, stories marked by a high rate of categorical words tend to rely on fewer narrative 
action words and vice versa.  Cognitive process dimensions are modestly and positively 
correlated with narrative action and negatively with categorical dimensions. Interestingly, 
positive and negative emotion words are relatively independent of other narrative 
dimensions as well as from each other.  Finally, authors’ use of the five narrative 
dimensions is reliable over the course of stories.  The next section reviews the initial tests 
used to examine how these narrative dimensions unfold over the course of narrative.   
II. Narrative Structure Analyses 
At the heart of this dissertation, it is assumed that it is possible to track the 
unfolding of stories through word use.  More specifically, the five presumed narrative 
dimensions are expected to unfold in different ways over the course of the narrative.  As 
an overall test of this prediction, a simple Corpus (3) x Segment (5) x Narrative 
Dimension (5) mixed model ANOVA was initially conducted, using language 
prominence as a dependent variable.  The ANOVA was used to see if differences existed 
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between corpora, narrative dimensions, and narrative segments in how language unfolds 
across a narrative.  
 As can be seen in Table 7, the omnibus ANOVA revealed highly significant main 
effects and interactions for virtually every dimension.  The largest main effect indicated 
that language varied considerably across the five segments over the course of narrative.  
That is, as the story unfolded, words were being used in different ways.  The interaction 
effects revealed that all of these changes were influenced by the narrative type.  Although 
they may follow similar types of patterns, some stories contained slight variations in how 
narrative dimensions unfold.  In general, the main effects and interactions captured by the 
ANOVA analyses showed significant differences within and between the corpora.  
Table 7. Corpus (3) x Segment (5) x Narrative Dimension (5) between-within ANOVA 
Variables  df F Partial 2 
Corpus Main Effect 2 313.0 .099 
Narrative Dimension Main Effect 4 79.5 .014 
Narrative Segment Main Effect 4 38245.7 .871 
Interaction (Segment*Corpus ) 8 94.1 .032 
Interaction (Segment*Narrative Dimension) 16 48.5 .008 
Interaction (Segment*Corpus*Narrative Dimension)  32 9.8 .003 
Notes. All main effects and interactions are significant at p < .001. 
 
 In reviewing the overall ANOVA results, there are two important limitations to 
consider. First, by merely looking at the means one can predict that linear and quadratic 
trends may exist, but the ANOVA statistics do not address the changes for each narrative 
dimension. Unfortunately, the ANOVA statistics only revealed significant differences 
within and between the corpora for each narrative dimension over the course of narrative.  




 A second limitation is that the narrative types are being compared against one 
another without taking into account the differences in their magnitude of language 
changes.  For example, the Categorization dimension drops are strongly and significantly 
linear for both novels and short stories. However, the drop for TATs (from 22.9 to 21.0, 
or 1.9 percentage points) is much larger than for novels (22.7 to 22.3, or 0.4 percentage 
points).  As can be seen in Table 8, the TAT stories are associated with much larger 
changes for all narrative dimensions than either novels or short stories. Under normal 
circumstances, this would not be a problem.  However, for graphing purposes, it is 
preferable to normalize the changes within each corpus.  Accordingly, the entire corpora 
was standardized (or rescaled) before additional analyses were conducted.  The linear 
feature scaling procedure is described below. 
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Table 8. Corpus (3) x Segment (5) x Narrative Dimension (5) between-within Descriptives 
  Narrative Segments  



















































































































































Linear Feature Scaling Analysis Procedure 
 
A common technique used by researchers to adjust for base rate and slope 
differences is to use linear feature scaling.  Linear feature scaling is a method used to 
rescale the range of a number series while still leaving the relationship between numbers 
intact (Meijeering & Ieee, 2002).  That is, it is a technique used to preserve the 
relationship between all data points while condensing all values to conform to a desired 
range.  For example, when comparing temperatures that have used different standards of 
measurement (Fahrenheit and Celsius) the values need to be translated into the same units 
in order to make a direct comparison.  The absolute temperature does not change in the 
conversion, but the values will share the same unit of measurement and can now be 
compared against one another.  Much like different scaled temperatures, the base rates for 
each narrative text in the entire corpora must be rescaled.  Consider the following 
example.  
Imagine that from our LIWC output we know the percentage of prepositions used 
over the 5 narrative segments for two corpora.  Imagine that the mean use of prepositions 
in the first corpus (e.g., 1, 2, 3, 4, 5) ranges from the highest value of 5 and the lowest 
value of 1.  The range for this corpus will be 4 (i.e., the range for any group of numbers is 
defined as the difference between the highest and lowest value for that group of 
numbers).  In second corpus, the mean percentage of prepositions has a much broader 
range (10, 20, 30, 40, 50) where the highest value is 50 and the lowest value is 10. So, the 
range for this corpus is 40.  On a graph, the range is represented by all of the y-values and 
provides information about the shape of a function.  In this example, if one were to plot 
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the two corpora (1, 2, 3, 4, 5 and 10, 20, 30, 40, 50), both would form perfectly straight 
lines.  The problem, however, is that on a graph that ranged from 1 to 50, the variation in 
the first corpus would appear to be negligible compared to the second corpus.  To 
effectively compare the slopes of the two groups they must be on the same scale in order 
to make meaningful comparisons. 
Now imagine a common range of 4 has been chosen for Corpus 1 and Corpus 2.  
To calculate the new range two steps are required. In step 1, the range for both the 
Corpus 1 and 2 must be calculated (See Table 9).  










































Step 2 requires that the old range and new values must now be entered into the standard 
scaling formula to obtain new values for corpora across the 5 segments.  The linear 
feature scaling formula is listed below.  The formula is used to rescale the old values into 
new values (Meijeering & Ieee, 2002). 
New Value = [(Old Range Value – Old Range Minimum) × (New Range Maximum – New Range Minimum)] 
    (Old Range Maximum – Old Range Minimum) + New Range Minimum) 
 
Remember, the output returned by the scaling equation produces an identical relationship 
between other points in the series; it is now simply represented by a new number (see 
Table 10). For instance, in Corpus 1 and 2, Segment 5 is 5 times the magnitude of 
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Segment 1 – this remains true for both corpora prior to and following the linear feature 
scaling procedure. 
 








































































 In general, the linear feature scaling technique is used to create a standardized 
scale to help compare if a common pattern exists across all corpora.  Given the previous 
scaling issues that emerged during initial ANOVA analyses, this standard technique was 
used to rescale every LIWC category in novels, short stories, and TAT.  After the 
rescaling, the simple Corpus (3) x Segment (5) x Narrative Dimension (5) mixed model 
ANOVA was re-rerun in order to learn if differences truly existed between corpora, 
narrative dimensions, and narrative segments.  As can be seen in Table 11, the 3 x 5 x 5 
ANOVA performed on the rescaled variables yielded the same basic effects of 
interactions with Narrative Dimension and Narrative Segment.  Although the omnibus 
ANOVA reported highly significant main effects and interactions for every dimension, 
the statistical procedure did not provide a way to examine the shape of what the Narrative 
Dimensions looks like over the course of narrative.  In order to test the actual shape of 
each dimension, another statistical procedure was required.  Therefore, each dimension is 






Table 11. Corpus (3) x Segment (5) x Narrative Dimension (5) between-within ANOVA 
Variables  df F Partial 2 
Corpus Main Effect 2 79.4 .025 
Narrative Dimension Main Effect 4 135.6 .023 
Narrative Segment Main Effect 4 45.1 .008 
Interaction (Segment*Corpus ) 8 12.6 .005 
Interaction (Segment*Narrative Dimension) 16 71.5 .012 
Interaction (Segment*Corpus*Narrative Dimension)  32 11.3 .004 
  Notes. All main effects and interactions are significant at p < .001. 
 
Narrative Dimension Hypotheses 
 The main goal of testing the NAT model is to examine whether common narrative 
patterns are consistent with those that have been previously theorized.  Recall from the 
methods section that H1-H5 predicted that different narrative processes follow linear and 
quadratic trends over the course of narrative.  There are multiple ways by which to 
determine the patterns of narrative dimensions.  One statistically pure way would be to 
identify specific functions (or statistical models) that capture linear and curvilinear 
changes in language use over the course of narratives.  
 To do this, linear and quadratic models were used to test the shape of each 
narrative dimension.  First, a simple linear model was used to determine if the shape for 
each narrative dimension could be captured in the form of a straight line.  This approach 
can identify whether the shape of a narrative dimension is rising or falling in a generally 
linear fashion over the course of the narrative.  Importantly, a linear model is not able to 
capture a “rising, then falling” trend as it results in a “net gain” of zero - this would result 
in linear model forming a flat line.  For this reason, a quadratic model is essential to 
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detecting non-linear trends.  A second approach, then, was to fit a quadratic model to 
each dimension in order to test whether or not a curvilinear shape could describe 
narrative trends more accurately than a linear model.  Specifically, quadratic models were 
used to learn if the “rising, then falling” (or “falling, then rising”) trend existed for any of 
the narrative dimensions.  A benefit of this procedure is that it is possible to determine 
whether the quadratic model better accounts for the shape of any narrative dimension.  
This is done by examining whether the change in variance accounted for (R2) is 
statistically significant.  
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Table 12. Simple Regression Predicting Linear and Quadratic Trends for Narrative Dimensions 
 Corpora (N=5,671) 
 Linear and Quadratic Models  X Constant X^ Constant F B SE B R2 R2 
Categorization Dimension         
Linear Model   -.135  526.5 -.145 .006 .018  
Quadratic Model  -.549 .422 361.7 .074 .005 .025 .007 
Narrative Action Dimension         
Linear Model   .158  726.4 .170 .006 .025  
Quadratic Model  .855 -.710 650.5 -.125 .005 .044 .019 
Cognitive Processes         
Linear Model   .143  591.0 .154 .006 .020  
Quadratic Model  -.709 .839 579.2 -.125 .005 .039 .019 
Positive Emotional Tone         
Linear Model   .105  313.7 .117 .007 .011  
Quadratic Model  -.001 .108 165.2 .020 .006 .012 .001 
Negative Emotional Tone         
Linear Model   .117  395.0 .134 .007 .014  
Quadratic Model  .439 -.328 256.5 -.061 .006 .018 .004 
Notes. All F-values for the Linear Model are significant at p<.01. df (1, 28,353).  All F-values for the Quadratic Model are 




H1: Does Categorization follow a negative linear trend over the course of narrative? 
 A simple linear regression was used to determine if the Categorization dimension 
changed over the five narrative segments.  The linear regression model was a good fit and 
showed that narrative segments explained a significant proportion of variation in 
Categorization dimension, F (1, 28,353) = 526.5, p < .01, with an R2 of .018.  The linear 
model provided information about the direction of Categorization, and showed that for 
each additional narrative segment the Categorization dimension decreased (b=-.135).  
Although, the quadratic model also explained a significant proportion of variation in 
Categorization dimension, the R2 revealed that the additional amount explained was less 
than one percent.  Taken together, the linear model accounted for significantly more 
variance than the quadratic model.  The linear model captured how the Categorization 
process unfolds over the course of narrative in a succinct negative linear fashion. (See 
Figure 6 and Table 12).  Therefore, H1 was supported.  
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Figure 6. Categorization Shape 
 
H2: Does Narrative Action follow a positive linear trend over the course of 
narrative? 
 
 The results from a regression analysis on the Narrative Action dimension revealed 
that the linear model was the best fit and explained a significant amount of variance.  The 
R2  between the linear and quadratic model showed that the quadratic model accounted 
for less than two percent of explained variance.  Both models revealed that for each 
additional narrative segment the Narrative Action dimension increased, although the 
linear model more accurately depicted the positive linear trend that Narrative Action 
























Figure 7. Narrative Action Shape 
 
H3: Does Cognitive Processes peak in the middle of narrative? 
 The variance in Cognitive Processes was best explained by a simple quadratic 
model, F (2, 28,352) = 579.2, p < .01, with an R2 of .019. Compared to the linear model, 
the R2  showed that the quadratic regression model accounted for an additional two 
percent of explained variance.  The quadratic model confirmed that the Cognitive 






























H4: Does Positive Emotional Tone follow a positive linear trend over the course of 
narrative? 
 
 On the surface, both linear and quadratic models explained a significant amount 
of variation in the Positive Emotional Tone dimension.  However, the linear model 
provided the best fit and showed that a significant proportion of variation in Positive 
Emotional Tone was explained by narrative segment, F (1, 28,353) = 313.7, p < .01, with 
an R2 of .011.  Furthermore, the quadratic model did not provide a better fit because the 
R2  accounted for less than one percent of additional variance explained.  As can be seen 
in Figure 9, the linear model best captured a positive increase in Positive Emotional Tone 
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Figure 9. Positive Emotional Tone Shape  
 
 
H5: Does Negative Emotional Tone follow a negative linear trend over the course of 
narrative? 
 
 Although both models accounted for significant variance, the linear model best 
predicted the trend of Negative Emotional Tone.  The linear model showed that narrative 
segments explained a significant proportion of variation in Negative Emotional Tone, F 
(1, 28,353) = 395.0, p < .01, with an R2 of .014.  An analysis of the change in variance, or 
R2, demonstrated that the quadratic model was not the best fit because less than one 
additional percent of the variable could be explained by the model. In general, results 
showed that Negative Emotional Tone is best illustrated by a positive straight line over 



















Figure 10. Negative Emotional Tone Shape  
 
 
Other Relevant Analyses  
 As can be seen by Table 13, linear and quadratic models were also used to test the 
shape of each narrative dimension that belonged to novels, short stories, and TAT.  
Results showed that novels, short stories, and TAT followed similar patterns found for 
the corpora.  Additionally, the change in variance accounted for (R2) suggested that 
novels, short stories, and TAT followed slightly more closely for certain dimensions.  
However, the general patterns remained consistent. Taken together, the small (but 
statistically significant) results showed that as the narrative develops linear and quadratic 
language patterns emerged for not only the corpora, but separately for novels, short 
stories, and TAT.  That is, the additional analyses conducted on each corpus showed that 
the five narrative dimensions consistently followed the same patterns over the course of 
















Table 13. Simple Regression Predicting Linear and Quadratic Trends for Narrative Dimensions for Narrative Types 
 Novels (N=879) 
 Linear and Quadratic Models  X Constant X^ Constant F B SE B R2 R2 
Categorization Dimension         
Linear Model   -.136  82.8 -.145 .016 .018  
Quadratic Model  -.787 .664 79.6 .116 .013 .035 .017 
Narrative Action Dimension         
Linear Model   .239  266.4 .256 .016 .057  
Quadratic Model  1.38   -1.16 265.1 -.204 .013 .108 .051 
Cognitive Processes         
Linear Model   .092  37.9 .099 .016 .009  
Quadratic Model  -1.22 1.29 151.1 -.215 .013 .064 .055 
Positive Emotional Tone         
Linear Model   -.046  9.39 -.050 .016 .002  
Quadratic Model  .125 -.175 7.23 -.031 .014 .003 .001 
Negative Emotional Tone         
Linear Model   .249  290.2 .267 .016 .062  
Quadratic Model  .450 -.205 149.0 -.036 .013 .064 .002 
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Table 13 (continued) 
 Short Stories (N=399) 
Linear and Quadratic Models X Constant X^ Constant F B SE B R2 R2 
Categorization Dimension         
Linear Model   -.135  36.9 -.145 .024 .018  
Quadratic Model  -.659 .534 29.6 .094 .020 .028 .010 
Narrative Action Dimension         
Linear Model   .188  72.6 .200 .023 .035  
Quadratic Model  .696 -.518 4702 -.090 .020 .045 .010 
Cognitive Processes         
Linear Model   .045  3.97 .048 .024 .002  
Quadratic Model  -.426 .463 8.83 -.75 .020 .009 .007 
Positive Emotional Tone         
Linear Model   -.006  .081 -.007 .024 .000  
Quadratic Model  -.028 .022 .059 .004 .020 -.001 -.001 
Negative Emotional Tone         
Linear Model   .166  56.3 .179 .024 .027  





Table 13 (continued) 
 TAT (N=4,393) 
 Linear and Quadratic Models  X Constant X^ Constant F B SE B R2 R2 
Categorization Dimension         
Linear Model   -.135  406.8 -.145 .007 .018  
Quadratic Model  -.491 .363 589.5 .064 .006 .023 .005 
Narrative Action Dimension         
Linear Model   .139  433.9 .150 .007 .019  
Quadratic Model  .765 -.638 393.4 -.112 .006 .035 .016 
Cognitive Processes         
Linear Model   .162  591.8 .174 .007 .026  
Quadratic Model  -.633 1.62 472.2 -.111 .006 .041 .015 
Positive Emotional Tone         
Linear Model   .144  466.7 .161 .007 .021  
Quadratic Model  -.023 .171 245.8 .031 .006 .022 .001 
Negative Emotional Tone         
Linear Model   .089  175.0 .103 .008 .008  
Quadratic Model  .441 -.358 141.4 -.068 .007 .013 .005 
Notes. Novels: All F-values for the Linear Model are significant at p<.01. df (1, 4,393).  All F-values for the Quadratic Model are 
significant at p<.01. df (2,4,392).  All R2 were significant at p < .01.  SS - Positive Emotion Tone p>.01.  Short Stories: Categorization, 
Narrative Action, and Negative Emotional Tone F-values for the Linear Model are significant at p<.01.  df (1, 1,993). The Cognitive 
Processes F-value for the Linear Model was significant at p<.05, and for the Linear Model was significant at p<.01.  Positive Emotional 
Tone F-value for the Linear Model was not significant at p<.01.  All F-values for the Quadratic Model are significant at p<.01. df 
(2,1,992), except Positive Emotional Tone which was not significant at p<.05.  All R2 except for Positive Emotional Tone were significant 
at p < .01. TAT: All F-values for the Linear Model are significant at p<.01. df (1, 21,963).  All F-values for the Quadratic Model are 




Chapter 6- General Discussion 
 
The overarching research question that guided this project asked whether a 
common structure exists for narratives.  In the past, scholarship on narrative structure has 
been limited because of its reliance on human coders, the amount of time needed to 
examine even a small set of narratives, and only selecting parts of the narrative to 
analyze.  The current project bypasses many of these limitations and as a result provides a 
deeper understanding of not only the different components that make up narrative 
structure, but how these components move together across the story.   
As noted in the introduction, different theoretical frameworks have been 
associated with narrative structure.  An overwhelming amount of research defined 
narrative as a story that followed a general time line that contained a beginning-middle-
end sequence (Aristotle; Franklin, 1986; Freytag 1894).  Given this precedent, novels, 
short stories, and TAT were selected to represent traditional narratives.  Although, each 
corpus used in this dissertation represents a traditional narrative there are some 
differences that exist between the selected narratives as well. One difference is that each 
varied in length.  On average novels contained 65,369 words per text, whereas short 
stories contained 4,563 and TAT contained 449 words per text. Another difference 
between these narratives was the amount of time used by authors to write their story.  
Novels and short stories can take months or years to write compared with TAT stories 
that were typically written in less than an hour (at the beginning of the TAT exercise, 
students were asked to write for a minimum of 20 minutes).  Related to this time 
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difference is the fact that novels were generally written by seasoned writers, while some 
of the short stories, and all the TAT stories were written by people who were less 
experienced writers.  The TAT stories were written by undergraduate 18-22 year old 
students taking a psychology class, who had no formal literary training.  Although these 
differences offered challenges during the analysis stage of this dissertation, they also 
offered advantages.  First, by looking at a variety of narratives there was an opportunity 
to examine if all stories shared the same structure.  Second, the narratives used in this 
dissertation helped to create one of the largest corpora ever used in the social sciences to 
study the structure of narrative.  
Given the large number of text files, an automated text analysis strategy was 
developed and used to track how language changed over the course of narrative.  To test 
whether or not a general pattern for narrative existed, a series of predictions were 
developed using the Narrative Arc Theory (NAT).  Building on earlier narrative theories 
and language studies, the NAT model expected that narrative structure would contain 5 
basic components, which included: Common Ground, Narrative Action, Cognitive 
Processing, Positive Emotional Change, and Negative Emotional Change.  In addition, 
the NAT model predicted that these 5 basic components would follow linear and 
quadratic trends over the course of narrative.  However, before testing the NAT model, 
correlations and internal reliability measures were used to examine basic psychometric 
properties of each component and evaluate the relationship between each component.  
Next, keeping in mind that narrative follows a general time line that contains a  
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beginning-middle-end, the analytic strategy developed took each text file and separated it 
into 5 equal sized parts and was then analyzed with LIWC.  Finally, linear and regression 
models were used to evaluate the shape of each narrative component.  
Indeed, the results showed a basic pattern that could be seen by looking at how 
narratives unfolded.  In the following discussion, a review of each dimension is presented 
along with how these narrative dimensions may be related to one another.  Finally, 
limitations of this dissertation and the future directions for research are outlined.   
The Components of Narrative    
Hypothesis 1 predicted that at the start of the story, authors would use more 
preposition and articles than at the end.  Remember that prepositions (e.g., in) naturally 
provide rich information about time and space.  Articles (e.g., a) usually provide 
information about specific or concrete objects.  These two linguistic markers were 
predicted to be more frequently used at the start of narrative because of their ability to 
describe and lay out the setting of the story.  A linear regression model conducted on the 
corpora showed a linear drop in the amount of articles and prepositions used over the 
course of narrative.  As predicted, linear regression models performed on each narrative 
type showed similar results.  
Interestingly, the mean proportion of Categorization for TAT had the largest drop 
in articles and prepositions over the course of narrative compared to novels and short 
stories.  One explanation is that the TAT story was written in such a short time frame that 
the authors may have had to move quickly in the story to describe people, places, and the 
setting in order to make room for actions between characters.  In contrast, novels and 
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shorts stories undoubtedly went through a vigorous revision process and authors laid out 
the narrative more methodically. Another explanation could be that TAT stories were 
generated by asking authors to view a photo of two scientist working in a lab and were 
then asked to write a story.  The photo provided information about the setting, and the 
visual cues could have unconsciously reduced authors need to write more detailed 
descriptions of the setting and instead focus on the interaction between the two scientists.  
In general, the pattern found in the corpora and within each narrative type suggested that 
authors shape the beginning of the story with articles and prepositions.    
 The second hypothesis dealt with narrative action.  It was expected that as a story 
developed, descriptions of the setting would be needed less, and instead, authors would 
use more personal pronouns (e.g., she), negations (e.g., no), impersonal pronouns (e.g., 
it), auxiliary verbs (e.g., am), adverbs (e.g., very), and conjunctions (e.g., but). Indeed, 
these dimensions have been found to be necessary for stories to unfold.  Comparatively, 
all of these words function to distinguish specific people, places, and actions.  For 
instance, in the phrase, “She was not here today” the word she is used to identify a 
specific female.  It was predicted that these short-handed references would be used later 
in the story because initial descriptions had already been provided.  For instance, the she 
in the phrase above connotes a short-handed reference for someone’s proper name (e.g., 
Katherine) and other identifying information (e.g., “the woman who lived down the street 
in the blue house).  Linear regression analyses demonstrated that within the main corpora 
and across novels, short stories, and TAT these words do in fact follow a positive linear 
trend as the story progresses.  However, TAT stories did use slightly more of these words 
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over the course of narrative compared to novels and short stories.  Once again, the TAT 
picture could have some influence in how authors write their stories.  For example, the 
photo perhaps provided a familiar enough setting that enabled authors to use more words 
to describe the interaction between the two scientists.  Another explanation could be that 
when stories are generated for the first time and under a time constraint they tend to be 
less formal than other types of stories that undergo several rounds of edits.   
 The third hypothesis predicted that as conflict developed and reached the story’s 
climax, authors would use more cognitive words to show characters making sense of their 
interactions. Previous research has found that cognitive mechanism words (e.g., know) 
are used when people are working through or trying to resolve complex problems (Boals 
& Klein, 2005).  From a literary perspective it has also been suggested that the main 
conflict comes at the middle of the narrative (Franklin, 1989).  Thus, it was predicted that 
cognitive mechanism words would be used more in the middle compared to other parts of 
the narrative.  Strikingly, a quadratic regression model applied to the corpora showed that 
as the story develops the cognitive processes dimension follows a rising and falling 
pattern.  That is, cognitive mechanism words were used the most during the climax of the 
narrative.  Even though the quadratic regression also reported that novels, short stories, 
and TAT conformed to a similar rising and falling pattern, the means for TAT across the 
narrative illustrated a slightly different pattern.  TAT authors increased their use of 
cognitive mechanism words until around the third narrative segment where they peaked 
and then plateaued.  A simple explanation for why TAT narrative means showed a peak 
at the third narrative segment and then plateaued could reflect that the story-making 
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process is still occurring.  Unlike novels and short stories that are planned out in advance 
and often rewritten before completed, TAT stories are written in a short time span and the 
plateau in cognitive mechanism words could reflect authors still trying to piece together 
the story.   
 Hypothesis 4 expected that as narratives unfold, authors would use more positive 
words (e.g., happy).  A linear regression analysis showed for the corpora that positive 
emotion words were used more at the end of a story rather than at the beginning.  Results 
also revealed that novels, short stories, and TAT followed a similar pattern.  In part, 
narratives are designed to end positively.  As characters move through the narrative and 
interact with other characters, conflict is experienced.  The rise in positive emotion over 
the story could be tracking the rise of emotions between characters.  And, at the end of 
the story when the characters have resolved their conflict with one another, positive 
emotion may be used to provide a sense of closure.  At the same time, the positive 
emotion pattern found here is similar to the one researchers have found in the way people 
craft their life stories.  Research on people’s life stories has found that most end 
positively (McAdams, 2008; McLean, Pasupathi, & Pals, 2007).  While interviewing 
hundreds of people about their life, Dan McAdams found stories people told about their 
life contained positive tales of overcoming struggles and eventually giving back to others.  
It seems that stories may naturally tend to end positively, or at the very least with a 
resolved ending. 
 The last hypothesis expected that negative emotion words (e.g., sad) would be 
used earlier in the narrative than at the end. However, the results were quite unexpected.  
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A linear regression model discovered that within the corpora negative emotion words 
followed a positive linear trend over the course of the narrative.  This pattern materialized 
across all three data sets -- novels, short stories, and TAT.  Explanations for this 
unexpected finding may be that in order to illustrate emotions experienced by characters 
over the course of the story, not only positive emotion words may be used, but negative 
emotion words as well.  In the past, researchers have argued that positive and negative 
emotions are independent from each other (Watson, 2000). That is, when positive 
emotions are experienced by people that does not necessarily mean that negative 
emotions words are excluded, and cannot also be experienced.  Unexpectedly, these 
results revealed that negative emotion words tend to evolve similarly over the course of 
narrative compared to positive emotions words.   
 There are several possible explanations that may account for an increasing use of 
negative emotion words towards the end of stories.  McAdams (2006) distinguishes two 
types of life stories – those that are redemptive and others that are contaminative.  
Redemptive stories involve characters that have a good life, then face hardships, and then 
overcome them.  Contaminative stories are those that depict characters show great 
promise but who ultimately fail. Analyzing a set of about 100 novels that were judged by 
experts to be redemptive vs contaminative, the vast majority were redemptive.  
Interestingly, negative emotions also rose in the redemptive stories, although not to the 
same level as contaminative ones (Malin et al., 2014). It is unlikely, then, that the effect 
merely reflects a large number of stories with tragic endings.  Other possible explanations 
include a tendency for authors to look back to unhappier times at the end of a story to put 
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the happy ending in perspective.  Yes another explanation is that bad characters have bad 
endings (with a requisite number of negative emotion words reserved for them) and the 
characters the readers identify are surrounded by positive emotions.  Each of these 
possibilities can be tested using automated methods as text analysis techniques become 
more sophisticated. 
Narrative Arc Implications  
 At its core, the function of narrative is to communicate.  Findings from this 
dissertation showed that narratives adhere to a common structure.  Although not directly 
tested, the connections between dimensions reveal that the structure of narrative may also 
depend on these dimensions working together.  In particular, three connections may play 
a key role in how narratives form. First, the inverse relationship between Categorization 
and Narrative Action. Second, Cognitive Processes dimension’s role in tracking narrative 
coherence.  Finally, considering how Positive and Negative Emotional Tone work to 
build narrative coherence and narrative memories. Discussion of each of these 
connections are provided below.   
Common Ground.  A long line of research has explored the different types of 
words people used when common ground is present between two speakers.  One of the 
more well-known studies examined how people work together in conversation to describe 





familiar with the landmark compared to speakers who were less familiar, fewer words 
were used to provide description of the landmark.  Instead unique words that were 
common between the two speakers emerged during their conversations.   
The common knowledge between the two speakers shaped the conversation.  On the 
heels of this study, another group of researchers asked people to consider how people 
used written words to describe familiar objects to themselves or to other people (Fussell 
& Krauss, 1989).  Notes that were written to other people contained more descriptive 
words, whereas the slips of paper used as self-references contained fewer descriptive 
words and more unique words.  One explanation for why people used fewer words when 
leaving notes to themselves was that common ground had already been developed.  In 
contrast, the notes to other people used more descriptive words because common ground 
was not yet present. Although this line of research unlocks some of the different words 
used when common knowledge is either present or not present, it is less clear about how 
common ground develops between two people.  
 Perhaps one of the biggest contributions of this dissertation is discovering the 
inverse relationship between Categorization and Narrative Action.  Initially, inter-
correlation analyses showed a strong negative correlation between Categorization and 
Narrative Action (r = -.65). Recall that Categorization is related to the articles and 
prepositions used by authors to describe people, places, and objects, whereas Narrative 




between characters.  The inter-correlation results alongside regression analyses revealed 
that as the story unfolded authors tend to use fewer words to describe things and are more  
likely to use words that describe actions.  That is, when one of these dimensions is active  
the other dimension is less active.  
What this inverse relationship tells us is that some words are more important at 
the beginning of the story than at the end.  Words used to categorize, or layout, the basic 
facts of the story are especially important at the beginning, because they help create 
common ground between the author and the audience.  Earlier in this dissertation, 
common ground was defined as the way people share common knowledge with one 
another.  In the context of single authored narratives, words used at the beginning of the 
story provide background information that can be used later to make predictions about 
what is happening in the story.  Essentially, by describing people, places, and objects the 
author creates a common web of information that readers can use to move ahead in the 
story.  For instance, in “To Kill a Mockingbird”, the author used the first chapter to 
describe the old town of Maycomb and introduce some of the main characters in the 
book.  If the reader did not have initial descriptions of the setting, the action that takes 
place later in the book would be much harder for the reader to interpret.   
At the same time, the uptick of Narrative Action words used later in the narrative 
reveal authors placed more emphasis on action in the story.  Readers are now familiar 
with the setting and authors can use short hand references to refer to people, places, and 
objects.  For instance, cross references of names in the form of pronouns show how 
readers share enough common ground with the author to understand the cross reference 
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refers to a character that had been introduced earlier in the narrative.  Familiarity of the 
setting may now also allow authors to describe detailed actions between characters.  The 
shift from Categorization words to Narrative Action words shows an emphasis on actions 
instead of objects.   
Finally, the results that emerged in this dissertation not only show us that indeed a 
general pattern exists for the way narratives classify objects and assign actions within the 
narrative, but it might perhaps sheds light on  the evolutionary framework in which 
narrative structure has built itself upon.  Consistently, language acquisition studies have 
shown how children first form sentences by pointing to an object, and then later assigning 
action to that object (Tomasello, 2003).  For example, a young child may point to an 
object (e.g., ball) and give action to that object (e.g. bounce).  In addition, children that 
begin to use sign language begin first identifying an object and then assigning action.  
Remarkably, this language pattern is not only found in humans that learn to sign, but 
among chimpanzees who learn sign language.  In all of these examples, the object is first 
identified and then later assigned and action (Tomasello, 2003).  Applied to the findings 
in this dissertation, the same pattern beats within the narrative structure, from object to 
action.  
 Narrative Coherence.  Typically, research has shown that cognitive mechanism 
words are used more often when narratives are in the process of becoming coherent 
compared to already formed narratives.  Think back to the work done by Klein and Boals 
(2010) on narrative coherence. Stories that were judged to be less coherent used  
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significantly more cognitive mechanism words compared to coherent stories.  Klein and 
Boals argued that the cognitive mechanism words signaled attempted by the authors to 
try to bring some kind of understanding to disorganized or unresolved situations.  Results 
from this dissertation revealed that in the middle of the story when characters are  
experiencing turmoil and uncertainty, more cognitive mechanism words are being used.  
Given this pattern holds true across novels, short stories, and TAT, the rise and fall of 
cognitive mechanism words may likely represent the development of narrative coherence.  
As the narrative moves towards the middle of the story we can see that more cognitive 
words are needed to help explain the interactions between characters.  
 Researchers have also argued that people’s motivation for closure is revealed by 
the way they seek out and make sense of information (Kruglanski, Webster, & Klem, 
1993).  In a sense, the cognitive mechanism words used in the middle of the story reflect 
how characters are attempting to make sense of their environment in order to obtain 
closure.  Additionally, studies have speculated that time constraints can influence 
people’s need for closure (Kruglanski, Webster, & Klem, 1993). The beginning-middle-
end story sequence may naturally force cognitive mechanism words to peak in the middle 
of the story since the end goal is to end in resolution.  
 Another explanation for why cognitive mechanism words tended to peak in the 
middle of the story could be that the Cognitive Processes dimension could be a by-
product of the inverse relationship between Categorization and Narrative Action.  Inter-
correlations showed that Cognitive Processes was negatively correlated with  
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Categorization (r = -.32) and positively correlated with Narrative Action (r =. 50).  Thus, 
as narratives transition to include more interactions with characters the possibility for 
conflict between characters matures.  Authors must now choose words to show how 
characters are interpreting events and interactions with others, and an indirect result is  
that more cognitive mechanism words are produced.  Once characters begin to make 
sense of their interactions, the decrease in cognitive mechanism words may be signaling 
to the reader that the story is moving toward the end.    
 Emotional Tone: Connection and Narrative Coherence.  Not only do emotion 
words reflect the way people think about the world, but they are the words people use to 
recall important events.  For the most part, a linear regression model showed positive and 
negative emotion words tend to slightly increase over the course narrative.  There are a 
couple of explanations for why emotion words function in this direction.  
As previous research has established, emotionally charged words may make it 
easier for people to cluster events and experiences together (Kensinger and Corkin, 
2002).  Since results showed that as narratives develop authors tend to increase the 
number of words used to describe actions between characters it could be that emotion 
words naturally follow suite.  Delivered over the course of narrative, emotion words may 
function to cluster events together and connect readers to the story.  
Emotion words may also function to help create narrative coherence (or a sense of 
closure).  Researchers have suspected that people who cannot express their emotions 
(either positive or negative) or express too much may have a harder time developing a 
narrative (Pennebaker, Mayne, & Francis, 1997).  For example, expressive writing 
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studies have investigated what happens when people write about the same topic over time 
(Pennebaker, Mayne, & Francis, 1997).  In one study, first-year college students were 
asked to write about their feelings coming to college for twenty minutes over the course 
of four consecutive days. Students that used more moderate amounts of positive and 
negative emotion words in their writing sessions visited the university health center less 
over the course of the semester than students who used fewer positive and negative 
emotion words.  Researchers argued that the use of positive and negative emotion words 
(at moderate levels) to describe their emotions reflected how students were cognitively 
processing their emotions.  That is, those students that used moderate levels of emotion 
words had an easier time developing a coherent story about their feelings coming to 
college.  Similarly, this dissertation found that although there were difference between 
the overall means for each narrative segment, the proportion of emotion words used 
hovered around 2-3% compared to other narrative dimensions that showed greater 
fluctuations.  Much like the expressive writing studies that found that people who 
moderately used emotion words fared much better because their story was more intact, it 
could be that moderate levels of emotion words in narratives reflect a coherent structure.  
Perhaps a balance is necessary between positive and negative emotion for the 
construction of a narrative.   
Optimal Structure 
From journal entries to day-to-day conversations to the defining stories we retell 
about our childhood, the ways in which we craft and share narratives are the main way 
we communicate. The very foundation of our relationships with ourselves and others is 
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situated in the way we structure this communication. One contribution of this dissertation 
is that not only has it taken the first steps in testing whether or not a general pattern exists 
for traditional narratives, but has begun to consider why the structure may be the most 
ideal way for people to communicate their stories with one another.  
Recall from earlier that Vladimir Propp and other structuralist scholars believed 
that underneath all narratives a series of universal structures existed. At the time 
structuralist believed that these general story patterns helped people to identify different 
types of characters more easily as well as to recognize what type of stories were being 
delivered.  They argued these underlying structures represented common human 
experiences. That is, the different structures represented frequent types of events and 
interactions between people. People could use these story structures almost like a script, 
helping them to predict what might happen next in the story.  
Results from this dissertation suggest that stucturalist were on the right track – the 
function of narrative structure may be to reduce uncertainty about the setting and actions 
of characters. Remember from an earlier discussion it was mentioned that when people 
communicate with one another they can engage in uncertainty reduction strategies to 
make their communication smoother. People can either passively use past interactions 
with others to make sense of events and interactions (Bruner, 2002), or seek out enough 
information in the environment to correctly to interpret these events and interactions. A 
fundamental component of those uncertainty reductions strategies then relies on the 
ability to share enough information in which people can then use to make interpretations 
about events and interactions.  
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As seen in this dissertation, the ideal structure of narrative may stem from a 
natural inclination to share enough information with the audience in order to facilitate its 
ability to interpret the actions of characters later on in the story more easily. For instance, 
it is suspected that the high use of articles and prepositions earlier on in the narrative help 
reduce this narrative uncertainty by providing enough detailed descriptions (or common 
ground) of the setting. As a result, the structure would help people make better 
predictions about the ending of the story. Given the goal of narrative is to eventually 
come to a resolution, the results reported in this dissertation showcase the process of 
reducing uncertainty about the setting, characters, and action over the course of narrative.  
Limitations  
 Although a general narrative pattern was found one of the main considerations is 
that the effect sizes were very small (effect sizes ranged from .01 to .04).  Unlike 
controlled experiments which are designed to specifically examine difference between 
groups this dissertation used naturally generated observations to explore how language 
changes over the course of narrative. In controlled experiments effect sizes are larger 
because the design of the experiment reduces variability among groups studied.  Natural 
observations (especially in the context of language) make it harder to detect these 
differences because there is more variability within the sample.  As a result, to detect 
differences in naturally observed data more observations are needed.  
 Big data is like inventing the microscope – it opens the door and lets us see things 
that now one has seen before.  Millions of words were analyzed in this dissertation to 
expose a general narrative pattern.  If a large corpora had not been used the general 
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pattern could not have been detected.  The large samples allowed the narrative pattern to 
emerge.   
 Yet, given that it does take a large data set to get a sense of how narrative is 
structured, it is unlikely that this strategy can be used to distinguish between a good and a 
bad story.  For example, dozens of publishers rejected J.K. Rowling’s Harry Potter and 
the Sorcerer’s Stone before a small publishing house in London picked up the now-
bestseller because a little girl convinced her grandfather to print the book.  Although a 
basic pattern may exist for narrative, there is still some confusion and disagreement about 
what makes a good narrative.  Recently, there has been some interest in using verb chains 
and other language markers to study and identify differences between good and bad 
stories (Ashok, Feng, & Choi, 2013).  However, the goal of this dissertation was not to 
distinguish between good or bad stories, but to understand if a general narrative pattern 
existed.  
 Another consideration is that the analyses conducted in this dissertation are only 
generalizable to highly defined narratives.  That is, traditional narratives, defined as those 
with a beginning middle and end were selected.  However, others have defined narrative 
as any form or written or spoken communication (Polkinghorn, 1988).  Other types of 
narratives can be studied to gain more information about the structure of narrative.  For 
instance, future studies might explore if the same pattern can be found in non-traditional 
narratives, such as people’s daily conversations.  Preliminary analyses are already 
showing that there are some striking similarities in a variety of narratives.  
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 Not only does the type of narrative provide additional information about narrative 
structure, but so does the language used in these stories.  Given that only English 
narratives were analyzed in this project, one of the next steps is to include narratives from 
very different cultures and see if the same patterns emerge.  In the past, researchers have 
used language as a lens to study how people from other cultures think about the world 
and themselves.  For example, one study asked American and Japanese students to write 
down words that best described their personalities (Marcus, Kitayama, Mullally, Masuda, 
Fryberg, 1997).  And, although American and Japanese students shared some common 
words, there were some big differences in the types of words they used to describe their 
personalities.  For example, Japanese students used the word ordinary at a high rate 
compared to American students who instead used other words, such as special.  One 
explanation for American and Japanese students to have used such different words to 
describe their personalities is that people think differently based on the culture they 
belong (Marcus & Kitayama, 1998).  Thus, the words have a different meaning in the 
context of culture. The NAT model could be used to study narratives from other cultures 
and learn if the same pattern exists.  If a similar pattern does emerge this could be 
monumental in learning more about the evolution of language.  And, if a similar pattern 
does not emerge across cultures, the NAT model could help provide insight into how 
culture influences the design of narrative – what basic components are most important to 
other cultures.  
 Finally, since this dissertation is the first to track how a narrative develops, the  
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dimensions developed are somewhat arbitrary.  Borrowing from a variety of academic 
fields, the 5 narrative dimensions were created to offer an outline in how to study 
narrative structure. Although the method developed is somewhat unrefined, one of the 
biggest contributions of this research is that it furthers our understanding of the 
conceptual development of language use in narratives by providing a standardized way to 
evaluate narrative structure. 
Future Directions 
 Technological advancements are now making it possible to study millions of 
words at a time.  The amount of data available makes it possible to develop future studies 
that get at the heart of narrative structure.  The NAT model developed in this dissertation 
offers researchers a new and exciting way of systematically studying millions of 
narratives.  Building on the findings of this dissertation, several future lines of research 
can be considered.  
Although this project looked at underlying similarities and differences between 
novels, short stories, and TAT, it did not distinguish between genres.  Novels and short 
stories can include a variety of genres, which range from sappy love stories to extremely 
violent murder mysteries.  One of the most promising future directions will be to tease 
apart different genres and use the NAT model to study the narrative patterns for each.    
 Also, given that this dissertation looked at traditional narratives, one of the next 
steps would be to examine other types of traditional narratives, such as the life narrative.  
Like other stories, the life narrative is temporally structured, with a beginning, middle,  
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and end as people give accounts that span from their birth until their death.  That is, the 
life narrative functions as a way to produce a coherent biography of one’s life (Allport, 
1955; Bruner, 1987; Ricoeur, 1965), which in turn informs a coherent concept of the self 
(Barthes, 1975).  For instance, Dan McAdams (2006) has found from studying hundreds 
of people’s life stories that two common life narratives exist, the redemptive and 
contaminative.  The redemptive narrative is one that evolves over time to show how a 
person overcomes struggles in their life and ultimately influences the world positively.  
The contaminative narrative on the other hand is one that fails to evolve and instead 
reveals how a person ruminates over bad life experiences.  Not only did Dan McAdams 
discover that people mainly use either a redemptive or contaminative narratives to detail 
their life experiences, but also found psychological differences between these people.  
For example, people who are sad or depressed are more likely to create a contaminative 
narratives to describe their life, whereas people who form redemptive narratives often 
reveal an optimist outlook on life and share a willingness to give back to their 
community.  Using the NAT model, future studies could examine if any similarities or 
differences exist between these two types of life narratives.  It could be that slight 
differences like the ones found between novels, short stories, and TAT, may also exist 
between redemptive and contaminative narratives.  
 A related consideration is that life narratives can be told repeatedly over the 
lifespan. Researchers could also use the NAT model to study how the narrative structure 
may change based on the retelling of the life narrative.  That is, do the stories about 
people’s life look the same at age 50 compared to when they told their story at age 30? 
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Also, given the complex nature of life narratives, which may have a series of smaller, 
important narratives collapsed into one larger narrative, it may be useful for researchers 
to use the NAT model to study how new narrative information is restructured into the 
narrative.  Turning points, for example, represent major life events, or the beginning of a 
new “chapter”, that restructure the life narrative (McAdams, 1993; Mclean & Pasupathi, 
2006).  The NAT model could test if any of the basic components repeat their pattern 
within the narrative.  For instance, the results of this dissertation suggest that the 
Categorization dimension will decline over the course of narrative.  Yet, if a person uses 
a turning point in their life narrative to show an important new chapter in their life, will 
the Categorization trend upward and then fall again?  
 Finally, given that the NAT model revealed the 5 basic components of narrative 
structure, experiments could be run to study how readers respond to different narrative 
components being manipulated.  For example, researchers have found that fiction readers 
are more likely to correctly judge the emotions of others more so than non-fiction readers 
(Kidd & Castano, 2013) and were more empathetic in their daily lives (Bal & Veltkamp, 
2013).  That is, people who read fiction were able to judge the emotions of others around 
them more accurately.  It seems that exposure to fiction may function as a way to help 
teach people how to better communicate with one another more effectively.  However, 
these studies did not consider the placement of the negative emotions words within the 
narrative.  The NAT model could be used to study what happens when more emotion 
words are increased at different points in the story.  What might happen if researchers 
structured fictional stories to contain more emotion words at the beginning than at the 
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end?  What happens when emotion words are taken out of a story?  Will fiction readers 
still be as empathetic in their daily lives?  These experimental studies could help to 
further test out the basic components of the NAT model and learn more about how 
narrative is used in people’s lives.  
 In sum, the goal of this dissertation was to explore if a general pattern existed for 
narratives.  The Narrative Arc Theory and theoretical segmentation strategy developed in 
this dissertation point to a way of systematically studying narrative structure.  Standing 
back and looking at these general patters one can see the ebb and flow of how the 
structure of narrative is weaved together. Together these narrative dimensions offer the 
first steps in tracking how people create stories for one another, and further our 







Corpora Grand Means for LIWC Variables  
LIWC Categories  Mean  Std. Deviation 
Word count 10800.87 30133.70 
words/sentence 19.45 5.83 
Words>6 letters 16.78 3.68 
Dictionary words 87.95 5.12 
Total function words 58.07 4.29 
   Total pronouns 14.82 3.29 
      Personal pronouns 9.93 2.84 
         1st person singular 1.16 1.70 
         1st person plural 0.22 0.38 
         2nd person 0.49 0.68 
         3rd person singular 6.68 3.50 
         3rd person plural 1.26 1.51 
      Impersonal pronouns 4.87 1.56 
   Articles 8.17 2.06 
Common verbs 14.44 2.77 
   Auxiliary verbs 8.92 2.19 
   Past tense  5.19 3.22 
   Present tense  6.83 3.90 
   Future tense  0.98 0.63 
   Adverbs 4.33 1.38 
   Prepositions 13.55 1.86 
   Conjunctions 6.58 1.43 
   Negations 1.49 0.72 
   Quantifiers 2.43 0.92 
   Numbers 0.97 0.59 
Swear words 0.03 0.09 
Social processes 13.81 4.09 
   Family 0.75 1.21 
   Friends 0.18 0.28 
   Humans 1.78 1.54 
Affective processes 4.93 1.52 
   Positive emotion 2.86 1.20 
   Negative emotion 2.00 1.01 
      Anxiety 0.49 0.42 
      Anger 0.55 0.53 
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      Sadness 0.45 0.39 
Cognitive processes 16.69 2.87 
   Insight 2.83 1.19 
   Causation 1.61 0.93 
   Discrepancy 1.65 0.83 
   Tentative 2.48 1.60 
   Certainty 1.45 0.72 
   Inhibition 0.50 0.36 
   Inclusive 4.96 1.34 
   Exclusive 2.34 1.15 
Perceptual processes 2.88 1.50 
   See 1.50 1.17 
   Hear 0.50 0.53 
   Feel 0.70 0.51 
Biological processes 2.25 1.31 
   Body 0.94 0.76 
   Health 0.86 1.00 
   Sexual 0.25 0.40 
   Ingestion 0.21 0.33 
Relativity 14.05 2.65 
   Motion 1.90 0.82 
   Space 6.31 1.58 
   Time 5.80 1.82 
Work 2.52 2.51 
Achievement 1.78 1.17 
Leisure 0.54 0.47 
Home 0.43 0.45 
Money 0.33 0.37 
Religion 0.20 0.35 
Death 0.20 0.31 
Assent 0.10 0.17 
Nonfluencies 0.12 0.17 
Fillers 0.23 0.32 
Period 6.14 1.73 
Comma 4.32 2.37 
Colon 0.04 0.10 
Semicolon  0.14 0.29 
Question Mark  0.24 0.35 
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Notes. Standard deviation in parentheses. Grand Means are the means of Novels, Short 











Exclamation 0.20 0.34 
Dash 0.55 0.89 
Quote 1.28 1.94 
Apostrophe  1.36 1.29 
Parentheses  0.05 0.13 
Other 0.12 0.35 
All Punctuation  14.67 6.27 
Narrative dimensions 79.38 6.90 
   Categorization  21.72 2.88 
   Narrative Action  36.12 6.18 
   Cognitive Processes 16.69 2.87 
   Positive Emotional Tone  2.86 1.20 





Corpora Grand Means by Narrative Segment for LIWC Variables  
LIWC Categories  Narrative Segments Mean Std. Deviation 
Word count  WC.1 2160.70 6028.67 
 WC.2 2159.32 6025.65 
 WC.3 2159.26 6025.65 
 WC.4 2159.22 6025.36 
 WC.5 2162.37 6028.40 
Words per sentence WPS.1 19.88 7.26 
 WPS.2 19.67 7.57 
 WPS.3 19.80 8.14 
 WPS.4 19.69 8.38 
 WPS.5 18.23 6.92 
Words>6 letters Sixltr.1 17.57 5.05 
 Sixltr.2 17.09 5.07 
 Sixltr.3 16.72 5.04 
 Sixltr.4 16.39 4.95 
 Sixltr.5 16.12 4.87 
Dictionary words Dic.1 87.64 6.21 
 Dic.2 88.09 6.01 
 Dic.3 88.08 5.97 
 Dic.4 88.07 6.05 
 Dic.5 87.86 5.88 
Total function words funct.1 57.35 5.40 
 funct.2 58.17 5.55 
 funct.3 58.35 5.56 
 funct.4 58.33 5.69 
 funct.5 58.12 5.66 
Total pronouns pronoun.1 13.44 4.34 
 pronoun.2 14.95 4.51 
 pronoun.3 15.27 4.63 
 pronoun.4 15.31 4.67 
 pronoun.5 15.12 4.62 
 Personal pronouns ppron.1 8.89 3.68 
 ppron.2 10.14 3.82 
 ppron.3 10.27 3.94 
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 ppron.4 10.27 4.01 
 ppron.5 10.06 3.94 
1st pers singular i.1 1.04 1.79 
 i.2 1.05 1.80 
 i.3 1.16 1.96 
 i.4 1.24 2.13 
 i.5 1.34 2.22 
1st pers plural we.1 0.19 0.45 
 we.2 0.20 0.48 
 we.3 0.22 0.52 
 we.4 0.23 0.55 
 we.5 0.27 0.62 
2nd person you.1 0.34 0.66 
 you.2 0.45 0.83 
 you.3 0.49 0.89 
 you.4 0.55 1.02 
 you.5 0.61 1.09 
3rd person singular shehe.1 6.03 4.13 
 shehe.2 7.09 4.55 
 shehe.3 7.08 4.55 
 shehe.4 6.88 4.53 
 shehe.5 6.32 4.43 
3rd person plural they.1 1.19 1.94 
 they.2 1.23 2.02 
 they.3 1.21 1.92 
 they.4 1.26 1.99 
 they.5 1.41 2.13 
Impersonal pronouns ipron.1 4.53 2.37 
 ipron.2 4.79 2.43 
 ipron.3 4.98 2.52 
 ipron.4 5.02 2.52 
 ipron.5 5.04 2.56 
Articles article.1 9.25 3.29 
 article.2 8.00 3.02 
 article.3 7.83 3.01 
 article.4 7.93 3.08 
 article.5 7.83 2.96 
Common verbs verb.1 14.01 3.56 
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 verb.2 14.53 3.97 
 verb.3 14.65 4.02 
 verb.4 14.61 4.05 
 verb.5 14.42 4.05 
Auxiliary verbs auxverb.1 9.18 3.00 
 auxverb.2 9.04 3.23 
 auxverb.3 8.90 3.25 
 auxverb.4 8.80 3.27 
 auxverb.5 8.67 3.27 
Past tense  past.1 4.96 3.86 
 past.2 5.16 3.83 
 past.3 5.31 3.94 
 past.4 5.32 3.89 
 past.5 5.19 3.75 
Present tense  present.1 6.94 4.64 
 present.2 6.96 4.73 
 present.3 6.88 4.71 
 present.4 6.78 4.65 
 present.5 6.60 4.41 
Future tense  future.1 0.71 0.88 
 future.2 0.96 1.06 
 future.3 1.02 1.10 
 future.4 1.06 1.17 
 future.5 1.14 1.27 
Adverbs adverb.1 3.97 2.16 
 adverb.2 4.36 2.30 
 adverb.3 4.44 2.30 
 adverb.4 4.44 2.34 
 adverb.5 4.41 2.32 
Prepositions preps.1 13.60 3.02 
 preps.2 13.68 3.14 
 preps.3 13.59 3.13 
 preps.4 13.50 3.03 
 preps.5 13.36 3.03 
Conjunctions conj.1 5.99 2.28 
 conj.2 6.57 2.35 
 conj.3 6.74 2.35 
 conj.4 6.76 2.32 
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 conj.5 6.84 2.37 
Negations negate.1 1.17 1.09 
 negate.2 1.52 1.24 
 negate.3 1.59 1.28 
 negate.4 1.61 1.30 
 negate.5 1.58 1.30 
Quantifiers quant.1 2.28 1.63 
 quant.2 2.42 1.66 
 quant.3 2.47 1.66 
 quant.4 2.44 1.67 
 quant.5 2.55 1.71 
Numbers number.1 1.34 1.34 
 number.2 0.92 1.03 
 number.3 0.89 1.01 
 number.4 0.85 0.98 
 number.5 0.88 0.98 
Swear words swear.1 0.02 0.09 
 swear.2 0.03 0.16 
 swear.3 0.03 0.15 
 swear.4 0.04 0.18 
 swear.5 0.04 0.19 
Social processes social.1 13.49 5.26 
 social.2 14.08 5.27 
 social.3 14.01 5.32 
 social.4 13.90 5.31 
 social.5 13.55 5.07 
Family family.1 0.84 1.67 
 family.2 0.78 1.51 
 family.3 0.72 1.44 
 family.4 0.72 1.46 
 family.5 0.69 1.38 
Friends friend.1 0.20 0.49 
 friend.2 0.19 0.47 
 friend.3 0.17 0.45 
 friend.4 0.17 0.44 
 friend.5 0.16 0.42 
Humans humans.1 2.52 2.48 
 humans.2 1.73 1.94 
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 humans.3 1.62 1.85 
 humans.4 1.52 1.80 
 humans.5 1.51 1.75 
Affective processes affect.1 4.26 2.32 
 affect.2 4.89 2.45 
 affect.3 4.93 2.47 
 affect.4 5.06 2.50 
 affect.5 5.48 2.62 
Positive emotion posemo.1 2.54 1.85 
 posemo.2 2.80 1.93 
 posemo.3 2.80 1.95 
 posemo.4 2.87 1.98 
 posemo.5 3.31 2.18 
Negative emotion negemo.1 1.67 1.52 
 negemo.2 2.03 1.65 
 negemo.3 2.07 1.69 
 negemo.4 2.12 1.69 
 negemo.5 2.11 1.74 
Anxiety anx.1 0.43 0.71 
 anx.2 0.52 0.80 
 anx.3 0.53 0.79 
 anx.4 0.50 0.76 
 anx.5 0.47 0.72 
Anger anger.1 0.46 0.77 
 anger.2 0.56 0.86 
 anger.3 0.55 0.84 
 anger.4 0.58 0.87 
 anger.5 0.57 0.87 
 Sadness sad.1 0.33 0.59 
 sad.2 0.42 0.69 
 sad.3 0.46 0.73 
 sad.4 0.49 0.74 
 sad.5 0.53 0.79 
Cognitive processes cogmech.1 15.18 4.28 
 cogmech.2 16.85 4.47 
 cogmech.3 17.18 4.50 
 cogmech.4 17.13 4.49 
 cogmech.5 17.10 4.66 
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Insight insight.1 2.56 1.86 
 insight.2 2.89 1.94 
 insight.3 2.97 1.96 
 insight.4 2.90 1.93 
 insight.5 2.84 1.91 
Causation cause.1 1.44 1.42 
 cause.2 1.69 1.57 
 cause.3 1.69 1.56 
 cause.4 1.67 1.53 
 cause.5 1.59 1.46 
Discrepancy discrep.1 1.33 1.28 
 discrep.2 1.72 1.50 
 discrep.3 1.77 1.52 
 discrep.4 1.78 1.57 
 discrep.5 1.64 1.49 
Tentative tentat.1 2.54 2.41 
 tentat.2 2.62 2.28 
 tentat.3 2.59 2.21 
 tentat.4 2.44 2.16 
 tentat.5 2.22 2.03 
Certainty certain.1 1.31 1.27 
 certain.2 1.46 1.32 
 certain.3 1.46 1.30 
 certain.4 1.46 1.30 
 certain.5 1.57 1.34 
Inhibition inhib.1 0.40 0.60 
 inhib.2 0.50 0.71 
 inhib.3 0.52 0.71 
 inhib.4 0.53 0.71 
 inhib.5 0.53 0.71 
Inclusive incl.1 4.60 2.17 
 incl.2 4.80 2.24 
 incl.3 4.98 2.25 
 incl.4 5.06 2.27 
 incl.5 5.36 2.31 
Exclusive excl.1 2.11 1.79 
 excl.2 2.42 1.85 
 excl.3 2.43 1.85 
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 excl.4 2.43 1.86 
 excl.5 2.30 1.81 
Perceptual processes percept.1 3.02 2.39 
 percept.2 2.85 2.21 
 percept.3 2.88 2.15 
 percept.4 2.88 2.13 
 percept.5 2.77 2.08 
See see.1 1.87 2.07 
 see.2 1.48 1.69 
 see.3 1.43 1.59 
 see.4 1.40 1.55 
 see.5 1.32 1.48 
Hear hear.1 0.37 0.61 
 hear.2 0.47 0.72 
 hear.3 0.52 0.75 
 hear.4 0.58 0.81 
 hear.5 0.58 0.82 
Feel feel.1 0.62 0.82 
 feel.2 0.73 0.92 
 feel.3 0.73 0.92 
 feel.4 0.72 0.92 
 feel.5 0.69 0.89 
Biological processes bio.1 2.10 1.89 
 bio.2 2.26 1.95 
 bio.3 2.26 1.92 
 bio.4 2.32 1.99 
 bio.5 2.33 1.91 
Body body.1 0.82 1.11 
 body.2 0.97 1.23 
 body.3 0.97 1.20 
 body.4 0.99 1.23 
 body.5 0.92 1.14 
Health health.1 0.88 1.43 
 health.2 0.84 1.35 
 health.3 0.81 1.24 
 health.4 0.86 1.34 
 health.5 0.92 1.33 
Sexual sexual.1 0.23 0.58 
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 sexual.2 0.24 0.57 
 sexual.3 0.24 0.60 
 sexual.4 0.27 0.63 
 sexual.5 0.28 0.63 
Ingestion ingest.1 0.18 0.43 
 ingest.2 0.23 0.53 
 ingest.3 0.23 0.55 
 ingest.4 0.22 0.52 
 ingest.5 0.21 0.51 
Relativity relativ.1 14.48 4.37 
 relativ.2 13.74 4.33 
 relativ.3 13.81 4.34 
 relativ.4 14.02 4.33 
 relativ.5 14.18 4.22 
Motion motion.1 1.68 1.35 
 motion.2 1.86 1.43 
 motion.3 1.94 1.45 
 motion.4 2.02 1.47 
 motion.5 1.99 1.43 
Space space.1 6.84 2.81 
 space.2 6.26 2.65 
 space.3 6.13 2.63 
 space.4 6.16 2.70 
 space.5 6.16 2.64 
Time time.1 5.99 3.10 
 time.2 5.58 2.95 
 time.3 5.69 2.90 
 time.4 5.78 2.89 
 time.5 5.94 2.87 
Work work.1 3.20 3.74 
 work.2 2.63 3.10 
 work.3 2.36 2.82 
 work.4 2.19 2.70 
 work.5 2.22 2.69 
Achievement achieve.1 1.74 1.72 
 achieve.2 1.77 1.73 
 achieve.3 1.75 1.71 
 achieve.4 1.79 1.73 
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 achieve.5 1.86 1.82 
Leisure leisure.1 0.52 0.79 
 leisure.2 0.56 0.82 
 leisure.3 0.53 0.80 
 leisure.4 0.53 0.80 
 leisure.5 0.55 0.82 
Home home.1 0.41 0.71 
 home.2 0.41 0.70 
 home.3 0.42 0.71 
 home.4 0.45 0.76 
 home.5 0.44 0.73 
Money money.1 0.30 0.56 
 money.2 0.35 0.63 
 money.3 0.34 0.63 
 money.4 0.32 0.63 
 money.5 0.34 0.65 
Religion relig.1 0.16 0.43 
 relig.2 0.18 0.47 
 relig.3 0.19 0.48 
 relig.4 0.21 0.54 
 relig.5 0.24 0.55 
Death death.1 0.16 0.44 
 death.2 0.18 0.46 
 death.3 0.19 0.48 
 death.4 0.20 0.48 
 death.5 0.27 0.61 
Assent assent.1 0.08 0.23 
 assent.2 0.09 0.27 
 assent.3 0.10 0.29 
 assent.4 0.11 0.30 
 assent.5 0.12 0.35 
Nonfluencies nonfl.1 0.12 0.32 
 nonfl.2 0.12 0.32 
 nonfl.3 0.12 0.34 
 nonfl.4 0.12 0.33 
 nonfl.5 0.14 0.36 
Fillers filler.1 0.27 0.61 
 filler.2 0.25 0.55 
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 filler.3 0.25 0.55 
 filler.4 0.22 0.51 
 filler.5 0.19 0.46 
Period Period.1 5.87 1.96 
 Period.2 5.99 2.07 
 Period.3 6.04 2.21 
 Period.4 6.12 2.31 
 Period.5 6.67 2.58 
Comma Comma.1 4.31 2.88 
 Comma.2 4.33 2.82 
 Comma.3 4.35 2.85 
 Comma.4 4.35 2.79 
 Comma.5 4.28 2.84 
Colon Colon.1 0.05 0.17 
 Colon.2 0.04 0.13 
 Colon.3 0.04 0.15 
 Colon.4 0.04 0.13 
 Colon.5 0.05 0.16 
Semicolon  SemiC.1 0.15 0.35 
 SemiC.2 0.15 0.34 
 SemiC.3 0.14 0.33 
 SemiC.4 0.14 0.34 
 SemiC.5 0.13 0.33 
Question Mark  QMark.1 0.17 0.37 
 QMark.2 0.22 0.45 
 QMark.3 0.26 0.52 
 QMark.4 0.28 0.58 
 QMark.5 0.27 0.55 
Exclamation Exclam.1 0.12 0.30 
 Exclam.2 0.15 0.38 
 Exclam.3 0.19 0.46 
 Exclam.4 0.21 0.51 
 Exclam.5 0.31 0.72 
Dash Dash.1 0.59 1.04 
 Dash.2 0.55 0.98 
 Dash.3 0.54 0.98 
 Dash.4 0.53 0.97 
 Dash.5 0.56 1.04 
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Quote Quote.1 0.95 1.85 
 Quote.2 1.23 2.25 
 Quote.3 1.36 2.37 
 Quote.4 1.42 2.50 
 Quote.5 1.43 2.47 
Apostrophe  Apostro.1 1.21 1.51 
 Apostro.2 1.37 1.62 
 Apostro.3 1.42 1.66 
 Apostro.4 1.42 1.67 
 Apostro.5 1.40 1.67 
Parenthese  Parenth.1 0.07 0.28 
 Parenth.2 0.05 0.24 
 Parenth.3 0.04 0.20 
 Parenth.4 0.03 0.18 
 Parenth.5 0.06 0.24 
Other OtherP.1 0.13 0.52 
 OtherP.2 0.10 0.34 
 OtherP.3 0.10 0.35 
 OtherP.4 0.10 0.36 
 OtherP.5 0.18 0.49 
All Puunctuation  AllPct.1 13.83 6.53 
 AllPct.2 14.37 6.87 
 AllPct.3 14.69 7.14 
 AllPct.4 14.87 7.31 
 AllPct.5 15.61 7.41 
Categorization  Categorization.1 5671.00 22.86 
 Categorization.2 5671.00 21.69 
 Categorization.3 5671.00 21.42 
 Categorization.4 5671.00 21.43 
 Categorization.5 5671.00 21.20 
Narrative Action  Narrative_Action.1 5671.00 33.74 
 Narrative_Action.2 5671.00 36.42 
 Narrative_Action.3 5671.00 36.93 
 Narrative_Action.4 5671.00 36.90 
 Narrative_Action.5 5671.00 36.60 
Cognitive Processes cogmech.1 5671.00 15.18 
 cogmech.2 5671.00 16.85 
 cogmech.3 5671.00 17.18 
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 cogmech.4 5671.00 17.13 
 cogmech.5 5671.00 17.10 
Positive Emotional Tone  posemo.1 5671.00 2.54 
 posemo.2 5671.00 2.80 
 posemo.3 5671.00 2.80 
 posemo.4 5671.00 2.87 
 posemo.5 5671.00 3.31 
Negative Emotional Tone  negemo.1 5671.00 1.67 
 negemo.2 5671.00 2.03 
 negemo.3 5671.00 2.07 
 negemo.4 5671.00 2.12 
 negemo.5 5671.00 2.11 
Notes. Standard deviation in parentheses. Grand Means are the means of Novels, Short 










Dimension Proportions for Novels across the Five Narrative Segments  
Narrative Dimension 1 2 3 4 5 
1 Categorization  1.00     
2 Narrative Action -.71* 1.00    
3 Cognitive Processes -.43* .74* 1.00   
4 Positive Emotional Tone  -.45* .38* .33* 1.00  
5 Negative Emotional Tone  .02 -.10* -13* .05 1.00 
Notes. N=879. All correlation p-values are significantly different from zero < .01.  
 
Dimension Proportions for Short Stories across the Five Narrative Segments  
Narrative Dimension 1 2 3 4 5 
1 Categorization  1.00     
2 Narrative Action -.45* 1.00    
3 Cognitive Processes .08 .71* 1.00   
4 Positive Emotional Tone  -.18* .24* .31* 1.00  
5 Negative Emotional Tone  -.11* -.07 .04 .09 1.00 
Notes. N=399. All correlation p-values are significantly different from zero < .01.  
 
Dimension Proportions for TAT across the Five Narrative Segments  
Narrative Dimension 1 2 3 4 5 
1 Categorization  1.00     
2 Narrative Action -.66* 1.00    
3 Cognitive Processes -.33* .44* 1.00   
4 Positive Emotional Tone  -.20* .06* .01 1.00  
5 Negative Emotional Tone  -.14* .11* .04* -.10* 1.00 
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