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Figure 1: A Color-and-Edge-Aware Perturbation. Left: an image of a tank which has been adversarially perturbed through a
targeted misclassification so that it is classified as an amphibious vehicle with 98.7% confidence. Center: A region of the left
image. Right: The image perturbation, which has been constructed to model human perception of texture and color. Image
source: ILSVRC 2012 [10]. Classifier: Inception v3 [14].
Abstract
Adversarial perturbation of images, in which a source
image is deliberately modified with the intent of causing a
classifier to misclassify the image, provides important in-
sight into the robustness of image classifiers. In this work
we develop two new methods for constructing adversar-
ial perturbations, both of which are motivated by mini-
mizing human ability to detect changes between the per-
turbed and source image. The first of these, the Edge-
Aware method, reduces the magnitude of perturbations per-
mitted in smooth regions of an image where changes are
more easily detected. Our second method, the Color-Aware
method, performs the perturbation in a color space which
accurately captures human ability to distinguish differences
in colors, thus reducing the perceived change. The Color-
Aware and Edge-Aware methods can also be implemented
simultaneously, resulting in image perturbations which ac-
count for both human color perception and sensitivity to
changes in homogeneous regions. Though Edge-Aware
and Color-Aware modifications exist for many image per-
turbations techniques, we focus on easily computed per-
turbations. We empirically demonstrate that the Color-
Aware and Edge-Aware perturbations we consider effec-
tively cause misclassification, are less distinguishable to
human perception, and are as easy to compute as the most
efficient image perturbation techniques. Code and demo
available at https://github.com/rbassett3/Color-and-Edge-
Aware-Perturbations.
1. Introduction
Adversarial perturbations have shown that state-of-the-
art techniques for image classification are inherently unsta-
ble, because minute changes to an image can result in dra-
matic changes in the predicted class of the image. Many
techniques have been introduced to generate adversarial
perturbations, but a common theme is a formulation which
encourages substantial change to the output of the classi-
fier while restricting to only small changes of the image.
In these formulations, metrics for quantifying change to the
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image are often mathematically instead of perceptually mo-
tivated.
We address this problem by proposing two new tech-
niques for generating adversarial perturbations. The first,
our Edge-Aware method, is motivated by human ability to
detect minor modifications against a smooth background.
It uses a texture filter, such as a Sobel or Gabor filter, to
limit perturbations in smooth regions. The result is that
the Edge-Aware method constructs perturbations which pre-
serve smoothly textured regions in the image. Though this
limitation might be expected to make misclassification more
difficult to achieve, we find that misclassification can still be
caused relatively easily, even when generating perturbations
which target a certain class for the perturbed image.
Our second contribution is the Color-Aware method for
generating image perturbations. While the Edge-Aware
method reduces detection by considering how a pixel differs
from its neighbors, the Color-Aware method focuses on the
pixel value itself. It is well-known that for RGB representa-
tions of a pixel, metrics like `2 or `∞ do not accurately cap-
ture human ability to perceive color difference. Therefore
perturbations which are small with respect to these metrics
may still be easily detected by an individual comparing the
perturbed and source images. To overcome this issue we
convert the image to a color space which does capture hu-
man perception in color difference, and construct the pertur-
bation in this space. One concern with this approach is com-
putational, because conversion from RGB to color spaces
which attempt to accurately model human perception can
involve complicated transformations. We mitigate this con-
cern by using the CIE L*a*b* (CIELAB) color space, in
which the `2 distance between pixels captures perceived
color distance. The tractability of this constraint, and the
fact that we construct the perturbation directly in CIELAB
color space, allows us to construct Color-Aware perturba-
tions with minimal computational overhead.
The Color-Aware and Edge-Aware methods can be ap-
plied simultaneously to generate a Color-and-Edge-Aware
perturbation, an example of which appears in Figure 1.
Color-and-Edge-Aware perturbations reduce human ability
to distinguish between the source and modified images by
constraining both texture and color discrepancies. In the re-
mainder of this paper, we demonstrate the effectiveness of
Color and Edge-Aware perturbations. We show that they
are among the most computationally efficient methods for
generating adversarial perturbations, while still effectively
causing misclassification of the perturbed image. We also
provide empirical evidence which confirms that Color and
Edge-Aware perturbations are more difficult for a human
observer to detect.
Before proceeding we establish some notation. We as-
sume that images have been scaled to take values in [0, 1].
Let w, h, and c be fixed positive integers which give the
width, height, and number of color channels, respectively,
of the images considered. Denote [0, 1]h×w×c, the set of
valid images, by X . Let C := {1, ..., C} be a set of possible
image classes. An image classification algorithm is a func-
tion F : X → ∆C , where ∆C denotes the C-dimensional
probability simplex. It is common for an image classifier to
convert logits to probabilities using the softmax function, in
which case F can written F = softmax ◦Z, for some func-
tion Z : X → RC . Throughout, we will denote a source
image by x, a perturbation by δ, and a perturbed image x+δ
by x′. We denote by ‖ · ‖p,c : [0, 1]h×w×c → Rh×w an `p
norm applied across the color dimension of an image. Oth-
erwise, ‖·‖p → R denotes the entrywise p-norm of a tensor.
Lastly, we use 〈〈·, ·〉〉 to denote the Frobenius inner product.
2. Related Work
Neural networks are state-of-the-art tools for image clas-
sification, and have been used in a variety of application
areas including computer vision [6], [17], natural language
processing [4], and Markov decision processes [13]. De-
spite their success, Szegedy et al. [15] first noticed that neu-
ral networks are vulnerable to adversarial perturbations, in
which noise is added to an input in order to cause misclas-
sification without substantially changing the input. Adver-
sarial perturbations are especially interesting in the context
of image classification, in part because of the high-level of
performance that artificial neural networks enjoy in that do-
main. In their paper, Szegedy et al. solved for a perturbed
image x′ of an input image x by solving the following opti-
mization problem using bound-constrained L-BFGS.
min
x′∈Rh×w×c
L (F (x′), l) +
α
2
‖x− x′‖22
subject to 0 ≤ x′ ≤ 1.
The function L : ∆C × C → R, and label l ∈ C take two
forms. In the untargeted setting, where any misclassifica-
tion is acceptable, L is taken to be the negative cross en-
tropy loss and l the true label of the image. In the targeted
setting, L is taken to be the cross entropy loss and l the tar-
geted label for the image. Large values of the parameter α
encourage the perturbation to be close to the source image;
this value must be chosen separately.
A few features of the Szegedy et al. method are worth
emphasizing. First, the optimization method is quasi-
newton, and hence requires only first-order information
about the objective function. This is important because
modern software for neural networks emphasizes efficient
gradient computation. Second order information, on the
other hand, would be extremely burdensome to compute
and cannot be assumed. Another important feature of the
Szegedy et al. method is that projection onto the constraint
set is easy, so that it can be computed quickly as part of
iterative first-order methods. Lastly, we note that, despite
its simplicity, the L-BFGS method requires extra memory
to store Hessian approximations, and can also require many
function evaluations to compute the step length (often via
backtracking).
In contrast to the L-BFGS method of Szegedy et al., the
Fast Gradient Sign method (FGSM), prioritizes perturba-
tions which can be easily computed [5]. The FGSM method
proposes the following optimization problem
min
δ∈Rh×w×c
L (F (x+ δ), l)
subject to ‖δ‖∞ < α.
To reduce the computational burden associated with solving
this problem, the authors instead optimize a linear approx-
imation of the objective by taking the gradient of the input
with respect to δ.
min
δ∈Rh×w×c
〈〈∇x (L (F (x), l)) , δ〉〉
subject to ‖δ‖∞ < α.
This has the closed-form solution
x′ = x+ α sign (∇x (L (F (x), l))) .
In the event that x′ 6∈ [0, 1]h×w×c, it can easily be projected
onto this set, making the result a valid image. FGSM can
also be used as an iterative method, where the perturbed
image x′ from one iteration is used as the input image x in
the next iteration.
The FGSM’s simplicity is the key to its success. Though
the linear approximation of FGSM is simpler than the quasi-
newton method of Szegedy et al, FGSM requires only the
elementwise sign of the gradient yet has been shown to still
generate effective perturbations.
There have been many other methods proposed to gen-
erate adversarial perturbations. Two of the most celebrated
are the Carlini-Wagner `2 perturbation [2] and DeepFool
[7]. The Carlini-Wagner approach is designed to achieve
very precise misclassification, and it includes a tuning pa-
rameter which specifies the misclassification confidence. In
this sense, the Carlini-Wagner approach is well-suited to
answer the question: “What is the minimal perturbation
required to move this image onto the decision boundary
between classes?” Though it effectively generates adver-
sarial perturbations, the Carlini-Wagner method is complex
relative to other methods for adversarially perturbing im-
ages, requiring multiple starting points and at least three
additional univariate parameters depending on the descent
method used. Because of the complex formulation and rel-
atively high computational overhead, Carlini-Wagner per-
turbations have different motivations than our Color-Aware
and Edge-Aware perturbations, in which we seek to effi-
ciently and effectively create image perturbations which are
undetectable by human observers. Doing so will accom-
plish two goals. The first is practical; perturbations which
are easier to be compute can be more readily applied. Our
second goal is theoretical, in that we seek the simplest tech-
nique that accomplishes the task of constructing effective
and imperceivable image perturbations.
The motivation for DeepFool better aligns with the goals
of this paper because of its emphasis on lightweight con-
struction of perturbations. The DeepFool algorithm pro-
ceeds iteratively by stepping towards the decision boundary
of the classifier. In order to make these iterates tractable,
DeepFool linearly approximates the decision boundary at
each iteration. DeepFool prioritizes efficient computation,
and in this way is a compromise between Carlini-Wagner
and FGSM. One drawback of DeepFool is that it only ac-
commodates untargeted perturbations. Like DeepFool, we
are motivated by efficient computation of perturbations, but
our method will accommodate targeted perturbations. We
also note that DeepFool, like many other perturbation meth-
ods, can be easily modified to include both our Edge-Aware
and Color-Aware ideas by changing the norm it uses inter-
nally.
3. Proposed Approaches
We begin by describing our Color-Aware perturbation.
The primary motivation for developing our Color-Aware
perturbation is that the distance between colors, when rep-
resented as vectors in RGB space, does not correspond to
the perceived difference from the perspective of a human
observer. There have been many efforts to devise color sys-
tems which respect human perception, beginning with the
Munsell Color System [9] in 1905. Since then, the Inter-
national Commission on Illumination (with acronym CIE
in French) developed a sequence of color spaces and color
distances which attempt to quantify perceived color differ-
ence. The first of these was in 1931 with the CIEXYZ color
space. This space was improved in 1976 with the addition of
the CIELAB and CIELUV color spaces, which better mod-
els perceived color difference. The CIELAB and CIELUV
spaces perform similarly with respect to their accuracy in
perceived color difference [8], and we opt to use CIELAB.
We note that in the CIELAB representation of colors, per-
ceived distance between colors is measured using the Eu-
clidean distance between them.
Conversion from RGB to CIELAB requires an interme-
diate conversion to CIEXYZ, which is a linear transforma-
tion. XY
Z
 = A
RG
B
 (1)
Figure 2: An illustration of the CIELAB color distance.
Each ‘x’ is formed by changing the solid blue background,
(0, 0, 1) in RGB, by ±.2 in a single color plane. Though
equidistant in RGB, some of the ’x’s are more easily dis-
tinguished from the background. The CIELAB distance,
on the other hand, accurately captures perceived color dif-
ference. Left: CIELAB distance 3.04. Center: CIELAB
distance 17.23. Right: CIELAB distance 76.94.
The (invertible) matrix A ∈ R3×3 is specified in the
CIEXYZ standard [12]. Conversion from XYZ to LAB
space is nonlinear.
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where δ = 629 and
f(t) =
{
3
√
t if t > δ3
t
3δ2 +
4
29 otherwise.
The constants Xn, Yn and Zn depend on the illumination
standard used, but are commonly taken as Xn := 95.0489,
Yn := 100, and Zn := 108.8840 [11]. Denote by
CRGB→XYZ a conversion function from RGB to CIEXYZ,
with appropriate notational extensions to other color spaces.
When necessary, we will clarify the space in which a source
image x, perturbed image x′, or perturbation δ reside with
an appropriate superscript. We have
CRGB→LAB = CXYZ→LAB ◦ CRGB→XYZ.
The conversion functions CXYZ→LAB and CRGB→XYZ are
invertible, so CLAB→RGB is defined as the appropriate com-
position of inverse conversions. We note that all conversion
functions are continuous and piecewise differentiable.
CIELAB was further extended to color difference formu-
las CIEDE94 and CIEDE2000 in the corresponding years.
One of the few other works to apply perceptual color-
spaces to adversarial perturbations is [16], which used a
Carlini-Wagner approach to compute adversarial perturba-
tions where the difference between the perturbed and source
image was quantified using CIEDE2000. That work shares
our Color-Aware motivation of constructing perturbations
which account for human color perception, but our empha-
sis on efficient computation prompts us to use CIELAB
instead, thus avoiding the complexity of a Carlini-Wagner
formulation. Though the CIEDE94 and CIEDE2000 differ-
ence formulas were intended to correct some imprecisions
in using CIELAB to measure perceived color difference,
they require complicated nonconvex manipulations of the
LAB coordinates and are not given by the `p distance in
some color space. This increases the computational burden
required to compute adversarial perturbations and motivates
our use of CIELAB. To our knowledge there has only been
one other effort using perceptual color spaces for image per-
turbations [1]. Like our work, the authors use the CIELAB
distance, but their formulation differs critically from ours in
its formulation, positing an intractable constraint which is
mitigated by solving a penalized version instead. Our for-
mulation only uses tractable constraints, mirroring the sim-
plicity of FGSM in both its constraint set and the closed-
form solution of its linear approximation.
We propose to adversarially perturb an image xRGB as
follows. Convert xLAB := CRGB→LAB(xRGB) and solve the
following.
min
δ
L
(
F ◦ CLAB→RGB
(
xLAB + δ
)
, l
)
(5)
subject to ‖δ‖2,c ≤ α.
As in FGSM, we linearly approximate the objective
function to yield the closed-form solution below.
x′ LAB = xLAB + α
∇xL
(
F ◦ CLAB→RGB
(
xLAB
)
, l
)
‖∇xL (F ◦ CLAB→RGB (xLAB) , l) ‖2,c
(6)
We note that division in (6) is pointwise and broadcast
across the color dimension so that the dimensions are com-
patible. Finally, the perturbed image can be converted to
RGB, x′ RGB = CLAB→RGB
(
x′ LAB
)
.
We note that because δ is a perturbation in CIELAB
space, the constraint in (7) represents perceived color dif-
ference. Also, the classifier F is assumed to require RGB
inputs, though we note that there is work attempting to train
models directly on CIELAB representations of images [3].
Next we describe the Edge-Aware perturbation method.
Let W : X → [0, 1]h×w denote a pixel-wise edge detec-
tor, such as the Sobel or Gabor filter, where a value near
one means an edge is detected. We construct Edge-Aware
perturbations by weighting pixels in the perturbation con-
straint by their edge weights, thus reducing the magnitude
of perturbation permitted in smooth regions. This can be
applied to the FGSM directly, but we will introduce it in the
context of our Color-Aware perturbation method. Letting
Figure 3: FGSM and Color-Aware perturbations. Left: a source image to be adversarially perturbed. Center: The FGSM
perturbation, scaled to [0, 1]. Right: The Color-Aware perturbation, scaled to [0, 1]. In order to emphasize the colors in this
perturbation, we have rounded values less than .4 and greater than .6 to 0 and 1, respectively. Note that in the Color-Aware
perturbation different objects (dog, grass, or dark background) have perturbations in different directions.
w = W (xRGB), we propose solving the following
min
δ
L
(
F ◦ CLAB→RGB
(
xLAB + δ
)
, l
)
(7)
subject to ‖δ‖2,c ≤ αw.
Again, by linearly approximating the objective function we
arrive at the closed-form solution
x′ LAB = xLAB + αw
∇xL (F ◦ CLAB→RGB (x) , l)
‖∇xL (F ◦ CLAB→RGB (x) , l) ‖2,c
(8)
x′ RGB = CLAB→RGB
(
x′ LAB
)
.
As in equation (6), the multiplication and division in (8) is
pointwise and broadcast across the color dimension. We
also note that in equations (6) and (8) it is possible that the
2-norm at a pixel is zero, in which case we do not make any
perturbation at the pixel.
4. Experiments
In this section we empirically evaluate the performance
of our Color and Edge-Aware perturbations. Throughout,
we use the Inception v3 classifier [14] and the ILSVRC
2012 validation set [10] as the classifier to disrupt and the
images to perturb. We will use a Sobel filter to construct
the edge weights, though other edge filters would also be
appropriate.
4.1. Evaluating Detectability of Perturbations
We begin by comparing perturbations computed using
our Color-Aware method with those of FGSM, in order to
show the qualitative difference between perturbation direc-
tions. For a small value of α, we compute x′−x, the differ-
ence between a perturbed and source image, where the per-
turbed image x′ is constructed through both FGSM and our
Color-Aware method. Figure 3 gives a comparison of the
perturbations, where the Color-Aware version is rounded to
the nearest vertex of the RGB cube to make it more visually
comparable with the FGSM perturbation.
We see that our Color-Aware method clearly identifies
color trends in this perturbation that FGSM does not. In
the region containing the grass, red occurs in much lower
quantities than the green and blue colors. Similar to our ex-
ample in figure 2, perturbing the nondominant color planes
results in large RGB change with small perceived color dif-
ference. The most prevalent colors in this region are the
teal (0, .5, .5) and coral (1, .5, .5) which represent changes
in the red color plane because of the [0, 1] scaling. Less
prevalent but still visible are lavender (.5, .5, 1) and olive
(.5, .5, 0), which represent perturbations in the blue color
plane, the other non-dominant color in the region. For the
region containing the white samoyed dog, the white of the
dog has a fairly even distribution of RGB colors, so there is
more variety in the perturbations than in the grassy region.
In FGSM, however, color trends are impossible to distin-
guish. The region containing the dog can be distinguished
upon close inspection based on the texture of the perturba-
tion, but not the distribution of its colors.
We also include a comparison of our Color-Aware and
Color-and-Edge-Aware methods with FGSM and L-BFGS.
In figure 4 we construct untargeted perturbations on an
image containing a submarine. Close inspection reveals
perturbation artefacts in the sky near the water’s surface
and around the submarine’s broadcasting equipment for all
methods except Color-and-Edge-Aware, with Color-Aware
displaying less artefact than L-BFGS and FGSM. Table 1
contains classification confidence and quantifications of the
perturbation’s size using various norms. The large `2 norm
of the Color-and-Edge-Aware perturbation relative to the
other methods, combined with its small `1 norm, suggests
that there are fewer perturbed pixels but that the magnitude
of these perturbations is larger. This aligns with the intu-
(a) Original image
(b) L-BFGS (c) FGSM
(d) Color-Aware (e) Color-and-Edge-Aware
Figure 4: Comparison of perturbation methods in an un-
targeted attack. For all methods the perturbed image was
classified as a breakwater. Details in text and table 1.
ition used to create the Edge-Aware weighting. Little or no
change occurs in the smooth sky region, while larger mag-
nitude perturbations are placed in the region containing the
water where it cannot be readily perceived.
Figure 5 contains a similar example for a targeted at-
tack, where the source image contains a tank and the tar-
geted label is a mobile home. All perturbation methods
successfully induced misclassification. The performance of
the methods is generally similar to the untargeted setting, in
that all methods except Color-and-Edge-Aware have easily
detectable perturbations. Similar to the submarine exam-
Image Prob. ‖δ‖1 ‖δ‖2
Original .997 0 0
L-BFGS .442 538.28 1.89
FGSM 1.00 1558.36 3.82
Color-Aware .980 1594.55.69 3.83
Color-&-Edge-Aware .980 987.29 3.77
Table 1: Numerical comparison of the untargeted attacks
producing the perturbed images in figure 1. For the original
image the probability listed is for the submarine class. For
all others it is the breakwater class, which was the class with
the highest probability for all methods.
ple, L-BFGS appears to place large magnitude perturbations
in certain regions, in this example at the front of the tank,
but less perturbation overall. Both Color-Aware and FGSM
make notable texture changes on the side of the tank and in
the sky above. Table 3 summarizes the performance of the
methods. Though the Color-and-Edge-Aware perturbation
is larger in `2 norm than the others, the location of these
perturbations and its more accurate modeling of color per-
ception makes it less discernible than the others from the
perspective of a human observer.
4.2. Inducing Misclassification
In this section we demonstrate that Color-Aware and
Color-and-Edge-Aware perturbations are effective at induc-
ing misclassification. For our first experiment, we choose
100 images from the 2012 ILSVRC validation set which
the Inception v3 network classifies correctly. The α value is
chosen uniquely from a set of candidates for each perturba-
tion method but fixed for all images. Our selected α corre-
sponds to the value that misclassified the highest proportion
of the first 10 images. We perform both targeted and un-
targeted experiments, where for all images the target class
was a coffee mug. The step length/penalty parameter was
chosen in the untargeted experiment and was the same for
the targeted experiments. Table 2 summarizes our results.
L-BFGS FGSM C-Aware C & E-Aware
Untargeted 92% 100% 100% 91%
Targeted 100% 100% 100% 91%
Table 2: Misclassification percentages for 100 images with
5 iterations for untargeted and 10 iterations for targeted.
Full details in text.
The results indicate that perturbations which are Color-
Aware and/or Edge-Aware reliably induce misclassification.
Moreover, all methods considered consistently cause mis-
classification given proper choice of α and sufficient num-
ber of iterations. Unsurprisingly, we see that achieving tar-
Image Prob. ‖δ‖1 ‖δ‖2
Original .852 0 0
L-BFGS .804 609.55 1.79
FGSM .995 1621.22 3.98
Color-Aware .980 1616.69 3.90
Color and Edge-Aware .980 1185.87 4.45
Table 3: Numerical comparison of the targeted attacks pro-
ducing the perturbed images in figure 3. For the original
image the probability listed is for the tank class. For all
others it is the mobile home class, which was the targeted
label.
geted misclassification is more difficult and requires more
iterations to do so reliably. Our Color-and-Edge-Aware
method achieves 91% misclassification rate on both the
untargeted and targeted tasks whereas FGSM and Color-
Aware achieves 100% misclassification, providing evidence
that restricting perturbations to smoothly-textured regions
has only a small impact on the ability of the method to in-
duce misclassification. Only 3% of images were unable to
be misclassified by both untargeted and targeted Color-and-
Edge-Aware, which suggests that ability to induce misclas-
sification using perturbations which are restricted to certain
regions depends on the region and the target class.
For our second experiment, we compare how the mis-
classification confidence changes as a function of the num-
ber of iterations and magnitude of the perturbation as quan-
tified by various norms. We use the source image of a sub-
marine in figure 4 to perform an untargeted attack. Our re-
sults are given in figure 6, where the curves in each sub-
figure are parametrized by iteration number. These plots
show that our contributions are competitive with L-BFGS
and FGSM when measured by the `p norms in an RGB rep-
resentation, and that they outperform the competition when
quantified using the CIELAB color distance.
From the perspective of per-iteration confidence, figure
6 provides evidence that FGSM and Color-Aware perturba-
tions behave similarly with respect to misclassification con-
fidence as a function of iterations. Color-and-Edge-Aware
performs poorly in metrics which are sensitive to outliers
(`2 and `∞) because of its tendency to place larger perturba-
tions in regions they are not easily detected. L-BFGS also
performs poorly in these metrics, suggesting that it places
large perturbations in isolated regions. That fact that L-
BFGS does not place these perturbations in regions where
they are difficult to discern suggests that the perturbation
artefacts may be easily detectable. When quantified using
the `1 norm of the CIELAB distances, Color and Edge-
Aware perturbations outperform FGSM and are competitive
with the more complex L-BFGS method.
(a) Original image
(b) L-BFGS (c) FGSM
(d) Color-Aware (e) Color-and-Edge-Aware
Figure 5: Comparison of perturbation methods in a targeted
attack, with a mobile home as the target label. Details in
text and table 3.
4.3. Computational Efficiency
Next we compare the computational burden of the meth-
ods considered, as assessed by their running times. Color-
Aware and Color-and-Edge-Aware perturbations have the
advantage of properly accounting for human perception of
color and texture, but we hope to do so as simply as pos-
sible. The gold standard for generating simple image per-
turbations is the fast gradient sign method, because it only
requires the elementwise sign of the gradient. Compared
to FGSM, Color-Aware and Color-and-Edge-Aware impose
additional structure to model human perception. First, the
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Figure 6: Confidence against iterations, `1, `2, and `∞
norms. The left column contains plots confidence against
‖x′ RGB − xRGB‖p and the right column plots confidence
against
∥∥‖x′ LAB − xLAB‖2,c∥∥p, for p ∈ {1, 2,∞}. Details
in text.
computation of the gradient requires composition with the
conversion function FLAB→RGB. Second, instead of the sign
of the gradient Color-Aware methods normalize the gradient
in the `2 norm across the color dimension. Lastly, making
a perturbation method Edge-Aware requires an additional
application of an edge filter. Our experiments show that
Color-Aware and Color-and-Edge-Aware perturbations are
only marginally less efficient to construct than FGSM per-
turbations.
Because our emphasis is on generating effective image
perturbations with minimal computational resources, we
consider both CPU and GPU implementations. Table 4
gives the running times for each method applied to 100
ILSVRC images. Our experiments were carried out in a
Linux operating system, with an 8-core Intel i9-9980 CPU
at 2.4 GHz, 64 GB of memory, and a GeForce GTX 1650
GPU.
Method CPU time (s) GPU time (s)
L-BFGS 3.56± 0.55 0.52± 0.04
FGSM 1.71± 0.05 0.29± 0.04
Color-Aware 1.81± 0.12 0.35± 0.04
Color-&-Edge-Aware 1.83± 0.03 0.36± 0.06
Table 4: Mean and standard deviation of the run times for
each method applied to 100 images. Each method was run
for 10 iterations.
Table 4 demonstrates that the time required to gener-
ate Color-Aware and Color-and-Edge-Aware perturbations
is similar to FGSM and less than L-BFGS. Interestingly, we
note that the computational burden associated with compos-
ing the model with the conversion function FLAB→RGB , ev-
ident in the difference between FGSM and Color-Aware, re-
sults in a smaller relative increase in the CPU implementa-
tion (5.8%) than the GPU implementation (20.7%). In both
implementations, the additional time required to make the
method edge-aware is minor, between 0.01 and 0.02 sec-
onds.
5. Conclusion
We have presented two new methods for creating adver-
sarial image perturbations which are less discernible by a
human observer. The first, our Color-Aware perturbation
method, accounts for human perception of color by per-
forming the perturbation directly in CIELAB space, where
a simple constraint guarantees the perceived color change
to the perturbed image is small. Our second contribu-
tion is our Edge-Aware method, which uses a texture fil-
ter to restrict perturbations to regions where a human ob-
server is less likely to detect them. Color-Aware and Edge-
Aware methodology can be combined to generate Color-
and-Edge-Aware perturbations, which address both issues
simultaneously. We find that our contributions reliably in-
duce misclassification, require similar computation time as
the most efficient techniques for generating adversarial per-
turbations, and are more difficult to detect than methods
of similar complexity, providing evidence that Color and
Edge-Aware perturbations are a simple yet effective way to
generate perturbations which properly account for human
perception.
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