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Abstract 
This thesis reports on the design, development and testing of a semi-automated 
system to aid in the mapping of the interior of industrial plants. The sys-
tem makes use of digital photogrammetry to assist an operator in locating and 
identifying components of the plants. 
All of the important photogrammetric theory is discussed in the text, and ex-
plained in detail in the appendices. Specifically, this system implements various 
algorithms used for camera calibration, object point intersection, and a method 
combining the two techniques. Considerable use is made of the iterative least 
squares method, which is the basis of many of the algorithms employed in this 
work. 
Image processing algorithms are implemented to enhance the digital images, and 
to ease the identification of objects in the images, and these are fully explained 
~n the text. Adaptive least squares image matching is a method of matching 
corresponding points in different images and is used to ensure correspondence 
between points identified by the system operator. A weighted centre of gravity 
method is used to find the centre of target areas, and an algorithm is imple-
mented to determine the radius, centre and direction of a pipe passing through 
a number of points. 
Various aspects of the system design are discussed and explained. In particular 
the requirements in terms of hardware and software are presented. In addition, 
the choices of the operating system and of the compiler are justified. Potential 
problems with the system, and possible enhancements of it are also described. 
Tests were performed to verify the correct operation of all of the algorithms 
used in the calibration of the cameras. Together with the point intersection 
routines, these tests calculated the position of various control points, the correct 
coordinates of which were previously known. The calculated point positions are 
compared to the known coordinates of the points to determine the accuracy 
of the various algorithms. Further tests were conducted to demonstrate and 
verify the ability of the system to measure distance in three dimensions. These 
tests illustrate that the accuracy achievable is approximately 0.053 of the total 
distance measured for an object occupying 803 of the width of the image. 
ii 
The system improves considerably on the method presently used in South Africa 
and in many industries worldwide which rely on analytical photogrammetry for 
the determination of object point locations. While the system suffers from re-
duced accuracy as a result of the use of digital cameras, this problem will become 
less important as technology and digital camera resolution improve. Possible 
enhancements include the use of more numerically efficient algorithms, and the 
introduction of techniques that would partially automate the identification of 
control points and pipes. 
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There are many companies worldwide which own, run, and maintain plants 
that are essentially networks of pipes and related equipment. Such plants are 
especially common in the chemical and the petro-chemical industries, but are 
also found in other fields. 
The design of these plants is initially presented as a set of drawings or, more 
recently, as CAD models. It is inevitable that during the construction of the 
plant, the implementation diverges from the original plans due to unforeseen 
circumstances. Once the plant has been commissioned, repairs, alterations, and 
upgrades to the plant result in significant changes to its layout. As a result 
of these factors it has been found that, after many years of operation, the 
original plans for the plant are no longer suitable for use in the planning and 
implementation of further modifications and additions. 
To expedite alterations to the plant, a three dimensional CAD model is r~ 
quired. It is generally more efficient to generate such a model using analytical 
photogrammetry to survey the plant, than it is to convert the existing plans to 
a CAD model. In addition, the use of photogrammetric techniques simplifies 
the inclusion of previous alterations in the new model. 
As part of this thesis, a basic system, using digital photogrammetry in an in-
tegrated software package, was designed in response to a request from a local 
engineering company, where a department specialised in the mapping of chem-
ical plants has been established. The software makes use of a number of digital 
images of the area being mapped to determine the positions of points identified 
in the images by the operator. 
This basic package was then enhanced to include a variety of photogrammetric, 
image processing and geometrical techniques to simplify the mapping of plants. 
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This thesis details the algorithms used, the design of the system and various 
tests to illustrate and verify the capabilities of the finished product. 
1.2 Aim of the Thesis 
This thesis aims to create a semi-automated computerised system which will 
expedite the generation of three dimensional models of chemical and other in-
dustrial plants from digital images. 
The program should be an interactive, menu driven system which implements: 
• Image enhancement algorithms to make target identification easier for the 
operator; 
• Photogrammetric algorithms for calculating the orientation of the cameras 
from the image space and object space coordinates of a number of points 
identified by the user; 
• Algorithms for locating the positions in space of points identified by the 
user on the images; 
• Algorithms to analyse the geometric relationship between surveyed object 
points, in order to simplify the identification of objects in the plant. 
These features are described in more detail in later chapters. 
While the system is aimed at assisting an operator in the creation of a three 
dimensional CAD model of plants, it should also be feasible to use the software 
to perform any general purpose photogrammetric measurement using digital 
images. 
1.3 Thesis Outline 
The thesis is divided into a further seven chapters, excluding the appendices: 
Chapter 2 describes the photogrammetric techniques used in this project to 
determine camera orientations and point positions. 
Chapter 3 deals with the image processing algorithms used to enhance the 
images in order to simplify the identification of points by the system operator. 
Chapter 4 presents a number of other algorithms used in the project which 
do not fall into either of the above two categories. In particular it describes 
algorithms used for image matching, target centre location, and for finding 
circle and line orientations and positions. 
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Chapter 5 lists some of the problems encountered in the design of the system, 
and possible solutions to these problems. Where necessary, these solutions 
were implemented, and the justification for doing so or for leaving the system 
unchanged is given in each instance. 
Chapter 6 describes the design of the system. It lists the hardware and soft-
ware required by the system, and discusses the choice of programming software. 
Also described are the options presented by the system to the user for image 
processing, camera calibration, object point intersection, and circle and line 
determination. 
Chapter 7 reports on a number of tests used to verify the accuracy of the 
photogrammetric algorithms, and to assess the ability of the system to measure 
distance in three dimensions. 
Chapter 8 draws some conclusions regarding the system and its capabilities, 
and makes some recommendations for future development of the system. 
The appendices describe in detail some of the important algorithms used in the 
project which are not given in detail in the main text because of their length. 
Also presented is a detailed listing of the test results which are summarised in 
chapter 7. 
1.4 Related Work 
A variety of development work has been done, and is being done, in the field of 
industrial visualisation and mapping, and the use of analytic"al photogrammetry 
for the mapping of industrial plants appears to be widespread. 
The company for which the basic system was designed presently makes use of 
analytical photogrammetry in the mapping of chemical plants. The procedure 
involves the use of two photographs, with a digitizer being used to identify 
points on the images. The identified points are used by software designed for 
this purpose (MCP 1986) to determine the orientation of the cameras, and the 
object space positions of the points in the photographs. 
The generation of three dimensional computer graphics models using analytical 
photogrammetry is described by Littleworth & Chandler (1995) with particular 
applications to the mapping of pipes in an oil refinery. The paper also describes 
the use of photogrammetry in the generation of architectural plans for historic 
buildings. In (Littleworth, Stirling & Chandler 1992} the same techniques are 
applied to the mapping of the exterior of an aerodrome and to the generation of 
a digital terrain map of an industrial complex. Also described is the mapping 
of an industrial crane. 
The role of photogrammetry in the mapping of nuclear environments is de-
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scribed by Chapman, Deacon & Hamid (1992). Digital photogrammetry is 
used to assist in the generation of CAD models of radioactive plants because 
of the dangers associated with prolonged exposure to radiation. The presence 
of high levels of radiation precludes the use of standard photography and in-
terferes with some digital imaging systems. Purpose-build imaging systems are 
therefore used to capture digital images. The system designed implements a va-
riety of photogrammetric techniques, and allows for measurements to be made 
in object space. 
A system using digital photogrammetry with scanned photographs of plants 
is described in (Ham.it 1995). The system is an integrated photogrammetric 
measurement system and CAD package, which is aimed at the mapping of 
factories, chemical plants, refineries and nuclear power plants. 
While these systems provide the means of measuring the positions of points 
in object space, few facilities are provided for determining the dimensions and 
orientations of structures in the plants, or for automating these measurements. 
The use of conventional analogue photogrammetric measurements to determine 
the radius and direction of pipes in industrial plants is described by Kramer 
& Scholer (1980). A variety of techniques are presented for determining the 
position and size of pipes using known positions of a number of points on the 
surface of each pipe. Jones, Chapman & Hamid (1996) derive models describing 
the relationship between three dimensional primitives and their two dimensional 
projections, with particular reference to the measurement of pipes in industrial 
plants. 
Research is currently in progress in the Department of Surveying and Geodetic 
Engineering at the University of Cape Town to develop methods of automating 
to some extent the determination of the orientation of pipes. 
Chapter 2 
Photogrammetric Theory 
Photogrammetry is the field of study involving techniques to determine the 
positions and orientations of objects in three dimensions from photographic 
images. This chapter describes two principal types of algorithms: 
• algorithms to determine the orientation and position of each of the cam-
eras used to generate the images of a scene; 
• algorithms to determine the position of the points of interest in each of 
the images. 
The former are known as camera calibration algorithms and the latter as inter-
section algorithms. Only those algorithms which were used in this project will 
be discussed. 
2.1 Camera Calibration Algorithms 
Camera calibration is the process of determining the orientation and position 
of the camera. Nine parameters are used to specify the camera position. These 
parameters, described in detail by Kraus & Waldhiiusl (1993), are illustrated in 
figure 2.1. The parameters consist of: 
1. Three parameters to specify the position of the perspective centre of the 
camera. The three parameters represent the three space dimensions rel-
ative to an arbitrary but fixed origin. The cartesian axes, X, Y, and Z, 
of the object space coordinate system extend from this origin and, within 
this system, the perspective centre is identified by (Xe, Ye, Ze)i 
2. One parameter to specify the perpendicular distance from the perspective 
centre to the imaging surface. This is known as the principal distance. 
5 
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The principal distance is abbreviated as c in most parts of this text; 
3. Two parameters which specify the position on the imaging surface of the 
intersection of the camera's optical axis with the image plane. This point 
on the surface is known as the principal point. The symbols Xp and Yp 
are used to represent the x and y coordinates of the principal point re-
spectively, where x, y and z are the coordinate axes of the image space 
coordinate system whose origin is at the perspective centre. The principal 
point of the image is illustrated in figure 2.2. This diagram is an exagger-
ation of the typical situation, since the principal point is typically very 
close to the centre of the image. 
4. Three parameters which specify the rotation of the image space coordi-
nate system relative to the three object space axes. The parameters are 
identified by the symbols w, K, and Q>. The image space axes are initially 
parallel to, but offset from, their corresponding object space axes, and are 
rotated before images are captured. In this text it is assumed that the 
rotation around the z axis (<I>) is performed first, followed in order by K, 
the rotation around the once-rotated y axis, and w, the rotation around 
the twice-rotated x axis. Both the image space and object space coordi-
nate systems are assumed to be left handed systems. The rotations of the 
axes are assumed to be clockwise as seen from the positive axis looking 
towards the origin of the axis system. In figure 2.1 these rotations have 
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Figure 2.2: Principal Point of an Image 
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A number of additional parameters can be used to describe imperfections in the 
camera. These account for distortion of the image introduced by imperfections 
in the camera lens system. Distortion of the film, or in the case of digital 
cameras, distortion of the imaging surface can also be accounted for in this 
manner. The model used to describe these distortions is discussed in more 
detail in section 2.4. 
The principal distance, principal point and any additional parameters used are 
together known as the interior orientation of the camera, since they are de-
termined entirely by the internal construction of the camera. The remaining 
parameters are collectively known as the exterior orientation of the camera. 
The orientation angles are typically represented by a rotation matrix. This 
matrix maps coordinates relative to the perspective centre in object space onto 
coordinates in image space. The rotation matrix will generally be represented 
by the symbol R in this text. It is always a 3 x 3 matrix, and its elements are 
represented by the symbols r,,, r11, ... ,r33. 
Methods for determining the nine camera orientation parameters and the addi-
tional parameters are discussed in more detail in the following sections. 
2.1.1 Camera Calibration using the 
Collinearity Equations 
The collinearity equations, described in (Karara 1989) and in (Haralick & 
Shapiro 1993), are the basis for most photogrammetric techniques used in this 
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project. These equations {equation 2.1 and equation 2.2) describe the rela-
tionship between points in three dimensions (X, Y, Z), and the two dimensional 
images of these points ( x, y). They describe mathematically the assumption 
that a point in object space (three dimensional space}, its image, and the per-
spective centre of the imaging system must be collinear. 
x (2.1) 
d . T21 (X- Xe)+ T22(Y...:.. Ye)+ T23(Z- Zc) 
'Yv + :y = c-T3-1-(X ___ X_c_)_+_r_3_2-(Y---Y-c)_+_r3_3_(Z--Z-c-) (2.2) 
In equations 2.1 and 2.2, dx and dy refer to the error in the x and y position 
of a point in an image as a result of the lens and film distortions. The variable 
c represents the principal distance of the camera. 
Assuming that the distortion terms are zero, this calibration technique requires 
knowledge of the locations of five points, the coordinates of which are known 
both in object space and in image space. Using these coordinates, ten equa-
tions in the nine unknown parameters can be formulated. This is one more 
equation than is needed to solve for the nine unknowns, so that only the x or 
y coordinate of the fifth point is required. If more than nine observations are 
available, a least squares adjustment is generally used to find a best-fit solu-
tion. If additional parameters are used to model the lens and film distortions, 
one additional equation is required for each additional parameter. This in turn 
requires one additional observation for each additional parameter. 
The equations are generally linearised in order to simplify the solving of the 
equations and to facilitate finding an optimum solution using the least squares 
method. Once the equations have been linearised, the parameters can be ap-
proximated using an iterative procedure which finds the best approximation for 
the differential terms in the linearised equations. This does, however, require 
that initial estimates of the camera orientation parameters are available, and 
that these estimates are reasonably close to the correct values. If not, the iter-
ative procedure will generally not converge to the correct solution. The initial 
estimates can be obtained using another camera calibration technique, such as 
the Direct Linear Transformation as described in 2.1.2. A detailed description 
of the use of the collinearity equations for solving for the orientation parameters 
is presented in appendix B. 
2.1.2 Camera Calibration using the Direct Linear Trans-
formation 
The Direct Linear Transformation (DLT) uses eleven parameters to describe 
the orientation of the camera, and is used to provide initial estimates for the 
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camera orientation parameters employed in other camera calibration techniques. 
Equations 2.3 and 2.4 describe the DLT. A detailed description of the derivation 
of the DLT, and its use, is presented in (Karara 1989). 
x _ dx = l 1 X + l2 Y + l3Z + l4 
l9X + l 1 o Y + l 11 Z + 1 




As is the case with the collinearity equations, a number of additional parameters 
can be used to describe the distortion introduced by the camera lenses and other 
camera components. 
There are at least eleven unknown parameters which need to be determined. 
Therefore, in order to solve for these parameters, it is required that the positions 
of at least six control points be known. If no additional parameters are used, 
only the x or the y value of the last control point need be known. If additional 
control points are available, a least squares solution is used to determine the 
best values for the parameters. 
In most applications, equations 2.3 and 2.4 are linearised and a least squares 
method is used to solve for the parameters in an iterative manner. The DLT 
parameters can also be obtained using a direct method. However, this method 
is generally not used, because the iterative method makes better use of addi-
tional observations to find the best parameter values. A detailed description 
of the solution of the DLT, and of the relationship between the DLT and the 
collinearity equations, is given in appendix C. 
The DLT has the advantage that, unlike the collinearity equations, no initial 
estimate of the parameter is required. It does however require knowledge of the 
position of one more control point. Furthermore, a least squares solution for the 
DLT parameters does not give the best solution of the nine camera parameters 
used in the collinearity equations, when these are calculated from the DLT 
parameters. The DLT is thus generally used to provide initial estimates for 
the exterior and interior orientations, which are then used with the collinearity 
equations to refine the solutions. 
2.1.3 Smith's Explicit Space Resection 
Smith's resection is a simple method of determining the exterior orientation of a 
camera using only four control points. The method also allows interior orienta-
tion parameters which are known to be accurate to be incorporated easily into 
the solution. While the DLT can be altered for these purposes, such alterations 
are more difficult to implement. 
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Smith (1965) describes an explicit solution for the space resection of a single 
image. The method requires no initial estimate of the six exterior orientation 
parameters. Three control points are required for the resection, which yields a 
maximum of four solutions. A fourth control point in a suitable position is used 
to determine which of the four solutions is correct. The interior orientation of 
the camera is required to solve for the exterior orientation. 
As with the DLT, an explicit solution is possible, thus eliminating the need for 
accurate initial estimates. However, it is not possible to determine the lens and 
film distortion parameters using this method, and as a result it is generally used 
as a method of obtaining initial estimates of the camera exterior orientations. 
Smith describes a way of using four or more points in a least squares adjust-
ment to improve the accuracy of the solution, but simpler methods of including 
redundant observations exist. 
A detailed description of Smith's explicit space resection, and the solution 
thereof, is provided in appendix D. 
2.1.4 Schmid's Iterative Space Resection 
Schmid's iterative space resection (Thompson 1966) is a simple solution to im-
plement, and provides a method of using redundant observations to improve 
the accuracy of the parameters calculated using Smith's explicit resection. 
Like Smith's explicit space resection, Schmid's space resection solves only for 
the exterior orientation of the camera, and requires that the interior orientation 
of the camera be known. The method is derived from the collinearity equations 
- equations 2.1 and 2.2. As with the camera calibration using the collinearity 
equations described in section 2.1.1, the collinearity equations are linearised, 
and an iterative method is used to update the parameters. 
The method requires knowledge of the positions of three control points for 
a minimal solution. It also requires initial estimates for all of the exterior 
orientation parameters. An iterative least squares approach is used to produce 
an optimal solution if the positions of four or more points are known. 
A more detailed description of the use of Schmid's iterative resection for solving 
for the exterior orientation of a camera is given in appendix E. 
2.2 Object Point Intersection Methods 
The object space coordinates of a point can be determined if the image co-
ordinates of the point are known for two or more images, and if the camera 
orientation parameters for these images are also known. Methods for perform-
ing this calculation are referred to as intersection algorithms. They are generally 
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based on the same equations as are used in the camera calibration routines, but 
the values of the object space coordinates X, Y and Z are determined, rather 
than those of the camera orientation parameters. 
Only two intersection methods were investigated. These are: 
• Intersection using the Collinearity Equations (equations 2.1 and 2.2) 
• Intersection using the Direct Linear Transformation (equations 2.3 and 
2.4) 
Either method can be used to find object space coordinates, irrespective of the 
algorithm used to calibrate the cameras. The DLT method should ideally be 
employed in cases where the DLT is used to calibrate the cameras, and the 
method based on the collinearity equations when the other calibration tech-
niques described previously are used. 
2.2.1 Intersection using the Collinearity Equations 
The collinearity equations (2.1 and 2.2) relate the object space coordinates of 
a point to its image coordinates. The orientation parameters of a camera and 
the image coordinates of a point on that camera's imaging surface define a line 
in object space on which the point lies, as illustrated in figure 2.1. 
If the object appears in another image, produced by a camera with a different 
orientation, the image coordinates of the point on this image and the orientation 
of this camera define a second line in object space, as shown in figure 2.3. This 
line will also ideally pass through the point in object space. 
In virtually all real situations, the lines will pass close to one another near the 
true object space coordinates of the required point. In general, a least squares 
approach is used to find the object space coordinates which minimise the sum of 
the squares of the residuals between the known image coordinates of the point 
on each image, and the image coordinates calculated using equations 2.1 and 
2.2. 
At least two images are required to find the point coordinates, but additional 
images can be used to improve the accuracy of the final estimate of the point 
position. 
Since the values of the camera orientations are held constant, the collinearity 
equations can be rewritten as linear equations, and the object space coordinates 
of a point being intersected can be found explicitly. In general, an iterative pro-
cedure is used once initial estimates have been found using the explicit method. 
The standard form of the collinearity equations is linearised using differentials, 
and the iterative method, as described in appendix B, is used to find the best 
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Figure 2.3: Epipolar Lines and Object Point Intersection 
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solution for the object space coordinates in the least squares sense. This effec-
tively involves finding the best estimate of the point at which a number of lines 
intersect in object space. 
The accuracy of the result is determined by the accuracy to which the image 
space coordinates of the points are known, the accuracy to which the camera 
orientations are known, and the positioning of the cameras. A larger number 
of images increases the number of redundant equations in the system, and thus 
also increases the accuracy of the solution. 
2.2.2 Intersection using the Direct Linear Transformation 
It is possible to use the Direct Linear Transformation equations (2.3 and 2.4) to 
solve for the object space coordinates of a point, if the point has been identified 
in two or more images. The DLT parameters for a camera and a point on 
the image obtained with this camera define a range of possible object space 
coordinates for the point in object space. These coordinates do not necessarily 
define a line in object space. Using the DLT parameters for a second camera, 
and the image space coordinates of the point on the image obtained from this 
camera, together with the corresponding information from the first camera, the 
object space coordinates of the point can be found. 
A least squares solution is used to find the object space coordinates which 
minimise the sum of the squares of the residuals between the left and right 
hand sides of equations 2.3 and 2.4. An iterative approach is usually employed, 
using linearised DLT equations as described in appendix C. Since the camera 
orientation parameters are known, a linear equation can be formulated from the 
DLT equations to provide initial estimates of the coordinates. 
• 
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As with the intersection using the collinearity equations, the accuracy of the 
object space coordinates is determined by the accuracy to which the positions of 
the image points are known, the accuracy of the camera orientation parameters, 
the position of the cameras and the number of images used. 
2.3 Combined Methods 
It is possible to solve simultaneously for both the camera orientations and the 
object space coordinates of points with known image coordinates, if more than 
one camera is present, and if there are a sufficient number of control points. 
The bundle adjustment is the only such method investigated. 
2.3.1 The Bundle Adjustment 
If the orientations of the cameras for a number of images are required, then the 
camera orientation parameters for all cameras can be solved simultaneously. In 
addition, if the positions of a number of points are to be found, these can be 
included in the adjustment, and found simultaneously. The adjustment, which 
is based on the collinearity equations, is then known as a bundle adjustment, a 
brief description of which is given in (Riither 1994). 
It is possible to leave as many or as few parameters as desired fixed or free, 
so that the values of accurately known parameters can be used to improve the 
solution. Moreover, certain parameters can be held fixed for certain cameras, 
and left free for other cameras. 
It is, however, required that some fixed parameters are present in order to fix 
the scale of the system. Amongst other methods, it is possible to specify a set 
of distances between control points for this purpose. Granshaw (1980) describes 
this technique in more detail. 
The disadvantage of the bundle adjustment over methods which perform each 
adjustment separately is that the time taken to solve the system increases dra-
matically with the number of cameras, and with the number of object points. 
Chapter 5 discusses the implementation problems which this presents. 
A detailed description of the implementation and solution of the bundle adjust-
ment is presented in appendix B.4. 
A similar adjustment making use of the DLT is described by Dermanis (1994). 
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2.4 Modelling Lens and Other Distortions 
Any number of parameters can be used to describe the distortion of the, im-
age introduced by imperfections in the camera lens, distortion of the imaging 
surface, and a number of other camera system quantities. When using digital 
cameras, other parameters can be included to account for errors resulting from 
electronic imperfections in the camera. Fryer & Brown (1986) and Brown (1966) 
describe various models of lens distortion for use in photogrammetric applica-
tions. Van der Vlught (1995) details the choice of a lens distortion model for 
digital cameras such as those used for this project. 
When using models including a large number of additional parameters, sophis-
ticated statistical testing of the significances of the parameters, as described 
by Gruen (1978), is required to avoid over-parametrisation of the system. Too 
many additional parameters in the model will result in unrealistically small er-
ror estimates for the camera parameters being found, and in inaccurate results 
when determining object space coordinates. 
A number of simpler models were considered for this project, but the following 
model was used, since it accounts for distortions specific to digital cameras, and 
has been successfully used in similar applications: 
where 
dx = xsx +ya+ x(k1r2 + kzr4 + k3r6) + P1(r2 +2x2) + 2Pzxy (2.5) 
dy xa + y(k1r2 + kzr4 + k3r6) + P2(r2 + 2y2) + 2P,xy (2.6) 
• dx is the image distortion of a point in the x direction 
• dy is the image distortion of a point in the y direction 
• x is the x image coordinate of a point relative to the principal point 
• y is the y image coordinate of a point relative to the principal point 
• r is the radial distance between an image point and the principal point 
• ki, kz, k3 are radial lens distortion parameters 
• P1, P2 are de-centering lens distortion parameters 
• Sx is the correction to the scaling in the x direction 
• a is the correction for the shear of the image in the x direction 
The use of additional parameters improves the accuracy of the camera orien-
tation parameters determined using either the collinearity equations or other 
methods. Their use also reduces the error in the object point coordinates cal-
culated using the camera orientation parameters. 
Chapter 3 
Image Processing Theory 
This section describes the image processing algorithms investigated and imple-
mented as part of the system. Two sets of algorithms were implemented. These 
are: 
• Algorithms to alter the colour map of the images in order to improve the 
ability of an operator to identify points on the images; 
• Algorithms to enhance or to mask certain features of the images. 
Only those algorithms which were implemented are described here. Many other 
algorithms can be used to simplify and partially automate the process of point 
location in images. 
3.1 Colour Map Algorithms 
3.1.1 Histogram Stretching 
This is a standard algorithm which can be used to enhance the contrast in an 
image which occupies only a small, contiguous section of the available colour 
map. It involves a simple linear remapping of the colour map to occupy the 
entire available range. For photogrammetric applications, the colour map gen-
erally consists of a number of intensity levels or grey scales. 
The effect of this algorithm on the colour histogram of an image is illustrated in 
figures 3.1 and 3.2. Fig'Ure 3.1 shows an example of an image's colour histogram 
before stretching. The stretched histogram of the same image is illustrated in 
figure 3.2. 
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0 256 
colour number 
Figure 3.1: Example of Original Image Histogram 
0 256 
colour number 
Figure 3.2: Histogram after Stretching 
3.1.2 Histogram Equalisation 
Histogram equalisation involves remapping the available grey scales to ensure 
that an equal number of pixels of each grey value exist. The input values to 
this mapping are the original grey values, and these are clearly discrete values. 
The mapping will therefore not, in general, produce an entirely flat histogram. 
The number of pixels in each of a set of grey value bins of equal size is equalised 
to approximate this mapping. 
The effect of this mapping is to improve the contrast in the image, in a similar 
manner to the histogram stretching. Unlike the histogram stretching, the algo-
rithm is effective even if the original image has a histogram which occupies the 
entire available colour range. 
Histogram equalisation has the disadvantage that the resulting image appears 
unnatural. This is usually not a serious disadvantage, and the algorithm can be 
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used effectively to make objects in dark areas of an image more distinguishable. 
The effect of histogram equalisation on the example histogram shown in fig-
ure 3.1 is illustrated in figure 3.3. Due to the discrete distribution of the grey 
values in the images, the resulting histogram is usually not completely fiat, but 
exhibits some deviation from the desired histogram. 
0 256 
colour number 
Figure 3.3: Example Image Histogram after Equalisation 
3.2 Filtering Algorithms 
Filtering algorithms are designed to enhance or to mask certain features of the 
image. All of the algorithms discussed here are implemented by convolving a 
small patch of the image with an filter mask of the same size, with the filter 
mask values (weights) determining the effect of the filter. Examples of filter 
masks are given in subsection 3.2.1 and subsection 3.2.2. 
Convolution involves multiplying corresponding image points and filter values, 
and adding the resulting matrix of values. The result of this operation becomes 
the centre pixel of the patch on the filtered image. The filter mask is then 
shifted by one pixel, and the process is repeated, and in this manner the value 
of each pixel in the filtered image is calculated. ·A detailed description of the 
mathematical methods involved in linear filtering is presented in (Jahne 1991), 
and (Lim 1984) describes the effects of many standard image filters. 
Of particular importance for photogrammetric applications is that filters should 
not cause any phase shift in the image. A phase shift will introduce a small 
change in the position of features in the image, introducing inaccuracies to 
subsequent image coordinates identified in the image. Since phase changes 
introduced by a filter would cause the image to look unnatural (de Jager 1995), 
standard image processing filter masks are designed to avoid this problem. 
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3.2.1 High Pass Filter 
The high pass filter enhances high frequency components of the image, causing 
a sharpening of edges and enhancement of noise. For this thesis, the following 
high pass filter mask was used: 
0 -1 0 
-1 . 5 -1 
0 -1 0 
It should be noted that the sum of the filter values is 1 which results in low 
pass components of the image being retained unaltered, while the high pass 
components are amplified. 
3.2.2 Low Pass Filter 
Low pass filters attenuate high frequency components of the image, leaving the 
low frequency components unaltered. This blurs edges, and reduces the noise 
in the image. 
The standard low pass filter mask used is: 
0.1 0.1 0.1 
0.1 0.2 0.1 
0.1 0.1 0.1 
As with the high pass filter, the sum of the values of this filter is 1 which ensures 
that grey values in the filtered image occupy approximately the same range as 
those in the original image. 
3.2.3 Anti-Sharp Mask 
Anti-sharp masking is a filter which, as the name implies, masks the low pass 
components of the image. The effect of this is similar to the effect of a high 
pass filter, but it is more flexible since the degree of the high pass effect can be 
controlled using two parameters. 
The masking is obtained by subtracting a low pass filtered copy of the image 
from the original image. The relative contribution of these two components 
of the filtered image is controlled by two parameters. It is often desirable to 
remap the histogram once this filter has been used, since the resulting image 




and Target Centering 
This chapter discusses the theory behind the remainder of the algorithms used 
in the system. In particular it discusses the least squares image matching algo-
rithm, and the algorithms for finding a circle from three points, and a line from 
two points in three dimensions. It also describes techniques to locate the centre 
of the target points used as control points in the images. 
4.1 Least Squares Image Matching 
A method of obtaining the best possible match between images of the same 
point identified in two or more digital photographs is required for the pho-
togrammetric determination of points. The least squares matching algorithm, 
described by Gruen (1985), can be used to obtain such a match, provided an ini-
tial estimate of the point position in the second image is known. The accuracy 
obtained using this algorithm is usually significantly better than one pixel. 
The affine transformation, the use of which is described in (Monro & Dud-
bridge 1995), approximates the mapping of a small section of an image of an 
object to the image of the same scene as viewed from a different point. This 
approximation is only valid if the region of the surface being matched is small 
and approximately flat. In this application, a section of the second image is 
transformed so as to approximate the view of the same scene as seen in the first 
image. 
Assume that the location of an object in one image is accurately known. The 
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offset of image coordinates in the first image relative to the object position is 
given by (x1, 11 i). 
Assume that an approximation of the position of the object in a second image 
has the coordinates ( m , n ). A number of points around ( m , n ) comprising a 
block on the second image are transformed using the the affine transformation. 
The coordinates of these points relative to (m , n ) are given by (x2, 11 2). 
These points, and the two blocks of pixels are illustrated in figure 4.1. 
, object position (i mage I) 
,,_......,,.......',.... (x 1=0, y = 0) 
approximate object position (m,n) 
(x
2
= 0, y2 =0) 
' real object position (xF X1.Yi=Y1) 
I Reference Image (Image I) Search lmage (Image 2) 
Figure 4.1: Search and Reference Images 
It is assumed that a block of pixels surrounding the object on the first image 
is approximately the same as the affinely transformed block of pixels on the 
second image. 
The affine transformation can be written as: 
- My sin9y 
My cos9y 
(4.1) 
The constants Mx and My are scale factors for the X and Y axes respectively, 
while ex and 9y represent the rotations applied to the x and y axes respectively. 
A translation is added to the coordinates after scaling and rotation of the co-
ordinates, and this translation is represented by the constants Xt and 11 t· The 
original axes, and the affinely transformed axes are illustrated in figure 4.2 and 
figure 4.3 respectively. The origin of the coordinate system becomes (xt, 11 tl af-
ter the transformation, as illustrated in figure 4.3. Since equation 4.1 contains 
six independent parameters, it can be rewritten as: 
[ 
X2 ] = [ n1 n2 ] [ X1 ] + [ Xt ] 
11 2 bi b1 111 11 t 
(4.2) 
















Figure 4.3: Axes After Affine Transformation 
Equation 4.2 can be linearised and solved using an iterative linear least squares 
approach similar to the method used to solve the collinearity and DLT equations. 
The first image, on which the original point has been identified, is known as 
the reference image. The second image, on which a match is being sought, is 
referred to as the search image. 
It is assumed that each image can be represented as a function of horizontal 
and vertical position, relative to a fixed origin, in the image. Define a function 
f(x1, 1J1) as the function representing the reference image, the value of which 
is the grey value of the image at a pixel in column x1 and row 1J1. Similarly, 
define a function g(x2, 1J2) representing the search image. The value of (x1, y 1) 
and that of (x2, 1J2) are restricted to positions within the search and reference 
patches respectively. 
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It is assumed that: 
(4.3) 
Linearising equation 4.3 in order to represent g(x.2, 112) as a function of x1 and 
111 it becomes: 
where 
and 






Equation 4.4 is linear in parameters lixt, 611t, lia1, 6a21 lib1 and 6b2, and Xt, 
11t, a1 1 a2, bi and b2 can therefore be found using an iterative least squares 
approach, provided good initial estimates of the parameters are available. The 
values of Xt and 11t are initialised to 0, while the following approximations can 
be used for the remaining quantities: 
a1=b2=1 
a2 = b1=0 
The values for affine transformation parameters which minimise the sum of the 
squares of the error between f(x.1, 111) and g(x2, 112) for each pixel in the two 
image patches are now determined. The values of Xt and Yt are then used as 
offsets to correct the coordinates of the approximate object position (m, n) in 
the second image. 
Other parameters can' be added to equation 4.3 to account for radiometric dif-
ferences between the similar patches in the images. The radiometric shift can 
also be corrected for before applying the matching algorithm. 
It should be noted that this algorithm is not guaranteed to converge. A number 
of reasons for possible non-convergence exist. The most common of these are 
the following: 
1. In some situations, the assumption that a small patch on one image is an 
affinely transformed copy of a small patch on another is not valid. This is 
a result of the fact that the affine transformation is only an approximation 
to the projective transformation. 
2. The object identified in the reference image is sometimes occluded in the 
search image, making matching impossible. 
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3. If the initial estimates of the six unknown parameters are not sufficiently 
dose to their actual values, the linearisation of the affine transformation as 
described by equations 4.6 and 4. 7 will be inaccurate, and the algorithm 
will not converge to the correct solution. 
4. In certain situations, a number of similar patches will surround the correct 
target. An example of this is occurs where there is a line on an image. 
In most cases, nothing distinguishes one part of the line from any other 
part of the line. The algorithm will thus continue to search along the 
line, never converging to a correct answer, since all sections of the line 
appear to yield equally valid matches. A possible solution to this problem 
is described below. 
5. If a similar, but distinct image patch is close to the selected point, it is 
possible that the algorithm will converge to the wrong image patch, and 
yield an apparently successful match. It is sometimes possible to detect 
incorrect matches by comparing the actual and expected value of the sum 
of the squares of the residuals between the patches. 
A number of solutions to the above problems have been found. These methods 
also have the potential to improve the accuracy of the matches. One of the most 
common methods is the multi-photo geometrically constrained matching algo-
rithm, an algorithm presented by Gruen & Baltsavias (1988). This algorithm 
minimises the differences between affi.nely transformed patches of a number 
of images simultaneously. In addition, the six parameters for each image are 
limited to values on the epipolar line in the search image. This prevents the 
algorithm from converging to similar but distinct patches adjacent to the cor-
rect object position, since these will, in general, not lie on the epipolar line. 
The position of the epipolar line, illustrated in figure 2.3, on the search im-
age is determined by the relative orientations of the cameras, and the position 
of the object in the reference image. The orientations of the cameras are as-
sumed to have been calculated previously. This algorithm can be used to solve 
simultaneously for the object space coordinates of the point being matched. 
Neither this improved algorithm nor any other enhancement to the least squares 
image matching routine was implemented, since the potential problems were 
found to occur relatively seldom in this application, and the accuracy was found 
to be sufficient when using the standard algorithm. 
4.2 Circle Location 
Given the positions of three points in space, it is possible to find the radius and 
centre of the circle, and the direction of the normal to the plane of the circle 
passing through these points. Standard vector geometry is used to calculate 
these values. 
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Using the coordinates of the three points, A, B and C, two chords of the circle 
can be found. These chords are vectors AB and BC. The directions of the 
chords are found by subtracting A from B and B from C respectively. The 
cross product of vector AB and BC defines the direction of the normal to the 
plane of the circle. Finding the cross product of the directions of the chords 
will give the same result. The direction of the normal, D is therefore: 
D=AB xBC (4.8) 
Figure 4.4 illustrates the points A, B, and C, and the vectors AB and BC. A 
vector with the same direction as the normal to the plane of the circle (direction 







Figure 4.4: Circle with Selected Circumference Points 
Two vectors R 1 and R 2 from the midpoints of the the chords to the centre of 
the circle can now be found. The directions, Rd1 and Rd2, of these vectors 
can be determined from the equations 
Rd1 =D x AB 
Rd2 =D x BC 
(4.9) 
(4.10) 
since R 1 and R 2 must be perpendicular to both the direction of the normal, 
and the chords. If R 1 and R 2 are each assumed to pass through the centre 
of one of the chords, it is clear that they will pass through the centre of 






The vectors R 1 and R 2 are illustrated in figure 4.5. 
(4.11) 
(4.12) 
In order to locate the centre of the circle, the intersection of R 1 and R2 is 
required. Ideally these vectors will intersect at the centre of the circle. However, 
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Ri.1 
Figure 4.5: Circle with Radius Vectors 
as a result of earlier rounding errors, it is probable that the two vectors will 
approach each other, but will not intersect at the midpoint of the circle. The 
following equations can be written: 
s1Rd1+Rp1=M+£1 
s2Rd2 + Rp2 = M + £2 
(4.13) 
(4.14) 
where M is the centre of the circle, and s1 and s2 are unknown scale factors. 
The terms £1 and € 2 describe the vector between R 1 and R2 vectors, and 
the centre of the circle at the point of closest approach. The vector describing 
the difference between R 1 and R 2 at the point of closest approach is given 
by £1 - € 2. Using equations 4.13 and 4.14, the values of s1 and s2 can be 
found. In order to find these values, the distance between R 1 and R2 at closest 
approach, 1£1 - £2 1, must be minimised. Writing equations for each of the vector 
components in matrix notation gives the equations 
(4.15) 
Since equation 4.15 is an overdetermined system, the least squares method is 
used to determine the best values of s1 and s2, the two scalars which multiply 
Rd1 and Rd2. The midpoint of the shortest vector between R 1 and R2 is the 
best estimate of the centre of the circle, and this point can be calculated using 
the following equation: 
(4.16) 
Once the midpoint of the circle has been found, the magnitude of the radius of 
the circle can be found using one of the following equations 
R = IM-AI 
R IM-BI 
R IM-CJ 
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The average of these values is generally found to determine the radius of the 
circle. 
The direction of the normal to the plane of the circle is normalised to a unit 
vector D. These three parameters, R, D, and M then represent the circle 
passing through A, B, and C. 
4.3 Location of a Line in Space 
Given two points on a line, the direction of the line is given by D = P 1 P 2 , 
where P 1 and P 2 are the given points on the line. The direction is normalised 
to a unit vector. One of the points and the line direction are then used to 
represent the line. The distance between the two points is also calculated. This 
is useful in determining the orientation, position and length of a pipe in an 
industrial plant. 
4.4 Target Centre Location 
Reflective targets of approximately 1 cm diameter were used to provide control 
points in the images. These appear as clusters of high intensity pixels on the 
images. Since the centres of these targets are used as the control points, a 
method of finding the centre of each target is required. 
A number of methods are described by van der Vlugt (1995) and Rubenstein 
(1990). The simplest and one of the most accurate and·numerically efficient 
methods available is the use of a weighted centre of gravity to find the centroid 
of the cluster of pixels. This is done separately to locate the x. and y image 
positions of the centroid as follows: 
Xcentroid (4.17) 
Ycentroid = (4.18) 
where N is the total number of pixels, g(i) is the grey value at the ith pixel, 
and x.;. and Yt are the x. and y coordinates of the ith pixel. The variable p is 
the power to which the grey value is raised. 
In order to reduce the effect of surrounding pixels on the calculated value of 
the centroid, the image is thresholded at a suitable value to remove the pixels 
which are not part of the target cluster. This assumes that the target area 
is significantly more reflective than the surrounding areas, which is generally 
the case. It was found that using the squares of the weights of each pixel 
4. IMAGE MATCHING, SHAPE FITTING, AND TARGET CENTERING 27 
(p = 2) provided a more reliable estimate of the centroid of the target than the 
standard centre of gravity method, with p = 1. The weighted centre of gravity 
of the squares of the pixel grey values was used to locate the centre of targets 
throughout this project. 
Another common method of locating the target centroid is the use of grey scale 
gradients. The gradient of the grey scales at a number of points surrounding 
the target cluster is calculated. These gradients then define vectors in the plane 
of the image. By finding the intersection of the gradient vectors, the centroid of 
the target cluster can be found. This method often provides marginally more 
accurate results than the centre of gravity method for targets which appear 
nearly circular in images, but it involves significantly more calculation and 
was therefore not implemented. Moreover, since targets generally appear as 
ellipses in images, and the slope vectors of an ellipse do not intersect at one 
point, this method is not suitable for many targets. Nevertheless, due to the 
symmetrical distribution of pixels with large grey value gradients around the 
targe~ images, the method provides reasonable results for target images which 
are approximately circular. 
Another possibility is the fitting of an ellipse to the edge of the target using 
the least squares method. The edge of the target must be determined to sub-
pixel accuracy. This method provides good centroid estimates for well defined 
targets. 




This chapter describes some aspects of the implementation of the algorithms 
which resulted in unexpected difficulties, or where significant improvements are 
possible. The solutions to these problems are presented, although not all were 
implemented. The reasons for using or not using these solutions are briefly 
discussed. 
5.1 Matrix Inversion 
5.1.1 Numerical Accuracy 
In many cases, the matrices used in the photogrammetric algorithms were found 
to be poorly conditioned, partly because the camera parameter values differ by 
five or more orders of magnitude. According to (HP 1989) the accuracy of the 
solution to the matrix equation, 
Ax=l (5.1) 
where the solution is given by 
(5.2) 
where A is a non-singular matrix, when calculated using finite precision arith-
metic, is given by: 
nc;:::: nd -log(JAI JA-1 1) - log(lOn) (5.3) 
where n is the row and column size of A, nc is the number of correct digits in 
each element of the solution vector, nd is the number of digits in the numerical 
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representation of the elements of A, x and I. The norm given by IAI is the 
standard Euclidean norm. 
In order to reduce the errors in the final values of the elements of x, an iterative 
approach was taken to solving for the differentials used in the least squares 
solutions. A standard iterative refinement method using residuals, as described 
in (Rice 1981), was used to improve the solution to the equation. More than 
one iteration using the method of residuals was found to be unnecessary, since 
the solution converged within one iteration. These iterations are distinct from 
the iterations involved in the solution of non-linear equations using the iterative 
least squares approach. 
The residual is given by: 
R=l-Az (5.4) 
where z is an approximation to x calculated using matrix inversion. A correction 
to z can be calculated by solving the equation 
Ae R (5.5) 
The calculated value of e is added to the value of z which becomes a better 
approximation to x. 
The speed penalty involved in this calculation is minimal, since most of the time 
involved in calculating least squares solutions involves matrix multiplications, 
and matrix inversions. The matrix inversion is performed only once and the 
inverted matrix stored for further use in other calculations, hence minimising 
the extra calculation involved. 
An alternative approach to reducing numerical errors resulting from the inver-
sion of poorly conditioned matrices involves pre-weighting the equation coeffi-
cients. Each row of the matrix A is normalised to a standard value by multi-
plication with a weight before the matrix inversion is performed. The resulting 
value in vector x is then divided by the weight by which the corresponding row 
of A was multiplied. 
5.1.2 Calculation Speed 
Two important methods of improving the computational efficiency of the calcu-
lations involved in the solution of photogrammetric systems are described here. 
Neither was implemented, since the calculation speed was found to be satis-
factory for the application to which the system was being applied, provided a 
sufficiently fast computer were available. Since present base-line computer sys-
tems use Pentium processors, this speed improvement was considered to be of 
secondary importance relative to other improvements to the system. The im-
provements may be implemented during further development of the program. 
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Cholesky Factorisation 
If a matrix B is symmetric and positive definite, it can be factorised into the 
product of a matrix Q and its transpose, QT, where Q is a real non-singular 
lower triangular matrix. The matrix equation 
Bx=l {5.6) 
can then be written as: 
{5.7) 
According to Jeffrey {1990), solution of equation 5.6 is equivalent to the solution 
of 
Qy=l (5.8) 
for y, followed by 
{5.9) 
for x. Since in equation 5.8, Q is lower triangular, and in equation 5.9, QT is 
upper triangular, these equation can be solved by forward and back substitution 
respectively. 
The Cholesky factorisation can also .be used to invert the matrix B, provided 
B is positive definite and symmetric. It can be shown that this is the case in 
many of the photogrammetric algorithms used for this thesis. Ruther {1993) 
states that, since B = QQT, and using the rules of matrix algebra, the inverse 
of Bis given by: 
{5.10) 
The advantage of this method compared to the use of Gaussian reduction for 
matrix inversion is that it reduces the number of multiplications required to 
invert the matrices. The reduction in the number of multiplications reduces 
the calculation time, and also reduces the accumulated numerical errors in the 
resulting matrix elements. 
A detailed explanation of the derivation of the Cholesky factorisation algorithm 
and the use thereof is presented by Jeffrey {1990). 
Sparse Matrices 
In the least squares calculations involved in the bundle adjustment, the matri-
ces involved contain large blocks of zeros. The presence of these zeros lends 
itself to a number of factorisation and partitioning techniques, such as those 
used by (van der Vlugt 1995), which can improve the speed of the necessary 
matrix inversions. A number of these schemes are implemented in the public 
domain Sparse mathematical library, the use of which is explained in {Kundert 
& Sangiovanni-Vincentelli 1988). 
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5.2 Polynomial Root Finding 
Smith's explicit resection (appendix D) requires that the roots of a 5th degree 
polynomial be found. An algorithm commonly used in commercial and public 
domain numerical simulation packages was implemented for this purpose. The 
method involves finding the complex eigenvalues of the companion matrix of 
the polynomial and yields all the real and complex roots of the equation. The 
formulation of companion matrices is described in (Anton 1984), and (Lipshutz 
1987) outlines the theory of eigenvalues and eigenvectors required to derive this 
method. 
It was found that, in certain situations, the algorithm incorrectly finds two 
complex conjugate roots rather than two nearby real roots. This was found to 
occur only very infrequently, but it is possible that errors of this type might 
affect the results obtained. However, since the resection using Smith's method 
is followed by an iterative resection, the magnitude of such inaccuracies is not 
important. It is possible to use iterative methods such as Newton's method, 
with the values calculated using the eigenvalue method as initial estimates, to 
improve the estimates of the roots of the equation. 
5.3 Limitations of the Least Squares Algorithm 
According to Weisberg (1985), the least squares method does not depend on any 
assumption concerning the residuals between the observations and the model. 
It is, however, assumed that the model used is appropriate to the observations, 
and an outlier in the observation set can, in fact, have a significant effect on the 
least squares estimates of the model parameters. 
Other methods are available to overcome this problem. A method based on 
robust M-estimates is described in (Haralick & Shapiro 1993) and (Weisberg 
1985). The method minimises a function of the residuals other than the sum 
of their squares, and it can be tuned to minimise the effects of perturbations 
experienced in a particular application. 
A method for fitting a model to experimental data, known as Random Sam-
ple Consensus, is presented by Fischler & Bolles (1981). This is a method of 
smoothing data containing a significant percentage of gross errors. It is particu-
larly suited to image analysis based on data provided by error-prone automatic 
feature detectors. 
None of these alternative algorithms was implemented, since the accuracy of the 
results obtained suggests that the use of the least squares method is justified. 
Chapter 6 
System Design 
This chapter presents an overview of some of the hardware and software design 
aspects of the system. 
6.1 Computer Hardware 
While the system was designed to use standard computer hardware, it should 
be noted that software adaptations as mentioned in later sections could make 
it possible to use other hardware. 
The software system developed for this project is designed to run on a computer 
with an Intel 486 processor and a floating point unit (maths coprocessor). 
At least 2 megabytes of hard disk space is required in addition to the stor-
age requirements for the images being used. The software requires at least 
4 megabytes of RAM, but more RAM will improve the speed of operation of 
the system. 
A high resolution video card and complementary monitor are recommended, 
with a minimum resolution of 1024 by 768 pixels, and a colour depth of 8 bits 
or 256 colours. 
6.2 Image Acquisition Hardware 
This project did not include development of techniques or hardware to acquire 
the images. Images can be acquired by any of a number of techniques mentioned 
below: 
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1. The use of a CCD camera together with a commercial frame-grabber card. 
The frame-grabber card can be used to acquire images from the CCD 
camera, and to store the images in a common image file format. 
2. The use of a (digital) video stills camera. A number of low resolution and 
high resolution cameras are available, which store captured images directly 
on a portable hard disk, from where they can later be downloaded to a 
PC. This method has the advantage of making image acquisition possible 
in situations where installing a PC is not feasible. 
3. Standard photographs can be scanned using a flat bed scanner. This 
provides very high resolution digital images, but has the disadvantage 
that distortion is introduced during the developing and the scanning of 
the photographs. 
6.3 Software 
This section describes the software used by the system, and the compiler used 
to develop the programs. 
6.3.1 Operating System 
The system was implemented as an MS-DOS program, using version 5.0 or 
greater of MS-DOS. At present, it is not possible to run the software under 
Windows 95, Windows 3.1 or Windows NT. 
6.3.2 Compiler 
The software was compiled using DJGPP version 1, an implementation of the 
GNU C/C++ compiler, version 2.6.3 for MS-DOS. DJGPP was used since it 
offers a number of advanced features which overcome many of the traditional 
limitations of MS-DOS. These include: 
• allowing access to more than 640k of memory, and blocks of memory larger 
than 64k; 
• 32 bit processing of integer data; 
• aggressive optimisation of code, and 
• improved portability of the code. 
DJGPP includes a DOS extender, which allows programs to access directly 
up to 128 megabytes of main memory. The DOS extender will swap up to 
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128 megabytes of data to disk to simulate RAM, although this results in a 
considerable decrease in the speed of operation of the system. · 
In addition to the above advantages, GCC is available free from a number of 
sites around the world, and for a number of different hardware and software 
platforms. 
6.3.3 Portability 
Although the software will run only under DOS at present, an effort was made 
to ensure future portability of the software, allowing it to operate on other 
platforms, and on computers using different processors. 
Using a newer version of DJGPP, it is possible to compile the software to run 
under DOS, and in a DOS window on all Intel versions of Microsoft operating 
systems. This should be possible with minimal changes to the code. 
If necessary, changes can be made to the code to allow recompiling and running 
the program as a native Windows or X Windows applications on a Windows 
or Unix platform respectively. The code was designed to minimise the effort 
required for such a change, but these changes were not implemented. 
6.3.4 Coding 
The software was developed as a number of C++ classes to handle images, 
points, point lists, matrices and menus. Stand-alone functions were written to 
use these classes. This automated much of the required memory management, 
and simplified the handling of data in the system. Matrix classes were particu-
larly useful since overloaded functions for addition, division, multiplication and 
subtraction simplify the writing of the matrix manipulations which are regularly 
required in the photogrammetric algorithms. 
6.3.5 Software Generated Errors 
In describing the system, it is assumed that the software operates correctly. 
While the system was rigorously tested during development, the possibility of 
coding errors remains. It is, however, also possible that poor compiler optimi-
sation methods can cause numerical inaccuracies and system failure. A variety 
of compiler errors are known and described in (GNU 1994), and attempts were 
made to avoid invoking these during the development phase. 
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6.4 Program Operation 
This section provides an overview of the operation of the software, and of the 
facilities offered to the user of the software. 
6.4.1 Image File Loading 
The system prompts the user for a project name, project number, and the 
number of images to be used for a particular session. These inputs are used 
to determine the file names, and the files are then loaded. The file names are 
stored to expedite possible reloading of the images in future sessions. 
At present only raw image files with 256 grey scale colours, and 1 byte per 
pixel are supported. A utility is provided to convert from standard 256 colour, 
uncompressed Microsoft Windows Bitmap format files to raw data files. 
6.4.2 Camera Calibration 
The system offers three options for camera calibration. These are: 
1. Resection using the Smith method, followed by the Schmid's iterative 
method; 
2. Calibration using the Direct Linear 'Ii"ansformation, and 
3. Calibration using the DLT followed by the collinearity equations. This 
calibration is performed on each image, and not as a combined adjustment. 
The resection requires that the interior orientation of the camera be known, 
and be supplied to the program in a file. An estimate of the precision of the 
orientation parameters is calculated when the collinearity equations are used to 
calibrate the cameras. The calibration using the collinearity equations is also 
the only calibration method which offers the possibility of using lens distortion 
parameters to improve the estimates of the camera orientation parameters, and 
hence to refine the accuracy of the points found subsequently by object point 
intersection. 
The user is required to identify interactively the positions of the control points 
on the images. A weighted centre of gravity routine can be used in cases where 
control points are marked with circular targets. This improves the accuracy 
with which the control points can be identified by the system operator. 
The software also provides the means for the operator to zoom in on an image 
region, and to identify the position of a point to sub-pixel accuracy manually. 
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The camera calibration algorithms are described in section 2.1. 
6.4.3 Object Point Intersection 
A number of routines are provided for the location and viewing of object points. 
Routines for finding the object space coordinates of points prompt the operator 
to identify the point in each of the images. If no point is identified in a certain 
image, the object space coordinates of the point will be calculated on the basis 
of the coordinates identified on the remaining images. The point's positions in 
at least two images are required to find its position in object space. 
Once the point has been identified on an image, the epipolar line is drawn on 
subsequent images to simplify the location of the point. This is of particular 
value where the control point field is very dense. Once a point has been identified 
by the operator, an attempt is made to find a match between a block of pixels 
around the selected point and a block of pixels around the point identified in 
the first image. The selected point is used as an initial estimate for an iterative 
least squares match, described in section 4.1. This improves the correspondence 
between the points identified. 
Once all of the image coordinates for a particular point have been identified, the 
intersection is performed using the collinearity equations. An estimate of the 
relative precision of the object space coordinates is also calculated. The lens 
distortion parameters are used to improve the estimate if these were calculated 
during the camera calibration. 
The object point intersection algorithms are described in section 2.2. 
6.4.4 Image Processing Routines 
The program provides routines which perform a number of image processing 
functions on the images. These are: 
1. Histogram Stretching 
2. Histogram Equalisation 
3. Low Pass Filtering 
4. Sharpening 
5. Anti-sharp Masking 
These algorithms and their effects are described in chapter 3. An option is 
provided to allow viewing of the images. 
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6.4.5 Bundle Adjustments 
An option is provided to allow the user to run a bundle adjustment on the 
calibrated cameras, and the intersected points. This finds the solution for all of 
the object space coordinates, and for all of the camera orientation parameters 
so as to minimise the residuals in the collinearity equations in the least squares 
sense. In addition, this option calculates estimates of the precision associated 
with each of the parameters and object space coordinates. Since the bundle 
adjustment is computationally intensive, it is intended that this option be used 
only once for a specific project as a final step before any use is made of the 
object space coordinates calculated, and before exiting the program. 
The bundle adjustment is described in section 2.3. 
6.4.6 Other Routines 
A number of other utilities are provided. These are described briefly below. 
Their implementation is described in detail in chapter 4. 
Circle Location 
The user is prompted to identify three points, the object space coordinates 
of which have already been calculated. These points are assumed to lie on a 
circle, and the radius, centre, and direction of the circle are calculated using 
the algorithm described in section 4.2. It is possible to output these results to 
a file. 
Line Location 
The user is prompted to identify two points, the object space coordinates of 
which have already been calculated. The direction, and the length of the line 
are then. calculated using the method described in section 4.3. The results of 
this calculation, and a position of a point on the line, are displayed on screen, 
and can be written to a file if required. 
Chapter 7 
System Testing 
The tests that were conducted to verify the accuracy and correctness of the 
algorithms used in this thesis are described in this chapter. Four types of tests 
were performed: 
• Tests aimed at ensuring that all of the photogrammetric algorithms im-
plemented work as desired; 
• Tests of the ability of the system to measure objects in three dimensions 
accurately; 
• Testing of the circle location algorithm; 
• Testing of the line determination routine. 
7 .1 Algorithm Testing 
The DLT and the collinearity equations were employed to calibrate cameras 
used for generating three images of a rigid metal frame on which control points 
were marked using small, circular, retro-reflective, white targets. The frame is 
shown in figure 7.1. A set of images was obtained using different cameras for each 
image, which therefore gave a different set of interior orientation parameters for 
each camera. 
Another set of images of the interior of an industrial plant were used to verify 
the correctness of the resection algorithm implementations. Figure 7.2 is one of 
the images used for this test. Each control point is marked using a black cross 
on a white background. The control point label is written on the background. 
A control point labelled '43' is shown in figure 7.3. A bundle adjustment was 
performed on the same set of images for the sake of comparison. The circle 
location algorithm was also tested on this set. 
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Figure 7.1: Control Frame Used for Algorithm Testing 
It was necessary to use a different set of images to test the resection algorithms 
since they require prior knowledge of the interior orientation of the cameras, and 
these parameters are not accurately known for the cameras used to produce the 
control frame images. The interior orientation of the camera used to obtain 
the images of the industrial plant was known, and was held fixed during the 
photography of the set of images. 
Another image set, an example of which is shown in figure 7.4, was used as a 
further demonstration of the expected accuracy and the reliability of the bundle 
adjustment. The line location algorithm was also demonstrated using this set 
of images. 
7.1.1 Camera Calibration using the Control Frame 
This subsection describes the results of tests using the control frame shown in 
figure 7.1 to verify the correctness of some of the various camera calibration 
algorithms, and of the point intersection algorithm. 
Camera Calibration using the Bundle Adjustment 
The bundle adjustment was performed for a number of points and three cameras, 
with the control points held fixed. 
In addition, the control point image coordinates and the camera orientations 
were used to calculate the control point positions in object space. Ideally, the 
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Figure 7.4: Industrial Plant Scene 2 
sub-millimeter accuracy in most cases. It is also clear from this test that the 
presence of additional parameters in the adjustment improves the accuracy of 
the model, and of results obtained from the model. 
Points A.P. RMS X dev. RMS Y dev. RMS Z dev. 
(mm) (mm) (mm) 
Control points present 0.23 0.26 0.52 
Other points present 0.28 0.28 0.58 
Control points not present 0.42 0.62 0.81 
Other points not present 0.74 0.41 1.35 
Table 7.1: Results from Camera Calibration Using the Bundle Adjustment 
Complete results for these tests with and without additional parameters are 
listed in table F.1 and table F.2 respectively. 
Camera Calibration using the Collinearity Equations 
The test used to verify the bundle adjustment was repeated for the camera 
calibration using the collinearity equations. Intersections were also performed 
using the collinearity equations. The results of the tests are presented in ta-
ble 7.2. The test was first performed using seven additional parameters, and 
then repeated without additional parameters. 
The results indicate a sub-millimeter accuracy in the X and Y directions, but 
not always in the Z direction. The poorer accuracy in the Z direction is a result 
of the positioning of the camera when the images were captured. A greater 
separation of the cameras in the X or Y directions would improve the accuracy 
in the Z direction. 
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Figure 7.2: Industrial Plant Scene 1 
Figure 7.3: A Control Point in an Industrial Plant 
calculated control point coordinates should coincide with the known control 
point positions, but because of modelling errors, and errors in the input data, 
there were small differences between the two sets of coordinates. Table 7.1 
shows the RMS values of the deviations in the X, Y and Z directions. 
Two other points were intersected to verify the operation of the algorithm on 
points which did not coincide with control points. These two points were in-
cluded in the bundle adjustment. It should be noted that in certain cases a 
large deviation in one of the coordinates of these points resulted in a large RMS 
deviation being recorded since only two points were involved in the calculation. 
The control point deviations, calculated on the basis of 25 points in this case, 
provide a more realistic indication of the accuracy of the algorithm. 
The test was first performed using seven additional parameters to model lens 
distortions, and then repeated without these parameters. The results show 
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The presence of additional parameters in this case shows definite evidence of 
improving the accuracy of the solution. An increase in the number of control 
points used would improve the accuracy to which the additional parameters are 
calculated, and thus the accuracy with which other points can be found. 
Points A.P. RMS X dev. RMS Y dev. RMS Z dev. 
(mm) (mm) (mm) 
Control points present 0.22 0.26 0.52 
Other points present 0.29 0.23 0.03 
Control points not present 0.47 0.70 0.97 
Other points not present 0.70 0.42 1.41 
Table 7.2: Results from Camera Calibration Using the Collinearity Equations 
Complete results for these tests with and without additional parameters are 
listed in table F .3 and table F .4 respectively. 
Camera Calibration using the Direct Linear Transformation 
The test used to verify the correctness of the calibration using the collinearity 
equations was also used to test and verify the accuracy of the DLT. No use was 
made of additional parameters, and the intersections were performed using the 
collinearity equations. The results of the test are presented in table 7.3. 
The test yielded similar accuracy to that provided by the calibration using the 
collinearity equations. The difference in accuracy is a result of the conversion 
of DLT parameters to standard camera orientation parameters. 
Points A.P. RMS X dev. RMS Y dev. RMS Z dev. 1 
(mm) (mm) (mm) 
Control points not present 0.69 0.63 1.04 
Other points not present 0.17 0.23 0.83 
Table 7.3: Results from Camera Calibration Using the DLT 
Complete results for the test without additional parameters are listed in ta-
ble F.5. 
7 .1.2 Camera Calibration using Industrial Plant Images 
This subsection describes the results of tests to verify the correctness of the 
camera calibrations using Smith's and Schmid's resections, and using the bundle 
adjustment. The tests were performed using images of an industrial plant that 
are similar to the image shown in figure 7.2. 
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Camera Calibration using Smith's and Schmid's Resections 
In order to verify the correct functioning of the resection using Smith's method, 
followed by Schmid's iterative resection, the set of images of the plant shown 
in figure 7.2 was used. The control points in this image are marked by black 
crosses on white target squares. 
The camera orientations obtained by these methods were used to determine 
the control point locations, using the collinearity equations to intersect the 
points. Additional parameters were not used. The procedure was repeated 
using the bundle adjustment to provide a reference accuracy with which to 
compare the results. The bundle adjustment was performed without additional 
parameters to model lens distortions, since too few control points were available 
to determine these parameters. 
The results of the tests are shown in table 7.4. The accuracy of the two methods 
is similar, although the bundle adjustment provides better estimates of the X 
and Y positions of the control points. It should be noted that the interior 
orientation used in the resections was determined separately using a control 
frame, and is thus likely to be better than the interior orientation calculated 
using the bundle adjustment, since more control points were used on the control 
frame. 
Calibration Method RMS X dev. RMS Y dev. RMS Z dev. 
(mm) (mm) (mm) 
Bundle Adjustment 2.01 1.27 7.78 
Resections 2.49 2.62 7.43 
Table 7.4: Results from Camera Calibration Using Smith's Resection Followed 
by Schmid's Resection 
Complete results for the tests using Smith's and Schmid's resections, and using 
the bundle adjustment are listed in table F .6. 
7.1.3 Bundle Adjustment for Second Factory Scene 
An additional test was done to verify the correctness of the bundle adjustment 
algorithm. 
The bundle adjustment was used to calibrate the three cameras which captured 
a set of images similar to figure 7.4, and to find the location of three points. 
The position of the control points was also determined as part of the bundle 
adjustment, and compared to the known coordinates of these points. The results 
of this test are presented in table 7 .5. Additional parameters were not used for 
this test , because too few control points were available. 
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Points RMS X dev. 
(mm) 
Control points I 19.9 
RMS Y dev. 
(mm) 
18.2 




Table 7.5: Results from Camera Calibration Using the Bundle Adjustment for 
Industrial Plant Scene 2 
The complete results are presented in table F.9. The results for this test are less 
accurate than those obtained using the bundle adjustment on the first industrial 
scene. The reduced accuracy is a result of the larger distances between the 
control points and the cameras. This is particularly evident in the errors in the 
most distant control points, point 48 and point 49 (shown in table F.9). 
7.2 Photogrammetric Measurement Testing 
Figure 7.5: Image Used for Photogrammetric Measurements 
In order to test the ability of the system to measure distances in space, a set of 
three images of the scene shown in figure 7.5 were used. A small control frame 
was used to provide control points for calibration of the cameras. The relative 
orientations of these control points had previously been calculated for use in 
other projects. 
A standard 30 cm ruler was used to test the accuracy of the distances between 
points calculated using the system. 
The RMS deviations of the intersected control points from the known coordi-
nates of the control points are given in table 7.6. The larger deviation in the 
Z direction is, as in all examples presented in this chapter, a result of the po-
sitioning of the cameras. All these deviations are smaller than those for the 
tests involving the calibration frame shown in figure 7.1 al! a result of the higher 
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RMS X dev. RMS Y dev. RMS Z dev. 
(mm) (mm) (mm) 
0.05 0.06 0.10 
Table 7.6: Results from Measurement Test Using the Bundle Adjustment with 
Additional Parameters 
resolution images, and the smaller distance between the frame and the cameras 
used for the measurement test. Table F .8 in the appendices lists all the results, 
including the calculated standard deviations for each of the calculated values. 
Five points on the ruler were identified, and their coordinates were calculated. 
The distances between these points were then also calculated, and compared to 
their known values. The calculated distances and the actual distances measured 
are presented in table 7.7. The distances calculated are all within !mm of the 
true values. There are four principle sources of error: 
1. Accuracy of control point image coordinates: Control points which are 
poorly identified in images result in inaccuracy in the camera orientation 
parameters, and in the object point coordinates calculated using these 
parameters. 
2. Poor lens distortion model: The lens distortion model used is necessarily 
an approximation of the true distortion model, and will thus introduce 
small errors. 
3. Accuracy of object point identification in images: The lines marking mil-
limeters on the ruler occupy approximately 2 or 3 pixels on the images, 
and manual identification of the centre of the lines, and the endpoints 
thereof is difficult. This is probably the most significant cause of errors in 
the test. 
4. Inaccurate control point coordinates: The accuracy of the control point 
coordinates is unknown, and it is assumed that the given coordinates are 
absolutely accurate, which is clearly not true. 
Point 1 Point 2 measured error 
(cm marking) I (cm marking) distance (mm) 3 
0 10 99.95 -0.05 
0 15 149.96 -0.02 
0 20 200.06 0.03 
0 30 300.11 0.04 
Table 7. 7: Distances Calculated for the Measurement Test 
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These measurements illustrate the ability of the system to measure distances 
with an accuracy better than 0.053 of the total distance, when the object being 
measured occupies approximately 803 of the height of the image. 
7 .3 Circle Location 
The first set of industrial plant images (figure 7.2) were used for this test, 
which involved calculating the radius, orientation, and centre of a circle passing 
through three points on the edge of a large drum. 
The test was repeated using a second set of three points on the ,same drum 
edge, and the radius, orientation, and centre of the circle calculated using these 
points was compared to those calculated using the first three points. The two 
sets of three points are illustrated in figure 7.6. 
Figure 7 .6: Point Sets for Circle Location Tests 
The results of these two tests are presented in table 7.8. 
I circle I parameter value 
midpoint (X, Y, Z}(mm) (208151, 16500, -76539) 
1 normal direction (X, Y, Z} {-0.9968, -0.0238, -0.0767) 
radius (mm) 1100 
midpoint (mm) (208207, 16479,-76529} 
2 normal direction (-0.9997, -0.0086, -0.0242) 
radius (mm) 1104 
Table 7.8: Results from Circle Location Algorithm 
The two circles identified are expected to be identical, since both pass though 
points on the rim of the tank as illustrated in figure 7.6. The radii differ by 
4 mm, and the angle between the two normal directions is 3.1°. The distance 
between the two calculated centre points is 60.4 mm. 
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A number of factors cause errors in the calculated circles. The most important 
of these is the precision of the calculated positions of points in object space, 
which is of the order of 3 cm for this test. The effect of the errors in the object 
space coordinates is larger if all three points used to locate the circle are located 
on the same side of the pipe, as is the case for this test. In addition, it should be 
noted that the object to which a circle is being fitted is not necessarily perfectly 
circular. Image point identification by the operator is also imperfect as a result 
of the difficulty involved in determining the exact position of features on the 
images. 
7 .4 Line Location 
The second set of industrial plant images (figure 7.4) were used for this test. 
To demonstrate the line location procedure, the ends of two approximately 
perpendicular pipes were identified. These lines are illustrated in figure 7.7. 
Figure 7.7: Lines Located in Industrial Plant Scene 2 
The results of this test are presented in table 7.9. As a result of rounding errors, 
the length of the direction vector is not exactly 1 mm. 
j line I parameter value 
base point (X, Y, Z)(mm) (-83777, 14346, -205122) 
1 direction (X, Y, Z) (1.0000, -0.0011, 0.0019) 
length (mm) 2463.8 
base point (mm) (-83784, 13965, -205048) 
2 direction (0.0145, 0.9993, -0.0348) 
length (mm) 325.4 
Table 7 .9: Results from Line Determination Procedure 
The angle between line 1 and the horizontal is less than 0.2°, and between line 
2 and the vertical is less than 2°. These deviations result from a combination 
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of real deviations in the layout of the plant, and the limited accuracy of the 
calculated object point positions. The angle between the two lines is 89.23°, 
indicating that the lines are approximately perpendicular, as expected. 
Chapter 8 
Conclusions 
The aim of this thesis was to develop a system capable of expediting the pro-
cess of mapping the interior of industrial plants by implementing a number 
of photogrammetric and image processing algorithms in an integrated software 
system, and through the use of digital images. 
The system designed is successful in achieving these aims. The ability of the 
system to measure accurately in three dimensions the positions of points on 
digital images has been demonstrated. The system improves on analogue pho-
togrammetric techniques in a number of ways: 
• It decreases the time taken from image capture to object point location. 
By eliminating the need to capture, develop, and enlarge standard pho-
tographs, a significant amount of time is saved. In addition, the use of 
digital images has meant that some of the distortion typically introduced 
during the numerous processing stages involved in analogue photography 
has been avoided. 
• Transfer of object point locations from the photogrammetric system to 
the CAD model is eased since point coordinates are stored digitally, and 
are marked on images. Simple alterations will make it possible to produce 
output in any desired CAD format. 
• The number of images used, which to some extent determines the accuracy 
of the object points located, is limited only by available memory. Most 
current systems are restricted to the use of two images. 
• Project management is simplified considerably by the ability to store com-
plete projects in digital format on a computer, rather than storing pho-
tographs as is currently done. Moreover, the transmission of projects 
between sites can be achieved at significantly higher speed and lower cost 
using computer networks or modem links. 
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Among the disadvantages of the system compared to current techniques are: 
• The use of digital images in place of standard photographs reduces the res-
olution to which points on images can be determined, since the resolution 
of high quality photographs is generally significantly higher than that of 
images produced by digital cameras. As computer displays improve, and 
as digital camera technology advances, this disadvantage will become less 
significant. 
• The requirements of the software, in terms of computer data storage ca-
pacity, RAM, and video resolution, are significant compared to current 
systems which require only text mode displays and minimal storage ca-
pacity. However, this is not a major disadvantage, since computers which 
are currently considered entry-level systems ate sufficiently powerful to 
run the new software. 
Apart from those improvements mentioned in chapter 5 which were not imple-
mented, a number of other possible enhancements which would be of particular 
value are: 
• Improved tolerance to system- and user-generated errors. 
• Portability of the system. This would be of particular use in allowing 
the system to be run side-by-side with the CAD package on an advanced 
operating system to allow the easy transfer of data between packages. 
• The integration of other related photogrammetric software designed by 
postgraduate students of the Department of Surveying and Geodetic En-
gineering at the University of Cape Town. 
• Improved image processing capabilities. Existing algorithms to automate 
the location of targets in images should be included, and the possibility 
of implementing algorithms to identify and follow pipes in images should 
be considered. 
• Improved circle, ellipse, line and square location algorithms to facilitate 
the identification of characteristic features of pipes and other objects com-
monly found in the images. 
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Appendix A 
Least Squares Model 
Fitting 
The least squares algorithm for model fitting is a simple method of finding 
the parameters for a linear model in order to ensure the best fit between the 
model and a number of observations. The best parameters are assumed to 
be those parameters for the model which minimise the sum of the squares of 
the differences between the values estimated using the model, and the observed 
values of the quantity. These differences are usually referred to as residuals. The 
method, described in (Rice 1981) and (Nicholson 1990), can only be used for 
equations which are linear in the unknown model parameters, represented by the 
vector (j31, 132, ... , 13k) where these are coefficients of variables (x1, x2, ... , Xk), 
where x1 may be constant. 
A.1 Least Squares Solutions 
Let the value of the model be given by l where: 
l = l31x1 + l32x2+ ... +13kxk (A.l) 
If a number, n, of observations of l and Xi for all i E [1, k) are available, an 
equal number of equations in the unknown model parameters can be written in 
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where A is a matrix containing values of Xi, b is a matrix containing values of 
~i and 1 (not I) is the matrix of values of h. 
If n is equal to the number of unknown parameters (k) and each of the obser-
vation sets is independent, matrix inversion can be used to solve for the values 
of(~1.~2, ... ,~k). That is: 
(A.4) 
If however, as is frequently true, n is larger than the number of unknown pa-
rameters, there is generally no solution for b. A common measure of the best 
values of ( ~ 1 , ~ 2, ... , ~ k) is the set of values which minimises the sum of the 
squares of the differences between 1 and (~1x1 + ~1x2 + ... + ~kxk). It can be 
shown, geometrically (Nicholson 1990), or by the use of calculus (Zill & Cullen 
1992), that solving the following equation will find the unknown parameters 
which satisfy this criterion: 
(A.5) 
If the relative accuracies of all the observations are known, then these can be 
used to influence the result using the equation: 
(A.6) 
where the matrix P is a diagonal matrix with the weights representing the 
accuracy of each of the observations on the diagonal. 
A.2 Standard Deviation Estimates 
The value of the standard deviation of the calculated vector of parameters from 
the correct values for these parameters is derived in (Milton & Arnold 1986). 
The standard deviation is calculated as follows: the standard deviation of unit 




where v is the vector of residuals: 
v =Ab-I (A.8) 
An estimate of the standard deviation of the individual parameters is then given 
by 
CTxm = crov((ATA)-l )mm (A.9) 
where ((AT A)-1 lmm is them-th diagonal element of (AT A)-1. 
A. LEAST SQUARES MODEL FITTING 
A.3 Least Squares Methods and 
Non-Linear Models 
56 
The least squares method can be used on non-linear models, provided suffi-
ciently accurate estimates of the parameters are available. A detailed descrip-
tion of the use of this technique is given in (Haralick & Shapiro 1993), and 
Hirvonen (1971) describes its use in photogrammetric applications. 
The model is linearised using a single term of the Taylor expansion of the non-
linear function. The standard least squares approach is then used to find the 
best values of the differentials of the parameters. The differentials are added 
to the initial estimates of the parameters to yield improved estimates. The 
estimates of standard deviation derived above apply to parameter differentials, 
and thus also to the parameters. 
A more detailed overview of the use of the least squares approach on non-linear 
models is given in the descriptions of individual algorithms. 
Appendix B 
The Collinearity Equations 
The collinearity equations, the use of which in photogrammetric applications is 
described in (Karara 1989), are: 
d 
r11 (X- Xe)+ rn(Y-Ye) + r13(Z-Ze) 
x-xp+ x=c---------------
r3i(X - Xe)+ T32(Y - Ye)+ T33(Z- Ze) 
d r2i(X - Xe)+ r22(Y- Ye)+ r23(Z- le) 
1J -yp + 1J = C T31 (X - Xe)+ T32(Y - Ye)+ T33(Z- Ze) 
(B.l) 
(B.2) 
where r11, r12, ... , r33 are the elements of the rotation matrix R such that: 
[ 
r11 
R = r21 
T31 




This matrix is referred to throughout this chapter as the rotation matrix. The 
terms dx and dy are terms which describe the distortion in the x and y directions 
as a result of lens and image surface imperfections. For the derivations which 
follow, these terms are assumed to be zero. Section B.3 explains the changes 
needed to incorporate the distortion parameters in the solution. 
The angles w, K, and <P are the rotations around the x, y, and z axes respectively. 
The rotations are applied to the image space axis system whose axes are initially 
parallel to their corresponding object space axes. The rotation cp, is followed 
by K, and then w. This sequence of rotations is important, and is assumed 
throughout this chapter. Other rotation sequences are possible, but are not 
used here. 
The elements of the rotation matrix are functions of the three rotation angles, 
w, K, and cp. The functions are: 
T11 = COS K COS cp 
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T13 = sin K 
Tz 1 = cos w sin <I> + sin w sin K cos <I> 
Tzz = cos w cos <I> - sin w sin K sin <I> 
Tz3 = -sinw cos K 
T31 = · sin w sin <I> - cos w sin K cos <I> 
T32 = sin w cos <I> + cos w sin K sin <I> 









These equations are obtained from the individual rotation matrices which per-
form rotation around each of the three axes. These three rotation matrices 
are: 
Rx [ ~ c~~ w - s~n w ] 
0 smw cosw 
(B.13) 
Ry [ co~ K ~ si~ K l 
-sin K 0 cos K 
(B.14) 
(B.15) 
The matrices Rx, Ry and Rz are multiplied in order to obtain matrix R. 
Using equations B.l and B.2 we can define 
where 
Ri = T11 (X-Xe) + T12(Y-Ye) + T13(Z- Ze) 
Rz = T21 (X- Xe)+ T22(Y - Ye)+ T23(Z - Ze) 
RJ = T31 (X - Xe)+ T32(Y- Ye)+ T33(Z- Ze) 
B.1 Camera Calibration 
(B.16) 
(B.17) 
For the calibration of cameras, X, Y, Z, x and y are known quantities, and xv, 
Yv, c, w, <I>, K, Xe, Ye and Ze are the nine unknown variables. 
Using one term of the Taylor expansion of Fx, it can be shown that: 
&Fx ~ Fx(xv+&xv,Yv+&yp, ... ,Ye+&Ye,Ze+&Ze) 
-Fx(Xµ, Yv, ... , Ye, Ze) 
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where bxp, OlJp, oYc, etc are assumed to be small changes in the variables Xp, . 
1Jp, Y c, etc. If this equation is being used iteratively to refine a value of Fx then 
it can be formulated as: 
(fx)t+l = (fxh + (OFxlt 
where tis the iteration number. From equations B.16 and B.17, it is clear that 
the value of fx and of F11 should ideally be 0. In practice Fx and F\J are small 
but non-zero, due to system errors when the correct orientation parameters are 
used in the collinearity equations. Since (Fxh+1 is a better estimate of fx than 
(Fxh, and since it is desired that (fxh+1 = O, an equation 
(B.18) 
can be written for each observation set. A corresponding set of equations can 
be written for Fy. If more than nine equations exist, it is generally not possible 
to find a set of parameters which simultaneously solves all of these equations. 
The values of Fx and f 11 will thus generally never be zero in practice. The set of 
parameters which minimises the sum of the squares of the differences between 
the left and the right hand sides of the equations is then found, and this is 
considered the best solution, in the least squares sense. 
According to Taylor's theorem 
(B.19) 
and 
bFy ~ +~OXp + ~01Jp + ~oc 
+~ow+ ~oK + ~o-t-aw OK il<!> 'I' 
+~ox + ~oY +~oz ilXc c ilY c c ilZc c 
(B.20) 
Assuming that n control points are available, with Xi and Yt representing the x 
and y image coordinates of the ith control point, and xi' y i and zi representing 
the object space coordinates of the ith control point, then equations B.19, B.20 
and B.18 can be rewritten as a matrix equation for a particular iteration, with 
the subscript t having been dropped: 
.2.Ei... _..Q.L.. 
ih.,, 1 1 ilZc 1 
-~ -~ -~ ax.,, 1 ilYcl oZcl 
_£!:..i... _.2.Ei... _..Q.L._ (B.21) 
ilxv i oYct oZci 
-~ -~ -~ ilx.,, i oYct oZci 
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This matrix equation cannot generally !;le solved when more than the minimum 
number of control points are used. 
Using the least squares method, described in appendix A, the best values of 
c5xv, 01Jv, c5c, ... , c5Xc, c5Y c and c5Zc are found. These are used to update the 
orientation parameters by adding the changes ( c5xv, 01Jv 1 c5c 1 ••• 1 c5Xc 1 c5Y ci c5Zc) 
to the present values of ( Xp 1 1Jv 1 c1 ••• 1 Xe 1 Y ci Zc). 
Since in practice c5xv 1 01Jv 1 c5c 1 ••• 1 c5Xc 1 c5Y v and c5Zc are not vanishingly small, 
it is necessary that equation B.21 be applied iteratively, updating the camera 
parameters after each iteration. The values of the parameters will converge to 
give the least squared residual between the various values of Fx, f-y and zero. 
This is the equivalent of minimising the sum of the squares of the differences 
between the observed control point image coordinates, and the control point 
image coordinates calculated using the object space control point coordinates 
together with the camera orientation parameters. 









Clf x Ri 
Cle R3 
(B.24) 
Clf x cR1R2 
aw R2 3 
(B.25) 
ofx c 
= --(a1R3 - a2R1) 
OK Rz 3 
(B.26) 
ofx c 
--(a3R3 - a4R1) 
act> R2 3 
(B.27) 
Clf x c [r11R3 ~r31R1] 
Cl Xe 
(B.28) 
Clf x c [ r12R3 ~ r32R1] = 
Cl Ye 
(B.29) 















Clfy c(RJ + R~) 
aw Rz 3 
(B.34) 
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aFy c 
(B.35) --(osR3 - 06R2) 
aK R2 3 
aFy c 
(B.36) = --(07R3 - osR2) 
act> R2 3 
aFy [T21R3-T31R2] (B.37) 
axe c R2 3 
aFy [T22R3 -T32R2] (B.38) 
aYc c R2 3 
aFy [ T23 R3 - T33 Ri] (B.39) 
azc c R2 3 
where 
01 - sin K cos cf>(X - Xe)+ sin K sin cf>(Y - Y cl 
+ COS K ( Z - Zc) (B.40) 
02 = - cos w cos K cos cf>(X - Xe)+ cos w cos K sin cf>(Y - Ye) 
-cos w sin K(Z - Zc) (B.41) 
03 T12(X- Xe) -T11 (Y - Ye) (B.42) 
04 T32(X- Xe) -T31 (Y - Ye) (B.43) 
05 sin w cos K cos cf>(X - Xe) - sin w cos K sin cf>(Y - Y cl 
+sinwsinK(Z- Zc) (B.44) 
06 = - cos w cos K cos cf>(X - Xe)+ cos w cos K sin cf>(Y - Y cl 
- cos w sin K ( Z - Zc) (B.45) 
07 T22(X - Xe) - T21 (Y - Ye) (B.46) 
Og T32(X-Xc) -T31 (Y-Yc) (B.47) 
B.2 Object Point Intersection 
In order to find the intersection of two lines defined by points on images from two 
cameras, the orientations of which are known, the camera orientation parameters 
are held constant and the object space coordinates of the point are treated as 
variables. 
For the intersection, the small changes Ofx and Ofy are given by: 
and 
~F ,...., aFx ~x aFx ~y aFx ~z 
u x "' ax u + av u + az u 
OF ,...., aFy ~x aFy oY aFy oz 
1J "' ax u + av + az 
(B.48) 
(B.49) 
where the partial derivatives are evaluated using the estimates of the camera 
parameters. 
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Since in the ideal case, fx = -bfx and Fy = -bfy, the following matrix equation 
can be written: 
_.2£.i.. 
ax 1 
-~ ax 1 
_.2£.i.. 





-~ ay 1 
_ .2£.i.. 
av· aF ) 
-::'...'....l!. ay j 
_ .2£.i.. 
az 1 
-~ az 1 
_.2£.i.. 
az · aF J 
-::'...'....l!. az i 
where j is the index of the camera being used. 
(B.50) 
Equation B.50 can generally not be solved, and the least squares estimate is 
used as the best approximation of the values of &X, bY and bl. An iterative 
implementation of the least squares method is used to refine estimates of X, Y 
and Z. As the solution converges to the best value, Fx and Fy become smaller, 
although they generally never reach 0 due to the small errors in the system. 
A good initial estimate of the coordinates is required in order for the itera-
tive algorithm to converge to the correct value. Since the camera orientation 
parameters are held constant for the object space intersection, the collinearity 
equations can be manipulated into a linear form without the use of differen-
tials. This method can be used to provide initial estimates of the coordinates 
of a point. The equations can be represented in matrix form as: 
[ 
(~xr31 - c r11 )1 
(~yr31-cr2il1 
(~xr31 - c r11 Ji 
(~xr32 - c r12) 1 
(~yr32 - c r22 li 
(~xr32 - cr12Ji 
~[ 
((~xr31 - cr11 )Xe+ (~xr32 - cr12)Ye + (~xr33 - cr13)Zel1 
((~yr31 - c r2iJXe + (~yr32 - c r22)Ye + (~yr33 - c r23)Zel1 
((~xr31 - c r11 )Xe + (~xr32 - c r12 )Ye+ (~xr33 - c r13 )Ze )i 
where ~x and ~y are: 
~X =X-Xp 




The outer subscripts in equation B.51 refer to the image number. Two obser-
vations are used from the first camera (one point), and one observation from 
the second camera (the x coordinate only). This is a satisfactory method of 
obtaining the initial estimates of the object space coordinates of a point, but 
since the equations do not minimise the values of Fx and Fy as described in 
equations B.16 and B.17, this method is unsatisfactory for obtaining the best 
values of X, Y and Z, and the iterative method described above should therefore 
be used to obtain the object space coordinates of the point. 
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B .3 Accounting for Lens Distortion 
The solutions described above ignore any possible lens or film distortion pa-
rameters which could be relevant. To include these parameters, it is sufficient 
to replace equations B.16 and B.17 with 
and 
Ri 




where dx and dy here represent the total lens distortion in the x and y directions 
respectively. 
Using the model described in section 2.4, dx and dy are: 
in which 
dx = xsx+:Ya+x(k1r2 +k2r4 +k3r6) 
+P1(r2 +2x2) + 2P2(xy) 
dy = xa +Y{k1r2 + k2r4 + k3r6 ) 
+P2(r2 + 2y2) + 2P1 (x'Y) 
x = X-Xp 
y y-yp 
r = Jx2 +:Y2 
(B.56) 
(B.57) 
The partial derivatives of dx and dy with respect to each of the additional 
parameters can be shown to be: 
odx 
r2x (B.58) = 
ok1 
odx 
r 4x (B.59) = 
ok2 
odx 
r 6x (B.60) 
ok3 
odx 





































x = oa (B.71) 
The additional parameters can be solved for during the camera calibration, and 
will frequently improve the accuracy of subsequent object point intersections. 
The lens distortion model used in this chapter is described by (van der Vlugt 
1995). Detailed discussions of lens distortion models for use in photogrammetry 
can be found in (Fryer & Brown 1986), (Brown 1966) and (Karara 1989). 
B.4 The Bundle Adjustment 
The bundle adjustment, described by van der Vlugt (1995) and by Granshaw 
(1980), is based on the collinearity equations. The object space coordinates of a 
number of points and the camera orientation parameters are initially unknown. 
The camera orientations, and the object space coordinates which best minimise 
the sum of the squares of the differences between the given image space coor-






with bX, bY and bZ, and partial derivatives of Fx with respect to the object 
space coordinates (X, Y, Z) having been included in the equation. 
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The approximation can be written in matrix form as: 
ilfx 0 0 .£h. 0 0 0C1 (1,1) 0P1 (1,1) 
oFy 0 0 ~ 0 0 0C1(1,1) 0P1 (1,1) 
.£h. 0 0 0 0 .£h. 0C1 (1,n) oPn(l,n) 
~ 0 0 0 0 ~ 0C1 (1,n) oPn(l,n) 
0 0 Mz._ .£h. 0 0 oCm(m,1) 0P1 (m,1) 
0 0 ~ ~ 0 0 
acm (m,1) 0P1 (m,1) 
6C1 
0 0 Mz._ 0 0 .£h. 
oCm(m,n) oPn (m,n) 
6Cm 0 0 oFy 0 0 oFy oCm(m,n) oPn (m,n) 6P1 
.£h. 0 0 0 0 0C1 (1,n+l) 
~ 0 0 0 0 0C1 (1,n+l) 6Pn 
.£h. 0 0 0 0 0C1 (1,n+k) 
~ 0 0 0 0 0C1 (1,n+k) 
0 0 Mz._ 0 0 oCm(m,n+l) 
0 0 ~ 0 0 oCm(m,n+l) 
0 0 Mz._ 0 0 
oCm(m,n+k) 
0 0 ~ 0 0 oCm(m,n+k) 
-(Fx)(l,ll 





-(Fy )m,n+ 1 
-(Fx)m,n+k 
-(Fy )m,n+k 
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where 
• lli represents the vector ( lli ~ lli ~) for camera i in the set 0C1 OXp , 01,lp ' ••• , oY c' oZc 
of m cameras. 
• lli represents the vector ( .£.Ex. lli lli ) for the point 1· in the set of n aP1 ax ' av • az . 
(non-control) points. · 
• 5Ci represents the vector ( OXc, O!Jc, ... , 5Y c, 5Zc) for the ith camera 
• liPj represents the vector (liX, liY, OZ) for the jth point. 
The outer subscripts represent the sets of parameters used to evaluate the func-
tions and the partial derivatives. The first parameter in the subscript pair 
represents the camera orientation parameter set, and the second parameter in 
the subscript pair represents the point coordinates used. Thus, for example, 
~(· l is the vector of partial derivatives of fx with respect to each of the 
l t 1 l 
camera parameters for camera i, evaluated using the camera parameters for 
camera i, and the point coordinates (image and object space coordinates) for 
point l. The last k object space - image space coordinate pairs are the control 
points. The first matrix on the left hand side of the equation above is referred 
to as the design matrix. 
As with the camera calibration using the collinearity equations, the bundle 
adjustment requires estimates of the initial value of each of the parameters for 
which a solution is being sought. In addition, it is required that constraints be 
added to the matrix equation in order to set the scale of the solutions. The 
scale can be set by adding a set of equations defining the distances between 
certain points. Alternatively, the object space and image space coordinates of 
certain points can be considered fixed. The second approach is used above, with 
the control point image space and object space coordinates being considered 
constants in the last 2 x k rows of the matrix equation. 
Once the small changes have been found, using a least squares approach if 
the system is over-constrained, these are added to the estimates of the camera 
parameters for each of the cameras, and to the point coordinates for each of the 
points, other than the control points. The process is repeated until the results 
converge to a solution, which is the solution which minimises the sum of the 
squares of the differences between the left and right hand sides of the collinearity 
equations for each of the points. An efficient method of implementing the bundle 
adjustment is discussed by van der Vlugt (1995). 
Appendix C 
The Direct Linear 
Transformation 
The direct linear transformation, described in (Karara 1989), is defined by the 
equations: 
x _ dx = l 1 X + l2 Y + l3Z + l4 





As with the collinearity equations, the terms dx and dy describe the distortion 
introduced by imperfections in the lens system and the image carrier. These 
terms are assumed to be zero in the derivations which follow below. Section C.3 
explains the alterations needed to include additional parameters. 
The method used to solve these equations is similar to that used to solve the 
collinearity equations, and steps which are common to the two methods are 
omitted here. 




B2 = lsX+l6Y+l7Z+ls 
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C.1 Camera Calibration 
The camera orientation parameters in the DLT model are variables, and the 
differential &Fx is defined, using Taylor's theorem, as: 
ofx ofx ofx ofx 
0L1 &Li + 0L2 &Lz + 0L3 &L3 + 0L4 &L4 
ofx ofx ofx 
+ 0L9 &L9 + 0L10 &Lio+ 0L11 &L11 
A corresponding equation exists for l)f.11 • 
Since in the ideal case Fx + &Fx = 0 and fy + &Fy = 0 the equations 





can be written for each observation set. If more than 11 equations exist, there 
is generally no set of DLT parameters which will satisfy all of the equations, 
and F x and F y will thus generally not be zero as a result of small measurement 
errors and modelling imperfections. The parameter set which minimises the 
sum of the squares of the differences between the left and right hand sides of 
these equations is used as the best approximation to the correct solution. 
Writing these equations in a matrix form, with Xi and Yi representing the 
x and y image coordinates of the ith control point, and with Xi, Yi and Zi 
representing the X, Y and Z object space coordinates of the ith control point, 
yields the matrix equation: 
_.Qh _..QE_,,.,_ _..QE_,,.,_ 
(Fx )i Cll1 1 Cll10 1 Cll11 1 
-~ -~ -~ &l 1 (Fy )i Cll1 1 Cll10 1 Cll11 1 
&l2 
_.Qh _..QE_,,.,_ _..QE_,,.,_ (Fxh Cll1. Cll10 i Cll11 i 
ClF ' -~ -~ &Lio (Fy h _::'...!....I!. 
Cll1 i Cll10 i Cll11 i &l 11 















The same iterative approach used for the collinearity equations is used here to 
find the best values for the parameters. 
C.2 Object Point Intersection 
As with the collinearity equations, minor alterations are needed to solve for the 
object space coordinates of a point, given the image coordinates of the point in 
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two or more images. The object space coordinates are variables for this purpose, 
and the camera orientation parameters are constants. 
The value Ofx is given by Taylor's theorem to be: 
iffx aFx aFx 
oFx ~ ax ox+ av oY + az oz (C.9) 
A corresponding equation exists for oFy. 
Since it is desired that Fx -o F x and F y = -OF y, the following matrix equation 
can be written: 
(lli) (lli) (lli) ax 1 3Y 1 az 1 -(Fxh (lli) (lli) (lli) ax 1 3Y 1 az 1 -(Fy )i 
{ lli) (lli) (lli) mi = -(Fx)j (C.10) ax j 3Y j az i (lli) (lli) (lli) -(Fy)i ax i av i az i 
In practice, equation C.10 can generally not be solved as a result of small mea-
surement errors and imperfect modelling. The best values of oX, oY, and oz 
are found by the iterative least squares approach used previously. 
The iterative method described above requires initial estimates for the values 
of X, Y, and Z. Since the camera orientation parameters are known, and are 
constants, the DLT equations can be written as a linear equation without the 
use of differentials. This linear equation can be used to solve for the values of 
the point coordinates. The equations can be written in matrix form as: 




LlX X + dx 





It is assumed here that dx and dy are 0, but this will not generally be the 
case if additional parameters are used to account for lens distortion. The outer 
subscripts in equation C.11 refer to the image number from which the x and 
y coordinates have been determined. This equation can be solved by matrix 
inversion to yield an initial estimate of the object space coordinates of the point 
being determined. 
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C .3 Accounting for Lens Distortions 
If lens distortion parameters are required, these can be included in the DLT 
equations as is described for the collinearity equations in section B.3. 
C.4 Conversion of DLT Parameters to 
Standard Camera Orientation Parameters 
The DLT parameters can be used to find the standard camera orientation pa-
rameters as follows: 
The perspective centre is found by solving the matrix equation: 
The x and y coordinates of the principal point are: 
where 
Xp = (L1 L9 + L2L10 + L3L11 )L2 
Yv = (lsl9 + L6L10 + L7L11 )L2 
-1 
L = --;:::===== 
Jq+Lfo+Li1 





ex= J(q + q + qJL2 - xv 
Cy= J(tg +Li+ l~)l2 -Yv 
The rotation angles can be determined from: 
K sin-1 (r13) 
w t -1 (-T23) an --
(T33) 
<I> 
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where 
r11 = l2 [lGl11 ~ l7l10] 
r12 l 2 [l7l9 :1Jlsl11] 
r13 = l 2 [lsl1oc~ LGL9] 
r21 = l2 [l3l10 ~ l2l11] 
r22 l 2 [l1 l11c: l3l9] 
T23 l2 [l2l9 :xl1l10] 
T31 = l9l 
T32 = l1ol 











The values of r31 , r32 and r33, and the angles calculated using these values, 
should be calculated using l, and then using -l. This yields two possible sets 
of angles, of which only one set is valid. The correct solution is determined by 
recalculating the rotation matrix using w, Kand cj>. The correct solution yields 
a rotation matrix which matches the matrix calculated using equations C.25 -
C.33. 
Appendix D 
Smith's Explicit Space 
Resection 
This resection, presented by Smith (1965), is an explicit method of determining 
the exterior orientation of a camera using four control points. 
Assume that the image and object space coordinates of three points, A, Band C 
are known for a given image. Let A, B and C be the object space coordinates 
and A 1 , B1 and C1 the image coordinates (in vector form) of points A, B 
and C respectively. The image coordinates of A, Band Care (X1.1:J1}, (x2,1:12) 
and (x3 , y 3 ) respectively, while the object space coordinates of the points are 
(X1,Y1,Z1) 1 (X2,Y2,Z2) and (X3,Y3,Z3) respectively. The perspective centre 
of the camera is labeled P in this discussion. These points are illustrated in 
figure D .1. The symbol f is used to represent the principal distance to avoid 
confusion with c which is used here for other purposes. 
The object space coordinates of the three points define a triangle in object space, 
6ABC. The sides opposite A, B and C have lengths a, b and c respectively. 
The angles et, 13 and y are subtended at P by 6ABC, and are given by: 
cos <X 
X2X3+1:121:13 + f2 
(D.1) = 
j(x~ + y~ + f2)(x~ + y§ + f2) 
cos 13 X3X1 + 1:J31J1 + f
2 
(D.2) = 
jf x§ + Y~ + f2 J(xf +Yi+ f 2) 
cosy 
X1X2+1:J11J2 + f 2 
(D.3) 
J(xf + yf + f2)(x~ + y~ + f2) 
Let the lengths of PA, PB and PC be u, v, and w respectively. It can be 
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p 
B 
Figure D.1: Points and Angles in Smith's Resection 
shown that: 
u = 
Jc(l -2m1 cosy+mil 
v miu 
w = mzu 





Ami +Em{ +Cmi +Vm1 +£ =0 










+4c4 (cos2 y + cos2 (3 + cos2 y - 2 cosy cos (3 cosy - 1) (D.10) 
V K - 2£ cosy (D.11) 
and where 
K = 2(b2 + c2 - a2 )(a2 + c2 - b2 ) cosy 
+4c2 (a2 + b2 - c2 ) cosy cos (3 
£ = (a2 +c2 +b2 )2 -4c2 a 2 cos2 (3, 
(D.12) 
(D.13) 
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The value of mi can be found from 
a2 + c2 - b2 + 2(b2 a2 )m1 cosy (b2 + c2 - a2 )m21 mi=~~~~~~~,,-~~~~~~~~~~~-'-
2c2(cos 13 - mi cosy) (D.14) 
once the value of m 1 is known. 
The polynomial in equation D.7 can be solved using any of a number of standard 
methods. Smith suggests the use of Bairstow's method for finding roots of a 
polynomial. A maximum of four real roots to equation D.7 exist. A maximum 
of four sets of values for (u, v, w) can thus be found. Equation D.4 is assumed to 
be positive, since u is a distance, as are v and w. All these sets of distances are 
geometrically possible, since ex., 13 and y may be smaller or larger than 90°. A 
fourth control point, D, is required to discriminate between the correct solution 
and the other solutions. The method used to discriminate between solution sets 
is presented later. 
The position of P can be calculated from the values u, v and w (assumed to be 
correct) as follows: 
Let .6 be the area of .6ABC, which is calculated using the formula: 
.6 = Js(s - a)(s - b)(s - c) 
where 2s = a + b + c 
(D.15} 
Let the length of the perpendicular from P to the plane on which points A, B 
and C lie be h. The volume of the tetrahedron PABC can be shown to be: 
V= .6h (D.16} 




-yl + 2 cos ex. cos 13 cosy - cos2 ex. - cos2 13 - cos2 y (D.17} 
From these it follows that 
h (D.18) 













where .61, .62 and .63 are the areas of the triangles found by projecting .6ABC 
onto the planes X 0, Y 0 and Z = 0 respectively. These are given by: 
Z2)) (D.22) 
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1 
.12 ±2(Zi(X2 - X3) + Z2(X3 -Xi)+ Z3(X1 - X2)) 
1 




The signs of the directions cosines should be either all positive or all negative, 
depending upon the side of plane ABC on which point P lies. Which set is 
chosen will be determined by the particular situation. 
Let Xp, Yp, and Zp be the coordinates of P. The plane ABC has the equation: 
(D.25) 
From this the length h can be determined: 
(D.26) 
The coordinates of P can therefore be found by solving the foilowing system of 
linear equations: 
(D.27) 
v2-u2 2Xp(X1 - X2) + 2Yp(Y1 - Y2) + 2Zp(Z1 - Z2) 
+x~ + Y~ + z~ - xf - Yf- zf (D.28) 
w2-u2 2Xp(X1-X3)+2Yp(Y1 - Y3) + 2Zp(Z1 - Z3) 
+X~ +Yi+ Z~ - Xf - Yf - Zf (D.29) 
By definition, the rotation matrix R is defined such that: 
[ 
x l [ X-Xp l y =R Y-Yp 
z Z-Zp 
(D.30) 
where x, y and z are the image space coordinates of a point relative to the image 
space origin which is at the perspective centre of the image. The terms X, Y 
and Z are the object space coordinates of the same point. The matrix R is the 
3 x 3 rotation matrix. The perspective centre P, the image point ( x 1 , y 1 , z1 ), 
and the point, (X1, Y1, Z1) must be collinear. Similar statements hold for points 









Jxf +yf + f2 
The elements of the rotation matrix can be found by solving the following 
system of linear equations: 
UXJ 
T11 (X1 - Xp) + T12(Y1 + Yp) + T13(Z1 - Zp) = (D.32) Jxf + yf + f2 . 
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r11 (X2 Xp) + r12(Y2 - Yp) + r13(Z2 - Zp) = uxz 
Jx~ +y~ + f 2 
{D.33} 
r11 (X3 -Xp) + r12(Y3 + Yp) + r13(Z3 - Zp) = ux.3 
Jx~ +y~ + f2 
(D.34} 
The other elements of R can be found using similar equations. 
In order to select values for u, v and w from the four or fewer possible solu-
tions, a fourth control point is required. Using the fourth control point's image 
coordinates, and the rotation matrix and perspective centre calculated for each 
of the possible sets of distances (u, v, w)i the object space coordinates for the 
fourth control point are calculated. The set (u, v, w) which minimises the dis-
tance between the calculated point D and the vertical through D is selected as 
the correct solution. 
The equation of the line PD in image space is given by: 
x y z 
x.4 = Y4 = f (D.3S} 
Transforming this equation into an equation in object space coordinates gives: 
r11(X-Xp +r12(Y Yp)+r13(Z-Zp 
X.4 
r21 (X Xp) + r22(Y Yp) + r23(Z Zp l 
= 
Y4 
r31 (X - Xp) + r32(Y Yp) + T33(Z - Zp) 
= f 




T11X4 +r21Y4 +r31 
y Yp 
r12X4 + r22Y4 + T32f 
Z-Zp 
The vertical line through D is given by 
X = X4 
Y = Y4 
and the minimum distance between the line PD and this line can be shown to 
bed, where 
d 
(r11x4 + r21Y4 - T31f)(Yp Y4) - (r12X4 + r22Y4 r32f)(Xp -X4) 
.j(r11X4 + T21Y4 - T31 f) 2 + (r12X4 + r22y4 - T32f) 2 
(D.36} 
The value of d is calculated for all possible solutions, and the solution which 
yields the minimum value of d is assumed to be correct. This assumption relies 
on the point positions being accurately identified. 
Appendix E 
Schmid's Iterative Space 
Resection 
This method of solving for the exterior orientation was developed at the same 
time as the bundle adjustment. It also relies on the collinearity equations (B.1 
and B.2), but assumes that the interior orientation of the camera is known, and 
is held constant. The algorithm, described in (Thompson 1966), uses determi-
nants to represent the differential terms, which are derived as in appendix B. 
A least squares approach is used to find the best solutions for the differential 
terms, and these differentials are used to update the initial estimates of the 
exterior orientation parameters. 
Since z = c for all points on an image, where c is the principal distance of the 
camera, the following two equations can be written: 
x ((X- Xe)r31 + (Y- Ye)r32 + (Z- Ze)r33) 
= z((X-Xe)r11+(Y-Ye)r12+(Z-Ze)r13) (E.1) 
1J ((X- Xe)r31 + (Y- Ye)r32 + (Z- Ze)r33) 
= z ( (X - Xe )r21 + (Y - Ye)r22 + (Z - Ze )r23) (E.2) 
where r11, r12, ... , r33 are the elements of the rotation matrix R. The position 
of the perspective centre is given by (Xe, Ye, Ze ). The coordinates (x, 1J) and 
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equation E.1 and equation E.2 can be written in determinant form as 
x z 1=0 RiX R3X (E.5) 
and 
y z 1=0 RzX R3X (E.6) 
Setting Ri X = r and RJX = q and writing out the determinant for equa-
tion E.5 yields the equation which should be satisfied: 
qx-rz = 0 (E.7) 
Setting 
fx = qx-rz (E.8) 
and using a single term of the Taylor expansion of fx gives: 
fxnew = fxold + c5f x (E.9) 
Since ideally Fxnew = 0 
fxold = -c5fx (E.10) 
The value of c5Fx can be found from: 
ofx ofx ofx ofx ofx 
c5Fx = ox c5x + ow c5w + ... + oXc c5Xc + oYc c5Yc + oZc c5Zc (E.11) 
where x is considered a variable. 





ofx x z 
(E.13) ow ilR1X ilR3X ilw ilw 
ofx x z 
(E.14) = ilR1X ilR3X OK ClK ClK 
of x x z 
(E.15) 












I (E.18) = oZc r13 r33 
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where aa~,1 for example is the first row of the matrix g~. The values of the 
partial derivatives of R are: 
oR 
[ -~31 
0 0 l = -r32 -r33 OW r21 r22 r23 
oR [ -•in<00•~ sin K sin cf> COS K l = sin w cos K cos cf> - sin w cos K sin cf> sinw sinK OK - COS W COS K COS cp cos w cos K sin cf> -cosw sin K 
oR [ r12 
-r11 
~ l = r22 -r21 ocf> T32 -r31 
Since a solution requires that c5Fx = -Fxold• equation E.11 can be rewritten as: 
1 ofx 1 ofx 1 
- c5x = --::;-c5w + · · · + - c:.z c5Zc + -Fxold 
q uw q u c q 
(E.19) 
In order to minimise the value of c5x, the required correction to the value of x to 
satisfy equation E.10, a least squares method is used to find the best solution 
(in the least squares sense), to the equation: 
1 ofx 1 ofx 1 
--::;-c5w + ... + - c:.z c5Zc + -Fxold = 0 
q uw q u c q 
(E.20) 
and the corresponding equation for Fy. The equations for fy are obtained by 
replacing R 1 and x with R 2 and y respectively in equations E. 7 to E.18. 
The initial estimates of the exterior orientation parameters are updated using 
the values of c5w, c5K, c5cp, c5Xc, c5Y c and c5Zc calculated above. The process is 
repeated using the updated values for the exterior orientation parameters, until 
these values converge. 
Appendix F 
System Test Results 
This appendix lists complete results for the system tests described in chapter 7. 
Table F.l: Results for Calibration Frame Using the Bundle Ad-
justment With Additional Parameters 
I point number I X(mm) I Y(mm) I Z(mm) I 
measured coordinate 
format calculated coordinate 
difference 
Non-Control Points 
1005.45 929.09 999.39 
6 1005.58 928.74 998.97 
-0.13 0.35 0.42 
737.53 795.97 1078.76 
27 737.15 796.16 1078.05 
0.38 -0.19 0.71 
Control Points 
1003.34 1002.14 999.45 
1 1003.07 1001.85 998.96 
0.27 0.29 0.49 
929.50 1002.96 999.52 
2 929.53 1002.93 999.60 
-0.03 0.03 -0.08 
859.58 1003.54 999.51 
3 859.66 1003.48 999.56 
-0.08 0.06 -0.05 
790.61 1003.23 999.48 
4 790.62 1003.42 999.90 
-0.01 -0.19 -0.42 
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716.38 1002.48 999.20 
5 716.42 1002.31 998.87 
-0.04 0.17 0.33 
715.70 928.43 999.00 
7 715.49 928.66 999.04 
0.21 -0.23 -0.04 
1005.46 863.20 999.29 
8 1005.54 863.24 999.42 
-0.08 -0.04 -0.13 
715.81 860.50 998.61 
9 715.51 860.60 998.55 
0.30 -0.10 0.06 
1005.85 790.26 998.90 
10 1005.68 790.56 998.65 
0.17 -0.30 0.25 
716.10 791.38 998.26 
11 716.79 791.50 998.27 
-0.69 -0.12 -0.01 
1002.38 718.53 996.95 
12 1002.60 718.23 997.46 
-0.22 0.30 -0.51 
930.91 715.84 997.95 
13 930.84 715.75 997.54 
0.07 0.09 0.41 
856.98 715.04 997.73 
14 856.94 714.94 997.46 
0.04 . 0.10 0.27 
786.88 715.43 997.33 
15 786.56 715.40 998.27 
0.32 0.03 -0.94 
717.62 718.52 997.14 
16 717.69 718.57 996.99 
-0.07 -0.05 0.15 
979.59 981.46 1079.60 
17 979.80 981.60 1079.88 
-0.21 -0.14 -0.28 
921.48 983.88 1079.29 
18 921.76 984.02 1080.06 
-0.28 -0.14 -0.77 
860.75 984.55 1079.15 
19 860.85 984.61 1079.40 
-0.10 -0.06 -0.25 
800.56 981.18 1078.98 
20 800.37 981.12 1078.72 
0.19 0.06 0.26 
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739.71 976.59 1078.60 
21 739.72 976.76 1078.58 
-0.01 -0.17 0.02 
984.21 924.80 1080.05 
22 984.66 925.59 1081.48 
-0.45 -0.79 -1.43 
736.40 921.80 1078.73 
23 736.33 921.37 1078.38 
0.07 0.43 0.35 
987.00 860.15 1080.05 
24 986.84 859.78 1078.82 
0.16 0.37 1.23 
734.94 859.65 1078.72 
' 25 734.96 859.36 1078.55 
-0.02 0.29 0.17 
985.34 796.66 1079.88 
26 985.28 797.08 1080.30 
0.06 -0.42 -0.42 
F. SYSTEM TEST RESULTS 
Table F.2: Results for Calibration Frame Using the Bundle Ad-
justment Without Additional Parameters 
I point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 
format calculated coordinate 
difference 
Non-Control Points 
1006.43 928.55 999.68 
6 1005.45 929.09 999.39 
0.98 -0.54 0.29 
737.88 796.16 1076.88 
27 737.53 795.97 1078.76 
0.35 0.19 -1.88 
Control Points 
1003.01 1000.39 999.00 
1 1003.34 1002.14 999.45 
-0.33 -1.75 -0.45 
929.84 1002.34 998.65 
2 929.50 1002.96 999.52 
0.34 -0.62 -0.88 
859.56 1003.24 998.51 
3 859.58 1003.54 999.51 
-0.02 -0.30 -1.00 
790.25 1002.72 998.85 
4 790.61 1003.23 999.48 
-0.36 -0.51 -0.63 
716.59 1001.32 999.79 
5 716.38 1002.48 999.20 
0.21 -1.16 0.59 
714.98 928.22 998.81 
7 715.70 928.43 999.00 
-0.72 -0.21 -0.19 
1006.29 863.14 999.21 
8 1005.46 863.20 999.29 
0.83 -0.06 -0.08 
714.62 860.44 998.39 
9 715.81 860.50 998.61 
-1.19 -0.06 -0.22 
1006.26 790.26 998.49 
10 1005.85 790.26 998.90 
0.41 0.00 -0.41 
716.16 791.47 998.14 
11 716.10 791.38 998.26 
0.06 0.09 -0.12 
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1002.28 718.72 998.00 
12 1002.38 718.53 996.95 
-0.10 0.19 1.05 
931.00 715.77 996.67 
13 930.91 715.84 997.95 
0.09 -0.07 -1.28 
856.96 714.60 996.71 
14 856.98 715.04 997.73 
-0.02 -0.44 -1.02 
786.51 715.43 997.23 
15 786.88 715.43 997.33 
-0.37 0.00 -0.10 
717.89 719.57 998.29 
16 717.62 718.52 997.14 
0.27 1.05 1.15 
979.93 981.43 1080.37 
17 979.59 981.46 1079.60 
0.34 -0.03 0.77 
922.13 984.76 1080.94 
18 921.48 983.88 1079.29 
0.65 0.88 1.65 
860.88 985.56 1080.54 
19 860.75 984.55 1079.15 
0.13 1.01 1.39 
800.18 981.85 1079.84 
20 800.56 981.18 1078.98 
-0.38 0.67 0.86 
739.68 976.38 1078.48 
21 739.71 976.59 1078.60 
-0.03 -0.21 -0.12 
984.47 924.90 1079.95 
22 984.21 924.80 1080.05 
0.26 0.10 -0.10 
736.15 921.81 1078.12 
23 736.40 921.80 1078.73 
-0.25 0.01 -0.61 
987.19 860.44 1079.61 
24 987.00 860.15 1080.05 
0.19 0.29 -0.44 
734.77 859.61 1077.55 
25 734.94 859.65 1078.72 
-0.17 -0.04 -1.17 
985.08 797.56 1079.40 
26 985.34 796.66 1079.88 
-0.26 0.90 -0.48 
F. SYSTEM TEST RESULTS 
Table F.3: Results for Calibration Frame Using the Collinearity 
Equations With Additional Parameters 
j point number I X (mm) I Y {mm) I Z (mm) I 
measured coordinate 
format calculated coordinate 
difference 
Non-Control Points 
1005.45 929.09 999.39 
6 1005.05 928.82 999.42 
0.40 0.27 -0.03 
737.53 795.97 1078.76 
27 737.62 795.80 1078.78 
-0.09 0.17 -0.02 
Control Points 
1003.34 1002.14 999.45 
1 1003.07 1001.85 998.96 
0.27 0.29 0.49 
929.50 1002.96 999.52 
2 929.53 1002.93 999.60 
-0.03 0.03 -0.08 
859.58 1003.54 999.51 
3 859.66 1003.48 999.56 
-0.08 0.06 -0.05 
790.61 1003.23 999.48 
4 790.62 1003.42 999.90 
-0.01 -0.19 -0.42 
716.38 1002.48 999.20 
5 716.42 1002.31 998.87 
-0.04 0.17 0.33 
715.70 928.43 999.00 
7 715.49 928.66 999.04 
0.21 -0.23 -0.04 
1005.46 863.20 999.29 
8 1005.54 863.24 999.42 
-0.08 -0.04 -0.13 
715.81 860.50 998.61 
9 715.51 860.60 998.55 
0.30 -0.10 0.06 
1005.85 790.26 998.90 
10 1005.68 790.56 998.65 
0.17 -0.30 0.25 
716.10 791.38 998.26 
11 716.79 791.50 998.27 
-0.69 -0.12 -0.01 
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1002.38 718.53 996.95 
12 1002.60 718.23 997.46 
-0.22 0.30 -0.51 
930.91 715.84 997.95 
13 930.84 715.75 997.54 
0.07 0.09 0.41 
856.98 715.04 997.73 
14 856.94 714.94 997.46 
0.04 0.10 0.27 
786.88 715.43 997.33 
15 786.56 715.40 998.27 
0.32 0.03 -0.94 
717.62 718.52 997.14 
16 717.69 718.57 996.99 
-0.07 -0.05 0.15 
979.59 981.46 1079.60 
17 979.80 981.60 1079.88 
-0.21 -0.14 -0.28 
921.48 983.88 1079.29 
18 921.76 984.02 1080.06 
-0.28 -0.14 -0.77 
860.75 984.55 1079.15 
19 860.85 984.61 1079.40 
-0.10 -0.06 -0.25 
800.56 981.18 1078.98 
20 800.37 981.12 1078.72 
0.19 0.06 0.26 
739.71 976.59 1078.60 
21 739.72 976.76 1078.58 
-0.01 -0.17 0.02 
984.21 924.80 1080.05 
22 984.66 925.59 1081.48 
-0.45 -0.79 -1.43 
736.40 921.80 1078.73 
23 736.33 921.37 1078.38 
0.07 0.43 0.35 
987.00 860.15 1080.05 
24 986.84 859.78 1078.82 
0.16 0.37 1.23 
734.94 859.65 1078.72 
25 734.96 859.36 1078.55 
-0.02 0.29 0.17 
985.34 796.66 1079.88 
26 985.28 797.08 1080.30 
0.06 -0.42 -0.42 
F. SYSTEM TEST RESULTS 
Table F.4: Results for Calibration Frame Using the Collinearity 
Equations Without Additional Parameters 
I point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 
format calculated coordinate 
difference 
Non-Control Points 
1005.45 929.09 999.39 
6 1006.25 928.57 1000.24 
-0.80 0.52 -0.85 
737.53 795.97 1078.76 
27 738.11 796.25 1076.95 
-0.58 -0.28 1.81 
Control Points 
1003.34 1002.14 999.45 
1 1003.04 1000.38 998.78 
0.30 1.76 0.67 
929.50 1002.96 999.52 
2 929.85 1002.38 998.77 
-0.35 0.58 0.75 
859.58 1003.54 999.51 
3 859.62 1003.26 998.64 
-0.04 0.28 0.87 
790.61 1003.23 999.48 
4 790.26 1003.08 999.59 
0.35 0.15 -0.11 
716.38 1002.48 999.20 
5 716.58 1001.25 999.68 
-0.20 1.23 -0.48 
715.70 928.43 999.00 
7 714.90 928.34 998.85 
0.80 0.09 0.15 
1005.46 863.20 999.29 
8 1006.41 863.03 999.16 
-0.95 0.17 0.13 
715.81 860.50 998.61 
9 714.67 860.40 997.98 
1.14 0.10 0.63 
1005.85 790.26 998.90 
10 1006.25 790.31 998.58 
-0.40 -0.05 0.32 
716.10 791.38 998.26 
11 716.24 791.42 997.96 
-0.14 -0.04 0.30 
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1002.38 718.53 996.95 
12 1002.35 718.80 998.02 
0.03 -0.27 -1.07 
930.91 715.84 997.95 
13 931.02 715.53 996.45 
-0.11 0.31 1.50 
856.98 715.04 997.73 
14 856.86 714.52 996.06 
0.12 0.52 1.67 
786.88 715.43 997.33 
15 786.29 715.42 997.66 
0.59 0.01 -0.33 
717.62 718.52 997.14 
16 718.12 719.38 997.51 
-0.50 -0.86 -0.37 
979.59 981.46 1079.60 
17 980.07 981.66 1080.96 
-0.48 -0.20 -1.36 
921.48 983.88 1079.29 
18 922.09 984.61 1080.96 
-0.61 -0.73 -1.67 
860.75 984.55 1079.15 
19 860.83 985.36 1080.13 
-0.08 -0.81 -0.98 
800.56 981.18 1078.98 
20 800.09 981.61 1079.25 
0.47 -0.43 -0.27 
739.71 976.59 1078.60 
21 739.80 976.57 1078.80 
-0.09 0.02 -0.20 
984.21 924.80 1080.05 
22 984.96 926.11 1082.14 
-0.75 -1.31 -2.09 
736.40 921.80 1078.73 
23 736.22 921.39 1077.81 
0.18 0.41 0.92 
987.00 860.15 1080.05 
24 987.09 860.45 1079.25 
-0.09 -0.30 0.80 
734.94 859.65 1078.72 
25 734.95 859.48 1077.29 
-0.01 0.17 1.43 
985.34 796.66 1079.88 
26 985.24 798.19 1081.03 
0.10 -1.53 -1.15 
F. SYSTEM TEST RESULTS 
Table F.5: Results for Calibration Frame Using the DLT Without 
Additional Parameters 
J point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 
format calculated coordinate 
difference 
Non-Control Points 
1005.45 929.09 999.39 
6 1005.37 928.83 999.10 
0.08 0.26 0.29 
737.53 795.97 1078.76 
27 737.29 795.78 1077.62 
0.24 0.19 1.14 
Control Points 
1003.34 1002.14 999.45 
1 1003.07 1000.49 999.22 
0.27 1.65 0.23 
929.50 1002.96 999.52 
2 929.77 1002.47 999.24 
-0.27 0.49 0.28 
859.58 1003.54 999.51 
3 859.44 1003.33 999.14 
0.14 0.21 0.37 
790.61 1003.23 999.48 
4 790.00 1003.12 1000.11 
0.61 0.11 -0.63 
716.38 1002.48 999.20 
5 716.22 1001.28 1000.23 
0.16 1.20 -1.03 
715.70 928.43 999.00 
7 714.54 928.53 999.37 
1.16 -0.10 -0.37 
1005.46 863.20 999.29 
8 1006.44 863.06 998.53 
-0.98 0.14 0.76 
715.81 860.50 998.61 
9 714.29 860.74 998.59 
1.52 -0.24 0.02 
1005.85 790.26 998.90 
10 1006.33 790.49 997.62 
-0.48 -0.23 1.28 
716.10 791.38 998.26 
11 715.80 791.88 998.76 
0.30 -0.50 -0.50 
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1002.38 718.53 996.95 
12 1002.50 719.19 996.93 
-0.12 -0.66 0.02 
930.91 715.84 997.95 
13 931.19 715.97 995.96 
-0.28 -0.13 1.99 
856.98 715.04 997.73 
14 856.92 714.99 996.18 
0.06 0.05 1.55 
786.88 715.43 997.33 
15 786.11 715.88 998.31 
0.77 -0.45 -0.98 
717.62 718.52 997.14 
16 717.60 719.86 998.64 
0.02 -1.34 -1.50 
979.59 981.46 1079.60 
17 980.44 981.44 1080.92 
-0.85 0.02 -1.32 
921.48 983.88 1079.29 
18 922.21 984.41 1081.03 
-0.73 -0.53 -1.74 
860.75 984.55 1079.15 
19 860.67 .985.17 1080.28 
0.08 -0.62 -1.13 
800.56 981.18 1078.98 
20 799.66 981.42 1079.47 
0.90 -0.24 -0.49 
739.71 976.59 1078.60 
21 739.07 976.38 1079.13 
0.64 0.21 -0.53 
984.21 924.80 1080.05 
22 985.45 925.50 1081.73 
-1.24 -0.70 -1.68 
736.40 921.80 1078.73 
23 735.48 921.13 1078.14 
0.92 0.67 0.59 
987.00 860.15 1080.05 
24 987.60 859.70 1078.49 
-0.60 0.45 1.56 
734.94 859.65 1078.72 
25 734.19 859.13 1077.70 
0.75 0.52 1.02 
985.34 796.66 1079.88 
26 985.79 797.24 1079.88 
-0.45 -0.58 -0.00 
F. SYSTEM TEST RESULTS 
Table F.6: Results for Factory Scene 1 Using Smith's Resection 
Followed by Schmid's Resection. 
I point number I X (mm) I Y (mm) I Z (mm) I 
measured coordinate 
format calculated coordinate 
difference 
Control Points 
208603.0 14965.6 -78327.5 
39 208602.0 14965.7 -78326.7 
1 -0.1 -0.8 
207978.0 14560.9 -75885.7 
40 207978.5 14563.2 -75881.4 
-0.5 -2.3 -4.3 
206700.0 15620.6 -75519.6 
41 206703.5 15619.7 -75537.1 
-3.5 0.9 17.5 
205824.0 14237.9 -76853.2 
42 205819.9 14233.3 -76849.0 
4.1 4.6 -4.2 
206159.0 17002.1 -77610.5 
43 206155.6 17005.0 -77607.7 
3.4 -2.9 -2.8 
207694.0 17142.9 -76923.6 
44 207694.8 17139.8 -76923.3 
-0.8 3.1 -0.3 
207299.0 17208.1 -75546.0 
45 207301.1 17211.2 -75536.9 
-2.1 -3.1 -9.1 
206214.0 15422.9 -78003.0 
46 206215.6 15422.7 -78000.3 
-1.6 0.2 -2.7 
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Table F.7: Results for Factory Scene 1 Using Bundle Adjustment. 
I point number I X (mm) I Y (mm) I Z {mm) I 
Control Points 
measured coordinate 
format calculated coordinate 
difference 
208602.0 14966.1 -78325.6 
39 208602.0 14965.7 -78326.7 
0.0 0.4 1.1 
207977.0 14563.4 -75892.5 
40 207978.5 14563.2 -75881.4 
-1.5 0.2 -11.1 
206701.0 15621.1 -75521.3 
41 206703.5 15619.7 -75537.1 
-2.5 1.4 15.8 
205821.0 14233.0 -76847.1 
42 205819.9 14233.3 -76849.0 
1.1 -0.3 1.9 
206160.0 17003.7 -77612.2 
43 206155.6 17005.0 -77607. 7 
4.4 -1.3 -4.5 
207694.0 17141.2 -76927.2 
44 207694.8 17139.8 -76923.3 
-0.8 1.4 -3.9 
207301.0 17208.8 -75545.3 
45 207301.1 17211.2 -75536.9 
-0.1 -2.4 -8.4 
206214.0 15421.6 -78001.5 
46 206215.6 15422.7 -78000.3 
-1.6 -1.1 -1.0 
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Table F.8: Results for Calibration Frame and 30 cm Ruler 
J point number I X (mm) I Y (mm) I Z (mm) I 
Non-Control Points 
format calculated coordinate 
standard deviation 
mo 827.04 988.91 948.87 
0.03 0.05 0.15 
mlO 827.28 888.96 948.04 
0.04 0.05 0.19 
m20 827.91 788.86 947.62 
0.04 0.04 0.19 
m30 828.47 688.82 946.79 
0.03 0.05 0.15 
m15 827.44 838.95 947.59 
0.04 0.04 0.20 
Control Points 
measured coordinate 
format calculated coordinate 
difference 
standard deviation 
973.25 972.08 969.48 
1 973.17 972.04 969.38 
0.08 0.04 0.10 
0.05 0.05 0.17 
901.63 972.89 969.55 
2 901.71 972.88 969.67 
-0.08 0.02 -0.12 
0.03 0.05 0.15 
766.90 973.15 969.51 
4 766.86 973.13 969.50 
0.05 0.02 0.01 
0.03 0.05 0.15 
694.90 972.41 969.24 
5 694.92 972.52 969.25 
-0.02 -0.10 -0.01 
0.05 0.05 0.17 
975.30 901.22 969.42 
6 975.31 901.21 969.39 
-0.00 0.01 0.03 
0.04 0.04 0.15 
694.23 900.59 969.04 
7 694.24 900.58 968.95 
-0.01 0.01 0.09 
0.04 0.03 0.15 
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975.31 837.31 969.32 
8 975.31 837.32 969.40 
0.00 -0.01 -0.08 
0.04 0.03 0.16 
694.34 834.69 968.66 
9 694.39 834.72 968.58 
-0.05 -0.02 0.08 
0.05 0.03 0.15 
975.68 766.56 968.94 
10 975.62 766.65 968.84 
0.06 -0.09 0.10 
0.04 0.03 0.16 
695.47 767.64 968.14 
11 695.46 767.69 968.02 
0.02 -0.05 0.12 
0.04 0.03 0.15 
972.85 696.15 968.12 
12 972.85 696.07 968.12 
-0.00 0.08 0.01 
0.05 0.05 0.17 
902.99 694.37 968.03 
13 903.01 694.25 968.17 
-0.02 0.13 -0.14 
0.03 0.04 0.16 
763.28 693.97 967.41 
15 763.28 693.91. 967.62 
0.00 0.07 -0.20 
0.04 0.04 0.15 
696.10 696.97 967.23 
16 696.17 697.02 967.21 
-0.07 -0.06 0.02 
0.05 0.05 0.16 
950.21 952.03 1047.23 
17 950.29 952.10 1047.31 
-0.08 -0.07 -0.08 
0.04 0.05 0.19 
893.85 954.37 1046.93 
18 893.91 954.40 1047.05 
-0.07 -0.03 -0.12 
0.03 0.05 0.18 
776.55 951.76 1046.63 
20 776.55 951.73 1046.59 
-0.00 0.03 0.04 
0.04 0.05 0.18 
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717.53 947.30 1046.25 
21 717.41 947.15 1046.45 
0.11 0.15 -0.20 
0.05 0.05 0.19 
954.69 897.07 1047.66 
22 954.69 897.05 1047.59 
0.00 0.02 0.07 
0.04 0.04 0.19 
714.32 894.15 1046.39 
23 714.30 894.16 1046.43 
0.02 -0.01 -0.04 
0.04 0.04 0.18 
957.40 834.35 1047.66 
24 957.43 834.39 1047.58 
-0.03 -0.03 0.08 
0.04 0.03 0.19 
712.90 833.87 1046.38 
25 712.90 833.87 1046.32 
-0.01 -0.00 0.06 
0.05 0.03 0.18 
955.79 772.77 1047.50 
26 955.75 772.86 1047.42 
0.04 -0.09 0.08 
0.04 0.03 0.19 
715.41 772.10 1046.42 
27 715.41 772.14 1046.28 
0.01 ·0.04 0.14 
0.04 0.03 0.18 
950.35 716.55 1047.38 
28 950.31 716.61 1047.21 
0.04 -0.06 0.17 
0.04 0.04 0.20 
890.80 714.92 1047.10 
29 890.77 714.93 1047.19 
0.03 -0.01 -0.09 
D.03 0.04 0.19 
771.70 712.97 1046.48 
31 771.75 712.96 1046.49 
-0.05 0.01 -0.01 
0.04 0.04 0.18 
720.35 714.21 1046.20 
32 720.34 714.15 1046.20 
0.01 0.06 -0.00 
0.05 0.04 0.19 
F. SYSTEM TEST RESULTS 
Table F.9: Results of Test for Factory Scene 2 Using Bundle Ad-
justment. 
J point number I X (mm) J Y (mm) I Z (mm) I 
Non-Control Points 
format measured coordinate 
standard deviation 
m7 -83777.0 14345.8 -205122 
6.1 5.3 21 
m2 -81313.2 14343.1 -205118 
5.5 5.7 20 
m3 -83783.9 13964.9 -205048 
6.3 6.1 22 
m4 -83779.2 14290.1 -205060 
6.2 5.5 22 
Control Points 
measured coordinate 
format calculated coordinate 
difference 
standard deviation 
-83062.4 17771.6 -202824 
48 -83063.3 17755.6 -202863 
1.1 16.0 39 
9.8 16.0 47 
-79993.5 16884.1 -202838 
49 -79977.5 16892.3 -202796 
16.0 8.2 42 
8.9 7.6 32 
-81127.4 17277.3 -202073 
50 -81134.7 17275.7 -202079 
7.3 1.6 6 
8.1 13.7 50 
-85906.4 14308.4 -206404 
51 -85907.0 14309.0 -206407 
0.6 1.0 3 
10.0 5.7 19 
-80413.2 14587.5 -204912 
52 -80415.5 14586.4 -204908 
2.3 1.1 4 
7.0 5.7 22 
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-82430.9 17472.3 -206397 
53 -82431.5 17471.7 -206399 
0.6 0.6 2 
4.6 6.6 17 
-84247.1 15376.5 -204839 
54 -84238.2 15378.1 -204846 
8.9 1.6 7 
6.8 4.8 23 
