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In this paper we consider solute transport through porous media where the 
chemical species undergoes a chemical process through the surface of the porous 
skeleton. The problem is modeled by a system of differential equations for the 
macro-concentration u = u(x, t) and the micro-concentration u’ = r/(x, x’, r). We 
prove existence and uniqueness, and some properties of the set with positive 
concentration. 0 1992 Academic Press. Inc. 
In this paper we consider solute transport through porous media, where 
the chemical species undergoes adsorption, a retention/release reaction 
with the surface of the porous skeleton. Such processes are of great impor- 
tance in various fields, e.g., in analytical chemistry (chromatographic 
separation) and soil science or hydrology (mobility of plant nutrients and 
pollutants). Often the movement of a solute due to the water movement is 
so slow that the reaction may be considered to be in equilibrium. 
Nevertheless sometimes an overall non-equilibrium effect is observed. 
Usually this is related to the fact that some of the adsorption sites are not 
directly accessible to the bulk flow of water. The primary solid particles are 
assumed to be aggregated into porous pellets (aggregates). The intra- 
aggregate pore size is such that bulk flow of water only takes place between 
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the aggregates. Thus solutes move within the aggregates only because of 
molecular diffusion, whereas they enter or leave the aggregate via another 
diffusive process (film diffusion). 
In principle it is possible to derive a macroscale model from a model in 
the microscopic scale of single aggregates. Such a macroscale model (which 
will be made more precise later on) and various versions of it have been 
studied in the literature. A good reference for models concerning the trans- 
port of reacting solutes in porous media is [7]. In the macroscale there 
appears the porous medium Q and the inter-aggregate concentration 
u, u = u(x, t), where x is the spatial variable in s2 (the macro-variable) and 
t is time; but there is in addition the intra-aggregate concentration 
u’, u’ = z/(x, x’, t), where x’ is the spatial variable in R’ (the micro-variable) 
and Q’ is a domain modeling the aggregate. In the differential equations for 
u’, to be set up, x only appears as a parameter. 
In this paper we establish, by rigorous analysis, existence and uniqueness 
of the solution of such a model and some properties of the moving 
boundary (i.e., the boundary of the set with positive concentration). 
In Section 1 we set up the model in detail and then proceed, in Section 2, 
to define the concept of weak solution. Uniqueness of the weak solution is 
established in Section 3. Existence is established first for smooth fi (in 
Section 5) and then for generalfi (Section 6) by using L’ estimates derived 
in Section 4. Finally, in Section 7, we establish finite speed of propagation 
in the case where the x-space is one dimensional. 
1. FORMULATION OF THE PROBLEM 
Let 52 be a bounded domain in RN, N>, 1; it is a porous medium 
throughout which water is flowing. Set 
QT=Q x (0, T]. 
The water content 8: 0 T + R and the water flux q: Q T + RN are assumed 
to be given functions satisfying 
a,@= -vq, (1.1) 
which is the conservation of volume of fluid. The functions 8, q can be 
obtained by solving (1.1) supplemented by Darcy’s law and a constitu- 
tional relationship between pressure Y and water content 8. This leads to 
a nonlinear parabolic equation for Y, possibly degenerate. Our assumption 
(1.1) means that there is no influence of the dissolved substance on the flow 
of the water. 
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Denote by n the outer normal to &2 and set 
ci= -9.n. 
We assume that 8a consists of two nonempty closed, disjoint sets S1 and 
S2 such that 
Cr>O on S1, S, x (0, T], 
a60 (1.2) on SzT- Sz x (0, T]; 
Si is, for instance, the inner boundary and Sz the outer boundary of P. 
Condition (1.2) means that S, is the inflow boundary and S, is the outflow 
boundary of the water, for all t E (0, T]. 
Let U: Qr + R denote the concentration of a substance dissolved in the 
water. We assume that the solution flux is given by 
j(u)=qu-mu; (1.3) 
qu is the convection term and - DVu is the dispersion and diffusion term. 
Here 
is the sum of the molecular diffusion and the mechanical dispersion 
coefficients. The conservation of mass law is 
a,(@~) + V .Au) = Ql + Qz, (1.4) 
where Qi are rates of production of chemo-physical processes. The first 
rate, Q,, involves the adsorption of u on the outer surface of the 
aggregates. If the adsorption process is instantaneous, the equilibrium 
relation between u and the adsorbed concentration v reads 
wheref, is called the inter-aggregate adsorption isotherm. Then there holds 
Ql = -pato = -~a,f,(u), (1.5) 
where p : 52 + R is the given bulk density. Typically 
fi (s) = As*, A>O, O<p<l. (1.6) 
To introduce the rate Q, we note that there is diffusion of u into the 
aggregate through a surrounding quiescent water film; within the aggregate 
the water is stagnant. We represent he aggregate, appropriately scaled, by 
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a bounded domain Jz’ in [WM. At each point x in s1 “sits” one aggregate. 
The aggregate is modeled as an already averaged/homogenized medium. 
Let 
u’:axiT+[O, T]-R 
denote the concentration of substance in the solution within the aggregate. 
Then 
Qz = -Y ja, 4 x, x’) [24(x, t) - u’(x, ’, t)] ds,, (Y = WY) (1.7) 
represents a flow across X2’ due to unequal concentrations inside and 
outside the aggregate. The function h : fi x p + If8 is given. 
The adsorption process within the aggregate at the surfaces of the 
“micrograins” is also considered to be in equilibrium; i.e., the adsorbed 
concentration u’ is given by 
where f2 is the intra-aggregate adsorption isotherm. When the water 
content O’(x, x’), the bulk density p’(x, x’), and the molecular diffusion 
coefficient D’: 0 x p + R”*M are introduced in the aggregate, the 
conservation of mass gives 
~,(@‘u’)+~‘~~~~(u’)-V’.(D’VU’)=O in 52’; (1.8) 
typically 
f2(s) = A’sP’, A’>O, p’>O. (1.9) 
The transport of substance across 1%2’ gives 
- (D’V’u’ . n’)(x, x’, t) = h(x, x’)(u’(x, x’, t) - U(X, t)) on &2’, (1.10) 
where n’ is the outward normal to X2’. This justifies (1.7), as Q, is the loss 
rate due to diffusion into the aggregate, i.e., 
1 =-- s 
IQ'1 aw 
D’V’u’.n’dS,,= -yi h(u-u’)dS,,. 
aw 
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2. CLASSICAL AND WEAK FORMULATION 
We make the following assumptions: L? and L2’ have C’*p boundary, for 
some p E (0, 1 ), D and D’ are measurable symmetric matrices, 
vlr12<~*~‘(x,x’)r<~ /<I2 for (x, x’) E !Z x LF, 
where v is a positive constant. 
Q E C(CO, n L&2)), 0’E L”(Q x i-2’), qEL=‘(Q.h - 
0(x, t), 0’(x, x’) 3 0, > 0 for (x, t) E QT, (n, x’) E a xc, 
8,0= -V.qELm(Qr), 
a = -9. n exists on S, = dS1 x (0, T] in the trace class, 
aeL”(S,), and a>,0 on SIT~S1x(O, T], a<0 on 
S,, S2 x (0, T] and d,a E L”(S,), 
where S, , S2 are nonempty, closed disjoint subsets of 352 with S1 u S, = X2 
and n is the outward normal to 82; 
Set 
P EL”(Q), P’E L”(l2 x sz’), p30, p’30, 
FE L2(s,,L 
uo E L2(Q), 
u; E L2(f2 x i-2’), 
h E La@ x aa’), h 20, 
f, EC(b-03, m)nC’(O, 001, f&)=0 if s < 0, 
f, is monotone nondecreasing. 
Q;=!S’x(O, T], s;.=Wx(O, T-J. 
We seek functions u : Q, -+ IL! and u’ : 0 x rT -+ R satisfying the following 
parabolic equations, and boundary and initial conditions: 
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(d,(@u + P!-,(U)) -v . (DVu - cP)Nx, t) 
+ 5,,. yh( x, x’)( u( x, t) - u’(x, x’, t)) dS, = 0, k ~,EQ,, (2.1) 
(DVu-qu)~n=F on SIT, 
DVu.n=O on S2T, 
(2.2) 
(a,(@‘u’+p’f,(u’))-V’.D’V’u’)(x, x’, t)=O, x E f-2, (x’, t) E Q6, (2.3) 
(D’V’u’ . n’ + h(u’ - u))(x, x’, t) = 0, x E 0, (x’, t) E sl,, (2.4) 
where n’ is the outward normal to ZY, 
4x, 0) = %(X), XEL-2, (2.5) 
u’(x, x’, 0) = t&(x, x’), XEi-2, x’ E Q’. (2.6) 
In (2.1), y is a given positive constant. 
The system (2.1~(2.6) is similar to the reaction-diffusion system studied 
by Friedman and Tzavaras [3]. However, due to the fact that non-smooth 
functions fi of the form (1.6), (1.9) should and will be included in the 
present model, the methods of the present paper are different in several 
respects from the methods in [3]. They have more in common with the 
methods used in [S] to study a pde/ode system of similar nature. Note also 
that in [S], among other things, a simplified linear version of (2.1)-(2.6) 
has been studied by means of Hilbert space methods. 
We shall later on use the notation 
.71:,(x, 4 s) = @(x, t)s + P(X)fl(S), (2.7) 
7*(x, x’, s) = @‘(x, x’)s + p(x, x’)f*(s). (2.8) 
By a classical solution (u, u’) of (2.1)-(2.6) we mean a pair (u, u’) such 
that U, U’ and all their derivatives appearing in (2.1)-(2.4) are continuous 
for x E 8, x’ E p, 0 < t < T, and satisfy (2.1 t(2.6). 
For the purpose of establishing existence and uniqueness we shall work 
with the concept of weak solutions. 
DEFINITION 2.1. A pair (u, u’) is a weak lower (upper) solution of 
(2.1k(2.6) if 
UE C(C0, Tl, J%W, u’ E C( [0, T], L*(Q x t-2’)), 
8,~ E L’(Qd, 8,~’ E L*(Q x Q;), 
fit4 ., 0)) E ~*GW-,(u) E L’(QA 
(2.9) 
f2(4., 0)) E L*(Q x Q’),f,(u’) E L*(Q x Ql,,, 
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and 
for any (~6 W:s’(QT), cp(., T)=O, cp 20 in Q=, 
4 .T 0) ( 2 ) ROT (2.11) 
for any $ E L*(s2 x Q;) such that a,$, a,,* E L*(52 x Q;), $( ., T) = 0, $2 0 
in Sz x Q;, 
UT.3 0) (2 ) 4. (2.13) 
If (u, u’) is a weak lower and upper solution then we say that it is a weak 
solution. In that case (2.10), (2.12) hold with equality, without any sign 
restriction on cp and I/?, and (2.11), (2.13) hold with equality. 
3. UNIQUENESS 
THEOREM 3.1. There exists at most one weak solution. 
Proof: Consider two solutions (ui, u!) (i= 1, 2) and set U= u1 -u2, 
u’ = u; - u;. Fix T E (0, T]. We subtract (2.10) for u2 from (2.10) for u1 and 
use the test function 
5 
7 
cp(x, t) = 
u(x, s) ds from t<7 
f (3.1) 
0 for t>7. 
With (2.11) we proceed analogously, taking the test function 
s T l+b(x, ’, t) = i 
u’(x, x’, s) ds for t<s 
I (3.2) 
0 for t>7. 
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Adding y times the second equation to the first equation leads to 
~Q~(fi(.,ul)-~*(..u*))u+Y~~Jb,(fz(.~u;)-~2(.~u;))u’ 
P 
+ J;, Dvu .vq + y I, 5,, 
T 
D’Vu’ . V’$ - IQ, uq . VCJI 
-ls*7uu~+J-Q J*,,, 
yh(u-u’)(cp-$)=O. 
i 
We proceed to evaluate some of the terms. The first one is 
(3.3) 
s tfk, ud-7% uz)) u= J-Qz@u2+IQr Pu-l(Ul) -f1(u*))(u1- u2) QZ 
2 ou2 
i 
(3.4) 
QT 
and analogously, for the second term, 
Q i,, (72L 4) 4 *9 4)W 2 jQ Jb, @‘d2. 
* r 
Next, since d,cp = -u, 
(3.5) 
j- 
QT 
DVu.Vq= -j 
QZ 
~[a,(DV~.V~)-(a,D)V~.Vlp] 
216 IV4$*, w2-; lla,Dll, I,, lb12 
and, analogously, 
s, s,, D’V’u’ .V’$,; s, s, lV’$(., O)12. 
r 
(3.6) 
(3.7) 
The boundary term for SZr can be estimated by 
(3.8) 
505/98/Z-10 
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by the trace estimate 
s w* < c 32 I R (w’ + IVw12) 
and the definition of cp ; recall that o! < 0 on S,,. 
Next 
-j uy.V88--aJo~u2-fje IVq12 for OK&<1 
QT i 
and, finally, for the coupling term, 
jQ 1 jdQ,yh(u-u’)(rp-IL)= -s, 7 j~Q,Y~~,wm-II/) 
since h 20. 
Substituting these estimates into (3.3) we find that 
jQru2+jQjQ.u'2+j* Imww+j~ jQ,vv(~,o)lz 
T 
,c(t jQ r 
Iw2+E jQtU2) (3.9) 
for some constant C > 0 and any small E > 0. We choose E so as to absorb 
the term E j u2 on the left-hand side. Set 
g(r)=j~lj~V~(x,r)ds~2dX+j~j~,Ij~V’~’(x,x’,~)dS~2dx’dx. 
Then g is well defined and belongs to C[O, T], and 
&)+j u2+j j uf2GC 
[j 
+)+g(l))dt]. (3.10) 
QT Q Q'r 
There is a small Z> 0 such that, for t E (0, ?I, (3.10) implies 
g(r)+/ 
Qr 
u2+j j uf2dCj;g(t)df 
0 Q; 
and then, by Gronwall’s inequality, 
u-0 in Q,, u’ E 0 in D x Q;. 
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The choice of Z is independent of the initial time. Therefore we can repeat 
the whole argument on [Z, 2T], etc., and conclude that u - 0 in QT and 
u’ = 0 in g x Q>. 
4. L’ ESTIMATES 
In this section we establish L’ stability estimates under additional 
assumptions which will be removed in subsequent sections. 
THEOREM 4.1. Let (ul, u;) be a weak lower solution corresponding to the 
infow F, and let (uz, u;) be a weak upper solution corresponding to F2. 
Assume that 
Then, for t E [0, T], 
{J C@(Ul -MA+ (3 s) + P(fl(U,) -f1(u2))’ (-7 811 R 
+Y j-j*, c@‘(u;-u;)+ (-7 ., s) + P’(f2(4) -f2(4))+ ( .Y .v s)l} 1; 
G I s,, (F, - Fd+ ( .T ~1. (4.2) 
ProoJ By virtue of (4.1), we can integrate by parts to get from the first 
two terms in (2.10) 
and thus, by density argument, allow test functions cp satisfying 
We can similarly integrate by parts in (2.12) and allow test functions 
II/ E L2(Q x Q’A k,‘kL2(QxQ;,, +>O. 
Set u = u1 - u2, u’ = u; - u;. We want to test with sgn(u + ) and sgn(u’ + ). 
But we can do so only with smooth approximations 
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i 
g”(u+(x? t)) 
cp(x,t)= () 
for t<t 
for t>r, 
4% x’, t) = 
i 
f(U’ + (4 x’, t)) for t<t 
0 for t>q 
where 7 E (0, T], and 
1 1 if r>l/n g”(r) = nr if Ir( < l/n -1 if r< -l/n. 
Set 
G”(r) = Ji g”(s) ds. 
Subtracting the corresponding inequalities for (u, , u; ) and (uz, u;) with 
cp, $ as above and adding the second inequality by y to the first inequality 
lead to 
J (l-~)a,(gu)g~U+)+ J a, [E~U+P(fi(U1)-fi(U*))lg”(u+) 
QE QT 
+y J J (I-c)a,(s’u’)g~u’+) Q Q; 
+ Y J, JQ ar~&e’u’ + mz(u;) -fi(u;))l gn(U’+) ; 
+ JQ,mu.vgyu+)+y J J ~‘v’u’.v’~yu’+) R Q: 
+ JQ T Sdn,yh(u-u’)(g”(u+)-g”(u’+)) 
G s,~(F,--F,)g”(~+) J (4.3) 
for any 0 c E < 1. We denote the terms on the left-hand side of (4.3) by 
A 1, . . . . Ag. Then 
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-(1-~)j a,s.G”(u+)~(1-&)(BI+BZ+B3), 
Q7 
A,=141 -4jQjQ at(@‘G”(u+)), 
; 
A5=j DVu+ 
QT 
.vu+ ;gyu+po 
and similarly 
Next 
A,>O. 
A,=j 
Q7 
(V(qu))g”(u+)+j aug”(u+)=B,+B,, 
& 
and 
B, + A, =J;,, cwg”(u+)= j cw+g”(u+), 
Sir 
B,= jQ~OWug”(u+)f jQ7q.VG”b+) 
C.-B,-- jQ, (V.4) G”(u+)- jsr@Yu+) 
= -B,-B,- Jlr,aG”(u+) since a,@= -V.g, 
so that 
A,+A,= -B,-B,+ js,~cr(u+g”(u+)--G”(u+))- js2 @Yu+) 
r 
2 -B,-B3 
because 0: 2 0 on SIT and a < 0 on Szz and G”(r) < rg”(r). Finally, A, > 0 
since g”(r) is monotone in r. We substitute these estimates into (4.3) and 
iset 
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(1 --E)J QG’Tu+(., t)) R ‘+j a,C&eu+p(f,(u,)-fi(u,))lg”(u+) 0 QT 
+ (1 -&I Y il, J, Q’G”(u’+(., t)) /1 
0 
alC@‘U’ + P’(f*(d) -fA4))1 f(U’+ ) 
-& JQ, (a@) ug%+)+$ (d,Q) G”(u+) 
< I (I;, -J-21+ c.3 t). SlZ (4.4) 
Asn+cc 
gYU+(., t)) + sgn(u+(., t)) in L*(Q), 
G”(u+(., t))+u+(., t) in L*(Q), 
and analogously 
i?(u’+(., t))+sgn(u’+(., t)), G”(u’+(., t))-+u’+(., t). 
Therefore the second term on the left-hand side of (4.4) converges to 
s &CEQU +~(f,(uJ -fAu2))l wb+) QT 
= s a,c(&Qu +P(f,(~,)-f1(u*)))+ 1 QT 
as the function r + E&)(X, t)r + p(x)f,( ) r is strictly increasing for E > 0. The 
same applies to the fourth term in (4.4). In the limiting inequality we take 
E + 0 and arrive at the assertion (4.2). 
Theorem 4.1 has two immediate consequences. 
COROLLARY 4.2. Under the asumptions of Theorem 4.1 we have: if 
F, < Fz then 
uI < u2 in QT and 24; < 24; in Q x Q;. 
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COROLLARY 4.3. Let (ui, u:) be a weak solution for data Fi satisfying 
(4.1). Then the following L’ stability estimate holds: 
{ll@(Ul -u,)(., sN1+ IlP(f,(U,)-f,(u,))(., S)lll 
+rCll@‘(4-4)(., s)ll1+ IIP’(f,(u;)-f,(u;))(., shl} I:, 
G IlFl - Fzll I,s,,> Vt E (0, T]. (4.5) 
The term in the braces represents the difference in total mass. Inequality 
(4.5) asserts that the total mass can increase only if there is inflow, and that 
there may be loss due to outflow. 
The comparison principle of Corollary 4.3 leads to appropriate bounds 
provided we can construct comparison functions. These are furnished by: 
LEMMA 4.4. Let u be a weak lower (upper) solution of 
a,& .) u) -v . (DVU - qu) = 0 in Q,, 
4.,O)=ucl, and boundary condition (2.2), 
analogously to (2.9), (2.10) (2.11) with h=O. 
If 
and 
G&T,c ., u) E L’(Q x Q;, and 
defined 
4x9 0) ( $ ) 4(x, x’) for x15!& x’ESZ’, 
then (u, u) is a weak lower (upper) solution of (2.1)-(2.6). 
The proof follows immediately if we recast (2.10), (2.12) by using the 
integration by parts described in the first paragraph of the proof of 
Theorem 4.1. 
From now on we assume that the data are bounded and nonnegative, 
i.e., 
U,ELYQ), 24020, u;ELOO(SZxQ’), ub&O, 
F (4.6) 
FE L”(S,.), F>O, i E L”(SlT) 
(the last condition means that F= 0 on the subset of Sir, where c1= 0 and 
F/u is in L” in the complement of this subset). 
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From Lemma 4.4 it follows that (M, M) is an upper solution if 
~=m41bolL 1141130~ IIWLs,,> (4.7) 
and (0,O) is a lower solution. Therefore: 
COROLLARY 4.5. Let (u, u’) be a weak solution of (2.1 k(2.6) satisfying 
(4.1). Then 
O<u<M in Q,, O<u’<M in C?xQ>. 
5. EXISTENCE OF SOLUTION FOR SM~~TH~~ 
In this section we establish existence for smoothfi; generalfi will be con- 
sidered in the next section. We shall use the Schauder fixed point theorem. 
For this we need to consider the following auxiliary problems: 
Given g E L”( QT), find a weak solution (defined analogously to (2.9), 
(2.10), (2.11)) of 
a,~,(.,~)-V.((DVU--qu)+y ~~nh(~,X.)dSx~)u=g 
( 
in Q,, 
u( ., 0) = u,, and boundary condition (2.2). (5.1) 
Given g’ E Lm(12 x S;), find a weak solution (defined analogously to (2.9), 
(2.12), (2.13)) of 
a,& .) u’) -V’ . (D’VU’) = 0 in IR x Q>, 
D’V’u’ . n’ + hu’ = g’ in Q x S&, (5.2) 
u’( .) 0) = 24; in SzxsZ’. 
For these two scalar degenerate parabolic problems the L’-stability 
estimates are basically well known and follow from simplification of the 
proof of Theorem 4.1. 
From now on we assume additionally that 
#g E C”(S), for some 6 E (0, 1 ), 
axi%l ELW), a,;u; E L2(8 x 8’), 
8,FE LZ(SI.). 
In this section only we also require that fi be smooth, i.e., 
fie C’[O, a,). 
(5.3) 
(5.4) 
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Then, the differential equation in (5.1) can be written as 
using a,@ = -V . q. As the coefficient of a,u is bounded from below by 
O,>O, we are dealing with an initial-boundary value problem for a 
non-degenerate quasilinear parabolic equation. The same applies to (5.2). 
From [6] we then conclude: 
There exists a unique weak solution u of (5.1) and u E CO(&); further, 
if j(g\(,dM,,<cc then 
II4 P(&) G c (5.6) 
where C depends on M, but not on g. Here CJ E (0, 1) is independent 
of g, MO. 
If u, and u are solutions of (5.1) corresponding to data g, and g then 
II gn -Al m,Q7+0 implies IIu,-uII,,~~+O. (5.7) 
Indeed this follows by using (5.6) applied to u,. 
Similarly, there exists a unique weak solution u’ of (5.2) and, if 
Ildll,~M,<% 4X,.kc”ciz, uniformly in XE B and in g’, for some 
o E (0,l). We have 
(5.8) 
where C depends on MO, but not on g’ and XEO. If uk and U’ are the 
solutions of (5.2) corresponding to data g: and g’, respectively, and if uk, u’ 
are equicontinuous in Sz x @ x [0, T], then 
We shall use these facts to prove: 
THEOREM 5.1. Let (5.4) hold. Then there exists a weak solution of 
(2.1k(2.6) such that (4.1) holds and 
u E c%z,, u’ E CO( i2 x e’T) (5.10) 
for some 0 E (0, 1). 
Proof. Let (of, ZJ’) and (ii, ii’) be lower and upper solutions of 
(2.1~( 2.6); for example (see Section 4), 
(u, u’) = (0, Oh (ii, ii’) = (iv, M). (5.11) 
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Introduce the set 
and consider the following operator W defined on A: 
For U’ E A let u be the weak solution of (5.1) for 
g= s yh( ., x’) u’( ., x’, .) dS,,, af2' (5.12) 
and let t?’ be the weak solution of (5.2) for 
Set Wu’ = ii’. 
g’ = hu, (5.13) 
A fixed point of W is obviously a weak solution of (2.1)-(2.6) satisfying 
(4.1) (by [6]). We want to apply Schauder’s fixed point theorem. For this 
it is sufficient to show: 
(a) W(A) t 4 
(b) W is compact, and 
(c) W is continuous; 
here A is provided with the Loo-norm. 
Assertion (b) follows from 
l~‘(x,x’,t)-ii’(y,y’,s)l~C(lx-y(”+Ix’-y’l”+It-sJ”) 
forx,yESZ, x’,y’~Q’, t, SE [O, T], (5.14) 
provided C and cr can be chosen uniformly for U’ E A. But this can be 
shown by an argument from Friedman and Tzavaras [3; pp. 185-1861 
based on (5.6) and (5.8). 
Assertion (c) is a consequence of (5.7) and (5.9). Thus it remains to 
prove (a). 
We begin by proving that for any U’EA the solution u of (5.1) with g 
defined by (5.12) satisfies 
_u<u<ii in CT. (5.15) 
Indeed, we can proceed as in the proof of Theorem 4.1 and test the integral 
inequality for _u- u (from (2.10)) by g”((_u - u)+). The only difference 
occurs in the coupling term on the left-hand side, which now reads 
yh((u’ - _u’) + (_u - u)) g”( (_u - u) + ) a 0. 
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Therefore, for t E (0, T], 
s (@(u-u)+ +P(fl(?!)-fl(u))+ (-9s) !a R 0 
and thus, because of the monotonicity of fi, u < u in FT. The proof of the 
other inequality in (5.15) is similar. 
We can proceed in this way with c’, the solution of (5.2) with g’ given 
by (5.13), and test the integral inequality for u’ - ii’ (from (2.12)) with 
g”(($ - ii’)‘). The coupling term on the left-hand side is 
SI h((u-g)+(g’-ii’))g”((_u’-Li’)+)>,O, R s; 
using (5.15). This shows that _u’ < u’, and similarly ii’ < U’. Thus Wu’ E A. 
The property (4.1) follows along the lines of [6, pp. 173-1781, leading to 
an estimate of LJ,zJ and 8,~’ in L*-norms in terms of uo, ub, and F in 
appropriate norms. 
6. EXISTENCE FOR GENERALJ 
In this section we assume that 
fl(U) = uPflo(u), f*(u) = u%o(u), 
fi(U) < C(1 -t- U) for some C > 0, fI0 E c ’ co, 00 1, (6.1) 
if 24 > 0, and O<p<l, O<q<l. 
THEOREM 6.1. Assume, in addition to the assumptions made in Section 2 
(preceding (2.1)), that (4.6), (5.3), and (6.1) hold. Then there exists a weak 
solution of (2.1b(2.6) satisfying (4.1) and, for any compact subsets K, c QT 
and K,cSZxQ>, 
u E WK, 1, u’ E Ca( K,) (6.2) 
for some a E (0, 1) which may depend on K, , K2. 
ProojI For any E E (0, 1) introduce C ’ [0, co ) functions 
(fiCr) for r>E 
f;(r)= fi(r) 
t E/2r 
for 0 < r < ~12, 
-$fS(r)20, 
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and define 
24; = l&J + E, F"=F+cx, U; = l.4; + E. 
Theorem 5.1 applies to f f , so that there exist weak solutions (uE, u”) of 
(2.1)-(2.6) for f F and the data u:, F", UC, satisfying (4.1). By Lemma 4.4, 
weak lower and upper solutions of (~8, u’“) are given by 
(4 8) and (M+l,IM+l), 
where M is defined by (4.7). Analogously to Corollary 4.5 we then have 
.s<uE<M+l in QT, E<u’~<<M+ 1 in !SxQk. (6.3) 
From the lower bounds it follows that (u,, u:) is a solution of (2.1)-(2.6) 
also forf, and the data u& F", u:. 
We now apply the local Holder regularity results of DiBenedetto and 
Friedman Cl] (our assumptions are somewhat different from those in [l] 
but the proof is essentially the same) for degenerate parabolic equation to 
conclude that 
UEE C(KI), U’&(X) . E c@*, uniformly in x E K,, (6.4) 
where 0 and the Holder coefficients are independent of E; here K,, K,, and 
I?* are any compact subsets of !S, Q,, and Qk, respectively. We conclude, 
again by [3], that also 
u’& E CO( K,) (6.5) 
for any compact subset K2 of 52 x Qk, with Holder constant and exponent 
independent of E. 
From (6.3b(6.5) we see that there exist functions U: e,- R, 
U’ : a x e; + R such that, for a subsequence E + 0, 
22 -+ 24, U’& -+ u’ (f-5.6) 
uniformly in compact subsets of QT and Sz x Ql,, respectively. By testing 
(2.10) with uE and (2.12) with u’& and using (6.3) and (6.1) we can show 
that 
i IVUE12 <co, II IV’u’“lZ d co, (6.7) QT Q Qi 
where C, is a constant independent of E. Therefore, for a subsequence, 
Vu” -+ vu weakly in L*( Q T), 
V’U’E 4 V’u’ weakly in L*(sZx Q&). 
(6.8) 
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Using (6.6), (6.8) and the trace theorem we can pass to the limit in (2.10), 
(2.12) and conclude that (u, u’) is a weak solution to (2.1b(2.6), satisfying 
(6.2). The continuity in time with values in L2 carries over from (u’, u”) to 
(u, u’) by means of (4.5) and (6.3), showing that (u’, u”) is a Cauchy 
sequence in the corresponding spaces. 
Remark 6.1. The regularity of the data can be relaxed by an 
approximation procedure. 
COROLLARY 6.2. Theorem 4.1 and Corollaries 4.2, 4.3, 4.5 hold true if 
(u,, u;) or (u,, u;) is a weak solution (not necessarily satisfying (4.1)). 
Proof: As weak solutions are unique by Theorem 2.1, we can 
approximate them by (UT, ul”) satisfying (4.1) as done in the proof of 
Theorem 6.1 and Remark 6.1. The corresponding inequalities thus hold for 
(u;, uf”) in place of (ui, u;). Passing to the limit and using (6.6), (6.7) give 
the assertion. 
Remark 6.2. In the subsequent analysis we shall use comparison 
principles for (2.1~(2.6) and for the scalar auxiliary problems (5.1) and 
(5.2) with boundary conditions other than those considered up to now. By 
inspecting the arguments we see that everything carries over as long as we 
do not impose Neumann conditions on the inflow boundary Sir. In 
particular, the whole theory carries over to the following situations: 
(i) Dirichlet boundary conditions on S, or S;. for (5.2) (here no 
assumptions on inflow and outflow boundaries are necessary); 
(ii) Dirichlet on S,, and Neumann on SZT; 
(iii) Flux on Si, and Dirichlet on S2T. 
We require in all these cases that the solution be continuous in a 
neighborhood of the Dirichlet boundary, so that the Dirichlet conditions 
are satisfied in the usual sense. 
7. FINITE SPEED OF PROPAGATION 
In this section we assume in addition to (4.6), (5.3), and (6.1) that D and 
q are independent of t; 8, D, q and 0’, D’ are assumed to be smooth enough 
such that the subsequent applications of the strong maximum principle to 
the corresponding linear equations is simplified, and 
h(x, x’) 2 h, > 0. (7.1) 
We only consider solutions such that u is continuous in QT and u’ is 
continuous in Sz x Qk, i.e., as established in Section 6. 
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LEMMA 7.1. (a) Let XESZ, x’EQ’, 0~ t, < tZ. Then 
u’(x, x’, tl) > 0 impfies u’(x, x’, t2) > 0. 
(b) Let XEQ, O<t,<t,. Then 
u(x, t,) > 0 implies u(x, t2) > 0. 
There is a subset B of 0 with meas(Q\B) = 0 such that for x E B, 0 < t < T: 
(c) u(x, t) > 0 implies In, u/(x, x’, t) dx’ > 0; 
(d) jnS u’(x, x’, t) dx’ > 0 implies 
4% t) > 0, if in addition ub E 0. 
Proof: To prove (a) note that by continuity there is a o-neighborhood 
B,(x’) such that for some 6 > 0 
uyx, 1) tl)aU’(X, . t,)26 in B,(x’); (7.2) 
here (uE, u”) is the approximating sequence of solutions constructed in the 
proof of Theorem 6.1. 
For E 2 0, let wE denote the solution of 
8’a,w&-vym’~y=o inA=BJx’)x(t,,t,), 
WE=& on W(x’) x (t,, t2), 
WE( .) t,) = 6 in B,(x’). 
If E < 6 then by comparison E < wE < 6 and therefore, for any small p > 0, 
wE(x, t + p) - w&(x, t) < 0 on t = ti. Applying the maximum principle to this 
function we find that it is <O throughout A n {t < t, - p}. Hence 8,~’ < 0 
and, consequently, 
It follows that wE is a lower solution of 
a,(ew + pjgiiy -v . (~wiy = 0 
with Dirichlet conditions ii’ = u”. Clearly also 
w”> w”>o for (x, t) E A. 
(7.3) 
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By the comparison principle for (7.3) with Dirichlet conditions we 
conclude 
U’E>WE>Wo>O in A 
and (a) follows. 
The proof of (b) is similar. 
To prove (c) we assume that jnP z/(x, x’, t) dx’ = 0 and show that 
u(x, t) = 0. From the assumed equality it follows that u/(x, x’, t) = 0 for all 
x’ E 51 and, by (a), 
u’(x, x’, T) = 0 if 0 < z < t. 
For almost every x E Q, (2.12) is valid pointwise in x. But then, 
1. h(x, x’) u(x, T) t&x, x’) dS,. dz = 0 S, 
for any test function Ic/, and thus u(x, T) = 0 for 0 c z < t. 
To prove (d) we assume that u(x, t) =O. By (b) this implies that 
u(x, r) = 0 if 0 < z < t. But then for almost every x E Q, (2.12) reduces to a 
scalar degenerate parabolic problem with homogeneous data. Uniqueness 
to this problem implies 
u’(x, x’, T) = 0 for x’EQ’,~E(O, t) 
and thus the assumption in (d) on a’ is not satisfied, a contradiction. 
We concentrate, from now on, on the one-dimensional situation for the 
macroscale, i.e., 52 = (0, I) for some I > 0; Q’ is still a domain in R”, M 2 1. 
We take x = 0 as the inflow boundary, i.e., q(0, t) > 0 and x = 1 as the 
outflow boundary, i.e., q(1, t) > 0. We would like to consider the behavior 
of the supports of u and jn, u’( ., x’, .) dx’. 
DEFINITION 7.1. Let (u, a’) be the solution of (2.1t(2.6) and TE [0, T]. 
Set 
Sl(f) = sup(x E co, II, 4% t) > Q 
s,(t)=sup XE [0,/I, Q,u’(x,x’, t)dx’>O}, 
i 
s(t) = sup x E [0, ,I, u(x, t) + fQ, u’(x, x’, t) dx’ > O}. 
If the corresponding sets are empty, the definition is modified to s,(t) =O, 
etc. 
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In the same way we define r,(t), r(t) as the inlima of the sets above with 
the modification r,(t) = 1, etc., for empty sets. 
Obviously 
s,(t) G s(t), S*(t) d s(t) 
and si, s(ri, r) are lower (upper) semicontinuous. 
(7.4) 
THEOREM 7.2. (a) For 0~ td T, ~(f)=~(f); if&=0 then s,(t)=s(t). 
lb) 31, $2, and s are monotone nondecreasing for t E [0, T]. 
ProoJ: Let 
4x, t) = J u’(x, x’, t) dx’. 
R’ 
To prove the first part of (a) it suffices to consider the case s(t) > 0. For 
any small E there is x E (s(t) - E, s(t)) such that U(X, t) + u(x, t) > 0. By 
Lemma 7.1(c), u(x, t) > 0 and thus s*(f) > x > s(t) - E. With E + 0 taken, the 
assertion follows. 
The second assertion in (a) follows by the same argument, using 
Lemma 7.1(d). 
The monotonicity of sI and s2 follows from Lemma 7.1, and since 
s(t) = s2(t) for 0 < t 6 T, the proof of (b) is complete. 
Remark 7.1. Similarly one can show that r2(t) = r(t), rl(t) 2 r(t), and 
r,(t) = r(t) if ub = 0; the functions r , , r2, r are monotone nonincreasing. 
We want to prove that solutions of (2.1)-(2.6) have finite speed of 
propagation. We therefore need comparison functions with the same 
properties. To this end we consider a travelling wave solutions of 
Ba,u+pa,f,(u)-ba,,u+ga,u=o, XER, t>o, 
u( +co, t)=O for t>O (7s) 
with @, & b positive constants and 4 a real constant. A travelling wave 
solution of (7.5) is given by a function 
u:E+[W, E=(K,, ~0) (Lx a -a) 
and a wave speed c (c > 0) such that u = u(q) satisfies (7.5) for q =x - ct, 
i.e., 
-c&d-@(f,(u))'-Du" +qzd=o in E, 
u( +co)=O, 
(7.6) 
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where the derivatives are with respect o v]. By integration, (7.6) reduces to 
(4 - c@)u - cpf,(u) - 424’ = 0. (7.7) 
Restricting c by c > q/B if 4 2 0, we can solve (7.7) by 
fj-= b 
i 
4ds 
uCv) (CB - 4)s + cDfl(s) = G(“(q)), 
(7.8) 
where we have fixed a translation of the independent variable of u so that 
u(0) = b. Note that the denominator in (7.8) is always positive if U(S) > 0. 
The function G is strictly decreasing in u(q), and a solution of (7.8) is given 
by 
4~) = G-‘(v) for ~-,<?<a, 
where 
v-~=G(+~o) and a = G(0). 
As a consequence of (6.1), 
rj-m= --co and a-coo. 
Setting u(q) = 0 if q> a we obtain a finite travelling wave. Further, by (7.7), 
U’(?) < 0 for ~<a, ~‘(a-)=O. 
It follows that u E C’(E) and, by (7.7), 
Du’+cpf,(u)EC’(E). 
From (7.9) we deduce that 
(h(u))’ E 4Lm 
and from (7.6) 
u” E L;,,(E). 
Thus u(x, t) = u(x - ct) is a strong solution to (7.5) in half plane 
R~={(X,t);XER1,t>O}, 
satisfying 
(7.9) 
(7.10) 
(7.11) 
(7.12) 
505/98/2-11 
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From (7.6), (7.9) we conclude that 
Vi(u))‘<0 (i= 1, 2), u” > 0 in E. 
Set 
t?(z) = u(z + a). 
Then 
d ds 
~=~~(q)(4-cB)s-cpf,(s)’ fit?) > 0; 
(7.14) 
(7.13) 
the denominator is negative. 
Observe that for any M > 0 and 6 > 0 there is a wave speed c sufficiently 
large that 
q-S)3M, fi(?)>M for q< -6. 
From now on we assume additionally that 
P(X)~Po>O for XE~, ~,DEL~(&). 
(7.15) 
(7.16) 
THEOREM 7.3. Let (u, u’) be a weak solution of(2.1)-(2.6). Iftr E [0, T) 
and s(tl) c 1 then for any 6 >O and large c satisfying (7.15) with A4 defined 
by (4.7) there holds 
S(t)~S(f~)+C(t-l~)+s for tE [tl, T]. (7.17) 
Proof: Let b = s(t,), 6 = QO, p = p,,, d = l/v (from the general assump- 
tions in Section 2), and 
q > sup(q - a.$). 
QT 
Consider the travelling wave (ii, c) with c > q//e such that (7.15) is satisfied 
for some 0<6<1-b. Let 
A = (b, 4 x (21, t, + ~1, E > 0, 
ti(x, t)=ii(x-c(t-t,)-b-6). 
Using (7.9), (7.13), we find that 
ea,ti+pa, f,(a)-oa,,a+(q- a,qa,ti 
da,ii+ pa,fi(a)-ba,,t;+qa,li=~ 
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and 
in A. Further, for x E (b, I), 
qx, t,)>O=u(x, Cl), 
qx, fl) 2 0 = u’(x, x’, Cl), X’EQ’ 
and at x=1 
a$(/, t) = a&z, t) = 0 
if &<(I--b-8)/c. Finally, by (7.15), 
zqb, t)2ii(b, f~)2M2U(b, t). 
Using the comparison results of Section 4 (see Remark 6.2) for (C, il), 
(u, u’) we deduce that 
qx, t) 2 u(x, t), ti(x, t) > u’(x, ’, t) 
for (x, t) E A, x’ E Q’. This implies (7.17). 
COROLLARY 7.4. The functions s, s2 are continuous for t E (0, T]; if 
ub E 0 then s1 is also continuous in (0, T]. 
Since s is lower semicontinuous and, by an argument similar to that in 
the proof of Theorem 7.3 and the monotonicity of s, also upper semicon- 
tinuous, it follows that s is continuous. The rest follows by Theorem 7.2. 
COROLLARY 7.5. Assume that q- a,D CO. There exists a constant K, 
independent of I, T, such that 
s(t)<s(t,)+2KJt-t, if t>t,. (7.18) 
This follows by the proof of (7.17). Indeed, we have proved that 
s(t)~s(t,)+s+c(b)(t-t,), 
where c(6) is determined by C( - 6) = M, i.e. (by (7.14) with 4 = 0, 6 = A/c, 
A constant independent of t,, 6. Hence 
If for fixed t we minimize on c, then (7.18) follows. 
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Remark 7.2. If r( t, ) > 0 then analogously to (7.17) we have 
r(t) 2 r(tl) - c(t - tl) - 6, t,<t<T. 
This follows from Theorem 7.3 after the transformation x + I - x is made. 
An estimate from below analogous to (7.18) also holds provided 
q+a,oao. 
Remark 7.3. One could expect that for q - a,D ~0, i.e., against the 
direction of convection, the free boundary does not move at all. This seems 
to be wrong, as it is wrong for the scalar problem (5.1) (with g z 0) 
according to [4]. Nevertheless (7.18) seems to be by no means sharp, as 
it does not take into account the strength of the convection. 
Remark 7.4. For q - a,D > 0, i.e., in the direction of the convection, if 
the mass inflow is positive (FaF, for some constant F,,>O) one expects 
that the free boundary increases at least linearly. This can be made 
rigorous for f2 = 0. Then (u, fnC u( ., x’, . ) dx’) satisfies a pde/ode system, for 
which travelling wave solutions have been studied in [2]. There are finite 
travelling waves, which can be used to compare with from below. 
Remark 7.5. If s,(O)<s(O) then, by an argument as for Lemma 7.1(d), 
s(t) = s(0) as long as sI(t) < s(O). If ub 80 then in general sI(t) <s(t) and 
si is not continuous in (0, T]. 
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