The paper presents an approach toward the off-line computation of preference optimal flight paths against given air combat maneuvers. The proposed approach offers a new way to incorporate a realistic preference and uncertainty model into flight path optimization problems and optimal trajectory planning in other application areas as well. It enables a pilot to be involved in the modeling process because the graphical representation of influence diagrams is easily understood by individuals with a little decision theoretic and mathematical background. As far as the authors know, this is the first application of influence
I Introduction
In this paper, an approach for modeling and solving an aircraft trajectory optimization problem by the methods of decision analysis (see Refs. 1-3) and nonlinear programming (see, e.g., Ref. 4 ) is introduced. The approach consists of a multistage influence diagram model [5] representing the sequential maneuvering decisions of a pilot against a hostile aircraft obeying a given air combat maneuver and the new offline solution procedure for such a model. Hence, the approach provides a framework for a single decision maker to find an optimal flight path with respect to his or her preferences.
The proposed approach offers a new way to incorporate a realistic preference and uncertainty model into flight path optimization problems and optimal trajectory planning in other application areas as well. It enables a pilot to be involved in the modeling process because the graphical representation of influence diagrams is easily understood by individuals with a little decision theoretic and mathematical background. As far as the authors know, this is the first application of influence diagrams that contains an explicit model of the dynamic decision environment, which is here represented by a set of difference equations.
Traditionally, in flight path optimization problems, the decision dynamics is taken into account with the methods of optimization [4, 6] and dynamic game theory [7] .
Usually flight paths that maximize or minimize a given explicit objective or cost function, are sought. For example, minimum time trajectories for a single aircraft (see, e.g., Refs. 8 and 9) can be calculated by using optimal control theory [6] as well as nonlinear programming [10] . For an overview on aircraft trajectory optimization problems, see, e.g., Ref. 9 .
The literature on optimization theory seldom pays attention to the structure of performance criteria that model the preferences of human decision makers. However, this topic needs to be studied more carefully, e.g., by developers of air combat simulators, since an essential part of a simulator is the model that imitates the decision making process of a pilot. Approaches suggested earlier in the literature include knowledge based expert systems [11, 12] , heuristic value driven systems [13, 14] , or discrete dynamic games [15, 16] . These models predict the future situation of the combat only a short planning horizon ahead. Thus, they do not produce optimal trajectories but rather myopic control commands.
The influence diagram, invented by Howard and Matheson [5] , is a tool from decision analysis for modeling and solving Bayesian decision problems. In such problems, the subjective probability interpretation (see, e.g., Ref. 17 ) is applied and the goodness of the decision alternatives' consequences is measured by the von Neumann-Morgenstern utility [18] . Influence diagrams represent decision problems as a graph of nodes and arcs. They allow quantitative analysis of uncertain and multiple attribute decision problems. Influence diagrams are closely linked to decision trees (see, e.g., Ref. 3) that originate from the theory of game trees or games in extensive form, first defined by von Neumann and Morgenstern [18] (see also Ref. 7 ).
The multistage influence diagram used in this paper is based on the model developed in Ref. 19 . In this model, a single maneuvering decision is not affected by the upcoming decisions since the future states of the aircraft are anticipated for a short planning horizon, one decision interval, ahead. Hence, this model is called a single stage influence diagram. Its solution provides myopic maneuvering decisions which are optimal with respect to the given preference model and the available information.
In order to compute control sequences that are better with respect to the overall goals over the total flight time, the influence diagram must be able to predict the future states of the combat further than one decision stage ahead. In this paper, the interaction of several successive maneuvering decisions is taken into account by constructing a multistage influence diagram that offers a way to model and analyze sequential decision problems (see Refs. 1 and 20) . The new extended model contains components describing the preferences of the pilot, uncertainty, as well as the decision and aircraft dynamics. It associates a probability and a utility measuring the overall preferences with each combat situation and allows a possibility to determine optimal foresighted flight paths against a given adversary trajectory with respect to the preferences of the pilot.
Traditional solution methods of influence diagrams [5, 21, 22] produce the best value for the decision variable as a function of the information available at the decision instant, i.e., the solution is in a closed-loop form. However, these solution methods require an enormous computational effort when a multistage influence diagram with several decision alternatives and stages is to be solved. Hence, in practice, the length of the time horizon must be limited.
Here, the computational difficulties are overcome by converting the multistage influence diagram into a discrete time dynamic optimization problem that can be solved off-line using nonlinear programming methods (see Ref. 4 ). In the optimization over time, the sequence of the myopic single stage closed-loop solutions is used as an initial estimate. In this way, preference optimal maneuvering decisions maximizing the overall utility are obtained. The best decision alternatives are now chosen without knowing the exact outcome of the different uncertainties at the decision stages, i.e., the solution is in an open-loop form.
The paper is organized as follows. First, a short introduction to influence diagrams and their solution methods is given. In Sec. III, the sequential maneuvering problem is structured and modeled by a multistage influence diagram. In Sec. IV, first, the generation of myopic solutions using the single stage influence diagram is introduced.
Then, a dynamic discrete time optimization problem representing the multistage model is formulated. In Sec. V, the solution procedure of the multistage influence diagram is demonstrated by a numerical example. In Sec. VI, the structure of the overall objective function, stability of control policies, and the utilization of the approach are discussed as well as improvements for refining the structure of the model are suggested. In addition, ideas related to the extension of the approach to game situations are given. Finally, concluding remarks appear in Sec. VII.
II Influence diagrams
An influence diagram [5] is a directed graph that consists of a set of nodes and arcs.
The nodes include decision, deterministic, and random variables, and the arcs represent functional or probabilistic dependencies as well as the available information.
A chance node contains a continuous or discrete random variable. An arc leading into a chance node implies that the probability distribution of the random variable depends on its predecessors. In addition, it can denote time precedence. A decision node contains a set of decision alternatives or a continuous decision variable. An arc into a decision node indicates that the values of the node's predecessors are known at the time the decision is made. A deterministic quantity or variable is modeled by a deterministic node whose value is either a constant or a function of its inputs. A utility node includes a utility function that expresses the preferences of the decision maker and evaluates the outcomes of decision alternatives.
A. Example
A simple one stage decision situation is first considered. A single stage influence diagram modeling this problem is shown in Fig. 1 . It consists of decision, chance, and utility nodes. The decision alternatives are d 1 and d 2 , and the chance node has the outcomes x 1 and x 2 . The arcs imply that the chance node is independent of the other nodes. Thus, only the probabilities P(x 1 ) and P(x 2 ) have to be assessed. The utility function u(d i ,x j ) depends on both the decision and chance nodes.
Next, a situation where decisions are made in several stages, and both decision variables and probability distributions are discrete, is considered. A multistage influence diagram that is essentially a chain of single stage influence diagrams represents the decision problem of this type. An example of a multistage decision process is shown in Fig. 2 .
There are two alternatives at both decision stages d 1 i and d 2 i , i=1,2. Here, the superscript refers to the decision stage. The direction of the arc between the decision nodes shows the chronological order of the decisions. The arc leading from the first chance node into the second decision node implies that the first chance node's outcome is known at the second decision stage. The first chance node is independent but the second one depends on the outcome of the previous chance node. Therefore, the conditional probabilities P(x i 2 |x j 1 ), i,j=1,2, are needed. At each stage, the utility
, is a function of the decision and the outcome of the chance node. The aggregated utility u(•) is the sum of the individual utilities.
B. Solution methods
Influence diagram analysis results in a probability distribution for the utility of each decision alternative. The most desirable decision alternative is selected on the basis of these distributions. One possible criterion is to maximize the overall expected utility (see, e.g., Ref.
2). In general, the solution procedures provide the expected utility maximizing alternatives directly. If necessary, the probability distributions of utility can be computed during the solution procedure. When an influence diagram to be resolved contains only discrete decision variables and probability distributions, the most straightforward way to solve the corresponding decision tree is the "Rollback Procedure" (see, e.g., Ref. 1). It is an application of dynamic programming [25] and proceeds in reverse chronological order from the leaf nodes towards the root node. The expected utility is calculated at each chance node, and at each decision node, the decision alternative with the highest expected utility is selected. As a result, the branch of the tree leading to the highest expected utility is found. The use of the rollback procedure is illustrated by a simple example in Ref. 19 .
Shachter [21] presents an alternative solution method in which influence diagrams need not be converted into decision trees.
Multistage influence diagrams can also be converted into decision trees, but the size of the tree increases rapidly with the number of stages. Solving large models with the rollback procedure is practically impossible. Thus, alternative ways to analyze sequential decision models have been developed. In recursive methods [22, 26] the structure of a decision tree is described by using the so-called next node functions. 
The optimal value of the second decision variable is then determined. The optimal
The maximization determines the optimal value of the second decision variable as a function of the first chance node's outcome and the first decision variable. When proceeding towards the root node, the next step is to calculate the expected utility at the first chance node:
where
) is the expected utility with the given d 1 and the optimal value of the second decision variable determined by (2) . Finally, the optimal value of the first decision variable is obtained by solving the optimization problem 
The solution of (2) must be obtained in a closed form in order to be able to express The rollback procedure can also be applied in the analysis of models with continuous probability distributions. Then, at each chance node, the expected utility is calculated by integrating the product of a probability density function and a utility function.
D. Open and closed -loop solutions
Let us point out the differences between closed-loop and open-loop solutions.
Assume that one is dealing with an n stage decision process and searches for the The solution technique based on rollback and nonlinear optimization is applicable, if the number of decision stages as well as the number of discrete outcomes of chance nodes is not very high. However, the solution of large sequential decision models contains numerous optimization problems or a multilevel optimization problem.
Furthermore, it might be impossible to find a closed-loop solution in an analytical form that is required, e.g., in the recursive approach [29] .
A preference optimal open-loop solution is obtained by searching the sequence of decision variables such that the cumulative expected utility over all decision stages is maximized. In the example of the previous subsection, the optimization problem to be solved is
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Here the probabilities P(x i 2 ) can be solved using the formula of total probability. It can be shown (see the Appendix) that (5) can be expressed equivalently as
Note that (6) is similar to (1)- (4) 
III Multistage influence diagram model for maneuvering decisions
The basis for the modeling of the pilot's sequential maneuvering process is a single 
T where the variables refer to the x-range, the yrange, the altitude, the velocity, the flight path angle, and the heading angle. The feasible region of stationary flight is defined by the minimum altitude constraint
the minimum velocity constraint
and the maximum dynamic pressure constraint
where ρ(h i ) is the air density.
The arcs pointing to the state nodes imply that the current state depends on the control and the state at the previous decision instant. This relationship is taken into account with a three degrees of freedom point-mass model that describes the motion of the aircraft. The equations of motion consist of nonlinear differential equations that are discretized using the Euler method. Hence, the evolution of the state is represented by the difference equations t ) , (
where The predetermined trajectory of the opponent is given by the deterministic nodes 
and the distance between the aircraft
The energy difference of the aircraft is taken into account by the difference between the altitudes
the difference between the squares of the velocities
In addition, the altitude h i and the square of the velocity v i 2 of the decision maker's aircraft are taken as combat state variables.
The chance nodes Threat Situation Assessment at t i , i=0,…,n, infer the threat situation from the decision maker's point of view. Each node contains a discrete random variable Θ i whose outcomes are associated with the given relative geometry of the combat. The possible outcomes are
At the decision instant t i , the decision maker's belief on the threat situation is described by the probabilities P(Θ i =θ 1 ), P(Θ i =θ 2 ), P(Θ i =θ 3 ), and P(Θ i =θ 4 ),
1 . They are calculated on the basis of the current combat state and the probabilities of the previous threat node. The probabilities P(Θ i =θ k ), k=1,…,4, can be considered as the prior belief for the next decision moment t i+1 . The posterior belief of this stage is formed after the value of the combat state CS i+1 is observed and it is given in the chance node Threat Situation Assessment at t i+1 . The posterior probabilities are determined by using the Bayes' theorem, (20) Here u.
k is a single-attribute utility function that maps an attribute onto a utility scale such that the best value of the attribute has a utility of 1 and the worst has a utility of 0. Positive weights w. k sum up to one and represent the importance of the attributes.
In (20) , the overall utility is aggregated by calculating a linear combination of the single utilities. In the decision science literature, the form of aggregation of this type is The weights and the objectives in (20) are shown in Table 1 . In an advantage situation, the decision maker tries to reach or stay at the opponent's tail. Hence, the deviation angle, the angle off, and the distance are assumed to be the most important attributes whose relative importance is almost equal. The less important attributes are the altitude and the velocity, which are aimed at matching with the opponent's aircraft.
The values of the controls are selected such that the angles, the velocity and altitude difference are minimized, and the distance is as close to 800 m as possible. If the outcome "Disadvantage" of the threat assessment has a high probability, the aim is to avoid the front sector of the opponent's aircraft regardless of other factors, like the energy advantage. The angle off is minimized and the angle between the velocity vectors of the aircraft as well as the distance between them is maximized. These attributes are assumed to be equally important.
When the situation of the combat is disadvantageous for both the actors, the main goal is to avoid the opponent's front sector and the secondary goal is to maintain or even increase the energy that could be utilized in the future. Here, the angles are the most essential attributes. Their relative importance is slightly higher than the importance of the distance. The energy factor is taken account by maximizing the attributes h and v 2 whose weights are lower than the other weights. In a neutral situation, the decision maker aims at achieving the opponent's tail sector and increasing the energy. The importance of the distance is now the highest since the "Neutral" outcome refers often a situation where the aircraft are far away each other.
The second important attributes are the deviation angle and the angle off. The lowest weights are associated with h and v 2 that reflect the energy level. The attributes h and v 2 could also be replaced with ∆h and ∆v 2 . Then, the importance of the energy advantage should be evaluated.
The utility node Situation Evaluation contains the aggregated utility function over all the decision stages of the diagram. It is the sum of the single stage utilities
Finally, the definition of the multistage influence diagram needs the initial state vector of the decision maker X 0 as well as the initial probability distribution of the threat assessment P(Θ 0 =θ k ), k=1,…,4.
IV Solution procedure
Assume that a human expert whose preferences and opinions are captured into the influence diagram model, is prepared to accept the utility theoretical definition of rationality, i.e., the axioms of the utility theory (see, e.g., Ref. The closed-loop solution of the decision tree cannot be obtained because it is impossible to express the optimal value of C i , i=1,…,n-1, as a function of the preceding control variables due to the nonlinearities in (10) and (18) and, on the other hand, an n-level optimization problem is computationally intractable. An approximate closed-loop solution could be obtained by discretizing the continuous control variables. In general, n is so large in aircraft trajectory optimization problems that the solution is time consuming or even impossible by using available computers. Now, the initial estimate of a preference optimal flight path, the myopic closed-loop solution, is generated by shortening the time horizon of the model and solving the single stage influence diagram containing discrete control variables at each decision stage.
In Sec. II D, the analogy between the simple model shown in Fig. 3 and the optimization problem (5) is pointed out. Similarly, there is an equivalent nonlinear optimization problem corresponding to the decision tree representation of the multistage influence diagram. The objective function of the problem, the cumulative expected utility, to be maximized is
It depends on the combat state and the threat probabilities. Hence, the interdependencies that map the states of the aircraft into the combat state as well as into the probabilities, and the set of difference equations describing the evolution of the decision maker's state must be taken as the constraints of the optimization problem. By using the myopic solution as an initial estimate and solving the resulting discrete time dynamic optimization problem, the open-loop solution that maximizes the cumulative expected utility over all the decision stages is obtained.
A. Myopic solution
The solution of a myopic closed-loop maneuvering sequence is first described. In the beginning, the opponent's trajectory X i OP , i=0,…,N, is given. Here, N defines the maximum number of the decision stages as well as the maximum duration of the flight T max =N∆t. In addition, the decision maker's initial state X 0 and initial probability distribution of the threat assessment P(Θ 0 =θ k ), k=1,…,4, must be fixed.
The myopic controls are generated at time instants t i =i∆t, i=0,…, by solving the influence diagram presented in Sec. III in which the future states are predicted only one decision interval ahead. During the solution, the distribution of the threat assessment is updated such that the prior probabilities at the current stage are associated with the posterior probabilities of the previous stage. The evolution of the decision maker's state is computed according to the equations of motion.
The continuous control variables are replaced with discrete control alternatives in order to be able to avoid the use of nonlinear programming. In this way, the initial estimate is found quickly because, in practice, the objective function is evaluated with all the feasible decision alternatives and then the alternative leading the highest expected utility is selected. In fact, the single stage influence diagram is being resolved in real time but the computation time increases linearly with the number of the single stage diagrams to be solved. The control alternatives are
where n i (j), µ i (k), and u i (l) refer to the values of the controls at time t i . Similarly n i-1 , µ i-1 , and u i-1 refer to the values of the controls that were used during the previous decision interval for the period ∆t. The control rates of change n ∆ , µ ∆ , and u ∆ are fixed.
At time t i , the utility maximizing control alternative CA i * from among (23) is determined by solving the problem
where the functions g, h, H, V, and Q are given by (10) , (18), (7), (8) , and (9) respectively, and the components of the vector CS i+1 are obtained from (12)- (17) . X i * refers to the optimal state and P(Θ i =θ k )*, k=1,…,4, the optimal probabilities which are obtained with the optimal control CA i-1 * at the previous time instant t i-1 , i.e., , t) , , (
The problem (24)- (30) is solved at times t i until the terminal condition 
B. Optimal solution
Let us next move to the optimization over time. Assume that an initial estimate satisfying (33) is generated. Then, the discrete time dynamic optimization problem corresponding to the present multistage influence diagram is
Here the vector X of the decision variables is defined by X=[C 0 T ,…,C n-
. The opponent's trajectory X i OP is regarded as a given parameter. In the original influence diagram model, the decision interval ∆t is assumed constant, but here it is assumed to be free to enable solutions that are optimal in their duration as well. The optimal decision interval is implicitly defined by the terminal constraint (41) .
Even if the initial estimate does not satisfy (33) , the optimization over time can be carried out. Then, the decision interval ∆t is fixed and the total flight time n∆t is equal to T max . The corresponding optimization problem is similar to (34)-(42) except ∆t is not a decision variable and the constraints (41) and (42) are omitted.
It should be noted that once the initial threat assessment distribution is fixed, the threat probabilities follow Eq. (36) and evolve deterministically. Therefore, the dynamic optimization problem (34)- (42) is in fact deterministic, and an open-loop solution for it can be computed by nonlinear programming techniques.
V Numerical example
In the following, an example preference optimal flight path is calculated. The discrete time dynamic optimization problem is solved by the NPSOL subroutine [32] that is a versatile implementation of the sequential quadratic programming (SQP) [4] . The SQP method has proven to be an efficient and reliable approach for solving discretized dynamic optimization problems (see Refs. 8, 9 and 33).
The maximum thrust force and the drag coefficients in (11) On the predetermined trajectory, the opponent first increases and then decreases the altitude and turns to the right by increasing the velocity continuously. The initial states of the aircraft correspond to a disadvantageous situation where the opponent is flying behind the decision maker. The initial probability distribution of the threat assessment is uniform: P(Θ 0 =θ k )=0.25, k=1,…,4. Computational experience has shown that the effect of the initial distribution decreases rapidly and it does not affect strongly the optimal solutions.
The myopic closed-loop solution, the preference optimal open-loop solution, and the fixed trajectory of the opponent are shown in Fig. 8 . The projections of the solutions in x,y-, x,h-, and y,h-planes are presented in Fig. 9 . The probability distribution of the threat assessment for the optimal flight path is shown in Fig. 10 and for the myopic one in Fig. 11 . The myopic solution gives the total flight time of 66.0 s., and the cumulative expected utility of 32.6 utility points. The maneuvering decision was made 66 times during the generation of the myopic solution. Thus, the corresponding multistage influence diagram consists of 66 decision stages. It is transformed into an optimization problem with 859 decision variables and 1060 constraints. The final time of the optimal solution is 65.4 s. and the optimal outcome is 37.9 utility points.
In the beginning of the flight, the decision maker correctly avoids the front sector of the opponent by decreasing the altitude on the optimal trajectory as well as by decreasing the altitude and turning to the right on the myopic trajectory. The turn rate used on the optimal trajectory is larger than on the myopic flight path. One can conclude that this arises from the additional order in the dynamics given by (23) . In the beginning of the flight, the myopic controls, however, do not approach to the limits of the control constraints, which means that the myopic solution could contain also tighter maneuvering. Hence, the change in the utility points is not solely due to the control rate constraints.
Because of the tight turn on the optimal trajectory, the probability of the "Disadvantage" outcome of the threat assessment does not increase above 0.1, whereas in the myopic solution, this probability is almost one at t=3 s., see Figs. 10 and 11. Thus, in the optimal solution, the possibility that the opponent reaches the tail position first is reduced. Before 30 s., the probability of the "Mutual disadvantage"
outcome is at its highest in the optimal case and the "Disadvantage" outcome dominates in the myopic case. After 30 s., the "Neutral" outcome achieves the highest probability in both solutions, but in the optimal case the "Advantage" outcome starts to dominate earlier.
On the preference optimal trajectory, the decision maker reaches the tail position The decision maker aims at moving away from a disadvantageous position although this movement does not improve the chance to be on the opponent's tail at the end of the flight.
At each stage, the overall objective function (22) is of the form The weighting method is a widely used approach for solving multiobjective optimization [34] and control [35] problems. In this method, first the above weighted sum is formed and a set of efficient solutions is obtained by solving the single objective problem with different weight combinations. Finally, the best solution in the expert's opinion is chosen from among the efficient ones.
In (22) , the sum of the probabilities P(Θ i =θ k ), k=1,…,4, is one at each stage. Therefore, the optimal controls obtained by maximizing (22) belong to the set of efficient solutions. Eq. (18) updates the probabilities according to the likelihood probabilities that reflect the opinions of a human expert. Thus, the resulting controls at each decision stage can be interpreted as the best efficient solution of the multiobjective problem subject to the given likelihood functions.
Kelley [36] presents the threat reciprocity concept for evaluating maneuvering alternatives in a matrix game that models one-on-one air combat. In such a game, the controls of the players are selected such that each player attempts to drive the combat state into his own target set without first being driven into the target set of the adversary. These goals are similar to those of the decision maker in the multistage influence diagram. In the threat reciprocity concept, the relative importance of the goals depends on the combat state. A similar approach is adopted in our model by calculating the weights in (22) , the threat probabilities, based on the state dependent likelihood functions. Hence, the relative importance of the decision maker's goals varies in a natural way as a function of the combat state.
B. Stability of solutions
The moving one stage planning horizon technique is a suitable way to solve a myopic control sequence, but it cannot be applied for the generation of an initial estimate for all discrete time trajectory optimization problems. If the time horizon is infinite, the result can be an unstable and diverging initial estimate. Problems may also arise in finite horizon problems where the objective function depends only on the terminal state. Then, controls at early stages affect the value of the overall objective via the dynamics determined by the state equations, but a well-defined objective function cannot be formulated for the single stage problems. A suitable objective function could be formed by approximating the cost-to-go function that measures the value of the overall objective function from a certain state and time to the terminal state.
However, the construction of the approximation is not straightforward. Recently, however, a neuro-dynamic programming approach [37] has shed some light onto the generation of such approximations.
In the solution procedure of the multistage influence diagram, the moving planning horizon technique produces stable solutions. Due to the form of the objective function (24) and the short planning horizon of the single stage model, the state of the aircraft cannot deviate excessively from the previous state. Divergence is also restricted by an additional order in the dynamics introduced by (23) .
Existing nonlinear programming methods usually have a large convergence domain.
Still, the initial estimate for decision variables of an optimization problem cannot be chosen completely arbitrarily. In the solution procedure, the myopic solution is used as the initial value of the decision maker's controls, states, and probabilities which ensures reliable convergence when solving the discrete time optimization problem (34)-(42).
C. Utilization of the approach
Although a passive adversary aircraft flying a predetermined trajectory is only considered and the computation is not real-time, the presented modeling and analysis approach gives information that is valuable in the planning and evaluation of air combat maneuvers as well as in the development of air combat simulators. For example, a defensive basic fighter maneuver could be improved by using it as the initial estimate and solving the preference optimal flight path against a fixed pursuing trajectory. In addition, it is possible to analyze how a change in the adversary's trajectory affects the optimal maneuvering sequence.
The impacts of preference assessments on optimal flight paths can be studied by solving the influence diagram repeatedly with different utility functions. By comparing the resulting trajectories, one can identify the functions that lead to the desired trajectory or basic fighter maneuver. These functions can be embedded in a single stage influence diagram that is a suitable real-time guidance model for air combat simulators. This analysis could be automated by adding a tool for modeling the preferences, like HIPRE [38] , to an aircraft trajectory optimization software, like VIATO [9] .
D. Model improvements
The numerical example demonstrates that the influence diagram model produces reasonable results for the pilot's sequential maneuvering process. However, the accuracy and reality of the model can still be enhanced by describing the preferences of a pilot and the dynamics of an aircraft in more detail. The multistage influence diagram approach is flexible with respect to such generalizations.
To increase the quality of resulting preference optimal flight paths the focus should be to improve the behavioral components. That is the preferences and the behavior of pilots should be captured into the multistage influence diagram by constructing the utility and likelihood functions in cooperation with pilots. The motion of the aircraft can be described more accurately by replacing the three degrees of freedom pointmass model with, e.g., a six degrees of freedom model that also contains the equations of rotation. This extension would be rather straightforward but it would also increase the number of variables in the influence diagram. The myopic moving horizon technique still remains a reliable and fast way to produce an initial estimate for preference optimal flight paths. The more detailed model of the dynamics would complicate the solution of the dynamic optimization problem due to its size increases.
For reasons of accuracy, the equations of motion should be discretized by using a higher order scheme instead of Euler discretization. Naturally an improved discretization scheme could also be applied in the presented model to improve the accuracy of the solutions. The Jacobian of the constraints and the Hessian of the Lagrangian are almost block diagonal in dicsretized dynamic optimization problems.
This allows the use of special algorithms for sparse matrices (see, e.g., Refs. 33 and 39). This could decrease the computation times needed in the optimization.
E. Generalizing the approach into games
The presented modeling and analysis approach can be extended to a one-on-one air combat game in which both players aim simultaneously at capturing the adversary and A single stage influence diagram game representing the maneuvering decisions in oneon-one air combat can also be resolved in a closed-loop form. This could offer a new way to produce so-called reprisal strategies [36] that utilize the nonoptimal behavior of an adversary.
VII Conclusion
In an air combat, a pilot faces complicated multiobjective maneuvering decision problems. He or she has to evaluate maneuvering alternatives whose outcomes are 
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Appendix
This appendix shows the equivalence of Eqs. (5) and (6) . First, the cumulative expected utility (CEU) is written according to Eq. (6): Using the probabilities of the decision tree shown in Fig. 3 , the probabilities P(x 1 2 ) and P(x 2 2 ) can be expressed as P x P x x P x P x x P x i i i i ( ) ( | ) ( ) ( | ) ( ), , . 
Combining (44) and (45) gives ... 
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