Abstract. Typically, excitatory synaptic coupling is thought of as an influence that accelerates and propagates firing in neuronal networks. This paper reviews recent results explaining how, contrary to these expectations, the presence of excitatory synaptic coupling can drastically slow oscillations in a network and how localized, sustained activity can arise in a network with purely excitatory coupling, without sustained inputs. These two effects stem from interactions of excitatory coupling with two different forms of intrinsic neuronal dynamics, and both serve to highlight the fact that the influence of synaptic coupling in a network depends strongly on the intrinsic properties of cells in the network.
Introduction
A fact that is well known in the computational neuroscience community, but important enough to reemphasize here, is that synaptic coupling has far different implications than diffusive coupling for pattern formation. Synaptic coupling, driven by neurotransmitters, can act over a variety of timescales, possibly after some initial delay, and neurotransmitters' effects may far outlast the events that elicit their release (e.g., Abbott and Regehr, 2004) . Further, synaptic coupling is generally non-local, with a broad range of spatial connection patterns observed across different neuronal systems. These features allow synapses to influence the dynamics of neuronal networks in a wide variety of ways, many of which are complex to analyze.
To gauge the effects of synaptic coupling on the dynamics of a network with a given coupling architecture, it is natural to consider the behavior of the network with all coupling blocked and then to ask how the in- * This work was partially supported by the National Science Foundation, under award DMS-0414023. troduction of synaptic coupling changes the activity of the cells in the network. Of course, the answer to this question depends on how strong a coupling is introduced, which can be made precise by specifying a value for the maximal synaptic conductance or weight associated with each synapse. The effects induced on any subset of cells within a network by the introduction of synaptic coupling can be broadly classified as effects on firing rates alone versus effects on firing patterns. Examples of the latter include changes in synchrony, more general changes in the temporal relations of firing times, and switches between modes of activity such as silence, bursting, and tonic spiking.
Many particular examples of the effects of synaptic coupling have been elucidated theoretically, some of which are intuitive and some less so, some considered in the context of models for particular neuronal networks and some in abstract models. A full review of computational work on pattern formation driven by synaptic coupling in neuronal networks would require volumes. In this article, I will review some specific, recent results on surprising effects that can be induced by excitatory synaptic coupling, which is generally expected to accelerate and promote firing. The first finding that I will discuss is that synaptic excitation, particularly with a slow decay constant, can yield a drastic slowing of tonic spiking or burst firing in certain types of networks (Drover et al., 2005) , typified by a network of classical Hodgkin-Huxley neurons (Hodgkin and Huxley, 1952) . The mechanism underlying this slowing relates to canards, which are solutions to systems of differential equations that spend a prolonged time near structures that are unstable in the corresponding phase space (Diener, 1984; Szmolyan and Wechselberger, 2001 ). The second result that I will present is that a network of intrinsically silent cells, with distance-dependent excitatory synaptic coupling and no inhibitory coupling, can support sustained, localized activity in the absence of sustained external input (Rubin and Bose, 2004) . The existence of such solutions requires a mechanism by which the network dynamics generates spatial variations in the level of synaptic excitation, such that there is enough excitation available to maintain activity in one area but not enough to recruit cells from other areas, despite the fact that the coupling architecture is spatially homogeneous. Taken together, these results highlight the fact that cells' intrinsic dynamics can be crucial in determining the activity patterns that arise when synaptic coupling between the cells is introduced.
Basics of Dynamic Synaptic Excitation
A wide variety of conventions have been used to model neurons and synapses in computational analyses of neuronal networks. Let us consider ordinary differential equation representations of single neurons, which under the inclusion of synaptic coupling become
where v denotes some measure of the activity or excitability of the cell, denotes differentiation with respect to time t, w is a vector of auxiliary variables, and I syn corresponds to some measure of synaptic input. For concreteness, the remainder of this discussion focuses on the case where v in Eq. (1) denotes the voltage across the cell membrane, such as in the Hodgkin-Huxley (HH) or conductance-based formalism, although similar concepts apply in other models. In this case, I syn is the total synaptic current to the cell, and both terms in the right hand side of the vequation incorporate scaling by the reciprocal of the membrane capacitance, henceforth normalized to 1 and omitted.
Commonly,
where w j denotes a synaptic weight from cell j, t i j is the firing time of spike i of cell j, the synaptic reversal potential v syn j is a parameter determined by the type of input sent by cell j, and the α-function α(t) takes the form t n e −kt H (t) where n is a small nonnegative integer, k > 0 is a parameter, and H (t) is the Heaviside step function. Richer effects can be observed, however, by considering dynamic synapses, which we represent here by
where g j ≥ 0 denotes the maximal synaptic conductance from cell j and s j satisfies its own differential equation, typically of the form
Here, a(v) is an increasing sigmoidal function taking nonnegative values, such that when the voltage v j of cell j crosses some threshold, s j grows, while s j decays when v j is below that threshold, with s j constrained by its dynamics to lie in [0, 1] for all time. Clearly, such dynamic synapses allow for highly variable time courses of synaptic input, unlike α-functions, with these time courses shaped by presynaptic cells' activity patterns. From Eq. (2), given that g j s j ≥ 0 for all j, it follows that the sign of each term in I syn is opposite to that of v − v syn j . If, for some j, v − v syn j > 0 over most physiologically relevant v values, then the synaptic input modelled by the j term in I syn is called inhibitory. Similarly, excitatory synaptic inputs are roughly defined as those for which v − v syn j < 0 over most relevant values of v. Based on this definition, it is clear from Eqs. (1) and (2) that excitatory inputs tend to make v more positive. This leads to a natural expectation that excitatory inputs will tend to depolarize cells, promoting or accelerating action potential generation. It is known, however, that depolarization does not always lead to enhanced spiking; in depolarization block, for example, a neuron achieves a stable steady state in which its membrane potential is quite elevated yet its spike-generated currents are inactivated and spiking is eliminated. In the next section, I will discuss some examples where firing persists but slows in the presence of synaptic excitation and will in particular examine a recently elucidated, dynamically more complex mechanism through which synaptic excitation can drastically retard firing, without shutting it down completely.
Before moving to this topic, however, it is important to note that synaptic inputs can influence the activity pattern across a network of cells, not just firing rates. A large number of previous papers have shown that whether the synapses in a network are excitatory or inhibitory has a dramatic impact on the stability of synchrony within the network. From an intuitive point of view, it is not unreasonable to expect that synaptic excitation would promote synchrony: if a cell that fires sends synaptic excitation to another cell, then this should push the other cell to fire as well, tending to synchronize the cells. An earlier surprise in the study of synaptic excitation was that its actual impact on synchrony is much more subtle and in fact depends crucially on the intrinsic dynamics of the cells in the network (the f (v, w) and g (v, w) in Eq. (1)) (Ermentrout, 1996; Hansel et al., 1995; Somers and Kopell, 1993) , with co-existence of stable in-phase and anti-phase solutions even possible (Kopell and Somers, 1995) .
Low-Frequency Synchronized Firing with Synaptic Excitation
Previous computational work has shown that synaptic excitation can diminish the firing frequency of mutually coupled cells. In the case of a network of identical Hodgkin-Huxley (HH) neurons with all-to-all coupling by α-function synapses, Hansel et al. (1993) found such a drop in firing rate, from an uncoupled rate of about 68 Hz down to frequencies of just above 50 Hz, under the assumption of weak coupling. The weak coupling assumption entails supposing that all neurons evolve on limit cycles and that the effect of each synaptic input will only be felt during a single excursion around the cycle (Hoppensteadt and Izhikevich, 1997) . Given this framework, the effects of an excitatory synaptic input can be expressed as a change in phase relative to the unperturbed case, encoded in a phase resetting curve (PRC). The results obtained in Hansel et al. (1993) depend on the fact that the network considered consists of so-called type II neurons (see e.g. Hansel et al., 1995) , which have negative regions in their PRCs. Strong synaptic excitation has also been observed to slow oscillations in a quite different setting, namely in relaxation oscillators coupled with strong dynamic synapses of the form (2), (3) (Kopell and Somers, 1995; Butera et al., 1999) . Relaxation oscillators are used to model the burst envelopes of cells firing bursts of spikes. In terms of Eq. (1), with w scalar for simplicity, a relaxation oscillator can be obtained by assuming
can be expressed as the graph of a cubic function w = N f (v) (see Fig. 1 ), and that the w-nullcline N W = {(v, w) : w = 0} and N V intersect only along the middle branch of N V , corresponding to an unstable critical point of (1). Under these conditions, the v-dynamics will quickly drive trajectories of (1) into a small neighborhood of N V , where the w-dynamics will dictate the direction and speed of evolution. Trajectories will jump between the branches of N V at its local extrema, yielding the oscillation in Fig. 1A . We will refer to those times when the oscillator is near the right (left) branch of N V as the oscillator's active (silent) phase.
Let s = j g j s j denote the total synaptic conductance to a cell, and assume that v syn j in Eq. (2) is independent of j, corresponding to the case that all inputs to Through this lowering effect, an excitatory synpatic input with rapid onset can speed up the entry into the active phase of the cell that receives it (the postsynaptic cell), as shown in Fig. 1B . Now, if the cell that provided the input (the presynaptic cell) leaves the active phase, then the synaptic input to the postsynaptic cell begins to decay, as in Fig. 1B , and the overall oscillation of the postsynaptic cell encompasses a smaller extent in phase space, typically corresponding to a shorter time duration. Alternatively, if the cells are close to synchrony, then the presynaptic cell will remain active along with the postsynaptic cell, and thus the synaptic input will remain elevated. This can prolong the active phase of the postsynaptic cell, as shown in Fig. 1C , such that overall, synaptic excitation may shorten or prolong the oscillation period. Finally, if the cells are reciprocally connected by synaptic excitation and synchronize, as is possible for relaxation oscillators (Somers and Kopell, 1993) , then they can together experience prolonged oscillations, relative to the uncoupled case, as shown in Fig. 1D . In contrast to the weak coupling case, where the delay is induced by the onset of excitation and is of limited magnitude, and the relaxation oscillator case, where the delay results from an extended active phase, The firing of a reduced, self-coupled HH model neuron is drastically slowed by synaptic excitation, which is introduced after 100 msec. (B) The same experiment shown in (A) is simulated but with Gaussian white noise introduced additively into the v and h equations of system (4), starting at 200 msec. Due to noise, firing frequency slightly increases but the cell's activity remains qualitatively similar to the determinstic case, with significant slowing maintained. Fig. 2A shows the time course of the membrane potential of an HH neuron, reduced to a system of two intrinsic equations (Rinzel, 1985) and coupled to itself with synaptic excitation. The equations simulated here, using XPPAUT (Runge-Kutta with dt = 0.05 msec in this example) (Ermentrout, 2002) 
.3, c = 1, I = 13, and v syn = 0, with units of mV for voltages, mS/cm 2 for conductances, and µA/cm 2 for current. In the simulation, τ syn = 5 msec and the maximal synaptic conductance g syn begins at zero; when this is instantaneously switched up to 2, the oscillation frequency drastically slows. Much more extreme slowing can be achieved by increasing τ syn , and similar slowing occurs in response to the introduction of synaptic excitation into a network of all-to-all coupled HH cells. The mechanism underlying the slowing shown here entails an extreme extension of the silent (4) with s taken as a bifurcation parameter, with a trajectory of (4) superimposed. The thin curve across the lower portion of the plot, near v = −60 mV, is a curve of equilibria, N V (s) ∩ N H . These points destabilize in a subcritical Hopf bifurcation as s decreases through s HB . In this bifurcation, a family of unstable periodic orbits appears; the open circles here denote the maximal and minimal v-values along these orbits. This family coalesces in a saddle-node bifurcation with a larger amplitude family of stable periodic orbits, denoted here by asterisks, as s increases. The thicker solid curve is a trajectory of (4), which illustrates the delay in escape from the branch of equilibria until s decays to values well below s HB . phase between spikes, during which time the synaptic input decays, quite unlike the weak coupling and relaxation oscillator scenarios.
In keeping with convention, in system (4), the intrinsic variables are (v, h), rather than (v, w) . It can be shown that for each fixed s, the nullclines N V (s) and N H intersect in a single point, which corresponds to a critical point for the (v, h) equations of (4). Indeed, Fig. 3 shows the bifurcation diagram for this pair of equations, with s taken as a bifurcation parameter. The form of this bifurcation diagram, in which the critical point destabilizes through a subcritical Hopf bifurcation as s decreases, corresponding to the decay of synaptic excitation, suggests that the retardation of firing may result from a delayed escape or delayed bifurcation phenomenon. In delayed escape, trajectories initially contract toward an attracting curve of equilibria for a fast subsystem. Here, the (v, h) equations from (4) would play the role of the fast subsystem, with the contraction strength quantified by the real parts of the eigenvalues of the linearization of the system (dv/ds, dh/ds), derived from (4), about this curve. Eventually, the O( ) drift of a slow variable (here s) pulls trajectories through a subcritical Hopf bifurcation that destabilizes the equilibrium curve with respect to the fast subsystem. The trajectories continue to remain in an O( ) neighborhood of the now repelling equilibrium curve for an O(1/ ) time, however, until the expansion governed by the now positive real parts of the eigenvalues of the linearization accumulates sufficiently to counter the earlier contraction. The time needed to escape from this curve can be calculated using a way-in way-out function (Diener, 1984; Neishtadt, 1987 Neishtadt, , 1988 . Interestingly, this delayed escape effect gives rise to elliptic bursting (Rinzel, 1987; Wang and Rinzel, 1995; Hoppensteadt and Izhikevich, 1997; Rubin and Terman, 2002) when the drift direction of the slow variable switches after escape and the periodic orbits born from the Hopf bifurcation have appropriate characteristics (Baer et al., 1989; Izhikevich, 2000; Kuske and Baer, 2002; Su et al., 2004) .
Attributing the synaptically-induced slowing in system (4) to delayed escape leads to trouble, however. First, the rate of decay of s is comparable to the rate of evolution of h, violating the assumptions of the delayed escape theory. Further, if this problem is ignored and the way-in way-out function for (4) is calculated by treating s as a slow variable, the delay in escape is significantly underestimated (with an O(1) error as τ syn → ∞ under the assumption that h = g(v, h) with τ syn = O(1)) (Drover et al., 2005) .
A more accurate explanation for the extreme slowing in the self-coupled HH neuron is presented in Drover et al. (2005) . As we assumed earlier for relaxation oscillators, it turns out here that the equation v = 0 for the v-nullcline N V (s) can be solved to obtain a function h = N f (v, s), which has a unique local maximum, or left knee, at fairly hyperpolarized v and a unique local minimum at more depolarized v. The idea explained in Drover et al. (2005) is that the flow of (4) in the vicinity of the curve of left knees forms a vortex structure, the vortex canard, that traps trajectories. To understand the mechanism underlying the vortex, consider a solution x(t) = (v(t), h(t), s(t)) of (4), with x(0) = (v 0 , h 0 , s 0 ) lying in a small neighborhood of N V (s 0 ).
As x(t) evolves, we can compare the value of h(t) to the evolving value of N f (v(t), s(t)). In particular, the instantaneous change in the difference between these h-values is given by H (t) := d(h(t) − N f (v(t), s(t)))/dt.
For an appropriate fixed s 0 , we can partition points (v, h, s 0 ) in the {s = s 0 } slice of (v, h, s)-phase space into those that initially "fall behind" N V (s), corresponding to H (0) < 0, and those that "catch up" to N V (s), corresponding to H (0) > 0, under (4). Denote the former set of points byÃ(s). Close to the curve of left knees, ∂ N f (v, s)/∂v is small relative to the rate of change of h, andÃ(s) can be approximated for simplicity by Based on the above structure, it seems reasonable that trajectories that enter a neighborhood of the curve (v(s),ĥ(s), s) will spiral around (v(s),ĥ(s), s) during their time in the silent phase, in a vortex-like structure or vortex canard (Drover et al., 2005) , under the flow of (4). More specifically, trajectories lying in A and below N V will be unable to cross through N V and will instead exit A through bd(A), since v < 0 below N V . Once outside of A, they will eventually cross through N V to enter the region where v > 0. Before they can escape the neighborhood of (v(s),ĥ(s), s), however, they reenter A and thus may fall below N V , such that v < 0 once again. A projection of this motion onto the (v, h) plane is sketched in Fig. 4 ; see Drover et al. (2005) for further discussion.
While this analysis is not precise, with vagueness in selecting a neighborhood such that ∂ N f (v, s)/∂v is small, it suggests that the delay in escape can be estimated by computing a modified way-in way-out function. Unlike the standard way-in way-out calculation, which proceeds by linearizing (dv/ds, dh/ds) about the intersection of N V (s) with N H for each s, the modified way-in way-out function is derived from linearization about (v(s),ĥ(s)) to capture the vortical structure there. In Drover et al. (2005) , the modified way-in way-out function is shown to give an accurate estimate of the duration of delayed escape, and correspondingly of the s-value at which escape occurs, over a wide range of synaptic decay rates τ syn . Further, it is demonstrated analytically that for h = g(v, h) with τ syn = O(1), the error in the time calculation is
Of course, as τ syn grows for fixed, |ds/dt| decreases and bd(A(s)) approaches N H for each s, such that the modified and standard way-in way-out calculations approach equivalence. Finally, the same delay effect can yield bursting solutions, in which multiple spikes are separated by prolonged interburst intervals. A short interspike interval can arise when the synaptic excitation s remains below the Hopf bifurcation value s HB after an initial spike, such that no trapping in the silent phase results. A burst of spikes can follow as s gradually accumulates, with termination once s > s HB occurs (Drover et al., 2005) .
Recently, Wechselberger (2004) has demonstrated that the extreme delay discussed here fits the criteria for a folded node canard in R 3 (Szmolyan and Wechselberger, 2001 ). Thus, the "vortex structure" to which the trapping is ascribed in Drover et al. (2005) can be rigorously understood in terms of invariant manifolds of the full system (4), which form a multi-layered trapping region. A nice aspect of the manifold calculations, given for a FitzHugh-Nagumo model of the HH equations in Wechselberger (2004) , is that they illustrate the robustness to noise of this delayed escape phenomenon. An example of this robustness is illustrated in Fig. 2B ; more generally, simulations with τ syn = 5 ms yield a firing rate of 108.65 Hz without coupling, 19.68 Hz with g syn = 2 mS/cm 2 and no noise, and 35.48 ± 0.92 Hz with g syn = 2 mS/cm 2 and the same level of noise shown in Fig. 2B , and similar results arise for different τ syn , g syn , and I . While noise can push a trajectory across some layers of the trapping region, thereby hastening its escape from the silent phase, the outer layers still provide a trapping effect.
Sustained, Localized Activity in an Excitatory Network
Through its depolarizing effect, synaptic excitation pulls silent cells closer to spike threshold, possibly giving them an opportunity to fire. By this means, waves of activity can propagate through linear and twodimensional networks with appropriately strong synaptic excitation, in some cases leaving all cells active in their wake, as has been detailed in many computational studies and some experimental work. While synaptic excitation can sustain spatially extended activity once it is initiated, the standard recipe for the spatial localization of activity has been so-called lateral inhibition or Mexican hat coupling. In Mexican hat coupling, cells are connected to nearby cells via excitation and to more distant cells via inhibition, which can act as a brake on the spread of activity; many of the works harnessing this idea draw inspiration from the Wilson and Cowan (1973) and Amari (1977) models. Since in general a single neuron will release a single type of neurotransmitter, a biophysically realistic incarnation of Mexican hat coupling requires at least two cell populations, one excitatory (E) and one inhibitory (I). Sustained, localized activity, or bumps, can be achieved in a model network when the synapses from the E cells target nearby E and I cells, while synapses from the I cells to the E cells have a greater spatial extent. A variety of brain areas, including the thalamus and the indirect pathway of the basal ganglia, appear to lack E-to-E connections, however. Therefore, the question of whether alternative architectures can also support bumps arises. Recent work has shown that postinhibitory rebound (PIR), a form of hyperpolarizationinduced firing with delay, can replace E-to-E connections as a mechanism for sustaining activity (Rubin et al., 2001) . And even in the absence of PIR, appropriately scaled E and I connection architectures with off-center excitation can yield stable bumps, at least in a simplified one-dimensional continuum model (Rubin and Troy, 2004) .
In all of these models, the spread of activity is halted by an accumulation of inhibition at some distance from the core of the active region. In Drover and Ermentrout (2003) and Rubin and Bose (2004) , however, examples of bumps in purely excitatory networks of type II and type I cells, respectively, are presented. The phenomenon of bumps in an excitatory network differs from the frequency effects discussed in Section 3, in that the introduction of excitation here Figure 5 . Sustained, localized activity in a network of 20 cells governed by (6). The greyscale encodes levels of v, with elevated v, corresponding to the active phase, represented by pale shades. A stimulus is applied to the central three cells for a brief period, causing them to fire at relatively high frequency, and is then removed; despite its removal, activity persists in the recruited subset of cells.
increases the overall activity in the network, relative to the uncoupled state. Nonetheless, given the past emphasis on Mexican hat coupling as a feature of bumpsupporting networks, and more generally on inhibition for stemming the spread of activity, the fact that synaptic excitation can recruit and maintain the activity of some intrinsically silent cells in a network and yet not recruit others, despite uniform coupling architecture and strength across the network, represents a surprise. Figure 5 shows an example of a computational experiment, similar to those in Rubin and Bose (2004) , in which a bump is formed by a transient stimulation, and persists after the end of the stimulation period, in an excitatory network of 20 cells. The equations simulated, again in XPPAUT (CVODE with time step 0.01 units), are the Morris and Lecar (1981) , Rinzel and Ermentrout (1998) system (6), are projected into the (v, s tot ) plane. The leftmost dotted curve is the cross-section of the go surface for the recruited cell that is relevant when it gets recruited. The rightmost dotted curve is a cross-section of the go surface for the non-recruited cell, which corresponds to the onset of decay for a particular input the cell received; most cross-sections relevant for other inputs lie in a small neighborhood of this one.
Note that the non-recruited cell's trajectory approaches very close to the recruitment threshold but does not cross it. Both panels are reproduced, with slight modification, from Rubin and Bose (2004) with the permission of IOP Publishing Limited.
and c 3 = 0.001 scale the synaptic coupling to depend on distance. Note from system (6) that cells are selfcoupled (c 0 = 0). While a cell with self-coupling but no other inputs will return to rest after stimulation, this self-coupling does make it easier to maintain activity than to recruit new cells. Thus, the main question in the analysis of these bumps is: what allows for the recruitment of some cells, but not others? A subtle point that arises is that the timing of inputs, not just their magnitudes, determines recruitment, as shown in Fig. 6A . The key to understanding the bump formation shown here is to note that in it, synaptic excitation acts in three different ways:
• it promotes recruitment during the stimulation period, since stimulated cells fire at high frequencies, leading to accumulation of synaptic excitation to sufficient levels to recruit non-stimulated cells within some neighborhood of the active region (depending on coupling strength, time constants, and so on); • it prevents recruitment of additional cells by desynchronizing active cells after the stimulation period, such that inactive cells never receive sufficient input to fire; and, • it maintains the firing of active cells after the stimulation period, since even with self-coupling, cells cannot fire persistently when decoupled from the network.
In fact, desynchronization contributes to this last effect as well, together with slow decay of excitation, by ensuring that there are no periods when all synaptic inputs to an active cell have decayed away. Given the crucial role of desynchronization in localizing and sustaining activity, the mechanism for bumps here clearly depends on the fact that the neurons in the network are type I cells, which are driven to an asynchronous state by excitation (Ermentrout, 1996) ; the bumps in the type II cells in Drover and Ermentrout (2003) must therefore result from a different mechanism, which remains to be fully elucidated. The analysis in Rubin and Bose (2004) provides a framework that can be used to determine precisely which input is responsible for recruiting an activated cell. The idea is to consider the equations for a potential recruit, cell i, at a moment when the voltage of the cell itself, as well as the voltages of all of the cells that provide it with synaptic input, satisfy v < v θ . Let
. The relevant equations then become (7), trajectories evolve toward {s tot = 0}, as suggested by the arrows; nullclines for s tot = 0 are dashed, as are arrows for trajectories off of W s . The stable manifold W s of (v m , w m , 0) partitions trajectories of (7) into those that can enter the active phase (in C 2 ) and those that cannot (in C 1 ). Adapted from Rubin and Bose (2004) with the permission of IOP Publishing Limited.
w < w u } into two disconnected components. One component, call it C 1 , consists of trajectories that converge directly to (v l , w l , 0) without entering the vicinity of the right branch of the v-nullcline, while the other, call it C 2 , consists of trajectories that do enter this active phase before converging to (v l , w l , 0). See Fig. 7 .
Suppose that the trajectory of the potential recruit, cell i, lies in C 1 and that it gets a synaptic input, say from cell j. Because cell j is active, (v i , w i ) evolve according to the full system (6) until the moment, say t j , when v j falls below v θ . At time t j , assuming that no other presynaptic cells have fired in the meantime, system (7) becomes relevant, and we check whether (v i (t j ), w i (t j ), s tot i (t j )) lies in C 1 or C 2 . In the former case, since W s is invariant (and w < 0 at w = w u in C 1 ), (v i (t), w i (t), s tot i (t)) remains in C 1 until a future input to cell i arrives. In the latter case, again since W s is invariant and since any future inputs will be excitatory, it is guaranteed that cell i will fire, even if it receives no future inputs. Thus, we refer to W s as the go surface.
Note that, due to the curvature of W s induced by the dynamics of (7), different points with the same value of s tot may lie in different C i , depending on their v and w components. Thus, the total input s tot needed for recruitment is different in different cells, as in Fig. 6A , and is also different for the same cell at different times. Further, the level of s tot itself differs over different inputs to the same cell, as is also apparent in Figs. 6A and B. Given (v i (t j ), w i (t j ), s tot (t j )) as above, whether recruitment occurs or not can be checked in the (v, s tot ) plane by comparing the location of (v i (t j ), w i (t j ), s tot (t j )) to the cross-section of W s taken at w = w i (t j ), as in Fig. 6B . Because recruitment depends so strongly on the abrupt threshold formed by W s , the localized activity in this network is sensitive to noise and to small variations in parameters. It remains possible that shortterm dynamics can add robustness to this network; see Rubin and Bose (2004) for a discussion of the impact of short-term depression on the network. Alternatively, it is possible that while inhibition is clearly not a necessary ingredient for the existence of stable bumps in this type of network, inhibition plays a key role in preserving localized activity patterns in noisy conditions. Finally, spatial heterogeneity in coupling may contribute to the pinning of bumps in certain preferred locations in an excitatory network, as discussed for other coupling architectures in Renart et al. (2003) and Rubin and Troy (2004) , which would be expected to enhance the robustness of the selected patterns.
Conclusion
The effects of synaptic excitation on a model neuronal network depend on the intrinsic dynamics of cells in the network as well as the strength and temporal characteristics of the synaptic signal. Under the right conditions, some specialized and some general, synaptic excitation can speed up, slow down, synchronize, or desynchronize network activity, and it can propagate activity throughout a network or sustain activity in a localized subregion within a network.
