Abstract-In this paper, we formulate a framework that solves the offline physical layer impairment-routing and wavelength assignment (PLI-RWA) issue in translucent wavelength division multiplexed (WDM) optical networks. The novelty of work lies in (1) introducing an innovative PLI-signal quality and delay aware RWA (PLI-SQDARWA) algorithm that (a) considers both, signal quality and end-to-end delay for candidate route computation and (b) minimizes the total required network components (i.e. regenerators and wavelength converters), and (2) proposal of a delay analysis in order to justify the concept of latency awareness in translucent WDM networks.
I. INTRODUCTION
Over the last decade, numerous studies have shown that an opaque wavelength division multiplexed (WDM) network is not feasible owing to the costly optical-electrical-optical (OEO) conversion based regenerators being required at each intermediate node in order to provision the signals with a-priori admissible quality of transmission (QoT), and physical layer impairments (PLIs) render the transparent strategy as an impracticable solution [1] . Further, transparent WDM networks suffer from inefficient wavelength utilization as connection requests may be rejected because of non-availability of a common wavelength on all the links along the chosen route [2] . The aforementioned deficiencies Manuscript received December 12, 2012; revised May 20, 2013 . This work was supported by the AICTE under the research promotion scheme -RPS-11/2008-09.
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of both, opaque and transparent networks has led to the emergence of sparse regeneration based translucent WDM networks, in which signal remains in the optical domain as long as possible and is only regenerated when its quality falls below a threshold [3] .
In recent years, the cross layer design necessitated in WDM network planning has stirred a new trend in research by accounting for the impact of PLIs on optical reach of the signal(s) in the so called physical layer impairment-RWA (PLI-RWA) techniques. PLI-RWA approaches for translucent networks deal with (a) selecting regeneration sites and number of regenerators to be deployed on these sites (regenerator placement (RP) problem) and/or (b) given sparse placement of regenerators, selecting which of these regenerators to use (regenerator allocation (RA) problem) [1] . According to the current state of art, introduction of regenerators for provisioning demands due to signal quality and/or wavelength contention requirements inevitably disrupts transparency of the signal(s) and simultaneously introduces unnecessary delay, since regenerators involve the OEO conversion process which incurs more time than switching in the optical domain. Further, acknowledging that an optical port is five times less expensive than an electrical one [3] , regenerators also substantially increase the overall network cost. The aforementioned inadequacies of regenerator introduction within the network act as significant performance bottlenecks which has led to minimizing the total number of network regenerators as one of the major objectives in translucent WDM network design [1, 2] .
The translucent network design problem assuming a fixed number of regeneration sites is addressed in [4] . The authors proposed a RP and constraint-based routing (RP-CBR) approach which aims at limiting regeneration to some network nodes while considering the impact of PLIs on QoT. The proposed double-stage algorithm relies on a topology driven strategy wherein, RP is followed by a CBR algorithm for RWA. The proposed CBR algorithm is shown to be suitable for on-the-fly network operation and significantly decreases the blocking probability by taking into account the actual network condition.
Authors in [5] proposed an improved version of the RP-CBR algorithm in view of further minimizing the required number of regenerators. In the improved algorithm termed as RP-CBR + , different RP combinations are investigated and the first QoT admissible combination providing the least number of regenerators is retained as the solution. Simulation results show that for all traffic load values, RP-CBR + presents non-zero blocking while using the same numbers of regenerators as original version (RP-CBR) of the algorithm. The Lightpath Establishment with Regenerator Placement (LERP) sequential algorithm dealing with translucent network design under static traffic is proposed in [6] . LERP uses random search (RS) in the RWA algorithm to find k-alternate shortest paths (k-SPs) for requests and performs RP after estimating bit error rate of lightpaths comprising solution of the RS. LERP assumes that it is possible to deploy, if necessary, a regenerator for a request at any intermediate node along its path and its originality lies in minimizing simultaneously, the amount of rejected demands and the required regenerators. Simulation results clearly show the efficiency of LERP and indicate that the benefits obtained in terms of demand rejection and number of regenerators is due to a larger combinatoric in lightpath RWA and RP.
Authors in [7] proposed to solve the translucent network design problem by introducing a heuristic called Cross-Optimization for RWA and RP (COR2P) which aims at minimizing both, the number of required regenerators and number of regeneration sites. The authors compared COR2P to RP-CBR + [5] and LERP [6] approaches, and the simulation results reveal that (a) COR2P results in regenerator concentration in few network nodes, (b) for low traffic, COR2P does not reject any demands, while RP-CBR + presents non-zero blocking; whereas for high traffic, COR2P presents a blocking which is 100 times lower than that shown by RP-CBR + , and (c) for identical scenarios at low or moderate traffic, compared to LERP, COR2P reduces both, the total number of regenerators and number of sites. The results also highlight the drawbacks of COR2P at high loads wherein, (a) acceptable blocking performance maintained by COR2P is at the expense of increased number of required regenerators and (b) COR2P"s methodology of QoT-dependent ordering is not very effective and resource blocking occurs.
The aforementioned studies present two major drawbacks. First, the PLI-RWA algorithm in these studies is founded on traditional shortest path (SP) or its variant routing protocol since, to achieve a desired performance, in general, among all the routes between a pair of nodes, SP demonstrates the best signal quality hence, requiring least amount of regenerators. However, in real networks, owing to the existence of non-uniform PLIs within the heterogeneous environment, SPs may not always demonstrate the best signal quality and hence, it may occur that any other route(s) apart from SPs exhibits better signal quality, thus requiring fewer intermediate regenerators, and in turn lowering the overall network cost and latency. Further, within a network, most requests attempt to route connections over the SPs which results in queuing delays and also, the SP approach comes short of provisioning efficient network utilization as resource availability and traffic characteristics are not a part of its routing decision. Hence, SP routing contributes significantly to network congestion resulting in resource blocking, thus leading to rejection of a new connection as it cannot be served due to the non-availability of wavelengths. Although blocking due to signal degradation and/or wavelength clashing can be reduced/eliminated by provisioning both, regeneration and wavelength conversion (WC), de-facto resource blocking cannot be reduced/eliminated even if more regeneration and/or WC equipment is deployed; since if no routes with available wavelengths exist between two nodes, neither WC nor regeneration allows provisioning of a lightpath between those nodes and consequently the request will be blocked.
Second, these studies assume that regenerators are also equipped with WC capability. In contrast to the use of regenerators for instances necessitating only regeneration or simultaneous regeneration and WC, for cases when signal(s) require only WC, use of regenerators is not be feasible as OEO conversion leads to time delay, which is detrimental for real-time applications. For such instances, a viable alternative will be the use of all-optical wavelength converters (AOWCs) which in recent years have been demonstrated to be practical [8] . Although currently all-optical devices remain costly, over the last decade, numerous advances have been achieved in the field of optical devices and foreboding future developments in optical technology, AOWCs will indeed turn cost feasible and future optical networks can be expected to perform either some or all the switching, WC and control functions in the optical domain [9] .
In order to tackle the above mentioned drawbacks of existing translucent network design studies, in our previous works, we have proposed:
1) An innovative PLI-Signal Quality Aware RWA (PLI-SQARWA) algorithm [10] that (1) guarantees zero blocking due to signal degradation and wavelength contention, and (2) minimizes the total required network components (regenerators and AOWCs) i.e., the overall network cost by (a) considering signal quality to route connections over paths requiring the fewest numbers of regenerators, and (b) maximally using placed regenerators for WC before resorting to AOWCs, and 2) A novel hybrid translucent node architecture [11] , which is an electro-optical solution supporting a latency efficient technology capable of delivering a cost effective implementation suitable for large scale deployment. The hybrid node uses regenerators if, 1) the Quality-factor (Q-factor) at any node falls below the threshold or 2) the Q-factor at any node falls below the threshold and simultaneously there is also wavelength contention. In the latter case, the hybrid node uses a regenerator for both, regeneration and WC. However, if only wavelength contention is to be resolved, the hybrid node resorts to an AOWC instead of a regenerator. In this paper, we extend our aforementioned previous studies by designing a framework that supports the offline version of PLI-RWA problem in translucent networks where, given a network topology and estimate of traffic demands, both, the static PLI-RWA and the RP problems are solved jointly. The novelty of the current work is twofold:
 First, in contrast to PLI-SQARWA that only minimizes the number of required network components, in view of efficient resource utilization, we introduce the innovative PLI-signal quality and delay aware RWA (PLI-SQDARWA) algorithm that considers both, signal quality and end-to-end delay in order to evaluate a candidate route. Hence, apart from only minimizing the overall network cost, PLI-SQDARWA also aims to minimize the overall network latency. We proceed to the performance comparison of PLI-SQDARWA with COR2P and the results clearly show that PLI-SQDARWA outperforms COR2P in terms of connection blocking hence, overcoming the deficiencies of COR2P.  Second, realizing that an architectural approach using standards-based and widely used technologies is requisite for provisioning both, low-latency and dynamic requests of real-time applications, such that transmission channel connection continuity with minimal delay is guaranteed, we appropriately deploy our previously proposed hybrid translucent nodes within the network. Further, from the simulation results, which clearly show that compared to a transparent network with sparse WC and a translucent network with sparse regeneration, use of hybrid node in the network yields least delay; we propose a novel delay analysis in order to justify the concept of latency awareness in translucent networks. This paper is organized as follows. Section II, describes the network model and the latency analysis used in our study. In section III, we describe details of the proposed PLI-SQDARWA algorithm. Section IV presents the numerical results wherein, we detail the performance comparison results of PLI-SQDARWA and COR2P, and the network performance with different node architectures. Finally, Section V presents the conclusion of this study.
II. NETWORK MODEL
In previous work [11] , we proposed a hybrid translucent node architecture as shown in Fig. 1 . A lightpath transiting such a node may be switched transparently (L 1 ) or directed to the regenerator pool (L 2 ) if 1) it requires only regeneration or, 2) it simultaneously requires both regeneration and WC. If only wavelength contention is to be resolved, the lightpath is directed to the wavelength converter (L 3 ). We assume fiber links to be deployed using standard single mode non-zero dispersion shifted fibers and erbium-doped fiber amplifiers (EDFAs) to be deployed every fiber span (typically every 80Km) in order to recover from fiber losses.
In the current study, lightpath QoT evaluation is based on the realistic estimation of signal quality considering the simultaneous impact of three effects viz. stimulated Raman scattering (SRS), four wave mixing (FWM) and amplified spontaneous emission (ASE) noise. We use the Q-factor model from our previous work [12] in order to evaluate blocking probability (BP), which is the performance metric used in our study. BP is defined as the probability that a connection cannot be accepted and is given as When the receiver Q-factor associated with a connection request is below the threshold, the connection is blocked. 
A. Latency Analysis
For the latency analysis, which is motivated from the fact that OEO conversion involves specific processing delay and a lightpath requiring OEO conversion undergoes larger delay compared to a lightpath which is transparent and/or requires only WC; we assume that a call m incurs a total delay ) (m D Total and is blocked if the latency incurred in call processing exceeds a given timeout which is assumed to be user adjustable with delay bound denoted as max   (2) where n denotes the number of trials before which a "good" (Q above the threshold) lightpath is calculated or below which the check for all candidate lightpaths is finished. The processing delay for a request m, if within the timeout threshold, and requiring OEO conversion is given as
The propagation delay denoted by
is the delay incurred for carrying a lightpath between two nodes of the network. Thus, the total latency for a call m is estimated as the sum of processing delay and propagation delay and is given as
Other delays apart from processing and propagation delays have been ignored in the analysis Also, since AOWCs do not involve any OEO conversions, delay introduced by a wavelength converter is assumed to be zero.
III. TRANSLUCENT NETWORK DESIGN
In designing translucent WDM networks, nodes equipped with regeneration and WC capabilities must be chosen carefully and furthermore, number of such nodes should be kept to a minimum in order to reduce the overall network cost. The translucent network design problem can be stated as follows: Given 1) A network topology; 2) A set of available wavelengths per fiber link;
3) The offered traffic comprising of a set of static demands; 4) An admissible Q-factor threshold value i.e. Q th .
Objective
Find a candidate route that demonstrates both, highest Q-factor and lowest end-to-end delay. Further, along the lightpath route, assign wavelength(s) on each of its links and for wavelength contention resolutions, ensure the maximal use of WC capability of placed regenerators before deploying AOWCs, in effect minimizing the required number of total network components. Consequently, aim of the translucent network design is to satisfy maximum number of connection requests, simultaneously reducing both, the overall network cost and latency. Subject to 1) Delay constraint: For a lightpath to be considered for candidate route evaluation, its end-to-end delay must not exceed the desired least total end-to-end delay value. 2) Signal quality constraint: For any network lightpath, at its destination node, the corresponding Q-factor value must not fall below the threshold value. 3) Wavelength continuity constraint: In the absence of WC, a lightpath must be routed using the same wavelength along its route. Placed regenerators or AOWCs can be used to relax the wavelength continuity constraint.
A. PLI-Signal Quality and Delay Aware RWA (PLI-SQDARWA) Algorithm
In order to efficiently solve the translucent WDM network design problem, in this sub-section we present details of the PLI-SQDARWA algorithm. The synopsis of PLI-SQDARWA can be divided into the following three phases.
Phase I :
Signal Quality and Delay Aware Routing (SQDAR) Algorithm
In phase I, a signal quality and delay aware routing (SQDAR) algorithm is employed for evaluating the candidate paths. SQDAR considers both, signal quality and end-to-end delay in order to evaluate the candidate routes. The SQDAR algorithm comprises of the following three steps:
Step 1. For all the routes, consider the Q-factor values of individual links and summate them to evaluate the total Q-factor as follows
where N represents the total number of links between the source and destination, Total Q the total Q-factor of a lightpath and x Q the Q-factor value on x th link of the lightpath. Store the total Q-factor values of all the routes and go to step 2.
Step 2. Next, for all the routes, store the total end-to-end delay values and go to step 3. In the current study, the desired least total end-to-end delay for a route is fixed to a value of 50 ms [13] , implying that connection blocking will result only when SQDAR fails to find a route that demonstrates a total end-to-end delay which is equal to or below the desired least total end-to-end delay value.
Step 3. Explore the entire search space in order to find a candidate path that demonstrates the "best (highest)" Q-factor and the least total end-to-end delay.
It must be noted that SQDAR is an exact algorithm in the sense that for each connection request, the path computation process is complex and time consuming. In order to obtain efficient time performance at the expense of exactness, heuristic algorithms may be used to limit the number of paths in the search space [1] . In the current study, in view of establishing the exactness of PLI-SQDARWA and evaluating optimum candidate paths for all connections, we use the exact version of SQDAR.
Phase II : Wavelength Assignment Algorithm
In phase II, the carried lightpaths from phase I are sequentially processed. For each lightpath, the first-fit WA (FF-WA) technique is used for assigning the wavelengths. However, in the event that the wavelength continuity constraint is not satisfied and/or the QoT is below the pre-defined threshold, we resort to wavelength converters and/or regenerators, which are appropriately deployed in phase III.
We consecutively number all wavelengths (  ) and nodes n and n n represent the source and destination nodes of a lightpath route respectively. The WA algorithm comprises of the following five steps:
Step 1. Initially, consider the 1 st node ( 1 n ) of the candidate route as the source node and go to step 2.
Step 2. Starting from the source node, scan all the links of the candidate path to check (a) if any common wavelength is available along all the links of the route, and (b) the Q-factor values along all the links of the route. Go to step 3.
Step 3. If all the links along the route demonstrate Q-factor equal to or above the pre-defined threshold value and also, there exists a common wavelength along all the links of the route, go to step 4. Else go to phase III in order to place the regenerators(s) and/or AOWC(s) appropriately as per the requirement.
Step 4. Assign a wavelength with the smallest index (say for e.g. 1  ) to the lightpath, and go to step 5.
Step 5. Terminate the algorithm.
Phase III : Regenerator Placement (RP) and Wavelength Converter Placement (WCP) Algorithm
In view of reducing the total number of required components and hence minimizing the overall network cost, in phase III, before deploying any AOWCs to resolve wavelength contentions, our aim is to maximally use the WC capability of regenerators that will be required to be appropriately placed along lightpaths which demonstrate non-admissible QoT. Based on the number of placed regenerator(s), such non-admissible QoT lightpaths will be divided into section(s) and between any two consecutive sections, the existence of a regenerator with WC capability will imply that wavelength continuity for such lightpaths will have to be ensured only on each section. On the other hand, for lightpaths demonstrating admissible QoT, RP will not be required and thus, such lightpaths will consist of only one section (i.e. from source node to destination node).
The RP and WCP algorithm comprises of the following eight steps:
Step 2. If Q-factor value at the next node is equal to or above the threshold value, go to step 5. Else, go to step 3.
Step 3. Place a regenerator at the current node (i.e. source node). Since the placed regenerator contributes to latency, check the total end-to-end delay for the route and if it exceeds the desired total end-to-end delay value, block the request, else, go to step 4. Step 4. If the wavelength continuity constraint is satisfied along the current link, go to step 6. Else, if the wavelength continuity constraint is not satisfied along the current link, use the deployed regenerator at the current node for WC to 1  and go to step 6.
Step 5. If the wavelength continuity constraint is satisfied along the current link, go to step 6. Else, if the wavelength continuity constraint is not satisfied along the current link, deploy an AOWC at the current node for WC to 1  and go to step 6.
Step 6. Assign next node along the lightpath route as the source node and go to step 7.
Step 7. Check if the source node is the destination node. If yes, then go to step 8, else go to step 2.
Step 8. Terminate the algorithm.
It must be noted that PLI-SQDARWA ensures zero blocking since the SQDAR algorithm guarantees the availability of resources at all times and provisioning of both, regeneration and WC eliminates any blocking due to signal degradation and wavelength contention, respectively.
IV. NUMERICAL RESULTS
We conducted extensive simulations on a dual core 2.20
GHz computer with 1 GB RAM using the MatLab and C++ software in order to investigate the N=18 node North American backbone (NSFNET) network depicted in Fig. 2 . The network consists of L=29 bidirectional links and is based on 100 GHz channel spacing providing W=16 wavelengths per fiber link. In the current study, Q-factor threshold takes the value of 6 which corresponds to a bit error rate (BER) of 10 -9 . The optical physical layer is modelled as in our previous work [12] . We consider permanent lightpath demands (PLDs) demands which are offline requests that consist of pre-known connection demands with data rate equal to full capacity of the wavelength channel and are thus established through a full lightpath. The simulations cover 6 traffic loads that range from 100 to 500 connection demands and for each load, 10 static traffic matrices are generated stochastically according to uniform distribution. Thus, presented results are average values of ten simulation runs.
In the current study, for WC, since no OEO conversions are required, the processing delay is assumed to be zero [16] 0.5ms/100 km of fiber max T (ms) [18] 20 whereas, regeneration, which necessitates OEO conversion, is considered to incur a fixed amount of processing delay. Table I summarizes the various transmission system parameters adopted in our simulations.
A. Performance Comparison of PLI-SQDARWA and COR2P
In this sub-section, we evaluate the performance of PLI-SQDARWA through comparison with the COR2P algorithm. It must be pointed out that the major difference between the two algorithms lies in the fact that, COR2P uses regenerators for both, regeneration and WC whereas, for PLI-SQDARWA, regenerators are used for only regeneration or simultaneous regeneration and WC, and AOWCs are used for only WC. We executed COR2P for different values of a specific parameter and present the results corresponding to those parameters which provided the best performance. The parameter values are reproduced so as to allow the results to be repeatable: 1) for evaluation of k-SPs, value of k is set to 5 and 2) to simplify the cost function, ratio C C /C O is set to 1, where C C is the unitary CapEx cost corresponding to the carrier"s investment for installing a regeneration pool at a node and C O is the unitary OpEx cost corresponding to the cost for managing a single active regenerator at a node. Further, for comparable scenarios between the two algorithms, in COR2P, we set X=100, α=0.1 and ρ=0.33 (i.e. R=6) where X is the maximum number of regenerators per regeneration site, α the weight used to balance the network resources and regeneration cost, ρ the ratio of initial number of regeneration sites to the number of network nodes and R the initial number of regeneration sites in the network.
The variation of BP with traffic load for both algorithms is illustrated in Fig. 3 . The values attached to each point correspond to the average total number of components (i.e., regenerators + wavelength converters) required by COR2P (values in italics font) and PLI-SQDARWA (values in normal font). It can be observed from the figure that 1) For low traffic loads, both COR2P and proposed PLI-SQDARWA show zero BP, requiring approximately the same number of components. This can be attributed to the fact that for both the algorithms  Regenerators and wavelength converters are provisioned which eliminate the signal degradation and wavelength contention blocking respectively and  Owing to low loads, the network is not overloaded and ample resources are available. 2) For intermediate and high traffic loads (i.e., between 300 and 600), PLI-SQDARWA is able to maintain zero BP whereas, owing to the ineffectiveness of QoT-dependent ordering of COR2P as the network overloads, resource blocking starts to occur for COR2P. The lower resource blocking shown by PLI-SQDARWA can be attributed to the use of SQDAR for routing which together with WC always provisions ample resources. It can also be observed that as the load increases, COR2P"s component (i.e., regenerators) requirement increases substantially compared to that of PLI-SQDARWA"s component (regenerator + wavelength converter) requirement. Further, it can be inferred from the figure that compared to PLI-SQDARWA, zero signal and wavelength related blocking performance shown by COR2P at moderate and high loads is at the expense of increased number of required components. As a conclusion, for low loads, both the algorithms accept all the demands whereas, between moderate and high loads, compared to PLI-SQDARWA which is able to accept all the requests, COR2P is unable to prevent the occurrence of resource blocking, resulting in the rejection of demands. Further, as the traffic load increases, the total number of components used by COR2P (i.e., regenerators used for both, regeneration and WC) approximately doubles compared to the total number of components used by PLI-SQDARWA (i.e., regenerators used for regeneration and AOWCs used for WC). Hence, compared to COR2P, for all traffic load values, PLI-SQDARWA is able to demonstrate lower blocking at larger component cost benefits.
B. Network Performance with Different Node Architectures
In this sub-section, we compare performance of the network shown in Fig. 2 , which is equipped with sparsely placed hybrid translucent node named as H-OEO-WC, with (a) Transparent network equipped with sparse wavelength converter placement named as Sparse-WC (S-WC), in which there is no regeneration at any node and blocking arises when the Q-factor at a node falls below the threshold. We do not consider WC at all nodes as sparse WC is typically sufficient to obtain a desired performance [1] , and (b) Translucent network equipped with sparse OEO regenerator placement named as Sparse-OEO (S-OEO), in which regenerators can also be used as wavelength converters and routing feasibility depends on using limited number of S-OEO nodes to satisfy the requirements for WC and/or regeneration. We do not consider regenerators at all nodes (i.e. opaque network) since for such networks large amount of OEO devices will be required which increases the overall network cost [1] . The SQDAR algorithm ensures that for the network equipped with any node architecture, all instances admit a solution with 0% of resource blocking. Further, since S-WC nodes are equipped with only wavelength converters, such nodes can only resolve wavelength related blocking whereas, S-OEO and H-OEO-WC nodes also provision regeneration in addition to WC, hence eliminating blocking due to both, signal degradation and wavelength contention. We assume the AOWC used within the hybrid node to be an ideal or full range wavelength converter (FRWC) [14] . Fig. 4 illustrates the principle of necessary trade-off between delay incurred in obtaining and maintaining the desired QoT. We consider the case of high traffic (specifically 500 demands) in order to ensure that both, signal and wavelength related requirements are generated. It can be observed from the figure that 1) When the network is equipped with S-WC nodes, a constant QoT value (specifically 0.484) is obtained corresponding to every delay value. This can be attributed to the fact that for serving demands, on one hand, the network undergoes propagation and processing delays owing to connection routing whereas, on the other hand, since S-WC nodes do not provision regenerators, QoT value remains fixed. For the considered load, owing to high traffic, constant QoT value obtained for S-WC nodes is very low which signifies the benefit of RP within the PLI-RWA algorithm for network design.
2) When S-OEO nodes are deployed within the network, higher QoT is obtained at the expense of larger delay. This occurs due to increase in the number of regenerators used for both, regeneration and WC in order to eliminate signal degradation due to PLIs and to resolve wavelength contentions. It can be observed that a delay of 6.76 ms is incurred in order to obtain the desired QoT value (Q=6). Below this value of delay, termed as the optimum delay (D opt ), the network is not able to maintain the desired QoT. It can be concluded from Fig. 4 that for any network configuration, there exists a D opt value beyond which the network is able to maintain the desired QoT whereas, below the D opt value, the network does not meet the QoT requirement. Further, the D opt value is found to be node architecture specific wherein; for the network equipped with H-OEO-WC nodes, the D opt value is lesser compared to the case when network is equipped with S-OEO nodes. It is observed that in order to obtain Q=6, delay difference between network equipped with H-OEO-WC and S-OEO nodes respectively is approximately 0.91 ms which suggests that in view of minimizing the time delay due to OEO conversions, the methodology of using AOWCs for only wavelength contention resolution as in H-OEO-WC nodes is a judicious choice rather than resorting to regenerators.
3) Compared to when S-OEO

V. CONCLUSION
In this paper, we introduced the innovative PLI-SQDARWA algorithm that guarantees low blocking at all traffic load values. In contrast to existing studies which are based on traditional shortest path routing paradigms, PLI-SQDARWA is founded on 1) a signal quality and delay aware routing (SQDAR) algorithm that evaluates candidate routes considering both, signal quality and end-to-end delay, 2) the well-known FF-WA technique to assign wavelengths, and 3) an efficient regenerator and wavelength converter placement algorithm that minimizes the number of network components, and hence the overall network cost. Further, in view of large scale deployment of a cost and latency effective implementation, we deployed our previously proposed novel hybrid translucent node within the network, which is an electro-optical solution suitable for provisioning dynamic requests for bandwidth-on-demand and real-time applications. In view of reducing the time delay introduced due to OEO conversions, the hybrid translucent node resorts to regenerators only when regeneration or simultaneous regeneration and WC is required whereas, uses AOWCs for the cases of only wavelength contention resolution.
The obtained simulation results clearly show that compared to the COR2P algorithm, PLI-SQDARWA demonstrates lower connection blocking and utilizes fewer number of network components, at all traffic loads. The results further reveal that, resorting to OEO conversions to resolve both, wavelength contention and signal degradation incurs more time delay compared to when it is used only for regeneration or simultaneous regeneration and WC; while wavelength contention is resolved using AOWCs. The performance of the network consisting of the hybrid translucent node is compared to the network equipped with translucent and transparent node architectures present in literature and the results clearly show that compared to nodes which use OEO conversion for both, regeneration and/or WC, in order to obtain the desired QoT, the use of hybrid translucent node incurs less time delay.
Finally, results of the study suggest that for reducing network component count and ensuring resource availability at all times, it is wiser to equip the routing phase of a PLI-RWA algorithm with signal quality and delay awareness as opposed to using the traditional shortest path routing protocols, and in view of minimizing the time delay due to OEO conversions, using AOWCs for only wavelength contention resolution is a judicious choice rather than resorting to regenerators.
