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Abstract 
In order to solve the Crocco boundary problems known as the typical one and the uniform one, binomials (as approximants 
of exact solutions) and integral identities have been used. The extent of the closeness of the exact solution to its approximation 
was estimated using the ϕ(0) value. The solution of the typical Crocco boundary problem was proved to have a logarithmic 
singularity of the derivative at ϕ =0. Crocco’s equation was found to provide both necessary and sufficient conditions for the 
minimum of a positive distribution being vortex in d ϕ/ dh. The uniform Crocco boundary problem was demonstrated to be 
equivalent to the two typical Crocco boundary problems with a common critical point. 
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 1. Introduction 
For Crocco’s equation 
φd 2 φ/d h 2 + 0. 5 f ( h ) = 0, (1)
given on the interval 0 < h < 1, with f ( h ) > 0, f ∈ L 1 (0,
1), it is possible to set various boundary problems. 
First of all, a typical boundary problem can be
set: 
( d ϕ/d h ) = ϕ ( 1 ) = 0. (2)h=0 
✩ Peer review under responsibility of St. Petersburg Polytechnic 
University. 
∗ Corresponding author. 
E-mail address: fonpetrich@mail.ru . 
 
 
 
http://dx.doi.org/10.1016/j.spjpm.2015.12.012 
2405-7223/Copyright © 2016, St. Petersburg Polytechnic University. Produ
under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-n
(Peer review under responsibility of St. Petersburg Polytechnic University)Aside from this one, a boundary problem homoge-
neous in ϕ( h ) can be set: 
ϕ ( 0 ) = ϕ ( 1 ) = 0, (3)
as well as a combined homogeneous boundary prob-
lem: 
a 0 ( d ϕ/d h ) h=0 + b 0 ϕ ( 0 ) 
= a 1 ( d ϕ/d h ) h=1 + b 1 ϕ ( 1 ) = 0 (4)
with real parameters a i , b i , i = 0, 1. 
The boundary problems (1)–(4) have a physical ba-
sis and are connected to describing the phenomena
of diffusion, thermal conductivity, and the jet and the
wall viscous boundary layers. 
Ref. [1] suggests using the Cauchy conditions: 
ϕ ( 0 ) − α = ( d ϕ/d h ) h=0 = 0 (2 а )ction and hosting by Elsevier B.V. This is an open access article 
c-nd/4.0/ ). 
. 
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Fig. 1. The ϕ( h ) dependence explaining the principle of the algo- 
rithm for the adjustment method. 
 
 
 
 instead of the setting ( 2 ) when solving a typical 
Crocco boundary problem for the case f ( h ) = h , and 
the constant α can be adjusted so that ϕ(1) = 0. 
A more accurate formulation states the following: 
Let ϕ =ϕ( h, α) and ϕ(1, α) = 0. Then 
∀ ε > 0, ∃ η = η( ε ) ⇒ | ϕ ( 1 , β) | < ε, | β − α| < η. 
It should be noted that this assertion is none other 
than the theorem on the continuous dependence of the 
solution of a differential equation on the parameters 
[2] . 
Ref. [1] proved that the point h = 1 is a movable 
singularity of the Cauchy problem ( 1 ), ( 2 а ): 
d ϕ/d h → 
h→ 1 −0 
−∞ 
[1,3] , but d ϕ 2 /dh → 
h→ 1 −0 
−0. 
2. The analysis of the existing results 
The analysis of Ref. [1] shows that a wider state- 
ment has actually been proved, i.e., that the conver- 
gence radius of a plane series for the d ϕ/ dh derivative 
is equal to unity [1,3,4] . 
This result can be made more specific. Let α > 0 be 
such a value of ϕ(0) for which ϕ(1, α) = 0 and β > 0 
( β is any random value of ϕ(0), such that ϕ( h 0 ) = 0). 
Then 
∀ ε > 0, ∃ δ > 0 ⇒ | β − α| < ε → | 1 − h 0 | < δ. 
This definition describes the, so to speak, adjust- 
ment algorithm. The value of the constant α can be 
found by an adjustment method. According to this 
method, α > 0 is specified and the Cauchy problem 
( 1 ), ( 2a ) is solved. If the value of ϕ( h 0 < 1, α) = 0,
then the value of α should be increased; if ϕ( h 0 > 1, 
α) = 0, then α should be decreased ( Fig. 1 ). It is possible to normalize h and ϕ in the following 
way: 
h = z/r, ϕ = α	, 	 = 	( z ) , 0 < z < r, 0 < 	 < 1 , 
which means 	: h ∈ (0, r ) → 	 ∈ (0, 1), i.e., the 
variable h changes on the interval (0, r ), while the 
variable 	 changes on the interval (0, 1) [4] . 
Then the boundary problem ( 1 ), ( 2 ) can be rewrit- 
ten in new notations in the following way: 
2 α2 r 3 	d 2 	/d z 2 + z = 0, 
	( 0 ) − 1 = ( d 	/d z ) z=0 = 	( r ) = 0. 
For a complete coincidence with the Crocco bound- 
ary problem, let us set r = α–2/3 , or α= r –3/2 , and, con-
sequently, an increase in α leads to a decrease in the 
convergence radius r , and vice versa. Thus, we can 
state that 
∀ ε > 0∃ δ = δ( ε, α) > 0 ⇒ −δ< r ( α + ε ) 
− r < r ( α − ε ) − r < δ. 
Then it is easy to calculate that 
δ = 2/ 3 ε α−5 / 3 + O( ε 2 ) . 
Therefore, the convergence of the adjustment pro- 
cess is nonuniform in α and deteriorates with a de- 
crease in the α values. 
In order to carry out the adjustment, let us use the 
fixed-point technique and implement the Cauchy se- 
quence; the completion of a normalized ring C 1 en- 
sures the convergence (this technique is known in its 
linearized form [5] ). 
Let 
2 ϕ k−1 d 2 ϕ k /d h 2 + f ( h ) = 0, 
where the lower index is the iteration number. 
Evidently, this equation is the iterative counterpart 
of Eq. (1) . Then 
ϕ k ( h ) = α −
∫ h 
0 
( h − z ) f ( z ) / ϕ k−1 ( z ) dz 
is the iterated solution of the Cauchy problem ( 1 ), 
(2 а ) . Therefore, 
α = 
∫ 1 
0 
( 1 − z ) f ( z ) / ϕ k−1 ( z ) dz . 
Let us further assume that f ( h ) = h. Then if un-
der the zero-order approximation ϕ 0 ( h ) = α, then 
ϕ 1 ( h ) = (1 – h 3 )/12. In the first approximation, we ob-
tain that 
α = 12 −1 / 2 = 0. 2887 , 
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 which is by 13% less than the corresponding exact
value. 
By writing this solution in the form 
ϕ 0 ( h ) = α − h 3 / (12α) , 
we obtain that 
∂ ϕ(1 , α) /∂ α = 1 + 1 / (12 α2 ) > 0. 
It follows that the value of ϕ( h , α) near the right
endpoint of the interval h ∈ (0, 1) does not decrease
with an increase in α, which goes to explain the ad-
justment algorithm. 
In the second approximation, 
α = 
√ 
3 / 2 ln 3 − π/ 6 = 0. 4278 , 
which is higher by 30% than the exact value. The
mean value of the α constant (its relaxation) over the
first two approximations is 0.3514, which produces an
error as large as 6%. 
In the boundary problem ( 1 ), ( 3 ) the point h = 1–
0 is a singularity for the derivative, namely, for h → 1
–0, d ϕ/ dh → - ∝ . 
It can be proved (and we intend to do this further
on) that the occurring derivative singularity is of log-
arithmic type, and lim h→ 1 −0 ϕ dϕ /dh = 0. Therefore,
the function ϕ 2 ( h ) is regular on the interval 0 < h < 1.
This property of a squared solution of a typical Crocco
boundary problem is used later on to estimate the so-
lution parameters. 
The goal of the present study is to obtain rough
a posteriori estimates for the solutions of the Crocco
boundary problem approximating the exact solutions
on average. 
3. The problem statement 
In order to obtain approximate estimates of the
boundary problems ( 1 ) –( 4 ) in general ( i.e. , on the in-
terval 0 < h < 1), it is sufficient to obtain integral
identities from the boundary problems. 
We consider the estimates in question to be rough,
since they are satisfied on average for the interval 0
< h < 1 with certain weights (or cores), i.e., they ap-
proach the solution in a weak topology. The accuracy
of calculating the values of the solution constants is
rather low (the error is no lower than 1.5%). The in-
tegral identities are related to the extremum condition
of a certain distribution. The exact values of the prob-
lem’s constants are found, as proved in Ref. [6] , from
the uniform expansions of the solution. 
For example, a binomial 
ϕ ( h ) . = β( 1 − h m ) with the constants m and β can be used as an approx-
imate solution of the Crocco problem ( 1 ), ( 2 ), ( 2 а ) on
the interval 0 < h < 1. The constant β specifies the
approximate value of ϕ (0), i.e., β=ϕ (0). The value of
the exponent m should be rather high, since the value
of the d ϕ/ dh derivative at the point h = 1–0 is not
low. 
For example, if f ( h ) = h, then β = √ 7 / 8 , m = 4(this
is a rough estimate). 
Indeed, the constant α has been approximated with
an error of 1%, while its exact value is equal to about
1/3. 
We should note here that Varin announced an un-
precedented exact value of α=0.33205… (by 32 dig-
its!), with an unlimited accuracy [1,3] (see also a brief
summary in Ref. [4] ). 
Aside from the above-described, the Pade approxi-
mation [5] is applied to the power series related to the
Crocco boundary problem (the questions of the con-
vergence of the interpolation process are outside the
scope of this study and are not discussed here). The
Pade approximation as applied to solving the problems
of strong approximations of the power series intervals,
of the analytical extension and the solutions of bound-
ary problems is studied in detail, aside from Gonchar
and Suetin’s classical monographs, in Refs. [7,8] . Fi-
nally, the extensive study in Ref. [9] examines the dif-
ferential equations with quadratic nonlinearity in the
context of nonlinear problems (the study also contains
the history of the problem and cites numerous works
for further reference). Ref. [10] is a similar study on
this subject, discussing Lie groups of transformations
for Crocco’s equation of a boundary layer with gradi-
ent (nonuniform) external flow, and the solutions cor-
responding to these groups. 
3.1. The general (preliminary) identities 
To solve the problems set, we must prove the fol-
lowing theorem expressing the properties of a typical
boundary problem ( 1 ), ( 2 ) . 
Theorem 1. For both boundary problems the following
conditions 
lim 
h→ 1 −0 
φdφ/dh = 0, 
lim 
h→ +0 
φdφ/dh = 0 (5)
are satisfied for the Eqs. ( 1 ) – ( 3 ). 
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 Proof 1. Indeed, due to Crocco’s equation (1) , the fol- 
lowing equality holds: 
2ϕ dϕ /dh + ϕ ( h ) 
∫ h 
0 
f ( z ) dz/ϕ ( z ) = 0 , 
and for h = 0, Theorem 1 holds. 
Next, let us examine the conditions ( 2 ). In this case 
we can write: 
(d ϕ 2 /dh) h=1 = − lim 
h→ 1 −0 
ϕ ( h ) 
∫ h 
0 
f ( z ) dz /ϕ ( z ) 
= ( 0 × ∞ ) = lim 
h→ 1 −0 
f ( h ) ϕ ( h ) 
ϕ ′ ( h ) 
= 0, 
The limiting conditions ( 3 ) are verified similarly. 
Below we give another proof of this theorem using 
the first integral of the Crocco boundary problem. 
Proof 2. Let us decrease the order in Eq. (1) . 
Let ψ := d ϕ/d h, and then Eq. (1) takes the form 
d ψ 2 /d ln ( 1 /ϕ ) − f ( h ) = 0. (1 а ) 
Let α : = ϕ(0) under the conditions of the boundary 
problem ( 1 ). Then we obtain the expression 
ψ = ∓
√ ∫ ln ( α/ϕ ) 
0 
f ( h ) dz . 
Obviously, the expression with the upper sign (mi- 
nus) is taken in the boundary problem ( 2 ). If f ( z ) is 
an increasing function, then the integral under the root 
sign diverges, but we obtain another useful identity: 
lim 
ϕ→ +0 
ϕψ = 0, 
which is another proof. 
The theorem is proved twice. 
To obtain important corollaries of the proved 
Theorem 1 , it is convenient to introduce a variable 
ω := ln ( ϕ/α) ∈ ( 0, ∞ ) . 
Then Eq. (1 а ) takes the following form: 
d ψ 2 /dω − f ( h ) = 0. (1b) 
Let f ( h ) = h. Then due to Eq. (1b) we obtain the 
equation 
d ψ 2 /dω − h = 0. (1c) 
The solution of this equation is such that the equal- 
ity ψ(0) = 0 takes the form 
ψ := d ϕ/d h = −
√ ∫ ω 
0 
h ( τ ) d τ, or 
α exp ( −ω ) d ω/d h = 
√ ∫ ω 
0 
h ( τ ) d τ . (6) 
The last thing to do in order to solve the first-order 
Eq. (6) is separating the variables. 
Since h ( ω) is a monotonically increasing distribu- 
tion, i.e., 
h(0) = h(∝ ) − 1 = 0, 
then from the second mean value theorem (the Bonnet 
formulae) we can write: 
∃ ω ∗, 0 < ω ∗< ω < ∞ 
⇒ 
∫ ω 
0 
h ( τ ) dτ = h ( ω ) (ω − ω ∗) = σω h ( ω ) , 
where σ := 1 − ω ∗/ω ≤ 1 . 
Consequently, due to Eq. (6) , the equality 
α exp ( −ω ) d ω/ √ ω = 
√ 
σh d h 
holds; by integrating it and taking into account the 
initial condition ( 2 ), we obtain: 
α
√ 
πerf 
(√ 
ω 
) = ∫ h 
0 
√ 
σ z dz . 
Let σ be a constant, σ =σm , and then 
α
√ 
πerf 
(√ 
ω 
) = 2/ 3 √ σm h 3 . 
Let h = 1. Then we obtain the following value for 
α: 
α = 2/ 3 
√ 
σm /π. (7) 
Using Theorem 1 and its corollaries makes it pos- 
sible to obtain inequalities and estimates that allow 
constructing approximate solutions of Crocco’s equa- 
tion [11] . 
Firstly, the inequality ψ 2 − ω h(ω ) ≤ 0 holds. 
Indeed, by definition: 
ψ 2 
ω h ( ω ) 
= 
∫ ω 
0 h ( τ ) dτ
ω h ( ω ) 
= σ ≤ 1 , 
which is equivalent to the inequality being proved. 
Next, if f ( h ) is a nondecreasing function of h in Eq.
(1b) , then ∫ ω 
0 
f ( h ( τ ) ) dτ = (ω − ω ∗) f ( h ( ω ) ) = σω f ( h ( ω ) ) , 
σ := 1 −ω ∗/ω ≤ 1 . 
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 Therefore, 
α
√ 
πerf 
(√ 
ω 
) = √ σm 
∫ h 
0 
√ 
f ( z ) dz , 
and the expression for α has the form 
α = 
√ 
σm /π
∫ 1 
0 
√ 
f ( z ) dz . (7a)
Let us introduce a notation ∫ h 
0 
√ 
f ( z ) dz = g ( h ) 
which makes it clear that g ( h ) is an increasing func-
tion. Then, 
h = g −1 
(
α
√ 
π/ σm erf 
(√ 
ω 
))
, (8)
where g −1 is the symbol of the inverse mapping. 
The obtained expression ( 8 ) is none other than the
approximate solution of Crocco’s equation. 
To further illustrate the solution ( 8 ), let us examine
the power functions f ( h ). Let 
f ( h ) = h s , s > 0 ⇒ α√ πerf (√ ω ) = 2 √ σm 
s + 2 h 
s/ 2+1 , 
α = 2 
s + 2 
√ 
σm /π. 
Then the solution of Crocco’s equation has the
form 
h s/ 2+1 = erf (√ ω ), h = (erf (√ ω ))2/ (s+2) . 
For s = 0 we obtain an exact solution of the Fourier
equation, and for s = 1 we obtain an approximate so-
lution of Crocco’s equation: 
h = (erf (√ ω ))2/ 3 . 
If, however, f ( h ) is a nonincreasing distribution, i.e.,
f (0) = 1, then ∫ ω 
0 
f ( h ) dh = ω ∗ < ω, 
and then from Eq. (1b) we obtain the following first
integral: 
ψ = −√ ω ∗ = −
√ 
θω , θ := ω ∗/ω < 1 . 
Performing the separation of variables we obtain √ 
θm h = α
√ 
πerf 
(√ 
ω 
)
, 
α = 
√ 
θm /π. 
The final expression for h has the following form: 
h = erf (√ ω ). 3.2. The integral equation equivalent to Crocco’s 
equation 
Crocco’s equation (1) can be written in the follow-
ing form: 
2d ϕ/d h + 
∫ h 
0 
f ( z ) d z /ϕ ( z ) = 0 . (1d)
From here we obtain an integral equation for find-
ing ϕ( h ): 
ϕ ( h ) − α + 0, 5 
∫ h 
0 
( h − z ) f ( z ) 
ϕ ( z ) 
dz = 0. (1e)
Let us introduce an iterative process and denote the
iteration number by the letter k . Then the solution of
Eq. (1e) obtained through applying this process takes
the form 
ϕ k ( h ) = α − 0, 5 
∫ h 
0 
( h − z ) f ( z ) / ϕ k−1 ( z ) dz. 
Let f ( z ) = z , then, assuming that ϕ 0 ( h ) = α, we suc-
cessively obtain: 
ϕ 1 ( h ) = α − h 
3 
12α
, α2 = 1 / 12, ϕ 2 ( h ) 
= α − 1 
2α
∫ h 
0 
( h − z ) z 
1 − z 3 dz 
= α − 1 / (2α) 
{
h/ 3 ln 
1 
1 − h + h/ 6 ln 
(
1 + h + h 2 )
− h/ 
√ 
3 
(
arctg 
2h + 1 √ 
3 
− π/ 6 
)
− 1 / 3 ln 1 
1 − h 3 
}
, 
α2 = 1 / 2 
(
ln 
√ 
3 − π/ 
(
6 
√ 
3 
))
, 
etc. 
It can be seen that a logarithmic singularity appears
for the d ϕ/dh derivative ( h → 1 –0) already at the sec-
ond iteration. 
Since ϕ ∈ C (2) ( 0, 1 ) is an element of a complete
space, it is sufficient for the ( ϕ k ) k ≥0 sequence to
be self-convergent for the iterative process to also
converge. 
3.3. An extremal property of the solution of Crocco’s 
equation 
Let us first of all note that Crocco’s equation is
produced by a certain generating functional. In this
connection, the following statement is true. 
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 Statement 1. Crocco’s equation is equivalent to a 
canonical system: 
d ϕ/d h = ψ, d ψ/d h = −0, 5 f ( h ) /ϕ 
with a Hamiltonian E ( h, ϕ, ψ ) = ψ 2 −
f (h) ln ( 1 /ϕ ) . 
Then, the I  distribution satisfies the extremum 
condition : 
I ( ϕ ) = 
∫ 

(
( d ϕ/d h ) 2 + f ( h ) ln ( 1 /ϕ ) )dh → inf ≥ 0, 
∀  ⊂ (0, 1) (9)
over the solution (characteristic) of the Crocco 
boundary problem,or (which is identical) 
d I  ≤ δI , 
where d is the distribution variation over a piece of 
the real characteristic (solution) , δ is the distribution 
variation over any allowable characteristic. 
It is easy to demonstrate that the necessary condi- 
tion ( 9 ) of the extremum (the minimum) of the I  dis- 
tribution coincides with Crocco’s equation. The proof 
of the I  distribution having a local extremum, which 
is implied in Statement 1, is omitted. 
Next, let us examine the connection between the 
binomial approximation of the solution of Crocco’s 
equation and the extremal property of the solution. 
First of all, it follows from the boundary problem ( 1 ), 
( 2 ) that ∫ 1 
0 
ψ 2 dh = 0, 5 
∫ 1 
0 
f ( h ) dh . (10) 
In particular, if f ( h ) = h, then the equality ( 10 ) takes 
the form ∫ 1 
0 
ψ 2 dh = 1 / 4. (10 а ) 
Therefore, the following theorem holds. 
Theorem 2. Let us choose the following distribution 
ϕ(h) that approximates the solution of the boundary 
problem ( 1 ), ( 2 ): 
ϕ ( h ) = α( 1 − h m ) , (11) 
and = (0, 1), i.e. , the distribution ( 9 ) is the condition 
for the global extremum of I  on the interval (0, 1). 
Then, if ϕ(h) supplies the extremum for the distri- 
bution ( 9 ), the equality (10 а ) holds, i.e. , there is an 
implication: ( 9 ) → ( 10 ). In other words, for the con- 
dition ( 9 ) to be satisfied, the identity ( 10 ) must be 
satisfied. Proof. Let us verify the statement of Theorem 2 for 
the binomial ( 11 ). Indeed, substituting the distribution 
( 11 ) into the functional ( 9 ) leads to a condition 
( αm ) 2 
2m − 1 + 1 / 2 ln ( 1 /α) → inf ≥ 0. (11a) 
Let us find the α minimum for the left-hand side 
of the expression ( 11a ). Let us differentiate this ex- 
pression with respect to α and equate the result to 
zero: 
( αm ) 2 
2m − 1 = 1 / 4, α = 
√ 
2m − 1 / ( 2m ) . 
However, this expression coincides with the identity 
(10 а ) for the binomial ( 11 ). 
The identities with the kernel h m , m > 0 can be 
proved in much the same fashion as the identity ( 10 a). 
Indeed, since the Statement of Theorem 1 , accord- 
ing to which 
( ϕ dϕ /dh ) h=+0 = ( ϕ dϕ /dh ) h=1 −0 = 0, 
is satisfied in the conditions of the boundary problem 
( 1 ), ( 2 ), then, through integrating by parts, we obtain 
for each m > 0 the following equality: ∫ 1 
0 
h m ϕ d 2 ϕ/d h 2 dh 
= −m 
∫ 1 
0 
h m−1 ϕ ( h ) dϕ ( h ) −
∫ 1 
0 
h m ( d ϕ/d h ) 2 dh 
= −m / 2 (h m−1 ϕ 2 )1 0 + 0, 5 m ( m − 1 ) 
∫ 1 
0 
h m−2 ϕ 2 ( h ) dh 
−
∫ 1 
0 
h m ( d ϕ/d h ) 2 dh 
= 0, 5 m ( m − 1 ) 
∫ 1 
0 
h m−2 ϕ 2 ( h ) dh 
−
∫ 1 
0 
h m ( d ϕ/d h ) 2 dh. 
Therefore, ∫ 1 
0 
h m ( d ϕ/d h ) 2 dh = 0, 
5 
(
m ( m − 1 ) 
∫ 1 
0 
h m−2 ϕ 2 ( h ) d h + 
∫ 1 
0 
h m f ( h ) d h 
)
. (12) 
It is easy to demonstrate that for m = 0, Eq. (12) 
becomes Eq. (10) . 
If m = 1, then ∫ 1 
h ( d ϕ/d h ) 2 dh = 0, 5 
∫ 1 
h f ( h ) dh . (12a) 
0 0 
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Fig. 2. Binomial approximations for the solution of the boundary problem ( 1 ) for various parameter sets: α=0.325, m = 4.137 ( 1 ); α=1/3, 
m = 3.927 ( 2 ); α=0.3307, m = 4 ( 3 ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
s = 0 of Case 1. In the case when m = 2, we obtain: ∫ 1 
0 
h 2 ( d ϕ/d h ) 2 dh 
= 
∫ 
ϕ 2 ( h ) dh + 0, 5 
∫ 1 
0 
h 2 f ( h ) dh . (12b)
It is convenient to use the identities ( 12a ) and ( 12b )
for a binomial approximation of the solution of the
boundary problem ( 1 ), ( 2 ) in the form of a parameter-
dependent polynomial. 
3.4. Implementation of the integral identities and the 
a posteriori constant estimates of the approximate 
solution 
This section examines several particular cases of
implementing the identities ( 12 ), ( 12a ) and ( 12b ) for
constructing binomial approximations of the solution
of Crocco’s equation. In this case, the f ( h ) distribution
is taken as a power function of h . 
Case 1. Let f ( h ) = h s . Then it follows from the iden-
tities (12 а ) and ( 10 ) that the binomial approximation 
ϕ ( h ) = α( 1 − h m ) , (13)
is implemented for various s at the following values
of the parameters α and m: 
s = 0, α = 0. 5559 , m = 2. 6180;s = 1 , α = 0. 3259 , m = 4. 1370;
s = 2, α = 0. 2319 , m = 5 . 6460;
s = 3 , α = 0. 1803 , m = 7 . 1500. 
In the Crocco boundary problem, s = 1, and then
the α error is 2%. If s = 0, then exact value of
α=0.5642 exceeds the found one by 1.5%. 
There are two other sufficiently good approxima-
tions of the problem ( 1 ), ( 2 ), s = 1. Namely, if f ( h ) = h ,
then α=1/3, m = 3.922, and α=7 1/2 /8, m = 4. 
Fig. 2 shows three binomial approximations ϕ( h )
corresponding to the obtained values of the α and the
m parameters. It can be seen that there is some differ-
ence between the curves in the region of small values
of h. For h → 1 – 0 the separation of the curves is
insignificant. 
Case 2. Let f ( h ) = 1 – h s . Then, similarly to Case
1, we obtain the following parameter values: 
s = 1 , α = 0. 4446 , m = 1 . 8431 ;
s = 2, α = 0. 5000, m = 2. 000;
s = 3 , α = 0. 5213 , m = 2. 1019 ;
s = ∞ , α = 0. 5559 , m = 2. 6180. 
Naturally, the last line corresponds to the line with
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Fig. 3. A plot of the positive and the negative solutions (the solid 
and the dashed lines) of the typical Crocco boundary problem ( 1 ), 
( 2 ) in the h , ϕ coordinates (an illustration for Example 1 ). 
 
 
 
 
 
 
 Case 3. Let f ( h ) = (1 – h ) s . Then we obtain the fol-
lowing set of parameters: 
s = 0, α = 0. 5559 , m = 2. 6180;
s = 1 , α = 0. 4446 , m = 1 . 8340;
s = 2, α = 0. 3433 , m = 1 . 7071 ;
s = 3 , α = 0. 3366 , m = 1 . 4413 . 
3.5. On the uniqueness of the solutions of Crocco’s 
equation 
The goal of this section is to prove by examples 
that the solutions of Crocco’s equation are not 2- 
diffeomorphisms. 
Example 1. Let us start with the typical boundary 
problem ( 1 ), ( 2 ). Let ϕ( h ) be its solution. Then the 
function –ϕ( h ) is also a solution of Eq. (1) , such that 
d ϕ ( 0 ) /d h = 0, ϕ ( 1 ) = 0, ϕ ( 0 ) + α = 0. 
This is why the solution plot in the h, ϕ coordinates 
is a semi-oval, symmetric with respect to the origin of 
coordinates ( Fig. 3 ), the mapping ϕ: (0 < h < 1) → (0, 
ϕ 0 ) is an injection (a monomorphism or a one-to-one 
correspondence). 
Example 2. Let us now consider the Cauchy problem 
( 1 ), (2 а ), equivalent to the Crocco boundary problem 
( 1 ), ( 2 ). In this case the constant α should be adjusted 
in such a manner that the condition ϕ(1) = 0 is ful- 
filled. The adjustment algorithm was described above 
in the section “Analysis of the existing results”. Obviously, Crocco’s equation (1) allows ‘reducing 
the order’ and in this case takes the form 
2ϕ dϕ /dh + ϕ ( h ) 
∫ h 
0 
f ( t ) dt/ϕ (t ) = 0 . (14) 
Indeed, let us rewrite Eq. (1) as an integro- 
differential equation: 
2d ϕ/d h + 
∫ h 
0 
f ( t ) d t /ϕ ( t ) = 0 , 
and then multiply both of its parts by ϕ( h ). Clearly, 
in this case the root space extends and a redundant 
solution ϕ( h ) = 0 appears. 
Eq. (14) can be rewritten in the form 
ϕ 2 ( h ) = α2 −
∫ h 
0 
ϕ ( z ) d z 
∫ z 
0 
f ( t ) d t /ϕ ( t ) , (15) 
and it follows then that 
α2 = 
∫ 1 
0 
ϕ ( z ) d z 
∫ z 
0 
f ( t ) d t /ϕ ( t ) , (16) 
or in another notation: 
α2 = 
∫ 1 
0 
f ( t ) dt /ϕ ( t ) 
∫ 1 
t 
ϕ ( z ) dz . (16 а ) 
Thus, taking into account Eq. (16 а ) , the expression 
( 15 ) can be rewritten in the following form: 
ϕ 2 ( h ) = 
∫ 1 
h 
ϕ ( z ) d z 
∫ z 
0 
f ( t ) d t /ϕ ( t ) . (15 а ) 
Consequently, the following (almost obvious) state- 
ment is true. 
Statement 2. A real solution of the boundary problem 
( 1 ), ( 2 ) or an equivalent Cauchy problem ( 1 ), (2 а )
exists on the 0 < h < 1 interval, if the mapping f(h) 
> 0. 
Proof. Indeed, it follows from Eqs. (15) and ( 15 а ) that 
the sign of the solution is determined only by the sign 
of f ( h ). 
Let us move on to a uniform Crocco boundary 
problem ( 1 ), ( 3 ). Then in Eq. (16) α=0, and the inte-
gral Eq. (14) permits the solution ϕ( h ) = 0, 0 < h < 1.
This solution satisfies the conditions ( 3 ). 
Let the conditions f ( h ) ≥ 0, ϕ ≥ 0 be satisfied in the
boundary problem ( 1 ), ( 3 ). Then d 2 ϕ/ dh 2 < 0. Nega-
tive solutions are beyond the scope of our discussion, 
as they have no physical significance. 
Further mathematical manipulations are carried out 
for the ‘pure’ Crocco case, i.e., when f ( h ) = h. For this
purpose the following lemma should be proved. 
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Fig. 4. Solution graph for the uniform Crocco boundary problem 
( 1 ), ( 3 ); at h 0 the function ϕ takes the maximum positive and the 
minimum negative values. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
structed. Lemma. Let ϕ(h) be the solution of the boundary
problem ( 1 ), ( 3 ). Then there exists an h 0 ∈ (0, 1),
such that d ϕ/dh = 0 for h = h 0 . 
Proof. Let us rewrite the first integral for Crocco’s
equation in the form 
ϕ ′ ( h ) = ϕ ′ ( 0 ) − 1 / 2 
∫ h 
0 
t dt /ϕ ( t ) , (17)
with the primes indicating h- derivatives. 
Let the critical (suspected to be a maximum) value
h = h 0 ≥ 0 exist, and then 
ϕ ′ ( 0 ) = 1 / 2 
∫ h 0 
0 
t dt /ϕ ( t ) > 0. 
It is necessary to demonstrate that 0 < h 0 < 1 . By
repeatedly integrating Eq. (17) , we obtain: 
ϕ ( h ) − h ϕ ′ ( 0 ) + 1 / 2 
∫ h 
0 
( h − t ) t /ϕ ( t ) dt = 0. 
Now let h = 1, in this case 
ϕ ′ ( 0 ) = 1 / 2 
∫ 1 
0 
( 1 − t ) t /ϕ ( t ) dt , (17 а )
and then the expression 
ϕ ( h ) = 1 / 2 
(
h 
∫ 1 
h 
t /ϕ ( t ) dt + 
∫ h 
0 
t 2 /ϕ ( t ) dt 
− h 
∫ 1 
0 
t 2 /ϕ ( t ) dt 
)
= 1 / 2 
(
h 
∫ 1 
h 
t /ϕ ( t ) dt + ( 1 − h ) 
∫ 1 
0 
t 2 /ϕ ( t ) dt 
−
∫ 1 
h 
t 2 /ϕ ( t ) dt 
)
≥ 1 / 2 ( 1 − h ) 
∫ 1 
0 
t 2 /ϕ ( t ) dt > 0 . 
holds. 
Therefore, ϕ( h ) > 0, 0 < h < 1. 
It follows from Eqs. (17) and ( 17 а ) that ∫ 1 
h 0 
t dt /ϕ ( t ) = 
∫ 1 
0 
t 2 dt /ϕ ( t ) > 0. (18)
It can be easily seen that if in Eq. (18) h 0 =0, then
it must necessarily follow that ϕ =∞ almost every-
where on the (0, 1) interval. But this is intolerable
(impossible). The case when h 0 =1 also turns out to
be impossible, since zero must be situated in the left-
hand side of the equality, with a positive number in
the right-hand one. The result obtained here apparently does not de-
pend on f ( h ). It was also established in the course of
the proof that d ϕ/ dh > 0 at the left endpoint of the
interval (from 0 to the point h = h 0 –0) and that ϕ( h )
> 0, when 0 < h < 1. 
Now let us continue the calculations for the ‘pure’
Crocco case. 
It is easy to prove that d ϕ/dh < 0 on the inverval
h 0 + 0 < h < 1 –0. 
For this purpose, let us integrate Crocco’s equation
from the right endpoint of the interval: 
ϕ ′ ( h ) − ϕ ′ ( 1 ) −
∫ 1 
h 
t dt /ϕ ( t ) = 0, 
it then follows that 
ϕ ′ ( 1 ) = −
∫ 1 
h 0 
t dt /ϕ ( t ) < 0. 
Consequently, 
ϕ ′ . ( h ) = −
∫ h 
h 0 +0 
hdt /ϕ ( t ) < 0, h 0 + 0 < h < 1 − 0, 

For illustration, let us visualize a graph of the func-
tion ϕ =ϕ( h ). The function should be represented by
an oval in the first quadrant of the Cartesian plane
with the maximum value ϕ 0 : = ϕ( h 0 ) > 0 ( Fig. 4 ). 
It can be seen that the Crocco boundary problem
in the notation ( 1 ), ( 3 ) falls into two typical boundary
problems for the intervals ( + 0, h 0 – 0) and ( h 0 +0, 1
– 0): 
ϕ(0) = ( d ϕ/d h ) h= h 0 −0 = 0, 0 < h < h 0 ;ϕ ( 1 ) 
= ( d ϕ/d h ) h= h 0 +0 = 0. (17)
The solutions with these conditions are easily con-
390 M.R. Petritchenko / St. Petersburg Polytechnical University Journal: Physics and Mathematics 1 (2015) 381–391 
 
 
 For example, if s = 0 ( f = 1), then 
h 0 − h l = ϕ 0 
√ 
πerf 
(√ 
ω 
)
, 
h r − h 0 = ϕ 0 
√ 
πerf 
(√ 
ω 
)
, 
ω := ln ( ϕ 0 /ϕ ) , ϕ 0 := ϕ ( h 0 ) ≥ ϕ ( h ) , (18) 
where h l , h r are the reductions of h ( ω) to the right 
and the left intervals, respectively, i.e.: 
h = h l , 0 < h < h 0 ; h = h r , h 0 < h < 1 . 
Let ϕ =0 in the solution (18) . Then 
h 0 = 1 − h 0 , h 0 = 1 / 2, ϕ 0 = 1 / (2 π0, 5 ) . 
The maximum of ϕ, written as ϕ( h 0 ) = ϕ 0 , turns 
out to be two times smaller than the corresponding 
solution in the typical Crocco boundary problem ( 1 ), 
( 2 ). 
For the case when f ( h ) = h , a solution can be ob- 
tained in a similar manner. We set the same limiting 
conditions on the interval 0 < h < h 0 as in the typical 
Crocco boundary problem, namely 
ϕ ( 0 ) = ϕ ′ ( h 0 ) = 0. 
Next, we should apply the approximation in the 
form of a cubic binomial: 
ϕ ( h ) = α(h 3 0 − ( h 0 − h ) 3 ). 
For this purpose let us use the identity 
ϕ ′ ( 0 ) = 1 / 2 
∫ h 0 
0 
t dt /ϕ ( t ) , 
from which it follows that 
ϕ ′ ( 0 ) = 3 αh 2 0 . 
Then, by performing simple calculations, we obtain 
the following equality: 
α2 h 3 0 = 
1 √ 
3 
π
18 
that connects α and h 0. 
Now let ϕ : = α	, ζ : = h / h 0 . The function 
	= 	( ζ ) satisfies Crocco’s equation and permits the 
cubic approximation: 
	( ζ ) = 1 − ( 1 − ζ ) 3 . 
Then it is easy to calculate that α2 = h 3 0 ; from 
where we obtain the values of h 0 and α: 
h 0 = 
(
1 √ 
3 
π
18 
)1 / 6 
= 0, 68 > 1 / 2, α = 0, 46 . 4. Conclusion 
As a result of the study we carried out, we can 
conclude the following: 
For the approximate solution estimates of the 
Crocco boundary problems ( 1 ) – ( 4 ) in general (i.e., 
on the 0 < h < 1 interval) it is sufficient to use the in-
tegral identities obtained from the limiting conditions. 
These estimates can be considered as rough, since the 
values of the solution constants are calculated with an 
error no less than 1.5%. It has been shown that the 
integral identities are related to the extremum condi- 
tion of a certain distribution. The solutions obtained 
by Varin were used as model ones; 
Using the integral identities turns out to be suffi- 
cient for finding the binomial approximation constants 
for various Crocco boundary problems, i.e., ( 1 ), ( 2 ) 
and ( 1 ), ( 3 ), with a modest accuracy (the error is about
1 %). The maximum disagreement between the exact 
solution of the boundary problem and the binomial 
approximation is expectedly observed near the singu- 
larity h = 1 – 0 for the derivative. This is a regular 
singularity of a ‘stripping’ (logarithmic) order; 
Crocco’s equation is related to the necessary mini- 
mum condition for a positive distribution (functional). 
The respective Hamiltonian is alternating. The solution 
of the distribution minimum problem is equivalent to 
finding the binomial constants from the integral iden- 
tities; the uniform boundary problem ( 1 ), ( 3 ) falls into 
two typical Crocco boundary problems for the inter- 
vals to the left and to the right of the critical point 
(the maximum) of ϕ( h ). The integral identities in the 
boundary problem ( 1 ), ( 3 ) can be also used for ob-
taining rough estimates of constants. 
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