Random Fourier transform that appears in the literature of optics are of type c n λ a n H n (y), where λ a n are its eigen values of order a ('a' are choosen randomly). Unlike this, we have considered random Fourier transform of the type
Introduction
Random Fourier transform (RFT) appeared in the mathematical literature of G.A Hunt ([3] ) in 1951, for the first time. After a decade we find its applications in Optics ( [5, 6, 7] ). In 2007 Zhengjyn Liu and Shutian Liu ( [5, 6] ) proposed RFT by randomizing the eigen values of the Fourier transform. But due to the difficulty of the implimentation of it exactly on optics, they proposed a novel random transform with fractional order by randomizing the kernel function of the fractional Fourier transform. They extended the fractional Fourier transform of order 'a' to an irrational order and found that eigen values λ a n of the fractional order 'a' has no longer any meaning and λ a n can be choosen randomly in the unit circle. Thus they extended the random fractional Fourier transform to simply a RFT of the type
where φ n (t) is the n th order normalized Hermite-Gaussian function defined as
is the eigen value of the Fourier transform F (f (t)) and the coefficient c n is written as c n = ∞ −∞ f (t)φ n (t)dt. Here Rand(n) are random numbers whose values are independent on n.
As a primary application this RFT can be directly applied to image encryption and decryption. This motivate us to work more on RFT. Unlike the randomization of the eigen values in the RFT (1.1), we have considered the random series ∞ n=0 c n A n (ω)λ n H n (y), where A n (ω) are random variables associated with the symmetric stable process X(t, ω).
We know that the stochastic integral b a f (t)dX(t, ω) is defined in the sense of probability and is a random variable (c.f. Lukacs [8, p. 148 ]), where X(t, ω) for t ∈ R is a continuous stochastic process with independent increments and f is a continuous function in [a, b] . If X(t, ω) is a symmetric stable process of index α ∈ (1, 2], then the stochastic integral 1 2π 2π 0 f (t)dX(t, ω) converges in probability for f ∈ L p [0, 2π], p ≥ α (c.f. Nayak, Pattanayak, and Mishra [10] ). Further if X(t, ω), is a symmetric stable process with independent increment of index α ∈ (1, 2], then the integral b a f (t)dX(t, ω) is defined in the sense of convergence in mean (c.f. Kwapien and Woyczynski [4] ). If X(t, ω) is a symmetric stable process of index α ∈ (1, 2], then it is assumed that the random Fourier (RF) series ∞ n=−∞ a n A n (ω)e int converges in the mean to the stochastic integral
2π 0 e −int dX(t, ω) and a n = 1 2π 2π 0 e int dt, for f ∈ L p , p ≥ α, n ∈ Z (c.f. Pattanayak and Sahoo [12] ).
In this paper, an attempt has been made to show the existence of the stochastic integral ∞ −∞ f (t)dX(t, ω) in the sense of convergence in mean and convergence in probability where f (t) ∈ L 2 (R) (see theorem (3.4) ). In particular if we take f (t) to be φ n (t), then the stochastic integrals
exists and are random variables. Let
in the sense of convergence in mean and probability is established (see theorem 3.5). This result leads to the study of RFH transform
where λ n = e −inπ is the eigen value of the Fourier -Hermite operator F (f )(t) = ∞ n=0 c n λ n H n (y) (see theorem (3.6)).
Definitions

Definition
A sequence of random variables X(t, ω) converges in probability to a random variable X, if P (|X n −X| > ǫ) = 0, for any ǫ > 0. It can also be written as p lim n→∞ X n = X.
A sequence of random variables X(t, ω) converges in mean to a random variable X, if E(|X n − X| > ǫ) = 0, for any ǫ > 0.
Results
To prove our theorems we need the following lemmas -:
Lemma 3.1 [12] If X(t, ω) is a symmetric stable process with independent increment of index α, for 1 < α ≤ 2 and f ∈ L p [a, b], p ≥ α, then the following inequality holds:
Lemma 3.2 [10] Let, f (t) be any function in L p [a, b], p ≥ 1 and X(t, ω) be a symmetric stable process of index α, for 1 ≤ α ≤ 2, then for all ǫ > 0,
where ǫ ′ < δ and C is a +ve constant.
3 Let, f be any positive function in L 2 (R) and X(t, ω) be a symmetric stable process of index 2, then for all ǫ > 0,
where ǫ ′ < ǫ and C is a +ve constant.
Proof. Define,
so that, A n ⊆ A n+1 ⊆ ..... . Since f (t) > 0 and A n is an increasing sequence of sets, then by lemma 
The integrand in the 2 nd and 4 th integral are dominated by the integrable function 1 u 2 over (−∞, 1] and [1, ∞) . Hence by dominated convergence theorem
Now Y n is a Cauchy sequence which will converge to Y (say) and denote Y = Consider the partial sum of the Fourier-Hermite series as
We know that for any measurable function f (t) satisfying ∞ −∞ |f (t)| 2 e −t 2 dt < ∞, the series f n (t) converges to f (t) (c.f. [9, 13] 
By theorem (3.4) we know that ∞ −∞ f (y, t)e −t 2 dX(t, ω) exist in the sense of convergence in probability. Now,
which tends to 0 as n → ∞ by (3.2) and the theorem is proved. In the following theorem, the convergence of the RFH transform is established.
Theorem 3.6 If X(t, ω), t ∈ R is a symmetric stable process of index α = 2, F is the Fourier transform operator, then for all f ∈ L 2 (R), the RFH transform
converges in the probability to the stochastic integral
where λ n = e −inπ is the eigen value of the Fourier transform F (f (y)). A n (ω) and c n are defined in (1.3) and (1.4) respectively.
Proof. Let,
be the n th partial sum of the RFH transform. Denote We know that the series F (f n (t)) converges to F (f (t)). which tends to 0 as n → ∞ by (3.2). Hence, it is proved that the RFT convergence in probability to ∞ −∞ F f (y, t) e −t 2 dX(t, ω).
