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a b s t r a c t
The aim of this manuscript is to analyze the existence of a periodic mild solution to the
problem of the following nonlinear fractional differential equation
R
0D
α
t u(t)− λu(t) = f (t, u(t)), u(0) = u(1) = 0, 1 < α < 2, λ ∈ R,
where R0D
α
t denotes the Riemann–Liouville fractional derivative. We obtained the
expressions of the general solution for the linear fractional differential equation bymaking
use of the Laplace and inverse Laplace transforms. Bymaking use of the Banach contraction
mapping principle and the Schaefer fixed point theorem, the existence results of one or at
least one mild solution for a nonlinear fractional differential equation were given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional calculus is an emerging field in the area of the applied mathematics that deals with derivatives and integrals
of arbitrary orders as well as with their applications. During the history of fractional calculus it was reported that the pure
mathematical formulations of the investigated problems started to be dressed with more applications in various fields.
As a result during the last decade fractional calculus has been applied successfully to almost every field of science and
engineering. However, despite of the fact that several fields of application of fractional differentiation and integration are
already well established, some others have just started.
Many applications of fractional calculus dynamics can be found in turbulence and fluid dynamics, stochastic dynamical
system, plasma physics and controlled thermonuclear fusion, nonlinear control theory, image processing, nonlinear
biological systems, astrophysics, etc. (see for more details Refs. [1–8] and the references therein).
One of themain applications of fractional calculus is in the field ofmodeling of the intermediate physical process, namely
because fractional-ordermodels aremore accurate inmany cases than the integer-ordermodels. The description ofmemory
and hereditary properties of variousmaterials and processes are describedmore accuratelywith the fractional dynamics [2].
As a result, various phenomena are modeled with fractional differential equations. However, finding solutions to
nonlinear fractional differential equations may not be possible in most of the cases. On the other hand, classes of boundary
value problems have been analyzed. In [9,10] it was established the existence and uniqueness of the solution for a class
of linear and superlinear fractional differential equations. Recently, there are some works dealing with the existence and
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multiplicity of solutions of nonlinear fractional differential equations by the use of techniques of nonlinear analysis. For
example, Belmekki et al. proved the existence of a mild solution of the problem [11]
R
0D
δ
t u(t)− λu(t) = f (t, u(t)), u(1) = lim
t→0+
t1−δu(t), 0 < δ < 1, (1)
under some conditions on f (t, u(t)), where R0D
δ
t is the Riemann–Liouville derivative which is defined below, and presented
the conditions that give the unique solution.
Having all abovementioned points inmind, in thismanuscript, we studied the existence of amild solution to the problem
R
0D
α
t u(t)− λu(t) = f (t, u(t)), u(0) = u(1) = 0, 1 < α < 2, λ ∈ R, (2)
and discussed when this solution is unique.
The organization of the manuscript is given below.
In Section 2, the definitions and theorems used in this manuscript are presented. In Section 3, we investigated the linear
problem which is used in studying the nonlinear problem in Section 4. Finally, we presented our conclusion in Section 5.
2. Preliminaries
In this section, the basic definitions and theorems used in this paper are briefly presented. Let f ∈ L(J,R), the set of all
integrable functions from J = [0, T ] to the real numbers, and let α be a positive real number.
Definition 2.1. The fractional integral of order α of the function f (t) is defined by [4,6,7,12]
Iα f (t) =
 t
0
(t − s)α−1
Γ (α)
f (s)ds.
Definition 2.2. The Riemann–Liouville fractional derivative of the function f (t) of order α ∈ (n − 1, n) is defined by
[4,6,7,12]
R
0D
α
t f (t) = DnIn−αa f (t) =
dn
dtn
 t
0
(t − s)n−α−1
Γ (n− α) f (s)ds.
Oneof the usefulways in solving the fractional differential equation is using the Laplace transform [4,7]where the Laplace
transform of the Riemann–Liouville derivative is given as
L(R0D
α
t f (t)) = sα fˆ (s)−
n−1
k=0
skR0D
α−r−1
t f (0),
where fˆ (s) is the Laplace transform of f (t).
The Mittag-Leffler function with one and two parameters plays a similar role in fractional calculus as the role of the
exponential function in the theory of integer-order differential equation.
The Mittag-Leffler function in two parameters is defined as [4,7],
Eα,β(z) =
∞
k=0
zk
Γ (αk+ β) , α, β > 0. (3)
By inspection we obtained that E1,1(z) = ez, E1,2(z) = ez−1z , E2,1(z) = cosh(
√
z) and E2,2(z) = sinh(
√
z)√
z , respectively.
The Laplace transform of the Mittag-Leffler function in two parameters has the form
L(tαk+β−1E(k)α,β(±atα)) =
k!λα−β
(λα ∓ a)k+1 , Re(λ) > |a|
1
α , (4)
where E(k)α,β(y) = d
k
dyk
Eα,β(y).
In proving the existence of the solution of our problem, the following fixed point theorem plays an important role [13].
Theorem 2.1 (Schaefer Fixed Point Theorem). Let X be a normed linear space, and let the operator T : X → X be compact. Then
either
(i) the operator T has a fixed point in X, or
(ii) the set A = {u ∈ X : u = µT (u), µ ∈ (0, 1)} is unbounded.
3. The linear problem
The starting point is to consider the linear fractional differential equation as given below
R
0D
α
t u(t)− λu(t) = y(t), 1 < α < 2, u(0) = u(1) = 0, (5)
where λ ∈ R and y is a known function.
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Taking the Laplace transform of (5) we obtain
sα uˆ(s)− R0Dα−1t u(0)− sR0Dα−2t u(0)− λuˆ(s) = yˆ(s),
which gives
uˆ(s) = c1
sα − λ +
c2s
sα − λ +
1
sα − λ yˆ(s),
where c1 = R0Dα−1t u(0) and c2 = R0Dα−2t u(0)u(0). By taking the inverse Laplace transform and by using the boundary
conditions the solution is obtained as
u(t) = − t
α−1Eα,α(λtα)
Eα,α(λ)
 1
0
(1− s)α−1Eα,α(λ(1− s)α)y(s)ds+
 t
0
(t − s)α−1Eα,α(λ(t − s)α)y(s)ds, (6)
which can be written in the form
u(t) =
 1
0
G(t, s)y(s)ds, (7)
where
Gλ,α(t, s) =

− t
α−1Eα,α(λtα)
Eα,α(λ)
(1− s)α−1Eα,α(λ(1− s)α)+ (t − s)α−1Eα,α(λ(t − s)α) 0 ≤ s ≤ t
− t
α−1Eα,α(λtα)
Eα,α(λ)
(1− s)α−1Eα,α(λ(1− s)α) t ≤ s ≤ 1.
(8)
It is easy to see that G(t, s) is bounded and continuous on [0, 1] × [0, 1]. Thus, we proved our statement.
Theorem 3.1. If y is a continuous function and λ is a real parameter, then the linear problem (5) has a continuous mild solution
given by (7).
Two special cases of (8) are presented below.
Case 1: For α = 1 one gets that
Gλ,1(t, s) =

−E1,1(λt)
E1,1(λ)
E1,1(λ(1− s))+ E1,1(λ(t − s)) 0 ≤ s ≤ t
−E1,1(λt)
E1,1(λ)
E1,1(λ(1− s)) t ≤ s ≤ 1.
By using the properties of the Mittag-Leffler function we obtain that
Gλ,1(t, s) =

0 0 ≤ s ≤ t
−eλ(t−s) t ≤ s ≤ 1,
which is precisely the Green function for the ordinary linear differential equation of first order.
Case 2:
For α = 2 one gets that
Gλ,2(t, s) =

− tE2,2(λt
2)
E2,2(λ)
(1− s)E2,2(λ(1− s)2)+ (t − s)E2,2(λ(t − s)2) 0 ≤ s ≤ t
− tE2,2(λt
2)
E2,2(λ)
(1− s)E2,2(λ(1− s)2) t ≤ s ≤ 1.
By using the properties of the Mittag-Leffler function we obtain that
Gλ,2(t, s) = 1√
λ sinh(
√
λt)
− sinh(√λs) sinh(√λ(1− t)) 0 ≤ s ≤ t
− sinh(√λt) sinh(√λ(1− s)) t ≤ s ≤ 1,
which is precisely the Green function for the periodic boundary value problem considered in [14].
4. The nonlinear problem
Now we investigate the nonlinear problem (2). If u is a mild solution of (2), then it is given by
u(t) =
 1
0
Gλ,α(t, s)f (s, u(s))ds, (9)
where Gλ,α(t, s) is the Green function given by (8).
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Define the operator T : C[0, 1] → C[0, 1] by
Tu(t) =
 1
0
Gλ,α(t, s)f (s, u(s))ds. (10)
Theorem 4.1. Let the function f : [0, 1] × R→ R satisfy the following
(i) f (t, u) is bounded, that is there exists M > 0 such that
|f (t, u)| ≤ M, ∀t ∈ [0, 1], u ∈ R, (11)
(ii) f (t, u) satisfies Lipschitz condition, that is there exists a constant K > 0 such that
|f (t, u)− f (t, v)| ≤ K |u− v|, t ∈ [0, 1], u, v ∈ R. (12)
Then the operator T given by (10) is compact.
Proof. Let t1 < t2 ∈ (0, 1) and u ∈ C[0, 1]. Then we have
|Tu(t1)− Tu(t2)| =
− tα−11 Eα,α(λtα1 )Eα,α(λ)
 1
0
(1− s)α−1Eα,α(λ(1− s)α)f (s, u(s))ds
+
 t1
0
(t1 − s)α−1Eα,α(λ(t1 − s)α)f (s, u(s))ds
+ t
α−1
2 Eα,α(λt
α
2 )
Eα,α(λ)
 1
0
(1− s)α−1Eα,α(λ(1− s)α)f (s, u(s))ds
−
 t2
0
(t2 − s)α−1Eα,α(λ(t2 − s)α)f (s, u(s))ds

=


tα−12 Eα,α(λt
α
2 )
Eα,α(λ)
− t
α−1
1 Eα,α(λt
α
1 )
Eα,α(λ)
 1
0
(1− s)α−1Eα,α(λ(1− s)α)f (s, u(s))ds
+
 t1
0
((t1 − s)α−1Eα,α(λ(t1 − s)α)− (t2 − s)α−1Eα,α(λ(t2 − s)α))f (s, u(s))ds
−
 t2
t1
(t2 − s)α−1Eα,α(λ(t2 − s)α)f (s, u(s))ds

≤ M
 tα−12 Eα,α(λtα2 )Eα,α(λ) − t
α−1
1 Eα,α(λt
α
1 )
Eα,α(λ)

 1
0
|(1− s)α−1Eα,α(λ(1− s)α)|ds
+
 t1
0
|((t1 − s)α−1Eα,α(λ(t1 − s)α)− (t2 − s)α−1Eα,α(λ(t2 − s)α))|ds
+
 t2
t1
|(t2 − s)α−1Eα,α(λ(t2 − s)α)|ds

,
using the definition and properties of the Mittag-Leffler function to find the values of the three integrations in the last
inequality one gets the following.
For the first integration: 1
0
|(1− s)α−1Eα,α(λ(1− s)α)|ds ≤
 1
0
(1− s)α−1
∞
k=0
|λ|k(1− s)αk
Γ (αk+ α) ds
=
∞
k=0
|λ|k
Γ (αk+ α)
 1
0
(1− s)αk+α−1ds =
∞
k=0
|λ|k
Γ (αk+ α + 1)
= Eα,α+1(|λ|).
Similar for the third integration one can prove t2
t1
|(t2 − s)α−1Eα,α(λ(t2 − s)α)|ds ≤ (t2 − t1)αEα,α+1(|λ|(t2 − t1)α).
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Now for the second integration one gets t1
0
|((t1 − s)α−1Eα,α(λ(t1 − s)α)− (t2 − s)α−1Eα,α(λ(t2 − s)α))|ds
=
 t1
0
 ∞
k=0
λk
Γ (αk+ α)

(t1 − s)αk+α−1 − (t2 − s)αk+α−1
 ds
≤
∞
k=0
|λ|k
Γ (αk+ α)
 t1
0

(t2 − s)αk+α−1 − (t1 − s)αk+α−1

ds
≤
∞
k=0
|λ|k
Γ (αk+ α) [−(t2 − t1)
αk+α + tαk+α2 − tαk+α1 ]
≤ −(t2 − t1)αEα,α+1(|λ|(t2 − t1)α)+ tα2 Eα,α+1(|λ|tα2 )− tα1 Eα,α+1(|λ|tα1 ).
From these results one gets that
|Tu(t1)− Tu(t2)| ≤ M

Eα,α+1(|λ|)
Eα,α(|λ|) (t
α−1
2 Eα,α(|λ|tα2 )− tα−11 Eα,α(|λ|tα1 ))+ tα2 Eα,α+1(|λ|tα2 )− tα1 Eα,α+1(|λ|tα1 )

,
which gives that
|Tu(t1)− Tu(t2)| → 0 ∀|t2 − t1| → 0. (13)
Now we prove that T is continuous. For u, v ∈ C[0, 1] one gets
|Tu(t)− Tv(t)| ≤
 1
0
|Gλ,α(t, s)||f (s, u(s))− f (s, v(s))|ds
≤ K
 1
0
|Gλ,α(t, s)||u(s)− v(s)|ds
⇒ ∥Tu− Tv∥ ≤ K∥u− v∥
 1
0
|Gλ,α(t, s)|ds.
About the Green function as in proving (13) we have 1
0
|Gλ,α(t, s)|ds ≤

Eα,α(|λ|)
|Eα,α(λ)| + 1

Eα,α+1(|λ|), (14)
thus we get
∥Tu− Tv∥ ≤ K

Eα,α(|λ|)
|Eα,α(λ)| + 1

Eα,α+1(|λ|)∥u− v∥, (15)
which proves that T is a continuous operator. 
Now let D be a bounded set in C[0, 1]. By continuity of the operator T we get that TD = {Tu : u ∈ D} is bounded, and
by (13) we have that TD is an equicontinuous set in the space C[0, 1]. By the Arzela–Ascoli theorem [13], we get that TD is
relatively compact set, which proves that T is a compact operator.
Theorem 4.2. If the hypotheses in Theorem 4.1 are satisfied and
K

Eα,α(|λ|)
|Eα,α(λ)| + 1

Eα,α+1(|λ|) < 1, (16)
then there is a unique mild solution of problem (2).
Proof. From (15) if we have (16) then T is a contraction mapping. Then by the Banach fixed point theorem there is a unique
fixed point of the operator T which is the unique mild solution of (2). 
Theorem 4.3. Assume that the hypotheses of Theorem 4.1 are satisfied. Then there is at least one mild solution in C[0, 1] to the
problem (2).
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Proof. Consider the set A = {u ∈ C[0, 1] : u = µT (u), µ ∈ (0, 1)}. Let u ∈ A then u = µTuwhich gives
|u(t)| ≤ µ
 1
0
|Gλ,α(t, s)||f (s, u(s))|ds
≤ µM

Eα,α(|λ|)
|Eα,α(λ)| + 1

Eα,α+1(|λ|) <∞.
Thus, ∥u∥ < ∞ which proves that the set A is bounded. By Theorem 2.1 we get that T has a fixed point in C[0, 1] which is
the required mild solution. 
Finally, we finish this section by giving an example which illustrate our results.
Example 4.1. Consider the nonlinear fractional differential equation
R
0D
α
t u(t)− λu(t) =
A
2
t sin(u(t))+ t4, u(0) = u(1) = 0, 1 < α < 2, λ ∈ R, A = constant. (17)
It is obvious that f (t, u(t)) = A2 t sin(u(t)) + t4 satisfies the conditions of Theorem 4.1 with M = A/2 + 1 and K = A/2.
Using the results of Theorem 4.1 we get that (17) has at least one mild solution given by (9). Moreover if AEα,α+1(|λ|) < 1
then this solution will be unique.
5. Conclusion
In thismanuscript, we discussed the existence of at least onemild solution for a nonlinear fractional differential equation
with the Riemann–Liouville fractional derivative with α ∈ (0, 2). We determined the conditions to get a unique solution by
proving that the Green function of the ordinary linear differential equation of first order and the periodic boundary value
problem can be given as special cases of the fractional Green function of our problem. One example is analyzed in order to
illustrate our results.
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