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Summary
In the real world, multi-objective optimization problems (MOPs) are very common and
often involve multiple conflicting objectives. Consequently, no solutions can simultaneously
satisfy all the objectives but a trade-off solutions will be obtained. The conventional multi-
objective evolutionary algorithms (MOEAs) are dedicated to finding a solution set with a
good balance between the convergence and diversity to represent the Pareto optimal front
(PoF). However, in practice, the decision-maker (DM) may be only interested in some
parts of the PoF. Accordingly, the past decades of years have witnessed the development
of the preference-driven MOEAs, seeking several solutions or regions of the PoF of the
MOPs to satisfy the preference from the DM. Notably, the DMs may face a great challenge
in the articulation of explicit preference, when they have insufficient a priori knowledge
of the problems. Therefore, the search of natural solutions of interest such as the knee
points has become a new line of research in recent years. Nevertheless, little work has
been reported focusing on designing multi-objective problems whose Pareto front contains
complex knee regions. Likewise, few performance indicators dedicated to evaluating an
algorithm’s ability of accurately locating all knee points in high-dimensional objective space
have been suggested. Additionally, the a posteriori knee identification methods implicitly
assume that the given solutions are well distributed over the whole Pareto optimal front
(PoF) and able to provide sufficient information for identifying the knee solutions. However,
this assumption may fail in practice, in particular when the number of objectives is very
large or when the shape of the PoF is complex. Furthermore, most a priori methods
mainly search knee regions in low-dimensional objective spaces and fail to achieve good
performance in locating the knee regions in high-dimensional objective space. Accordingly,
this thesis aims to fill the above gaps.
To begin with, we proposed a set of multi-objective optimization test problems which
Pareto front consists of complex knee regions, aiming to assess the capability of evolu-
tionary algorithms to accurately identify all knee points. Various features related to knee
points have been taken into account in designing the test problems, including symmetry,
differentiability, degeneration. These features are also combined with other challenges in
solving optimization problems, such as multimodality, linkage between decision variables,
non-uniformity and scalability of the Pareto front. The proposed test problems are scal-
able to both decision and objective spaces. Accordingly, new performance indicators are
suggested for evaluating the capability of optimization algorithms in locating the knee
points. The proposed test problems together with the performance indicators offer a new
means to develop and assess preference-based evolutionary algorithms for solving multi-
and many-objective optimization problems.
After that, an a posteriori MOEA has been proposed to alleviate the concern from the
assumption. The basic idea is to augment the given solution set by generating solutions
near the promising knee regions, thereby improving the performance of knee point identi-
fication. In the method, we first transform the PoF into a multimodal auxiliary function,
whose minimums correspond to the knee points of the PoF. Then, a surrogate model is
built to approximate the auxiliary function and a variant of differential evolution is em-
ployed to search the basins of the approximated auxiliary functions, so that additional
solutions in the detected basins can be generated. After that, these new solutions in the
objective space are mapped to the decision space with the help of an inverse model and
are evaluated by the original objective functions. Finally they are added to update the
given solution set. Besides, a new method is introduced to search the knee candidates in
terms of the above augmentation strategy. Accordingly, the performance of the proposed
and other knee identification methods will be greatly improved, and the concerns of the
assumption will be eased to much extent.
Additionally, an a priori MOEA using two localized dominance relationships has been
proposed for the search of knee regions in high-dimensional objective space. In the en-
vironmental selection, the α-dominance is applied to each subpopulation partitioned by
a set of predefined reference vectors, thereby guiding the search towards different poten-
tial knee regions while removing possible dominance resistant solutions. A knee-oriented
dominance measure making use of the extreme points is then proposed to detect knee so-
lutions in convex knee regions and discard solutions in concave knee regions. Without the
misleading from the discarded solutions, the search process can be guided to the potential
knee regions and the knee candidates can be found in high-dimensional objective space.
Consequently, the knee candidates in high-dimensional objective space will be found by
the proposed method.
Finally, we also conduct investigations of the proposed methods on a real application
(hybrid electrical vehicle controller design problem with seven objectives). This study
provides an insight into dealing with MOPs or MaOPs when the DM cannot specify explicit
preference, and hopefully contributes the EMO, especially preference-driven EMO to much
extent.
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Introduction
In traditional mathematical optimization [1], the optimization methods are deterministic
and perform effectively on the unimodal optimization problems with good smoothness and
most of them are gradient based approaches such as the Newton’s method and the hill
climbing method [2]. However, their performances will seriously degrade if the gradient
information with respect to different decision variables is unclear. Furthermore, many real-
world optimization applications often involve multiple optimization objectives (criteria),
and the objectives are commonly conflicting with each other. Accordingly, no single solu-
tion can satisfy all objectives but a trade-off solutions can be found to the decision maker
(DM) [3,4]. The traditional mathematical optimization methods also confront a great chal-
lenge in dealing with such multi-objective problems which are nonlinear, non-differentiable
or multi-modal.
However, the multi-objective evolutionary algorithms (MOEAs) have been demonstrated
effective in dealing with such multi-objective optimization problems (MOPs) in the recent
decades [4, 5]. The main reason is that such nature inspired algorithms do not need the
gradient information during the optimization, and solutions can be identified even if many
different objectives are considered at the same time. In the early research, the Pareto dom-
inance based and aggregation based methods are popular, since they are able to provide
a representative solution set with a good balance between the convergence and diversity
towards the Pareto optimal front (PoF) of the MOPs [4]. However, when they are extended
to deal with the MOPs with many objectives, the selection pressure towards the PoF de-
1
2 Chapter 1. Introduction
creases when the number of objectives increases, and the diversity of the solution set also
degrades significantly. Hence, different techniques are proposed to MOPs with many ob-
jectives, such as the modifications on the dominance relationships, performance indicators
based approaches, decomposition based approaches, diversity management enhancement
driven approaches [6–8]. Interested readers are referred to Chapter 2.3 for more details of
the development of MOEAs.
Although considerable progress has been made in research on many-objective optimiza-
tions, some challenges remain to be addressed. For example, it will be impractical to
represent the entire Pareto optimal front in a high-dimensional objective space using a
relatively small number of solutions. In addition, it becomes increasingly challenging to
select preferred solutions from the obtained solution set for the DM, and the preference
articulation will be more difficult for many-objective optimization, because a large objec-
tive space needs to explored and more trade-off information between the objectives need
to be considered. Last but not the least, most performance indicators measuring the dis-
tribution of solutions no longer work properly in high-dimensional objective space since it
is computationally extremely intensive to densely sample a high-dimensional space.
Due to the difficulties discussed above, it is more practical to concentrate on potentially
interesting regions in solving MOPs with many objectives. To this end, preference driven
MOEAs provide an effective means to focus on the search of solutions of interest [9] and are
computationally more efficient [10, 11]. If user preferences are available, we can use them
to guide the search towards the regions of interest (ROIs) [9], thereby making it easier
for the DM to select a small number of solutions for final implementation [12]. For the
above reasons, preference based evolutionary optimization algorithms have attracted much
research interest in the past decades [7,13]. Interested readers are referred to Chapter 2.4
for more details of the preference-driven approaches.
However, several concerns have been raised regarding the preference-driven approach [14].
Firstly, explicit preferences may be hard to be articulated beforehand, if the decision-maker
do not have sufficient a priori knowledge of the problem. Secondly, it is not straightfor-
ward to articulate the preferences during the optimization and interactively tuning the
preferences during the optimization may be arduous and sometimes intractable. Thirdly,
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it is resource-intensive in the a posterior approach to acquire a representative solution set
over the whole PoF, especially when the number of objectives is large and the shape of the
PoF is highly complex.
Accordingly, the search of naturally preferred solutions such as the knee points becomes
attractive when the DM does not have sufficient a priori knowledge of the problems. The
knee points are the solutions on the PoF, which need a large compromise on at least one
objective to achieve a small amount increase in other objectives [15]. It has also been
shown that knee solutions contribute to a larger hypervolume in comparison with other
Pareto optimal solutions [16]. In addition, knee points have been successfully used to deal
with a range of problems, such as self-adaptive software [17], dynamic optimization [18],
many-objective optimization problems [19], sparse reconstruction [20], and driving strategy
for electric vehicles [21]. Interested readers are referred to Chapter 2.5 for more details of
the knee oriented approaches.
The remainder of this chapter is organized as follows. The challenges is firstly presented;
afterwards, the main contributions of the thesis are detailed; finally, the structure of this
thesis is introduced.
1.1 Challenges
When the user-preference is unavailable, there are still some challenges in the search of the
natural interesting solutions like the knees or solutions in the knee regions of the PoF.
Difficulty in evaluating the performance of the knee-oriented approaches. Few
benchmark problems have been designed to systematically assess the ability of an opti-
mization algorithm to find knee points with few exceptions, including the DO-DK and
DEB-DK problems [15, 22]. Note that DO-DK and DEB-DK problems did not consider
many important characteristics of knee points such as the positions of the knees, different
geometric shapes of the PoF, bias, separability, degeneration of the knee regions, differen-
tiability of the knees, scalability of the PoF, and symmetry of the knee regions. Besides,
there are no available indicators for the performance evaluations.
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Difficulty in acquiring diverse solutions in high-dimensional objective space
when to find the knee candidates in an a posteriori way. Existing identification
methods may have good performance in characterizing the knee candidates among a large
number of solutions when the given solution set is well converged and well distributed in
the knee regions. In practice, it is difficult to acquire a sufficiently large set of solutions
to represent the entire PoF for problems having a large number of objectives due to the
limited computing resources [14]. Accordingly, the performance of most knee identification
algorithms will seriously degrade if the given solution set has a very small number of
solutions distributed in a knee region.
Challenge in effectively locating the knee regions in high-dimensional objective
space in an a priori way. A priori searching the knee regions to the DM may be a good
line of research, which can facilitate the decision making with only the interesting knee
candidates and save computing resources by focusing the search in knee regions rather
than the whole PoF. However, the uninterested solutions (such as the extreme points,
boundary solutions, or solutions in the concave regions) are hard to be eliminated during
the optimization and they may easily become the dominance resistance solutions which can
slow down the convergence rate and mislead the search process. Furthermore, it is difficult
to balance the search of more knee regions and better convergence of the population toward
the knee regions of the PoF.
As a consequence, the motivation of this thesis is to tackle the above challenges, and the
main contributions are listed as follows.
1.2 Main Contributions
A knee-oriented benchmark test suite and indicators. A benchmark test suite is
proposed to assess the performance of MOEAs in the search of knee candidates of MOPs.
When the preference information is unavailable, the knees or knee regions on the PoF
are natural preference for MOEAs. As a consequence, such a test suite is very necessary,
which can comprehensively evaluate the performance of MOEAs in the search of knee or
knee regions of MOPs and MOPs with many objectives. Besides, relevant knee-oriented
indicators are also proposed.
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A knee-oriented solution augmentation strategy for a posteriori knee identifica-
tion. An solution augmentation strategy is proposed to augment the given solution set by
generating solutions near the promising knee regions, thereby improving the performance of
the a posteriori knee identification methods. Although a number knee identification meth-
ods are effective in search of knees, most research performs knee identifications on a set of
Pareto optimal solutions, implicitly assuming that the solution set is well-distributed and
able to cover all the knee regions. However, this assumption may fail in practice, because
it is challenging to get a large size of solution set covering the whole PoF, especially when
the PoF is complex and high-dimensional. Hence, this work is to alleviate the concern of
the assumption.
Localized Bi-dominance relationships driven MOEA for a priori knee identifi-
cation. An novel MOEA is proposed for a priori locating knee regions of MOPs and MOPs
with many objectives by means of the proposed two localized dominance relationships. It
is known that identifying all convex knee regions of a Pareto front is extremely challenging,
especially in high-dimensional objective space. One the one hand, the optimization process
needs to be guided towards the PoF. On the other hand, diverse knee regions also need to
be taken into account. Consequently, this study puts up with a new line of research of knee
detection by introducing localized dominance relationships in high-dimensional objective
space.
1.3 Structure of Thesis
According to the Fig. 1.1, the structure of the thesis is shown as follows.
• Chapter 2 mainly introduces the background knowledge of the thesis. Specifically, the
definitions of multi-objective or many-objective optimization problems, Pareto dom-
inance relationship are first provided. Then, literature reviews of different categories
of MOEAs are presented, including the dominance-based approaches, performance
indicators based approaches, decomposition based approaches, diversity management
enhancement based approaches, especially, the preference-assisted approaches. Fur-
ther more, the evolutionary optimization for knee identifications is detailed. Finally,
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Figure 1.1: The structure of thesis.
some benchmarks for evaluating the performance of MOEAs are introduced.
• Chapter 3 details the proposed knee-oriented benchmarks and indicators which are
designed for the test of the knee detection or identification. At the beginning, relevant
studies on building benchmarks are introduced. Then the way to construct the knee-
oriented benchmarks are proposed, followed by three indicators. Empirical results
on the benchmarks are presented and discussed.
• Chapter 4 details the solution augmentation strategy for knee identification. To begin
with, the framework of the strategy how to augment the solution set is elaborated
step by step. Then a knee detection method based on the strategy is introduced.
Some analyses on the strategy and knee detection are exhibited. Finally, performance
verifications are conducted on a variety of benchmarks.
• Chapter 5 details the bi-localized dominance relationships driven MOEA for knee
detection. The localized α-dominance relationship is firstly introduced, followed by
Chapter 1. Introduction
the localized knee-oriented dominance. Afterwards, an MOEA based on these two
dominance relationships is presented. Finally, the sensitive analysis and performance
evaluations on the algorithm is conducted.
• Chapter 6 firstly introduces a real application, i.e., hybrid electric vehicle controller
design problem. Then some experiments are conducted on the application to verify
the effectiveness of the proposed methods proposed in Chapters 4 and 5.
• Chapter 7 summarizes the thesis and introduces some lines of research for future
study.
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2.1 Problem Formulation
Definition 1 (Multiobjective optimization problem) Without loss of generality, a multi-
objective optimization problem can be formulated as the minimization of m objectives1:
minimize F(x) = (f1(x), · · · , fm(x))T ,
s.t. x ∈ X, F ∈ Y,
(2.1)
where x = (x1, · · · , xn) is the decision vector. X ⊆ Rn is the decision space, and n is the
number of decision variables. F : X→ Y consists of m objectives. Y ⊆ Rm is the objective
space. When m = 2 or 3, the problem is referred to as a multi-objective problem (MOP);
if m ≥ 4, as a many-objective problem (MaOP).
Definition 2 (Pareto dominance) Given two solutions x1,x2 ∈ X, x1 is said to Pareto
dominate x2, denoted by x1 ≺ x2, if and only if the following equation is satisfied:
∀i ∈ {1, 2, . . . ,m}, fi(x1) ≤ fi(x2)
∧ ∃j ∈ {1, 2, . . . ,m}, fj(x1) < fj(x2).
(2.2)
A solution is Pareto optimial if there is no feasible solution can Pareto dominate it. The
collection of all Pareto optimal solutions in the decision space is the Pareto set (PS), and
1Maximization problems can be equivalently transformed to minimization problems by taking negative
values of the objective function.
9
10 Chapter 2. Background
its corresponding collection in the objective space is dented by the Pareto optimal front
(PoF).
Definition 3 (Pareto-optimal set and Pareto-optimal front) In problem (2.1), the set
X ⊂ X of all the nondominated solutions is called the nondominated or Pareto-optimal set
(PS). The Pareto-optimal front (PoF) is the image of PoS in the objective space [4].
Definition 4 (Multimodal optimization problem) Without loss of generality, a multimodal
optimization problem (MMOP) involving multiple maximum solutions of a single objective
can be formulated as the maximization of an objective function:
maximize f(x),
s.t. x ∈ X,
(2.3)
where f(x) is the objective function, and x = (x1, · · · , xn) is the decision vector and n is
number of decision variables.
The global optimal solution set X∗ of Problem (2.4) can be stated as follows:
X∗ = {x|@y ∈ X : f(y) < f(x) ∧ y 6= x}, (2.4)
where |X∗| > 1.
2.2 Generically Preferred Solutions
Generally speaking, knee points, edge knee points, extreme points, and robust solutions
[23, 24] are solutions generically preferred by users. In the following, we mainly discuss in
detail the main properties of knee points and knee regions. Knee points, which require
large sacrifices in at least one objective to gain a small amount of improvement in another
objective [23,25]. In this work, only the knees in the convex regions [26] are considered.
Definition 5 In [26], a knee point in a convex region of a PoF is defined with the maximum
distance from the convex hull of individual minima (CHIM) to the hyperplane constructed
by the extreme points.
k = arg max
p
(d(p, S)) (2.5)
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Figure 2.1: The knee point in convex region.
where p is a solution on the PoF. d(z(p), S) denotes the distance from solution p to the
hyperplane S : f1 + · · ·+ fm = 1 in a normalized coordinate system.
In the normalized coordinate system, as shown in Fig. 2.1, the knee point pz = arg max
pi
(|ti|· ‖
nˆ ‖), where nˆ is the orthogonal basis of the boundary line S_NBI , and |ti| is the distance
from normalized solution pi to S_NBI .
2.3 Multi- and Many-objective Evolutionary Optimization
Evolutionary algorithms are population based algorithms inspired by the natural evolution.
Given an optimization problem, a population of solutions are generated according to the
problem, then a series of evolutionary operations are conducted on the population, such
as the crossover, mutation, and selection operators in each generation (iteration). In each
generation, offspring population is generated based on the elite solutions (solutions with
better fitness values) among the parent population. As a result, the population evolves to
better solutions to the optimization problem.
Over the last decades, many algorithms have been developed in both multiple criteria
decision making (MCDM) community and the evolutionary computation community that
are capable of finding a set of well-distributed solutions approximating the Pareto optimal
front (PoF). Earlier popular multi-objective evolutionary algorithms (MOEAs) for dealing
with MOPs are mainly Pareto dominance based and weighted sum approaches. The Pareto
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dominance-based approaches include the non-dominated sorting genetic algorithm (NSGA-
II) [27], the strength Pareto evolutionary algorithm (SPEA2) [28], and the niched Pareto
genetic algorithm (NPGA) [29]. Examples of the weighted sum approaches are genetic
algorithms with variables weights [30] and dynamic weighted aggregation evolution stratgy
[31].
However, when the Pareto-dominance assisted algorithms are extended to solve MaOPs,
they will fail to find a representative solution set with a good balance between the con-
vergence and diversity. It is attributed to the loss of selection of pressure towards the
PoF. Specifically, the Pareto-dominance cannot distinguish the relationship between the
solutions in high-dimensional objective space [32], because the solutions are non-dominant
with each other in the high-dimensional objective space. The weighted sum approaches
are ineffective in solving MOPs with a non-convex shape of the Pareto front. The reason
is that the solutions in the extreme regions or boundary regions always have larger utility
values (aggregation values) than other solutions, which lead to serious degradation of the
diversity performance of the solutions. In other words, the solutions from the extreme
regions or boundary regions have higher priority to be selected than others during the en-
vironmental selection and much more selection pressure are guided towards these regions
other than the center area of the PoF.
To address the above issues, the multi-objective evolutionary algorithms (MOEAs) pro-
posed for solving MaOPs can be roughly categorized into four groups, i.e., dominance
relationship based approaches, performance indicators based approaches, decomposition
based approaches, and diversity management enhancement driven approaches [6–8].
2.3.1 Dominance Relationship based Approaches
The first group of approaches aim to increase the selection pressure of the population
towards the PoF by modifying the traditional Pareto dominance relationship, such as
enlarging the dominant areas of a solution. Accordingly, the efficiency in distinguishing
the relationship between the non-Pareto dominant solutions are significantly improved.
Laummans et al. [33] first propose the -dominance to extent the dominating area of a
solution by tuning the parameter . A variant of the -dominance is proposed by Deb,
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et al. [34], which is integrated into a steady-sate algorithm (-MOEA). The bigger the 
is, the larger dominated area of a solution will have. To tackle another issue that the
dominance resistant solutions (DRSs) 1 seriously degrade the convergence of the popula-
tion when the Pareto dominance relationship is used for solution comparison, Ikeda et al.
proposed a modified dominance relationship, which is named as α-dominance [35]. When
two Pareto non-dominant solutions are compared, the α-dominance favors the solution
having at least one objective substantially superior than that of its peer solution. Batista
et al. leveraged the advantage of the -dominance and the α-dominance, and proposed the
cone -dominance. Recently, Yang, et al. proposed a grid dominance based evolutionary
algorithm (GrEA) [36], where solutions in the objective space are transformed into a grid
coordinates for the comparison during the environmental selection. The grid dominance
also favors solutions having substantially superior objectives. There are a number of other
modifications of Pareto dominance relationships, such as the angle-dominance [37], fuzzy
dominance [38], preference order ranking [39], and other ranking methods such as [40,41].
2.3.2 Performance Indicators based Approaches
The second group of approaches aim to select solutions based on existing performance
indicators or metrics. During the environmental selection, the fitness of a solution can
be expressed by the indicators with respect to the convergence performance, diversity
performance, or comprehensive performance.
The S metric or hypervolume (HV) [42] is a performance metric which is widely used to
evaluate the comprehensive performance of an algorithm with respect to both convergence
and diversity performance of the obtained solution set. For example, the indicator based
evolutionary algorithm (IBEA) [43] predefines a goal of each solution to measure its contri-
bution with  indicator [44] or hypervolume (HV) indicator [42]. Both S metric selection
evolutionary multi-objective optimization algorithm (SMS-EMOA) [45] and hypervolume
estimation algorithm (HypE) [46] are based on HV. But SMS-EMOA calculates the exact
contribution to hypervolume indicator while HypE assigns a fitness based on approxima-
tions to the hypervolume indicator. The main advantage of the HV based methods is not
1In [35], the DRSs are defined as the solutions which are extremely inferior in at least one objective
and there exist very few solutionse that are able to dominate them.
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being subject to the problems that the pareto-dominance based MOEAs encounter, but
their computational cost is relatively expensive. Recently, some other metrics are also
adopted to efficiently deal with the MaOPs. For example, Menchaca-Mendez et al. [47]
proposed a GD indicator based MOEA (GD-MOEA for short), which is improved by intro-
ducing the -dominance into GD-MOEA to deal with MaOPs (termed GDE-MOEA) [48].
Trautmann et al. developed R2 indicator [49] and Gómez and Coello [50, 51] extended
the R2 indicator to many-objective optimization. Recently, Schutze et al. [52] proposed a
performance measure (“averaged Hausdorff distance”) for multiobjective evolutionary opti-
mization. Ye et al. proposed an enhanced inverted GD (IGD) [53] and adopted the metric
for dealing with MaOPs [54].
2.3.3 Decomposition based Approaches
The third group of approaches aim to divide an MOP or MaOP into a number of subprob-
lems and then solve them simultaneously [55,56]. Generally, there is an hypothesis behind
these approaches that the references or preferences information used in these approaches
are able to guide the search process toward the subregions of the PoF, and the subregions
can represent the whole PoF.
To this end, the category of the decomposition based approaches is not limited to the
approaches only using the decomposition or aggregation methods but also the approaches
using reference information. Both MOEA/D [55] and MSOPS [57] are the representa-
tive decomposition methods, and they decompose MaOP into a set of subproblems via
the scalar functions (weighted sum approach [4], Tchebycheff approach [4], or penalty-
based boundary intersection (PBI) approach [55]). Then the subproblems are simultane-
ously optimized to obtain the optimal solutions constituting a representative subset of the
Pareto optimal front (PoF). Another class of methods adopts reference vectors or reference
points to guide the optimization towards different subregions of the PoF, then simultane-
ously search the optimal solutions of the subregions, such as the reference vector guided
evolutionary algorithm (RVEA) [58], nondominated sorting genetic algorithm III (NSGA-
III) [59], MOEA/dominance and decomposition (MOEA/DD) [60], and θ-dominance based
evolutionary algorithm (θ-DEA) [61], as well as decomposition of MOP into a set of MOPs
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(MOEA/D-M2M) [62].
In [63], the differences and similarities between the preference and reference driven ap-
proaches are detailed and discussed.
2.3.4 Diversity Management Enhancement Driven Approaches
The last group of approaches are known as the diversity management enhancement driven
approaches. In many-objective optimization, the solutions are distributed very sparse while
the diversity management becomes particularly useful in the environmental selection as it
may reduce the negative impact from the excessive diversity to the convergence of the
population.
In [64], Adra and Fleming proposed the diversity management operator (DMO) which
is to maintain the diversity until the solutions converge into the Pareto optimal front.
Recently, Li et al. proposed a shift-based density estimation strategy [65] to penalize poorly
converged solutions by assigning them a high density value. As a result, the candidate
solutions with a good balance between convergence and diversity can be sorted out and
added into the next generation. In [66], Wang et al. proposed a coevolution strategy
based MOEA, where the preference coevolves with respect to the diversity performance
of the solution set. Wang et al. introduced two-archive strategy [67] to maintain the
diversity and convergence of the population. Yu et al. proposed boundary elimination
selection [68] to tackle the DRSs and maintain the diversity of the population in many-
objective optimization. Zhang et al. proposed a knee-point driven MOEA [69] which
choose the candidate knee points during the environmental selection, because the knee
points contribute much more on the HV than other solutions.
2.4 Preference-assisted Evolutionary Optimization
Although the proposed approaches made great progress in dealing with MaOPs, some issues
remain to be resolved [63]. For example, it has been demonstrated that the performance
of the aggregation-based approaches strongly depends on the shapes of the PoFs [70].
The performance of the reference-based methods also depends on the distribution of the
15
16 Chapter 2. Background
predefined references [58] because the predefined subproblems may waste computational
resources and fail to explore some sub-regions. In dealing with MOPs, a manageable
number of solutions is able to present a good approximation to the PoF. However, it is
hardly practical when the same population size is adopted in dealing with MaOPs. The
performance indicators may introduce biases in specifying the reference points [71].
Thereby, finding regions or solutions of interest by introducing the user-preference into
the searching process is more practical [9]. Moreover, more computing resources can be
saved [10] and the tricky decision making can also be simplified since the obtained solutions
are from the regions of interest rather than the whole PoF [11,72]. Accordingly, much at-
tentions have been paid to developing preference-driven approaches to deal with MOPs or
MaOPs. In preference-based methods, there are different types of preference articulations,
such as goal attainment [73], weight vectors [10, 66, 74], reference vectors [75–78], prefer-
ence relations [79–81], fuzzy preferences [82], utility functions [83–85], outranking [86,87],
extreme points or the nadir point [88,89]).
Depending on when the DM intervenes the search process, ie., before, during or after
the search process, the “human-in-the-loop” approaches can be classified into three cate-
gories, namely, a priori, interactive and a posteriori methods. The details integrating the
preference into multi-criteria decision making (MCDM) and evolutionary multi-objective
optimization (EMO) methodologies are reviewed in [7,73,90,91]. Among these three meth-
ods, the a priori and interactive methods are particularly appealing, and have been adopted
by several algorithms hybridizing EMO and MCDM methods. Branke [92] and Deb [93]
proposed a guided multi-objective evolutionary algorithm (G-MOEA) based on modified
dominance relationship upon the DM’s preference information. Deb et al. integrated the
reference point [76] and reference direction [94] into the interactive EMO algorithm respec-
tively. Besides, Thiele et al. [95] suggested reference point based EMO procedures to find
a set of points close to the specified multiple reference points. Molina [96] and Ben [97]
proposed g-dominance relationship and r-dominance relationship respectively, which both
modified the Pareto-dominance relationship with the reference point, but the former fo-
cuses on one reference point and is based on a priori; the later is one sort of multiple
reference points based interactive method. Interested readers are referred to [7, 13] for
more details of the preference-driven approaches.
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Accordingly, when the DM has enough a priori knowledge, the preference-driven ap-
proaches are promising in the search of solutions of interest for the DM.
2.5 Evolutionary Optimization for Knee Identifications
When user preferences are not available, the preference-driven approaches confront a big
challenge. However, the knee points are considered as the preferred solutions, since they
need a large compromise in at least one objective to gain a small improvement in other
objectives [23,98]. Besides, knee solutions are often prioritized in many MOEAs since they
usually contribute to a large hypervolume [69]. Many algorithms have been proposed by
taking advantage of knee solutions to more efficiently solve MaOPs [19, 69] or dynamic
optimization problems [18]. Knee solution based MOEAs have already found successful
applications in solving real-world problems, such as self-adaptive software [17], sparse re-
construction [20], and driving strategy for electric vehicles [21].
In consequence, several a posteriori methods have been proposed to characterize the knee
points among a set of non-dominated solutions. Das et al. [26, 99] suggested to identify
the knee points with the “maximum bulge” on the Pareto front using the normal boundary
intersection [100]. Branke et al. [15] took advantage of the expected marginal utility (EMU)
to locate the knee regions. The niching method [101] defines possible knee points in convex
and concave regions based on the density of the solution distribution. Other methods
have also been reported for identifying the knees of two-objective problems, such as the
reflex/bend angle based approaches [15,102], and its variant, the (α, β)-approach [23].
Notably, there is an assumption in all a posteriori approaches that a large set of well dis-
tributed and well converged solutions is available. However, it is computationally expensive
to achieve such a solution set, especially for MaOPs. Therefore, a priori approaches to
the search of knee regions are popular. For example, in [103, 104], methods for charac-
terizing knee points with the max-min utility value is incorporated in the environmental
selection. However, the boundary points usually have a larger utility value than other
solutions and will most likely be kept in the environmental selection, which may mislead
the search process. Zhang et al. developed a selection method for solving MaOPs by prior-
itizing knee points [69] identified based on the extreme points [26]. However, the extreme
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solutions may become dominance resistant solutions (DRSs) [35] that will seriously slow
down the convergence of the population. In [35], the DRSs are defined as the solutions
which are extremely inferior in at least one objective and there exist very few solutions
that are able to dominate them. The work in [105] recursively uses the EMU [15] to locate
the most promising knee candidates during the environmental selection. However, this
approach also favors the boundary points and DRSs in the search, which degrades the
convergence performance. The angle-based pruning strategy [106] was adopted to detect
the knee regions [107] in the environmental selection, although the issue of DRSs remains.
Most recently, we introduced an α-dominance to eliminate the DRSs for the search of knee
solutions [108]. However, uninterested solutions like the boundary points and solutions
from the concave knee regions will still be selected. Too much convergence pressure of the
modified dominance may degrade the diversity of the solutions by eliminating the knee
candidates in a potential knee region, so that less knee regions will be finally preserved.
A common issue is that some particular solutions, such as some extreme and boundary
solutions, are detrimental to the effective search of knee solutions. Another issue is how to
effectively and efficiently locate the knee regions in an a priori way. Against the assumption
above, there is always no representative solution set provided in practice to cover the whole
PoF for the knee identification. Therefore, there are big gaps to fill in the searching of
knee regions.
2.6 Existing Benchmarks
To evaluate the performance of the MOEAs in dealing with the MOPs and MaOPs, the test
suites are used for empirical studies. The ZDT [109], DTLZ [110], and WFG [111,112] test
suites are widely used for the studies on MOPs and MaOPs. Especially, the DO-DK and
DEB-DK problems are widely used for evaluating the performance of MOEAs in search of
specific regions of interest like the knee regions.
K. Deb, L. Thiele, and E. Zitzler proposed ZDT [109] and few years later they and E. Zit-
zler proposed another set of test suites DTLZ [110] which are widely used to evaluate the
performance of the EMO algorithms. ZDT test suite is mainly for the evaluation of the
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ability of the convergence and diversity. Three basic functions are introduced in the con-
struction. The position/distribution function (normally the first objective function) with
or without bias controls the distribution of solutions along the PoF; the distance function
with or without multimodal/unimodal tests the ability of the algorithm converging to the
PoF; the shape function determines the final shape of the PoF (convex, concave, or discon-
nection). Except binary-coded ZDT5, ZDT1-4 and ZDT6 are real-coded designs to test
the convergence and diversity of EMO algorithms. However, the limitation of ZDT suite is
that they are all bi-objective. Further on the ZDT test suite, DTLZ test suite is developed
with flexible scalability on objectives and variables. All of the problems can be scaled to
any number of objectives and decision variables and they are able to test different aspects
of the algorithms by providing different challenges. The suite can be divided into two
groups. The first group involves DTLZ2, DTLZ4, DTLZ5 and DTLZ7, which are designed
to test algorithms’ ability to address the problems with different shapes and locations of
Pareto optimal front (PoF). The second group consists of DTLZ1, DTLZ3, and DTLZ6,
which create more obstacles to impede the solutions converging into the PoFs.
The Walking Fish Group (WFG) test suite [111, 112] has a flexible design, and provides
a variety of predefined shape and transformation functions to change the difficulty and
features of the problems. About the construction, WFG toolkit designs an underlying
vector (x) associated with an underlying problem to define the fitness space. By a series
of transition mapping functions, the working parameters (z) are transformed to x, and
each transition function represents different complexity such as multimodality and non-
separability. Particularly, in the construction of WFG problems, the toolkit only requires
to specify different settings on the parameters of the shape functions and transition func-
tions to define the PoF as well as the fitness space respectively. WFG1-2 have convex PoFs;
WFG3 has a linear degenerate PoF; others are concave. WFG1,WFG7-9 have biased PoFs.
WFG2-3, WFG6, and WFG8-9 have nonseparable fitness landscape. WFG5 and WFG9
are deceptive. WFG is a continuous problem suite that can be scaled to any number of ob-
jectives and decision variables. Comprised of problems with various characteristics (such as
having linear, convex, concave, multimodal, disconnected, biased, and degenerated Pareto
fronts), the WFG suite is used to challenge varying capabilities of an EMO algorithm.
In [15, 22], five benchmark problems are proposed, including two bi-objective problems
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(DO2DK, DEB2DK) and one 3-objective problem (DEB3DK) and two MaOPs (DEB4DK,
DEB5DK) with 4 and 5 objectives. The problems in [15,22] only considered the symmetry
PoF with knees on hyperplane, not considering some features commonly seen in real-
world problems (asymmetry PoF, multimodality in fitness landscape, variable separability,
variable linkage, differentiability, degeneration, different locations of knees, robustness).
Besides, different features on the knees need to be taken into account, such as different
biases could cause the shift of the knees; different settings could cause the degeneration
of knee regions; different parameter settings could cause symmetry and asymmetry; the
knees are differentiable or non-differentiable; also the degeneration of the knee regions. For
DMs, they would like to see a robust algorithm having different strong abilities. Thus, on
the one hand, the benchmarks should be designed more close to real applications; on the
other hand, the benchmarks should test different aspects of the problems simultaneously.
However, less benchmark problems can be adopted to comprehensively test the ability of
the methods finding preference on the MOPs and many-objective optimization problems
except DO2DK and DEB2DK [15, 22]. But the variance and scalability of them [15] are
limited. Specifically, different positions of the knees, different geometric shapes of the
PoF, bias, separability, degeneration of the knee regions, robustness of the knees, and
differentiability of the knees are not taken into consideration for the testing.
Chapter 3
Benchmark Problems and
Performance Indicators for Search of
Knee Points
3.1 Introduction
Although a variety of test problems have been reviewed in Section 2.6 of Chapter 2, few
benchmark problems have been designed to systematically assess the ability of an opti-
mization algorithm to find knee points with few exceptions, including the DO-DK and
DEB-DK problems [15, 22]. Note that DO-DK and DEB-DK problems are designed only
for identifying knee points without considering many important characteristics of knee
points such as the positions of the knees, different geometric shapes of the PoF, bias, sep-
arability, degeneration of the knee regions, differentiability of the knees, scalability of the
PoF, and symmetry of the knee regions.
This study is motivated by the fact that few knee functions, benchmark problems and
performance indicators have been proposed to test and assess the performance of MOEAs
in approximating knee points of multi- and many-objective optimization problems in terms
of the number of the knee points found, their accuracy and location. To fill the gap, we
propose five new basic knee functions and a new construction method of knee functions.
21
22Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
Furthermore, a set of new benchmark problems are constructed using the proposed knee
functions whose Pareto fronts have various characteristics in symmetry, differentiability
and degeneration. Apart from these properties directly related to knee regions, other
challenges in solving optimization problems such as multi-modality, non-uniformity and
linkage in decision variables are taken into account. Meanwhile, performance indicators
for evaluating various aspects related to MOEAs’ performance in identification of knee
points of complex Pareto fronts are suggested.
The rest of the chapter is organized as follows. Section 3.2 provides a concise review of
existing benchmark problems. Section 2.2 elaborates various features of Pareto optimal
solutions considered in construction of the test problems. Section 3.4 presents the details for
constructing the proposed benchmark problems, followed by a description of the proposed
metrics in Section 3.5. The experiments and analysis are conducted in Section 3.6. Finally,
Section 3.7 concludes the chapter.
3.2 Related Work
In this section, we briefly review existing popular benchmark problems based on which this
work is built.
3.2.1 ZDT and DTLZ Problems
The ZDT [109] and DTLZ [110] test suites are most widely used multi-objective optimiza-
tion benchmark problems constructed for evaluating MOEAs. The construction of both
test suites is based on the bottom-up approach [110], which allows for separately design
of the objective functions, the decision space, and the Pareto-optimal front. Specifically,
decision variables are divided into position and distance variables, which define the Pareto
front and determine the distance of the solutions to the PoF, respectively. The ZDT test
suite is constructed in the following form:
min
x
: z(x) = (f1(x1), f2(x))
subject to f2(x) = g(x2, · · · , xn)h(f1(x1), g(x2, · · · , xn))
where x = (x1, · · · , xn) ∈ Ω
(3.1)
Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
In the above construction, x1 is the position variable and the rest are the distance vari-
ables. The ZDT test problems are constructed using three basic functions, namely, the
position/distribution function f1 with or without bias for controlling the distribution of
Pareto optimal solutions along the PoF, the uni- or multi-modal distance function g for
testing the algorithm’s ability of converging to the PoF, and the shape function h for
determining the convexity and continuity of the PoF.
The DTLZ test suite [110] was developed based on the ZDT test functions in order to
enhance the scalability to the number of decision variables and objectives. The DTLZ test
suite is constructed as follows:
min
X
: fi=1:m(X) = (1 + g(XII)) · hi(XI).
where X = (XI , XII) ∈ Ω
XI = (x1, · · · , xm−1), XII = (xm−1, · · · , xn)
(3.2)
where, XI in the shape functions h1:m(XI) are the position variables determining the
geometry of the PoF while XII are the distance variables embedded in the landscape
functions to control the closeness of the Pareto optimal solutions to the PoF, where m is
the number of objectives.
Note, however, that neither ZDT nor DTLZ pays particular attention to the complexity of
the PoF, and it is assumed that there is no correlation between the position and distance
variables.
3.2.2 WFG Problems
The design of the WFG problems [111,112] also follows the bottom-up approach [110] but
differs from the approach to designing the ZDT and DTLZ test suites. The construction
of the WFG test suite is as follows:
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Given z = {z1, · · · , zk, zk+1, · · · , zn}
min
x
: fi=1:m(x) = xm + Sihi(x1, · · · , xm−1)
x = {x1, · · · , xm} = {max(tpm, A1)(tp1 − 0.5) + 0.5, · · · ,max(tpm, Am−1)(tpm−1 − 0.5) + 0.5, tpm}
tp = {tp1, · · · , tpm} ← [tp−1 ← [· · · ← [t1 ← [z[0,1]
z[0,1] = {z1,[0,1], . . . , zn,[0,1]} = {z1/z1,max, · · · , zn/zn,max}
(3.3)
The WFG test suite is used for constructing a problem in terms of an underlying vector
of decision variables x derived from a series of transition vectors t1:p, where the transition
vectors are derived from a vector of working parameters z. Each transition vector can
add complexity to the underlying test problem, such as non-separability, multimodality,
deception, and bias. S1:m > 0 and A1:m−1 ∈ {0, 1} are scaling and degeneracy constants,
respectively. Thus, a benchmark problem can be created from different combinations
of the shape functions h1:m defining the geometry of the fitness space and a number of
transformation functions ‘← [’ determining the search space.
One unique property of the WFG test suite [111, 112] is that the Pareto front of the test
problems can be specified, similar to the idea reported in [113]. Like the ZDT and DTLZ
test suites, the WFG test suite does not pay special attention to the design of knee regions
on the PoF.
3.2.3 DO-DK and DEB-DK Problems
Knee points are an important geometric feature on the PoF, where it requires an unfavor-
ably large sacrifice in one objective to gain a small amount in other objectives. Without
any specific user preferences about the Pareto optimal solutions, knee points are naturally
preferred solutions. More detailed discussions about knee points are given in Section III.
Due to potential importance of the knee points, test problems such as DO-DK and DEB-
DK have also been designed by embedding the desired knee points following the bottom-up
approach [110]. The construction of the DO-DK [15] and DEB-DK [22] problems is as
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follows:
min
X
: fi=1:m(X) = g(XII)r(XI)hi(XI).
where X = (XI , XII) ∈ Ω
XI = (x1, · · · , xm−1), XII = (xm−1, · · · , xn)
(3.4)
where r(XI) are the knee functions that can create different geometries of the PoF. How-
ever, only one knee function is designed in the DO-DK and DEB-DK problems and they
are not able to specify detailed features of the knee regions such as differentiability, de-
generation, and symmetry or asymmetry. Another limitation is that features that can
challenge MOEAs’ convergence ability is not considered, such as multi-modality in the
fitness landscape, linkage between the decision variables, and non-uniformity of the PoF.
In addition, the scalability of the PoF has not been considered.
This work aims to design multi- and many-objective optimization test problems that can
systematically challenge and evaluate MOEAs’ ability of accurately identifying knee points.
For this purpose, most “hardness” aspects for MOEAs that can be seen in the real-world
are considered and integrated into the benchmark problems. The proposed test problems
are scalable in the decision space, the objective space, and the true PoF. Furthermore, the
true location and number of knee points are known, which is an important requirement for
designing benchmark problems.
3.3 Characteristics of Knee Regions in Proposed Benchmarks
Although much work has been done to find knee points, little in-depth analysis has been
made on the characteristics of the regions in which the knee points are located. In the
following, we provide a detailed discussion about the basic characteristics of the knee
regions, including symmetry, width, depth, differentiability, and degeneration.
Symmetry
The symmetry of a knee region means that the shape of the knee region is symmetric to a
line or hyperplane passing through the knee point. For example, in Fig. 3.1 (a),
_
CD is a
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Figure 3.1: (a) An illustrative example of characters of knee regions. (b) An illustrative
example how to mathematically calculate the width.
symmetrical convex region in that
_
CB and
_
BD are symmetrical to the line f1 = f2. By
contrast, the concave regions (
_
AB and
_
BE) are asymmetrical.
Note that if the knee regions or the PoF are asymmetrical, it will become more difficult
for some algorithms [103] to identify the knees due to the different trade-off relationships
when one objective increases or decreases.
Width
The width of a knee region describes how large the basin around the knee point is. In the
following, we provide two quantitative definitions for the width of a knee region. It should
be noted that the trade-off relationship between different objectives are usually different,
and consequently, the definition of the width of a knee region in a high-dimensional objec-
tive space is not straightforward. To address this issue, we propose to define the width of
a knee region to be the smallest intersection between the hyperplane S constructed by the
extreme points of the PoF, and a hyperplane that is perpendicular to S and passes through
the knee point. The following two possible methods can be used to determine the width
of the knee region. The first idea is to calculate the distance between the two inflection
points at each side of the knee point whose second derivative equals 0. For example in Fig.
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3.1(a), points k, i are the two inflection points of the knee region
_
LC. The width of the
convex knee region of knee point A is defined to be the length of line ki.
The second idea is to calculate the distance between two points on the two sides of the
knee whose tangent line exactly passes the knee point. In Fig. 3.1 (a), for instance, points
f and g are the two points whose tangent line Bf and Bg, respectively, passes the knee
point B. Thus, the width of the convex knee region of knee point A is the length of the
line fg.
If the width of the knee region is calculated according to the first method, there will
be no overlap between two neighboring knee regions. Unfortunately, it is impractical to
calculate the width of a knee region using this method since an analytic description of the
PoF is unknown. By contrast, the second method is more easily applicable given a set of
non-dominated solutions, since the points can be estimated by checking the relationship
between the solutions.
Fig. 3.1 (b) provides an illustrative example, where point K is the knee point and the
circles denote a set of obtained solutions on the PoF. From the given solution set, solutions
I1 and I2 can be determined to be an approximation of the two solutions for estimating
the width using the second method. At first, solutions like p2 between solutions K and
I1 are all below the line KI1, which do not satisfy the condition. However, all solutions
but I1 between K and p1 are below the line Kp1. Thus I1 can be determined to be the
solution on the left side of knee point K and similarly, I2 is the solution on the right of
K for calculating the width of knee region of K. By contrast, it is difficult to find the
inflection points in the given solution set using the first method.
Depth
In [26], the knee point is characterized as pz = arg max
pi
(|ti|· ‖ nˆ ‖) in a normalized
coordinate system, where nˆ is the orthogonal basis of the boundary line (or hyperplane)
S_NBI constructed by the extreme points, and |ti| is the distance from normalized solution
pi to S_NBI .
Thus, once the width of a knee region is fixed, in terms of the above method, the depth of a
knee region is the distance from the knee point to the S_NBI constructed by the boundary
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(a)  knee function (b)  PoF
Figure 3.2: An example of non-differentiable knees on the PoF.
points obtained by the second method in Subsection 3.3. For example in Fig. 3.1 (a), |Bh|
is the depth of the convex region of knee point B.
Differentiability
The differentiability of a knee region is typically determined by the knee function used in
constructing the benchmark problem. If the knee function is differentiable, the resulting
knee points will also be differentiable. Otherwise, some of the knee points will be non-
differentiable. In Fig. 3.2 (b), for example, the convex knees are located in the center of
the convex regions and they are non-differentiable since the knee function in Fig. 3.2 (a)
is not differentiable on two points.
Degeneration
Knee regions do not always have a trade-off relationship between all objectives. A knee
region is said to be degenerate where some of the objectives do not have a trade-off rela-
tionship with others. In Fig. 3.3, for instance, the convex knee regions are degenerate.
3.4 Proposed Benchmark Problems
As introduced in Subsection 3.2.3, there are few benchmarks dedicated to the design of knee
regions except for the ones presented in [15, 22]. However, among these benchmarks, only
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Figure 3.3: An illustrative example of the degenerated knee regions.
one specific knee function is designed, and many other features of the knee regions such
as symmetry, differentiability, and degeneration of the knee regions are not accounted for.
Besides, no research has been reported on the effect of the knee function on the scalability
of the PoF.
Thereby, by following the bottom-up approach [109,110] and extending the previous work
[15, 22], this work aims to construct scalable multi-objective benchmark problems with a
complex knee structure in terms of symmetry, differentiability, scalability and degeneration
of the PoF, while still considering other complexities in problem structures [111,114] such
as multi-modality, non-uniformity, scalability of PoF and separability.
In order to design benchmark problems having a complex knee structure, a mathematical
construction method embedding knee point information can be designed as follow:
min
X
: fi=1:m(X) = (1 + g(`(X))) · η(k(XI)) · h(XI). (3.5)
where X = (XI , XII), and XI = (x1, · · · , xm−1), XII = (xm, · · · , xn), and k(XI) =Qm−1
i=1
signi·k(xi)
m−1 .
In the above construction, g(X) is the landscape function that controls the degree of
hardness for MOEAs to converge to the PoF by means of introducing separability and
multi-modality into the landscape functions. Furthermore, the hardness in optimizing
different objectives may differ, resulting in different convergence speeds for different objec-
tives. Here, we take this feature into account by embedding different landscape functions
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on different objectives. `(X) is the linkage function that can change the correlation rela-
tionship between the decision variables and shift the position of the global optima linearly
or nonlinearly. The basic shape function h(X) determines the basic shape of the PoF
such as uniformity and convexity. Non-uniformity can be introduced using a parameter in
h(X). Note that the knee function k(X) and the basic shape function h(X) together will
determine the shape of the PoF.
Different from [15,22], here we propose a new structure of the knee combinations and embed
them into the stretching functions. The knee-driven stretching function η(k(X)) enables
us not only to create different knee structures on the PoF, but also to change the scalability
of the PoF. Parameters in the knee functions k(X) can be used to determine the symmetry
of PoF, the number of knees, the location, degeneration as well as the differentiability of
the knee regions. A parameter in k(X) can also control the bias of the PoF. The η(X) is
the stretching function, adopting different combinations of the elementary functions like
power functions, exponential functions, and logarithmic functions to stretch the objectives.
Table 3.1 summarizes the functions and their main roles in constructing the benchmark
problems.
Fig. 3.4 shows the relationships between decision variables, objectives and functions
η(k(X)), `(X), h(X) and g(X). A detailed description of the role of these functions
will be provided in the following. The description of the landscape function g(X) and the
basic shape function h(X) can be found in Sections 3.4.1 and 3.4.2, respectively. Note
that it is very flexible to include or exclude certain aspects of hardness in the benchmark
problems. For example, the knee function can be replaced by a constant 1 if no influence
of the knee points is to be considered. To remove the dependencies between the decision
variables, the linkage functions can be substituted by XII . We can set the bias parameter
B = 1 in the knee function and p = 1 in the basic shape functions if no non-uniformity is
taken into account.
3.4.1 Landscape functions g(x)
Multi-modal and non-separable objectives are commonly seen in real-world applications.
Consequently, both uni-modal and multi-modal landscape functions are considered to as-
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Table 3.1: Different role functions to test different abilities of an algorithms.
Functions Features
g(X) Separability, multimodality
`(X) Linear and nonlinear shift of the optima
η(X) Scalability of the PoF
k(X)
Symmetry, bias, degeneration,
Scalability of the number of knees,
differentiability, depth/location of the knee regions.
h(X) convexity and non-uniformity.
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Figure 3.4: The mapping relationships of the proposed benchmark framework.
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sess the MOEAs’ ability to solve multi-modal optimization problems. We employ different
separable and non-separable landscape functions to test the algorithms’ ability to deal with
non-separable problems.
A decision variable xi is separable if the following equation holds [115]:
arg min
x
g(x) = (arg min
xi
g(x), arg min
∀xj ,j 6=i
g(x)). (3.6)
The following functions can be used as the landscape function:
• Schwefel’s function:
g1(x) = max{|xi|, 1 ≤ i ≤ k} (3.7)
where k = |x|, and [0, 10]|x|. All xi = 0.0, st. min(g1(x)) = 0, i = 1, · · · , |x|.
• Sphere function:
g2(x) =
kX
i=1
x2i (3.8)
where k = |x|, and [0, 10]|x|. All xi = 0.0, st. min(g2(x)) = 0, i = 1, · · · , |x|.
• Landscape function in ZDT4 [109]:
g3(x) = 1 + 10 ∗ k +
kX
i=1
(x2i − 10cos(4pixi)) (3.9)
where k = |x|, and [0, 10]|x|. All xi = 0.0, st. min(g3(x)) = 1, i = 1, · · · , |x|.
• Landscape function in DTLZ1 [110]:
g4(x) = 100[k +
kX
i=1
((xi − 0.5)2 − cos(20pi(xi − 0.5)))] (3.10)
where k = |x|, and [0, 10]|x|. All xi = 0.5, st. min(g4(x)) = 0, i = 1, · · · , |x|.
• Rosenbrock’s function:
g5(x) =
k−1X
i=1
[100(x2i − xi+1)2 + (xi − 1)2] (3.11)
where k = |x|, and [0, 10]|x|. All xi = 1.0, st. min(g5(x)) = 0, i = 1, · · · , |x|.
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• Rastrigin’s function:
g6(x) =
kX
i=1
[(x2i − 10cos(2pixi) + 10)] (3.12)
where k = |x|, and [0, 10]|x|. All xi = 0.0, st. min(g6(x)) = 0, i = 1, · · · , |x|.
• Griewank’s function:
g7(x) =
kX
i=1
x2i
4000
−
kY
i=1
cos(
xi√
i
) + 1 (3.13)
where k = |x|, and [0, 10]|x|. All xi = 0.0, st. min(g7(x)) = 0, i = 1, · · · , |x|.
• Ackley’s function:
g8(x) =− 20 exp(−0.2
Ì
1
k
kX
i=1
(x2i ))− exp(
1
k
kX
i=1
cos(2pixi)) + 20 + e (3.14)
where k = |x|, and [0, 10]|x|. All xi = 0.0, st. min(g8(x)) = 0, i = 1, · · · , |x|.
Table 3.2 presents the the optimum, modality and separability of each landscape function.
Table 3.2: Separability of the landscape functions, where S and NS mean separable and
non-separable, respectively. Third line is the optimum condition for ∀i = {1, · · · , |x|}.
Functions Separability Multimodality st. xi =
g1 NS Uni-modal 0.0
g2 S Uni-modal 0.0
g3 S Multi-modal 0.0
g4 S Multi-modal 0.5
g5 NS Multi-modal 1.0
g6 S Multi-modal 0.0
g7 NS Multi-modal 0.0
g8 S Multi-modal 0.0
3.4.2 Basic Shape Functions h(XI)
Three functions are chosen to build the basic shape functions. It can introduce non-
convexity and non-uniformity to the PoF, thereby making it hard for MOEAs to achieve
accurate and diverse solutions.
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(a) Linear (h1(XI)) (b) Concave (h2(XI) ) (c) Convex (h3(XI))
Figure 3.5: The shapes of the underlying PoF are formed by three different underlying
shape functions in 3-objective objective space.
Linear Basic Function h1(XI) [110]8>>>>>>>>>><>>>>>>>>>>:
h1(XI) = x
p
1 · xp2 · · ·xpm−1
h2(XI) = x
p
1 · xp2 · · · (1− xpm−1)
...
hm−1(XI) = x
p
1 · (1− xp2)
hm(XI) = (1− xp1)·
(3.15)
where XI = (x1, · · · , xm−1)∧ [0, 1]m−1, and the shape function satisfies:
Pm
i=1 hi(XI) = 1.
When p > 1 ∧ Xo ∈ (0, 1)m−1, the hj(Xo) ∧ j = 1, 2, · · · ,m − 1 biases 0, and hm(Xo)
biases 1.
Concave Basic Function h2(XI) [110]8>>>>>>>>>><>>>>>>>>>>:
h1(XI) =
Qm−1
i=1 cos(x
p
i pi/2)
h2(XI) = (
Qm−2
i=1 cos(x
p
i pi/2)) · sin(xpm−1pi/2)
...
hm−1(XI) = cos(x
p
1pi/2) · sin(xp2pi/2)
hm(XI) = sin(x
p
1pi/2)
(3.16)
where XI = (x1, · · · , xm−1)∧ [0, 1]m−1, and the shape function satisfies:
Pm
i=1 h
2
i (XI) = 1.
When p > 1 ∧Xo ∈ (0, 1)m−1, the hj(Xo) ∧ j = 2, · · · ,m biases 0, and h1(Xo) biases 1.
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Convex Basic Function h3(XI) [114]8>>>>>>>>>><>>>>>>>>>>:
h1(XI) =
Qm−1
i=1 (1− cos(xp1pi/2))
h2(XI) = (
Qm−1
i=1 (1− cos(xp1pi/2))) · (1− sin(xpm−1pi/2))
...
hm−1(XI) = (1− cos(xp1pi/2)) · (1− sin(xp2pi/2))
hm(XI) = 1− sin(xp1pi/2)
(3.17)
where XI = (x1, · · · , xm−1) ∧ [0, 1]m−1. When p > 1 ∧Xo ∈ (0, 1)m−1, the hj(Xo) ∧ j =
1, · · · ,m− 1 biases 0, and hm(Xo) biases 1.
Fig. 3.5 presents the linear, concave and convex basic shape in 3-objective space.
3.4.3 Linkage Functions `(X)
There is correlation between the decision variables in many real-world optimization prob-
lems. Thus the test problems proposed in this work also introduce a linkage function to
simulate the dependencies between the decision variables. The linkage function will shift
the position of the Pareto optimal solutions, resulting in increased difficulty in locating
the PoS. Following the design principles in [114, 116, 117], we will adopt both linear and
nonlinear linkage functions.
• Linear variable linkage function `1(x1, XII):
xm+i ∈ XII ⇐(1 + i+ 1
s
) · (xm+i − lm+i)− x1 · (um+i − lm+i) (3.18)
• Nonlinear variable linkage function `2(x1, XII):
xm+i ∈ XII ⇐(1 + cos(0.5pi i+ 1
s
)) · (xm+i − lm+i)− x1 · (um+i − lm+i) (3.19)
where i = 0, 1, · · · , n−m. X = (XI , XII), XI = (x1, · · · , xm−1), XII = (xm, · · · , xn), and
|X| = n, and s = |XII |. um+i and lm+i are the upper and lower bounds of the decision
variable xm+i. From Eq. 3.18 and Eq. 3.19, we can see that xi+m in XII is linearly and
nonlinearly correlated to the variable x1 in XI , respectively.
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Figure 3.6: Examples on different settings ki : (A,B, s), i = (1, · · · , 6) in knee functions
k(XI) contribute to different PoFs. And p = 1 is set in the basic shape function h1, and
η(x) =
√
x on all objectives.
As we can see in Fig. 3.4, the linkage function is embedded in the landscape function.
Thus, the optima of function g will be shifted since all variables in XII are dependent on
the first variable x1 in XI .
3.4.4 Knee Functions k(XI)
In [15, 22], k(XI) =
Pm−1
i=1 k(xi)/(m − 1), which is a linear combination of the basic
knee functions. The gradient information is kept consistent with the tendency of the
line k(xi). Without considering the degeneration, this work gives a new construction of
k(XI), namely, k(XI) =
Qm−1
i=1 k(xi)/(m− 1). Both constructions can create similar knee
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Figure 3.7: In (a) Example 1 and 2 plot m = (f(x) + f(y))/2 and m = f(x) ∗ f(y)/2,
respectively, where f(z) = 5 + 10 ∗ (z − 0.5)2 + cos(6piz)/2. Their corresponding contour
lines are show in (b).
features but the latter is a nonlinear combination of the basic knee functions, and creates
inconsistent gradient information on the hyperplane. In Fig. 3.7 (b), the gradient of the
blue dashed lines has prominent changes in the four corners but there is less information in
the center area, compared with the red contour lines. It indicates that the newly proposed
construction method can create more difficulties for an algorithm to detect the knee regions,
since the optimizer may get trapped in the regions with large variations of the gradient
information.
Thus, in this study, k(XI) can be defined as follows:
k(XI) =
Qm−1
i=1 signi · k(xi)
m− 1 (3.20)
where XI = (x1, · · · , xm−1), and k(x) is the basic knee function. In each problem, k(XI)
is only correlated with one certain basic knee function, for example, k(XI) =
Qm−1
i=1
k1(xi)
m−1 .
In this work, the following six basic knee functions have been used. Note that sign =
{0, 1}|m−1| controls whether |m− 1| variables are included in the knee functions. In other
words, signi = 1 if there is no degeneration on xi. If signi = 0, degeneration occurs to xi.
• k1(x) [15, 22]
k1(x) = 5 + 10(x− 0.5)2 + cos(Apix
B)
2s ∗A (3.21)
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where x ∈ [0, 1], A ≥ 2 is an integer to control the number of knees. B controls the
location of the knee regions. Parameter s > 0 will skew the PoF. The PoF will then
be symmetric when B = 1 and A is an even number; otherwise the PoF will be asym-
metric. When there is no degeneration and k1 is integrated into k(XI), the number
of knees in the convex regions and concave regions is dA2 em−1 and (dA2 e − 1)m−1,
respectively, where m is the number of objectives.
• k2(x)
k2(x) = 1 +
1
2s ∗A exp(cos(Ax
Bpi +
pi
2
)) (3.22)
where x ∈ [0, 1]. The number of knees is controlled by an integer number A and
A ≥ 2. B controls the location of knee regions. The knee region will be skewed for
s > 0. When B = 1 and if A is an even number, PoF will be asymmetric. An odd A
will lead to a symmetrical PoF. When no degeneration occurs and k2 is integrated
into k(XI), the number of knees in the convex regions and in the concave regions is
dA2 em−1 and bA2 cm−1 respectively, where m is the number of objectives.
• k3(x)
k3(x) = 1 +
1
2s ∗A exp(sin(Ax
Bpi +
pi
2
)) (3.23)
where x ∈ [0, 1]. The number of knees is controlled by an integer number A and
A ≥ 2. B controls the location of knee regions. Parameter s > 0 is to skew the
knee region. When B = 1, an odd number of A will lead to an asymmetrical PoF,
while an even number to a symmetrical PoF. When no degeneration occurs and k3
is integrated into k(XI), the number of knees in the convex and concave regions is
dA2 em−1 and (dA2 e − 1)m−1, respectively, where m is the number of objectives.
• k4(x)
k4(x) = 2 +
1
2s ∗A |sin(Ax
B)− cos(AxB − pi
4
)| (3.24)
where x ∈ [0, 1]. Integer number A ≥ 2 controls the number of knees and B controls
the location of knee regions. Parameter s > 0 is used to skew the knee region. The
PoF is always asymmetrical no matter whether A is an odd or even number. When
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there is no degeneration and k4 is integrated into k(XI), the number of knees in the
convex and concave regions is bA+13 cm−1 and bA−13 cm−1, respectively, where m is
the number of objectives. Note that the knee points in the convex regions are non-
differentiable, since the minimum points in the knee function are non-differentiable.
The minimums of knee function, which determine the position of the knee points,
are defined by sin(AxB) = cos(AxB − pi4 ).
• k5(x)
k5(x) =2 +
1
2s ∗A min(sin(2Ax
Bpi), cos(2AxBpi − pi
l
)) (3.25)
where x ∈ [0, 1]. Integer number A ≥ 2 controls the number of knees and B controls
the location of knee regions. Parameter s > 0 is to skew the knee region. Integer
number l controls the depth of the adjacent knee regions and l ≥ 3, where a larger l
will decrease the depth of a knee region. The PoF is always asymmetric no matter
whether A is an odd or even number. When no degeneration occurs and k5 is inte-
grated into k(XI), the number of knees in the convex and concave regions is (2∗A)m−1
and Am−1, respectively, where m is the number of objectives. Again, the knee points
in the concave regions are not differentiable, when sin(2AxBpi) = cos(2AxBpi − pil ),
since the maximum points in the knee function are not differentiable.
• k6(x)
k6(x) =2− 1
2s ∗A [exp(cos(Ax
Bpi)) + 0.5 ∗ (cos(AxBpi)− 0.5)4] (3.26)
where x ∈ [0, 1]. The integer number A ≥ 2 controls the number of knees and B
controls the location of knee regions. Similarly, parameter s > 0 will skew the knee
region. When B = 1, an even A will lead to a symmetric PoF, while an odd number
to an asymmetric PoF. If no degeneration occurs and k6 is integrated into k(XI),
the number of knees in the convex and concave regions is (A − 1)m−1 and Am−1,
respectively, where m is the number of objectives.
3.4.5 Stretching Functions η(x)
In [15,22], the scalability of the PoF of the problems is the same on all objectives. In real-
world applications, however, most problems have various scalability on different objectives.
39
40Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
Figure 3.8: An example that illustrates the use of different stretching functions to change
the scalability of the PoF.
Thus, in Eq. 3.5, the stretching function η(x) is proposed to change the scalabilities of the
PoF. Specifically, different combinations of elementary functions can be adopted to stretch
different objectives.
These three elementary functions are adopted as follows: (1) Power function: η1(x) = Cxr;
(2) Exponential function: η2(x) = ax; (3) Logarithmic function: η3(x) = logax, where,
C, r, and a are constants.
In Fig. 3.8, the stretching function is η(k(XI)) = 2 ∗ k(XI) on f1, η(k(XI)) = k2(XI) on
f2, η(k(XI)) = ln(k(XI)) on f3. Thus, adopting different stretching functions on the knee
functions could change the scales of the objectives, which creates more difficulties for an
optimizer to locate the knee regions.
3.4.6 Relationship Analysis
Influence of Parameter B on the PoF
Fig. 3.9 illustrates the resulting PoFs given different values of B in the basic knee functions.
From the figure, we can see that when B = 3 the knee regions will be shifted to the top of
the PoF. Note also that when B > 1, non-uniformity that changes the distributions of the
solutions in the objective space will be introduced.
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(a) B = 1 (b) B = 3
Figure 3.9: PoFs given the settings (k2,h2) and the difference between them is the B values
in knee function k2 : (6, B, 2).
Non-uniformity and Degeneration the PoF
As previously discussed, non-uniformity and degeneration can be introduced by changing
the knee function and basic shape function. For example, the following test problem
constructed using the linear linkage function `1(x1, XII), landscape function g3(XII), the
basic knee function k1(XI), linear basic shape h1(XI), and η2(x) = x:
min
X
: f1:m = (1 + g3(`1(x1, XII))) · η2(k1(XI)) · h1(XI) (3.27)
The Pareto front of the above test problem can be determined when g3(`1(x1, XII)) = 1
holds, i.e., `1(x1, XII) = 0 and xm+j =
x1(ui−li)
1+ i+1
s
+ li, where ui and li are the upper and
lower bound of xm+i i = 0, 1, · · · , n−m. Therefore, the PoF of the test problem is defined
by f1:m := (1 + 1) ∗ ·k1(XI) · h1(XI).
Fig. 3.10(a) shows one instantiation when A = 6, B = 1 and s = −1 in the knee function,
k1(XI) = [k1(x1) ∗ k1(x2)]/2, and p = 1 in h1(XI). In this case, no degeneration occurs
and the PoF is not degenerate. There are nine and four knee points in the convex and
concave regions, respectively.
To introduce degeneration, the knee function can be changed in such a way that it is
correlated to a subset of the decision variables. For example, if we redefine k1(XI) = k1(x1),
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(a) PoF: (6, 1,−1, 1) (b) PoF: (6, 1,−1, 1) (c) PoF: (6, 1,−1, 2)
Figure 3.10: PoFs: (A,B, s, p) with k1 : (6, 1,−1) but (a) k1(XI) = [k1(x1) ∗ k1(x2)]/2,
and p = 1 in h1(XI); (b) k1(XI) = k1(x1), and p = 1 in h1(XI); (c) k1(XI) = [k1(x1) ∗
k1(x2)]/2, and p = 2 in h1(XI). η(k1(XI)) =
È
k1(XI) on all objectives.
which correlates with x1 only. As a result, the PoF becomes degenerate on x2, refer to Fig.
3.10(b).
Non-uniformity of the PoF can be controlled by parameter p in the basic shape function.
For example for the above test problem, non-uniformity will be introduced when p is set
to 2 in h1(XI). The resulting PoF is shown in Fig. 3.10 (c).
Relationship Between Knee Functions and PoF
The PoF can be formulated as follows: fi=1:m(X0) = (1 + g(`(X0))) · η(k(X0I )) · h(X0I ),
where X0 = min
X
g(`(X)). To illustrate the relationship between the knee function and
PoF, Fig. 3.6 presents six different knee functions and their resulting PoFs. In Fig. 3.6
(a), knee function k1 has three minima of different peak heights, resulting in different knee
regions in the PoF1. Since k1 is symmetric, PoF1 is also symmetrical as shown in Fig. 3.6
(b).
The two knee functions in Fig. 3.6 (c) and Fig. 3.6 (e), k2 and k3, are similar. However,
they result in different numbers of knees on the PoF. If k2 is asymmetrical, PoF2 in Fig.
3.6 (d) is asymmetrical too. On the contrary, k3 is symmetrical and therefore PoF3 is
symmetrical as shown in Fig. 3.6 (f).
Note that the minima of k4 are non-differentiable, resulting in the non-differentiable convex
knee regions on PoF4, as shown in Fig. 3.6 (g) and Fig. 3.6 (h), respectively. In Fig. 3.6(i),
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in k5, there are always two minimum points very close to each other making it difficult for
MOEAs to detect these two knee points. Specially, the knees in the concave regions are
non-differentiable due to the non-differentiable maximum points in the knee function.
It is interesting to note that both knee function k6 in Fig. 3.6 (k) and the resulting PoF6
shown in Fig. 3.6 (l) are symmetrical but the number of knees in the concave regions on
PoF6 is more than that in the convex regions.
Specification of Knee Points
As a requirement for test functions, it is essential to specify the exact objective values of
the knee points for performance evaluation. According to the way in which the benchmark
problem is constructed, as described in Eq. 3.5, we understand that the basic knee functions
are independent of each other. Consequently, a knee is defined under the condition that
all basic knee functions reach the minimum or maximum.
Take the problem described in Eq. (3.27) as an example of how to specify the knee points,
where the parameters are (A,B, s) = (6, 1, 2). The first step is to identify the minima
of the knee function k1(x) of the problem. As shown in Fig. 3.11(a), The knee function
of problem (3.27) has three minima, p1, p2, and p3, where p2 is the global minimum.
According to the superposition principle, nine minima of k1(x1, x2) can be calculated
under the condition that both k1(x1) and k1(x2) reach the minimum, as shown in Fig.
3.11(b). Once the minima are calculated, the knee points in the convex regions can finally
be fixed by embedding them into the problem (3.27), as shown in Fig. 3.11 (c).
If problem (3.27) is degenerated, then k1(x1, x2) = k1(x1). In this case, the convex knee
regions are correlated and can be determined using the minima of k1(x1). The resulting
knee points will become lines, as shown as shown in Fig. 3.11(d).
Reference Points on Knee Region
A common way to obtain the representative solution set on the PoF is to minimize the land-
scape function and then find the well-distributed representative solutions. To be specific,
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we first randomly sample 10000 Pareto front points (by min g(x)) and then use the K-
nearest neighbor method (introduced in SPEA2 [28]) to remove the most crowded points
one by one until the point size reduces to 5000. At last, they are integrated with the
boundary points of the problem to construct the reference set of the PoF.
In the example (in Subsection 3.4.6), the linkage function is l1, and the landscape function
is g3. Here, when the search converges, min g3(l1(x1, XII)) = 1 and l1(x1, XII) = 0.0.
Therefore, XII can be calculated by l1(x1, XII) = 0.0. Thus, when the solutions are
randomly distributed from (x1, · · · , xm−1) by the normal boundary intersection [100] or
other methods, the rest components (xm, · · · , xn) can be obtained by the following Eq.
3.28 consequently.
In different situation, l1(x1, XII) or l2(x1, XII) can be different values. Generally, when α
is given to l1(x1, XII) or l2(x1, XII) (in Subsection 3.4.6, α = 0 since l1(x1, XII) = 0.0),
the rest of components (xm, · · · , xn) of variable vector can be calculated by:
l1(x1, XII) = (1+
i+ 1
s
) · (xm+i − lm+i)− x1 · (um+i − lm+i) = α
⇒ xm+i =x1 · (um+i − lm+i) + α
1 + i+1s
+ lm+i
l2(x1, XII) = (1+cos(0.5pi
i+ 1
s
)) · (xm+i − lm+i)− x1 · (um+i − lm+i) = α
⇒ xm+i =x1 · (um+i − lm+i) + α
1 + cos(0.5pi i+1s )
+ lm+i
(3.28)
where i = 0, 1, · · · , n −m. n and m are the number of decision variables and objectives,
respectively.
After a uniform set of reference points on the PoF has been preserved, we can use a
clustering method to filter the reference points. Firstly, we locate the feasible knee points
in terms of Subsection 3.4.6. Then use the method in Subsection 3.3 and 3.3 to restrict the
radius of clusters. After that, the reference points within the radius of the feasible knee
points are preserved as the final reference points, where the decision maker can also set
his/her interested size of the knee regions.
Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
0 0.2 0.4 0.6 0.8 1
4
4.5
5
5.5
6
6.5
7
7.5
8
8.5
14
1
0.5
6
0.5
8
00
10
(a) (b)
0
2
0
4
6
8
5 864210 0
(c) (d)
Figure 3.11: (a) shows the minima of k1(x). (b) shows the minima of k1(x1, x2). (c) shows
the minima of k1(x1, x2) acting as the convex knees on the PoF. (d) shows the degenerated
minima located in the degenerated convex regions.
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3.4.7 Instantiations of Multi-objective Benchmark Problems for Knee
Detection
In this section, we instantiate a set of benchmark problems using the generic approach
described above. Here eight landscape functions, two linkage functions, six knee functions
and three basic shape functions are employed to generate the benchmark problems. Table
3.12 presents 14 instantiated benchmark problems generated using different combinations
of the above functions.
In Table 3.12, "L/NL" indicates that there is a linear or nonlinear shift of the positions of
the optima. "S/NS" means that the problem is separable or non-separable. "Uni/Multi"
means that the landscape function is unimodal or multimodal. "T/F" in the table basically
indicates whether the related feature is true of false. For example, in the ’bias’ column,
"T/F" indicates if the bias in the generated test function is present or not. No bias is
present when B = 1 and p = 1 in the knee functions and basic shape functions, respectively.
Note that when there is no bias, the symmetry of the PoF is determined by parameter A
in the knee functions. Given ı ≥ 1 ∈ Z, when A = 2 ∗ ı, the PoFs of PMOP1, PMOP3,
PMOP6, PMOP8-PMOP9, and PMOP12-PMOP14 are symmetrical and A = 2 ∗ ı + 1
results in asymmetrical PoFs. However, A = 2 ∗ ı + 1 will result in symmetrical PoFs on
PMOP2, PMOP7 and PMOP11, but A = 2 ∗ ı will result in asymmetrical PoFs. It should
be mentioned that the PoFs of PMOP4-PMOP5 and PMOP10 are always asymmetrical
regardless whether A is an even or odd integer.
Since g1 and g2 are unimodal functions, it shall be relatively easy for MOEAs to converge
on the resulting test problems PMOP1, PMOP2, PMOP11 and PMOP13. By contrast, the
rest test problems are difficult with respect to the convergence performance since g3−g8 are
multi-modal, and PMOP4 and PMOP5 are even more difficult since g4 and g5 have more
local optima. Since PMOP10-PMOP12 and PMOP14 are embedded with two different
landscape functions on different objectives, the convergence on different objectives will be
different. In other words, in PMOP10-PMOP12 and PMOP14, the objectives with an
odd index are specified with g3, g1, g6 and g6, respectively, and those with an even index
are specified with g7, g2, g8 and g8, respectively. PMOP1, PMOP5, PMOP7, PMOP9-
PMOP11, and PMOP13 are integrated with different non-separable landscape functions.
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PMOP1-PMOP12 are non-degenerate and PMOP13-PMOP14 are degenerate. It means
that the knee functions k(xI) in PMOP13-PMOP14 are degenerated where ∀i ∈ {1, · · · ,m−
2}, signi = 1 and signm−1 = 0 in k(xI). Thus, PMOP13 and PMOP14 have an infinite
number of knee points and there are dA2 e degenerated convex knee regions and dA2 e − 1
degenerated concave knee regions.
For PMOPs without bias (p = 1 in h functions and B = 1 in k functions), the param-
eter can be set as (A,B, s) = (6, 1,−2) for k1, (A,B, s) = (6, 1, 2) for k2 − k4, k6, and
(A,B, s, l) = (3, 1, 2, 12) for k5. All in all, by varying the value of A we can change the
symmetry of the PoFs. For PMOPs with bias, B = 2 or p = 2 can be set to change the
uniformity of the solutions.
3.5 Proposed Knee-oriented Performance Indicators
Performance indicators in multi-objective optimization are supposed to account for both
accuracy and diversity of the solutions achieved by MOEAs. Popular performance indica-
tors include generational distance (GD) [118], inverted generational distance (IGD) [42],
and S-metric [119, 120], also known as hypervolume. Note that some performance in-
dicators are dedicated to diversity [121] or spread [122] of the solutions. However, few
performance indicators have been designed to evaluate the solutions obtained by MOEAs
for detecting all knee points, various aspects in addition to accuracy and diversity must
be taken into account. These may include the number of knee points and their accuracy
in terms of the location of the detected knee points and the distribution of the solutions
in the knee regions. In the following, we present three new performance indicators for
evaluating the quality of the solutions in terms of their accuracy (distance to the PoF),
closeness (distance to the knee point), and completeness in detecting the knee points.
Given a set of evenly distributed reference points Q acquired in a knee region including
the true knee points (K), the knee-driven generational distance (KGD), knee-driven in-
verted generational distance (KIGD), and knee-driven dissimilarity (KD) for measuring
the performance of a set of obtained solutions G are defined as follows:
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• Knee-driven generational distance (KGD):
KGD =
1
|G|
|G|X
i=1
d(νi,Q) (3.29)
where d(νi,Q) means the Euclidean distance between the solution νi in G to its
closest reference point in Q. The smaller the value of KGD is, the better the set of
solutions has converged to the knee region.
• Knee-driven inverted generational distance (KIGD):
KIGD =
1
|Q|
|Q|X
i=1
d(νi,G) (3.30)
where d(νi,G) means the Euclidean distance between reference point νi in Q and the
solution closest to this reference point in G. The smaller the value of KIGD is, the
more evenly the set of solutions covers the knee region.
• Knee-driven dissimilarity (KD):
KD =
1
|K|
|K|X
i=1
d(νi,G) (3.31)
where d(νi,G) is the Euclidean distance between true knee point νi from K to its
closest solution from G, which is designated to evaluate the completeness in iden-
tifying all knee points. Motivated by the dissimilarity measures from multimodal
optimization [123–125], instead of evaluating the whole population approximating
to the knee point, KD is to evaluate whether the solution set contains at least one
solution close to the knee point and whether the solution set includes all the knee
points. Thus, the KD indicator evaluates whether the solution set can provide a
good representative solution to the decision maker so as facilitate his/her to make a
choice.
KGD aims to evaluate how close the obtained solutions are to the knee regions. It mainly
evaluates the search capability of the EMOAs, but also assesses their capability of iden-
tifying solutions within the knee regions because solutions outside the knee regions will
degrade the performance in terms of KGD indicated by an increased KGD value. The
KIGD value, by contrast, indicates how well the obtained solutions cover the knee regions,
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which mainly evaluates the diversity of the solutions spread over the knee regions. If the
decision-maker is interested in the solutions near the knee points only rather than the knee
regions, KD can assess whether there is at least one solution from the solution set is close
to the knee point and whether the solution set can find all knee points. KD will become
zero only when the solution set exactly covers all knee points. Thus, KD is to evaluate the
capability of an algorithm to identify solutions close to the knee points.
It should be pointed out that KD is not Pareto-compliant, and it cannot differentiate two
solution sets with the same proximity approximating to the same number of different knee
points.
3.6 Experiments and Analysis
3.6.1 Experimental Settings
NSGA-II [27] and RVEA [58] are chosen as the basic optimizer whilst KneeWD [103] with
δ = 0.1, KneeDis [126] with 4 = 0.1, and KneeEMU [15] are adopted as the methods
for knee identification to be embedded in NSGA-II and RVEA, respectively. Each algo-
rithm is executed for 30 independent runs on each test instance. The population size is
set as 105, 132 and 156 for 3-objective, 5-objective, and 8-objective PMOP test problems,
respectively. The maximum number of generations are set to 3000 for PMOP1-PMOP3,
PMOP6-PMOP9, and PMOP13, 5000 for PMOP10-PMOP12 and PMOP14, and 10000
for PMOP4 and PMOP5, respectively. The parameters (A,B, s, p) are set as (4,1,2,1)
for PMOP2-PMOP3, POMP7-PMOP8 and PMOP11-PMOP12, (2,1,2,1) for PMOP6 and
PMOP9, and (4,1,-1,1) for PMOP1, and (1,1,2,1) for both PMOP5 and PMOP10 with
l = 12, (6,1,-1,1) for PMOP4, (2,1,-2,1) for PMOP13 and (2,1,-1,1) for PMOP14. In the
experiments, the distribution index is set to 20 in both the simulated binary crossover op-
erator and polynomial mutation. The crossover probability and mutation probability are
set to 1.0 and 1/n, respectively. n is the number of variables. In the comparative experi-
ments, the Wilcoxon rank sum test (a significance level is 0.05) is adopted to analyze the
results, where ‘+’, ‘−’ and ‘≈’ indicate that the result is significantly better, significantly
worse and statistically similar to that obtained by NSGA-II+EMU, respectively.
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Figure 3.13: Two examples to illustrate the difference between GD and KGD.
3.6.2 Analysis of Proposed Indicators
The experimental results are presented in Tables 3.16 – 5.4 in terms of GD, KGD, IGD,
KIGD, and KD values on PMOP test suite. The traditional GD and proposed KGD are
adopted for evaluating the convergence performance. The results in both Table 3.16 and
Table 5.2 show that RVEA+WD, RVEA+Dis, and RVEA+EMU have significantly better
GD and KGD values than NSGA-II+EMU. This is consistent with the finding that RVEA
has better convergence than NSGA-II in most cases [58], especially when the number of
objectives is large. The GD and KGD values also reflect the search ability of the optimizers,
though they are not always consistent. This means that the preserved solutions may have
good GD values but not necessarily good KGD values. For example, in Table 5.2, the KGD
values of NSGA-II+WD and RVEA+WD are not consistent with the GD values in Table
3.16 on the three-objective PMOP1. As shown in Fig. 3.13, the solutions in Fig. 3.13 (a)
has large GD values than that of the solutions in Fig. 3.13 (b). However, KGD calculates
the distance from the obtained solutions to the nearest solutions in the knee regions. Thus,
the KGD value of the solutions in Fig. 3.13 (a) is smaller than that in Fig. 2(b).
From the IGD and KIGD values presented in Tables 3.18 and 5.3, we can see that RVEA
variants using different knee identification methods have achieved significantly better re-
sults than NSGA-II+EMU. Table 5.3 compares the results obtained by RVEAs with dif-
ferent knee identification methods. From these results, we can find that different knee
identification methods favor different solutions and will result in different knee-driven in-
dicator values. Similar observations can be made from the results obtained by NSGA-II
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Figure 3.14: (a)-(d) present the solutions on PMOP1 with three objectives. (e) and (f)
show the results on PMOP1 with 5 objectives, respectively.
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using different knee identification methods. Comparing the results presented in Tables 3.18
and 5.3, we find that the best IGD and KIGD values are different. This can mainly be
attributed to the fact that IGD favors the solutions covering the whole PoF, while KIGD
favors the solutions evenly covering the knee regions.
In Table 5.4, indicator KD is adopted to evaluate the algorithms’ capability of converging
to the knee points rather than covering the knee regions on the PoF. From these results,
RVEA variants using WD, Dis and EMU have the better KD results compared with NSGA-
II+EMU. Both Tables 5.2 and 5.3 verify that RVEAs using WD and EMU have achieved
the best results. It means that KD is able to evaluate the performance of the solution set’s
convergence to the knee points and the evenness in covering the knee regions. However,
the KD values are also different in comparison with the KGD and KIGD values, since KD
favors the solutions closer to the knee points.
Fig. 3.14 plots the results obtained by NSGA-II+WD and RVEA+WD. The results Figs.
3.14 (a) and (c) indicate that RVEA shows better convergence performance than NSGA-
II. However, different knee point identification methods may result in different knee-driven
indicator values, because the identification methods favor different solutions. For example,
WD [103] will choose the solutions close to the knee regions to achieve a large utility
value. Thus, after selection, NSGA-II-WD may have smaller GD and KGD values than
RVEA+WD, as shown Figs. 3.14 (b) and (d). RVEA-WD achieves better objective values
because it has better convergence performance, as shown in Figs. 3.14 (e) and (f). Thus,
the search performance of the optimizers may influence the original GD and IGD values,
while the knee identification method will result in different KGD and KIGD values.
The above experimental results demonstrate that KGD and KIGD are able to assess a
set of solutions’ convergence to the knee points, convergence to the knee regions, and the
coverage of the knee regions. If the preserved solutions are in the knee region, GD and
KGD values will be consistent; otherwise, KGD will increase (degrade) since the closeness
of the obtained solutions to the knee regions is accounted for by the KGD indicator. The
same situation happens to IGD and KIGD. Note that KGD and KIGD not only evaluate
the convergence to the knee regions and the diversity in covering the knee regions, but also
take into account of the completeness in covering the knee region, i.e., whether all knee
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regions are covered. Finally, KD accounts for the closeness of the solutions to the knee
points and completeness, i.e., whether all knee points have been identified.
3.6.3 Discussions
Five performance indicators are adopted to systematically evaluate the performance of
three knee point identification methods embedded in RVEA and NSGA-II. The experimen-
tal results show that RVEA+EMU performs the best, followed by RVEA+WD. Further-
more, the RVEA variants using different knee identification methods show overall better
convergence performance than the NSGA-II variants, as shown in Tables 3.16 and 5.2.
Results in Tables 3.18 and 5.3 compare the diversity performance of the solution sets ob-
tained by the compared algorithms with respect to the whole PoF and the knee regions,
respectively. These results show that RVEA variants have achieved the overall best results.
However, there is a large difference between the IGD and KIGD values of the solution sets
obtained by the RVEAs. Moreover, the IGD and KIGD values are not always consistent.
This is because IGD assesses the performance of the solution set with respect to the whole
PoF while KIGD is meant for measuring the performance with respect to the knee regions
only. Table 5.4 presents the KD values of the solutions obtained by the algorithms. These
results indicate that RVEA+WD perform the best and RVEA+EMU the second best,
meaning that RVEA+WD has better convergence and more obtained solutions are closer
to the knee points.
In summary, the results show that RVEA using various knee identification methods show
better overall convergence and diversity performance than the NSGA-II variants. However,
WD and EMU are more effective in identifying knee points than Dis. Thus RVEA+WD
and RVEA+EMU perform the best and the second best in locating knee solutions of the
PMOP test problems.
3.6.4 Explanations of Concerns on KD
The explanations of the concerns on KD are as follows:
• The KD indicator is not Pareto-compliant.
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Proof:P|K|
i=1 d(νi,G) is not Pareto-compliant.
In Fig. 3.15 (a), S1 dominates S2, but d(A,B) > d(A,C), d(A,B) = d(A,D),
d(A,B) < d(A,E). From the plot,
P|K|
i=1 d(νi,G) mainly describes how close the
candidate to the knee point. So that
P|K|
i=1 d(νi,G) is also not Pareto-compliant.
From the Proof, KD indicator is not Pareto-compliant.
Knee point
Solution of S1
Solution of S2
A
B
C
D
E
f1
f2
Knee point
Solution of S1
Solution of S2
A
B
C
P11
P12
P22
P21
f1
f2
(a) (b)
Figure 3.15: (a) shows that
P|K|
i=1 d(νi,G) is not Pareto-compliant. (b) illustrates the
second concern of KD.
• KD cannot distinguish two solution sets in identifying the same number but different
knees with the same proximity.
Proof:
In Fig. 3.15 (b), |BC| > |AB|, given two solution sets (S1 and S2) and providing
that the solutions are on their cloest knee points. for S1: KD(S1) = |AP12| +
|BP12|+ |CP11| = |AB|. for S2: KD(S2) = |AP21|+ |BP22|+ |CP22| = |BC|. Thus,
KD(S2)−KD(S1) = |BC| − |AB| > 0. Thus, a solution set that closer to the knee
points and closer to another does not have a smaller KD value. Similar proof can
demonstrate that the KD is smaller if the solution set can cover all knee points.
• The relation with the existing dissimilarity indicators in multi-modal optimization.
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In this paper, we use the same term ‘dissimilarity’ which appears in multi-modal
optimization. However, they are different. Specifically, KD indicator is designed to
evaluate whether there is at least one solution from the solution set approaching
to the knee point and whether the solution set can find all the knee points (Com-
pleteness). Moreover, KD is applied to evaluate different knee groups meanwhile,
including the empty knee groups. The research [123] uses the line distance [127] to
measure the similarity between two solutions, and the metric needs to create a mid-
dle point during the evaluation. The dissimilarity in [128] is based on the euclidean
distance, where a threshold is needed and depending on the current resolution factor.
More dissimilarity measurements can be found in [124,125] but they are designed to
evaluate the differences between features, or the kernels of the clusters, or points
(sets), etc. The literature [129] proposes a normalized mutual information measure,
which uses the entropy to describe whether the partitions on the ‘found’ communi-
ties are identical or independent to the ‘real’ communities. Thus, from the above
analysis, KD is different from other dissimilarity measures.
3.7 Summary
Finding preferred solutions are important in practice in solving multi- and many-objective
optimization problems. Unfortunately, little a priori knowledge may be available for the
user to specify preferences. In this case, knee points naturally become solutions of inter-
est. However, not much work has been done to rigorously assess MOEAs’ performance in
identifying knee points in multi-objective, and in particular many-objective optimization
problems. It is therefore of great interest to make a set of benchmark problems avail-
able for testing MOEAs’ capability in accurately and effectively identifying knee regions
in high-dimensional objective spaces. For this purpose, this work proposes a generic way
of constructing Pareto fronts consisting of various knee regions in terms of convexity, uni-
formity, symmetry, differentiability and degeneration. To reflect other hardness in solving
real-world problems, variable linkage and multi-modality are taken into account in con-
structing the benchmark problems. Fourteen test functions are instantiated to demonstrate
the flexibility and effectiveness of the proposed method in controlling the hardness of the
Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
F
ig
ur
e
3.
16
:
T
he
G
D
re
su
lt
s
ob
ta
in
ed
by
si
x
al
go
ri
th
m
s
on
P
M
O
P
te
st
su
it
e.
P
ro
b
le
m
(m
)
RV
E
A
+
W
D
RV
E
A
+
D
is
RV
E
A
+
E
M
U
N
SG
A
-I
I+
W
D
N
SG
A
-I
I+
D
is
N
SG
A
-I
I+
E
M
U
P
M
O
P
1(
3)
1.
59
E
-0
1
(1
.8
3E
-0
2)
−
2.
26
E
-0
1
(1
.3
3E
-0
2)
−
1.
76
E
-0
2
(1
.3
2E
-0
5)
≈
1.
49
E
-0
2
(3
.3
5E
-0
5)
≈
4.
41
E
-0
1
(7
.4
2E
-0
1)
−
1.
35
E
-0
2
(6
.5
2E
-0
6)
P
M
O
P
1(
5)
2.
79
E
-0
1
(3
.8
7E
-0
2)
+
2.
93
E
-0
1
(2
.7
0E
-0
2)
+
1.
03
E
-0
1
(5
.8
1E
-0
4)
+
8.
78
E
+
00
(7
.3
1E
-0
1)
≈
2.
18
E
+
01
(9
.2
6E
+
00
)
≈
1.
04
E
+
01
(2
.2
9E
+
00
)
P
M
O
P
1(
8)
4.
10
E
-0
1
(1
.4
5E
-0
2)
+
1.
40
E
+
00
(2
.9
6E
-0
1)
+
5.
35
E
-0
1
(1
.3
9E
-0
2)
+
1.
39
E
+
01
(1
.5
0E
+
00
)
≈
4.
30
E
+
01
(1
.9
6E
+
01
)
≈
2.
02
E
+
01
(2
.6
4E
-0
1)
P
M
O
P
2(
3)
1.
67
E
-0
2
(5
.3
6E
-0
4)
−
8.
20
E
-0
3
(2
.2
2E
-0
5)
+
1.
16
E
-0
2
(1
.5
7E
-0
5)
−
9.
57
E
-0
1
(1
.7
3E
+
01
)
−
9.
85
E
-0
1
(6
.4
9E
+
00
)
−
6.
90
E
-0
3
(1
.2
7E
-0
5)
P
M
O
P
2(
5)
2.
18
E
-0
2
(2
.3
6E
-0
4)
+
3.
51
E
-0
2
(2
.0
0E
-0
3)
+
2.
67
E
-0
2
(7
.4
2E
-0
4)
+
3.
49
E
+
01
(2
.7
0E
+
02
)
≈
2.
01
E
+
02
(9
.8
8E
+
02
)
≈
2.
32
E
+
01
(3
.5
3E
+
01
)
P
M
O
P
2(
8)
5.
40
E
-0
2
(1
.7
7E
-0
3)
+
1.
29
E
-0
1
(4
.3
1E
-0
2)
+
1.
80
E
-0
2
(2
.9
6E
-0
5)
+
1.
95
E
+
02
(4
.9
3E
+
01
)
≈
4.
09
E
+
02
(6
.9
4E
+
01
)
≈
1.
07
E
+
02
(2
.3
7E
+
02
)
P
M
O
P
3(
3)
1.
46
E
+
00
(1
.0
8E
+
00
)
−
3.
66
E
-0
2
(1
.7
0E
-0
3)
−
4.
40
E
-0
3
(2
.8
0E
-0
6)
+
4.
12
E
-0
2
(4
.3
4E
-0
3)
−
1.
09
E
+
00
(9
.2
1E
-0
1)
−
4.
88
E
-0
3
(8
.2
0E
-0
8)
P
M
O
P
3(
5)
2.
24
E
-0
1
(2
.6
3E
-0
2)
+
2.
38
E
-0
2
(1
.2
0E
-0
4)
+
1.
79
E
-0
2
(2
.6
4E
-0
6)
+
6.
07
E
+
01
(1
.2
8E
+
02
)
≈
3.
41
E
+
02
(4
.0
1E
+
03
)
−
6.
42
E
+
01
(1
.0
8E
+
02
)
P
M
O
P
3(
8)
3.
72
E
-0
2
(1
.9
4E
-0
4)
+
9.
27
E
-0
2
(1
.2
8E
-0
2)
+
3.
04
E
-0
2
(1
.4
8E
-0
5)
+
8.
73
E
+
01
(3
.3
9E
+
01
)
≈
3.
85
E
+
02
(3
.2
0E
+
03
)
−
9.
18
E
+
01
(3
.2
8E
+
01
)
P
M
O
P
4(
3)
1.
36
E
+
02
(1
.6
6E
+
04
)
−
7.
86
E
-0
1
(1
.9
2E
+
00
)
−
2.
33
E
-0
1
(8
.8
3E
-0
2)
−
2.
25
E
+
01
(1
.5
2E
+
01
)
−
6.
14
E
+
01
(3
.3
7E
+
02
)
−
5.
97
E
-0
3
(1
.1
6E
-0
6)
P
M
O
P
4(
5)
1.
58
E
+
02
(2
.2
0E
+
04
)
+
1.
73
E
+
00
(1
.7
3E
+
01
)
+
2.
09
E
-0
1
(9
.1
2E
-0
2)
+
1.
28
E
+
04
(3
.9
9E
+
07
)
−
6.
88
E
+
04
(2
.0
5E
+
08
)
−
7.
17
E
+
03
(2
.0
8E
+
07
)
P
M
O
P
4(
8)
1.
78
E
+
02
(7
.3
4E
+
04
)
+
6.
57
E
+
00
(2
.0
0E
+
02
)
+
3.
59
E
-0
1
(1
.5
2E
-0
2)
+
1.
17
E
+
05
(1
.3
1E
+
07
)
−
2.
33
E
+
05
(4
.2
6E
+
06
)
−
7.
36
E
+
04
(8
.8
7E
+
07
)
P
M
O
P
5(
3)
2.
75
E
+
01
(5
.7
3E
+
02
)
−
2.
78
E
+
01
(2
.9
3E
+
01
)
−
2.
39
E
+
01
(1
.3
6E
+
02
)
−
2.
39
E
+
01
(5
.4
2E
+
00
)
≈
5.
49
E
+
01
(2
.7
4E
+
02
)
−
2.
52
E
+
01
(5
.7
8E
+
00
)
P
M
O
P
5(
5)
2.
62
E
+
01
(4
.5
1E
+
01
)
+
1.
95
E
+
01
(6
.9
8E
+
01
)
+
2.
86
E
+
01
(1
.2
0E
+
01
)
+
1.
39
E
+
03
(6
.3
9E
+
06
)
≈
4.
45
E
+
05
(1
.0
1E
+
12
)
−
1.
27
E
+
03
(2
.9
1E
+
07
)
P
M
O
P
5(
8)
2.
97
E
+
01
(1
.0
5E
+
01
)
+
3.
61
E
+
01
(4
.2
9E
+
02
)
+
2.
81
E
+
01
(1
.8
2E
+
00
)
+
3.
78
E
+
06
(1
.0
5E
+
11
)
≈
1.
03
E
+
07
(3
.0
4E
+
11
)
−
4.
87
E
+
06
(5
.1
0E
+
11
)
P
M
O
P
6(
3)
3.
11
E
+
00
(1
.3
7E
+
00
)
−
1.
66
E
-0
1
(4
.0
1E
-0
2)
−
1.
66
E
-0
1
(4
.0
1E
-0
2)
−
2.
98
E
-0
1
(9
.4
5E
-0
2)
−
2.
10
E
+
00
(4
.7
0E
+
00
)
−
1.
74
E
-0
2
(4
.7
5E
-0
7)
P
M
O
P
6(
5)
1.
87
E
-0
1
(5
.0
7E
-0
2)
+
6.
65
E
-0
2
(3
.5
2E
-0
3)
+
4.
21
E
-0
2
(1
.1
6E
-0
4)
+
4.
41
E
+
01
(7
.8
3E
+
02
)
+
8.
07
E
+
02
(2
.7
7E
+
04
)
≈
1.
30
E
+
02
(4
.1
2E
+
03
)
P
M
O
P
6(
8)
2.
80
E
+
00
(1
.2
1E
+
01
)
+
4.
85
E
+
00
(2
.8
9E
+
01
)
+
1.
00
E
+
00
(4
.0
1E
-0
2)
+
6.
91
E
+
03
(2
.1
1E
+
06
)
≈
3.
67
E
+
04
(1
.5
0E
+
08
)
−
5.
55
E
+
03
(1
.4
7E
+
06
)
P
M
O
P
7(
3)
8.
62
E
-0
3
(5
.3
4E
-0
6)
+
1.
67
E
-0
2
(2
.6
9E
-0
5)
+
1.
19
E
-0
2
(7
.5
3E
-0
6)
+
2.
03
E
-0
2
(1
.6
2E
-0
5)
≈
1.
66
E
-0
1
(1
.0
4E
-0
2)
−
2.
70
E
-0
2
(3
.0
8E
-0
5)
P
M
O
P
7(
5)
2.
00
E
-0
2
(6
.2
4E
-0
5)
+
9.
09
E
-0
2
(3
.2
7E
-0
3)
+
2.
62
E
-0
2
(1
.8
6E
-0
4)
+
2.
34
E
-0
1
(6
.6
9E
-0
4)
≈
2.
82
E
-0
1
(1
.0
0E
-0
2)
≈
3.
58
E
-0
1
(1
.5
5E
-0
3)
P
M
O
P
7(
8)
3.
35
E
-0
2
(1
.5
7E
-0
5)
+
5.
30
E
-0
2
(1
.2
3E
-0
3)
+
3.
83
E
-0
2
(2
.4
5E
-0
5)
+
2.
79
E
-0
1
(9
.2
1E
-0
4)
≈
3.
98
E
-0
1
(4
.1
5E
-0
2)
≈
3.
80
E
-0
1
(1
.2
6E
-0
3)
P
M
O
P
8(
3)
5.
25
E
-0
2
(1
.2
2E
-0
3)
−
9.
87
E
-0
2
(2
.5
8E
-0
3)
−
8.
56
E
-0
3
(1
.0
1E
-0
5)
≈
2.
15
E
-0
3
(2
.9
5E
-0
8)
+
5.
79
E
-0
2
(5
.3
8E
-0
2)
−
5.
15
E
-0
3
(3
.3
5E
-0
6)
P
M
O
P
8(
5)
3.
70
E
-0
2
(1
.0
9E
-0
3)
+
4.
22
E
-0
2
(2
.2
9E
-0
3)
+
1.
46
E
-0
2
(8
.6
7E
-0
5)
+
1.
27
E
+
00
(1
.1
3E
-0
2)
−
2.
56
E
+
00
(1
.3
3E
-0
1)
≈
1.
09
E
+
00
(1
.0
9E
-0
2)
P
M
O
P
8(
8)
2.
59
E
-0
2
(3
.3
4E
-0
4)
+
1.
28
E
-0
1
(9
.8
2E
-0
3)
+
7.
62
E
-0
3
(8
.2
4E
-0
6)
+
1.
42
E
+
00
(6
.2
1E
-0
4)
≈
2.
47
E
+
00
(8
.7
9E
-0
2)
≈
1.
30
E
+
00
(1
.2
9E
-0
3)
P
M
O
P
9(
3)
2.
13
E
-0
2
(9
.7
2E
-0
5)
−
1.
27
E
-0
2
(1
.1
9E
-0
5)
−
1.
10
E
-0
2
(1
.1
9E
-0
6)
−
1.
42
E
-0
2
(2
.0
0E
-0
5)
−
1.
75
E
-0
2
(4
.1
3E
-0
5)
−
9.
04
E
-0
3
(2
.7
4E
-0
6)
P
M
O
P
9(
5)
2.
10
E
-0
2
(6
.6
2E
-0
6)
+
3.
99
E
-0
2
(4
.1
7E
-0
4)
+
1.
93
E
-0
2
(2
.8
7E
-0
5)
+
1.
00
E
+
00
(2
.1
1E
-0
2)
≈
4.
70
E
+
00
(1
.5
9E
+
00
)
≈
1.
40
E
+
00
(4
.7
2E
-0
2)
P
M
O
P
9(
8)
5.
57
E
-0
2
(7
.1
8E
-0
6)
+
1.
50
E
-0
1
(5
.2
1E
-0
4)
+
7.
34
E
-0
2
(2
.4
7E
-0
5)
+
3.
62
E
+
00
(1
.0
2E
-0
1)
≈
1.
78
E
+
01
(2
.6
1E
+
00
)
−
5.
37
E
+
00
(2
.3
2E
-0
1)
P
M
O
P
10
(3
)
1.
19
E
-0
2
(3
.3
5E
-0
5)
+
2.
58
E
-0
2
(1
.3
4E
-0
4)
+
7.
43
E
-0
3
(3
.0
7E
-0
5)
+
1.
70
E
+
01
(3
.7
5E
+
01
)
≈
9.
17
E
+
00
(5
.2
9E
+
02
)
≈
1.
12
E
+
01
(8
.7
9E
+
00
)
P
M
O
P
10
(5
)
5.
38
E
-0
2
(1
.5
5E
-0
4)
+
4.
25
E
-0
2
(1
.9
0E
-0
4)
+
4.
57
E
-0
2
(1
.7
6E
-0
4)
+
1.
62
E
+
01
(1
.1
2E
+
02
)
≈
2.
22
E
+
02
(4
.1
4E
+
03
)
−
1.
24
E
+
01
(6
.6
8E
+
01
)
P
M
O
P
10
(8
)
3.
00
E
-0
2
(2
.2
9E
-0
4)
+
3.
67
E
-0
2
(3
.1
2E
-0
4)
+
3.
21
E
-0
2
(5
.0
6E
-0
4)
+
1.
70
E
+
01
(3
.7
5E
+
01
)
≈
1.
58
E
+
02
(3
.7
8E
+
03
)
−
1.
12
E
+
01
(8
.7
9E
+
00
)
P
M
O
P
11
(3
)
2.
35
E
-0
2
(1
.3
0E
-0
4)
+
8.
10
E
-0
2
(8
.9
2E
-0
3)
+
3.
00
E
-0
2
(6
.4
3E
-0
4)
+
2.
44
E
+
02
(6
.7
3E
+
03
)
−
7.
15
E
+
00
(9
.5
3E
+
01
)
−
8.
22
E
+
01
(2
.4
3E
+
02
)
P
M
O
P
11
(5
)
8.
18
E
-0
2
(2
.3
7E
-0
2)
+
1.
24
E
-0
1
(1
.8
0E
-0
2)
+
7.
14
E
-0
2
(7
.3
7E
-0
3)
+
9.
76
E
+
01
(9
.4
6E
+
02
)
−
4.
22
E
+
02
(7
.8
4E
+
03
)
−
3.
82
E
+
00
(6
.5
1E
+
00
)
P
M
O
P
11
(8
)
8.
07
E
-0
2
(2
.9
6E
-0
4)
+
7.
80
E
-0
2
(9
.3
3E
-0
4)
+
6.
61
E
-0
2
(4
.8
9E
-0
4)
+
3.
82
E
+
00
(6
.5
1E
+
00
)
+
9.
10
E
+
02
(1
.5
8E
+
03
)
−
8.
22
E
+
01
(2
.4
3E
+
02
)
P
M
O
P
12
(3
)
9.
67
E
-0
3
(6
.2
3E
-0
5)
−
8.
40
E
-0
4
(9
.8
2E
-0
8)
≈
5.
28
E
-0
4
(1
.9
1E
-0
9)
≈
5.
21
E
-0
3
(1
.4
6E
-0
4)
−
3.
66
E
-0
2
(1
.4
6E
-0
3)
−
6.
08
E
-0
4
(3
.0
6E
-0
8)
P
M
O
P
12
(5
)
1.
61
E
-0
3
(4
.0
6E
-0
7)
+
1.
64
E
-0
3
(8
.4
2E
-0
7)
+
9.
09
E
-0
4
(3
.9
8E
-0
8)
+
9.
10
E
-0
1
(2
.2
3E
-0
1)
≈
6.
62
E
+
00
(1
.4
8E
+
01
)
−
4.
84
E
-0
1
(2
.8
2E
-0
3)
P
M
O
P
12
(8
)
9.
45
E
-0
4
(8
.7
3E
-0
7)
+
6.
05
E
-0
3
(4
.5
4E
-0
5)
+
3.
94
E
-0
4
(6
.9
6E
-1
0)
+
4.
21
E
-0
1
(2
.7
1E
-0
3)
≈
6.
70
E
+
00
(1
.3
9E
-0
1)
−
3.
62
E
-0
1
(2
.3
0E
-0
3)
P
M
O
P
13
(3
)
2.
16
E
-0
1
(2
.5
6E
-0
2)
−
6.
18
E
-0
2
(7
.7
8E
-0
4)
≈
1.
66
E
-0
2
(1
.6
4E
-0
5)
≈
1.
96
E
-0
2
(4
.5
3E
-0
5)
≈
3.
40
E
-0
1
(5
.0
6E
-0
1)
−
1.
53
E
-0
2
(7
.5
1E
-0
5)
P
M
O
P
13
(5
)
2.
62
E
-0
1
(5
.6
3E
-0
3)
+
4.
42
E
-0
1
(3
.2
7E
-0
2)
+
1.
27
E
-0
1
(5
.7
1E
-0
4)
+
1.
41
E
+
01
(1
.6
4E
+
00
)
≈
5.
75
E
+
01
(1
.2
5E
+
01
)
≈
2.
15
E
+
01
(1
.5
7E
+
01
)
P
M
O
P
13
(8
)
5.
87
E
+
00
(1
.9
3E
+
01
)
+
2.
06
E
+
01
(2
.7
2E
+
02
)
+
2.
76
E
+
01
(2
.0
2E
+
02
)
+
2.
62
E
+
02
(3
.5
5E
+
02
)
≈
1.
19
E
+
03
(6
.3
6E
+
03
)
−
3.
11
E
+
02
(3
.3
4E
+
02
)
P
M
O
P
14
(3
)
1.
89
E
-0
1
(1
.6
3E
-0
3)
−
8.
21
E
-0
3
(8
.5
4E
-0
5)
≈
7.
24
E
-0
3
(1
.2
5E
-0
6)
≈
1.
53
E
-0
1
(1
.9
6E
-0
1)
−
1.
26
E
+
00
(1
.9
9E
+
00
)
−
5.
25
E
-0
3
(1
.1
1E
-0
6)
P
M
O
P
14
(5
)
1.
15
E
-0
1
(1
.6
7E
-0
2)
+
1.
60
E
-0
1
(8
.1
9E
-0
4)
+
8.
50
E
-0
2
(1
.5
0E
-0
4)
+
2.
36
E
+
01
(2
.0
3E
+
02
)
≈
5.
78
E
+
02
(5
.8
0E
+
04
)
−
1.
98
E
+
01
(3
.5
6E
+
02
)
P
M
O
P
14
(8
)
3.
05
E
-0
1
(6
.1
0E
-0
2)
+
6.
17
E
-0
1
(1
.1
9E
-0
1)
+
2.
28
E
-0
1
(4
.9
5E
-0
2)
+
2.
26
E
+
02
(3
.8
5E
+
03
)
≈
4.
14
E
+
03
(3
.5
6E
+
05
)
−
1.
67
E
+
02
(4
.2
3E
+
03
)
+
/
−
/
≈
31
/1
1/
0
32
/7
/3
32
/5
/5
3/
12
/2
7
0/
30
/1
2
‘+
’,
‘−
’a
nd
‘≈
’i
nd
ic
at
e
th
at
th
e
re
su
lt
is
si
gn
ifi
ca
nt
ly
be
tt
er
,s
ig
ni
fic
an
tl
y
w
or
se
an
d
st
at
is
ti
ca
lly
si
m
ila
r
to
th
at
ob
ta
in
ed
by
N
SG
A
-I
I+
E
M
U
,r
es
pe
ct
iv
el
y.
57
58Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
F
igure
3.17:
T
he
K
G
D
results
obtained
by
six
algorithm
s
on
P
M
O
P
test
suite.
P
rob
lem
(m
)
RV
E
A
+
W
D
RV
E
A
+
D
is
RV
E
A
+
E
M
U
N
SG
A
-II+
W
D
N
SG
A
-II+
D
is
N
SG
A
-II+
E
M
U
P
M
O
P
1(3)
2.51E
-01
(1.99E
-02)−
2.92E
-01
(1.78E
-02)−
1.36E
-01
(5.08E
-03)≈
1.50E
-01
(1.46E
-03)≈
5.91E
-01
(7.89E
-01)−
1.61E
-01
(1.32E
-04)
P
M
O
P
1(5)
4.03E
-01
(5.10E
-02)
+
7.63E
-01
(8.00E
-02)
+
2.93E
-01
(1.68E
-02)
+
9.21E
+
00
(7.73E
-01)−
2.28E
+
01
(9.78E
+
00)≈
1.09E
+
01
(2.44E
+
00)
P
M
O
P
1(8)
5.00E
-01
(1.75E
-02)
+
1.79E
+
00
(4.01E
-01)
+
7.24E
-01
(1.42E
-02)
+
1.45E
+
01
(1.52E
+
00)≈
4.41E
+
01
(1.98E
+
01)−
2.08E
+
01
(2.67E
-01)
P
M
O
P
2(3)
5.07E
-02
(3.33E
-04)−
3.16E
-02
(3.76E
-05)≈
4.56E
-02
(9.35E
-06)≈
9.80E
-01
(1.73E
+
01)−
9.93E
-01
(6.48E
+
00)−
3.79E
-02
(6.67E
-05)
P
M
O
P
2(5)
4.37E
-02
(2.06E
-04)
+
4.44E
-02
(2.59E
-03)
+
4.87E
-02
(5.30E
-04)
+
3.49E
+
01
(2.70E
+
02)≈
2.01E
+
02
(9.88E
+
02)−
2.32E
+
01
(3.53E
+
01)
P
M
O
P
2(8)
5.94E
-02
(1.70E
-03)
+
1.34E
-01
(4.43E
-02)
+
2.40E
-02
(5.90E
-05)
+
1.95E
+
02
(4.93E
+
01)≈
4.09E
+
02
(6.94E
+
01)≈
1.07E
+
02
(2.37E
+
02)
P
M
O
P
3(3)
1.52E
+
00
(1.10E
+
00)−
7.41E
-02
(3.03E
-03)−
7.55E
-03
(4.59E
-05)≈
8.43E
-02
(4.87E
-03)−
1.24E
+
00
(1.03E
+
00)−
8.43E
-03
(2.25E
-06)
P
M
O
P
3(5)
2.50E
-01
(3.13E
-02)
+
3.03E
-02
(2.98E
-04)
+
1.79E
-02
(2.64E
-06)
+
6.09E
+
01
(1.28E
+
02)≈
3.42E
+
02
(4.01E
+
03)−
6.43E
+
01
(1.08E
+
02)
P
M
O
P
3(8)
4.09E
-02
(2.40E
-04)
+
1.04E
-01
(1.43E
-02)
+
3.25E
-02
(2.88E
-05)
+
8.74E
+
01
(3.39E
+
01)≈
3.85E
+
02
(3.21E
+
03)−
9.19E
+
01
(3.29E
+
01)
P
M
O
P
4(3)
1.36E
+
02
(1.66E
+
04)−
8.48E
-01
(1.88E
+
00)−
3.66E
-01
(7.10E
-02)−
2.25E
+
01
(1.52E
+
01)−
6.14E
+
01
(3.38E
+
02)−
5.97E
-03
(1.16E
-06)
P
M
O
P
4(5)
1.58E
+
02
(2.20E
+
04)
+
1.79E
+
00
(1.74E
+
01)
+
2.36E
-01
(9.01E
-02)
+
1.28E
+
04
(3.99E
+
07)−
6.88E
+
04
(2.05E
+
08)−
7.17E
+
03
(2.08E
+
07)
P
M
O
P
4(8)
1.78E
+
02
(7.34E
+
04)
+
6.73E
+
00
(2.01E
+
02)
+
4.58E
-01
(1.80E
-02)
+
1.17E
+
05
(1.31E
+
07)−
2.33E
+
05
(4.26E
+
06)−
7.36E
+
04
(8.87E
+
07)
P
M
O
P
5(3)
2.77E
+
01
(5.73E
+
02)−
2.80E
+
01
(2.96E
+
01)−
2.40E
+
01
(1.37E
+
02)≈
2.40E
+
01
(5.52E
+
00)≈
5.51E
+
01
(2.75E
+
02)≈
2.53E
+
01
(5.82E
+
00)
P
M
O
P
5(5)
2.63E
+
01
(4.50E
+
01)
+
1.96E
+
01
(7.03E
+
01)
+
2.87E
+
01
(1.19E
+
01)
+
1.39E
+
03
(6.39E
+
06)≈
4.45E
+
05
(1.01E
+
12)−
1.27E
+
03
(2.91E
+
07)
P
M
O
P
5(8)
2.98E
+
01
(1.04E
+
01)
+
3.62E
+
01
(4.31E
+
02)
+
2.82E
+
01
(1.81E
+
00)
+
3.78E
+
06
(1.05E
+
11)≈
1.03E
+
07
(3.04E
+
11)−
4.87E
+
06
(5.10E
+
11)
P
M
O
P
6(3)
3.25E
+
00
(1.35E
+
00)−
4.65E
-01
(1.14E
-01)−
2.34E
-01
(9.95E
-03)−
4.32E
-01
(1.04E
-01)−
2.36E
+
00
(4.96E
+
00)−
1.20E
-01
(3.00E
-06)
P
M
O
P
6(5)
2.56E
-01
(7.46E
-02)
+
2.30E
-01
(7.60E
-03)
+
9.67E
-02
(2.19E
-03)
+
4.45E
+
01
(7.84E
+
02)
+
8.07E
+
02
(2.78E
+
04)−
1.31E
+
02
(4.12E
+
03)
P
M
O
P
6(8)
2.86E
+
00
(1.27E
+
01)
+
4.99E
+
00
(2.93E
+
01)
+
1.00E
+
00
(4.01E
-02)
+
6.92E
+
03
(2.11E
+
06)≈
3.67E
+
04
(1.50E
+
08)−
5.55E
+
03
(1.47E
+
06)
P
M
O
P
7(3)
6.48E
-02
(4.59E
-04)
+
1.81E
-01
(1.03E
-03)−
1.02E
-01
(1.20E
-04)
+
1.16E
-01
(1.96E
-04)≈
2.39E
-01
(1.76E
-02)−
1.42E
-01
(2.41E
-04)
P
M
O
P
7(5)
5.97E
-02
(2.34E
-04)
+
9.09E
-02
(3.27E
-03)
+
9.04E
-02
(4.11E
-04)
+
3.15E
-01
(1.03E
-03)
+
3.50E
-01
(1.54E
-02)
+
4.55E
-01
(2.51E
-03)
P
M
O
P
7(8)
6.23E
-02
(7.70E
-05)
+
8.89E
-02
(3.02E
-03)
+
8.23E
-02
(1.10E
-04)
+
3.44E
-01
(1.29E
-03)≈
4.69E
-01
(5.56E
-02)≈
4.52E
-01
(1.98E
-03)
P
M
O
P
8(3)
6.22E
-02
(1.16E
-03)−
1.13E
-01
(2.66E
-03)−
3.14E
-02
(1.11E
-05)
+
3.25E
-02
(1.37E
-06)
+
6.94E
-02
(5.36E
-02)−
4.23E
-02
(1.25E
-06)
P
M
O
P
8(5)
4.45E
-02
(1.06E
-03)
+
5.63E
-02
(2.85E
-03)
+
2.51E
-02
(1.20E
-04)
+
1.29E
+
00
(1.15E
-02)≈
2.60E
+
00
(1.36E
-01)≈
1.10E
+
00
(1.11E
-02)
P
M
O
P
8(8)
3.04E
-02
(4.33E
-04)
+
1.44E
-01
(1.09E
-02)
+
9.33E
-03
(2.28E
-05)
+
1.43E
+
00
(6.29E
-04)≈
2.49E
+
00
(8.99E
-02)−
1.31E
+
00
(1.24E
-03)
P
M
O
P
9(3)
9.25E
-02
(3.44E
-04)≈
5.51E
-02
(1.06E
-04)
+
4.28E
-02
(1.86E
-05)
+
1.06E
-01
(4.16E
-04)−
7.58E
-02
(4.68E
-05)
+
9.22E
-02
(5.03E
-05)
P
M
O
P
9(5)
3.05E
-02
(1.06E
-04)
+
1.14E
-01
(1.95E
-03)
+
4.05E
-02
(2.93E
-04)
+
1.19E
+
00
(2.38E
-02)≈
5.03E
+
00
(1.77E
+
00)−
1.59E
+
00
(5.07E
-02)
P
M
O
P
9(8)
5.62E
-02
(7.28E
-06)
+
1.58E
-01
(4.22E
-04)
+
7.48E
-02
(2.65E
-05)
+
4.10E
+
00
(1.25E
-01)≈
1.87E
+
01
(2.82E
+
00)−
5.55E
+
00
(2.14E
-01)
P
M
O
P
10(3)
2.27E
-01
(1.43E
-05)
+
2.91E
-01
(8.74E
-04)
+
2.26E
-01
(1.05E
-05)
+
1.71E
+
01
(3.74E
+
01)≈
9.29E
+
00
(5.30E
+
02)
+
1.13E
+
01
(8.83E
+
00)
P
M
O
P
10(5)
1.49E
-01
(1.11E
-03)
+
1.43E
-01
(1.56E
-03)
+
1.56E
-01
(2.69E
-03)
+
1.63E
+
01
(1.12E
+
02)−
2.22E
+
02
(4.15E
+
03)−
1.25E
+
01
(6.70E
+
01)
P
M
O
P
10(8)
2.07E
-01
(9.64E
-03)
+
9.87E
-02
(1.86E
-03)
+
1.71E
-01
(6.87E
-03)
+
1.71E
+
01
(3.74E
+
01)≈
1.58E
+
02
(3.78E
+
03)−
1.13E
+
01
(8.83E
+
00)
P
M
O
P
11(3)
3.86E
-02
(2.32E
-04)
+
1.74E
-01
(7.47E
-03)
+
8.32E
-02
(4.05E
-03)
+
2.44E
+
02
(6.73E
+
03)−
7.17E
+
00
(9.51E
+
01)
+
8.22E
+
01
(2.43E
+
02)
P
M
O
P
11(5)
1.04E
-01
(2.72E
-02)
+
1.69E
-01
(2.60E
-02)
+
1.00E
-01
(9.66E
-03)
+
9.77E
+
01
(9.46E
+
02)−
4.22E
+
02
(7.84E
+
03)−
3.85E
+
00
(6.52E
+
00)
P
M
O
P
11(8)
1.79E
-01
(8.26E
-04)
+
1.58E
-01
(2.99E
-03)
+
1.81E
-01
(1.17E
-03)
+
2.44E
+
02
(6.73E
+
03)−
9.10E
+
02
(1.58E
+
03)−
8.22E
+
01
(2.43E
+
02)
P
M
O
P
12(3)
6.61E
-02
(7.91E
-05)−
4.06E
-02
(3.15E
-05)−
1.91E
-02
(1.36E
-05)−
1.70E
-02
(1.94E
-04)−
4.40E
-02
(1.32E
-03)−
1.15E
-02
(4.76E
-07)
P
M
O
P
12(5)
6.58E
-03
(4.60E
-06)
+
9.06E
-03
(7.70E
-06)
+
3.18E
-03
(7.74E
-07)
+
9.24E
-01
(2.20E
-01)−
6.64E
+
00
(1.49E
+
01)−
5.06E
-01
(2.83E
-03)
P
M
O
P
12(8)
1.17E
-03
(1.53E
-06)
+
7.91E
-03
(5.41E
-05)
+
3.76E
-04
(2.55E
-09)
+
4.25E
-01
(2.76E
-03)−
6.71E
+
00
(1.39E
-01)−
3.67E
-01
(2.29E
-03)
P
M
O
P
13(3)
2.16E
-01
(2.56E
-02)
+
5.38E
-01
(6.87E
-02)−
6.79E
-02
(4.34E
-04)−
4.33E
-01
(8.20E
-04)≈
6.80E
-01
(5.16E
-01)−
4.63E
-01
(1.31E
-03)
P
M
O
P
13(5)
1.44E
+
00
(8.14E
-02)
+
2.93E
+
00
(4.79E
-01)
+
1.12E
+
00
(2.65E
-02)
+
1.64E
+
01
(1.59E
+
00)
+
6.23E
+
01
(1.44E
+
01)−
2.41E
+
01
(1.54E
+
01)
P
M
O
P
13(8)
1.09E
+
01
(2.27E
+
01)
+
3.01E
+
01
(3.03E
+
02)
+
2.05E
+
01
(2.27E
+
01)
+
2.84E
+
02(3.69E
+
02)
+
1.22E
+
03
(7.22E
+
03)−
3.40E
+
02
(3.72E
+
02)
P
M
O
P
14(3)
5.38E
-01
(9.90E
-04)−
3.58E
-01
(2.07E
-03)−
4.25E
-01
(2.48E
-04)−
4.13E
-01
(1.53E
-01)−
1.55E
+
00
(2.10E
+
00)−
3.02E
-01
(6.07E
-06)
P
M
O
P
14(5)
5.14E
-01
(1.88E
-02)
+
6.99E
-01
(7.00E
-03)
+
4.54E
-01
(7.25E
-04)
+
2.41E
+
01
(2.02E
+
02)−
5.79E
+
02
(5.80E
+
04)−
2.04E
+
01
(3.54E
+
02)
P
M
O
P
14(8)
7.26E
-01
(1.93E
-01)
+
1.39E
+
00
(3.66E
-01)+
7.69E
-01
(1.48E
-01)
+
2.27E
+
02
(3.84E
+
03)−
4.15E
+
03
(3.56E
+
05)−
1.68E
+
02
(4.23E
+
03)
‘+
’,‘−
’and
‘≈
’
32/9/1
31/10/1
33/5/4
5/18/19
4/33/5
‘+
’,‘−
’and
‘≈
’indicate
that
the
result
is
significantly
better,significantly
w
orse
and
statistically
sim
ilar
to
that
obtained
by
N
SG
A
-II+
E
M
U
,respectively.
Chapter 3. Benchmark Problems and Performance Indicators for Search of Knee Points
F
ig
ur
e
3.
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:
T
he
IG
D
re
su
lt
s
ob
ta
in
ed
by
si
x
al
go
ri
th
m
s
on
P
M
O
P
te
st
su
it
.
P
ro
b
le
m
(m
)
RV
E
A
+
W
D
RV
E
A
+
D
is
RV
E
A
+
E
M
U
N
SG
A
-I
I+
W
D
N
SG
A
-I
I+
D
is
N
SG
A
-I
I+
E
M
U
P
M
O
P
1(
3)
5.
52
E
-0
1
(4
.0
8E
-0
3)
+
4.
69
E
-0
1
(6
.4
6E
-0
3)
+
7.
00
E
-0
1
(4
.0
9E
-0
2)
+
7.
25
E
-0
1
(1
.7
9E
-0
2)
+
1.
09
E
+
00
(2
.2
3E
-0
1)
≈
1.
07
E
+
00
(1
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3E
-0
1)
P
M
O
P
1(
5)
2.
03
E
+
00
(1
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2)
+
2.
34
E
+
00
(4
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8E
-0
1)
+
2.
05
E
+
00
(1
.3
2E
-0
1)
+
6.
59
E
+
00
(1
.7
6E
+
01
)
≈
9.
12
E
+
00
(1
.7
4E
+
01
)
≈
8.
53
E
+
00
(1
.5
0E
+
01
)
P
M
O
P
1(
8)
4.
79
E
+
00
(7
.8
6E
-0
2)
+
5.
17
E
+
00
(4
.3
2E
-0
1)
+
5.
04
E
+
00
(2
.7
5E
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1)
+
3.
28
E
+
01
(1
.5
8E
+
02
)
≈
6.
50
E
+
01
(6
.6
1E
+
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)
≈
3.
89
E
+
01
(3
.3
9E
+
02
)
P
M
O
P
2(
3)
1.
60
E
-0
1
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.1
8E
-0
4)
+
1.
49
E
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1
(8
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3E
-0
4)
+
3.
08
E
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4)
+
3.
48
E
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+
3.
41
E
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3)
+
4.
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1
(3
.4
9E
-0
4)
P
M
O
P
2(
5)
2.
48
E
-0
1
(1
.9
0E
-0
3)
+
2.
27
E
-0
1
(2
.6
9E
-0
3)
+
2.
71
E
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1
(8
.7
9E
-0
4)
+
1.
90
E
+
00
(1
.9
0E
+
01
)
+
6.
76
E
+
00
(1
.4
9E
+
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)
−
3.
99
E
+
00
(2
.4
9E
+
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)
P
M
O
P
2(
8)
2.
20
E
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1
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7E
-0
4)
+
2.
46
E
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.4
5E
-0
3)
+
2.
37
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2E
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4)
+
1.
89
E
+
00
(3
.7
8E
+
00
)
+
2.
11
E
+
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(1
.7
2E
+
02
)
−
3.
95
E
+
00
(5
.1
1E
+
01
)
P
M
O
P
3(
3)
7.
12
E
-0
1
(1
.7
7E
-0
2)
+
6.
41
E
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1
(1
.7
8E
-0
2)
+
9.
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6E
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3)
+
1.
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E
+
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2)
+
1.
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E
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1)
−
1.
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E
+
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(4
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9E
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P
M
O
P
3(
5)
8.
37
E
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.0
7E
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3)
+
9.
01
E
-0
1
(1
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6E
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+
9.
27
E
-0
1
(1
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9E
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+
8.
83
E
+
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(5
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0E
+
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)
≈
1.
02
E
+
01
(1
.4
8E
+
01
)
−
9.
07
E
+
00
(1
.0
8E
+
01
)
P
M
O
P
3(
8)
9.
07
E
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1
(8
.2
6E
-0
3)
+
9.
50
E
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1
(1
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6E
-0
3)
+
9.
90
E
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1
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.5
3E
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+
3.
81
E
+
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(2
.3
6E
+
00
)
≈
6.
28
E
+
00
(3
.3
1E
+
01
)
−
3.
06
E
+
00
(1
.2
7E
+
00
)
P
M
O
P
4(
3)
4.
98
E
+
00
(1
.7
2E
+
01
)
−
1.
09
E
+
00
(2
.6
3E
-0
1)
−
1.
19
E
+
00
(2
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1)
−
8.
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≈
9.
01
E
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1
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3)
≈
8.
69
E
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1
(1
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2)
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M
O
P
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5)
1.
04
E
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(2
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2)
+
1.
41
E
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00
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1)
+
1.
03
E
+
00
(2
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+
4.
65
E
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)
+
9.
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E
+
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3E
+
05
)
−
8.
68
E
+
02
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8E
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)
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M
O
P
4(
8)
3.
04
E
+
00
(7
.7
5E
-0
2)
+
7.
52
E
+
00
(1
.9
9E
+
01
)
+
2.
85
E
+
00
(1
.3
1E
-0
2)
+
1.
46
E
+
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(2
.7
8E
+
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)
≈
8.
74
E
+
04
(3
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5E
+
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)
−
1.
98
E
+
03
(7
.6
2E
+
05
)
P
M
O
P
5(
3)
9.
93
E
+
00
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.1
8E
+
01
)
+
6.
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E
+
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+
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)
+
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+
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)
+
1.
54
E
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≈
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34
E
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+
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≈
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E
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)
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O
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−
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+
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+
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)
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+
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E
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)
+
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E
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5E
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)
≈
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00
E
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(9
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6E
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)
P
M
O
P
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3)
6.
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E
-0
1
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1E
-0
3)
+
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1
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8E
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3E
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+
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7E
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+
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E
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−
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1E
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5)
P
M
O
P
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5)
1.
06
E
+
00
(3
.5
4E
-0
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F
igure
3.19:
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D
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M
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test problems with respect to the characteristics of the knee points as well as the fitness
landscape.
In addition to the test problems, three performance indicators dedicated to the evaluation
of MOEAs’ ability of identifying knee points are suggested, one focusing on the accuracy
of the solutions, including the closeness to the Pareto front and to the knee points, the
other on the effectiveness in detecting all knee regions.
There are so many methods proposed to do a posteriori or a priori knee identification in
low- or high-dimensional objective space. Consequently, Section 4 and Section 5 will test
their performance from both aspects by means of the proposed benchmarks.
Chapter 4
An a Posteriori Knee-oriented
MOEA based on Solution Set
Augmentation
4.1 Introduction
The conventional MOEAs aim to find a solution set to represent the PoF with a good
balance between the convergence and diversity. After that, the DM is asked to select his or
her preferred solutions among the given solution set. However, sometimes it is challenging
to require the DM to explicitly specify his or her preferences when the DM does not have
sufficient a priori knowledge about the distribution of the solutions. Therefore, it is of
practical interest to identify the naturally preferred solutions such as the knee solutions in
such situations. The significance of the knees has been discussed in Chapter 2.5.
However, several factors may prevent the acquisition of such a well distributed represen-
tative solution set of the PoF, due to, e.g., the limited size of population, the very large
number of the objectives of the MOPs, the complexity of the PoF, and limited amount of
computing resources [14]. Unfortunately, most research implicitly assumes that the given
solution set is able to provide sufficient information for identifying all knee solutions, which
is not always true. For example, six solutions are evenly distributed on the PoF in Fig. 4.1
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f1
f2
PoF
Solution
f1
f2
PoF
Solution
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(a) (b)
Figure 4.1: An example to illustrate the motivation. (a) plots the obtained solution set.
(b) plots the augmented solution set where the red diamonds are the new solutions.
(a), but none of them are good knee candidates. In this situation, even a diverse solution
set on the PoF is not necessarily able to provide high-quality knee solutions. This moti-
vates us to enhance the quality of the given solution set by generating new solutions in
the promising knee regions according to the information provided by the given solutions.
Typically we can allocate certain amount of computing budget for targeting solutions in
the promising knee regions rather than achieving an evenly distributed solution set on
the whole PoF. For example, Fig. 4.1 (b) shows that two new solutions (denoted by the
diamonds) can be generated to augment the solution set that are most beneficial for knee
identification.
Therefore, to alleviate the above difficulties, this work proposes an idea to augment the
given solution set by generating promising new solutions in the knee regions, assuming that
a limited number of additional objective function evaluations is allowed. To achieve this,
a knee-oriented solution augmentation (KSA) method is proposed. KSA firstly transforms
the function describing the PoF into a multimodal auxiliary function, whose minimums are
the knee solutions of the original PoF. To detect the minimums of the auxiliary function,
a surrogate model is introduced to approximate the function. A peak detection [130]
based differential evolution algorithm is designed to locate the basins of the approximated
multimodal auxiliary function, thereby locating the possible knee regions of the original
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PoF and generating additional solutions around the potential knee points in the objective
space. The newly generated solutions (augmented solutions) are mapped back to the
decision space by means of an inverse model so that they can be evaluated using the original
objective functions. This way, the original solution set can be augmented with solutions
hopefully around the knee solutions, contributing to the performance enhancement in knee
solution identification. To the best of our knowledge, no similar work has been reported
in the literature.
The rest of this chapter is organized as follows. The details of the proposed framework
for augmenting the solution set are presented in Section 4.2. Comparative experimental
results are given in Section 4.3. Finally, Section 4.4 concludes the chapter.
4.2 Proposed Framework
In this section, a knee solution augmentation (KSA) method for augmenting solutions
given a set of approximated Pareto optimal solutions is proposed. In the following, we first
introduce the main framework of KSA, followed by a description of the main components
of KSA.
4.2.1 Main framework of KSA
The main framework of KSA is presented in Fig. 4.2. We assume that a Pareto optimal (or
non-dominated) solution set is obtained by an arbitrary MOEA. Then, KSA starts a re-
peated procedure for solution augmentation. The procedure consists of the following main
steps. First, an inverse model that builds a functional map from the objective space to
the decision space is trained based on the existing solution set. Then KSA transforms the
approximated Pareto (non-dominated) front into a multimodal auxiliary function, whose
minimums correspond to the knee points and the basins to the knee regions of the Pareto
front. This transformation makes it possible for KSA to employ any peak detection algo-
rithm [130] to efficiently locate knee regions or knee points of the Pareto front by finding
the minimums or basins of the multimodal auxiliary function. Note, however, that the true
auxiliary function is not available and therefore a surrogate model must be built based on
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Figure 4.2: A flowchart of KSA.
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the given solutions for approximating the auxiliary function. Hence, the next step is to
build a meta-model, in this work, a Kriging model [131] for approximating the auxiliary
function. The last step is a peak detection assisted differential evolution algorithm, which
aims to generate solutions in the potential knee regions and select candidate knee solutions
based on the approximated auxiliary function. In this step, the differential evolution [132]
is adopted for solution generation with the help of a peak detection algorithm presented
in [130]. An acquisition function, e.g., the lower confidence bound (LCB) [133] is employed
for selecting candidate knee solutions.
In the following, the main components of KSA as shown in Fig. 4.2 will be detailed.
4.2.2 Inverse Model
In Fig. 4.2, solution set (X, F (X)) is obtained after the running of a MOEA. Then
inverse model is trained by means of the solution set to learn the structure of the problem
by mapping the objective space to the decision space. The parameter-insensitive inverse
model [134] is adopted in this research, compared with the inverse model [117].
Given a nondominated solution set X and its corresponding objective values F (X), the
procedure of the inverse model is stated as follows.
Step 1 : Get the normalized solution set F¯ = (f¯1(X), · · · , f¯m(X)) via F = (f1(X), · · · , fm(X))
, ideal point (z∗) and nadir point (znd).
f¯i(X) =
fi(X)− z∗i
zndi − z∗i
, (4.1)
where i = 1, . . . ,m, z∗ = (min f1, . . . ,min fm) and znd = (max f1. . . . ,max fm).
Step 2 : Do orthographic projection on F¯ to get its projection F˜ on a hyperplane F¯E .
F˜ = F¯ F¯ TE , (4.2)
where F¯E = H(HTH)−1HT , and H = (e1−1/m, . . . , em−1−1/m). m-1 unit vectors
are acquired like {e1, . . . , em−1}, where ei = (0, . . . , 0, 1, 0, . . . , 0), and one is set in
the ith position. m is the number of objectives.
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f2
f1
f1
FV=-d
Knee point
Minimum point
S
f2
d
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Figure 4.3: An example is given to illustrate the multimodal transformation, where FV
is the distance information from solution to the hyperplane S constructed by the extreme
points. The knee points are transformed to the minima of a multimodal auxiliary function
(FV ).
Step 3 : Normalize F˜ with the similar operation in Step 1.
Step 4 : Build radial basis function neural networks (RBFNNs) using the Gaussian basis
function [135], where the input and output are F˜ and X, respectively.
4.2.3 Multimodal Auxiliary function transformation
In Fig. 4.2, multimodal auxiliary function transformation aims to transform a PoF into a
multimodal auxiliary function. According to the definition of the knee in [26], the knee is
characterized with the local maximum distance from solution to the hyperplane constructed
by the extreme points. Apparently, each convex hull of individual minima (CHIM) is
correlated to a valley of a multimodal function, termed auxiliary function here, in which the
independent variables of the function are the objective functions, and dependent variable
is the negative distance from the solutions to the hyperplane constructed by the extreme
points. An illustrative example is shown in Fig. 4.3, where the knee points are transformed
into the minimums of the multimodal auxiliary function.
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(a) (b)
Figure 4.4: (a) The PoF of DEB2DK [15] is presented and the corresponding fitness curve of
the PoF is obtained after the multimodal transformation. (b) The transformed multimodal
function, the minima of which are correlated to the knee points of PoF.
Specifically, transformation of the PoF into the auxiliary function is achieved as fol-
lows. The normalized objective values of a solution p can be obtained by Eq. 4.1,
(f¯1(p), · · · , f¯m(p)) , which is then transformed into the fitness value (FV (p)) of the mul-
timodal auxiliary function in the following way
FV (p) =
f¯1(p) + · · ·+ f¯m(p)− 1
|−→n | , (4.3)
where −→n = (1, . . . , 1) is the normal vector of the hyperplane S : f¯1 + · · ·+ f¯m = 1.
Fig. 4.4 presents an illustrative example of a Pareto front and the transformed auxiliary
function, showing that the minimums of the multimodal auxiliary function correspond to
the knee points of the PoF.
4.2.4 Meta-model
Due to discrete points of the multimodal auxiliary function which are acquired, a meta-
model is built to fit the function by using the transformed solutions and estimate the FV
value. In Fig. 4.2, the Kriging model [131] is chosen as the meta-model, mainly because
the Kriging model is able to provide uncertainty information for the estimated values.
69
70Chapter 4. An a Posteriori Knee-oriented MOEA based on Solution Set Augmentation
Given a solution q in the objective space, the FV value of q, i.e., y(q), is approximated by
the Kriging model as follows:
y(q) = µ(q) + (q), (4.4)
where µ(q) is the prediction value of a stochastic process F (β, q). F (β, q) = β1g1(q) +
· · ·+ βlgl(q) is a linear combination of l chosen functions with coefficients β. (q) is a zero
mean stationary Gaussian distribution N(0, σ2).
The main idea of Kriging model is to interpolate the sample points by means of the
Gaussian random function as the correlation to estimate the tendency of the stochastic
process. Therefore, given a set of evaluated solutions Q = [q1, · · · , qN ]T in the objective
space and its corresponding FV values, i.e., FV = [FV 1, · · · , FV N ]T , the covariance
between solution qi and qj is defined as follows.
Cov{(qi), (qj)} = σ2R([R(qi, qj)]), (4.5)
where R is the correlation matrix, defined by
R =
266664
R(q1, q1) · · · R(q1, qN )
...
. . .
...
R(qN , q1) · · · R(qN , qN )
377775 , (4.6)
σ is hyperparameter and R is a correlation function, defined as follows.
R(qi, qj) = exp(−
mX
k=1
θk|f ik − f jk |2), (4.7)
where θ = [θ1, · · · , θm] is a hyperparameter.
Therefore, for a new input q∗, the approximated FV value in Eq. 4.4 can be rewritten as
y¯(q∗) = bµ+ rT (q∗)R−1(FV − 1bµ), (4.8)
where r(q∗) is the correlation between p∗ and training data set Q, i.e., rT (q∗) is equal
to (R(q∗, q1), · · · , R(q∗, qN ))T . Notably, there are four kinds of hyperparameters to be
optimized, including bµ, bσ2, bβ and bθ.
Eq. 4.8 has generalized least square solution with respect to R,
bβ = (F TR−1F )−1F TR−1FV. (4.9)
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The hyperparameters bµ, bσ2 and bθ are obtained by maximizing the following likelihood
function [136],
Ln(bµ, bσ2, bθ) = 1
(2pibσ2)N/2Èdet(R)exp[−(FV − bµ1)TR−1(FV − bµ1)2bσ2 ] (4.10)
where det(R) is the determinant of R.
The bµ is obtained as follows, bµ = 1TR−1FV
1TR−11
. (4.11)
The estimated variance bσ2 is presented as follows,
bσ2 = 1
N
(FV − 1bµ)TR−1(FV − 1bµ). (4.12)
The hyperparameters bθ is acquired by maximizing the likelihood function Ln(bθ), which is
obtained by integrating the bµ and bσ2 from Eq. 4.11 and Eq. 4.12 into Eq. 4.10.
Ln(bθ) = −1
2
(N ln bσ2 + ln det(R)) (4.13)
The mean squared error of y¯(p∗) is
s2(p∗) = bσ2[1− rTR−1r + (1− 1TR−1r)2
1TR−1r
]. (4.14)
Thereby, N(y¯(p∗), s2(p∗)) is regarded as a predictive distribution for FV (p∗) on the basis
of training data (Q,FV ). This work adopts the DACE toolbox [137] to optimize the
likelihood function and train the Kriging model. The corresponding infill criterion used in
this research is introduced in the following subsection.
Peak Detection Assisted Differential Evolution
In Fig. 4.2, the peak detection assisted differential evolution is conducted to generate
solutions in the possible knee regions and select the knee candidates, after the training of
the meta model. In this approach, the differential evolution (DE) operators [132] assisted
by a peak detection [130] are applied for generating solutions in terms of the approximated
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multimodal auxiliary function, while the lower confidence bound (LCB) [133] is adopted
for the selection of candidate knee solutions.
Note, the LCB of a solution p is obtained in terms of Eq. 4.8 and Eq. 4.14,
flcb(p) = y¯(p)− ωs(p), (4.15)
where ω1 is a constant. In this research, LCB is adopted as the acquisition function to
measure the quality of a new solution p, mainly because it takes account of the balance
between the search in promising region with lower y¯(p) and in less explored region with
higher s(p).
The details of the peak detection assisted differential evolution is detailed in Algorithm 1.
In Line 2, a peak detection [130] based knee identification (PD-KI) is conducted to find
the knee candidates (Peaks) in the current solution set Q, where the peaks are the knee
candidates among Q. PD-KI will be introduced in Section 4.2.6. After that, Lines 5 – 16
illustrate the generation of solutions (a set of offspring) and Lines 17 – 18 the selection
of potential knee candidates in the offspring set. During the generation of solutions, the
mutation and crossover operators in DE are adopted to generate solutions around the peak
solutions or in potential knee regions. Specifically, a peak solution qIbest is introduced into
the mutation in Line 6, and qr1 and qr2 are two randomly selected solutions from Q. As a
result, the base solution qv is obtained and F ∈ (0, 2] is a scaling factor. After the operation
of mutation, then the crossover operation is conducted on the base solution as shown from
Lines 9 – 13. If the condition rand <= CR||j = jrand is satisfied, the jth objective value of
the offspring will be replaced with that of the base solution and j = 1, · · · ,m. CR ∈ [0, 1]
is a constant crossover rate. Following [132], both F and CR are set to 0.8. Once the new
solutions are generated, they are forwarded to the Kriging model (Line 14) to get their
LCB values (in Line 15). Finally, the new solutions will be sorted according to the LCB
values in an ascending order (Line 17) and the best one with the smallest LCB value will be
added into the output solution set (Line 18). Accordingly, the new solutions with smaller
LCB values will be selected with a higher priority in terms of Eq. 4.15. Note, there are
three situations where solutions have smaller LCB values. The solutions are located closer
to the minima of the multimodal auxiliary function, so that they have smaller expected
1ω = 5 is set.
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FV values (y¯). The solutions are located in the unexplored knee regions, which may have
larger uncertainty value (ω). The solutions are located in the knee regions but not close to
the knees, because they have smaller LCB values by combining the expected FV values (y¯)
and uncertainty (ω) together. As a result, the peak detection assisted differential evolution
can be conducted to find promising knee candidates in the potential knee regions.
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Algorithm 1: peak detection assisted differential evolution
Input : Transformed solution set: Q : [q1, · · · , qN ], corresponding fitness values:
{FV }, the Kriging model: Mmodel, number of objectives: m.
Output: Output solution set: P
1 P = ∅
/* Knee identification by peak detection (PD) [130]. */
2 Peaks = PD-KI(Q, -FV )
3 foreach l = 1 : |Peaks| do
/* Save index of the peak solution */
4 Ibest = findIndex(Peaks(l))
/* Generate offspring. */
5 foreach i = 1 : N do
/* Mutation. */
6 qv = qIbest + F · (qr1 − qr2)
7 jrand = randi([1,m])
8 offspring(i) = qi
/* Crossover. */
9 foreach j=1:m do
10 if rand <= CR||j = jrand then
11 offspring(i).fj = qv.fj
12 end
13 end
/* Prediction by Kriging model. */
14 [y¯(offspring(i)),s(offspring(i))] = Mmodel(offspring(i))
/* Compute LCB. */
15 LCBi = y¯(offspring(i)) - ωs(offspring(i))
16 end
/* Sort the LCB values of the offspring set. */
17 index = Sort(LCB,‘ascend’);
/* Add the solution with smallest LCB value into the output set.
*/
18 P = P∪offspring(index(1))
19 end
20 Output(P )
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(a) DEB2DK (b) CKP
Figure 4.5: Examples on DEB2DK [15] and CKP [138] problems to show the results after
the operation of solution generation, where the given solutions are highlighted in green
dots, and the new solutions are the blue diamonds.
Fig. 4.5 gives two examples to show the operation of solution generation producing new
solutions in terms of the given solution set on the condition of 25 evaluations. In the
plots, most new solutions (blue diamonds) are located closer to the knees (red stars) than
the given solutions (green dots) on different PoFs. Furthermore, some new solutions have
found unexplored knee regions (the second knee region in Fig. 4.5 (b)). Consequently, the
quality of the given solutions has been greatly improved by uniting the augmented solution
set.
4.2.5 Update Operation
After the operation of solution generation, the selected promising solutions are used to
update the given solution set.
The details of the update operation are shown in Algorithm 2. For each solution p from the
new solution set P , the solution is forwarded to the pre-trained inverse model (RBFNN)
to get their decision vector values x(p) in Line 2. Once the decision variable values are
obtained, then they are evaluated by using the objective functions in Line 3. After that, the
obtained solution set P is merged with the given solution set Q via the Pareto dominance
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(a) (b) (c)
Figure 4.6: An example to illustrate the peak detection to find the peaks of a multimodal
function.
relationship, which is shown from Line 4 to Line 16. Specifically, only the non-dominated
solutions remain in the updated solution set Q.
4.2.6 Peak Detection based Knee Identification (PD-KI)
The binary cutting based adaptive peak detection [130] is originally proposed to adaptively
find the peaks of the fitness landscape of a multimodal function. The idea is to cut the
top of the fitness landscape iteratively to make the connected graph into a disconnected
graph, and finally find the peak solutions of each subgraph. An example is shown in Fig.
4.6, where the fitness landscape is separated into a number of disconnected peaks.
Inspired by the idea, this study borrows the binary cutting based adaptive peak detection
[130] to find the peaks (the minima) of any given solution set according to the transformed
multimodal auxiliary function which we build in subsection 4.2.3. The valleys of the
transformed multimodal auxiliary function are correlated to the knee regions of the PoF.
The only difference is to add a negative sign to the FV to change the proposed multimodal
minimization problem into a multimodal maximization problem. Interested readers are
referred to [130] for more detail of the binary cutting based adaptive peak detection.
In Algorithm. 1, the peak detection is adopted to find the promising knee candidates in
current solution set. Similarly, we can conduct the peak detection to identify the knee
candidates among any given solution set, such as the augmented solution set by KSA.
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Algorithm 2: Update operation
Input : Selected promising solution set: P , the given population and
corresponding decison vectors (Q, D) , the pretrained inverse model:
RBFNN.
Output: Updated solution set: Q
1 foreach p ∈ P do
/* Get values of the decision variables by means of RBFNN. */
2 x(p) = RBFNN(p)
/* Get objective values by using the true objectives. */
3 p = Evaluate(x(p))
/* Update Q with P. */
4 if p is non-dominated by Q then
5 D = D ∪ x(p)
6 Q = Q ∪ p
7 P = P − p
8 else if p dominates q ∈ Q then
9 D = D ∪ x(p)
10 Q = Q− q
11 Q = Q ∪ p
12 P = P − p
13 else
14 P = P − p
15
16 end
17 Output(Q)
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(a) DEB2DK (b) CKP
Figure 4.7: Two examples to show the ability of the peak detection to find the knee
candidates on DEB2DK [15] and CKP [138] problems.
Algorithm 3: Peak detection based knee identification (PD-KI)
Input : Solution set P .
Output: detected peak set: P
/* Approximated fitness value of the multimodal function according
to subsection 4.2.3. */
1 FV = FV (P )
/* Do peak detection. */
2 P = Binary-cutting-based-APD (P ,-FV ) [130]
3 Output(P)
Two examples are given in Fig. 4.7 to show the ability of the PD-KI to find the knee
candidates on DEB2DK [15] and CKP [138] problems, where both of them have four knees
highlighted in red stars in the convex knee regions. From the plots, the knee candidates
(in blue diamond) found by PD-KI are very close to the true knees of the problems, which
indicates PD-KI has the ability to find promising knee candidates to the true knees.
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4.3 Experiments and Discussions
4.3.1 Experimental Settings
To test the effectiveness of the proposed framework and identification method in searching
the knee candidates in different knee regions, the commonly used knee-oriented benchmark
problems are selected, including DO2DK [15], DEB2DK [15], CKP [138], DEB3DK [15],
and PMOP test suite [139]. The knee regions of DO2DK are on an irregular PoF. The
PoF of DEB2DK is symmetrical. The knee regions of CKP and DEB3DK are on complex
and discontinuous PoFs. PMOP test suite is designed for both optimization and knee
identification. This paper aims to improve the performance for knee identification, so
that the instances including PMOP1, PMOP3, PMOP4, PMOP6, PMOP7 and PMOP10
with six different basic knee functions are selected. The basic knee functions control the
landscapes of the knee regions on PoF. The corresponding knee regions possess different
features such as symmetry, asymmetry, multimodal, differentiable and nondifferentiable.
The settings of the problems are presented in Table 4.15.
In the test of the effectiveness of the proposed knee identification, three representative knee
identification methods are taken into account because they can be applied to detect the
knee regions in high-dimensional objective space, including the KnEA [16], EMUr [140],
TKR [104]. Specifically, KnEA identifies the knees based on the distance to hyperplane
constructed by the extreme points, where the parameter ‘rate’ is suggested to set to 0.5
for knee identification [16]. EMUr recursively uses expected marginal utility to search the
knee candidates, where the number of weight vectors is set to 100, 105, 126, and 156 for
two-, three-, five- and eight-objective problems, respectively. TKR searches the knees by
using a ratio between the gain and deterioration when the objectives of two solutions are
exchanged, where a parameter is suggested to 0.001 for the location of the knee candidates
in the research [104].
Two knee-driven indicators are applied for the evaluation of the results obtained by the
proposed framework and knee identification methods, i.e., the knee-driven inverted genera-
tional distance (KIGD) [139] and the knee-driven dissimilarity (KD) [139]. In the compar-
ative experiments, the Wilcoxon rank sum test (a significance level is 0.05) is adopted to
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analyze the KIGD and KD results (obtained by 20 independent runs), where “+”, “-”, and
“≈” indicate that the result is significantly better, significantly worse and statistically com-
parable to the solutions obtained by PD-KI, respectively. All experiments are conducted
on the platform for evolutionary multiobjective optimization (PlatEMO) [141].
The KIGD indicator defined in Eq. 3.30 evaluates both the proximity and the diversity
of the obtained solution set covering the knee regions. KD defined in Eq. 3.31 mainly
evaluates the accuracy and completeness of the obtained solution set, whether it contains
at least one solution close to the all true knee points.
Another indicator (incrememt) is adopted to evaluate the increment of the KIGD or KD
values of the solution sets obtained before and after the augmentation by KSA.
Increment =
Vbefore − Vafter
Vbefore
(4.16)
where Vbefore and Vafter are the indicator values (KIGD or KD values) of the populations
before and after the augmentation on by KSA, respectively. Positive increment value
means the augmented solution set has good performance. The larger the increment value,
the better performance is achieved by KSA.
4.3.2 Investigations on KSA
The subsections 4.3.2 - 4.3.2 are to test the effectiveness of KSA from different aspects,
including the effect from the number of evaluations, the size of population, different distri-
butions of the obtained solutions, the number of variables, and the number of objectives.
The experiments are conducted on DEB2DK with K = 4, n = 30, N = 20, where the
optimizer is the reference vector guided evolutionary algorithm (RVEA) [58]. The sub-
section 4.3.3 presents comprehensive investigations on the proposed identification method
(PD-KI) in comparison with three knee identification methods over 32 instances as shown
in Table 4.3.1. All results are based on 20 independent runs. The rest of settings are shown
in Table 4.3.1.
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Effect from Number of Evaluations
An investigation is conducted on the effect from the number of evaluations to the proposed
framework (KSA). In the experiment, a solution set (P ) is obtained by running the opti-
mizer (RVEA) with 12000 evaluations, where the size of the solution set is set to 20. Then
we conduct KSA on P to get an augmented solution set (Q) by setting different numbers of
overall fitness evaluations, ranging from 25 to 200 in different contrast experiments. Then
we compare the increment values on KIGD and KD over the populations (P and Q).
Fig. 4.8 presents the experimental results with respect to different number of evaluations.
The increments of KIGD and KD values in Figs. 4.8 (a) and (b) are larger than 40% and
30% by using the KSA with 25 evaluations, respectively. It indicates that the proposed
framework (KSA) is able to generate knee candidates in the knee regions. The values
increase to around 73% and 60% when the number of evaluations goes up to 100. It means
more solutions are sampled in the knee regions with the increase of the evaluations, and
some unexplored knee regions may also be explored. When the number of evaluations
increase, the KIGD and KD increments swiftly drop down then increase to the peaks
around 80% and 70%, respectively. After that, a slight decrease appears with the increase
of the evaluations. The decreases of the KIGD and KD increment values may be ascribed
to the uncertainty from the inverse model or KSA. The error bar of the increment values
shows that the uncertainty is from the some individual experiments, which can be also
seen from the Figs. 4.8 (c) and (d).
The experiment initially demonstrates that KSA is able to provide good candidates in the
knee regions with different number of evaluations in terms of the increments of the KIGD
and KD values.
Effect from Different Distributions of Solutions
Different distributions of the solutions may influence the KSA in generating knee candi-
dates. Therefore, this section aims to test the performance of KSA on different solution
sets with different distributions. Accordingly, different optimization algorithms (RVEA
and the nondominated sorting based genetic algorithm (NSGA-II [27])) are selected as
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the optimizers and different sizes of population are set for the optimization. The diversity
performance of RVEA relies on the reference vectors, while NSGA-II relies on the crowding
distance. The limit of fitness evaluation for KSA is set to 100. Other settings are the same
as the Section 4.3.2 except the size of population.
Figs. 4.9 and 4.10 present the increment values in terms of the KIGD and KD values of
the solution set obtained by different optimizers, i.e., RVEA and NSGA-II, respectively.
The trends of the curves are different. There is a remarkable increase of the increment in
Fig. 4.9 which may be ascribed from two aspects. The one is that a larger population
can help RVEA to find the solution set with better balance between the convergence and
diversity. Another is that KSA can enhance the diversity of the solution set by generating
more solutions in the possible knee regions, so that the KD and KIGD performances of
the solution set are improved. Another difference is that the increment values of RVEA is
smaller than that of NSGA-II when the same size of population is set. It mainly because
the diversity of RVEA is better than that of NSGA-II. As a result, KSA can improve much
more on the diversity of NSGA-II than RVEA. The trends of the curves are similar when
the population size increases from 100 to 200, which indicates that the better distribution
of the population may degrade the performance of KSA.
The experiments demonstrate that both diversity maintenance strategy and population
size influence the distribution of solutions, which further affect the performance of KSA.
Effect from Different Proximities
The experiment is to find out the effect from the proximity of the given population to
KSA. Hence, we run different number of generations from 200 to 800 with an interval of
100 to get the augmented population. The population size is set to 50, and the limit of
fitness evaluation for KSA is set to 100. Other settings are the same as the Section 4.3.2.
The sacrifice of the evaluations (generations) may improve the proximity of the population
in most cases. Fig. 4.11 has seen a stable increase in the increment of the KIGD and
KD values with the increase of the generations from 100 to 700. The reason is that the
improvement of the proximity can improve the accuracy of KSA to estimate the knee
regions so that both KIGD and KD increments increase. However, the increments tend
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to slightly decrease when the number of generations reaches 800, which indicates that
the obtained population almost fully converges to the PoF so that the proximity of the
population no longer largely enhance the solution generation of KSA.
A summary can be made that the increase of the proximity of the population will improve
the performance of KSA to produce promising knee candidates in the knee regions.
Effect from Number of Variables
This section is to investigate the effect from the number of variables to the performance of
KSA. In the experiment, the number of variables is set from 10 to 190 with an interval of
20. Other settings are the same as subsection 4.3.2.
Fig. 4.12 plots the tendency of the increment of the indicator values, which shows a de-
crease with the increase of the number of variables under the same evaluations. Notably,
the increase of the number of variables poses an increasing challenge to the optimization,
and pool proximity of population will be obtained. Pool proximity of the obtained popu-
lation deteriorates the accuracy of KSA, which has been demonstrated in subsection 4.3.2.
Notably, the increment values are positive even though the number of variables is 200,
which indicates that KSA can produce promising solutions to improve the quality of the
solution set to some extent.
A summary can be made that the increase of the number of variables will degrade the
performance of KSA but KSA can augment the solution set to some extent.
Effect from Number of Objectives
This section studies the effect from the number of objectives to the performance of KSA,
where PMOP1 problems with two, three, five and eight objectives are chosen as the test
instances. The population size is 50. Other settings are the same as subsection 4.3.2.
Fig. 4.13 presents the increments of different indicator values obtained by RVEA on
PMOP1 with different number of objectives. Specifically, the increments of KIGD and KD
values are close to 1% in both Figs. 4.13 (a) and (b), when the number of objectives is
two. The reason is that the obtained population may well-converge to the knee regions of
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the PoF, so that small improvement will be made by KSA to generate knee candidates in
the explored knee regions. By contrast, the increments remarkably rise to around 13% (in
both Figs. 4.13 (a) and (b)) with the help of KSA, when the number of objectives is three.
It is mainly because KSA may enhance the distribution of the solutions in the less-explored
knee regions. However, the increase of number of objectives has been seen the decline of
the increment, which is ascribed to the poor proximity of the obtained population when
the number of objectives increases. Notably, the increments increase when the number
of objectives is eight, indicating that the obtained solution set may not achieve a good
distribution so that KSA can enhance the diversity by generating promising solutions in
the potential knee regions of the solution set.
The experiment indicates that KSA can augment the distribution of the solutions in the
knee regions of the problems with different number of objectives.
4.3.3 Comprehensive experiments on KSA and PD-KI
This section is to rigorously examine the effectiveness of KSA and PD-KI in comparison
with the state-of-the-art knee identification methods from two aspects. One is to investigate
whether KSA can generate solutions in the knee regions and assist the PD-KI in identifying
the knee candidates on different instances. The other is to see whether KSA can enhance
the performance of other knee identification methods. The experiments follow the settings
in Table 4.15.
Experiments on KSA and PD-KI
The experiment has two parts. One part is to demonstrate that KSA can augment the
quality of solution sets by generating solutions in the knee regions on different instances,
where the instances are embedded with different basic knee functions. The other one aims
to demonstrate the ability of the proposed method (PD-KI) in the identification of the
knee regions with the assistance of KSA. An illustration of the experiment is shown in
Fig. 4.14. For a fair comparison, all the experiments are conducted with the same num-
ber of evaluations. Both solution sets (A and B) inherit from the same parent solution
set P , where P is obtained by an optimizer under the maximum number of generations.
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However, A and B are generated in different ways. Specifically, A is obtained by KSA,
while B is obtained by the optimizer. These two procedures are independent and run with
the same number of fitness evaluations. During the comparison, PD-KI identifies the knee
candidates among the solution set A. Other identification methods follow the conventional
framework to search the knee candidates on solution set B. Peak detection (PD) is con-
ducted on solution set P to better compare the performance between PD and PD-KI based
on original and augmented solution set, respectively. In the experiment, RVEA is chosen
as the optimizer.
Table 4.16 exhibits the KIGD results and the corresponding increment values on 32 in-
stances. The best results highlighted in grey show that PD-KI ranks the first with 17 best
records, followed by KnEA and EMUr with 7 and 5 best records, respectively. Moreover,
PD-KI outperforms others on most problems in terms of the rank sum values. Specifically,
TKR loses on 29 out of 32 instances. EMUr loses its advantages on 23 instances and wins
on 9 out of 32 instances. Similar results can be seen on KnEA. Without the assistance
from KSA, PD is dominated by PD-KI on 24 instances. Especially, PD-KI is competi-
tive in identifying the knee regions on CKP, DO2DK, DEB2DK, PMOP1, PMOP7 and
PMOP10 problems. The results in Table 4.16 also show that most KIGD increment values
are positive and some of them are larger than 5% or even over 40%, which indicates that a
great improvement is achieved on the diversity of the solutions in the knee regions after the
augmentation by KSA, namely, solution A over P in Fig. 4.14. However, PD-KI loses its
advantages on PMOP3 and PMOP4 problems designed with multimodal function, which
are hard to be converged. Hence, KSA performs worse on these problems. Overall, PD-KI
performs better on the diversity performance than other identification methods under the
same number of evaluations.
Table 4.17 presents the KD values and corresponding increment values. KD indicator
evaluates the ability of the identification methods to find the knee candidates close to all
true knee points. The increment values show how much improvement on the KD values
of the augmented population A over the population P in Fig. 4.14. According to the
best values, PD-KI performs the best with 17 best records, followed by EMUr with 9 best
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records out of 32 instances. According to the rank sum values, PD-KI outperforms others
in finding the knee candidates for the true knees on most instances. Specifically, PD-KI
wins 22, 30, 26, and 25 out of 32 instances in comparison with EMUr, TKR, KnEA, and
PD, respectively. The reason is that KSA makes a contribution to PD-KI by providing
an augmented population. It can be seen that the increment values on most instances are
positive and larger than 5% and even over 40%, which indicates that KSA is able to gener-
ate promising solutions close to the true knee points. Specifically, KSA contributes much
on most instances except PMOP4 and PMOP6. Consequently, PD-KI loses its dominance
on PMOP4 and PMOP6 which are hard to converge. Overall, PD-KI outperforms others
on most instances according to the KD values.
In summary, Tables 4.16 and 4.17 show that PD-KI is competitive in identifying the knee
regions on most instances. The experiment also demonstrates that the KSA is able to gen-
erate promising solutions in the knee regions on most instances in terms of the increments
of the KIGD and KD values.
Investigation on KSA for improving the performance of other Identification
methods
The experiment here aims to investigate whether KSA can also improve the performance
of other identification methods in the search of knee candidates based on the augmented
solution sets. Therefore, the results obtained by the identification methods in Tables 4.18
and 4.19are based on the augmented solution set (A) in Fig. 4.14. Notably, the first col-
umn of the increments in Tables 4.18 and 4.19 show average improvement on KIGD and
KD values of the solution set A over the solution set B in Fig. 4.14, respectively. Other
columns of increment values indicates the improvement on KIGD (or KD) values obtained
by different identification methods based on the augmented solution set A over the solution
set B.
Table 4.18 shows the KIGD indicator values and corresponding increment values obtained
by the identification methods based on the augmented solution set (A) provided by KSA.
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Specifically, the first column of the increment values in Table 4.18 show how much the
improvement of the KIGD values of the solution sets (A) obtained by KSA over the pop-
ulation (B) obtained by the optimizer (RVEA). There are 28 positive records against 4
negative records, which means the quality of the solution sets obtained by KSA is higher
than that by the optimizer with respect to the diversity of the solutions in the knee regions.
In other words, KSA is able to improve the diversity of the solutions in the knee regions.
As a result, the performance of other identification methods is also improved. For example,
KnEA has 14 best records. Moreover, the performance of KnEA on 20 instances has been
improved in comparison with the results in Table 4.16. The performance of EMUr and
TKR is also improved, and there are 23 positive against 9 negative records. Consequently,
KSA can also improve the performance of other identification methods in providing diverse
solutions in the knee regions.
Table 4.19 presents the KD values and corresponding increment values obtained by the
identification methods based on the augmented solution set provided by KSA. The first
column of increment values show that KSA is able to generate promising candidates close
to the true knee points on most instances as there are 26 positive against 6 negative
records. The table also shows that the performances of the identification methods are
also improved on most instances. For example, the performances of EMUr, TKR, and
KnEA are enhanced on 21, 22, and 19 instances. According to the rank sum values, the
performances of KnEA and EMUr are greatly improved, both of them attain 13 better
records than PD-KI. Especially, KnEA achieves 13 best records against the 15 best records
obtained by PD-KI. Therefore, KSA is able to improve the performance of other methods
in searching solutions close to the true knee points.
The results from Tables 4.18 and 4.19 demonstrate that the proposed KSA can also enhance
the performance of other identification methods in the search of the knee candidates with
respect to the KIGD, KD and increment indicators.
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4.4 Summary
Most research performs knee identifications on a set of Pareto optimal solutions, implicitly
assuming that the solution set is well-distributed and able to cover all the knee regions.
However, this assumption may fail in practice, because it is challenging to get a large size
of solution set covering the whole PoF, especially when the PoF is complex and high-
dimensional.
To ease the above concern, this study proposes a novel framework to augment the solution
set for knee identification by generating solutions near the promising knee regions. To this
end, a knee-oriented solution augmentation method is firstly proposed. In this method, the
PoF is first transformed into a multimodal auxiliary function whose minima correspond to
the knee points of the PoF; after that, a surrogate model is built to approximate the auxil-
iary function and a peak detection assisted differential algorithm is employed to locate the
basins of the approximated auxiliary function, so that additional solutions in the detected
basins can be generated. Once the knee-oriented solution augmentation is finished, these
new solutions in the objective space are mapped to the decision space with the help of an
inverse model and are evaluated by the original objective functions. Finally, the new solu-
tions are added to update the given solution set. A series of experiments are conducted on
32 benchmark problems. The experimental results demonstrate that the proposed frame-
work is able to provide knee identification methods with promising solutions in the knee
regions, and the proposed knee identification method is competitive in the search of the
knee candidates on most instances.
This chapter has investigated the a posteriori methods on a number of benchmarks. How-
ever, effectively and efficiently a priori search the knee solutions may be more practical.
In next chapter, we will introduce a novel way to do a priori knee identification. Besides,
we will investigate the performance of the proposed approach on a real application, which
will be presented in Chapter 6.
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(a) (b)
(c) (d)
Figure 4.8: The increments of KIGD and KD values are presented in terms of the increase
of the number of evaluations. (a) and (b) are the KIGD and KD increment values in terms
of the solution sets obtained before and after KSA, respectively. (c) and (d) are the all
results of all 20 independent runs.
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(a) (b)
Figure 4.9: The increments of different indicator values are presented in terms of the
increase of the size of population obtained by RVEA. (a) and (b) are the KIGD and KD
increment values in terms of the solution sets obtained before and after KSA, respectively.
(a) (b)
Figure 4.10: The increments of different indicator values are presented in terms of the
increase of the size of population obtained by NSGA-II. (a) and (b) are the KIGD and KD
increment values in terms of the solution sets obtained before and after KSA, respectively.
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(a) (b)
Figure 4.11: The increments of different indicator values is obtained in terms of the given
populations obtained by RVEA by running different number of generations. (a) and (b)
are the KIGD and KD increment values in terms of the solution sets obtained before and
after KSA, respectively.
(a) (b)
Figure 4.12: The increments of different indicator values is presented in terms of the
population obtained by RVEA with the increase of the number of variables. (a) and (b)
are the KIGD and KD increment values in terms of the solution sets obtained before and
after KSA, respectively.
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(a) (b)
Figure 4.13: The increments of different indicator values is presented in terms of the
population obtained by RVEA with the increase of the number of objectives. (a) and (b)
are the KIGD and KD increment values in terms of the solution sets obtained before and
after KSA, respectively.
Figure 4.14: An illustration of the experimental design. A population P is obtained by an
optimizer like RVEA after the maximum number of generations. KSA is performed on P
to get an augmented population A with the limit of maximum number of evaluations, while
population B inherits from P via the same optimizer (RVEA) with the same maximum
evaluations.
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F
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4.18:
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,and
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values.
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Chapter 5
An a Priori Knee Point
Identification Based on Localized
Bi-Dominance Relationships
5.1 Introduction
In Chapter 4, a solution augmentation method is proposed to improve the quality of the
solution set for knee identification. Experiments demonstrate that the proposed method is
able to alleviate the concern from the assumption that the solution set is well-distributed
and able to cover all the knee regions. However, it is an a posteriori way to identify the
knee solutions from a solution set and the accuracy of the identification heavily depends
on the given solution set. Notably, effectively and efficiently a priori search the knee
solutions may be more practical. First, much computing resources can be saved to explore
the interesting regions like the convex knee regions rather than the non-interest regions
such the extreme regions, boundary regions, or concave regions. Second, there is no need to
spend computing resources to do augmentation when a solution set is obtained. Finally, it
may facilitate the decision making by providing the knee candidates once the optimization
is finished.
Accordingly, a priori approaches to the search of knee regions are popular. For example,
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in [103, 104], methods for characterizing knee points with the max-min utility value are
incorporated in the environmental selection. However, the boundary points usually have a
larger utility value than other solutions and will most likely be kept in the environmental
selection, which may mislead the search process. Zhang et al. developed a selection
method for solving MaOPs by prioritizing knee points [69] identified based on the extreme
points [26]. However, the extreme solutions may become dominance resistant solutions
(DRSs) [35] that will seriously slow down the convergence of the population. In [35], the
DRSs are defined as the solutions which are extremely inferior in at least one objective
and there exist very few solutionse that are able to dominate them. The work in [105]
recursively uses the EMU [15] to locate the most promising knee candidates during the
environmental selection. However, this approach also favors the boundary points and DRSs
in the search, which degrades the convergence performance. The angle-based pruning
strategy [106] was adopted to detect the knee regions [107] in the environmental selection,
although the issue of DRSs remains. Most recently, we introduced an α-dominance to
eliminate the DRSs for the search of knee solutions [108]. However, uninterested solutions
like the boundary points and solutions from the concave knee regions will still be selected.
Too much convergence pressure of the modified dominance may degrade the diversity of
the solutions by eliminating the knee candidates in a potential knee regions, so that less
knee regions will be finally preserved.
A common issue as found in the above discussions is that some particular solutions, such
as some extreme and boundary solutions, are detrimental to the effective search of knee
solutions. To address this issue, this work firstly introduces a set of reference vectors to
partition the objective space into a number of subregions. Then, the α-dominance [35]
is applied separately in each subregion to find the potential knee regions and to remove
dominance resistant solutions, thereby guiding the search towards multiple potential knee
regions. Afterwards, a knee-oriented dominance is proposed to identify the knee solutions in
each potential knee region and eliminate the boundary solutions as well as solutions in the
concave knee regions. However, boundary and extreme solutions may be of interest to the
decision-maker. In practice, we can store the boundary and extreme solutions in a separate
archive. After the environmental selection, the reference vectors will be updated according
to the number of associated solutions. With the help of the localized α-dominance together
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with the knee-oriented dominance, the proposed algorithm is able to efficiently locate knee
regions and knee solutions.
The rest of this chapter is organized as follows. Section 5.2 introduces the related defi-
nition, based on which two new dominance relationships are proposed, namely, localized
α-dominance and knee-oriented dominance. A new environmental selection strategy is
then suggested in Section 5.4, in which the population is first sorted based on the localized
α-dominance and further locally sorted according to the knee-oriented dominance before
the environmental selection. Section 5.5 presents the sensitivity analysis and experimental
results, together with a discussion of the comparative results. Section 5.7 concludes the
chapter.
5.2 Proposed Bi-Dominance Relationships
In this section, the definitions of the related relationship is introduced, before we present
two new knee-oriented dominance relationships. All discussions are based on minimization
problems as defined in Definition 2.1 of Chapter 2.
5.2.1 Related Definition
Definition 1 (α-dominance [35]) A solution x is said to α-dominate solution y, denoted
by x ≺α y, if the following condition holds:
∀i ∈ {1, 2, . . . ,m}, gi(x, y) ≤ 0 ∧
∃j ∈ {1, 2, . . . ,m}, gj(x, y) < 0,
(5.1)
where gi(x, y) = fi(x) − fi(y) +
Pm
j 6=i αij(fj(x) − fj(y)), and αij is the predefined bound
of the trade-off rates.
We can see from the above definition, α-dominance makes the Pareto dominance relation-
ship stronger, when α > 0. In Fig. 5.1(a) for instance, p1 ≺α p2 and p1 ≺α p3, although
p1 and p2 are non-dominated according to the Pareto dominance.
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Figure 5.1: (a) An illustrative example of Pareto dominance and α-dominance, where
p1 dominates p3 in terms of both Pareto dominance and α-dominance, while p1 and p2
are non-dominated with each other in terms of Pareto dominance. (b) An example of
localized α-dominance, where the objective space is divided into three subspaces by a set
of reference vectors (L1, L2, L3). As a result, solutions A and B are associated with L1,
C and D with L2, and E with L3. According to the conventional α-dominance, A and E
are non-dominated and the rest are dominated. According to the localized α-dominance,
however, A, C, D, and E are non-dominated with each other, but B is dominated by A.
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5.2.2 Proposed Localized α-dominance Relationship
A solution x is said to localized α-dominate solution y, if the following condition holds:
I(x) = I(y) ∧
∀i ∈ {1, 2, . . . ,m}, gi(x, y) ≤ 0 ∧
∃j ∈ {1, 2, . . . ,m}, gj(x, y) < 0,
(5.2)
where gi(x, y) = fi(x) − fi(y) +
Pm
j 6=i αij(fj(x) − fj(y)), and αij is the predefined bound
of trade-off rates. I is the index of a reference vector, where I(x) = I(y) means that x and
y are associated with the same reference vector. In Fig. 5.2, a sensitive analysis on α is
presented and αij is recommended to set as 0.75 for knee identification [108].
Fig. 5.1 (b) illustrates how the localized α-dominance can change the dominance relation-
ship. If the conventional α-dominance relationship is applied to sort the five solutions in
the plot, then A and E are in the first frontier, and the rest are all in the second frontier.
By contrast, A, C, D and E are non-dominated according to the localized α-dominance
and will be in the first frontier, while B will be in the second frontier.
5.2.3 Proposed Knee-oriented Dominance Relationship
In knee solution detection, it is essential to locate potential knee regions before the knee so-
lutions can be identified. In this section, we introduce a new dominance relationship, called
knee-oriented dominance, that favors solutions in potential knee regions in environmental
selection.
Given two solutions A and B from the convex hull of individual minima (CHIM) , A is
said to knee-oriented-dominate solution B if the following conditions are satisfied.8>>>>>><>>>>>>:
µ(A,B) < 0,
subject to:
µ(A,B) = 〈−−−→NidA,−−→AB〉 − τ · (max{δi(A)}
i=1,...,m
+ min{δi(A)}
i=1,...,m
),
δi(A) = arc tan(
ÈPm
j=1,j 6=i(fj(A)−fj(Nid))2
|fi(A)−max fi(E)−| ),
(5.3)
where µ(A,B) < 0 means solution A knee-oriented-dominates B, δi(A) is an acute angle
determined by the i-th objective value of solution A, the ideal point Nid. The ideal
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(a) αij = 0.0 (b) αij = 0.25 (c) αij = 0.50
(d) αij = 0.75 (e) αij = 1.0
Figure 5.2: (a) – (e) illustrate different parameter α to the performance of localized α
dominance based MOEA, , where the number of subspaces is set to six.
point is defined by fj(Nid) = min fj(E) − , where E = {Ei|i = 1, 2, ...,m}, is the set
of extreme points, and  is a small positive constant 1 to ensure the denominator is not
equal to zero. In the above equation, τ ∈ [1/2, 1] is a parameter controlling the size of the
knee region to be achieved. Fig. 5.3 provides an example of the knee-oriented dominance
relationship between two solutions, where δ3 = min
i=1,...,m
{δi(A)} and δ2 = max
i=1,...,m
{δi(A)}. A
knee-oriented-dominates B, provided that φ is smaller than τ · (δ2 + δ3).
µ(A,B) < 0 in Eq. 5.3 means that solution A knee-oriented-dominates B, if the sum of
these two angles is larger than the acute angle 〈−−−→NidA,−−→AB〉 (when τ = 1). The reason
to choose these two angles is that different knee regions may have different curvatures
and different solutions in the same knee region can have different values of max{δi(A)}
i=1,...,m
1 = E-05.
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Figure 5.3: An illustrative example of the knee-oriented dominance relationship, where φ
is the acute angle between
−−−→
NidA and
−−→
AB, denoted by 〈−−−→NidA,−−→AB〉. Here, δ3 and δ2 are the
min and max angles of solution A
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Figure 5.4: (a) Illustration of three solutions and their dominated regions denoted by the
shaded area. (b) It is shown that more closer a solution to the hyperplane is, the wider its
dominated area will become.
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and min{δi(A)}
i=1,...,m
. In this work, we adopt the maximum and minimum of the m angles to
roughly characterize how big the region should a solution knee-oriented-dominate. Fig. 5.4
(a) shows three solutions A, B and C and their dominated region. We can see that
solutions A and B are non-knee-oriented-dominated from each other, while C is knee-
oriented-dominated by both A and B. We can also see from Fig. 5.4 (a) that the farther a
solution from the hyperplane is, the more likely it is a knee point, and the less likely such
a solution will be dominated by other solutions. Here, we do not use the average of all
δi, i = 1, . . . ,m, simply because the average angle value may be less capable of capturing
the differences of the solutions in different knee regions. As shown in Fig. 5.4 (b), the
dominated area of a solution (shaded area) becomes larger when the solution moves closer
to the hyperplane S.
5.3 Investigation on the Knee-oriented Dominance Relation-
ship
In this work, we use max{δi(A)}
i=1,...,m
+ min{δi(A)}
i=1,...,m
to indicate the size of the area solution A
dominates with the help of the extreme points.
In this section, we provide more justifications for the use of angles in the knee-oriented
dominance relationship. According to the definition of knee points in the convex regions,
the knee points are in the CHIM and have the maximum distance from the CHIM to
the hyperplane. In other words, the distance information changes the partial order of the
solutions in a local region (i.e., CHIM) and the knee solutions have a higher priority to
be selected than their neighbors. Hence, here we investigate the relationship between the
angles of the proposed relationship (like γ in Fig. 5.5) and the distance (D in Fig. 5.5).
In the normalized coordinate system, we assume the objective values of a solution p =
{f1, f2, · · · , fm}, which is below the hyperplane S. Its mapping point on S is p¯ =¦
f1, f2, · · · , 1−
Pm−1
i=1 fi
©
and the extreme point on themth coordinate is Em = {0, 0, · · · , 1},
along the direction of
−−→
oEm. Thus, the vertical distance D from point p to the foot point
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Figure 5.5: An example to illustrate the relationship between angle γ and distance D of
solution p.
p∗ and the angle (γ) between
−−→
pEm and
−→
pp¯ are calculated as follows.
−−→
pEm = (−f1,−f2, · · · ,−fm−1, 1− fm)
−→
pp¯ = (0, 0, · · · , 0, 1−
mX
i=1
fi)
cos γ =
−−→
pEm • −→pp¯−−→pEm • −→pp¯ = 1− fmÈPm−1i=1 f2i + (1− fm)2
D =
1− fm −
Pm−1
i=1 fi√
m
(5.4)
Integrating D into cos γ, we can obtain
cos γ =
√
mD +
Pm−1
i=1 fiÈPm−1
i=1 f
2
i + (
√
mD +
Pm−1
i=1 fi)
2
(5.5)
Assuming C =
Pm−1
i=1 fi and T = (
Pm−1
i=1 fi)
2 +
Pm−1
i=1 f
2
i ,
γ = arccos
√
mD + CÈ
mD2 + 2
√
mCD + T
(5.6)
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If we set χ =
√
mD+C√
mD2+2
√
mCD+T
, the differential relation between γ and D is obtained as
follows.
∂γ
∂D
=
∂γ
∂χ
∗ ∂χ
∂D
=
√
m√
T − C2 ∗
−Pm−1i=1 f2i
(
√
mD + C)2 +
Pm−1
i=1 f
2
i
< 0 (5.7)
Similarly, when the solution is above and on the hyperplane S, let χ = C−
√
mD√
mD2−2√mCD+T ,
then we have the differential relation between γ and D as follows.
∂γ
∂D
=
∂γ
∂χ
∗ ∂χ
∂D
=
√
m√
T − C2 ∗
Pm−1
i=1 f
2
i
(
√
mD − C)2 +Pm−1i=1 f2i > 0 (5.8)
where
D =
fm +
Pm−1
i=1 fi − 1√
m
(5.9)
Eqs. 5.7 and 5.8 indicate that the angles (like γ, i.e., δm in the knee-oriented dominance
relationship) have a positive correlation with the distance when the solutions are below
the hyperplane and a negative correlation when the solutions are above the hyperplane.
In other words, the minimum of the angle corresponds to the solution with the maximum
distance from the solution to the hyperplane in a CHIM. For this reason, the maximum
and minimum angles are adopted in the dominance relationship to sort the solutions, and
therefore they are able to sort the knee candidates out by changing the partial order of
the solutions based on the Pareto dominance. An example is shown in Fig. 5.6, where the
valleys of the line α + β correspond to the knee regions of the PoF, and the minima of
the line to the knees. The size of the valleys (knee regions) are related to the size of the
angles, and consequently τ (˙max δi
i=1,...,m
+ min δi)
i=1,...,m
are utilized to estimate the size of the region
a solution knee-oriented-dominates. In other words, τ (˙max δi
i=1,...,m
+ min δi)
i=1,...,m
in the proposed
knee-oriented relationship is to change the partial order by means of the Pareto dominance
and provides the potential knees with a higher priority to be selected.
The definition of knee-oriented-dominance in Eq. (5.3) and the discussions above assume
that there is one knee region only. One potential issue with such global knee-oriented-
dominance comparison is that solutions in a knee region can be knee-oriented-dominated
by solutions in another knee region that have a larger degree of curvature, leading to
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Figure 5.6: An example to illustrate the relationship between the angles and knees, where
the knees correspond to the minima of the line (α+ β). α and β are the max and min of
δ of the solution on the PoF, respectively.
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Knee point
Figure 5.7: An illustrative example showing the importance of patitioning the objective
space into a number of subspaces in order to keep solutions in multiple knee regions. If
the knee-oriented-dominance is used to compare solutions in the whole objective space,
solution A will dominate all solutions in the knee region in which B is located.
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the loss of knee solutions in the search process. For example, Fig. 5.7 shows three knee
solutions, A, B and C. According to the definition of knee-oriented-dominance, solution B
is knee-oriented-dominated by solution A, and actually, all solutions in the knee region in
which solution B is located are knee-oriented-dominated by A. As a result, all solutions in
the knee region of solution B will get lost during the search, which is not desirable. This
issue can be resolved if the knee-oriented-dominance is applied for comparing solutions in
a local region only. To this end, a set of reference vectors is adopted in this work in the
environmental selection to partition the overall objective space into a number of subspaces
and the knee-oriented dominance comparisons are restricted to each local subspace, thereby
enabling the search towards multiple knee regions. Section 5.4 will detail how to group
solutions before the knee-oriented non-dominated sorting is performed.
5.4 An MOEA Driven by Localized Bi-Dominance Relation-
ships (LBD-MOEA)
In this section, we firstly present the overall framework of the proposed localized bi-
dominance driven MOEA, called LBD-MOEA, followed by descriptions of the details of its
main components. Finally, an analysis of the computational complexity of the algorithm
is given.
5.4.1 Overall framework
The overall framework of LBD-MOEA is presented in Algorithm 4. Firstly, the population
P is initialized and evaluated, followed by the generation of a set of reference vectors in Line
3 and the initialization of the extreme points Ep in Line 4. A number of genetic operations,
including mating selection, crossover, and mutation are then performed from Line 6 to Line
9 to generate an offspring population Q. After that, Q and P are merged into a combined
population R. Then all individuals in R are associated with their closest reference vectors
in Line 11. After that, the bi-dominance driven environmental selection described in Line
12 is applied on R to select the solutions to be passed to the next generation P . Finally,
the reference vectors are updated in Line 13. The above steps (Lines 6 to 13) are repeated
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until the termination condition is satisfied.
The main components of LBD-MOEA include reference vector generation, update of the
extreme solutions, objective partition, bi-dominance driven environmental selection, and
the update of reference vectors. In the following, we present the details of each component.
Algorithm 4: : Overall framework of LBD-MOEA
Input : Population Size: n, termination condition: T, extreme point set: E,
Number of reference vectors: N .
Output: Population: P = {x1, x2, · · · , xn}
1 P = Initialization (n)
2 Evaluation (P )
3 W = Reference− V ector −Generator(N)
4 UpdateExe(E,P ) //*Initialize the extreme points.*//
5 while ¬T do
6 Q = MatingSelection (P )
7 Q = Crossover (Q)
8 Q = Mutation (Q)
9 Evaluation (Q)
10 R = P ∪Q
11 (RI , RC) = Association(W,R)
12 P = BiEnvironmentalSelection (R,n,E,RI)
13 UpdateRef(W,RC) //*Update reference vectors.*//
14 UpdateExe(E,P ) //* update extreme points.*//
15 end
16 Output(P )
5.4.2 Reference Vector Generation
The method for reference vector generation in NSGA-III [59] is adopted in this work, which
is based on the normal-boundary intersection [100]. The number of the reference vectors
(N) is determined as follows.
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Given two predefined positive integers (H1 and H2) and the number of objectives (m),
N =

H1 +m− 1
m− 1

+

H2 +m− 1
m− 1

, (5.10)
where H1 and H2 are introduced to equally divide the boundary layer and inner layer into
H1 and H2 parts, respectively.
Suppose that a point x = (x1, · · · , xm) is generated satisfying the following condition:
mX
i=1
xi = H, xi ∈ N, (5.11)
then the corresponding reference vector vi = (v1, · · · , vm) can be calculated as follows:
vi,j =
xi
H
, j = 1, 2, . . . ,m (5.12)
where H is H1 when reference vectors for the boundary layer are to be generated, and H
is H2 when reference vectors for the inner layer are generated.
5.4.3 Update of Extreme Points
The extreme points are important in knee-oriented dominance comparisons because they
are used for calculating the angles in Eq. 5.3, which need to be constantly updated as the
evolution proceeds.
In this work, the method for detection of extreme points introduced in [142] is adopted
to update the extreme points. Given a solution set P , the extreme point set E =
{E1, · · · , Em} is updated as follows:
Ei = arg min
p∈P
Ì
mX
j=1,j 6=i
(fj(p)− z∗j )2, (5.13)
where z∗i = min
p∈P
fi(p), and i = 1, · · · ,m, m is the number of objectives.
5.4.4 Solution Association
The association operator is to partition the objective space into a number of subregions,
where each solution is associated with its closest reference vector. This work adopts the
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association method presented in [59], which is defined as follows:
RI(x) = argmin
i=1,··· ,N
‖z(x)− (Nid − d · vi)‖
RC(vi) = count(RI(P ) == i)
where
d =
‖(Nid −z(x))T vi‖
‖vi‖
(5.14)
where vi is the i-th reference vector in the reference set and i = 1, . . . , N . Nid is the ideal
point. RI records the indices of the reference vectors of solution x, and RC is the number
of solutions associated with each reference vector.
5.4.5 Bi-dominance Driven Environmental Selection
The proposed bi-dominance driven environmental selection is detailed in Algorithm 5,
which consists of two major steps. One is to sort the population using the localized α-
dominance relationship (Line 3), and the other is to re-sort the solutions in the critical
frontier resulting from the first step using the localized knee-oriented-dominance (Line 8).
Refer to the next paragraph for a definition of the critical front.
In the first step in Algorithm 5, the population is divided into a number of sub-populations
using a set of reference vectors. Each sub-population is sorted separately using the α-
dominance so that each individual is assigned a front number. The sub-populations are
then combined and divided into a number of fronts according to their front number (Line
3). Then, the solutions are selected front by front according to their front number in an
ascending order (refer to Lines 5 – 6). The selection continues until it starts to select
solutions from the critical front denoted by Lı. The critical front is defined as the last
front from which only pat of its solutions will be selected, i.e., |Lı| ∧ |P | > n, where n is
the population size, Lı is the number of solutions in the critical front, and P is the number
of solutions that have been selected so far (Line 8 of Algorithm 5).
The second step of Algorithm 5 is the knee-oriented dominance based selection (Line 8
of Algorithm 5). In this step, the algorithm is going to select n − |P | solutions from the
critical front, which becomes more important for identifying multiple knee regions when
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most solutions are on the critical front after the localized α-dominance based sorting.
While the first step is mainly to drive the population towards the Pareto front, the second
step is meant to select a set of solutions from each knee region close to the knee point,
and discard boundary solutions and the solutions in concave regions. The details of knee-
oriented dominance based selection are presented in the next subsection.
Algorithm 5: : BiEnvironmentalSelection
Input : Population: R = {x1, x2, · · · , xr}, output population size: n ≤ r,
extreme point set: E, indices of the reference vectors: RI .
Output: Population: P = {x1, x2, · · · , xn}
1 P = ∅
2 //* Do localized α-dominance sorting.*//
3 α_nondominatedSorting (R,RI) = {L1, L2, · · · }
4 foreach Lı ∈ {L1, L2, · · · } do
5 if |P |+ |Lı| ≤ n then
6 P = P ∪ Lı
7 else
8 //*Do localized knee-oriented dominance selection on critical layer.*//
P = P ∪KDSelection (Lı, n− |P | , E,RI)
9
10 end
5.4.6 Localized Knee-oriented-dominance based Selection
The localized knee-oriented dominance based selection consists of four steps. First, so-
lutions on the critical front are again divided into the sub-populations according to the
reference vectors each individual is associated with in the localized α-dominance based
sorting. Second, the solutions in each sub-population are re-sorted according to the knee-
oriented-dominance relationship and a front number is assigned to each solution. As pre-
viously discussed, the localized α-dominance based sorting is able to prevent a knee region
having a large curvature from dominating other knee regions. Third, the sorted solutions
in different sub-populations are combined again, which are then grouped into a number of
sub-frontiers according to their knee-oriented-dominance front number. Then, the crowd-
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ing distance is calculated for individuals on each sub-front. By now, all solutions on the
critical front are sorted into sub-fronts according to their front number in an ascending or-
der and solutions on the same sub-front are sorted according to the crowding distance in a
descending order. Finally, the knee oriented selection can be completed based on the rank
of the sub-frontiers at first and then based on the crowding distance, similar to the selection
in the non-dominated sorting based genetic algorithm (NSGA-II) [27]. Algorithm 6 lists
the pseudo code of the knee-oriented-dominance based selection, where the knee-oriented
sorting is a non-dominated sorting that uses the proposed knee-oriented dominance instead
of the Pareto dominance as used in NSGA-II.
Algorithm 6: : KDSelection
Input : Population: L = {x1, x2, · · · , xl}, output population size: ` ≤ l,
extreme point set: E, the set of indices of the solutions: RI .
Output: Population: P = {x1, x2, · · · , x`}
1 P = ∅
2 U = {L1,L2, · · · } ∧L1 = ∅,L2 = ∅, · · · . //* A set of empty lists in U .*//
3 CR : {CR1, · · · , CRk} = Grouping(RI) //*Do grouping on the solutions from the
critical layer by using the indices of their associated reference vectors.*//
4 foreach CRi ∈ CR do
5 KDdominanceSorting (CRi) =
¦
Si1, S
i
2, · · ·
©
//*Do localized knee-oriented
sorting on each sub-population.*//
6 U =
¦
Si1 ∪L1, Si2 ∪L2, · · ·
©
7 end
8 foreach Li ∈ U ∧ |P | < ` do
9 if |P |+ |Li| ≤ ` then
10 P = P ∪Li
11 else
12 P = P ∪ CrowdingDistance (Li, `− |P |)
13
14 end
Fig. 5.8 (a) gives an example of selecting solutions from the critical front using the localized
knee-oriented-dominance sorting. In this example, ten solutions on the critical front are
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f1
f2
1st cluster
2nd cluster
3rd cluster
(1,1)
(1,2)
(1,2)
(2,1)
(2,2)
(3,3)
(3,1)
(3,2)
(4,1)
(4,2)
4th cluster
(a) (b)
Figure 5.8: (a)An illustration of the localized knee-oriented-dominance based selection on
the critical front. Ten solutions are first grouped into four sub-populations, sorted sepa-
rately using the knee-oriented-dominance, and assigned a sub-front number. The sorted
solutions are combined again and sorted into three layers based on their sub-front number,
where these layers consist of the solutions highlighted in different shapes and colors. Each
solution is assigned with two numbers. The first number indicates the sub-population the
solution is grouped into and the second number is its sub-front number. (b) An illustration
of the crowding distance, where A,B,C,D,E are the solutions, and a, b, c, i, j, k represent
the distances computed according to the research [27].
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grouped into four sub-populations. Then, solutions in each sub-population are sorted into
sub-fronts according to the knee-oriented-dominance. For instance, three solutions in the
first sub-population are sorted into two sub-fronts, where solution (1,1) means a solution
in sub-population 1 has been assigned a front number 1 (the first sub-front), while two
solutions, both labelled (1,2), are assigned a front number of 2. Similarly, the two solutions
in sub-population 2 are sorted into two sub-fronts, the three solutions in the third sub-
population are sorted into three sub-fronts, and the two solutions in sub-population 4 are
sorted into two sub-fronts. Afterwards, the ten solutions are combined again and sorted
into three sub-fronts. That is, four solutions labelled (1,1), (2,1), (3,1), and (4,1) are on
the first sub-front, five solutions labelled (1,2), (2,2), (3,2), and (4,2) are on the second
sub-front, and one solution labelled (3,3) is on the third sub-front. Then, the crowding
distance will be calculated for solutions on the same sub-front. For example, if seven out
of ten solutions need to be selected for the next generation in Fig. 5.8 (a), the solutions
highlighted in red circles in the first sub-front will be selected at first, then three out of
five solutions from the second sub-front (consisting of the solutions highlighted in green
triangles) will be chosen according to their crowding distances. Hence, solution (1,2) (the
one that is closer to the f2 axis in the 1st cluster), solution (3,2) in the 2nd cluster, and
solution (4,2) in the 4th cluster will be selected since their crowding distances are the three
largest among all solutions on the same front. Another example is shown in Fig. 5.8 (b) to
illustrate the crowding distance when there are Pareto dominated solutions, where solution
D Pareto dominates C. According to the crowding distance defined in [27], solutions A and
E are the global extreme points and assigned with an infinitely large crowding distance,
while the crowding distance of B,C,D is a + j, b + k, and i + c, respectively. Hence,
solutions A,B,D,E having a larger crowding distance than C are selected, if four out of
five solutions need to be selected.
A pilot study is conducted to verify that the proposed knee-oriented selection is able to
help drive the population towards the Pareto front in the early search stage and then
guide the population to knee regions in the later search stage. To this end, we replace the
crowding distance in NSGA-II with the proposed knee-oriented sorting, called KD-MOEA
and compare the convergence performance of KD-MOEA with NSGA-II in terms of the
knee-driven dissimilarity (KD) [139] a knee-oriented benchmark problem (PMOP2) [139]
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(a) 3-objective (b) 5-objective (c) 8-objective
Figure 5.9: The KD values of the solutions obtained by KD-MOEA and NSGA-II over the
generations on PMOP2 with three, five, and eight objectives.
(a) 3-objective (b) 5-objective (c) 8-objective
Figure 5.10: The KD values of the solutions obtained by LBD-MOEA and its variant
(LBD-MOEA*) over the generations on PMOP2 with three, five, and eight objectives.
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with three, five and eight objectives, respectively. The experimental results are plotted
Fig. 5.9, respectively. Recall that KD describes the obtained solution set whether contains
at least one solution close to each true knee point of the Pareto front, and the smaller the
KD value, the better the performance.
Fig. 5.9 shows that KD-MOEA and NSGA-II perform very differently on the three-, five-
and eight-objective PMOP2 test instances, where the knee regions with slightly different
degrees of convexity are distributed on an asymmetrical PoF, illustrating three typical
different cases in search for knee regions. Both KD-MOEA and NSGA-II converge quickly
in terms of KD on the three-objective PMOP2, as shown in Fig. 5.9 (a), since the Pareto
dominance works well for driving the population to the Pareto front for three-objective
problems. However, since the selection strategy in NSGA-II is not meant for finding knee
regions, its performance in terms of KD is poor because the solutions that are not in a knee
region will also be kept in the final population. By contrast, the knee-oriented dominance
in KD-MOEA favoring knee solutions will discard solutions not in a knee region, resulting
in a much better KD value than that of NSGA-II. Furthermore, the difference in Fig. 5.9
(b) becomes more apparent as the number of objectives increases, in which case the number
of the knee regions also significantly increases. Notably, in Fig. 5.9 (c), the KD values of
both algorithms increase in the initial stage of the search. This is because the solutions
in the high-dimensional objective space are easily Pareto non-dominated, especially in the
early search stage. However, the KD value of KD-MOEA decreases quickly in the middle
stage and is close to zero in the final stage of the search, indicating that the knee-oriented
sorting is able to guide the population towards the PoF and find the knee candidates in
the knee regions of the PoF.
Another pilot study is to verify that the proposed knee-oriented dominance can improve the
search of the potential knee regions after the α-dominance sorting, so that we compare the
LBD-MOEA embedded with both localized α-dominance and knee-oriented dominance,
and LBD-MOEA* without the knee-oriented dominance. From Fig. 5.10, we can see that
both algorithms converge fast to the PoF according to the KD values, which indicates that
both algorithms are able to drive the subpopulation towards the potential knee regions.
By contrast, LBD-MOEA has better KD performance than LBD-MOEA* on PMOP2 with
three, five, and eight objectives, mainly because the knee-oriented dominance can help the
119
120Chapter 5. An a PrioriKnee Point Identification Based on Localized Bi-Dominance Relationships
(a) 3-objective (b) 5-objective (c) 8-objective
Figure 5.11: The KIGD values of the solutions obtained by LBD-MOEA and its variant
(LBD-MOEA′) over the generations on PMOP2 with three, five, and eight objectives.
search concentrate on the potential knee regions. Consequently, LBD-MOEA will find
better knee candidates in the knee regions than the LBD-MOEA* in the final stage of the
search of knee candidates.
5.4.7 Reference Vector Update
The reference vectors are updated at each generation to make sure that the partition of the
sub-population roughly reflects the distribution of the knee regions, which is unknown in
the beginning. Refer to Line 13 of Algorithm 4. During the optimization, some reference
vectors may have no solution associated with, which may indicate that these regions are
not of interest in terms of search for knee regions. Consequently, it is essential to update
of the reference vectors.
In this work, reference vectors with no solution or only one solution associated with will be
updated (Line 13 of Algorithm 4). Reference vectors having no solution associated with will
be replaced with a random vector, e.g., v = (r1/
Pm
i=1 ri, · · · , rm/
Pm
i=1 ri), ri = rand(0, 1)
and i = 1, . . . ,m. In addition, reference vectors associated with one solution will also be
updated in the following way. Given a solution p whose objectives are (f1(p), · · · , fm(p)),
the reference vector is updated by v = (f1(p)/
Pm
i=1 fi(p), · · · , fm(p)/
Pm
i=1 fi(p)). An
example is shown in Fig. 5.11 to investigate the diversity performance of LBD-MOEA and
its variant (LBD-MOEA′ with fixed reference vectors) on PMOP2 with three, five and eight
objectives, respectively. The plots show that the KIGD values of LBD-MOEA is smaller
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(a) τ = 1/2 (b) τ = 2/3 (c) τ = 3/4 (d) τ = 1.0
Figure 5.12: Comparison of the performance of the knee-oriented dominance based selection
on CKP with different settings of parameter τ .
than that of its variant. KIGD [139] evaluates the diversity of the solutions covering the
knee regions, and the smaller the KIGD value, the better the performance. The results
indicate that the strategy to update the reference vectors can improve the diversity of
LBD-MOEA in search for more potential knee regions. As a result, the algorithm is able
to explore potential knee regions and the ability to identify knee points is enhanced.
5.4.8 Computational Complexity
The computational complexity of LBD-MOEA comes mainly from the knee-oriented envi-
ronmental selection, which consists of the localized α-dominance sorting and knee-oriented
sorting. The localized α-dominance sorting follows the same procedure of the Pareto non-
dominated sorting [27] whose complexity is O(n2 ×m). But the calculation of gi(x, y) in
α-dominance introduces an additional complexity of O(m) on each objective. Therefore,
the complexity of the α-dominance based non-dominated sorting is O(n2 ×m2), where n
and m are the population size and the number of objectives, respectively. In the knee-
oriented selection, the angle between two solutions needs to be calculated, which requires a
computational complexity of O(m). Note, however, that the knee-oriented sorting is only
applied on the critical front. The worst case occurs when all solutions are on the critical
front. Thus, the complexity of knee-oriented sorting is O(n2 ×m). The complexity of the
crowding distance is O(m× n log n).
Overall, the expected computational complexity of LBD-MOEA is O(n2 ×m2).
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Table 5.1: The first test set include four suites, namely, DO2DK, DEB2DK, CKP, and
DEB3DK. The second set is the PMOP suite containing 14 functions . “(−)” means that
the instance does not have the particular parameter. ∞ means that the knee region is
degenerated. r(x) and k(x) are the basic knee function to control the shapes and number
of the knee regions.
Instance
No.of.Obj. No.of.Var. Parameter in r(x)
Properties
No. of convex knees
(m) (n) (K) (KN )
DO2DK 2 m+ 5 (K = 3, 4) Convex basic shape, Unimodal, Separable, Continuous PoF, K
DEB2DK 2 m+ 5 (K = 4, 5) Concave basic shape, Unimodal, Separable, Continuous PoF K
CKP 2 m+ 5 (K = 4, 5) Concave basic shape, Unimodal, Separable, Discontinuous PoF K
DEB3DK 3 m+ 9 (K = 2, 3) Concave basic shape, Unimodal, Separable, Discontinuous PoF K2
Instance
No.of.Obj. No.of.Var. Parameter in k(x)
Properties No. of convex knees
(m) (n) (A,B, s, p, l)
PMOP1 3, 5, 8 m+ 9 (4, 1, -1, 1) Linear basic shape, Unimodal, Nonseparable, Complex PoF dA2 em−1
PMOP2 3, 5, 8 m+ 9 (4, 1, 2, 1) Concave basic shape, Unimodal, Separable, Complex PoF dA2 em−1
PMOP3 3, 5, 8 m+ 9 (4, 1, 2, 1) Convex basic shape, Multimodal, Separable, Complex PoF dA2 em−1
PMOP4 3, 5, 8 m+ 9 (6, 1, -1, 1) Concave basic shape, Multimodal, Nondifferentiable, Separable, Complex PoF bA+13 cm−1
PMOP5 3, 5, 8 m+ 9 (1, 1, 2, 1, 12) Linear basic shape, Multimodal, Nonseparable, Nondifferentiable, Complex PoF (2 ∗A)m−1
PMOP6 3, 5, 8 m+ 9 (2, 1, 2, 1) Convex basic shape, Multimodal, Separable, Unique knee region (A− 1)m−1
PMOP7 3, 5, 8 m+ 9 (4, 1, 2, 1) Linear basic shape, Multimodal,Nonseparable, Complex PoF dA2 em−1
PMOP8 3, 5, 8 m+ 9 (4, 1, 2, 1) Concave basic shape, Multimodal, Separable, Complex PoF dA2 em−1
PMOP9 3, 5, 8 m+ 9 (2, 1, 2, 1) Convex basic shape, Unimodal, Nonseparable, Unique knee region (A− 1)m−1
PMOP10 3, 5, 8 m+ 9 (1, 1, 2, 1, 12) Linear basic shape, Multimodal,Nonseparable, Complex PoF (2 ∗A)m−1
PMOP11 3, 5, 8 m+ 9 (4, 1, 2, 1) Concave basic shape, Unimodal, Nonseparable, Complex PoF dA2 em−1
PMOP12 3, 5, 8 m+ 9 (4, 1, 2, 1) Convex basic shape, Multimodal, Separable, Complex PoF dA2 em−1
PMOP13 3, 5, 8 m+ 9 (2, 1, -2, 1) Linear basic shape, Unimodal, Separable, Degenerated knee region ∞
PMOP14 3, 5, 8 m+ 9 (2, 1, -1, 1) Linear basic shape, Multimodal, Separable, Degenerated knee region ∞
5.5 Experimental Results and Discussion
5.5.1 Experimental Setting
To examine the performance of LBD-MOEA, six knee identification algorithms are com-
pared, including KD-MOEA, a variant of NSGA-II replacing the crowding distance with
the proposed knee-oriented selection, TKR [104], EMUr [105], KnEA [69], K-ASA [106],
and α-MOEA-KI [108]. All parameters are set following the recommended settings in the
original papers. Specifically, TKR uses mobile reference points and a utility function to
search the knee candidates, where the utility is based on the ratio between the improvement
and deterioration when the objectives of two solutions are exchanged, where a cleaning pa-
rameter is set to 0.001. EMUr recursively uses the expected marginal utility to detect knee
regions and the internal solutions will be kept for comparison, where the number of weight
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vectors is set the same as the population size. KnEA is based on the distance from the
solution to the hyperplane constructed by the extreme points [26] and the knee identifica-
tion will continue on the final set, where the rate of knee points is set to 0.5 as the same
as the default setting. K-ASA adopts the angle-based pruning strategy for the search of
knee regions, where threshold of the angle size is set to 0.95 for two-objective, and 0.90 for
three- and many-objective problems. α-MOEA-KI uses a localized α-dominance for the
search of knee regions, where α is suggested to set to 0.75. The (H1, H2) in this work is set
to (1, 5), (1, 3), (1, 2), and (1, 3) for reference vector generation for the problems with two,
three, five, and eight objectives, respectively. The corresponding population size is set to
100, 105, 126 and 156. In the experiments, the binary tournament selection is applied as
the mating selection. The distribution indices in both the simulated binary crossover and
polynomial mutation are set to 20. The crossover probability and mutation probability are
set to 1.0 and 1/n, respectively, where n is the number of decision variables.
Two sets of knee-oriented benchmarks are introduced. The first set includes DO2DK [15],
CKP [101], DEB2DK [15], and DEB3DK [15]. The second set is the PMOP test suite
recently proposed in [139]. The former is mainly designed for the knee identification in two-
and three-objective problems. The latter is for the identification of knees in high-dimension
objective spaces. All parameter settings are presented in Table 5.1, where m and n are
the number of objectives and decision variables, respectively. (A,B, s, p) and (K, l) are
the parameters of the basic knee functions in different sets of benchmarks to control the
shape and number of the knee regions. Each algorithm is executed for 30 independent
runs on each test instance. The termination is set to 1000 generations for the first set
of benchmark problems, except for DO2DK with 5000. For the second set (PMOP test
suite), the maximum number of generations is set to 3000 for PMOP1-PMOP3, PMOP6-
PMOP9, and PMOP13, 5000 for PMOP10-PMOP12 and PMOP14, and 10000 for PMOP4
and PMOP5, respectively. In the comparative experiments, the Wilcoxon rank sum test (a
significance level is 0.05) is adopted to analyze the results, where “+”, “−”, and “≈” indicate
that the result is significantly better, significantly worse and statistically comparable to
the solutions obtained by LBD-MOEA, respectively.
All the compared algorithms are run on the PlatEMO [141] in Matlab 2018b using the CPU
with an Intel(R) Core(TM) i5-8250U CPU @ 1.8GHz and 8.00 GB RAM. The operation
123
124Chapter 5. An a PrioriKnee Point Identification Based on Localized Bi-Dominance Relationships
system is the 64 Microsoft Windows 10 on a 64-bit processor.
5.5.2 Performance Indicators
For quantificationally analyzing LBD-MOEA, three knee-oriented indicators from [139]
are adopted for performance evaluation, including the knee-driven generational distance
(KGD), knee-driven inverted generational distance (KIGD), and the knee-driven dissimi-
larity (KD). The KGD defined in Eq. 3.29 evaluates the proximity of the obtained solutions
to the reference points in the knee regions of the Pareto front. The KIGD defined in Eq.
3.30 measures the diversity of the obtained solutions covering the knee regions. The KD
defined in Eq. 3.31 describes the obtained solution set whether contains at least one solu-
tion close to each true knee point. The smaller the values of the indicators are, the better
the performance of the algorithm is.
5.5.3 Relationship Between Localized Bi-dominance Relationships and
Pareto Dominance Relationship
In Section 5.4.5, the bi-dominance relationships driven environmental selection is intro-
duced. This section aims to investigate the relationship between the proposed bi-dominance
relationships and the Pareto dominance relationship. Above all, the dominance compar-
isons between the solutions in the proposed algorithm are conducted in a local group
or cluster where solutions are associated with the same reference vector. The localized
α-dominance sorting is conducted first and then the localized knee-oriented sorting is
performed on the critical layer (the last layer to be selected during the environmental
selection). Refer to Algorithms 5 and 6 for more details.
Property 1 Given two solutions p1 and p2 in the same cluster, p1 dominates p2 according
to the bi-dominance relationships if p1 Pareto dominates p2.
Proof: if p1 ≺ p2, then ∀i ∈ {1, 2, . . . ,m}, fi(p1) ≤ fi(p2) ∧ ∃j ∈ {1, 2, . . . ,m} : fj(p1) <
fj(p2); =⇒ fi(p1)−fi(p2) ≤ 0 and ∃j ∈ {1, 2, . . . ,m} : fj(p1) < fj(p2), and fi(p1)−fi(p2)+Pm
j 6=i αij(fj(p1)−fj(p2)) ≤ 0, where αij is positive. Consequently, p1 ≺α p2. Furthermore,
µ(p1, p2) < 0 is also satisfied, because the knee-oriented dominance is performed after the
α-dominance sorting.
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Property 2 Given two solutions p1 and p2 in the same cluster, p1 Pareto non-dominates p2
if p1 and p2 are non-dominated according to the bi-dominance relationships.
Proof: p1 ⊀α p2 and µ(p1, p2) > 0, so the following two conditions are satisfied:
1. ∃i ∈ {1, 2, . . . ,m}, fi(p1) − fi(p2) +
Pm
j 6=i αij(fj(p1) − fj(p2)) > 0. In other words,
at least fi(p1) − fi(p2) > 0 or
Pm
j 6=i αij(fj(p1) − fj(p2)) > 0. Consequently, ∃j ∈
{1, 2, . . . ,m} : fj(p1) > fj(p2).
2. ∃k ∈ {1, 2, . . . ,m}, fk(p1)− fk(p2) +
Pm
j 6=k αkj(fj(p1)− fj(p2)) < 0. In other words,
∃j ∈ {1, 2, . . . ,m} : fj(p1) < fj(p2).
Therefore, p1 ⊀ p2 is satisfied given the above conditions.
Property 3 Given two solutions p1 and p2 from two different clusters, Properties 1 and 2
are not satisfied.
Proof: According to the localized bi-dominance relationships, solutions from different clus-
ters are denoted as non-dominated, while p1 can dominates or non-dominate p2 in the
terms of the Pareto dominance.
In summary, the bi-dominance relationship is compliant with the Pareto dominance in a
CHIM or cluster. But the proposed bi-dominance relationships are not compliant with
the Pareto dominance when the solutions from different CHIM or clusters are selected for
comparison.
5.5.4 Sensitivity Analysis
In this section, we conduct a sensitivity analysis on the parameter τ in the proposed knee-
oriented dominance relationship, on the number of reference vectors as well as the number
of objectives.
Sensitivity Analysis on Parameter τ
In Eq. 5.3, there is a parameter τ in the knee-oriented dominance. It weights max δi(A) +
min δi(A) to control the size of the knee region to obtain, and 0.0 < max δi(A)+min δi(A) <
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pi. Note that we usually are interested in the solutions in a certain neighborhood of the
knee point in each knee region.
Specifically, max δi(A) + min δi(A) equals pi or 0.0 when the solution is the nadir point or
the ideal point, respectively. Besides, max δi(A) + min δi(A) = pi/2 when the solution is
on the hyperplane constructed by the extreme points, and max δi(A) + min δi(A) = pi/4
when the solution is the extreme point. Furthermore, when the max δi(A) + min δi(A) of a
solution A is close to 0.0, then the solution is more likely to be kept during the comparison
but the solutions above the hyperplane need a large dominated angle to make themselves
to be non-dominated. In order to keep the information of the extreme points, the range of
max δi(A) + min δi(A) should be adjusted to (pi/4, pi) to acquire more solutions.
Consequently, the range of τ ∗(max δi(A) + min δi(A)) is (τ ∗pi/4, τ ∗pi), which is the range
of the dominated angle of a solution located in different regions of the objective space. To
enlarge the dominated area of a solution (the smallest and the largest non-dominated
angle of a solution in the sense of Pareto dominance are pi/2 and pi, respectively), then
pi/2 ≤ (τ ∗ pi/4, τ ∗ pi) ≤ pi. Namely, τ ∗ pi/4 ≥ pi/2 and τ ∗ pi ≤ pi. Thus the range of τ is
[1/2, 1]. When τ is close to 1.0, the dominated angle of a solution in a knee region is close
to pi. When τ is close to 1/2, the knee-oriented dominance will not be able to distinguish
a knee solution from non-knee solutions. As a result, the knee-oriented-dominance is the
same as Pareto dominance. When τ is in (1/2, 1), the search will focus more on the knee
regions. In Fig. 5.12, different settings of τ result in different sizes of the obtained knee
regions on the CKP problem [101],
A simple self-adjusting strategy on τ is proposed as follows. If ζi/ζ is smaller than Cj/(2∗n)
and 1/2, then τ is set to be 1/2. Otherwise, τ = ζi/ζ −Cj/(2 ∗ n), where Cj is the size of
the j-th sub-population associated with the j-th reference vector, and n is the population
size. ζi means the times of the evaluations of the current generation, and ζ is the maximum
number of evaluations. 2 ∗ n is to make sure that the size of the sub-population is smaller
than the size of the whole population.
According to the above self-adjusting strategy, different τ values are set for different sub-
populations in different stages of the optimization. In the initial stage of the optimization, a
smaller τ is set to preserve more information about the knee regions. As the optimization
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proceeds, the search needs to be more focused on the knee regions. Thus, τ gradually
increases as the search proceeds. At the final search stage, τ is close to 1.0 to identify the
knee point of each knee region.
Sensitivity to Number of Reference Vectors
In the search of knee regions, the number of possible knee regions to be located is one
type of preference information commonly specified by the decision maker [105]. Here we
investigate the influence of the number of reference vectors on the performance of the prop.
The experiments are executed for 30 independent runs on PMOP2 with eight objectives,
using the same settings in Section IV-A but with different number of reference vectors.
Note that PMOP2 with eight objectives has 128 knee regions.
Figs. 5.13 (a) – (c) present the results of LBD-MOEA in terms of the KGD, KIGD and
KD values, as the number of reference vectors increases. It can be seen that the three plots
show similar tendencies. Specifically, a slight decrease of the indicator values occurs when
the number of reference vectors increases from nine to 128, then the values significantly
increase when the number of reference vectors increases from 156 to 338. The decease
of the value means the increase of the performance of LBD-MOEA when the number of
reference vectors is less than the number of knee regions. It is mainly because more knee
regions will be explored when the number of reference vectors increases. By contrast, the
performance of the proposed method degrades when the number of reference vectors is
more than the number of knee regions. The reason is that each solution may be associated
with a reference vector and few solutions will be associated with the same reference vectors.
As a result, little exploration can be performed in the potential knee regions, when the
number of reference vectors is larger than the size of the population.
In summary, LBD-MOEA performs well when the number of reference vectors is close to
or smaller than the number of knee regions but will fail to locate the knee regions when
the number of reference vectors is larger than the size of population.
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Figure 5.13: The KGD, KIGD, and KD performance of LBD-MOEA over different numbers
of reference vectors.
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Figure 5.14: The KGD, KIGD, and KD performance of LBD-MOEA on PMOP2 with
three, five and eight objectives.
Sensitivity to Number of Objectives
This section investigates the sensitivity of the proposed algorithm to the number of objec-
tives. 30 independent runs are conducted on PMOP2 with three, five and eight objectives
with a fixed number of generations (3000) and a fixed population size (105). The num-
bers of reference vectors for PMOP2 with three, five and eight objectives are 39, 40 and
44, respectively, where the corresponding (H1, H2) is set to (1,7), (1,3) and (1,2) for the
generation of reference vectors.
Figs. 5.14 (a) – (c) present the boxplot of the results in terms of the indicators (KGD,
KIGD and KD). The smaller the indicator values are, the better performance the algorithm
achieves. Three plots show the similar tendencies on the results when the number of
objectives increases. Specifically, the median values increase apparently when the number
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of objective increases from three to five. It indicates that the performance of LBD-MOEA
degrades as the number of objectives increases, which is mainly because the number of
knee regions also increases with the increase of the number of objectives, as presented in
Table 5.1. As a result, the convergence, diversity and closeness of the population towards
the knee regions or knee points will deteriorate. There are exceptions on PMOP2 with
three objectives, which may be due to the large number of reference vectors, because the
number of reference vectors associated with no solution may be randomly sampled to some
uninterested regions. By contrast, the indicator values slightly decrease when the number
of objectives increases from five to eight. It means that the performance of LBD-MOEA
increases to some extent, resulting from relatively little waste of computing resources on the
reference vectors during the optimization. In other words, the number of reference vectors
is 44 and that of the knee regions is 128, so that few of reference vectors are associated with
no solution. Consequently, much more detection will be performed to search the potential
knee regions. The outliers reflects that some knee regions may be detected in some single
runs and LBD-MOEA cannot detect all knee regions when the number of objectives is
eight.
In summary, locating all knee regions in high dimensional objective space is challenging and
the performance of LBD-MOEA degrades with the increase of the number of objectives.
5.6 Experimental Results and Analysis
This section aims to compare the performance of LBD-MOEA in comparison with six knee
identification methods in terms of three knee-driven indicators, KGD, KIGD, and KD.
The experiments are conducted on two sets of problems listed in Table 5.1. Tables 5.2
– 5.4 present the comparative results (mean and variance values) obtained by the seven
algorithms on 50 test instances with two, three, five, and eight objectives.
5.6.1 Comparison with KGD Indicator
The KGD values of the seven algorithms are presented in Table 5.2. The results indicate
that LBD-MOEA performs best according to the best values and rank values in comparison
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with the other six algorithms. Specifically, LBD-MOEA ranks the first with 20 best records,
followed by K-ASA and α-MOEA-KI with 12 and 10 best records, respectively. According
to the rank sum test, LBD-MOEA achieves better convergence performance on 42, 44, 47
and 40 out of 50 instances than TKR, KnEA, EMUr and KD-MOEA, respectively. It may
be because TKR, KnEA and EMUr favor the extreme solutions or boundary solutions,
which may easily become DRSs. As a consequence, these solutions may deteriorate the
convergence performance. Specifically, TKR uses the ratio between the improvement and
deterioration when the objectives of two solutions are exchanged, and since the solutions
from the extreme regions have a larger ratio, they are more likely to be selected during the
environmental selection. KnEA uses the extreme solutions to construct the hyperplane and
locates the knee candidates that have the maximum distance to the hyperplane. In EMUr,
the expected marginal utility value of the boundary points are larger than that of some
solutions in the knee regions. Additionally, KD-MOEA may preserve the solutions from the
concave regions when the parameter to control the dominated area of a solution is small,
in which case the preserved solutions may mislead the search process and further degrade
the convergence performance. In contrast, LBD-MOEA adopts the localized α-dominance
based non-dominated sorting during the environmental selection, which is able to get rid
of the DRSs. LBD-MOEA outperforms α-MOEA-KI on most problems too, which also
adopts the localized α-dominance. This may be attributed to the proposed knee-oriented
selection used by LBD-MOEA, which can drive the population towards the knee regions
and eliminate boundary solutions and solutions in the concave regions. K-ASA performs
worse than LBD-MOEA on 34 instances. K-ASA adopts a angle-based pruning strategy in
the environmental selection. However, the angle between an extreme point (or a boundary
point) and its adjacent solution can be very small, and consequently, the boundary points
will be kept according to the pruning strategy. Because of this selection strategy, the
boundary points may become the DRSs and the convergence of K-ASA may be degraded
by the DRSs. The performance of LBD-MOEA is worse than that of other algorithms
on some problems such as PMOP5 and PMOP6. PMOP5 has many knee regions close
to each other, which will make LBD-MOEA perform much local search, slowing down
the convergence speed. On the contrary, PMOP6 only has one global knee region. As a
result, many reference vectors do not have any solutions associated with them and they
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are frequently adjusted, degrading the search performance of LBD-MOEA. Overall, the
experimental results demonstrate that LBD-MOEA can effectively guide the evolutionary
search to find the knee regions on the majority of the test functions investigated in this
study compared with six state-of-the-art algorithms.
5.6.2 Comparison with KIGD Indicator
Table 5.3 presents the comparative results in terms of the KIGD indicator. The results
show that LBD-MOEA outperforms others on most instances. According to the best
records, LBD-MOEA achieves the best with 21 best records, while α-MOEA-KI ranks the
second with 9 best results. According to the rank values, LBD-MOEA has better diversity
performance over 36, 40, 40, 42, 32, and 39 out of 50 instances compared with TKR,
KnEA, EMUr, K-ASA, α-MOEA-KI, and KD-MOEA, respectively. LBD-MOEA shows
better performance on most PMOP test problems including PMOP1-PMOP4, PMOP7-
PMOP13. Most of them are multimodal and have more knee regions than other test
functions such as PMOP6, making it more challenging for a search algorithm to find the
knee regions of these test problems. Thus, the better performance of LBD-MOEA on the
PMOP test problems can be attributed to the fact that it is able to search for multiple
potential knee regions and converge to the knee regions, while the selection mechanisms in
the compared algorithms tend to favor the solutions in the non knee regions. For example,
in the environmental selection of TKR and EMUr, the solutions from the boundary regions
have a larger chance to be selected than the solutions from the knee regions with a relatively
smaller curvature. As a result, the algorithm prefers to search the boundary regions and
makes little effort on exploring potential knee regions. Similarly, KnEA favors solutions
in the extreme regions, while K-ASA, α-MOEA-KI and KD-MOEA prioritize solutions in
the concave regions. As a result, their KIGD performances are worse than that of LBD-
MOEA on these problems. However, the performance of LBD-MOEA is less competitive
than that of the compared methods on the first set of test problems, probably because the
selection pressure of LBD-MOEA focuses too much on the knee regions and the obtained
solutions will crowded around the true knee points. Consequently, its diversity performance
is relatively poor. By contrast, KD-MOEA shows better performance than LBD-MOEA. It
may be because these problems are relatively easy to be converged in comparison with the
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PMOP test suite, where the distance functions of DEB2DK and DEB3DK problems are
unimodal but most PMOPs multimodal. As a result, the localized α-dominance improving
the convergence rate cannot be reflected on these problems but more on the PMOPs.
Notably, LBD-MOEA also shows worse performance on PMOP5 and PMOP6, probably
due to the frequent adjustment of reference vectors to search for multiple knee regions.
From the above comparative experiments, we demonstrate that LBD-MOEA is able to
find good knee candidates in the knee regions on most test problems, especially those
having multiple knees regions.
5.6.3 Comparison with KD Indicator
A further observation on LBD-MOEA is made by comparing the KD values of the solution
sets obtained by the knee identification methods. The results are given in Table 5.4. LBD
outperforms others with 20 best records, followed by α-MOEA-KI, KD-MOEA, and KnEA
with nine, six, and six best records, respectively. According to the rank values, the results
show that LBD-MOEA is competitive against the compared algorithms on most instances,
indicating that LBD-MOEA is able to achieve good knee points. Specifically, LBD-MOEA
outperforms TKR, KnEA, EMUr, K-ASA, α-MOEA-KI, and KD-MOEA on 38, 42, 39,
41, 32, and 38 out of 50 instances, respectively. It is mainly due to the fact that the local-
ized dominated sorting and knee-oriented selection can guide the search towards multiple
potential knee regions during the optimization and the solutions closer to the center of
the knee regions are favored over their neighbors in the environmental selection. Besides,
LBD-MOEA is relatively insensitive to the DRSs and boundary solutions because these
solutions are eliminated during the environmental selection. Recall that both α-dominance
and knee-oriented dominance relationships are able to enlarge the dominated area of the
solutions in the knee regions. Consequently, once a solution having a larger curvature and
is closer to the boundaries is obtained, the solution will dominate the solutions on the
boundaries according to the two localized dominance relationships. On the contrary, the
boundary regions, extreme regions or concave regions are easily retained in other identifi-
cation methods, which may become DRSs and degrade the KD performance. To sum up,
LBD-MOEA shows a stronger capability of achieving knee solutions than the compared
algorithms on most test instances studied in this work.
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5.6.4 Visualization of Results and Analysis
In the following, we visually compare some solution sets obtained in Section 5.6 to take a
closer look at the performance of the compared algorithms.
Figs. 5.15 – 5.18 plot the knee candidate solutions obtained by seven algorithms on
the DO2DK, DEB2DK, CKP, and DEB3DK problems. These results show that LBD-
MOEA, and KD-MOEA outperform other methods in acquiring good knee candidates to
the knees or knee regions on these problems. α-MOEA-KI shows similar results on DO2DK,
DEB2DK, and CKP problems but worse performance than LBD-MOEA on DEB3DK
problems. TKR shows good performance on DO2DK, DEB2DK, and CKP problems. The
following is the EMUr which is easily impacted by the global and boundary solutions,
so that it shows good performance on DO2DK and DEB2DK problems. KnEA easily
finds the global knees but the local knee regions are easily ignored. It is main because
LBD-MOEA introduces the techniques (modified dominance relationships) to deal with
the DRSs and boundary points, which can balance the optimization and locating the knee
regions. Consequently, LBD-MOEA acquires better results than other methods on these
problems. Notably, Fig. 5.18 (h) shows that LBD-MOEA has found seven out of nine
knee regions. LBD-MOEA cannot distinguish very close knee regions, mainly because the
solutions in the closely located neighboring knee regions will be partitioned in the same
sub-population and as a result, only the knee region with a large curvature will be kept
during the knee-oriented environmental selection. In dealing with DEB3DK problems, KD-
MOEA and α-MOEA-KI also find seven knee regions, but they also provide non-interested
solutions. Both K-ASA and TKR find five knee regions but TKR cannot eliminate the
boundary solutions or solutions in concave regions. KnEA and EMUr are easily influenced
by the boundary solutions and extreme solutions, and consequently they perform worse
than the other compared algorithms.
Figs. 5.19 – 5.22 present the results obtained by seven algorithms on PMOP2, PMOP10,
PMOP11, and PMOP13 with eight objectives. PMOP2 is relatively easy to be optimized.
But the results indicate that LBD-MOEA and α-MOEA-KI have better performance than
others to get candidate solutions close to the true knee points. However, KnEA and EMUr
favor the boundary solutions so that their convergence performance is worse than others.
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By contrast, the solutions obtained by K-ASA are diverse but not properly located in the
knee regions. KD-MOEA also shows worse convergence performance. Similar performance
can be also shown on PMOP10 and PMOP11, which are hard to be converged because dif-
ferent convergence speeds are designed on different objectives. Consequently, the modified
dominance driven MOEAs like LBD-MOEA and α-MOEA-KI show better performance
than others. PMOP13 is very challenging, because this problem is degenerated and only
one global knee region is on the PoF. Hence, most algorithms cannot deal with the prob-
lem. LBD-MOEA shows better results as it has good balance between the optimization
and the search of the knee regions. The following is α-MOEA-KI. The rest algorithms can-
not find good knee solutions mainly because they are more sensitive to the DRSs during
the optimization and the convergence speed will be slowed down.
All in all, Tables 5.2 – 5.4 summarize the experimental results obtained by seven compared
algorithms on 50 instances in terms of the KGD, KIGD, and KD indicators, and the results
indicate that LBD-MOEA is competitive in search for knee regions and location of knee
solutions. Its performance is also verified by the results presented in Figs. 5.15 – 5.22.
5.7 Summary
In preference-driven evolutionary optimization, the lack of a priori knowledge makes it
difficult for the decision-makers to explicitly express their preferences. In these cases, the
knee points are considered as the naturally preferred solutions. Several online algorithms
have been proposed to search for knee regions by embedding different knee-oriented mea-
sures into the environmental selection, although most existing methods do not perform
well in striking a good balance between converging to the knee solutions and searching for
multiple knee regions.
To address the issue, this chapter proposed a localized knee-oriented environmental selec-
tion for online detecting knee solutions and knee regions. A localized α-dominance sort
and a localized knee-oriented-dominance sort proposed in this work are embedded in the
environmental selection. The localized α-dominance based selection can alleviate impact
of the dominance resistant solutions and guide the search towards different knee regions,
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Table 5.2: The KGD results obtained by the seven compared algorithms on 50 knee-oriented
test instances. The best results are highlighted in grey.
Instance K TKR KnEA EMUr K-ASA α-MOEA-KI KD-MOEA LBD-MOEA
DO2DK
3 1.08E-01 ( 2.23E-02 )− 1.72E-02 ( 1.10E-05 )− 1.44E-01 ( 6.83E-04 )− 8.88E-02 ( 7.00E-06 )− 3.52E-03 ( 3.40E-07 )− 7.43E-01 ( 1.62E-01 )− 3.21E-03 ( 1.64E-09 )
4 8.34E-03 ( 3.50E-05 )− 1.86E-02 ( 2.00E-06 )− 1.18E-01 ( 2.76E-04 )− 7.13E-02 ( 4.00E-06 )− 4.97E-03 ( 1.03E-08 )− 6.75E-01 ( 1.01E-01 )− 4.75E-03 ( 6.24E-08 )
DEB2DK
4 1.01E-01 ( 8.11E-04 )− 6.27E-03 ( 2.00E-06 )− 2.19E-01 ( 3.03E-03 )− 5.01E-02 ( 2.00E-06 )− 7.90E-05 ( 2.15E-08 )− 5.16E-05 ( 3.29E-11 )+ 5.63E-05 ( 1.58E-11 )
5 6.43E-02 ( 5.31E-04 )− 1.12E-04 ( 3.02E-09 )− 1.88E-01 ( 2.70E-03 )− 3.54E-02 ( 1.00E-06 )− 2.02E-02 ( 1.56E-04 )− 6.78E-05 ( 3.12E-11 )− 6.46E-05 ( 3.22E-11 )
CKP
4 6.29E-02 ( 2.70E-04 )− 2.57E-02 ( 1.33E-04 )− 5.76E-01 ( 2.35E-09 )− 8.66E-02 ( 1.00E-06 )− 1.42E-02 ( 3.00E-06 )− 3.37E-02 ( 2.72E-06 )− 6.02E-03 ( 1.31E-05 )
5 4.97E-02 ( 1.39E-04 )− 2.36E-02 ( 5.00E-06 )− 4.60E-01 ( 2.05E-06 )− 6.88E-02 ( 5.55E-06 )− 1.15E-02 ( 2.00E-06 )− 2.34E-02 ( 1.81E-06 )− 6.80E-03 ( 5.12E-06 )
DEB3DK
2 4.17E-01 ( 3.17E-03 )− 2.05E-01 ( 7.48E-04 )− 1.88E+00 ( 8.06E-06 )− 1.16E-01 ( 2.81E-04 )− 1.76E-01 ( 9.00E-06 )− 5.25E-02 ( 1.13E-05 )+ 7.68E-02 ( 5.19E-06 )
3 2.98E-01 ( 1.46E-03 )− 1.17E-01 ( 6.30E-05 )− 1.42E+00 ( 1.07E-08 )− 1.01E-01 ( 2.50E-05 )− 1.12E-01 ( 1.00E-05 )− 1.64E-02 ( 5.21E-07 )+ 8.80E-02 ( 2.04E-07 )
Instance m TKR KnEA EMUr K-ASA α-MOEA-KI KD-MOEA LBD-MOEA
PMOP1
3 1.12E-01 ( 4.89E-04 )− 1.75E-02 ( 4.20E-05 )− 1.33E-01 ( 3.28E-04 )− 3.75E-02 ( 5.70E-05 )− 1.00E-02 ( 2.00E-06 )− 4.06E-02 ( 3.66E-03 )− 9.55E-03 ( 1.12E-06 )
5 1.90E-01 ( 1.65E-03 )− 7.82E-02 ( 8.61E-04 )− 2.38E-01 ( 2.51E-03 )− 1.83E-02 ( 2.00E-06 )+ 3.27E-02 ( 1.57E-03 )− 2.06E-02 ( 4.33E-03 )− 1.88E-02 ( 3.24E-04 )
8 4.73E-01 ( 2.70E-03 )− 4.88E-01 ( 9.53E-02 )− 4.31E-01 ( 3.66E-03 )− 1.09E-01 ( 5.95E-04 )+ 1.93E-01 ( 2.78E-03 )+ 7.19E-01 ( 1.22E-02 )− 2.84E-01 ( 4.34E-03 )
PMOP2
3 1.64E-02 ( 4.20E-05 )+ 5.02E-02 ( 3.72E-03 )− 9.17E-02 ( 6.46E-04 )− 1.09E-02 ( 2.00E-06 )+ 1.89E-01 ( 5.96E-02 )− 7.70E-02 ( 2.33E-01 )− 2.08E-02 ( 2.21E-01 )
5 2.55E-02 ( 1.20E-05 )− 3.88E-02 ( 3.52E-04 )− 3.01E+00 ( 1.63E+02 )− 4.22E+00 ( 3.63E+00 )− 3.23E-01 ( 1.02E-01 )− 1.02E-01 ( 7.39E-02 )− 1.28E-02 ( 5.33E-02 )
8 4.61E+01 ( 9.88E+02 )− 7.99E+00 ( 8.14E+00 )− 1.11E+01 ( 3.93E+01 )− 8.70E+00 ( 1.33E+01 )− 1.76E-01 ( 1.97E-02 )− 2.09E-01 ( 4.36E-02 )− 1.44E-01 ( 3.15E-02 )
PMOP3
3 5.66E-02 ( 1.57E-03 )+ 4.11E-02 ( 2.34E-03 )+ 1.30E+00 ( 1.22E+01 )− 1.99E-01 ( 1.65E-02 )− 9.41E-02 ( 6.89E-03 )+ 3.60E-02 ( 1.10E-02 )+ 1.71E-01 ( 6.22E-03 )
5 2.92E+01 ( 4.62E+02 )− 8.51E+00 ( 4.37E+00 )− 3.80E+01 ( 1.26E+02 )− 1.34E-01 ( 9.63E-03 )− 5.53E-03 ( 4.15E-07 )− 6.41E-03 ( 1.59E-05 )− 5.42E-03 ( 5.38E-08 )
8 8.71E+01 ( 7.58E+03 )− 1.74E+01 ( 8.87E+00 )− 3.85E+01 ( 5.41E+01 )− 2.16E-01 ( 1.20E-02 )− 8.11E-03 ( 1.12E-06 )+ 7.59E-01 ( 5.21E-03 )− 8.82E-03 ( 1.20E-07 )
PMOP4
3 1.58E-01 ( 3.56E-02 )− 1.99E+00 ( 1.86E+01 )− 2.72E+00 ( 1.43E+01 )− 6.18E+01 ( 7.59E+04 )− 6.87E-01 ( 4.36E-01 )− 4.12E-02 ( 3.10E-01 )+ 8.49E-02 ( 3.04E-01 )
5 1.26E-01 ( 2.01E-04 )+ 2.70E-01 ( 5.33E-02 )+ 6.25E+00 ( 3.32E+02 )− 1.61E+03 ( 6.71E+05 )− 6.63E-01 ( 8.07E-02 )+ 1.89E-01 ( 7.42E-02 )+ 9.66E-01 ( 7.12E-02 )
8 6.49E+04 ( 3.06E+09 )− 9.70E+03 ( 1.54E+07 )− 1.57E+04 ( 2.51E+08 )− 1.52E+04 ( 2.77E+07 )− 4.28E-01 ( 6.77E-03 )≈ 3.41E+00 ( 4.21E-03 )− 4.42E-01 ( 4.33E-03 )
PMOP5
3 6.36E-01 ( 2.21E-01 )+ 4.46E-01 ( 1.00E-01 )+ 1.63E+00 ( 5.00E+00 )+ 3.18E-01 ( 1.99E-02 )+ 2.55E+00 ( 5.19E+00 )+ 5.89E+00 ( 1.78E+00 )− 3.12E+00 ( 2.10E+00 )
5 1.37E+00 ( 3.21E+00 )+ 1.76E+00 ( 4.15E+00 )+ 2.73E+01 ( 9.94E+03 )+ 4.90E-01 ( 1.13E-01 )+ 3.36E+00 ( 5.35E+00 )+ 7.73E+00 ( 3.67E+00 )− 5.79E+00 ( 3.88E+00 )
8 4.29E+01 ( 1.04E+04 )− 4.23E+02 ( 2.71E+06 )− 8.33E+00 ( 8.21E+01 )− 8.79E-01 ( 1.40E+00 )+ 5.05E+00 ( 4.61E+00 )+ 1.41E+01 ( 4.34E+00 )− 5.28E+00 ( 6.19E+00 )
PMOP6
3 1.16E-01 ( 2.54E-04 )+ 2.32E-02 ( 1.70E-05 )+ 1.59E-01 ( 5.30E-04 )+ 7.74E-02 ( 1.20E-05 )+ 1.07E-01 ( 7.59E-03 )+ 7.23E-02 ( 2.21E-01 )+ 1.79E-01 ( 1.43E-01 )
5 1.74E-01 ( 1.75E-03 )+ 2.90E-02 ( 2.30E-05 )+ 2.11E-01 ( 3.50E-03 )− 2.47E-02 ( 5.90E-05 )+ 1.78E-01 ( 1.70E-02 )+ 6.58E-01 ( 1.78E-02 )− 1.98E-01 ( 1.13E-02 )
8 2.53E+00 ( 1.46E+00 )− 7.63E-01 ( 4.37E-01 )− 2.16E+00 ( 1.39E+00 )− 6.61E-02 ( 3.10E-05 )+ 3.57E-01 ( 2.22E-04 )− 1.06E+00 ( 1.15E-03 )− 3.22E-01 ( 1.34E-04 )
PMOP7
3 8.08E-02 ( 5.78E-04 )− 8.86E-02 ( 2.41E-02 )− 2.61E-01 ( 4.49E-03 )− 1.15E-02 ( 1.59E-04 )+ 4.93E-02 ( 7.70E-05 )+ 2.85E-02 ( 1.21E-03 )+ 5.16E-02 ( 1.32E-04 )
5 1.37E-01 ( 1.08E-03 )− 7.88E-02 ( 7.67E-04 )− 3.44E-01 ( 3.69E-03 )− 1.03E-02 ( 1.60E-05 )+ 4.08E-02 ( 1.44E-04 )+ 2.06E-02 ( 7.21E-03 )+ 4.36E-02 ( 7.21E-06 )
8 2.20E-01 ( 8.24E-04 )− 1.69E-01 ( 7.95E-03 )− 2.73E-01 ( 1.78E-03 )− 1.32E-02 ( 1.00E-06 )+ 4.81E-02 ( 2.10E-05 )− 4.62E-02 ( 8.59E-03 )− 4.56E-02 ( 2.44E-05 )
PMOP8
3 2.68E-02 ( 1.08E-04 )− 6.68E-02 ( 4.00E-03 )− 9.44E-02 ( 2.19E-03 )− 4.43E-02 ( 2.80E-03 )− 4.44E-03 ( 1.20E-05 )− 1.06E-02 ( 6.17E-03 )− 2.66E-03 ( 2.13E-06 )
5 3.92E-02 ( 4.65E-04 )− 7.33E-02 ( 1.99E-03 )− 3.55E-01 ( 7.03E-02 )− 2.40E-02 ( 1.81E-03 )− 5.08E-03 ( 1.06E-08 )− 5.52E-03 ( 3.67E-03 )− 4.98E-03 ( 8.37E-08 )
8 7.22E-01 ( 1.01E-01 )− 4.66E-01 ( 8.74E-01 )− 4.88E-01 ( 3.30E-02 )− 2.94E-01 ( 6.42E-04 )− 4.12E-03 ( 2.06E-06 )+ 2.57E-02 ( 8.97E-03 )− 4.69E-03 ( 3.96E-07 )
PMOP9
3 1.86E-01 ( 1.14E-02 )− 1.30E-01 ( 2.77E-03 )− 7.34E-01 ( 5.80E-02 )− 5.41E-02 ( 1.03E-03 )− 1.32E-02 ( 2.10E-05 )− 1.45E-02 ( 1.24E-03 )− 8.31E-03 ( 2.12E-05 )
5 1.40E+00 ( 1.04E-01 )− 2.92E-01 ( 1.49E-03 )− 1.28E+00 ( 1.84E-02 )− 1.15E-02 ( 1.17E-04 )− 5.72E-03 ( 5.16E-07 )− 1.73E-02 ( 9.05E-05 )− 5.57E-03 ( 4.77E-07 )
8 4.84E+00 ( 5.79E+00 )− 1.36E+00 ( 4.62E-02 )− 3.43E+00 ( 7.73E-01 )− 2.20E-02 ( 3.00E-05 )≈ 2.24E-02 ( 1.00E-06 )− 1.47E-01 ( 2.33E-03 )− 2.13E-02 ( 9.55E-04 )
PMOP10
3 1.05E+00 ( 9.33E+00 )− 3.08E+00 ( 2.85E+01 )− 1.43E+01 ( 3.80E+02 )− 3.03E-01 ( 4.48E-02 )− 1.09E-01 ( 5.67E-04 )+ 1.04E-01 ( 1.28E-03 )+ 1.03E-01 ( 9.44E-04 )
5 6.34E+00 ( 2.29E+01 )− 1.47E+00 ( 2.28E+00 )− 5.85E+00 ( 1.37E+01 )− 3.08E-01 ( 5.12E-02 )− 5.26E-02 ( 1.30E-05 )+ 6.88E-02 ( 4.26E-03 )− 6.02E-02 ( 1.47E-05 )
8 2.72E+01 ( 9.59E+01 )− 2.37E+01 ( 3.23E+02 )− 1.78E+01 ( 7.37E+01 )− 3.77E-01 ( 1.89E-01 )− 3.40E-02 ( 9.90E-05 )− 5.04E+00 ( 1.89E-02 )− 3.04E-02 ( 1.45E-02 )
PMOP11
3 7.84E-02 ( 2.70E-04 )− 1.97E-01 ( 4.11E-01 )− 2.54E-01 ( 4.94E-03 )− 6.92E-01 ( 4.45E+00 )− 1.54E-02 ( 1.08E-04 )− 4.69E-02 ( 9.95E-04 )− 9.98E-03 ( 1.29E-04 )
5 1.72E-01 ( 5.18E-04 )− 3.55E+01 ( 1.91E+03 )− 1.77E+01 ( 8.57E+01 )− 1.60E+01 ( 2.58E+02 )− 2.56E-01 ( 1.27E-01 )+ 7.12E-01 ( 2.22E-01 )− 5.77E-01 ( 2.34E-01 )
8 7.12E+01 ( 9.88E+03 )− 1.35E+01 ( 6.52E+01 )− 9.01E+00 ( 1.86E+02 )− 1.59E+01 ( 3.83E+02 )− 1.20E-01 ( 9.00E-04 )− 1.28E-01 ( 5.32E-03 )− 7.67E-02 ( 6.33E-04 )
PMOP12
3 1.73E-02 ( 4.30E-05 )− 1.45E-02 ( 3.30E-05 )− 6.01E-02 ( 1.20E-02 )− 2.55E-02 ( 1.95E-04 )− 2.34E-04 ( 3.01E-06 )− 2.59E-02 ( 3.45E-03 )− 1.80E-04 ( 5.84E-08 )
5 4.85E+00 ( 9.21E+00 )− 1.47E+00 ( 6.18E-02 )− 6.73E+00 ( 2.40E+00 )− 5.04E-03 ( 1.20E-05 )− 2.07E-04 ( 3.02E-06 )+ 3.57E-03 ( 6.44E-03 )− 3.28E-04 ( 2.24E-09 )
8 2.08E+00 ( 1.51E+01 )− 1.07E+00 ( 4.86E-02 )− 1.97E+00 ( 3.78E-01 )− 2.83E-04 ( 3.10E-06 )− 1.05E-04 ( 1.26E-06 )+ 2.95E-02 ( 9.71E-03 )− 1.37E-04 ( 4.21E-04 )
PMOP13
3 3.42E-01 ( 1.43E-03 )− 4.73E-01 ( 2.33E-01 )− 1.04E+00 ( 5.93E-02 )− 1.44E-01 ( 2.23E-03 )− 4.49E-02 ( 3.79E-04 )− 1.46E-01 ( 6.25E-03 )− 2.28E-02 ( 3.27E-04 )
5 5.52E+00 ( 9.60E+00 )− 1.85E+00 ( 5.21E-01 )− 8.35E+00 ( 1.19E+01 )− 2.35E-01 ( 2.65E-03 )+ 2.78E-01 ( 4.76E-03 )+ 3.97E-01 ( 4.08E-03 )− 3.35E-01 ( 4.47E-03 )
8 3.83E+02 ( 5.42E+04 )− 1.30E+02 ( 7.05E+03 )− 2.42E+02 ( 3.74E+03 )− 9.55E-01 ( 3.01E-02 )− 8.17E-01 ( 7.91E-03 )+ 4.88E+00 ( 8.16E-03 )− 8.35E-01 ( 6.44E-03 )
PMOP14
3 1.85E-01 ( 5.50E-04 )+ 5.03E-01 ( 5.02E-01 )− 3.57E+00 ( 8.35E+01 )− 2.12E-01 ( 1.62E-02 )+ 2.19E-01 ( 3.47E-03 )+ 1.38E+01 ( 1.43E+01 )− 2.61E-01 ( 5.03E-03 )
5 3.78E-01 ( 5.66E-02 )− 4.44E-01 ( 2.41E-01 )− 2.49E+00 ( 2.37E+01 )− 4.91E-01 ( 4.40E-02 )− 3.54E-01 ( 1.20E-02 )− 1.35E+01 ( 9.33E+00 )− 2.81E-01 ( 7.81E-03 )
8 2.32E+02 ( 1.17E+05 )− 1.18E+02 ( 3.51E+03 )− 1.46E+02 ( 3.98E+03 )− 4.94E-02 ( 6.63E-04 )+ 7.01E-01 ( 6.30E-03 )− 9.26E+01 ( 1.23E+02 )− 6.45E-01 ( 1.59E-02 )
‘+’, ‘-’ and ‘≈’ 8/42/0 6/44/0 3/47/0 15/34/1 20/29/1 10/40/0 −
‘+’, ‘-’ and ‘≈’ indicate that the result is significantly better than, worse than or statistically similar to the result obtained by LBD-MOEA, respectively.
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Table 5.3: The KIGD results obtained by seven algorithms on 50 knee-oriented test in-
stances. The best results are highlighted in grey.
Instance K TKR KnEA EMUr K-ASA α-MOEA-KI KD-MOEA LBD-MOEA
DO2DK
3 1.61E-01 ( 1.47E-03 )+ 3.92E-02 ( 1.50E-05 )+ 2.20E-01 ( 1.78E-04 )− 8.36E-01 ( 4.33E-02 )− 1.89E-01 ( 2.16E-08 )− 3.04E-01 ( 3.55E-03 )− 1.78E-01 ( 7.50E-11 )
4 1.58E-01 ( 7.50E-03 )+ 4.51E-02 ( 8.77E-04 )+ 1.94E-01 ( 1.26E-04 )+ 8.97E-01 ( 2.16E-02 )− 3.45E-01 ( 2.70E-09 )− 3.51E-01 ( 6.79E-03 )− 3.34E-01 ( 1.16E-11 )
DEB2DK
4 1.94E-01 ( 1.58E-03 )+ 2.04E-01 ( 2.06E-02 )+ 3.28E-01 ( 2.14E-04 )− 7.43E-01 ( 1.39E-02 )− 1.77E-01 ( 3.10E-06 )+ 1.82E-01 ( 1.23E-07 )+ 2.13E-01 ( 4.72E-09 )
5 2.40E-01 ( 3.11E-03 )+ 5.79E-01 ( 6.72E-03 )− 8.22E-01 ( 3.11E-03 )− 1.15E+00 ( 2.09E-02 )− 2.66E-01 ( 2.15E-08 )+ 2.47E-01 ( 1.39E-07 )+ 3.02E-01 ( 5.76E-09 )
CKP
4 1.09E-01 ( 3.28E-04 )+ 5.76E-01 ( 1.53E-03 )− 2.43E+00 ( 1.50E-05 )+ 1.66E-01 ( 1.59E-04 )+ 2.85E-01 ( 2.02E-06 )− 8.58E-02 ( 1.33E-07 )+ 2.69E-01 ( 4.12E-05 )
5 3.03E-01 ( 5.28E-03 )− 3.71E-01 ( 2.30E-05 )− 2.41E+00 ( 2.17E-05 )− 1.43E-01 ( 6.80E-05 )+ 3.24E-01 ( 2.01E-06 )− 6.51E-02 ( 2.45E-07 )+ 2.58E-01 ( 5.17E-04 )
DEB3DK
2 7.48E-01 ( 1.99E-02 )− 9.96E-01 ( 3.95E-02 )− 4.16E+00 ( 4.10E-04 )− 5.66E-01 ( 3.23E-04 )− 4.72E-01 ( 9.60E-05 )+ 3.69E-01 ( 1.21E-04 )+ 4.86E-01 ( 1.31E-04 )
3 7.94E-01 ( 1.31E-02 )+ 6.10E-01 ( 6.30E-03 )+ 3.89E+00 ( 1.34E-06 )− 9.59E-01 ( 2.07E-02 )+ 4.78E-01 ( 1.50E-05 )+ 4.02E-01 ( 1.22E-04 )+ 9.85E-01 ( 3.89E-05 )
Instance m TKR KnEA EMUr K-ASA α-MOEA-KI KD-MOEA LBD-MOEA
PMOP1
3 2.85E-01 ( 4.86E-03 )− 2.32E-01 ( 2.14E-02 )+ 3.03E-01 ( 1.69E-04 )− 6.73E-01 ( 1.31E-02 )− 2.72E-01 ( 4.30E-04 )− 6.65E-01 ( 1.13E-02 )− 2.54E-01 ( 4.14E-04 )
5 1.21E+00 ( 3.06E-02 )+ 1.49E+00 ( 1.44E-01 )− 1.10E+00 ( 1.60E-02 )+ 1.27E+00 ( 8.20E-03 )− 1.35E+00 ( 6.12E-02 )− 1.18E+00 ( 7.45E-03 )− 1.12E+00 ( 2.33E-02 )
8 3.13E+00 ( 3.52E-01 )− 4.11E+00 ( 7.77E-01 )− 2.90E+00 ( 4.24E-01 )+ 3.27E+00 ( 1.37E+00 )− 3.50E+00 ( 1.92E-01 )− 3.13E+00 ( 1.22E+00 )− 3.03E+00 ( 2.67E-01 )
PMOP2
3 4.40E-01 ( 3.07E-03 )− 5.99E-01 ( 1.35E-02 )− 5.23E-01 ( 3.48E-03 )− 3.24E-01 ( 1.65E-03 )− 3.44E-01 ( 1.25E-02 )− 3.15E-01 ( 1.23E-03 )− 2.32E-01 ( 1.02E-02 )
5 4.10E-01 ( 8.30E-05 )− 4.62E-01 ( 3.08E-03 )− 4.86E-01 ( 2.46E-04 )− 3.95E-01 ( 2.33E-04 )− 2.64E-01 ( 2.56E-03 )− 3.85E-01 ( 2.04E-04 )− 1.81E-01 ( 2.87E-03 )
8 5.73E+00 ( 5.54E+02 )− 4.58E-01 ( 3.34E-03 )− 4.72E-01 ( 2.09E-03 )− 3.60E-01 ( 8.90E-05 )− 2.12E-01 ( 5.36E-04 )+ 3.54E-01 ( 7.95E-05 )− 2.25E-01 ( 4.23E-04 )
PMOP3
3 1.37E+00 ( 2.22E-02 )− 9.49E-01 ( 5.39E-01 )− 1.37E+00 ( 1.55E-02 )− 1.13E+00 ( 9.40E-02 )− 8.55E-01 ( 2.57E-02 )− 1.21E+00 ( 8.28E-02 )− 8.43E-01 ( 1.51E-02 )
5 4.25E+00 ( 1.74E+02 )− 1.34E+00 ( 3.28E-01 )− 1.39E+00 ( 3.07E-01 )− 8.36E-01 ( 1.23E-03 )− 8.09E-01 ( 2.91E-03 )− 8.51E-01 ( 1.05E-03 )− 8.13E-01 ( 1.33E-03 )
8 6.08E+01 ( 6.87E+03 )− 9.04E+00 ( 2.21E+01 )− 9.04E+00 ( 2.21E+01 )− 8.48E-01 ( 9.66E-04 )− 8.36E-01 ( 1.73E-04 )− 8.63E-01 ( 9.19E-04 )− 8.33E-01 ( 2.96E-04 )
PMOP4
3 1.13E+00 ( 1.27E-03 )− 3.79E+00 ( 2.34E+01 )− 1.21E+00 ( 1.27E-03 )− 5.48E-01 ( 7.18E-03 )+ 7.64E-01 ( 8.39E-03 )+ 5.63E-01 ( 5.22E-03 )+ 8.45E-01 ( 6.21E-03 )
5 2.11E+00 ( 5.95E-02 )− 2.51E+00 ( 6.02E-02 )− 2.11E+00 ( 4.18E-02 )− 1.65E+00 ( 3.50E-03 )− 1.25E+00 ( 2.58E-02 )+ 1.77E+00 ( 2.82E-03 )− 1.49E+00 ( 4.12E-02 )
8 2.67E+03 ( 3.13E+07 )− 8.80E+02 ( 3.24E+05 )− 8.81E+02 ( 3.24E+05 )− 4.16E+00 ( 2.39E-01 )− 3.11E+00 ( 1.40E-01 )− 4.33E+00 ( 2.21E-01 )− 3.07E+00 ( 6.92E-02 )
PMOP5
3 3.15E+00 ( 4.05E+00 )− 3.22E+00 ( 4.17E+00 )− 3.16E+00 ( 3.98E+00 )− 1.35E+01 ( 2.61E+02 )− 1.96E+01 ( 3.15E+02 )− 1.45E+01 ( 2.23E+02 )− 9.93E-01 ( 1.25E+02 )
5 4.15E+00 ( 3.69E+00 )+ 5.04E+00 ( 6.55E+00 )+ 4.07E+00 ( 3.45E+00 )+ 1.61E+01 ( 1.67E+02 )+ 2.61E+01 ( 2.38E+02 )+ 1.81E+01 ( 1.70E+02 )+ 4.15E+01 ( 2.45E+02 )
8 1.57E+01 ( 6.57E+01 )+ 5.58E+02 ( 5.26E+06 )− 1.47E+01 ( 5.72E+01 )+ 2.20E+01 ( 1.37E+02 )+ 3.94E+01 ( 2.85E+02 )+ 2.44E+01 ( 1.21E+02 )+ 4.25E+01 ( 2.35E+02 )
PMOP6
3 1.75E-01 ( 3.21E-03 )+ 6.69E-02 ( 2.03E-04 )+ 1.68E-01 ( 1.91E-04 )+ 8.32E-01 ( 6.02E-02 )− 5.03E-01 ( 5.43E-02 )− 8.24E-01 ( 4.76E-02 )− 2.28E-01 ( 3.41E-02 )
5 4.93E-01 ( 3.02E-03 )+ 2.73E-01 ( 2.71E-03 )+ 4.57E-01 ( 4.61E-03 )+ 8.15E-01 ( 1.00E-01 )− 6.54E-01 ( 1.33E-02 )− 8.13E-01 ( 1.01E-01 )− 5.97E-01 ( 1.72E-02 )
8 1.37E+01 ( 1.06E+01 )− 7.01E+00 ( 1.74E+00 )+ 7.55E+00 ( 1.27E+00 )+ 8.58E+01 ( 9.62E+04 )− 1.01E+01 ( 1.88E-02 )− 8.52E+01 ( 7.99E+04 )− 9.86E+00 ( 3.42E-02 )
PMOP7
3 2.60E-01 ( 7.07E-02 )− 3.75E-01 ( 1.51E-01 )− 4.70E-01 ( 5.00E-02 )− 6.19E-01 ( 3.34E-03 )− 1.75E-01 ( 9.17E-04 )− 6.23E-01 ( 3.13E-03 )− 1.47E-01 ( 1.22E-03 )
5 4.42E-01 ( 1.49E-02 )− 3.63E-01 ( 1.07E-02 )− 6.28E-01 ( 1.08E-02 )− 4.83E-01 ( 2.20E-03 )− 3.83E-01 ( 6.63E-03 )− 4.79E-01 ( 1.95E-03 )− 3.44E-01 ( 2.23E-03 )
8 8.92E-01 ( 1.75E-02 )− 8.26E-01 ( 2.76E-02 )− 9.25E-01 ( 2.00E-02 )− 4.77E-01 ( 2.96E-03 )− 4.16E-01 ( 7.97E-03 )− 4.69E-01 ( 2.71E-03 )− 3.58E-01 ( 8.52E-03 )
PMOP8
3 3.78E-01 ( 6.63E-03 )− 4.92E-01 ( 1.03E-02 )− 3.55E-01 ( 4.40E-03 )− 2.18E-01 ( 6.72E-04 )− 1.16E-01 ( 8.27E-04 )− 2.09E-01 ( 5.32E-04 )− 8.45E-02 ( 5.23E-04 )
5 2.47E-01 ( 6.83E-04 )− 2.35E-01 ( 9.45E-04 )− 3.10E-01 ( 5.80E-05 )− 1.78E-01 ( 4.85E-04 )− 9.12E-02 ( 5.90E-05 )− 1.66E-01 ( 4.11E-04 )− 8.33E-02 ( 7.32E-05 )
8 5.52E-01 ( 8.26E-02 )− 5.89E-01 ( 8.60E-01 )− 3.84E-01 ( 8.23E-03 )− 1.05E-01 ( 1.67E-04 )− 6.97E-02 ( 1.90E-05 )+ 9.05E-02 ( 1.55E-04 )− 7.69E-02 ( 2.11E-05 )
PMOP9
3 3.11E-01 ( 2.78E-02 )− 1.96E-01 ( 3.05E-02 )− 2.06E-01 ( 2.73E-02 )− 1.04E-01 ( 3.21E-04 )− 1.03E-01 ( 1.86E-04 )− 9.85E-02 ( 3.67E-04 )− 8.84E-02 ( 2.80E-04 )
5 6.87E-01 ( 3.62E-01 )− 3.95E-01 ( 2.26E-03 )− 4.18E-01 ( 2.67E-03 )− 2.19E-01 ( 1.21E-04 )+ 2.56E-01 ( 6.88E-04 )+ 2.19E-01 ( 1.12E-04 )+ 2.70E-01 ( 1.26E-03 )
8 2.16E+00 ( 1.80E+00 )− 1.42E+00 ( 1.00E-01 )− 1.42E+00 ( 1.00E-01 )− 7.33E-01 ( 5.58E-03 )+ 8.43E-01 ( 2.02E-03 )− 7.34E-01 ( 4.87E-03 )+ 8.31E-01 ( 1.32E-03 )
PMOP10
3 9.01E-01 ( 3.25E-02 )+ 3.25E+00 ( 4.51E+01 )− 9.79E-01 ( 2.83E-02 )− 1.48E+00 ( 2.92E-02 )− 1.03E+00 ( 5.29E-03 )− 1.42E+00 ( 2.67E-02 )− 9.05E-01 ( 4.22E-03 )
5 1.25E+00 ( 2.98E-02 )− 2.04E+00 ( 1.12E+00 )− 1.23E+00 ( 2.96E-02 )− 1.42E+00 ( 1.25E-01 )− 7.60E-01 ( 2.32E-04 )+ 1.39E+00 ( 1.29E-01 )− 8.11E-01 ( 3.75E-04 )
8 1.14E+01 ( 3.93E+02 )− 1.96E+01 ( 3.71E+01 )− 1.19E+00 ( 8.07E-02 )− 1.53E+00 ( 8.56E-03 )− 6.19E-01 ( 5.50E-03 )− 1.49E+00 ( 8.01E-03 )− 6.07E-01 ( 3.51E-03 )
PMOP11
3 6.00E-01 ( 1.45E-02 )− 7.47E-01 ( 1.14E-03 )− 6.40E-01 ( 1.14E-02 )− 9.11E-01 ( 4.64E-04 )− 1.70E-01 ( 3.50E-03 )+ 9.01E-01 ( 4.15E-04 )− 2.13E-01 ( 2.33E-03 )
5 1.00E+00 ( 4.37E-03 )− 1.60E+01 ( 2.11E+03 )− 1.14E+00 ( 6.78E-04 )− 1.17E+00 ( 1.16E-03 )− 4.40E-01 ( 2.29E-02 )− 1.16E+00 ( 2.42E-03 )− 3.41E-01 ( 5.34E-02 )
8 1.75E+01 ( 4.41E+03 )− 1.46E+00 ( 2.53E-02 )− 1.47E+00 ( 2.29E-02 )− 1.73E+00 ( 8.95E-04 )− 9.45E-01 ( 1.86E-02 )− 1.74E+00 ( 8.26E-04 )− 5.69E-01 ( 1.31E-02 )
PMOP12
3 1.57E-01 ( 3.90E-05 )− 1.65E-01 ( 1.16E-04 )− 1.58E-01 ( 1.70E-05 )− 1.79E-01 ( 8.62E-04 )− 8.85E-02 ( 1.02E-04 )− 1.66E-01 ( 8.43E-04 )− 7.54E-02 ( 8.75E-05 )
5 3.52E-01 ( 1.08E-02 )− 2.95E-01 ( 5.39E-03 )− 3.09E-01 ( 6.27E-03 )− 2.85E-02 ( 9.00E-06 )+ 2.61E-02 ( 0.00E+00 )+ 2.77E-02 ( 7.92E-06 )− 2.73E-02 ( 7.55E-07 )
8 1.12E+00 ( 1.52E+01 )− 1.79E-01 ( 8.74E-03 )− 1.80E-01 ( 9.17E-03 )− 1.69E-02 ( 1.00E-06 )− 1.55E-02 ( 0.00E+00 )− 1.62E-02 ( 1.02E-06 )− 1.35E-02 ( 4.23E-07 )
PMOP13
3 1.81E+00 ( 3.25E-03 )− 1.98E+00 ( 7.68E-02 )− 1.97E+00 ( 3.74E-02 )− 7.13E-01 ( 1.21E-01 )− 1.68E-01 ( 1.38E-02 )− 7.02E-01 ( 1.17E-01 )− 9.83E-02 ( 7.43E-03 )
5 2.57E+00 ( 1.33E+00 )− 2.17E+00 ( 1.35E-01 )− 2.19E+00 ( 1.46E-01 )− 7.52E-01 ( 3.56E-03 )− 7.53E-01 ( 5.42E-03 )− 7.43E-01 ( 2.97E-03 )− 7.13E-01 ( 1.15E-03 )
8 2.72E+02 ( 1.38E+05 )− 6.17E+01 ( 2.07E+03 )− 6.17E+01 ( 2.07E+03 )− 5.64E+00 ( 1.07E-01 )− 5.93E+00 ( 2.96E-01 )− 5.58E+00 ( 1.02E-01 )− 5.14E+00 ( 4.21E-01 )
PMOP14
3 1.11E+00 ( 1.18E-02 )≈ 1.45E+00 ( 1.12E+00 )− 1.34E+00 ( 5.79E-02 )− 1.21E+00 ( 4.15E-02 )− 1.03E+00 ( 1.46E-02 )+ 1.16E+00 ( 3.86E-02 )− 1.08E+00 ( 1.57E-02 )
5 5.75E-01 ( 1.27E-01 )+ 6.36E-01 ( 9.11E-02 )+ 5.40E-01 ( 1.12E-01 )+ 1.55E+00 ( 8.68E-02 )− 7.81E-01 ( 6.00E-06 )− 1.47E+00 ( 7.87E-02 )− 7.68E-01 ( 6.85E-03 )
8 4.66E+01 ( 1.59E+02 )− 4.57E+01 ( 2.31E+02 )− 4.06E+01 ( 1.52E+02 )− 2.44E+00 ( 5.39E-03 )− 1.39E-01 ( 3.56E-03 )+ 2.38E+00 ( 4.91E-03 )− 1.78E-01 ( 3.56E-03 )
‘+’, ‘-’ and ‘≈’ 13/36/1 10/40/0 10/40/0 9/41/0 16/34/0 11/39/0 −
‘+’, ‘-’ and ‘≈’ indicate that the result is significantly better than, worse than or statistically similar to the result obtained by LBD-MOEA, respectively.
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Table 5.4: The KD results obtained by seven algorithms on 50 knee-oriented test instances.
The best results are highlighted in grey.
Instance K TKR KnEA EMUr K-ASA α-MOEA-KI KD-MOEA LBD-MOEA
DO2DK
3 8.06E-02 ( 1.80E-03 )− 3.24E-02 ( 1.37E-04 )+ 5.08E-02 ( 3.64E-04 )+ 9.13E-01 ( 5.29E-02 )− 5.72E-02 ( 4.21E-07 )≈ 2.94E-01 ( 8.59E-03 )− 5.63E-02 ( 3.58E-11 )
4 1.10E-01 ( 6.67E-03 )+ 4.85E-02 ( 2.15E-03 )+ 9.38E-02 ( 2.62E-04 )+ 9.74E-01 ( 1.42E-02 )− 3.45E-01 ( 5.42E-08 )≈ 3.55E-01 ( 1.18E-02 )− 3.35E-01 ( 4.21E-11 )
DEB2DK
4 1.10E-01 ( 3.55E-03 )− 1.62E-01 ( 3.22E-02 )− 2.03E-01 ( 3.46E-04 )− 6.85E-01 ( 2.04E-02 )− 1.83E-02 ( 4.21E-07 )+ 1.33E-02 ( 2.96E-07 )+ 2.84E-02 ( 4.61E-10 )
5 1.43E-01 ( 5.43E-03 )− 6.25E-01 ( 1.04E-02 )− 6.97E-01 ( 4.01E-03 )− 1.15E+00 ( 2.82E-02 )− 4.04E-02 ( 1.00E-06 )− 8.88E-02 ( 4.21E-07 )− 3.81E-02 ( 3.44E-09 )
CKP
4 1.28E-01 ( 1.44E-03 )+ 6.78E-01 ( 2.14E-03 )− 2.25E+00 ( 4.20E-05 )− 3.59E-02 ( 6.50E-05 )+ 3.45E-01 ( 3.12E-05 )− 1.26E-02 ( 2.22E-05 )+ 2.93E-01 ( 3.34E-04 )
5 3.00E-01 ( 5.86E-03 )≈ 4.35E-01 ( 6.00E-05 )− 2.22E+00 ( 5.27E-05 )− 2.64E-02 ( 1.50E-05 )+ 3.54E-01 ( 3.10E-05 )− 1.68E-02 ( 2.28E-05 )+ 2.96E-02 ( 3.73E-04 )
DEB3DK
2 8.33E-01 ( 2.19E-02 )− 1.20E+00 ( 5.50E-02 )− 4.03E+00 ( 3.05E-05 )− 2.68E-02 ( 6.20E-05 )+ 2.17E-01 ( 3.35E-04 )− 9.12E-02 ( 3.94E-04 )+ 1.86E-01 ( 4.82E-05 )
3 8.64E-01 ( 2.45E-02 )− 6.89E-01 ( 8.439E-03 )− 3.62E+00 ( 2.83E-05 )− 9.01E-01 ( 3.94E-02 )− 2.92E-01 ( 4.30E-05 )− 2.12E-01 ( 6.21E-05 )+ 2.59E-01 ( 3.74E-06 )
Instance m TKR KnEA EMUr K-ASA α-MOEA-KI KD-MOEA LBD-MOEA
PMOP1
3 2.19E-01 ( 7.42E-03 )− 1.99E-01 ( 2.71E-02 )− 1.51E-01 ( 2.89E-04 )+ 6.40E-01 ( 1.56E-02 )− 1.57E-01 ( 1.19E-03 )+ 6.91E-01 ( 2.28E-02 )− 1.47E-01 ( 1.33E-03 )
5 8.80E-01 ( 5.51E-02 )+ 1.15E+00 ( 1.61E-01 )− 8.88E-01 ( 3.72E-02 )+ 1.17E+00 ( 1.20E-02 )− 1.04E+00 ( 5.68E-02 )− 1.15E+00 ( 1.01E-04 )− 9.57E-01 ( 3.12E-02 )
8 2.53E+00 ( 4.11E-01 )− 3.41E+00 ( 7.74E-01 )− 2.35E+00 ( 4.97E-01 )+ 3.14E+00 ( 1.59E+00 )− 2.84E+00 ( 2.46E-01 )− 2.26E+00 ( 1.09E-02 )+ 2.38E+00 ( 2.81E-01 )
PMOP2
3 4.00E-01 ( 2.61E-03 )− 5.68E-01 ( 1.73E-02 )− 4.90E-01 ( 2.67E-03 )− 3.08E-01 ( 1.99E-03 )− 3.57E-01 ( 1.59E-02 )− 3.91E-01 ( 9.72E-03 )− 2.24E-01 ( 9.89E-03 )
5 3.46E-01 ( 1.39E-04 )− 4.17E-01 ( 4.46E-03 )− 4.34E-01 ( 3.77E-04 )− 3.35E-01 ( 6.88E-04 )− 2.54E-01 ( 2.28E-03 )− 4.02E-01 ( 2.98E-03 )− 1.49E-01 ( 3.85E-03 )
8 5.72E+00 ( 5.55E+02 )− 4.39E-01 ( 3.20E-03 )− 4.52E-01 ( 1.98E-03 )− 3.26E-01 ( 1.01E-04 )− 2.96E-01 ( 3.80E-04 )− 2.71E-01 ( 2.54E-05 )− 2.05E-01 ( 2.35E-04 )
PMOP3
3 1.38E+00 ( 2.15E-02 )− 9.56E-01 ( 5.46E-01 )− 1.38E+00 ( 1.47E-02 )− 1.13E+00 ( 1.10E-01 )− 8.09E-01 ( 2.47E-02 )− 8.72E-01 ( 5.56E-02 )− 7.75E-01 ( 2.93E-03 )
5 4.27E+00 ( 1.74E+02 )− 1.35E+00 ( 3.06E-01 )− 1.40E+00 ( 2.85E-01 )− 8.62E-01 ( 9.86E-04 )− 8.30E-01 ( 3.27E-03 )− 8.82E-01 ( 9.19E-04 )− 8.28E-01 ( 8.24E-04 )
8 6.08E+01 ( 6.87E+03 )− 9.05E+00 ( 2.21E+01 )− 9.05E+00 ( 2.215E+01 )− 8.90E-01 ( 1.05E-03 )− 8.73E-01 ( 1.75E-04 )− 8.85E-01 ( 8.96E-04 )− 8.70E-01 ( 3.21E-04 )
PMOP4
3 1.10E+00 ( 3.13E-03 )− 3.79E+00 ( 2.37E+01 )− 1.18E+00 ( 5.53E-04 )− 5.43E-01 ( 7.33E-03 )+ 7.40E-01 ( 7.48E-03 )+ 6.42E-01 ( 4.25E-02 )+ 7.92E-01 ( 5.23E-03 )
5 1.94E+00 ( 4.85E-02 )− 2.32E+00 ( 5.44E-02 )− 1.97E+00 ( 2.70E-02 )− 1.53E+00 ( 3.96E-03 )− 1.20E+00 ( 2.97E-02 )+ 1.41E+00 ( 8.74E-02 )− 1.39E+00 ( 3.47E-02 )
8 2.67E+03 ( 3.13E+07 )− 8.80E+02 ( 3.24E+05 )− 8.81E+02 ( 3.24E+05 )− 3.80E+00 ( 2.15E-01 )− 2.96E+00 ( 1.40E-01 )− 3.23E+00 ( 3.76E-02 )− 2.81E+00 ( 7.87E-02 )
PMOP5
3 3.14E+00 ( 4.06E+00 )− 3.21E+00 ( 4.18E+00 )− 3.15E+00 ( 3.99E+00 )− 1.36E+01 ( 2.61E+02 )− 1.96E+01 ( 3.15E+02 )− 9.13E+00 ( 2.12E+02 )− 1.23E+00 ( 4.14E+02 )
5 4.12E+00 ( 3.86E+00 )+ 4.99E+00 ( 6.69E+00 )+ 4.05E+00 ( 3.63E+00 )+ 1.62E+01 ( 1.67E+02 )+ 2.61E+01 ( 2.37E+02 )+ 8.35E+00 ( 3.45E+01 )+ 4.15E+01 ( 3.75E+02 )
8 1.57E+01 ( 6.60E+01 )+ 5.58E+02 ( 5.26E+06 )− 1.47E+01 ( 5.77E+01 )+ 2.22E+01 ( 1.37E+02 )+ 3.96E+01 ( 2.84E+02 )+ 1.71E+01 ( 3.63E+02 )+ 4.06E+01 ( 3.59E+02 )
PMOP6
3 1.10E-01 ( 1.68E-02 )+ 3.02E-02 ( 1.17E-04 )+ 3.02E-02 ( 1.17E-04 )+ 8.25E-01 ( 6.75E-02 )− 4.59E-01 ( 5.96E-02 )− 6.23E-01 ( 9.47E-02 )− 1.41E-01 ( 4.79E-02 )
5 2.56E-01 ( 4.11E-02 )+ 3.54E-02 ( 9.50E-05 )+ 3.82E-02 ( 5.60E-05 )+ 8.09E-01 ( 1.53E-01 )− 5.97E-01 ( 1.99E-02 )− 1.29E+00 ( 9.87E-02 )− 5.27E-01 ( 1.94E-02 )
8 3.41E+00 ( 2.20E+01 )+ 1.92E+00 ( 2.85E-01 )+ 1.92E+00 ( 2.85E-01 )+ 8.33E+01 ( 9.73E+04 )− 6.26E+00 ( 1.83E-02 )− 9.05E+00 ( 2.58E+01 )− 6.19E+00 ( 9.22E-03 )
PMOP7
3 2.33E-01 ( 8.17E-02 )− 3.68E-01 ( 1.72E-01 )− 4.29E-01 ( 6.14E-02 )− 6.54E-01 ( 4.51E-03 )− 1.36E-01 ( 1.72E-03 )− 7.33E-01 ( 2.42E-03 )− 1.11E-01 ( 1.89E-03 )
5 4.46E-01 ( 2.44E-02 )− 3.53E-01 ( 1.50E-02 )+ 6.53E-01 ( 1.36E-02 )− 5.50E-01 ( 2.38E-03 )− 3.92E-01 ( 1.20E-02 )≈ 5.53E-01 ( 8.34E-04 )− 3.88E-01 ( 1.54E-03 )
8 9.13E-01 ( 2.32E-02 )− 8.53E-01 ( 3.39E-02 )− 9.69E-01 ( 2.11E-02 )− 5.06E-01 ( 3.05E-03 )− 4.34E-01 ( 1.67E-02 )− 5.21E-01 ( 1.95E-04 )− 3.01E-01 ( 8.54E-03 )
PMOP8
3 3.74E-01 ( 6.31E-03 )− 4.87E-01 ( 1.07E-02 )− 3.53E-01 ( 4.31E-03 )− 2.18E-01 ( 9.73E-04 )− 1.31E-01 ( 1.79E-03 )− 1.94E-01 ( 9.82E-04 )− 6.88E-02 ( 9.84E-04 )
5 2.56E-01 ( 6.98E-04 )− 2.46E-01 ( 9.52E-04 )− 3.19E-01 ( 3.60E-05 )− 1.86E-01 ( 5.69E-04 )− 9.55E-02 ( 2.34E-04 )− 1.78E-01 ( 4.42E-04 )− 8.55E-02 ( 1.92E-04 )
8 5.59E-01 ( 8.30E-02 )− 6.00E-01 ( 8.69E-01 )− 3.93E-01 ( 8.14E-03 )− 1.05E-01 ( 2.10E-04 )− 7.13E-02 ( 1.45E-04 )+ 8.67E-02 ( 2.80E-05 )− 8.47E-02 ( 2.49E-04 )
PMOP9
3 2.77E-01 ( 4.05E-02 )− 1.59E-01 ( 3.73E-02 )− 1.58E-01 ( 3.64E-02 )− 1.13E-01 ( 8.52E-04 )− 1.19E-01 ( 5.46E-04 )− 1.14E-01 ( 1.96E-03 )− 8.83E-02 ( 7.52E-04 )
5 6.55E-01 ( 4.11E-01 )− 3.33E-01 ( 4.01E-03 )− 3.35E-01 ( 4.31E-03 )− 1.57E-01 ( 1.05E-04 )+ 2.19E-01 ( 1.11E-03 )+ 1.41E-01 ( 3.89E-05 )+ 2.45E-01 ( 2.47E-03 )
8 2.18E+00 ( 1.92E+00 )− 1.48E+00 ( 1.66E-01 )− 1.48E+00 ( 1.66E-01 )− 6.54E-01 ( 8.66E-03 )− 5.12E-01 ( 6.21E-04 )+ 5.14E-01 ( 2.92E-03 )+ 5.19E-01 ( 2.92E-03 )
PMOP10
3 8.58E-01 ( 3.95E-02 )+ 3.23E+00 ( 4.54E+01 )− 9.40E-01 ( 3.43E-02 )− 1.47E+00 ( 2.42E-02 )− 1.03E+00 ( 7.28E-03 )− 1.31E+00 ( 2.49E-02 )− 8.63E-01 ( 6.21E-03 )
5 1.22E+00 ( 5.71E-02 )− 1.97E+00 ( 1.26E+00 )− 1.24E+00 ( 4.35E-02 )− 1.30E+00 ( 8.13E-02 )− 7.75E-01 ( 3.10E-04 )+ 1.39E+00 ( 2.88E-02 )− 8.47E-01 ( 4.96E-04 )
8 1.14E+01 ( 3.93E+02 )− 1.95E+01 ( 3.71E+01 )− 1.25E+00 ( 6.37E-02 )− 1.34E+00 ( 8.45E-03 )− 4.48E-01 ( 8.75E-03 )+ 1.69E+00 ( 9.78E-04 )− 4.88E-01 ( 6.32E-03 )
PMOP11
3 5.90E-01 ( 5.69E-02 )− 6.72E-01 ( 3.24E-02 )− 5.66E-01 ( 4.93E-02 )− 9.93E-01 ( 3.36E-04 )− 1.69E-01 ( 1.72E-03 )+ 1.21E+00 ( 0.00E+00 )− 1.72E-01 ( 2.26E-03 )
5 1.19E+00 ( 2.69E-03 )− 1.61E+01 ( 2.10E+03 )− 1.27E+00 ( 7.80E-04 )− 1.28E+00 ( 5.51E-04 )− 3.42E-01 ( 1.19E-02 )− 1.39E+00 ( 2.14E-04 )− 2.78E-01 ( 1.85E-02 )
8 1.76E+01 ( 4.41E+03 )− 1.48E+00 ( 1.86E-02 )− 1.48E+00 ( 1.79E-02 )− 1.74E+00 ( 6.12E-04 )− 1.04E+00 ( 2.87E-02 )− 1.92E+00 ( 2.60E-04 )− 6.32E-01 ( 4.22E-02 )
PMOP12
3 1.67E-01 ( 3.30E-05 )− 1.74E-01 ( 9.80E-05 )− 1.68E-01 ( 1.50E-05 )− 1.73E-01 ( 9.00E-04 )− 9.01E-02 ( 1.31E-04 )− 1.43E-01 ( 1.11E-03 )− 7.80E-02 ( 1.15E-04 )
5 3.52E-01 ( 1.09E-02 )− 2.95E-01 ( 5.43E-03 )− 3.10E-01 ( 6.26E-03 )− 2.57E-02 ( 1.40E-05 )+ 2.77E-02 ( 1.00E-06 )+ 2.50E-02 ( 5.00E-06 )+ 3.20E-02 ( 1.41E-06 )
8 1.12E+00 ( 1.52E+01 )− 1.80E-01 ( 8.74E-03 )− 1.82E-01 ( 9.15E-03 )− 1.44E-02 ( 1.00E-06 )− 9.99E-03 ( 0.00E+00 )− 1.33E-02 ( 1.00E-06 )− 8.97E-03 ( 3.17E-07 )
PMOP13
3 1.81E+00 ( 3.25E-03 )− 1.98E+00 ( 7.68E-02 )− 1.97E+00 ( 3.74E-02 )− 7.13E-01 ( 1.21E-01 )− 1.68E-01 ( 1.38E-02 )− 2.07E-01 ( 9.67E-03 )− 1.02E-01 ( 7.20E-03 )
5 2.57E+00 ( 1.33E+00 )− 2.17E+00 ( 1.35E-01 )− 2.19E+00 ( 1.46E-01 )− 7.52E-01 ( 3.56E-03 )− 7.53E-01 ( 5.42E-03 )− 8.62E-01 ( 1.89E-03 )− 7.22E-01 ( 8.99E-04 )
8 2.72E+02 ( 1.38E+05 )− 6.17E+01 ( 2.07E+03 )− 6.17E+01 ( 2.07E+03 )− 5.64E+00 ( 1.07E-01 )− 5.93E+00 ( 2.96E-01 )− 5.46E+00 ( 8.72E-02 )− 5.23E+00 ( 3.33E-01 )
PMOP14
3 1.11E+00 ( 1.18E-02 )≈ 1.45E+00 ( 1.12E+00 )− 1.34E+00 ( 5.79E-02 )− 1.21E+00 ( 4.15E-02 )− 1.03E+00 ( 1.46E-02 )+ 1.12E+00 ( 5.72E-02 )− 1.02E+00 ( 2.28E-02 )
5 5.75E-01 ( 1.27E-01 )+ 6.36E-01 ( 9.11E-02 )+ 5.40E-01 ( 1.12E-01 )+ 1.55E+00 ( 8.68E-02 )− 7.81E-01 ( 6.00E-06 )− 8.97E-01 ( 8.12E-02 )− 7.70E-01 ( 4.82E-03 )
8 4.66E+01 ( 1.59E+02 )− 4.57E+01 ( 2.31E+02 )− 4.06E+01 ( 1.52E+02 )− 2.44E+00 ( 5.39E-03 )− 1.39E-01 ( 3.56E-03 )+ 2.41E+00 ( 2.33E-04 )− 1.82E-01 ( 2.96E-03 )
‘+’, ‘-’ and ‘≈’ 10/38/2 8/42/0 11/39/0 8/42/0 15/32/3 12/38/0 −
‘+’, ‘-’ and ‘≈’ indicate that the result is significantly better than, worse than or statistically similar to the result obtained by LBD-MOEA, respectively.
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(a) r(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.15: The knee candidate solutions with median KD values obtained by seven
algorithms on DO2DK problems with K = 3. r(x) is the basic knee function to control
the shape and number of knee regions.
whereas the localized knee-oriented-dominance based selection can locate the knee solu-
tions in a potential knee regions and keep the knee solutions that may be missed by the
α-dominance based selection. Our empirical results demonstrated that the proposed envi-
ronmental selection combining the localized α-dominance and the localized knee-oriented
dominance is able to maintain a good balance between approximating multiple knee re-
gions and locating the knee solutions. The results also verified that the proposed method
outperforms its competitors on most problems studied in this work having up to eight
objectives.
Although we have demonstrated the competitiveness of the performance of the proposed
method on a number benchmark problems, while some experiments are conducted in next
chapter to test the effectiveness of LBD-MOEA on a real application, i.e., hybrid electrical
vehicle controller design problem with seven objectives.
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(a) r(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.16: The knee candidate solutions with median KD values obtained by seven
algorithms on DEB2DK problems with K = 4. r(x) is the basic knee function to control
the shape and number of knee regions.
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(a) r(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.17: The knee candidate solutions with median KD values obtained by seven
algorithms on CKP problems with K = 5. r(x) is the basic knee function to control the
shape and number of knee regions.
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(a) r(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.18: The knee candidate solutions with median KD values obtained by five al-
gorithms on DEB3DK problems K = 3, respectively. r(x) is the basic knee function to
control the shape and number of knee regions.
Solution
Knee point
Solution
Knee point
Solution
Knee point
(a) k(x) (b) TKR (c) KnEA (d) EMUr
Solution
Knee point
Solution
Knee point
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.19: The knee candidate solutions with median KD values obtained by the seven
algorithms on PMOP2 with 8 objectives. k(x) is the basic knee function of PMOP2 to
control the shape and number of knee regions.
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(a) k(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.20: The knee candidate solutions with median KD values obtained by the seven
algorithms on PMOP10 with 8 objectives. k(x) is the basic knee function of PMOP10 to
control the shape and number of knee regions.
(a) k(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.21: The knee candidate solutions with median KD values obtained by the seven
algorithms on PMOP11 with 8 objectives. k(x) is the basic knee function of PMOP11 to
control the shape and number of knee regions.
Chapter 5. An a Priori Knee Point Identification Based on Localized Bi-Dominance
Relationships
(a) k(x) (b) TKR (c) KnEA (d) EMUr
(e) K-ASA (f) α-MOEA-KI (g) KD-MOEA (h) LBD-MOEA
Figure 5.22: The knee candidate solutions with median KD values obtained by the seven
algorithms on PMOP13 with 8 objectives. k(x) is the basic knee function of PMOP13 to
control the shape and number of knee regions.
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Chapter 6
Hybrid Electrical Vehicle (HEV)
Controller Design Problem
6.1 Introduction
A hybrid electric vehicle (HEV) management controller design problem is introduced to
verify the proposed methods on a real application. In Fig. 6.1, an example is given to
illustrate the general architecture of the HEV. Especially, HEVs provide the vehicles with
the propulsion by a combination of internal combustion engine (ICE) and electric motor
(EM), where the energy management controller is required to maximize the required per-
formance objectives by switching the power sources between ICE and EM during different
driving scenarios [143]. The HEV controller model [144] operates by tuning 11 parameters
(shown in Table 6.1) under a set of rules (shown in the following descriptions) to maximize
the performance, including minimizing the fuel consumption (FC), battery stress (BS), op-
eration changes (OC), emission, noise, urban operation (UO), and battery state of change
(SOC). Accordingly, the key element in the design of HEVs is the energy management
controller which plays an important role in guaranteeing peak performance of the hybrid
power unit.
The rules that the HEV controller model need to follow are presented as follows:
Rule 1 If speed is below voff , turn off ICE;
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HEV Energy 
Management Controller
Fuel
Internal Combustion 
Engine 
Battery
Electricity 
Grid
Electric Motor
Driver Request 
Speed
Wheels
V(t)
SOC
Re-charging
On/off 
Operation Point
Figure 6.1: The general architecture of the HEV, where the fuel and battery are the power
sources to the internal combustion engine (ICE) and electric motor (EM), respectively;
the battery can be charged from the electricity grids or recharged during the braking; the
request speed from the driver determines the torque generated by the electric motor; the
HEV energy management controller controls the internal combustion engine by switching
the operation point in terms of the state-of-change (SOC) and current speed v(t).
Rule 2 If SOC goes above SOCmax, turn off ICE. Note that SOCmax is not the maximum
SOC of the battery but the SOC level above which the ICE will no longer recharge
the battery;
Rule 3 If SOC falls below SOCmin, turn on ICE (overrides first rule);
Rule 4 If ICE is ON and speed is below v1, use engine operation point 1 (revolutions per
minute (rpm) rev1 and torque torque1);
Rule 5 If ICE is ON and speed is between v1 and v2, use operation point 2 (rev2, torque2);
Rule 6 If ICE is ON and speed is above v2, use operation point 3 (rev3, torque3).
According to [144], the HEV controller model is shown in Fig. 6.2. The seven-objective
HEV controller model is connected to an optimizer, e.g., a many-objective evolutionary
algorithm. During the optimization process, the optimizer iteratively outputs candidate
solutions of optimal design parameters to the seven-objective HEV controller model. As a
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HEV Controller Model
f1： Fuel consumption
f2： Battery stress
f3： Operation changes
f4： Emission
f5： Noise
f6： Urban operation
f7： Battery state of charge
Optimizer
Design 
parameters
Objective 
values
Optimal design 
parameters
HEV energy 
management controller
Figure 6.2: An illustration of the architecture of the seven-objective HEV controller model
and its relationship to the optimizer as well as the HEV controller.
feedback, the HEV controller model outputs the objective function values to the optimizer
as fitness of the candidate solutions. Once the optimization is finished, the final optimal
design parameters will serve as an input to the HEV controller to deploy the control rules.
The decision variables are shown in Table 6.1. The details of the seven objectives are
shown as follows.
Fuel consumption (FC): This objective also correlates with CO2 emissions. The simu-
lator directly computes fuel consumption using ICE efficiency maps and also considers
the battery charge remaining at the end of the trip by reducing fuel consumption by
0.5 l for every kWh left.
Battery stress (BS): Due to the importance of battery lifetime in HEVs, the operation
strategy has to consider the impact of controller actions (battery usage) on battery
lifetime. However, since accurate battery aging models are very complex and dif-
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Design Parameters Range Physical Meaning
SOCmax (%) [25,50] SOC threshold to turn off ICE
SOCmin (%) [20,30] SOC threshold to turn on ICE
v1 (km/h) [20,60] Lower speed for operation points
v2 (km/h) [50,100] Upper speed for operation points
rev1 (/min) [2500, 3000] ICE speed for operation point 1
torque1 (N·m) [5.23, 12.56] Torque for operation point 1
rev2 (/min) (3000, 4000] ICE speed for operation point 2
torque2 (N·m) [5.65, 17.59] Torque for operation point 2
rev3 (/min) (4000, 5000] ICE speed for operation point 3
torque3 (N·m) [7.77, 23.03] Torque for operation point 3
voff (km/h) [20, 50] Speed threshold to turn off ICE
Table 6.1: The design parameters (decision vectors) of HEV controller design problem.
ficult to calibrate, in our simulator, a simplified model is adopted by considering
(dis-)charging current and battery temperature. If temperature or current leaves a
specified safety zone, it is considered that battery stress is generated. Therefore, the
optimization target is to minimize these stress events. To be specific, battery stress
BS is computed as a function over all discrete time (simulation) steps t as:
BS =
X
t
(BScurrent(t) + cT ∗BStemp(t)) (6.1)
with current-induced stress BScurrent(t) given by:
BScurrent(t) = ∆I(t)
2 (6.2)
where ∆I(t) is the deviation of the battery current at time t from the safe operating
range, assumed here as [−60,+160] A; and battery temperature stress BStemp(t) is
computed similarly as
BStemp(t) = ∆T (t)
2 (6.3)
with ∆T (t) as the deviation of battery temperature from the safe operating range
(here assumed as [15, 25]◦C). The relative battery temperature stress weight cT is
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manually chosen as cT = 0.08. Battery temperature and current are taken directly
from the simulation software.
Operation changes (OPC): A start and stop of the ICE can often be felt by the driver.
It is therefore advisable to keep the frequency of on/off switches of the ICE low. We
compute the number of on/off switches that happen within less than a given interval
time (60 s) after the last on/off switch and try to minimize this number:
OPC =
X
k
H(|tk − tk−1| < 60s) (6.4)
where k is the index of ICE on/off change events, and tk the time when the k-th
on/off switch event occurs. The step function H(x) is 1 (true) if and only if x is 1
(true), and zero otherwise.
Emission: While CO2 emissions are directly proportional to the consumed fuel, other
emissions like NOx mostly occur when the ICE is on and the catalytic converter
has not yet reached its operation temperature. We therefore compute emissions
(excluding CO2 ) considering the current system temperature in a simple model of
a catalytic converter:
Scat(t) = 1− (Tcat(t)/T opcat) (6.5)
where Scat is the status of the catalytic converter, Tcat is the current catalytic con-
verter temperature taken from the simulator, and T opcat is the nominal (maximum)
operation temperature of the catalytic converter. Tcat will increase when the ICE is
on and vice versa.
Based on catalytic converter status, the emissions are calculated as:
Emission =
X
t
(ΘICE(t) ∗ Scat(t)) (6.6)
which is the sum over the complete driving cycle with the product of ICE on/off
status (ΘICE = [0 = off , 1 = on]) times the current catalytic converter status.
Noise: A vehicle generates noise from various sources, among which the two most impor-
tant ones are tire/wind noise (a.k.a rolling noise) and ICE noise. While the former
cannot be avoided given a target speed of the vehicle, the latter is influenced by the
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control strategy. We model rolling noise and ICE noise using measured data. The
noise objective will only consider instances when the engine noise exceeds rolling
noise, because otherwise it will not be perceived by the driver:
Noice =
X
t
ΘNoice(t) ∗ (NICE(t)−NRolling(t))2 (6.7)
where ΘNoice is one if ICE noise NICE(t) exceeds tire/wind noise NRolling(t) and
zero otherwise (values are in dB).
Urban operation (UO): HEVs are a potential answer to pollution and noise problems in
metropolitan areas, if the control strategy manages to keep the ICE off while driving
in the city. For this objective, we count the number of simulation time steps when
the ICE is on while the vehicle is driving with v ≤ 50km/h (urban speed limit).
UO =
X
t
ΘICE(t) ∗H(v(t) ≤ 50) (6.8)
Battery state of charge (SOC): Since we translate the remaining state of charge into
reduced fuel consumption, the control strategy might decide to end the trip with a
high final SOC. But there are several reasons to prefer a lower SOC: Firstly, for some
battery types, lifetime is higher when the battery is kept at a lower SOC; secondly,
when the vehicle arrives with full batteries at a charging station, it cannot use grid
electricity to recharge. Therefore, we compute the accumulated SOC level (the area
under the SOC curve) as our final objective:
SOC =
X
t
(SOC(t)− SOCmin)2 (6.9)
with an SOCmin of 20%.
6.2 Investigation of KSA-MOEA and PD-KI on HEV Man-
agement Controller Design Problem
In order to test the performance of the KSA-MOEA which is proposed in Chapter 4, a
solution set with 66 non-dominated solutions is obtained by RVEA [144] on the HEV
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(a) Before (b) After
Figure 6.3: (a) presents the obtained solution set obtained by RVEA before the aug-
mentation by KSA-MOEA. (b) plots the obtained solution set after the augmentation by
KSA-MOEA.
controller design problem, as shown in Fig. 6.3 (a). After the augmentation by KSA-
MOEA, Figs. 6.3 (b) plots the augmented results with 83 non-dominated solutions (under
the condition of 200 fitness evaluations). The normalized HV [44] values of the solution
sets in plots (a) and (b) are 7.81E-3 and 7.94E-3, respectively. There is 1.67% improvement
on the HV value after the augmentation. The experiment shows that KSA-MOEA is able
to improve the quality of the solutions.
Another investigation is shown in Fig. 6.4, where the preserved solutions are obtained by
four knee identification methods according to the solutions set from Fig. 6.3 (a) and (b).
A verification method is introduced to further investigate the preserved solutions whether
they are true knee candidates or not. According to the definition of the knee point in
Definition 4, the knee points are the solutions with largest distances to the hyperplane1,
in comparison with their neighboring solutions. In this study, the number of solutions
in the neighborhood of each preserved solution is set to 5, 10, and 15. Notably, the y-
axis value closer to 5, 10, and 15 means better performance of the solution set. In other
words, the preserved solutions have larger distance to the hyperplane than 5, 10, and 15
neighboring solutions, and the solutions from the solution set are more likely to be the true
knee candidates. On the contrary, the value closer to 0 denotes that the solutions from
the solution set may be isolated or close to the boundary because they are closer to the
1The hyperplane is constructed by the extreme points.
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(a) EMUr (b) TKR (c) KnEA (d) PD-KI
(e) EMUr (f) TKR (g) KnEA (h) PD-KI
Figure 6.4: Plots (a) - (d) show the knee candidates obtained by EMUr, TKR, KnEA, and
PD-KI, respectively, before the augmentation by KSA-MOEA. Plots (e) - (h) present the
knee candidates preserved by the four methods after the augmentation.
(a) EMUr (b) TKR (c) KnEA (d) PD-KI
(e) EMUr (f) TKR (g) KnEA (h) PD-KI
Figure 6.5: Plots (a) - (d) show the boxplots of the knee candidates obtained by EMUr,
TKR, KnEA, and PD-KI, respectively, where all results are based on the solution set before
the augmentation by KSA-MOEA. Plots (e) - (h) present the boxplots of knee candidates
preserved by the four methods in terms of the solution set after the augmentation. The
x-axis represents the number of solutions in the neighborhood (5, 10, and 15). The y-axis
shows the number of solutions whose distances to the hyperplane are smaller than that of
the preserved solutions.
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hyperplane. As a result, they may not be true knee candidates.
The results are shown in Fig. 6.5. Plots (a) – (d) are based on the solution set (Fig.
6.3 (a)) without augmentation, while plots (e) – (h) are based on Fig. 6.3 (b) after the
augmentation. From Fig. 6.5 (a) – (d), PD-KI and KnEA show better performance whose
median values of the boxplots are large than that of other methods. It means the provided
solutions are more likely to be the true knee candidates. However, PD-KI found more
diverse knee candidates than KnEA, as shown in Fig. 6.4 (c) and (d). Plots (a) – (d)
also show that all methods have found at least one true knee candidate of the solution set,
because the maximum y-axis value of the boxplot is 5, 10, and 15. However, plots (a) and
(b) also provide isolated solutions whose y-axis value is approximating 0, because these
two methods also favor the boundary points during the selection.
Plots (e) – (h) in Fig. 6.5 show that KnEA has the best performance with the largest
median value, followed by PD-KI and EMUr. But PD-KI and EMUr provide more diverse
knee candidates than KnEA. PD-KI, KnEA and EMUr have found the true knee candidates
of the augmented solution set, but TKR did not find the true knee candidates since the
maximum y-axis value is not equal to 5, 10, and 15. Notably, EMUr and TKR also provide
the isolated solutions or boundary solutions, whose minimum y-axis value equals 0, 0, and
0 on x-labels, respectively.
A summary can be made in terms of the results on HEV controller design problem that
KSA-MOEA is able to enhance the quality of the solution set. The proposed PD-KI is
effective in the search of diverse knee candidates and provides promising knee candidates
rather than the isolated solutions or boundary points.
6.3 Investigation of LBD-MOEA on HEV Management Con-
troller Design Problem
In Chapter 5, LBD-MOEA is proposed to a priori search the knee points. In this section,
we will examine the performance of LBD-MOEA, and other six knee identification meth-
ods, KD-MOEA (a variant of NSGA-II [27] where the crowding distance is replaced with
proposed knee-oriented dominance relationship) , TKR [104], EMUr [105], KnEA [69],
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Table 6.2: The indicator results obtained by seven algorithms on HEV problem. The best
results are highlighted in grey.
Algorithm KGD KIGD KD
TKR 1.86E-01 9.73E-01 1.06E+00
KnEA 3.88E-01 1.77E+00 1.79E+00
EMUr 1.25E-01 7.91E-01 7.68E-01
K-ASA 5.18E-02 7.30E-01 6.80E-01
α-MOEA-KI 7.06E-02 7.97E-01 8.86E-01
KD-MOEA 7.97E-02 9.51E-01 8.93E-01
LBD-MOEA 7.57E-02 7.06E-01 5.33E-01
K-ASA [106], and α-MOEA-KI [108] on a hybrid electric vehicle (HEV) controller design
model [144]. It should be pointed out that no ground truth about the knee points and
knee regions of the HEV controller design problem is known.
All algorithms are run on the seven-objective HEV controller design problem with a max-
imum number of 78000 fitness evaluations. In the seven compared algorithms, (H1, H2) is
set to (3,2) for the reference vector generator, and the population size is set to 156. Other
parameters are set the same as in Section 5.5.1. The knee solutions obtained by seven
compared algorithms are shown in Fig. 6.6 (a) – (g). Since the number and locations
of the knee solutions of the HEV controller design problems is unknown, we run three
popular MOEAs, namely MOEA/D [55], NSGA-III [59], and RVEA [58] on the problems
with 100,000 fitness evaluations for each to collect as set of 828 Pareto non-dominated
solutions. This large set of solutions will be used as the “ground truth" of the PoF of
the HEV problem for evaluating the performance of the solutions obtained by the com-
pared algorithms. Then, three a posteriori knee identification algorithms, TKR, KnEA,
and EMUr are adopted to identify the knee points from the 828 non-dominated solutions,
which are shown in Fig. 6.6 (h). The three sets of knee solutions are merged and redun-
dant knee solutions are removed, resulting in 52 knee points, referring to Fig. 6.6 (i). The
neighboring solutions of these knee points, as shown in Fig. 6.6 (j), will then be used as the
reference set for calculating the knee-driven performance indicators, KGD, KIGD, and KD
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(a) TKR (b) KnEA (c) EMUr (d) K-ASA
(e) α-MOEA-KI (f) KD-MOEA (g) LBD-MOEA (h) Validation set
(i) (j)
Figure 6.6: Plots (a) - (g) are the knee candidate solutions obtained by seven algorithms
on hybrid electric vehicle controller design problem. Plot (h) presents the approximated
PoF of HEV controller design problem. (i) plots the potential knees of the approximated
PoF. (j) presents the representative solutions in the corresponding knee regions.
for evaluating the quality of the solution sets obtained by the seven compared algorithms.
The evaluation results are presented in Table 6.2, where the best results are highlighted.
From these results, we can see that LBD-MOEA outperforms all compared algorithms in
terms of KIGD and KD, although it is slightly worse than K-ASA in terms of KGD. It
indicates that LBD-MOEA has better performance in locating more knee regions and is
able to find solutions close to the knee solutions of the approximated PoF. By contrast, K-
ASA may find more solutions close the reference solutions in the knee regions but relatively
far away from the knees.
Overall, LBD-MOEA has shown competitive performance in acquiring knee solutions on
the seven-objective HEV controller design problem.
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6.4 Summary
In this chapter, firstly, the experiment on HEV controller design problem has demonstrated
that the proposed KSA-MOEA is able to enhance the quality of the solution set. Besides,
the proposed PD-KI is effective in the search of diverse knee candidates and provides
promising knee candidates rather than the isolated solutions or boundary points. Secondly,
another investigation is conducted on LBD-MOEA on HEV controller design problem. The
results verified that LBD-MOEA outperforms other contrast algorithms in acquiring knee
solutions on the HEV controller design problem.
Chapter 7
Summary and Future Work
In this thesis, we have reviewed a series of multi-objective evolutionary algorithm in dealing
with multi- and many-objective optimization problems, and analyzed their development
processes. Thereafter, we found that the representative solutions are very important for
the decision making when the preference information is unavailable, in which the knee
points are naturally preferred solutions for the decision-maker. Accordingly, the literature
review on the knee identification is presented and analyzed. However, there are several
gaps to fill. Firstly, there are few benchmark problems proposed to comprehensive evaluate
the performance of the knee identification methods to our knowledge. Secondly, most a
posteriori knee identification methods are based on the hypothesis that the given solution
set is well-distributed and able to cover all the knee regions, but it may fail in practice.
Hence, the performance of the knee identifications will seriously degrade. Last but not the
least, several methods are proposed to locate the knee regions in a priori way but there
performances are unsatisfying.
7.1 Summary
Accordingly, this thesis designed a number of knee-oriented benchmark test problems, due
to the fact that there are few benchmark problems capable to comprehensive evaluate
the performance of the knee identification methods. Especially, the proposed benchmark
test suite takes account of some important features from the positions of the knees, dif-
ferent geometric shapes of the PoF, bias, separability, degeneration of the knee regions,
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differentiability of the knees, scalability of the PoF, to the symmetry of the knee regions.
Additionally, three performance indicators are also introduced to evaluate different aspects
of the knee identification methods. We hope such knee-oriented benchmark test suite is
able to promote the development of the research of preference-driven multi-objective opti-
mization.
This thesis also proposed a solution augmentation strategy based MOEA, namely, KSA-
MOEA, to ease the concerns from the assumption that the given solution set is well-
distributed and able to cover all the knee regions. The approach utilizes the given solution
set to build relevant models, so as to produce promising solutions with good convergence
and diversity in the explored or unexplored knee regions. The experimental results show
that the proposed method is able to generate solutions to improve the quality of the given
solution set, and further improve the performance of the knee identifications. Additionally,
a different way to identify knee points is proposed by transforming the knee identification
into peak detection of multimodal problems, which has been demonstrated to have com-
petitive performance compared to other identification methods.
Additionally, in order to locate the knee regions in high-dimensional objective space, a
localized bi-dominance relationships based MOEA is proposed. We analyzes the feature
of the knee regions and proposed two localized dominance relationships, i.e., a localized
α-dominance and a knee-oriented dominance. The experimental results verified that the
proposed bi-dominance relationships based MOEA is able to locate the knee regions in
a priori way in both low and high-dimensional objective space, and achieves competitive
performance with a good balance between the search of more knee regions and better
convergence of population towards the knee regions of the MOPs and MaOPs.
Finally, we verified the effectiveness and competitive performance of the proposed methods
on a real application, i.e., hybrid electric vehicle controller design problem with seven
objectives.
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7.2 Future Work
The development of EMO is still in its fancy, especially for solving MaOPs when there is no
preference information available from the decision maker. In terms of the work presented
in this thesis, some lines of research are summarized as follows.
1. In Chapter 2, we have given the definitions of some other preferred solutions like the
edge knee points, and knees in the concave regions, but few research has analyzed
them deeply. Although we have tried using the localized modified dominance rela-
tionships to locate the knee or knee regions in high-dimensional objective space in
Chapter 5, much more research is still needed to find more effective and efficient way
to locate them. More importantly, a good way to analyze the knees or knee regions
of a solution set of real applications is also in great demand.
2. Human-friendly visualization is a very useful tool for engineers to investigate the
solutions in a straightforward way, while how to visualize the knees and knee regions
in high-dimensional objective space remains suspicious. There are several literatures
for the visualization of the solutions in high-dimensional objective space but none of
them can visualize the knee regions in high-dimensional objective space. For example,
the method [145] considers the discontinuities, closeness to idea point, ranges of
attainable values, but little information about the knee regions on the PoF with
complex curvatures. The method in [146] cannot characterize the local structure
of the PoF like the knee regions. The method presented in [147] can visualize the
local structure but is limited to 4-D approximation sets. The approach introduced
in [148] can assess the approximated front and the trade-off between objectives, but
it is challenging to visualize the knee points or knee regions. Finally, the method
in [149] is mainly for objective reduction and has a key issue of optimizing the tree
structure for visualization.
3. There is another issue how to do landscape analysis in high-dimensional objective
space, if the objective functions of the problems are implicit or replaced with sur-
rogates [150]. It is known that the landscape analysis is able to help understand
the complex optimization problems and ultimately lead to a better decision mak-
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ing by using appropriate MOEAs [151]. There are several researches to analyze the
fitness landscape of the explicit multi-objective optimization problems. The stud-
ies [152, 153] conduct landscape analysis for the feature of multimodal of MOPs,
while studies [154, 155] for the feature of ruggedness. Few of them is reported to
analyze the landscape of the surrogates driven problems.
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