This article takes the first step in reforming a theory of invariant/ integral manifolds for non-autonomous dynamical systems. Current rigorous support for dimensional reduction modelling of slow-fast systems is very limited by the rare events in stochastic systems that may cause escape, and limited in many applications by the unbounded nature of pde operators. To circumvent such limitations, we initiate developing a 'backwards' theory of invariant/integral manifolds. Here, for deterministic non-autonomous ode systems, we construct a conjugacy with a normal form system to establish the existence, emergence and exact construction of centre manifolds in a finite domain for systems 'arbitrarily close' to that specified. A benefit is that the constructed invariant manifolds are known to be exact for systems 'close' to the one specified, and hence the only error is in determining how close over the domain of interest for any specific application. Built on the base developed here, planned future research should develop a theory for stochastic and/or pde systems that is more useful in a wider range of modelling applications than previously established theory.
Introduction
Centre manifold theory is an excellent framework to justify and construct reduced low-dimensional models of some given high-dimensional dynamical system (Roberts 2015, e.g.) . However, applications of the rigorous theory is often confounded by two issues. First, pdes, such as the Navier-Stokes equations for fluid flow, u t + u · ∇u = −∇p/ρ + ∇ 2 u, typically have unbounded linear operators, such as ∇ 2 , and unbounded nonlinearity, such as u · ∇u, and so do not lie in the scope of the most advanced invariant manifold theories which typically require bounded operators and Lipschitz nonlinearities (Aulbach & Wanner 2000 , Chicone & Latushkin 1997 , Haragus & Iooss 2011 . Notwithstanding this, some applications have rigorous support established via strongly continuous semigroup operators, and by mollifying nonlinearity (Carr 1981 , Vanderbauwhede 1989 . Second, extant theory for non-autonomous stochastic systems (Arnold 2003 , Mohammed et al. 2014 is bedevilled by very rare 'escape' events that confound straightforward application to most stochastic systems of interest in applications. This article is a first step towards overcoming these two limitations by beginning to develop a new 'backwards' theory.
There are several pronounced differences in the new approach.
• Instead of proving that there exists a centre manifold for a specified system, which is then approximately constructed, here we prove that there is a system which is both 'close' to the specified system, and also has a centre manifold which we know exactly (to bypass issues of unbounded operators)-this is an example of a 'backward error' theory (Grcar 2011, e.g.) , whereas all previous centre manifold theory addresses the 'forward error';
• Also we relax the 'straightjacket' that solutions are required to remain in a neighbourhood for all time, we only require they are exponentially quickly attracted to the centre manifold over a finite time (thus avoiding very rare events) akin to a stochastic theorem of Berglund & Gentz (2003) ;
• We invoke Lagrange's remainder theorem to put lower bounds on domain sizes. Such finite bounds have rarely been identified before because most approaches invoke ' → 0' theorems. The only cognate results are by Lamarque et al. (2012) who developed upper bounds on the domain of validity for normal forms of finite-D autonomous systems (applied to nonlinear normal modes).
In the context of normal forms, Lamarque et al. (2012) commented "The main recognized drawback of perturbation methods is the absence of a criterion establishing their range of validity in terms of amplitude": this article starts to provide new useful results on the domain of validity.
Here we obtain bounds on the domain by establishing new backwards theory for invariant/integral manifolds of general, finite dimensional, non-autonomous, dynamical systems. Propositions 1 and 2 summarise the resultant theory.
A crucial reformation to empowering this backwards theory is to modify the definition of key invariant manifolds (Definition 8). The classic definition of un/stable and centre manifolds requires the existence of limits as time goes to ±∞ (Potzsche & Rasmussen 2006 , Haragus & Iooss 2011 , Barreira & Valls 2007 , Aulbach et al. 2006 . This in turn requires solutions of the dynamical system to be reasonably well-behaved for all time, which places strong constraints on the systems that can be studied-constraints that in applications are often not found, or are hard to establish. For example, in stochastic systems very rare events will eventually happen over the infinite time requiring global Lipschitz and boundedness that are oppressive in applications. By modifying definitions we establish results for finite times, which are useful in many applications, and for a wider range of systems.
Interestingly, the topic of finite time phenomena and associated invariant sets and manifolds are increasingly important in understanding coherent structures, mass transport, and metastability (Haller 2000 , Froyland et al. 2010 , Froyland 2013 . Indeed, the topic formed half of the aims of a recent workshop held at the Banff International Research Station. 1 Future research is planned extend this approach to develop new useful centre manifold theory for partial differential equation and/or stochastic dynamical systems. The aim of this article is to start establishing results in this direction by first addressing finite dimensional, non-autonomous, nonlinear systems.
Example: an exact coordinate transformation
A key part of the approach is to establish (Section 2) a smooth conjugacy between dynamics of the original variables and the dynamics of a 'normal form' system with some known exact properties. This subsection introduces such a conjugacy in the finite domain of the emergent 1D, slow manifold, model for an example 2D autonomous dynamical system (Roberts 1985) . In Generally, throughout this article lowercase letters denote original variables, and uppercase letters denote conjugate normal form variables. Figure 1 (right) plots the corresponding trajectories of (1.3). The normal form system (1.3) immediately shows that Y = 0 is an invariant manifold. The normal form (1.3) also shows that Y = 0 is exponentially attractive at a rate of one or more for all X. SinceẊ = −X 3 has no linear part, Y = 0 is called a slow manifold. Thus the slow variable X describes the emergent long-time evolution for all initial conditions in the XY -plane. The exact coordinate transformation (1.2) then determines an xy-domain in which exactly corresponding statements hold for the given xy-system (1.1).
• In the XY -plane the ode system (1.3) has no singularities and so the statements are globally valid.
However, the coordinate transform (1.2) is singular when the denominator 1 + 2X 2 − 2Y = 0 , that is, it is singular when Y = 1 2 + X 2 . The Further straightforward algebra derives that the Jacobian of the coordinate transform (1.2) has determinant (1 + 2X 2 ) 3/2 /(1 + 2X 2 − 2Y ) 5/2 which is never zero and so the coordinate transform only degenerates on the singular curve Y = 1 2 + X 2 .
• Two limits determine the domain of validity in the xy-plane. Firstly, as Y → −∞, y → X 2 − 1 2 so the domain is restricted to being in y > − 1 2 , and a little more algebra would show we need y > − 1 2 + x 2 , as illustrated in the left-hand plot of Figure 2 . Secondly, as Y → 1 2 + X 2 from below, y → +∞ and so the xy-domain is unrestricted above.
Hence a slow manifold of the xy-system (1.1) is exactly y = x 2 (as (1.2) on the slow manifold Y = 0 reduces to x = X and y = X 2 ) and exists globally in the xy-plane. Further, all initial conditions in y > 1 2 + x 2 generate trajectories which are exponentially quickly attracted to solutions on this slow manifold.
Figure 2 reaffirms that the coordinate transform which nonlinearly separates slow and stable variables may exist over a large domain in the xy-plane: its existence need not be restricted to a 'small' neighbourhood of the origin. This example illustrates the value of such a 'normal form' coordinate transformation between conjugate dynamical systems. Our challenge is to establish a widely useful approach to such properties for general scenarios.
General scenario
In this article we consider dynamical systems for dependent variables u(t) ∈ R m+n+ in the classu = Lu + N (t, u) (1.4) for linear operator L and strictly nonlinear C p -function N . In applications, a coordinate independent approach, developed from that by Coullet & Spiegel (1983) , provides an efficient direct asymptotic construction of invariant manifolds for systems in the form (1.4) (Roberts 2015, Ch. 5, e.g.) . For the purposes of developing theory, however, let's assume a preliminary linear change of basis separates the physical system (1.4) into variables x(t) ∈ R m , y(t) ∈ R n and z(t) ∈ R where the system becomeṡ 5c) and where Assumption 3 details conditions to be satisfied by these matrices and nonlinear functions. The conditions identify that, about the origin, x are centre variables, y are fast stable variables, and z are fast unstable variables (Definition 4). Future research is planned to address stochastic systems and/or partial differential/integral equation systems.
Recall that in applications of mathematics one never knows the precise equations that govern a given physical system. As Feynman (1998) [p.2] wrote: "everything we know is only some kind of approximation, because we know that we do not know all the laws as yet." Consequently, a differential equation system that is 'close enough' to the originally specified mathematical system (1.5) may be an equally as valid a description of the modelled physical system. Hence, this article focusses on establishing exact properties for systems 'close' to the original (1.5). Such backwards propositions are useful in other mathematical areas (Grcar 2011, e.g.) .
The following two new propositions of practical importance are established via Theorems 5 and 14, Lemmas 12 and 17, and Corollary 16. Proposition 1 (existence). For every non-autonomous system (1.5) satisfying Assumption 3 there exists nearby systems (such as (2.1)+(2.2)), asymptotically close to any specified order limited by the spectral gap (between the eigenvalues of A and of B and C, Definition 10) and the smoothness of f and g (Theorem 5), that in a finite domain (t, X) ∈ T µ ⊗ d µ (Definition 8) possesses a smooth non-autonomous centre manifold M c parametrised as x = x(t, X), y = y(t, X) and z = z(t, X) (1.6a) where x(t, X) = X + O |X| 2 is a near identity (Theorem 14). On M c the evolution is of the form (Corollary 16)
for some smooth nonlinear F c . The context distinguishes between x(t, X) of (1.6a) in a parametrisation of a centre manifold, and x(t) in a solution to the dynamical system (1.5), and similarly for y and z.
Even in the simpler case of hyperbolic dynamics, Lan & Mezić (2013) comment that "it is difficult to state the precise region of validity of this mapping . . . these theorems only provide a much under-estimated linearization region": consequently, we aim for generic useful lower bounds on the finite domain of validity (Section 3). Lemma 12 establishes a lower bound on the size of the domain for a normal form system (2.2), and hence for the centre manifold (1.6). For the example of Section 1.1, Lemma 12 applies to estimate the size of discs centred on the origin that fit into the domain of validity of the XY -plane in Figure 2 . Proposition 2 (emergent dynamics). For every non-autonomous system (1.5) satisfying Assumption 3 and for every chosen rate µ in the spectral gap, a non-autonomous centre manifold of a nearby system of Proposition 1 attracts at the rate µ all of its solutions in a finite domain d µ of its centrestable manifold M cs (Lemma 17). That is, for all solutions x(t), y(t), z(t) (of (2.1)+(2.2)) that lie in M cs there exists a solution X(t) to (1.6b) and a constant C (given by (3.4)) such that x(t), y(t), z(t) − x(t, X(t)), y(t, X(t)), z(t, X(t)) ≤ Ce −µt (1.6c) for times t 0 ≤ t < T µ , a time interval for which both x(t), y(t), z(t) and x(t, X(t)), y(t, X(t)), z(t, X(t)) remain in d µ . These two propositions are important in applications. All constructed non-autonomous centre manifolds are the attractive exact centre manifolds, in a finite domain, for a non-autonomous system 'close' to the one specified.
2 Generally construct a conjugacy with a normal form system
This section establishes that coordinate transform arguments previously used for fast-slow separations of stochastic dynamics (Arnold 2003 , Roberts 2008 immediately extend to encompass quite general non-autonomous dynamics. This section establishes firstly that time dependent coordinate transforms exist from systems with decoupled centre modes from un/stable modes (making the time dependent invariant manifolds easy to extract). Such a generalised Hartman-Grossman existence theory has previously been established (Aulbach & Wanner 2000, §4, e.g.) here is that the framing is distinct because here we aim for a backwards constructive theory to underpin Section 3. Secondly, this section establishes that although anticipation of the time dependence may be necessary in the full transform, no anticipation need appear on the centre manifold itself. This section straightforwardly utilises and synthesises previous researchthe black part of Figure 3 . The novelty here is combining and extending the many aspects together: covering cases of dynamics with stable, centre and unstable dynamics; covering cases where the centre dynamics may have non-zero growth/decay rate; covering non-autonomous effects in a manner that best suit long-time modelling (and potentially stochastic effects). 2 One useful outcome is a practical constructive technique, a technique that also underlies web services to construct normal forms and slow manifolds of nonautonomous/stochastic dynamical systems (Roberts 2009 (Roberts -2018 . Crucially, Figure 3 indicates how the results of this section underpin the new backwards Propositions 1 and 2. Assumption 3. The given separated system (1.5) is to satisfy the following:
1. the spectrum of matrix A has eigenvalues α 1 , . . . , α m with 'small' realpart bounded by | α i | ≤ α;
2. assume matrix B has eigenvalues β 1 , . . . , β n , possibly complex, with 'large' negative real-part bounded above by β j ≤ −β < 0 ; 3 3. similarly, assume matrix C has eigenvalues γ 1 , . . . , γ , possibly complex, with 'large' positive real-part bounded below by 0 < β ≤ γ k (for simplicity the bound β is common to both B and C);
4. there are spectral gaps as these rate bounds satisfy β > (2p − 1)α for some integer order p ≥ 2;
5. for the same order p, functions f , g and h are C p (d) in some finite, connected, domain d containing the origin, and are 'strictly nonlinear' in the sense of being O(2) according to Definition 4;
6. the time dependence may be written, implicitly or explicitly, as a linear combination of some number of independent forcing processes w l (t) (which in future extension to a stochastic case would be Stratonovich 'white noises', or even Marcus Levy flights (Chechkin & Pavlyukevich 2014, e.g.) ).
A time dependent coordinate transform Analogous to the introductory example of Section 1.1, we relate the generic ode system (1.5) in u = (x, y, z) to a conjugate system in new coordinates U = (X, Y , Z) by a time dependent, near identity, coordinate transform
Such a time dependent coordinate transform is to be chosen such that the system (1.5) is closely approximated by the 'simpler' conjugate system. The variables (X, Y , Z) are sometimes called intrinsic coordinates (Brunton et al. 2016, (26) , e.g.). We specifically seek to construct coordinate transforms that simplify the odes in a practically useful sense. In this section the meaning of 'closely approximates' is in a conventional asymptotic sense. Section 3 gives the first results to quantify bounds on the approximations. Definition 4.
For every
2. Define a threshold rateμ in the spectral gap, pα ≤μ < β − (p − 1)α (which exists by Assumption 3). Then for terms/modes/variables/rates associated with the exponential e λt , classify them as centre if | λ| ≤μ , stable if λ < −μ , unstable if λ >μ , un/stable if | λ| >μ , fast if |λ| >μ , and slow if |λ| ≤μ .
and positive respectively, then the invariant manifolds should still exist and have nice properties-even in the stochastic case (Boxler 1989 , Arnold 2003 . However, we focus on the algebraically tractable case when the basic linear operators A, B and C are constant. Indeed, in constructing nontrivial non-autonomous slow manifolds, the only definite example that I recall that has not been based upon constant linear operators is one example by Potzsche & Rasmussen (2010) .
When all the centre modes are precisely neutral (the A-eigenvalue bound α = 0), then the choiceμ = 0 recovers the most commonly used classification of centre, stable, unstable, slow and fast variables (Carr 1981 , Vanderbauwhede 1989 , Haragus & Iooss 2011 .
The constructive series argument of Roberts (2008) [Proposition 1] for stochastic non-autonomous systems is generalised in this section both to include unstable variables and also to cater for threshold rateμ = 0 . Sections 2.1 to 2.3 contribute to the following Theorem 5 which establishes the existence of the 'nearby' dynamical systems invoked in Propositions 1 and 2. Theorem 5. For every given order p, 2 ≤ p ≤ p , a near identity, multinomial, time dependent, coordinate transformation (2.1) exists to approximately convert the non-autonomous system (1.5) into the multinomial normal forṁ
where F , GY and HZ are O(2) (and where F is a rank three tensor), and where, by construction, the difference between system (2.1)+(2.2) and system (1.5) is O(p). Significantly, F , G and H need only contain fast time 'memory/anticipation' integrals in terms that are quadratic, or higher power, in the non-autonomous terms: no memory is needed in linear non-autonomous terms.
Proof. We prove Theorem 5 via algebraic results deduced in the three subsequent subsections.
As a preliminary step, linearly change basis for each of x and X, y and Y , and z and Z, so that the systems (1.5) and (2.2) then have matrices A, B and C in upper-triangular form (Jordan form is one example). Then prove by induction. First, the lemma is trivially true for difference order p = 2 under the identity transform x = X , y = Y and z = Z with normal form systemẊ = AX ,Ẏ = BY andŻ = CZ . We only change this identity transform by higher order, multinomial, corrections and so in this sense they are all 'near identity'.
Second, assume there exists such a coordinate transform and normal form for some p, 2 ≤ p < p ; that is, the residuals of (1.5) are O(p) upon substituting (2.1)+(2.2). Seek corrections O(p), indicated by hats, that lead to residuals of O(p + 1): let
Section 2.1 establishes suitablex andF exist for the centre components; Section 2.2 establishes suitableŷ andĜ exist for the fast stable components; and Section 2.3 establishes suitableẑ andĤ exist for the fast unstable components. Hence choosing such a suitable (2.1)+(2.2) satisfies the system (1.5) to residuals O(p + 1). By Proposition 3.6 of Potzsche & Rasmussen (2006) , it follows that the difference between a system (2.1)+(2.2) and the system (1.5) is also O(p + 1). By induction, Theorem 5 holds for systems (1.5) with upper-triangular matrices A, B and C. By reverting the preliminary change of basis, Theorem 5 holds for general matrices.
Require convolutions In general we need to invoke convolutions in time of the direct t-dependence in terms (for 'frozen' X, Y and Z), convolutions that depend upon the eigenvalues. These convolutions encapsulate either memory or anticipation of the time-dependence over the various fast time scales in the un/stable variables y and z. For any parameter µ (possibly complex), and for sufficiently well behaved (e.g., integrable) time dependent functions u(t), define the convolution
Recall that Definition 4 determines a chosen cut-off rateμ in order to classify un/stable and centre processes. Three useful properties of the convolution (2.4) are
A crucial property is that
• with µ < 0 the convolution e µt integrates over the past;
• with µ > 0 the convolution e µt integrates into the future;
• both integrate over a fast time scale of order 1/| µ|.
Transform the centre dynamics
This subsection contributes to the proof of Theorem 5. For the centre dynamics, each iteration towards constructing a time dependent coordinate transform substitutes sought corrections (2.3) (for the transform and the evolution) into the governing ode (1.5a) for the centre variables.
A homological equation governs corrections First, in the right-hand side of the ode (1.5a), the nonlinear function f (t, x +x, y +ŷ, z +ẑ) = f (t, x, y, z)+O(p+1) by a multivariate Taylor's theorem sincex,ŷ,ẑ = O(p) and derivatives f x , f y , f z = O(1) by Assumption 3. Here and throughout, such subscripts represent partial derivatives: for example, the Jacobian matrix f x = ∂f i /∂x j . Second, the time derivative on the left-hand side of (1.5a) is more complicated: by the chain rule the corrected time derivativė
As indicated, omit products of small corrections, and approximate the coefficients of the remaining small corrections by their leading order term (for example, ∂x/∂X ≈ I and ∂x/∂Y ≈ ∂x/∂Z ≈ 0). Third, equating the two sides with a little rearrangement, the x-equation (1.5a) becomeŝ
(2.6) Solve homological equation (2.6) to find corrections As explained at the end of this subsection, at the expense of generally increasing the number of required iterations, we neglect in the left-hand side the off-diagonal terms in the upper triangular matrices A, B and C. Also, by Assumption 3 and the induction assumption, the residual on the right-hand side of (2.6) is written as a multinomial Res (1.5a),p = (terms) + O(p + 1) in which each term is of the form of a pth order multinomial term with coefficient vector
0 , and similarly for q and r, such that |p| + |q| + |r| = p.
For each such pth order term on the right-hand side, the κth component of the homological equation (2.6) is then
Because of the special form of the 'homological' operator on the left-hand side of (2.7), for each right-hand side term we seek corresponding correctionŝ
There are many possible ways to choose the coordinate transform corrections x and f as equation (2.8) forms an underdetermined system. It is up to our qualitative aims to decide what corrections are desirable to implement among all the possibilities. The following choices lead to, in some sense, the minimal coordinate transform necessary to achieve our modelling theoretic aims. Two cases typically arise depending upon the real part of the rate µ.
1. The cases when µ is fast, | µ| >μ, occur when at least one of the exponents in q or r is non-zero, see the next paragraph. Accepting possible anticipation in the coordinate transform, we assign x = e µt c , and do not change the X evolution, f = 0 . The convolution in the coordinate correction x only involves convolutions over fast time scales.
Conversely, if q = r = 0, then from (2.8)
Thus | µ| is not fast by the separation Definition 4. Hence for fast | µ|, it must be that at least one exponent in q or r is non-zero.
2. The 'resonant' centre case, | µ| ≤μ , only arises in two circumstances.
• Firstly, when the fast exponents q = r = 0 as justified above, in which case there are no fast variables Y and Z in the term.
• Secondly, it may arise when both q = 0 and r = 0, in which case the term always has at least one stable variable Y j and at least one unstable variable Z k . To eliminate the other possibilities consider the possibilty q = 0 = r, then from (2.8),
Alternatively, when r = 0 = q then a similar derivation gives the bound µ ≤ −β + (p − 1)α < −μ. Thus these two cases cannot give centre µ.
This centre case of small | µ| implies that convolutions e µt a κ (t) are generally large due to the large support of the exponential e µt in the convolution. We need to avoid the possibility of such large terms. Thus at first sight in solving (2.8), f +ẋ − µx = a κ , a generic acceptable solution is to correct the X evolution with f = a κ and leave the coordinate transform unchanged with x = 0 .
But recall that we want to avoid fast time integrals in the centre evolutionẊ; that is, we want to avoid assigning to f terms in e νt ã(t). Consider the case when the forcing a κ (t) has the form of a fast time convolution a κ = e νt ã(t) for someã(t) and some rate ν. From (2.5a) deduceȧ
Since (2.8) may be written as f+e µt d/dt(e −µt x) = a κ , to avoid fast time memory integrals in the centre X evolution, set f =ã(t)(sgn ν)/(ν −µ) and x = a κ /(ν − µ) = (e νt ã)/(ν − µ) (which assigns the fast time convolution to the coordinate transform). Ifã(t) in turn is a fast time convolution, then continue the above splitting recursively.
When the coefficient a κ (t) is a quadratic product of convolutions, then choosing similar splittings eliminates all fast integrals from the centre variables except for terms with coefficients of the formã 1 (t)e νt ã 2 (t) whereã 1 has no convolutions. Algebraic transformations cannot eliminate such terms (Chao & Roberts 1996) . For now accept such quadratic non-autonomous terms. 4 Such quadratic terms encode the mechanisms that cause fast time fluctuations to generate potentially important mean drift effects on the macroscale dynamics.
This completes the centre variables contribution to the inductive proof of Theorem 5.
Off-diagonal neglect Recall the earlier recommendation to omit a term in (2.6): the term (∂x/∂X)AX, equivalently (∂x κ /∂X i )A i,j X j , should appear in the left-hand side. However, its omission is acceptable when the matrix A is upper triangular (invoked at the start of the proof of Theorem 5) as then any term introduced which involves X i only generates extra terms which are lower order in X i . Such extra terms increase the order of X j for j > i , through the off-diagonal terms in A. However, successive iterations generate new terms involving only fewer factors of X i and so iteration steadily accounts for the introduced terms. Similarly for the Y and Z variables when the linear operators B and C are triangular. Discussing equation (2.10) for corrections is sufficient.
Transform the fast stable dynamics
This subsection contributes a second part to the proof of Theorem 5. For the stable dynamics, each iteration towards constructing a time dependent coordinate transform substitutes sought corrections (2.3) to the transform and the evolution into the governing ode (1.5b) for the stable variables.
A homological equation guides corrections First, in the right-hand side of the ode (1.5b), the nonlinear function g(t, x +x, y +ŷ, z +ẑ) = g(t, x, y, z)+O(p+1) by a multivariate Taylor's theorem sincex,ŷ,ẑ = O(p) and derivatives g x , g y , g z = O(1) by Assumption 3.
Second, the time derivative on the left-hand side of (1.5b) is more complicated: by the chain rule the corrected time derivativė
As indicated, omit products of small corrections, and approximate coefficients of the remaining small corrections by their leading order term (for example, ∂y/∂Y ≈ I and ∂y/∂X ≈ ∂y/∂Z ≈ 0). Third, equating the two sides with a little rearrangement, the y-equation (1.5b) becomeŝ
(2.9) Solve homological equation (2.9) to find corrections Recall we neglect in the left-hand side the off-diagonal terms in the triangular matrices A, B and C. By Assumption 3 and the induction assumption, the residual on the right-hand side of (2.9) is a multinomial Res (1.5b),p = (terms) + O(p + 1) in which each pth order term is of the form a multinomial term with coefficient vector b(t), namely b(t)X p Y q Z r such that |p| + |q| + |r| = p. For each such pth order term on the right-hand side, the κth component of the homological equation (2.9) is, whereĜ κ is the κth component ofĜY , thenĜ
Because of the special form of the 'homological' operator on the left-hand side of (2.10), for each right-hand side term seek corresponding correctionŝ
Among the many possible ways to choose the coordinate transform corrections y and g, the following choices lead to a suitable coordinate transform necessary to achieve our modelling aims. Three cases arise depending upon the real part of the rate µ.
1. Consider the resonant case of centre µ . To satisfy (2.11), namely g +ẏ − µy = b κ , the mean and some types of fluctuations in b κ (t) must be generally assigned to g as generally they would give rise to large secular terms in y. For example, when the fluctuating part of b κ (t) is noisy (stochastic) then integrating it into the coordinate transform y would almost surely generate unallowable square-root growth. Thus the generic solution is g = b κ and y = 0 , that is, assign
to the Y evolution and nothing into the coordinate transform y.
Since β κ ≤ −β , this case of centre µ only arises when at least one of the exponents q of Y is positive in order for the sum in (2.11) to have a centre real-part. Hence, there will be at least one Y j factor in updatesĜ to the Y -evolution, and so we maintain the form GY in the right-hand side ofẎ .
2. For stable µ < −μ , a solution of (2.11) is to place all the forcing into the coordinate transform, y = e µt b κ , and not to introduce a component into the Y -evolution, g = 0 . As µ < −μ , the convolution is over the past history of the forcing b κ (t); the convolution encodes a memory of the forcing over a time scale of 1/| µ|.
3. For unstable µ >μ , and accepting anticipation in the transform, modify the coordinate transform by setting y = e µt b κ , and do not change the Y -evolution, g = 0 .
Consequently, this establishes equation (2.2b) in Theorem 5.
Transform the fast unstable dynamics
For the unstable dynamics, the argument corresponds directly to the argument of Section 2.2 for the stable variables with appropriate exchange of symbols and inequalities. This establishes equation (2.2c); that is, we are always able to find a coordinate transform, to any specified order, which maintains the form (2.2c). This subsection thus completes the proof of Theorem 5.
Centre dynamics do not anticipate
Despite the presence of anticipatory convolutions appearing in the coordinate transform (2.1), this subsection establishes that none of them appear in the centre dynamics (when Y = Z = 0) because anticipatory convolutions always involve un/stable variables. Bensoussan & Flandoli (1995) correspondingly show it is not necessary to anticipate noise on a stochastic inertial manifold. In the previous subsections, the anticipatory convolutions only occur when the rate µ >μ . But for both the centre and the un/stable components, this rate occurs only when at least one un/stable variable, Y j or Z k , appears in the term under consideration. Moreover, there is no ordinary algebraic operation that reduces the number of Y and Z factors in any term: potentially the time derivative operator might,
but although in the algebra X variables may be replaced by X k , Y variables may be replaced by Y k , and Z variables may be replaced by Z k , nonetheless the same number of variables are retained in each term and a Y or Z variable is never replaced by an X variable. The reason is that the centre and un/stable dynamics are linearly decoupled in the original system (1.5). Consequently all anticipatory convolutions appear in terms with at least one component of the un/stable variables Y or Z.
Because of the form of the evolution (2.2a) of the centre modes X, the evolution is also free of anticipatory convolutions within both the centrestable and centre-unstable manifolds (Definition 8). However, as seen in examples, there generally are anticipatory convolutions in the evolution (2.2a) of the un/stable modes Y and Z. Further, although the non-autonomous coordinate transform (2.1) has anticipatory convolutions, on the centre manifold Y = Z = 0 there are none. Consequently the preceding formal argument leads to the following corollary that extends straightforwardly that of Roberts (2008) [Proposition 2]. Corollary 6. Although anticipation may be invoked, throughout both Z = 0 (the centre-stable manifold, Definition 8) and Y = 0 (the centre-unstable manifold), there need not be any anticipation in the dynamics (2.2a) of the centre modes in the non-autonomous normal form of the system (1.5). Moreover, in Y = Z = 0 (the centre manifold) the time dependent coordinate transform (2.1) need not have anticipation.
Nonetheless, by anticipating the time dependence in the system we are always able to find a coordinate transform, to any specified order, which maintains a centre X evolution that is independent of the un/stable variables throughout either the centre-stable or the centre-unstable manifold, namely the ode system (2.2a). Consequently, the projection of initial conditions, and the exponential approach to a solution of the centre variables in the centre-stable manifold, is assured only via invoking such anticipation in the full normal form coordinate transformation.
Two extensions
Many biochemical systems, such as the Michaelis-Menten kinetics for enzyme dynamics, naturally arise in a rational function form. Corollary 7. Consider a non-autonomous system in rational function forṁ
12a)
12c)
under Assumption 3 and additionally where scalar functions f, g, h are C p (d)
and O(1). Then Theorem 5 applies with the above system (2.12) replacing (1.5).
Proof. The proof and arguments of Sections 2.1 to 2.4 also apply to the system (2.12) when the residuals of the equations are obtained from the forṁ
Alternatively, one could also point out that the rational function form (2.12) may be written in the form (1.5): such asẋ = Ax + f −f Ax 1+f
. However, in application the form (2.13) provides a more practical route for construction (Roberts 2009 (Roberts -2018 
.).
Alternative slow-fast subcentre separation Many modelling scenarios require the separation of fast waves from slow, long-time, dynamics: for example, elasticity, quasi-geostrophy, anelastic approximation, and incompressible fluid flow (Roberts 2015, Ch. 13, e.g.) . In such scenarios the preceding derivations usefully apply with some caveats.
Recall that, for a chosen thresholdμ, Definition 4 terms quantities "fast" when |λ| >μ and "slow" when |λ| ≤μ . Then the algebraic derivations of Sections 2.1 and 2.2 applies with | µ| replaced by |µ|, "stable" replaced by "fast", and "centre" replaced by "slow". There are two major caveats.
• In the corresponding normal form (2.2) there are no Z variables as fast Y encompasses all un/stable variables. Correspondingly the evolution on the slow manifold has the generic formẊ = AX + F c (t, X) + F(t, X, Y )Y Y as there typically are quadratic interactions between fast modes/waves that affect the evolution of the slow variables. One example being the quadratic Stokes drift mean flow generated by water waves (Mei 1989, p.425, e.g.) . That is, in the presence of fast waves/oscillations the evolution off such a slow manifold is typically fundamentally distinct to that on the slow manifold, albeit it only a little distinct when near the slow manifold.
• For non-autonomous systems the required convolutions have to exist. For terms with small rates | µ| the convolution (2.4) with some types of time variations may lead to large or even divergent integrals. These have to be avoided with care as, for example, has been discussed for transforming stochastic Hopf bifurcations (Roberts 2008 , §5, e.g.).
Existence and emergence proved in a domain
All differential equations are imperfect models Richard E. Meyer, 1992
Our theory is based upon the dynamics near an equilibrium (at the origin without loss of generality). In that sense the approach is local. Nonetheless, by continuity in various bounds, the locale of theoretical support is finite in size. This section establishes the first general results on the "finite domain bound" shown in Figure 3 . These results quantify that the centre manifold framework is not "just asymptotic", the theory supports use at the finite parameter values essential for most applications.
A key part of our dynamical systems approach are the existence and properties of invariant/integral manifolds of a given non-autonomous ode system. Future research plans to cater for general stochastic systems where very rare events, of mostly negligible practical interest, could send trajectories outside a domain of validity. Such very rare events ruin the general usefulness of established 'forwards' theory. Further, for the linear operator L in the original system (1.4), the classic definitions of invariant/integral manifolds require e Lt to be analysable in both forward and backward time, that is, the operator L must be bounded. But in planned extensions of our approach to pdes the operator L is typically unbounded. Consequently we need to change some basic definitions to cope. Let's replace current extant definitions of invariant/integral manifolds with the following Definition 8.
In Definition 8 (as in established definitions for (2.2) when they apply (Aulbach et al. 2006, p. 3, e.g.)), the subspace/manifolds M i are invariants of (2.2) across the whole U = (X, Y , Z)-space, but their characterisation with regard to the dynamics about the equilibrium is only certain within a finite domain, denoted D µ , and so we restrict the manifolds to that domain (and then avoid calling them subspaces). Definition 8 (invariant/integral manifolds). First, for every system in the normal form (2.2), and for time intervals T µ and domains D µ containing the origin and characterised by Definition 10, define the following invariant/ integral manifolds associated with the equilibrium at the origin: 5
Second, denoting more concisely the C p -diffeomorphism (2.1) from some D µ ⊆ D µ onto d µ as u = u(t, U ), for every system (2.1)+(2.2) and for every i ∈ {c, s, u, cs, cu}, define corresponding invariant/integral manifolds
Sometimes the domain D µ of theoretical support is infinite in size, such as in the example of Section 1.1. One important class of global support is when there is a whole subspace/manifold of equilibria (Section 3.4 e.g.), each of which satisfies the criteria for the theory.
Variations to the Hartman-Grossman Theorem for Caratheodory-type differential equations (Aulbach & Wanner 2000, e.g.) ensure this Definition 8 is consistent, where both apply, with extant definitions (Barreira & Valls 2007 , Haragus & Iooss 2011 . Potentially there are cases for which we know invariant manifolds exist under extant definitions, but not knowably under this Definition 8. However, I contend that there are many more applications where previous definitions do not apply but for which this Definition 8 knowably characterises useful invariant manifolds. The reason is that extant theory, based upon previous definitions, and especially in generalisations to 'infinite'-D, typically require preconditions, such as infinite time intervals and bounded operators, which are often absent in applications. 6
Time scales remain separated in a domain
For straightforward use of a multivariate Lagrange's remainder theorem, this section restricts domains to be 'star-shaped' relative to the base equilibrium. That is, each point in a domain must be connected to the equilibrium (assumed to be at the origin) by a straight line segment that stays within the domain. To relax this star-shaped constraint, one would just adapt the use of the multivariate Lagrange remainder theorem. Definition 9 (star-shaped). A non-empty open subset S ⊆ R N is starshaped if for each u ∈ S, γu ∈ S for all 0 ≤ γ ≤ 1.
In Figure 2 for the example of Section 1.1, the left-hand xy-domain (shaded) is star-shaped, but the right-hand XY -domain is not (and would have to be restricted a little for the results developed here).
The major results of this section are that key invariant manifolds exist and emerge from the dynamics over a domain whose size we bound from below.
Crucial modelling properties often hold over domains usefully larger than D µ that may be identified in any given scenario. The size of the domain D µ is primarily bounded by the typical increase from zero, of G(t, U ) and H(t, U ) (in (2.2)) as |U | increases, where as before U = (X, Y , Z) ∈ R m+n+ . Definition 10 (emergence preserving domain). Consider any given multinomial normal form system (2.2). Let matrices P , Q and R be such that P −1 AP , Q −1 BQ and R −1 CR are in (real) Jordan form with super-diagonal elements having magnitude at most δ ≥ 0. 7 Then define a star-shaped domain D µ ⊆ R m+n+ and time interval T µ , such that the parameter µ is sufficiently within the spectral gap α < µ ± δ < β − max cond(Q) G(t, U ) , cond(R) H(t, U ) for all U ∈ D µ and for all times t ∈ T µ . 8
The domain D µ is non-trivial for the following reasons. Firstly, GY , HZ are O(2) so the origin is in D µ for all time. Secondly, continuity of the multinomial GY and HZ assures us that D µ is a finite neighbourhood about the origin (the neighbourhood may be non-uniform in time, so we restrict consideration to some time interval T µ that contains the initial time, usually t = 0). Definition 10, for the domain D µ , only addresses the class of normal form systems (2.2): the algebraic machinations of Section 2 derive the system (2.2) as part of an approximation, but its role as an approximation is not relevant in this definition. Lemma 11 (exponential trichotomy). For times s, t ∈ T µ and for as long as solutions of (2.2) stay in D µ :
• |Y (t)| ≤ cond Q |Y (s)|e −µ(t−s) for t ≥ s ;
• |Z(t)| ≤ cond R |Z(s)|e −µ(s−t) for t ≤ s ;
• |X(t)| ≤ cond P |X(s)|e µ|t−s| provided Y (s) = 0 or Z(s) = 0. x T x, and in terms of the matrix Q that transforms matrix B (Definition 10). Let J := Q −1 BQ, then straightforward algebra derives that
7 We seek matrices P , Q and R that reduce matrices A, B and C to block-diagonal form where the 'diagonal' includes 2 × 2 blocks of the real form − for each pair of complex conjugate eigenvalues ± i . The Jordan blocks for degenerate eigenvalues have super-diagonal elements of at most δ which can be as small as desired at the trade-off of increasing (worsening) the condition number of P , Q and R.
8 As usual, the norm · denotes the 2-norm of the matrix, G := max |v|=1 |Gv|, and the condition number cond U := U −1 · U . 9 C. Chicone (private communication, 2013) suggested such a Lyapunov function approach.
Consider two parts of the right-hand side in turn.
• From the real Jordan form (Definition 10), then symmetric J T + J = 2 diag( β j ) + ∆ for eigenvalues β j of B and symmetric ∆ being zero except for some sub/super-diagonal elements of at most δ. Consequently the quadratic
• The remaining part of the right-hand side is usefully bounded since
Consequently, in the domain D µ equation (3.1) ensures the inequality
Standard comparison theorems then ensure |Y (t)| 2 Q ≤ |Y (s)| 2 Q e −2µ(t−s) ; that is, |Y (t)| Q ≤ |Y (s)| Q e −µ(t−s) . Thus the stable variables Y decay to zero exponentially quickly in the Q-norm. In the usual 2-norm there may be some transient growth characterised by the condition number of Q (Trefethen 1999, e.g.) . Returning to the 2-norm, we derive the bound
for as long as solutions stay in the domain D µ (cf. Murdock 2003, Lemma 5.3.1). Second, a proof for the bound |Z(s)| ≤ cond R |Z(t)|e −µ(t−s) is the corresponding argument but backwards in time.
Third, establish the bound for X. Under the proviso one of Y (s) = 0 or Z(s) = 0, and hence by (2.2) is zero for all t ∈ T µ . By the form of (2.2a), then F (t, X, Y , Z) = F (t, X, 0, 0). Since D µ is star-shaped, by Lagrange's remainder theorem
for matrix F (t, X) := F X (t, ξX, 0, 0) for some 0 ≤ ξ(t, X) ≤ 1 . Then by corresponding arguments to those for Y ,
which ensures |X(t)| 2 P ≤ |X(s)| 2 P e 2µ(t−s) for t ≥ s . Similarly, in integrating backwards in time
Then by an argument corresponding to that for Y , we deduce the 2-norm bound Definition 10 assures us that for the normal form (2.2) the important centre-stable manifold exists in a finite domain. The following Lemma 12 establishes one minimum bound on the size of the finite domain. Cognate lemmas apply to other invariant manifolds. Lemma 12 (finite domain). Restrict attention to the non-empty centre-stable manifold, M cs , of the multinomial, normal form, system (2.2). The centrestable manifold M cs in D µ contains the ball B µ centred on the origin and of radius (β−µ−δ) 2 / 2 cond 2 (Q)G max , where G max = sup t∈Tµ,U ∈Bµ i,j g ij ∇g ij in terms of the elements of G = g ij (t, U ) . Example 1. Before proving Lemma 12, let's apply it to the 2D example of Section 1.1. The Y -evolution (1.3) has G = g 11 = 1 − 1/(1 + 2X 2 ) − 4X 2 = 2X 2 /(1 + 2X 2 ) − 4X 2 . Then
Thus, in |X| < r this identity gives |g 11 ∇g 11 | < G max ≤ 32r 3 . Since here β = cond Q = 1 and δ = 0 , the radius r of the ball B µ in the lemma requires r < (1−µ) 2 /(64r 3 ); that is, r < √ 1 − µ/(2 √ 2). This Lemma 12 certifies that the shaded domain of Figure 2 (right) is large enough to contain these balls of radius √ 1 − µ/(2 √ 2). But further, Lemma 12 guarantees that solutions decay to Y = 0 at least as fast as e −µt while inside B µ for every 0 < µ < 1.
Proof. By Definition 10, the size of D µ and hence M cs is limited by the condition µ + δ < β − cond(Q) G(t, U ) ; that is, by
Consequently the requisite condition holds when 2|U |G max < (β − µ − δ) 2 / cond 2 Q which rearranges to the criterion in Lemma 12.
The next step is to map the invariant manifolds of the normal form system (2.2) into the original variables x, y and z. Then we relate the system (2.1)+(2.2), with its exact invariant manifolds, to the original system (1.5). To understand the mapping, we characterise the near identity, multinomial, coordinate transform (2.1) constructed by the induction of Section 2.
Our approach is different to that used by Murdock (2003) [Chap. 5] for autonomous systems. In essence Murdock uses the coordinate transform (2.1) to map the original dynamics (1.5) into the XY Z-space, calls that the full system and typically denotes it byẋ = a(x) with x denoting the transformed variables (Murdock 2003, p.296) . He calls the normal form system (2.2) the truncated system, denotedẏ = a(y). Murdock then compares invariant manifolds of these two systems; that is, he compares the invariant manifolds in what we call the XY Z-space. In contrast, here we use the coordinate transformation (2.1) to map the invariant manifolds of the normal form (2.2) back into the xyz variables of the original 'physical' system (1.5) and aim to make comparisons in that original space of the 'physical' variables.
We mostly use capital letters for quantities in the XY Z-space, such as the domains D µ , and mostly use lowercase letters for quantities in the xyz-space, such as corresponding domains d µ . Definition 13 (diffeomorphic domain). For every given coordinate transformation (2.1) constructed to order p for Theorem 5, define a (star-shaped) do-
Since the coordinate transform (2.1) is near identity, then by continuity of derivatives, this domain D µ is a (finite) neighbourhood of the equilibrium at the origin.
Invariant/integral manifolds exist
Instead of proving there exists a centre manifold for the specified system (1.5), which is then approximately constructed, the next Theorem 14 establishes that there is a system, such as (2.1)+(2.2), 'close' to the specified system and that has invariant/integral manifolds which we know exactly. This is an example of a 'backward error' theory (Grcar 2011, e.g.) , whereas all previous invariant/integral manifold theory addresses 'forward errors'.
In applications we never know the exact mathematical models: all our mathematical models are approximate. Consequently, a slight enough perturbation to a prescribed mathematical model is as accurate a description of reality as the prescribed model. The backwards approach here establishes properties about such slightly perturbed models. Thus the 'backward' theorem proved here is just as valid in applications as 'forward' theorems. Moreover, our backwards theorems should apply to a significantly wider and more useful class of dynamical systems.
The following Theorem 14 establishes the domain of existence of manifolds invoked by Propositions 1 and 2. The theorem establishes 'asymptotic closeness': future research is planned to derive a bound on the 'closeness'. Theorem 14 (invariant/integral manifolds exist). Consider any given dynamical system (1.5) satisfying Assumption 3. For all orders 2 ≤ p ≤ p and a given rate µ, there exists a dynamical system which is both O(p) close to the system (1.5), and which possesses centre, stable, unstable, centre-stable, centre-unstable manifolds (Definition 8), denoted respectively by M c , M s , M u , M cs and M cu , in a domain d µ (Definition 13) for time interval T µ . 10
Proof. The hard work has already been done. For any order p, Theorem 5 establishes that there exists such a dynamical system that is O(p) close: namely the combination of the normal form (2.2) together with the coordinate transform (2.1) define sufficiently close dynamics in the state space of (1.5).
Definition 8 establishes the existence of the requisite invariant/integral manifolds for the normal form (2.2) in D µ . The coordinate transform (2.1) maps these into corresponding invariant/integral manifolds in T µ ⊗ d µ for the corresponding system (2.1)+(2.2) in the original state space.
Some researchers explore the possibility of exponentially small errors in asymptotic statements (Jones et al. 1996 , Cotter & Reich 2006 , Iooss & Lombardi 2010 . This possibility arises here immediately from Theorem 14 under two further restrictions. In the case when the eigenvalues of the centre modes have precisely zero real-part, α = 0 , and when the specified dynamical system (1.5) is infinitely differentiable, p = ∞ , then the iterative construction of the normal form that proves Theorem 5 may be continued to arbitrarily high order p, in principle: the reason being that the two constraints on the order p are that firstly p < 1 2 (β/α + 1) = ∞ and secondly p ≤ p = ∞ (Assumption 3). To achieve the exponential closeness, for brevity, let = |(X, Y , Z)| , and for any given choose order p = −c/( log ) for some constant c. Then in Theorem 14 the order of closeness
This exponentially small closeness is a little subtle as it requires higher and higher order construction as → 0 . Nonetheless the argument of this paragraph establishes the following corollary of Theorem 14.
Corollary 15 (exponentially small closeness). Suppose the dynamical system (1.5) satisfies Assumption 3 for the case of α = 0 and infinitely differentiability, p = ∞. Then there exists a dynamical system exponentially close to the system (1.5), the difference is O exp − c/|(X, Y , Z)| as (X, Y , Z) → 0 for some c, with centre, stable, unstable, centre-stable, centreunstable manifolds in T µ ⊗ d µ (provided the domain does not degenerate as → 0). An immediate partnering consequence of the existence Theorem 14 addresses the evolution of the approximating system (2.1)+(2.2) on its invariant/ integral manifolds in the original state space. The following Corollary 16 provides the evolution invoked in Propositions 1 and 2. Corollary 16 (evolution on manifolds). The evolution of the approximate system (2.1)+(2.2) in T µ ⊗ d µ on any of the invariant/integral manifolds M i , i ∈ {c, s, u, cs, cu}, is described by the system (2.2) restricted to M i and transformed by (2.1).
Because of the form of system (2.2), the evolution on the centre manifold M c (Y = 0 and Z = 0), isẊ = AX + F c (t, X). The coordinate transform (2.1) maps this evolution into the original state space to give, as invoked in (1.6), a parametric description of M c and the evolution thereon as   x y z
Most people simplify the parametrisation of the centre manifold M c by choosing, often implicitly, that the new coordinate X be equal to the original x on M c . Section 1.1 makes this choice for its example system. But it is a subjective choice, and, if desired, one may use the flexibility about how to parametrise the centre manifold (Section 2). Nonetheless, in the many cases when people choose the coordinate transform so that on M c x(t, X, 0, 0) = X precisely, then the evolution on the centre manifold M c is that on the graph y = y(t, x, 0, 0), z = z(t, x, 0, 0) such thatẋ = Ax + F c (t, x), (3.3)
for (x, 0, 0) ∈ d µ and t ∈ T µ .
The centre manifold dynamics emerge
Centre manifolds provide exceptionally powerful theory and techniques for modelling emergent dynamics in complex systems (Pötzsche & Rasmussen 2009 , Roberts 2015 . This section establishes the crucial theorem that for a range of initial conditions, all solutions of a dissipative system approach a solution on a centre manifold exponentially quickly. That is, the dynamics on the centre manifold exactly model the dynamics of the full system apart from exponentially decaying transients.
Again we establish this emergence property in a 'backwards' theorem. But another departure from other extant theorems (Carr 1981, e.g.) is that we relax the 'straightjacket' that solutions are required to remain in the neighbourhood of the reference equilibrium for all time (as also relaxed by Kobayasi & Takagi (2003) ). The following lemma establishes that solutions are exponentially quickly attracted to the centre manifold over a finite timealthough preferable, all time is not required in this approach. Thus even if some solutions exit the domain of validity of the centre manifold model, we are empowered to use the centre manifold model until they do so exit. Lemma 17 (emergent dynamics). Consider the class of normal form systems (2.2), in a suitable domain D µ (Definition 10). For every initial condition (X 0 , Y 0 , 0) ∈ M cs and (X 0 , 0, 0) ∈ M c at t 0 ∈ T µ , 11 solutions (X(t), Y (t), 0) of the normal form (2.2) are exponentially quickly attracted to the solution (X(t), 0, 0) on the centre manifold M c in the sense that |(X(t), Y (t)) − (X(t), 0)| ≤ c|Y 0 |e −µt for some constant c and for all t 0 ≤ t ≤ T µ where the first exit time T µ is such that both (X(t), Y (t), 0) ∈ M cs and (X(t), 0, 0) ∈ M cs for all t ∈ [t 0 , T µ ) ⊆ T µ . Example 2 (a cylinder of attraction). Consider the normal form autonomous system in centre variables X = (X 1 , X 2 ) and stable
There are no unstable variables Z in this example. Here matrices determining the stable dynamics are
The linear matrix B of the stable variables is already in real Jordan form, corresponding to eigenvalues −1±i, so choose 'diagonalising' matrix Q = I for which the condition number cond Q = 1 (Definition 10). As the nonlinearity matrix G is symmetric we find its 2-norm from the largest eigenvalue: its two eigenvalues are zero and X 2 1 + X 2 2 ; the largest gives the norm G = X 2 1 + X 2 2 . The eigenvalues of B are β j = −1 ± i so an upper bound on their real-part is −β = −1 . For every decay rate 0 < µ < 1 = β the domain D µ is then constrained by µ < β − cond Q G = 1 − (X 2 1 + X 2 2 ). That is, domain D µ is at least the cylinder X 2 1 + X 2 2 < 1 − µ for all Y . Lemma 17 asserts that while solutions stay within the cylindrical D µ , solutions decay to the centre manifold Y = 0 through being bounded by |Y | ≤ |Y 0 |e −µt .
The following proof of Lemma 17 could be extended to establish some conditions for when the domain D µ of emergence is much larger than that guaranteed by Definition 10.
Corollary 18 (centre-unstable dynamics). The previous Lemma 17 and Proposition 2 immediately also apply to the centre-unstable manifold of system (1.5) when considered backwards in time.
Further research is needed. This section establishes quantitative bounds on the finite size of domains of model validity and the rate of attraction in terms of a given constructed coordinate transform (2.1) and normal form system (2.2). A currently outstanding challenge is to establish such quantitative information direct from the algebraic form of the original 'physical' system (1.5). Further, this section only establishes that there are normal form systems asymptotically close to a specified smooth system. Another research challenge is to quantify a bound on the error, over some domain, between a constructed normal form system and a specified system (shown schematically on Figure 3 ).
Singular perturbation dynamics emerge instantaneously
Many researchers choose to phrase problems as singular perturbations (Bykov & Gol'dshtein 2013 , Pavliotis & Stuart 2008 , Verhulst 2005 , e.g.). Let's look at singular perturbation reduction via our normal form coordinate transformations. This section establishes that slow manifolds exist and 'instantly' emerge over finite domains (sometimes global domains).
Let's consider the class of autonomous singular perturbation dynamics governed byu 5) for u(t) ∈ R m , v(t) ∈ R n and the regime where parameter is small. The singular perturbation argument is that as parameter → 0 the v(t) dynamics are very fast and will rapidly settle onto an 'equilibrium' of the v-ode. 12 Hence solving G(u, v) = 0 gives quasi-equilibria v = V(u) parametrised by the 'frozen' slow variable u. Then the argument is that the slow variables are not truly frozen but instead evolve according to the u-ode, namelẏ u ≈ F(u, V(u)). Indeed some beautiful theorems (Pavliotis & Stuart 2008 , Verhulst 2005 establish the slow manifold model that
Let's view this scenario using our normal form coordinate transformations.
In particular, we do not use the limit ' → 0' but treat parameter as a fixed finite value, albeit notionally small in effect.
There are several ways to establish the coordinate transform view in this scenario. Here, let's choose to embed the original singular (3.5) as the θ = 1 member of the family of systemṡ
for homotopy parameter θ, for at least the domain 0 ≤ θ ≤ 1 . Then we analyse this family, and set parameter θ = 1 to recover results about the original (3.5). One might imagine parameter θ is a sort of 'temperature' in that when θ = 0 the slow variables u are 'frozen', but when θ = 1 the system has 'warmed' to become the original 'out-of-equilibrium' (finite ) system. Now proceed along familiar lines. First find equilibria: the system (3.7) has a manifold of equilibria for parameter θ = 0 and v * = V(u * ). Second, change to coordinates local to each equilibria. We introduce new slow and fast variables, familiarly called x and y, according to the linear transformation
). This choice for the submatrix L(u * ) ensures the system (3.7) becomes linearly separated:
where matrix B(u * ) := ∂G/∂v evaluated at (u * , V(u * )), the function f (x, y) := F(u * + x, V(u * ) + Lx + y) is also implicitly a function of u * , as is the function g(x, y) := G(u * + x, V(u * ) + Lx + y) − By − θf (x, y) which is also implicitly a function of the small product θ (only the leading dependence in parameters θ and small is explicit). The function g = O(2) by the choice of L and B. Further, functions f and g are as smooth as F and G in the corresponding domains. We also require that in the domain, det(∂G/∂v) be bounded away from zero as is consistent with the singular perturbation assumption that the fast variables v evolve rapidly to an quasi-equilibrium. In the linearly separated form (3.8) (with no unstable variables z) we readily apply the results of the previous sections.
To quantify the separation of time scales, suppose all eigenvalues of B have negative real-part bounded away from zero: β j ≤ −β * < 0 (β * depends upon u * ): thus the bound β invoked in previous sections is here β * / (large since is small). Based about the equilibria θ = 0, the linear matrix for the slow variables x is zero, with eigenvalues that are zero so α = 0. 13 Section 2, via Theorem 5, establishes the existence of coordinate transforms which together with the normal forṁ X = θF (X) andẎ = 1 BY + 1 G(X, Y )Y , (3.9)
gives a system asymptotically close to the original (3.8) to any specified order (an order limited only by the smoothness of F and G in the chosen domain). By rescaling time with , one can see that the coordinate transform and the normal form (3.9), apart from the explicit factors shown above, depend only upon parameters and θ via the small product θ. Now determine the domain of emergence from the results of Section 3. We need to choose a rate parameter µ * < β * / , say choose µ * := β * / √ . Then for the normal forms (3.9) the star-shaped domain D * µ must satisfy µ * < β * / − cond Q * G / ; that is, (X, Y ) ∈ D * µ must satisfy
The superscript * on quantities indicates that they depend upon the location u * of the base equilibria of the analysis; for example, D * µ := D µ (u * ). As G = O(1), these local domains D * µ exist for every value of the singular perturbation parameter < 1. Further, the domains exist at homotopy parameter θ = 1 for sufficiently small as the homotopy parameter only occurs in the combination θ. Define the global domain D µ := u * D * µ , which also contains θ = 1 for sufficiently small . Since the attractiveness of the slow manifold is ensured inside each D * µ , the slow manifold is attractive in the union D µ . Letting β := min u * β * and µ := β/ √ , Lemma 17 asserts all solutions of the normal form (3.9) in the union D µ are attracted to a slow manifold solution at least as fast as O e −µt = O e −βt/ √ . That is, if one invokes the limit as the singular perturbation parameter → 0, then this attraction happens 'instantaneously' in time.
But how does this existence and attraction translate to dynamics (3.5) in the original slow/fast variables (u, v)? We proceed via the linearly transformed dynamics (3.8) of the local variables (x, y). The coordinate transforms to/from variables (X, Y ) are near identity (multinomial) and so are C p -diffeomorphism in some domain D µ ⊆ D µ . As in Definition 13, let the domain d µ ⊆ R m+n be the image of D µ under the coordinate transform. Since the coordinate transform is near identity, and depends upon and θ only in the combination θ, the physically relevant case of parameter θ = 1 lies in domain d µ for sufficiently small . The linear transformation then maps the domain d µ into the original variables (u, v). Thus we are assured that there is a global domain about the set of equilibria (u * , v * ) found at = 0 (provided ∂G/∂v has eigenvalues with real-part bounded away from zero), in which a slow manifold exists and in which all solutions are attracted exponentially quickly, at least as fast as O e −µt/ √ , to solutions on the slow manifold.
This coordinate transform view connects to the existence and rapid emergence of slow manifolds in singular perturbation problems.
Conclusion
This article takes the first step in reforming a theory of invariant/integral manifolds of non-autonomous dynamical systems (Figure 3) . Results on the existence and emergence of centre manifolds, Propositions 1 and 2, are based upon being theoretically able to construct (Theorem 5) an approximate normal form (2.2) corresponding to any prescribed system (1.5). In the normal form system we readily identify invariant manifolds (Definition 8) within a finite domain (Definition 10 and Lemma 12) with an associated exponential trichotomy (Lemma 11) for at least a finite-time. Consequently, we deduce that the normal form dynamics in its centre-stable manifold is exponentially quickly attracted to its centre manifold (Lemma 17). By transforming back (2.1) from the normal form (2.2) we establish the existence and emergence of invariant manifolds (Propositions 1 and 2) in a finite domain for many systems 'arbitrarily close' to the specified system (1.5).
The non-autonomous theory developed here is based upon on the construction of a coordinate transform conjugacy (Section 2). This construction requires the convolution integrals (2.4) existing. This requirement is only a weak constraint on the non-autonomous nature of the dynamical system. Consequently, the arguments developed here should also apply to many stochastic systems provided the sufficient ordinary rules of calculus hold such as in the Stratonovich interpretation (van Kampen 1981, e.g.), or potentially the Marcus interpretation for jump processes (Chechkin & Pavlyukevich 2014, e.g.) .
The other innovation in this approach is that the defining properties of the invariant/integral manifolds (Definition 8) should not require boundedness of operators. Consequently, future research should be able to develop the approach to establish centre manifold theory for a much wider range of partial differential systems than is currently available in applications.
