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Abstract
In this PhD thesis we discuss methods of recognizing finite groups by the structure of
normalizers of certain 3-subgroups. We explain a method for characterizing groups using
character theoretic and block theoretic methods and we use these methods to characterize
Alt(9). Furthermore, we describe a particular hypothesis related to the 3-local structure of
finite groups of local characteristic 3 and characterize two almost simple proper extensions
of Ω+8 (2) as examples of the local approach to group recognition. We also give a 3-local
characterization of the sporadic simple group HN using local methods whilst applying a
character theoretic result.
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Introduction
In [25], Higman gives the following weak analogue of the Brauer–Fowler theorem for the
prime three.
Theorem. There are a finite number of finite simple groups G with more than one con-
jugacy class of elements of order three such that for some integer n, |CG(x)| 6 n for every
element of order three, x in G.
The Brauer–Fowler Theorem itself says that there are a finite number of finite simple
groups with a given centralizer of an involution. This, together with the Feit–Thompson
Theorem suggested that finite simple groups could be classified by the structure of invo-
lution centralizers. Furthermore, much as the proof of the Brauer–Fowler Theorem relies
on the fact that two involutions generate a dihedral group, Higman’s analogue relies on
a well known observation that a group generated by elements a and b of order three such
that ab also has order three has an abelian normal subgroup of index three. In [22] Hart-
ley and Kuzucuogˇlu proved using the classification of finite simple groups (see [18]) that
for any two natural numbers, n and k, there are a finite number of finite simple groups
G containing an element x of order n such that |CG(x)| 6 k. However the elementary
nature of the proof of Higman’s statement reminds us that elements of order three have a
special role in finite group theory and also provides hope that some simple groups can be
recognized from the structure of their 3-centralizers independently of the classification of
finite simple groups (see Section XVI in [16] for further discussion of this). In fact, during
the 1960’s and 1970’s, Higman and some of his students worked towards odd characteri-
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zations of some simple groups using character theoretic methods (see for example [24] and
[34]). The methods work particularly well in characteristic three. Note that in a finite
group G, the subgroups NG(P ), where P is a non-trivial p-subgroup of G (p a prime), are
called the p-local subgroups of G. There are many recent examples of so-called 3-local
characterizations of simple groups. See for example [6], [27], [36]. In particular, in the
qualifying thesis which preceded this thesis [5], the following theorems were proven.
Theorem. Let G be a finite group with subgroups A ∼= B such that C := A∩B contains
a Sylow 3-subgroup of both A and B and such that no non-trivial normal subgroup of C
is normal in both A and B. Suppose further that
(i) G = 〈A,B〉;
(ii) A/O3(A) ∼= B/O3(B) ∼= GL2(3);
(iii) O3(A) and O3(B) are natural modules with respect to the actions of A/O3(A) and
B/O3(B) respectively; and
(iv) for S ∈ Syl3(C), NG(Z(S)) = NA(Z(S)) = NB(Z(S)).
Then G ∼= M12 or PSL3(3).
Theorem. Let G be a finite group with non-conjugate subgroups A1 and A2 such that
A12 := A1 ∩ A2 contains a Sylow 3-subgroup of both A1 and A2, and such that no non-
trivial normal subgroup of A12 is normal in both A1 and A2. Suppose further that, for
i = 1, 2,
(i) |O3(Ai)| = 35;
(ii) Ai/O3(Ai) ∼= GL2(3);
(iii) O3(O3(Ai))/Z(Ai) and Z(O3(Ai))/O3(Ai)′ are natural modules with respect to the
action of Ai/O3(Ai); and
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(iv) NG(O3(Ai)′) = Ai.
Then G ∼= G2(3).
Both theorems recognize a group which is rank 2 in the sense that there are two subgroups
properly containing a given Sylow 3-subgroup. The characterizations rely on two character
theoretic results by Smith and Tyrer and by Feit and Thompson (see Theorems 1.54 and
1.57 in Section 1.5 of this thesis). In 3-local characterizations, we often need to determine
the structure of centralizers of elements of order three. Once we have such information we
must use it to determine the structure of an involution centralizer. Character theoretic
results allow us to restrict the size and structure of such subgroups by using information
related to the normalizer of a Sylow 3-subgroup. The Smith–Tyrer Theorem can be
useful in determining the structure of a group if the target group is p-soluble of length
one and such structures appear surprisingly often in [5]. The theorem is not used to such
a large extent in this thesis (for example we must deal with non-soluble centralizers). In
fact, it has been observed that, to 3-locally recognize certain groups it is often necessary
to develop character theoretic arguments related to the specific 3-local subgroups one
encounters. To be more specific, in the final chapter of this thesis, we recognize the
Harada–Norton sporadic simple group, HN (see Chapter 5). The group HN has a subgroup
isomorphic 3×Alt(9). However the information we acquire through 3-local analysis only
allows us to see a small part of this subgroup. Thus in Chapter 2 of this thesis we present
a proof of the following theorem.
Theorem A. Let G be a finite group with J 6 G such that J is elementary abelian of
order 27. Suppose H = NG(J) is isomorphic to a 3-local subgroup of Alt(9) of shape
33.Sym(4). If O3′(CG(x)) = 1 for every element of order three x in H, then G = H or
G ∼= Alt(9).
The proof of this result is highly character theoretic and deals with a fixed isomorphism
type of local subgroup and as such is tailored towards the situation arising in the HN
3
recognition result. However the method is most likely applicable to many situations
involving 3-local recognition of small groups. The character theoretic proof uses Suzuki’s
theory of special classes as described in Chapter 2. It also develops some character
theoretic methods which were possibly used by Higman and students in the 1970’s. These
methods involve blocks of characters and detailed calculations. In fact we use a computer
algebra package for some of these calculations and the code is displayed in the appended
Chapter A. The proof also uses some local methods to finally recognize the simple group
Alt(9) together with a theorem of Aschbacher.
In Chapter 3 we consider groups satisfying a particular hypothesis. This hypothesis is
related to a major programme of research led by Meierfrankenfeld, Stellmacher and Stroth.
The programme aims to understand groups of local characteristic p (see [30]). Given a
group X and a prime p, X is said to be of characteristic p if CX(Op(X)) 6 Op(X).
Given a group G and a prime p dividing |G|, G is of local characteristic p if every p-
local subgroup is of characteristic p and G is of parabolic characteristic p if every p-local
subgroup which contains a Sylow p-subgroup is of characteristic p. A group G is almost
simple if a subgroup H E G is non-abelian and simple and G is isomorphic to a subgroup
of Aut(H). Almost simple groups of Lie type defined over fields of characteristic p have
local characteristic p and several of the sporadic simple groups have a prime divisor p
of the group order for which they are of either local or parabolic characteristic p and
therefore in some sense mimic the local behavior of groups of Lie type in characteristic
p. In this thesis we do not explicitly consider groups of local characteristic p however
we consider the following hypothesis which has application towards the understanding of
such groups.
Hypothesis. Let G be a finite group and let Z be the centre of a Sylow 3-subgroup of G
with Q := O3(CG(Z)). Suppose that
(i) Q ∼= 31+4+ ;
(ii) CG(Q) 6 Q; and
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(iii) for some x ∈ G\NG(Z), [Z,Zx] = 1.
The third condition is to say that Z is not weakly closed in CG(Z) with respect to G.
Five sporadic simple groups satisfy this hypothesis as well as several simple and almost
simple groups of Lie type in defining characteristics 2 and 3. Thus the configuration
is exceptional as it admits sporadic groups and simple groups of local characteristic 2.
Full analysis of this hypothesis will form part of a future project however we begin the
analysis in this thesis. In particular, we replace condition (iii) with the following stronger
condition.
(iii) Z 6= Zx 6 Q for some x ∈ G.
In Chapter 3 we examine groups satisfying our hypothesis and produce a list of local
properties which such groups have. These properties are then used in Chapter 4 where
we consider groups with an additional hypothesis as we prove the following theorem.
Theorem B. Let G be a finite group and let Z be the centre of a Sylow 3-subgroup of G
with Q := O3(CG(Z)). Suppose that
(i) Q ∼= 31+4+ ;
(ii) CG(Q) 6 Q; and
(iii) Z 6= Zx 6 Q for some x ∈ G.
Furthermore assume that CG(Z)/Q ∼= SL2(3) or CG(Z)/Q ∼= SL2(3) × 2 and the action
of O2(CG(Z)/Q) ∼= SL2(3) on Q/Z has one non-central chief factor. Then G ∼= Ω+8 (2).3
or G ∼= Ω+8 (2).Sym(3).
This result has a direct application in a further recognition result in preparation by
Parker and Stroth which aims to recognize the exceptional group of Lie type 2E6(2)
(and its almost simple extensions) as groups of parabolic characteristic 3. The almost
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simple groups each have a section to which Theorem B applies. The proof of Theorem B
requires us to recognize firstly that a group satisfying the hypothesis has a proper normal
subgroup and secondly that a normal subgroup is isomorphic to the simple orthogonal
group Ω+8 (2). After gathering both 3-local and 2-local information about groups satisfying
the hypothesis of Theorem B we are able to use transfer results to recognize abelian
quotients. We finally make use of a theorem due to Smith [38] to recognize the simple
subgroup.
The Harada–Norton sporadic simple group also satisfies the hypothesis we describe in
Chapter 3 and in the final chapter of this thesis we give a proof of the following result.
Theorem C. Let G be a finite group and let Z be the centre of a Sylow 3-subgroup of G
with Q := O3(CG(Z)). Suppose that
(i) Q ∼= 31+4+ ;
(ii) CG(Q) 6 Q;
(iii) Z 6= Zx 6 Q for some x ∈ G; and
(iv) CG(Z)/Q ∼= 2.Alt(5).
Then G is isomorphic to the sporadic simple group HN.
We apply the general theory from Chapter 3 to understand the 3-local structure of groups
satisfying the hypothesis of Theorem C. We also apply Theorem A to recognize a 3-
centralizer of shape 3×Alt(9). However the majority of the proof involves 2-local analysis.
This is because in order to eventually recognize the simple group we apply a theorem of
Segev. Segev’s recognition result requires us to determine the structure of two conjugacy
classes of involution centralizer. Both involution centralizers are non-soluble which, as
described previously, can make identification more difficult. Moreover, both involution
centralizers have small Sylow 3-subgroups which further complicates our determination
of the group structure.
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We conclude this introduction with some discussion of transfer and the scope for
further work. In the proof of Theorem B we are forced to work “at the top of the group”
when we prove that our group has proper derived subgroup. This requires results which
use the transfer homomorphism which is an essential tool when working with groups which
are almost simple proper extensions. The recognition of HN could also be extended in
this way to recognize the almost simple group Aut(HN) ∼ HN.2. However, as we see with
the characterization of Ω+8 (2).Sym(3), proving the existence of an index two subgroup is
difficult. The transfer results can only be used once a Sylow 2-subgroup has been found
and after we have gathered a great deal of information about fusion of elements of order
two. Such things are not observed until the later stages of the proof. However, future
work will include extending Theorem C to the almost simple case and perhaps such work
will lead to a faster way to recognize proper 2-quotients. We mention also that perhaps
the first case to consider in relation to our general hypothesis is the simple group PSL4(3).
This has also been characterized (see [4]) with the following theorem.
Theorem. Let G be a finite group and let Z be the centre of a Sylow 3-subgroup of G.
Suppose that
(i) Q := O3(CG(Z)) ∼= 31+4+ ;
(ii) CG(Q) 6 Q;
(iii) Z 6= Zx 6 Q for some x ∈ G; and
(iv) CG(Z)/Q ∼= SL2(3) and the action of CG(Z)/Q on Q/Z has two non-central chief
factors.
Then either G ∼= PSL4(3) or G is isomorphic to a maximal parabolic subgroup of PSL4(3)
of shape 33.SL3(3).
This result will also be extended to recognize the four almost simple extensions of PSL4(3).
Furthermore, future work will include characterizing all groups which satisfy our hypoth-
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esis with Z 6= Zx 6 Q. This involves recognizing F4(2) and Aut(F4(2)) and of course
proving that no further examples exist. Finally, we remark that, as described previously,
the hypothesis we consider in this thesis can be weakened to consider groups in which Z
is not weakly closed in CG(Z) with respect to G. This, of course, is a much wider project
and involves recognizing many more almost simple groups. However the work in this
thesis makes a contribution to such an investigation and describes and develops methods
which will certainly be applicable. In particular, it is likely that the character theoretic
results in Chapter 2 can be extended and could prove to be a vital tool in such a project.
A first extension of the character theoretic methods could, for example, be to characterize
groups G with a Sylow 3-subgroup S ∼= 3 o 3 such that CG(Z(S)) has characteristic 3.
Finally, all groups in this thesis are finite. We note that Sym(n) and Alt(n) denote the
symmetric and alternating groups of degree n and Dih(n) denotes the dihedral group of
order n and Qn the quaternion group of order n. Notation for classical groups follows [1].
All other groups and notation for group extensions follows the Atlas [10] conventions.
In particular, if S is a group, p is a prime and n ∈ N then S ∼= pn means that S is an
elementary abelian subgroup of that order. If a group G has a normal subgroup N of
isomorphism type A with G/N of isomorphism type B then we say that G has shape
A.B or G ∼ A.B. If furthermore the extension is split, this is to say G has a subgroup
M isomorphic to B such that G = NM , then we use the notation G ∼ A : B unless
[M,N ] = 1 in which case G ∼= A×B. If the extension is non-split then we denote this by
G ∼ A.B. If N,M C G with G = MN , [M,N ] = 1 and 1 6= Z(M) 6 Z(N) then we write
G = M ∗N and say G is a central product of M and N . Furthermore, if G is a group and
x ∈ G then xG represents the conjugacy class of G containing x (so xG = {xg|g ∈ G}).
If 1 6= x ∈ G is in the centre of a Sylow p-subgroup then we say that x is p-central in G.
If a group A acts on a group G and a ∈ A and g ∈ G then [g, a] = g−1ga. Further group
theory notation and terminology is standard as in [1] and [28] except that Z(G) denotes
the centre of a group G. The character theoretic notation used in Chapter 2 follows [26].
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Chapter 1
Preliminary Results
We begin this thesis with some preliminary results whose proofs can mostly be found in
[1], [17] and [28].
1.1 General Group Theoretic Results
Lemma 1.1 (Frattini Argument). [28, 3.2.7, p66] Suppose that p is a prime and that
H E G with P ∈ Sylp(H). Then G = NG(P )H.
Lemma 1.2 (Dedekind’s Modular Law). [1, 1.14] Suppose that A, B and C are sub-
groups of a group G such that B 6 C. Then
AB ∩ C = (A ∩ C)B.
Note that a commutator [a, b] is defined to equal a−1ab. Also commutators are left defined
so [a, b, c] means [[a, b], c].
Lemma 1.3 (Three Subgroup Lemma). [28, 1.5.6, p26] Let G be a group and let
A,B,C 6 G. If [A,B,C] = [B,C,A] = 1 then [C,A,B] = 1.
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Definition 1.4. Let p be a prime and let E be a non-abelian p-group. If E ′ = Z(E) =
Φ(E) is cyclic of order p then E is said to be extraspecial.
Lemma 1.5. [12, Thm 20.5] Let E be an extraspecial p-group. Exactly one of the fol-
lowing holds.
(i) p = 2 and E is a central product of n copies of Dih(8).
(ii) p = 2 and E is a central product of n− 1 copies of Dih(8) and one copy of Q8.
(iii) p 6= 2 and E has exponent p.
(iv) p 6= 2 and E has exponent p2.
We denote such groups as E ∼= 21+2n+ , 21+2n− , p1+2n+ and p1+2n− respectively.
It is well known that Dih(8)∗Dih(8) ∼= Q8 ∗Q8 so the description of extraspecial 2-groups
given here is not unique.
Theorem 1.6. Suppose that p is a prime and that E is an extraspecial p-group of order
p1+2n.
(i) If p = 2 and E ∼= 21+2n+ then Out(E) ∼= O+2n(2).
(ii) If p = 2 and E ∼= 21+2n− then Out(E) ∼= O−2n(2).
(iii) If p is odd and E ∼= p1+2n+ then Out(E) ∼= Sp2n(p).Cp−1.
(iv) If p is odd and E ∼= p1+2n− then Out(E) ∼= p1+2(n−1)+ .Sp2n−2(p).Cp−1.
Proof. See [12, 20.8, 20.9]. 
The following result is well known. A proof can be found for example in [5, 1.18].
Lemma 1.7. The extraspecial 2-group 21+4+ contains exactly two subgroups isomorphic to
Q8 and they commute and 2
1+4
+ contains exactly 12 elements of order four.
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Definition 1.8. Let A be a group acting on a group G. The action of A on G is coprime
if |A| and |G| are coprime.
Theorem 1.9 (Coprime Action). Suppose A is a group acting on the group G and
suppose the action of A on G is coprime. The following hold.
(i) G = [G,A]CG(A) and if G is abelian, then G = [G,A]× CG(A).
(ii) [G,A] = [G,A,A].
(iii) CG/N(A) = CG(A)N/N for any A-invariant N E G.
(iv) If A is an elementary abelian p-group (p is a prime) of order at least p2 then G =
〈CG(a) | a ∈ A#〉 = 〈CG(A1) | [A : A1] = p〉.
Proof. For (i) and (ii) see [28, 8.2.7, p187]. For (iii) see [28, 8.2.2, p184]. For (iv) see
[28, 8.3.4, p193]. 
Lemma 1.10. Let p be a prime and let Q be an extraspecial p-group. Suppose that α is
a non-trivial automorphism of Q of order coprime to p with [Z(Q), α] = 1. Then either
(i) Q = [Q,α] and CQ(α) = Z(Q); or
(ii) CQ(α) and [Q,α] are both extraspecial with Q = CQ(α)[Q,α] and CQ(α) ∩ [Q,α] =
Z(Q).
Proof. By coprime action on an abelian group, we have Q/Z(Q) = [Q/Z(Q), α] ×
CQ/Z(Q)(α). Hence if Q = [Q,α] then CQ(α) = Z(Q). So suppose that Q 6= [Q,α].
Since α is non-trivial, Q 6= CQ(α) and so we have that 1 < [Q,α] < Q. Notice that
[CQ(α), Q, α] 6 [Z(Q), α] = 1 and [CQ(α), α,Q] = [1, Q] = 1 so by the three subgroup
lemma, [Q,α,CQ(α)] = 1. Consider Z(CQ(α)). This commutes with 〈CQ(α), [Q,α]〉 = Q
and so 1 6= Z(CQ(α)) 6 Z(Q) and since Z(Q) is cyclic of order p, Z(CQ(α)) = Z(Q).
Similarly, Z([Q,α]) = Z(Q). If CQ(α) = Z(Q) then, because Q = [Q,α]CQ(α), it follows
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that Q = [Q,α] which is not the case. Similarly if [Q,α] = Z(Q) then, Q = CQ(α), which
contradicts that α 6= 1. Hence CQ(α) and [Q,α] are both extraspecial and it follows
immediately from coprime action that Q = CQ(α)[Q,α] and CQ(α) ∩ [Q,α] = Z(Q). 
Theorem 1.11 (Thompson). [17, 2.1, p337] Let Q be a group and α an automorphism
of Q of prime order such that CQ(α) = 1. Then Q is nilpotent.
Theorem 1.12 (Burnside). [17, 5.1.4, p174] Let p be a prime and let P be a p-group
and α an automorphism of P of order prime to p. If α centralizes P/Φ(P ) then α = 1.
Theorem 1.13 (Gaschu¨tz). [19, p63] Let p be a prime and let A be an abelian normal
p-subgroup of a group G. Suppose that S ∈ Sylp(G). Then there is a complement to A in
G if and only if there is a complement to A in S.
Definition 1.14. Let G be group and let p be a prime. Set n to be the order of a largest
abelian p-subgroup of G and set A := {A 6 G||A| = n}. Then the Thompson subgroup
of G is J(G) := 〈A | A ∈ A〉.
See [28], for example, for properties of the Thompson subgroup. We use the following
property many times in this thesis.
Lemma 1.15. Let G be a group, p be a prime and S ∈ Sylp(G). Suppose J(S) is abelian
and suppose a, b ∈ J(S) are conjugate in G. Then a and b are conjugate in NG(J(S)).
Proof. Suppose ag = b for some g ∈ G. Notice first that it follows immediately from the
definition of the Thompson subgroup that J(S)g = J(Sg). Now J(S), J(Sg) 6 CG(b).
Let P,Q ∈ Sylp(CG(b)) such that J(S) 6 P and J(Sg) 6 Q. Again, by the definition of
the Thompson subgroup, it is clear that J(S) 6 P implies J(S) = J(P ) and similarly
J(Sg) = J(Q). By Sylow’s Theorem, there exists x ∈ CG(b) such that Qx = P and so
J(S) = J(P ) = J(Q)x = J(S)gx. Thus gx ∈ NG(J(S)) and agx = bx = b as required. 
Lemma 1.16. [28, 7.1.5, p167] Let G be a group, p be a prime and S be a Sylow p-
subgroup of G. If A1 and A2 are normal subsets of S which are conjugate in G then they
are conjugate in NG(S).
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In many of the calculations in the proof of Theorem B and Theorem C we often switch
between a group with nilpotence class two and its abelian quotient modulo the centre.
The following lemma allows us to adjust between the two groups.
Lemma 1.17. Let P be a class two group and α an automorphism of P that centralizes
Z(P ). Then [CP/Z(P )(α) : CP (α)/Z(P )] divides |Z(P )|.
Proof. Define a map
φ : CP/Z(P )(α) −→ Z(P )
Z(P )x 7−→ [x, α].
Then φ is a well defined map since α commutes with Z(P ). Moreover φ is a homomor-
phism and the kernel is CP (α)/Z(P ). 
Lemma 1.18. Let X be a group with an elementary abelian subgroup E C X of order 22n
such that CX(E) = E. Let S ∈ Syl2(X) and suppose that whenever E < R E S with R/E
elementary abelian and |R/E| = 2a we have |CE(R)| 6 22n−a−1. Then E is characteristic
in S.
Proof. First observe that since CX(E) = E, X/E is a group of outer automorphisms of
E. Let α be an automorphism of S such that Eα 6= E. Then R := EEα E S. Since Eα is
elementary abelian, we have that Eα/(E ∩ Eα) ∼= EEα/E = R/E is elementary abelian
and E∩Eα is central in R. If |R/E| = 2a then |E∩Eα| = 22n−a so |CE(R)| > |E∩Eα| =
22n−a which is a contradiction. 
1.2 Results Using Transfer
The transfer homomorphism is a useful tool in group theory and is used to identify proper
normal subgroups. See Chapter 7 in [28] for a definition of the transfer homomorphism
and related results. We state four transfer related results in this section and apply one of
these in Lemma 1.23 to prove a result which is required in Chapter 5.
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A group G is said to have a normal p-complement (p a prime) if Op′(G) = O
p(G).
This is to say that G has a normal subgroup N of order prime to p such that G = NP
for P ∈ Sylp(G).
Theorem 1.19 (Burnside’s Normal p-complement Theorem). [28, 7.2.1, p169] Let
G be a group and let p be a prime. Suppose that P ∈ Sylp(G) such that CG(P ) = NG(P ).
Then G has a normal p-complement.
Lemma 1.20 (Thompson’s Transfer Lemma). [28, 12.1.1, p338] Let G be a group
and S ∈ Syl2(G). Suppose that there exists a maximal subgroup U < S and an involution
t ∈ S such that tG ∩ U = ∅. Then t is not contained in O2(G).
Theorem 1.21 (Gru¨n). [17, 7.4.2] Let G be a group, p a prime and S ∈ Sylp(G). Then
S ∩G′ = 〈S ∩NG(S)′, S ∩ P ′|P ∈ Sylp(G)〉.
Theorem 1.22 (Extremal Transfer). [19, 15.15, p92] Let G be a group and let p be a
prime with P ∈ Sylp(G). Suppose QCP and [P : Q] = p and x ∈ P\Q. If xG∩P ⊂ Q∪Qx
then either x /∈ Op(G) or there exists g ∈ G such that xg ∈ Q and CP (xg) ∈ Sylp(CG(xg)).
Note that xG ∩ P ⊂ Q ∪Qx holds automatically if p = 2.
The following lemma is an application of Lemma 1.22 that will be needed in Chapter
5. Note that given a p-group S, we set Ω(S) = 〈x | xp = 1〉.
Lemma 1.23. Let G be a group and 4×4×4 ∼= A 6 G with CG(A) = A. Set X := NG(A)
and assume that X ∼ 43 : (2 × GL3(2)) contains a Sylow 2-subgroup of G. Furthermore
suppose that there exists an involution u ∈ X\O2(X) such that CG(u) ∼= 2 × Sym(8).
Then u /∈ O2(G). In particular, O2(G) 6= G.
Proof. Let Y := O2(X) then Y/A ∼= GL3(2) and u /∈ Y . We assume for a contradiction
that for some g ∈ G, r := ug ∈ Y and so we apply Lemma 1.22 to see that CX(r) contains
a Sylow 2-subgroup of CG(r) ∼= 2× Sym(8). Observe first that r /∈ A because no element
of order four in G squares to r.
14
Set V := Ω(A) ∼= 23 and let S ∈ Syl2(CX(r)). Then |S| = 28 and therefore |S∩A| > 24.
It follows that S ∩A ∼= 4× 4 since Ar ∈ Y/A ∼= GL3(2) acts faithfully on V and therefore
|CV (r)| 6 22. In particular, |CA(r)| = 24 and so SA ∈ Syl2(X).
Since X/A ∼= 2×GL3(2), 2×Dih(8) ∼= SA/A ∼= S/(A∩S) = S/CA(r). Set S0 := S∩Y
then r ∈ S0 and we have that Dih(8) ∼= S0A/A ∼= S0/(A ∩ S0) = S0/CA(r). Since
r ∈ Z(S), CA(r)r ∈ Z(S0/CA(r)). Therefore S0/〈CA(r), r〉 ∼= 2 × 2. Let CA(r) < R <
S such that |R/CA(r)| = 2 and S = S0R and [R, S0] 6 CA(r). This is possible as
S/CA(r) ∼= 2 × Dih(8). We have therefore that [R, S0], S0 ∩ R 6 CA(r) 6 〈CA(r), r〉
and so S/〈CA(r), r〉 ∼= 2 × 2 × 2. Now 〈CA(r), r〉/〈r〉 ∼= CA(r) ∼= 4 × 4. Hence, S/〈r〉 ∼
(4× 4).(2× 2× 2) which is a subgroup of CG(r)/〈r〉 ∼= Sym(8). However, a 2-subgroup of
Sym(8) has non-abelian derived subgroup which supplies us with a contradiction. Thus
u /∈ O2(G). 
1.3 Strongly Closed Subgroups
We now define strongly p-embedded (p a prime) subgroups as well as strongly closed and
weakly closed subgroups of a group. In Chapter 2 we prove a result concerning groups with
a certain strongly 3-embedded subgroup. Groups with a strongly 2-embedded subgroup
are well understood thanks to a theorem due to Bender (see [8]).
Definition 1.24. Let G be a group and H 6 G with a prime p dividing |H|. We say
that H is strongly p-embedded if for all g ∈ G\H, p - |H ∩Hg|. If p = 2 we say that H
is strongly embedded in G.
Definition 1.25. Let G be a group with subgroups P 6 R 6 G.
(i) We say that P is strongly closed in R with respect to G if for all g ∈ G and for all
x ∈ P , xg ∈ R implies xg ∈ P . Alternatively, for all g ∈ G, P g ∩R 6 P .
(ii) We say that P is weakly closed in R with respect to G if for all g ∈ G, P g 6 R
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implies that P g = P .
In the following lemma we use the notation m(G) to be the order of the largest
elementary abelian 2-subgroup of a group G. The result is due to Goldschmidt (see [15])
but is stated in the presented form and proven also in [40].
Lemma 1.26. Let E be an elementary abelian 2-subgroup of a group G and let E 6 S ∈
Syl2(NG(E)). Assume that for each x ∈ S\E, m(E) > m(S/E) + m(CE(x)). Then E is
strongly closed in S with respect to G. In particular, S ∈ Syl2(G).
In Chapters 4 and 5 we show that certain abelian 2-subgroups are strongly closed
in a Sylow 2-subgroup of a group with a view to applying the following theorem due to
Goldschmidt. The result is an essential part of the 2-local analysis required to determine
a centralizer of an involution.
Recall that given a p-group S, we set Ω(S) = 〈x | xp = 1〉.
Theorem 1.27 (Goldschmidt). [28, p370] Let S be a Sylow 2-subgroup of a group G
and let A be an abelian subgroup of S such that A is strongly closed in S with respect to
G. Suppose that G = 〈AG〉 and O2′(G) = 1. Then G = F ∗(G) and A = O2(G)Ω(S).
1.4 Representation Theoretic Results
In order to understand a group we often identify this group acting on a vector space and
use representation theoretic results. When one group G acts on a p-group V say (p a
prime) we may consider sections of V on which G acts irreducibly and call these chief
factors. Note that in this thesis we often consider groups acting on elementary abelian
p-groups. We consider such groups as vector spaces and call them modules. However we
continue to write such groups multiplicatively.
Definition 1.28. LetG be a group which acts on a group p-group V . Consider a sequence
1 = V0 C V1 C . . . C Vn = V where each Vi is a G-invariant subgroup of V and each
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Vi C Vi+1 is maximal with respect to being G-invariant. We say that the series is a G-chief
series and that each factor Vi+1/Vi is a G-chief factor. Moreover if [Vi+1/Vi, G] = 1 then
we say that Vi+1/Vi is a central G-chief factor and non-central otherwise.
Definition 1.29. Let G be a group acting on an elementary abelian p-group V . We say
that G acts quadratically on V if [V,G,G] = 1.
See Chapter 9 in [28] for results concerning quadratic action. We require the following
such result.
Lemma 1.30. [28, 9.1.1, p226] Let V be an elementary abelian p-group and G a group
acting quadratically on V . Then G/CG(V ) is an elementary abelian p-group.
Lemma 1.31. Suppose that p is a prime and that V is an elementary abelian p-group
and let x be an automorphism of V .
(i) Then V/CV (x) ∼= [V, x].
(ii) If p = 2 and x has order 2, then CV (x) > [V, x] and |CV (x)|2 > |V |.
Proof. (i) This is Lemma 8.4.1 in [28].
(ii) This follows because the action of x on V is necessarily quadratic because [v, x]x =
(v−1vx)x = (vvx)x = vxv = [v, x] and so [v, x, x] = [v, x]−1[v, x]x = [v, x][v, x]x =
[v, x][v, x] = 1 and so CV (x) > [V, x] and by Lemma 9.1.1 in [28], |CV (x)|2 > |V |. 
Lemma 1.32. Let G be a finite group and V E G be an elementary abelian 2-group.
Suppose that r ∈ G is an involution such that CV (r) = [V, r]. Then
(i) every involution in V r is conjugate to r; and
(ii) |CG(r)| = |CV (r)||CG/V (V r)|.
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Proof. (i) Let t ∈ V r be an involution. Then t = qr, for some q ∈ V . Since t2 = 1, we
have that 1 = qrqr = [q, r] as r and q have order at most two. So q ∈ CV (r) = [V, r]. So
q = q1rq1r, for some q1 ∈ V , and therefore t = q1rq1rr = rq1 and so t is conjugate to r by
an element of V .
(ii) Define a homomorphism, φ : CG(r) → CG/V (V r) by φ(x) = V x. Then kerφ =
CV (r). Moreover, if V y ∈ CG/V (V r) then V ry = V r. Hence, using (i) we see that there
exists q ∈ V such that ry = rq. Therefore q−1y ∈ CG(r) and of course V q−1y = V y
and so φ(q−1y) = V y. Therefore φ is surjective. Thus, by an isomorphism theorem,
CG(r)/CV (r) ∼= CG/V (V r) and |CG(r)| = |CV (r)||CG/V (V r)|, as required. 
During the proof of Theorems B and C we observe 3-elements acting on elementary
abelian 2-groups. The following lemma allows us to convert information about the fixed
space of a 3-element into information about the fixed space of certain 2-elements.
Lemma 1.33. Let G be a group with a normal 2-subgroup V which is elementary abelian
of order 2n. Suppose t and w are in G such that V t has order two and V w has order three
and V t inverts V w. If |CV (w)| = 2a then |CV (t)| 6 2(n+a)/2.
Proof. Since V t inverts V w, we have that V w = V tw2t and so V w2 = V tw2tw = V tV tw.
Therefore CV (t) ∩ CV (tw) 6 CV (w2) = CV (w). We have that |V | > |CV (t)CV (tw)| =
|CV (t)||CV (tw)|/|CV (t)∩CV (tw)| and so 2n > |CV (t)|2/2a which implies |CV (t)| 6 2(n+a)/2.
Lemma 1.34. Let p be a prime and let X ∼= SL2(p) act on a vector space U over GF(p).
Suppose that V and W are distinct irreducible and isomorphic GF(p)X-submodules of
U such that U = V
⊕
W . Then U contains exactly p + 1 X-submodules and each is
isomorphic to V .
Proof. Since V and W are isomorphic, there is an isomorphism φ : V → W . Consider
the sets Vi = {(vi, φ(v))|v ∈ V } where i = 1, 2, . . . , p − 1 and where multiplication is
coordinate-wise. Then each Vi is a GF(p)X-submodule which is isomorphic to V . Thus
{V,W, V1, . . . , Vp−1} is a set of p+ 1 GF(p)X-invariant submodules.
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By [20, 2.8.8], the splitting field for SL2(p) is GF(p) and by [1, 25.8], this means that
EndGF(p)X(V ) ∼= GF(p). We now apply Theorem 3.5.6 in [17, p79] which says that the
number of distinct irreducible GF(p)X-submodules of U is (p2 − 1)/(p− 1) = p+ 1 since
p = |EndGF(p)X(V )|. Hence U contains exactly p + 1 X-submodules each isomorphic to
V . 
In this thesis, we will often consider natural SLn(p)-modules for p a prime. We will
often observe a group G ∼= SLn(p) acting naturally on an elementary abelian p-group V
which we view as a vector space and call the natural G-module.
Lemma 1.35. Let G ∼= SL2(3) and suppose that G acts on an elementary abelian 3-group
V of order nine. Then either V is a natural G-module or V has a trivial G-submodule.
Proof. Since G acts on V there is a homomorphism from G to GL(V ) ∼= GL2(3). Moreover
the kernel of the homomorphism, CG(V ), is a normal subgroup of G therefore |CG(V )| =
1, 2, 8 or 24. So assume that G acts non-trivially on V . If |CG(V )| = 1 then there is an
injective homomorphism from G into GL(V ) and it follows that G ∼= SL(V ) and so V
is a natural G-module. If |CG(V )| = 2 then there is an injective homomorphism from
G/Z(G) ∼= Alt(4) into GL2(3) which is not possible. If |CG(V )| = 8 then let S ∈ Syl3(G)
then 1 6= CV (S) 6= V and so CV (S) is a trivial G-submodule. 
Lemma 1.36. [32, 3.20 (iii)] Let X ∼= SL2(3) and S ∈ Syl3(X). Suppose that X acts on
an elementary abelian 3-group V such that V = 〈CV (S)X〉, CV (X) = 1 and [V, S, S] = 1.
Then V is a direct product of natural modules for X.
Lemma 1.37. Let E 6 GL4(3) such that |E| = 25, and |Φ(E)| 6 2. Furthermore let
S 6 GL4(3) be elementary abelian of order nine such that S acts faithfully on E. If
Q8 ∼= A ∼= B with A 6= B both S-invariant subgroups of E, then E ∼= 21+4+ and E is
uniquely determined up to conjugation in GL4(3).
Proof. Note that E is non-abelian since A,B 6 E. Therefore |E/Φ(E)| = 24 is acted on
faithfully by S. Hence, S is isomorphic to a subgroup of GL4(2). Now observe that GL4(2)
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has Sylow 3-subgroups of order nine which contain an element of order three which acts
fixed-point-freely on the natural module. Thus any S-invariant subgroup of E properly
containing Φ(E) has order 23 or 25. Since A and B are distinct and normalized by S, we
have E = AB. Suppose |Z(E)| > 2. Then |Z(E)| = 8 is S-invariant. By coprime action,
Z(E) = 〈CZ(E)(s)|s ∈ S#〉. Thus there exists s ∈ S# such that CZ(E)(s) > Φ(E). Since
E = AB, we find a ∈ A and b ∈ B such that ab ∈ CZ(E)(s)\Φ(E). Then, as s normalizes
A and B, s must centralize a and b. Now CE(s) is S-invariant with |CE(s) ∩ A| > 4 and
|CE(s) ∩ B| > 4. It follows that [E, s] = 1 which is a contradiction. Thus Z(E) = Φ(E)
and so E is extraspecial and by Lemma 1.5, E ∼= 21+4+ .
Since E is extraspecial, [E : E ′] = 24. Therefore there are sixteen 1-dimensional
representations of E over GF(3). Moreover there is a 4-dimensional representation of
E since E 6 GL4(3). Since 16 + 42 = 32 = |E|, this accounts for all the irreducible
representations of E over GF(3). Hence there is a unique 4-dimensional representation of
E and so there is one conjugacy class of such subgroups in GL4(3). 
In [5] a complete proof of the following well known result due to Higman is given. We
state a definition of GF(2)SL2(2
n)-module.
Definition 1.38. Let q = 2n and suppose that G ∼= SL2(q). Let V be an irreducible
finite-dimensional GF(2)G-module such that EndGF(2)G(V ) ∼= GF(q) and V is a 2-dimensional
GF(q)G-module.
Theorem 1.39 (Higman). Let X be a group and Q := O2(X) where X/Q ∼= SL2(2n)
for n > 2. If an element of order three in X/Q acts fixed-point-freely on Q then Q is
elementary abelian and is a direct sum of natural GF(2)X/Q-modules.
Modules for SL2(2
n) where described in Section 2.6 and Chapter 8 in [5]. In particular
the next lemma follows from Lemma 8.5 in [5].
Lemma 1.40. Let X ∼= Alt(5) ∼= SL2(4) act irreducibly on an elementary abelian 2-group
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V such that an element of order three acts fixed-point-freely. Then |V | = 24 and V is a
natural module for X over GF(2).
1.5 Recognition Results
The following theorem by Higman is proved in [24] using the Suzuki method (see Chapter
2).
Theorem 1.41 (Higman). [24] Let G be a simple group with a Sylow 3-subgroup, S,
which is elementary abelian of order nine. Suppose G has more than one conjugacy class
of elements of order three and CG(s) = S for each 1 6= s ∈ S. Then G ∼= Alt(6).
In [34], Prince completes an earlier characterization result by Hayden [23] to recognize
the groups PSp4(3)
∼= Ω−6 (2), Aut(PSp4(3)) ∼= SO−6 (2) and Sp6(2) ∼= SO7(2).
Theorem 1.42 (Prince). Let G be a group and suppose a ∈ G has order 3 such that
the following hold.
(i) CG(a) has shape 3
1+2
+ .SL2(3);
(ii) there exists J 6 CG(a) which is elementary abelian of order 27 and normalizes no
non-trivial 3′-subgroup of G.
If a is not conjugate to its inverse in G then either G has a normal subgroup of index 3
or G ∼= PSp4(3) ∼= Ω−6 (2). If a is conjugate to its inverse in G then either G = NG(〈a〉)
or G ∼= Aut(PSp4(3)) ∼= SO−6 (2) or G ∼= Sp6(2) ∼= SO7(2).
Proof. Theorem 1 and 2 from [34] give the result under the assumption that CG(a) is
isomorphic to the centralizer in PSp4(3) of a 3-central element of order three. Lemma 6
in [31] says that CG(a) has this isomorphism type provided it has shape 3
1+2
+ .SL2(3) and
O2(CG(a)) = 1. However the condition O2(CG(a)) = 1 is guaranteed by part (ii) of the
hypothesis. 
21
In Chapter 4 we need to distinguish between SO−6 (2) and SO7(2) and we require some
theory about the subgroup structure of both groups.
Lemma 1.43. If G ∼= PSp6(2) ∼= SO7(2) and J 6 G is elementary abelian of order 27
then there exist three distinct subgroups of J of order three, A1, A2, A3 such that CG(Ai) ∼=
3× Sym(6) for each i ∈ {1, 2, 3}.
Proof. Let {e1, f1, e2, f2, e3, f3} be a symplectic basis where {ei, fi} is a hyperbolic pair.
Then NG(〈ei, fi〉) ∼= Sym(3)× PSp4(2) ∼= Sym(3)× Sym(6). In particular there exists an
element of order three x in G such that CG(x) ∼= 3 × Sym(6). We may assume x ∈ J .
Since this element of order three is non 3-central, there are at least three conjugates of x
in J . 
Lemma 1.44. Let G ∼= PSp4(3) ∼= Ω−6 (2). Suppose that t ∈ G is an involution and
R ∈ Syl3(CG(t)) such that |R| = 9. The following hold.
(i) We have that t is 2-central in G and CG(t) ∼ 21+4+ .(3× 3).2.
(ii) O2(CG(t)) ∼= 21+4+ .
(iii) If Q1 ∼= Q2 ∼= Q8 are distinct subgroups of CG(t) such that [Qi, R] = Qi for i ∈
{1, 2}, then [Q1, Q2] = 1 and Q1Q2 = O2(CG(t)) ∼= 21+4+ .
Proof. (i) We see in [10] that G ∼= PSp4(3) ∼= Ω−6 (2) has two classes of involutions and
only one class commutes with a subgroup of order nine. Thus t is 2-central in G. We
observe that CG(t) ∼ (Sp2(3) ∗ Sp2(3)).2 ∼ 2.(Alt(4) o 2). Moreover, we may describe this
group as CG(t) ∼ 21+4+ .(3× 3).2.
(ii) Clearly O2(CG(t)) contains a subgroup, Q say, isomorphic to 2
1+4
+ . Since CG(t) ∼
2.Alt(4) o 2 which clearly has no larger normal Sylow 2-subgroup, O2(CG(t)) ∼= 21+4+ .
(iii) Since O2(CG(t)) ∼= 21+4+ and Q1 and Q2 are both normalized by R ∈ Syl3(CH(t)),
it follows that 〈Q1, Q2〉 6 O2(CG(t)). Moreover, Q1 6= Q2 and by Lemma 1.7, 21+4+ has
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exactly two subgroups isomorphic to Q8, therefore we have [Q1, Q2] = 1 and Q1Q2 ∼=
21+4+ . 
Lemma 1.45. (i) Let G ∼= PSp4(3) ∼= Ω−6 (2) or Aut(PSp4(3)) ∼= SO−6 (2). Suppose
also that J 6 G is elementary abelian of order 27. Then NG(J) ∼ 33.Sym(4) or
NG(J) ∼ 33.(Sym(4)× 2).
(ii) If G ∼= Aut(PSp4(3)) ∼= SO−6 (2) and w /∈ G′ is an involution with 9 | |CG(w)|, then
CG(w) ∼= 2× Sym(6). Also, G has no element of order three which commutes with
a subgroup isomorphic to Sym(6).
Proof. (i) It is clear from the statement of Theorem 1.42 that G has an elementary abelian
subgroup J of order 27. We can now observe from, for example, [10] that NG(J) ∼
33.Sym(4) or NG(J) ∼ 33.(Sym(4)× 2).
Part (ii) is easily checked in [10]. 
Lemma 1.46. Let G be a group of order 342 with S ∈ Syl3(G) and T ∈ Syl2(G) and
J C G elementary abelian of order 27. Suppose that Z := Z(S) has order three and
Z 6 CS(T ) 6= S. Then G ∼= CSym(9)( (1, 2, 3)(4, 5, 6)(7, 8, 9)).
Proof. We have that T normalizes Z and J and so by Maschke’s Theorem, there exists a
subgroup K 6 J such that K is a T -invariant complement to Z in J . Set L := KT then
K E L and [G : L] = 9. Suppose that N 6 L and that N is normal in G. If 3 | |N | then
N ∩ Z(S) 6= 1 which is a contradiction since Z  K. So N is a 2-group which implies
N = 1 otherwise G has a central involution. Hence there is an injective homomorphism
from G into Sym(9). Moreover there is a map from G into the centralizer in Sym(9) of
the centre of a Sylow 3-subgroup. Since |CSym(9)( (1, 2, 3)(4, 5, 6)(7, 8, 9) | = |G|, we have
an isomorphism. 
Theorem 1.47 (Prince). [35] Let G be a group and suppose x ∈ G has order 3 such that
CG(x) ∼= CSym(9)( (1, 2, 3)(4, 5, 6)(7, 8, 9)) and there exists J 6 CG(x) which is elementary
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abelian of order 27 and normalizes no non-trivial 3′-subgroup of G. Then either J C G
or G ∼= Sym(9).
Theorem 1.48 (Aschbacher). [2] Let G be a finite group with an involution s. Set
L := CG(s), Q := O2(L) and choose X ∈ Syl3(L). Assume that Q is extraspecial of order
32, L/Q ∼= Sym(3), CQ(X) = 〈s〉 and s is not weakly closed in Q with respect to G. Then
either G has shape 23.PSL3(2) or G ∼= Alt(8), Alt(9) or M12.
The following theorem will be vital in the proof of Theorem B in Chapter 4. Note
that our notation for orthogonal groups follows [1]. In particular, for a natural number n
and a prime p and  ∈ {1,−1}, Ω2n(p) is the derived subgroup of SO2n(p).
Theorem 1.49 (Smith). [38] Let G be a finite group and let t be an involution in G =
O2(G). Suppose F ∗(CG(t)) is extraspecial of order 29 and CG(t)/O2(CG(t)) ∼= Sym(3) ×
Sym(3)× Sym(3) and CG(O2(CG(t))) 6 O2(CG(t)). Then either O2′(G)t ∈ Z(G/O2′(G))
or G ∼= Ω+8 (2).
The following three theorems are all required to recognize certain sections of a group
satisfying Hypothesis C.
Theorem 1.50 (Parker–Rowley). [33] Let G be a finite group with R := 〈a, b〉 an
elementary abelian Sylow 3-subgroup of G of order nine. Assume the following hold.
(i) CG(R) = R and NG(R)/CG(R) ∼= Dih(8).
(ii) CG(a) ∼= 3 × Alt(5) and NG(〈a〉) is isomorphic to the diagonal subgroup of index
two in Sym(3)× Sym(5).
(iii) CG(b) 6 NG(R), CG(b)/R ∼= 2 and NG(〈b〉)/R ∼= 2× 2.
Then G is isomorphic to Alt(8).
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Corollary 1.51. Let G be a group and Alt(8) ∼= H 6 G such that for R ∈ Syl3(H) and
each r ∈ R#, CG(r) 6 H. Then G = H.
Proof. Suppose R is not a Sylow 3-subgroup of G. Then there exists R < S ∈ Syl3(G).
Therefore R < NS(R) and 1 6= r ∈ Z(NS(R))∩R. Therefore NS(R) 6 CG(r) 6 H which
is a contradiction. Thus R ∈ Syl3(G). Pick a, b ∈ R such that CH(a) ∼= 3 × Alt(5) and
CH(b) 6 NH(R). Now we check the hypotheses of Theorem 1.50. We have that for any
r ∈ R#, CG(R) 6 CG(r) 6 H and so CG(R) = CH(R) = R. So consider NG(R)/CG(R)
which is isomorphic to a subgroup of GL2(3). Since R ∈ Syl3(G), NG(R)/R is a 2-group.
Also NH(R)/R ∼= Dih(8). Suppose NG(R)/R ∼= SDih(16). Then NG(R) is transitive on
R# which is a contradiction. Therefore NG(R) = NH(R) and NG(R)/CG(R) ∼= Dih(8)
so (i) is satisfied. Now CG(a) = CH(a) and there exists some x ∈ H that inverts a.
Therefore NH(〈a〉) = CH(a)〈x〉 6 H. Similarly CG(b) = CH(b) and there exists some
y ∈ H that inverts b. Therefore NH(〈b〉) = CH(b)〈y〉 6 H. Thus (ii) and (iii) are
satisfied so G = H ∼= Alt(8). 
Theorem 1.52 (Aschbacher). [3] Let G be a group with an involution t and set H :=
CG(t). Let V 6 G such that V ∼= 2× 2× 2 and set M := NG(V ). Suppose that
(i) O2(H) ∼= 4 ∗ 21+4+ and H/O2(H) ∼= Sym(5); and
(ii) V 6 O2(H), O2(M) ∼= 4× 4× 4 and M/O2(M) ∼= GL3(2).
Then G is isomorphic to the sporadic simple group HS.
Theorem 1.53 (Segev). [37] Let G be a finite group containing two involutions u and
t such that CG(u) ∼= (2.HS) : 2 and CG(t) ∼ 21+8+ .(Alt(5) o 2) with CG(O2(CG(t))) 6
O2(CG(t)). Then G ∼= HN.
Finally we present the following two theorems by Feit and Thompson and by Smith
and Tyrer which have both proved to be very useful in odd characterizations (see [6] and
[7] for example). Both theorems are required in the proof of Theorem A in Chapter 2.
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Theorem 1.54 (Feit–Thompson). [14] Let G be a finite group containing a subgroup,
X, of order three such that CG(X) = X. Then one of the following holds:
(i) G contains a nilpotent normal subgroup, N , such that G/N ∼= Sym(3) or C3;
(ii) G contains an elementary abelian normal 2-subgroup, N , such that G/N ∼= Alt(5);
or
(iii) G ∼= PSL2(7).
The result can be found in [14] however the additional information in conclusion (ii) that
N is elementary abelian uses a theorem of Higman (see 1.39).
Definition 1.55. A group G is p-soluble if every composition factor of G is either a
p-group or a p′-group.
Consider the following series
1 E Op′(G) E Op′,p(G) E Op′,p,p′(G) E . . .
where Op′,p(G) is the preimage in G of Op(G/Op′(G)) and Op′,p,p′(G) is the preimage in
G of Op′(G/Op′,p(G)) and so on. This series defines a minimal factorization of G into p
and p′ factors (minimal in the sense that the number of factors is as few as possible). We
call this the lower p-series for G.
Definition 1.56. A p-soluble group G has length n if there are n factors in the lower
p-series for G which are p-groups. In particular, G is p-soluble of length one if G =
Op′,p,p′(G). Alternatively, G is p-soluble of length one if for any Sylow p-subgroup, S, of
G, Op′(G)S E G.
Theorem 1.57 (Smith–Tyrer). [39] Let G be a finite group and let P be a Sylow p-
subgroup of G for an odd prime p. Suppose P is abelian and [NG(P ) : CG(P )] = 2. If P
is non-cyclic, then Op(G) < G or G is p-soluble of length 1.
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Chapter 2
Character Theoretic Results and a
3-Local Recognition of Alt(9)
Let G be a finite group and let J 6 G be a 3-subgroup of G. Suppose that J is elementary
abelian of order 27 and NG(J) is isomorphic to the normalizer in Alt(9) of an elementary
abelian subgroup of order 27. Then we say that G has a 3-local subgroup, NG(J), of
Alt(9)-type. The theorem we prove in this chapter is the following.
Theorem A. Let G be a finite group and suppose that H is a 3-local subgroup of G of
Alt(9)-type. If O3′(CG(x)) = 1 for every element x of order three in H then G = H or
G ∼= Alt(9).
There are two isomorphism types of groups X with X/O3(X) ∼= Sym(4) acting faithfully
on an elementary abelian subgroup O3(X) of order 27. Both are isomorphic to subgroups
of Sym(9) however only one embeds into Alt(9) which is the type we consider in Theorem
A. In [34], Prince characterizes PSp4(3) which has a 3-local subgroup with the same
shape, 33 : Sym(4), as H but with a different isomorphism type. Furthermore some of
the methods used in the proof of Theorem A date back to Prince and to Higman’s odd
characterizations. Higman characterized the nine finite simple groups with smallest order
which have more than one conjugacy class of elements of order three and he lists these in
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[25]. He characterized the groups assuming the order of each 3-centralizer. Most of these
calculations were never published but his methods would certainly have involved detailed
character calculations, in particular, the Suzuki method and possibly arguments involving
blocks of characters. It is likely he would have calculated part of the character table and
then used calculations involving structure constants to obtain an upper bound for the
group order. These methods are particularly relevant when the 3-structure of a group is
small. In such situations local group theoretic arguments become very difficult because
it is often not possible to control the size and the structure of an involution centralizer
and therefore one has no control of the group order. Character theory may however allow
calculation of an upper bound for the group order and therefore come to the rescue when
local methods fail.
The proof of Theorem A uses a combination of local and character theoretic methods.
We briefly describe Suzuki’s theory of special classes and define some necessary p-block
theory. We then begin to work under the hypothesis of Theorem A. This leads us to three
possibilities for the 3-centralizer structure of G and we consider each case separately. The
first case describes a situation when, in some sense, H = NG(J) has full control of the
3-centralizer structure of G (Hypothesis 2.21). An argument involving Suzuki’s theory
of special classes proves that G = H. We only calculate the part of the table which is
necessary and so the calculations are somewhat delicate. In the second case we consider
the possibility that the 3-centralizers of G are small but H does not control the 3-structure
(Hypothesis 2.30). We require some detailed calculations involving blocks of characters to
reach a contradiction. The character calculations involve using the character table of H
to calculate part of the character table of G. From here structure constants are calculated
and an upper bound for |G| is found. The complexity of the calculation is far greater than
in the first case. Finally, in the third case we recognize Alt(9). A calculation of Higman’s
to recognize Alt(6) using the Suzuki method allows us to see that G has a 3-centralizer
isomorphic to 3× Alt(6) (Hypothesis 2.39). It is then possible to use local group theory
to determine the structure of an involution centralizer. We may then recognize Alt(9)
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using a recent theorem of Aschbacher [2].
It is likely that Higman used character calculations to recognize Alt(9) from the order
of each 3-centralizer. We note that the block character theoretic methods used in Case 2
were extended in Case 3 to repeat Higman’s calculation of part of the character table of
Alt(9). From here an upper bound for the group order was obtained. However, this leaves
the difficulty of recognizing Alt(9) from its group order and knowledge of the 3-structure.
Thus we present here the local arguments only.
We may deduce a corollary concerning strongly 3-embedded groups immediately from
Theorem A. Recall that a subgroup H of a group G is strongly p-embedded (p a prime
divisor of |H|) if p | |H|, H 6= G and p - |H ∩Hg| for all g ∈ G\H.
Corollary 2.1. If G and H satisfy the hypothesis of Theorem A then H cannot be a
strongly 3-embedded subgroup of G.
Character notation follows [9] and [26] in particular for a character χ of a group H 6 G
the induced character is labeled χG. If χ, ψ are two characters of a group G then (χ, ψ)G
is the inner product in G and equals 1|G|
∑
g∈G χ(g)ψ(g).
2.1 Preliminary Results
We will apply Theorem A in Chapter 5. To do so we need the following lemma which
gives conditions which guarantee that a group is isomorphic to a 3-local subgroup of
Alt(9)-type.
Lemma 2.2. Let H be a group of order 3423 with S ∈ Syl3(H). Suppose the following
hold.
(i) J E H is elementary abelian of order 27.
(ii) Z := Z(S) has order three with CH(Z) = S.
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(iii) There is an involution t ∈ NH(S) such that CJ(t) 6= 1.
Then H is isomorphic to a 3-local subgroup of Alt(9)-type.
Proof. Let T ∈ Syl2(H). First observe that since J C S, Z = Z(S) 6 J . Therefore,
CH(J) 6 CH(Z) = S and since J is not central in S, CH(J) = J and so H/J acts
faithfully on J . Hence H/J is isomorphic to a subgroup of GL3(3). By Sylow’s Theorem,
H has four Sylow 3-subgroups or S E H. However, if S E H then Z(S) E H and then
CH(Z) would not be a three group. Thus H has four Sylow 3-subgroups.
If V is a GF(3)-vector space of dimension three then we observe that a Sylow 2-
subgroup of GL(V ) has order 25. The normalizer in GL(V ) of a subspace of dimension
two is isomorphic to 2×GL2(3). Notice that this normalizer contains a Sylow 2-subgroup
of GL(V ). We conclude from this that T ∈ Syl2(H) preserves a subgroup of J of order
nine. Let W be such a T -invariant subgroup of J of order nine. Suppose that W E H.
Then W ∩ S E S so Z 6 W . We see that CH(W ) = J since no involution centralizes
Z 6 W and |Z(S)| = 3. Thus, H/J is isomorphic to a subgroup of GL2(3) and then
it follows from |H| that H/J ∼= SL2(3). Now, by hypothesis, an involution t normalizes
S with CJ(t) 6= 1. Hence Jt ∈ Z(H/J) and Jt inverts W . Moreover, |CJ(t)| = 3.
We have that CH(t) ∼ 3.SL2(3) and furthermore we have that H = JCH(t). Therefore
CJ(t) E 〈J,CH(t)〉 = H. This is a contradiction since CJ(t) E H implies that Z 6 CJ(t).
Thus W 5 H.
Now suppose that Z 6 W . We have seen that H has four Sylow 3-subgroups and
these are permuted by T . Therefore, T permutes the centres of the Sylow 3-subgroups.
Since T normalizes W , we have that W =
⋃
ZH . However this implies that W E H
which is not the case. So Z  W . This implies that no proper non-trivial subgroup of W
is normal in H for if it were then this normal subgroup would contain Z.
Now we set X := WT . Then [H : X] = 9. Consider the core of X in H, K :=⋂
g∈H X
g C H. Then K ∩ J 6 W and K ∩ J E H. Therefore K ∩ J = 1 and so K is
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a 2-group. However now we have [K, J ] 6 K ∩ J = 1 and so K 6 CH(J) = J . Thus
K = 1. Hence H is isomorphic to a subgroup of Sym(9). Furthermore, H embeds into the
normalizer in Sym(9) of 〈(1, 2, 3), (4, 5, 6), (7, 8, 9)〉. There are three possible isomorphism
types for H and only one of these is contained in Alt(9). The three subgroups are
A = 〈(123), (456), (789), (147)(258)(369), (23)(89), (14)(25)(36)(78)〉;
B = 〈(123), (456), (789), (147)(258)(369), (23)(89), (14)(25)(36)〉;
and
C = 〈(123), (456), (789), (147)(258)(369), (23)(56)(89), (23)(89)〉.
Notice that H  B since we calculate that the centralizer of a 3-central element
of order three in B is not a 3-group (because (14)(25)(36) centralizes (123)(456)(789)).
Notice also that by hypothesis, an involution t in NH(S), has non-trivial centralizer on J .
However an involution in C which normalizes a Sylow 3-subgroup of C acts fixed-point-
freely on C (the involution (23)(56)(89)). Thus we conclude that H ∼= A is isomorphic to
a subgroup of Alt(9). 
Lemma 2.3. Let G be a group and S ∈ Syl3(G) such that S ∼= 31+2+ and NG(Z(S)) = S.
Then G = O3′(G)S. In particular, if O3′(G) = 1 then G = S.
Proof. Let Z := Z(S). Note that NG(S) 6 NG(Z) implies that S = NG(S). Suppose
Z 6= Y 6 S with Y g = Z for some g ∈ G. Then 〈S, Sg〉 6 NG(〈Z, Y 〉) and 〈Z, Y 〉 is
self-centralizing so 〈S, Sg〉/〈Z, Y 〉 is isomorphic to SL2(3). Therefore NG(S) contains an
involution which is a contradiction. Thus no subgroup of S distinct from Z is conjugate
to Z. Now by Gru¨n’s Theorem (Theorem 1.21), S ∩G′ = 〈NG(S)′, S ∩ P ′|P ∈ Syl3(G)〉.
Since NG(S)
′ = S ′ = Z and S ∩ P ′ 6 Z for any Sylow 3-subgroup P of G, S ∩ G′ = Z.
So Z ∈ Syl3(G′) and Z is necessarily self normalizing in G′. Thus G′ has a normal
3-complement (by Burnside’s normal p-complement Theorem) N = O3′(G
′) such that
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G′ = NZ. Now, by a Lemma 1.1 (Frattini), G = G′NG(Z) = NZNG(Z) = NZS = NS
and clearly N = O3′(G). 
The following observation allows the calculation of structure constants in a group in
which all 3-centralizers are known. It is stated as a theorem and proved in [14] however
it was probably known well before this.
Lemma 2.4. Let X be a group with elements a, b and c each of order 3 such that c = ab
and X := 〈a, b〉. Then X has an abelian normal subgroup of index 3.
Lemma 2.5. Let G be a group with elements a, b and c each of order three such that
ab = c and such that 〈a〉, 〈b〉 and 〈c〉 are not all G-conjugate. Then there exists an
element of order three z ∈ X = 〈a, b〉 such that X 6 CG(z).
Proof. By Lemma 2.4, X has an abelian normal subgroup of index three, N say. Let
S ∈ Syl3(X). Since 〈a〉, 〈b〉 and 〈c〉 are not all conjugate, |S| > 9. Therefore 1 6= S∩N E S
and so Z(S) ∩ N 6= 1. Choose z ∈ Z(S) ∩ N of order three then z commutes with
〈S,N〉 = X and therefore X 6 CG(z). 
Given a group F and elements x, y, z in F , aFxyz denotes the number of pairs (a, b) ∈
xF×yF such that ab = z. This integer is called a structure constant and may be calculated
from the character table of F using the formula:
aFxyz =
|F |
|CF (x)||CF (y)|
∑
χ∈Irr(F )
χ(x)χ(y)χ(z)
χ(1)
.
We introduce the notation:
αFxyz :=
∑
χ∈Irr(F )
χ(x)χ(y)χ(z)
χ(1)
.
Therefore αFxyz = a
F
xyz
|CF (x)||CF (y)|
|F | .
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2.1.1 Suzuki’s Theory of Special Classes
We now present Suzuki’s definition of special classes and the Suzuki method. See [9] and
[11] for further details.
Definition 2.6. Let G be a group and H a subgroup of G. Suppose that C = ⋃ni=1 Ci is a
union of H-conjugacy classes of H. Then C is called a set of special classes in H provided
the following hold:
(i) CG(h) 6 H for all h ∈ C;
(ii) CGi ∩ C = Ci for all 1 6 i 6 n; and
(iii) if h ∈ C and 〈h〉 = 〈f〉 then f ∈ C.
Suppose that G is a group, H 6 G and C is a set of special classes in H. Set CF(H) to
be the C-space of all class functions of H and set
W := {φ ∈ CF(H)|φ(h) = 0 for all h ∈ H\C}.
Let {ψ1, . . . , ψr} = Irr(H) and {θ1, . . . , θs} = Irr(G).
Lemma 2.7. Suppose λ, µ ∈ W . Then λG(x) = λ(x) for all x ∈ C and for all x ∈ G\CG.
Furthermore (λG, µG)G = (λ, µ)H .
Proof. See [9, p111]. 
Lemma 2.8. Suppose C = ⋃ni=1 Ci is a set of special classes in H 6 G. Then the set
of all class functions of H which vanish on H\C is a C-subspace of the set of all class
functions of H and has dimension n.
Proof. See [11, 14.6, p348]. 
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Let BW := {λ1, . . . , λn} be a basis for W and define a matrix A = (aij) such that
λi =
r∑
j=1
aijψj.
Now consider the class functions of G, µi = λ
G
i . Each can be written as a linear combina-
tion of irreducible characters of G (these are θ1, . . . , θs) and so let B = (bij) be the matrix
such that
µi =
s∑
j=1
bijθj.
Theorem 2.9 (Suzuki). There exist uniquely defined C = (cij) such that the (i, j)’th
entry of CA is ψj(xi) and the (i, j)’th entry of CB is θj(xi) where xi is a representative
from the H-conjugacy class Ci.
Proof. See [11, 14.11, p351] 
Corollary 2.10. C = (cij) is such that γi :=
∑r
j=1 ψj(xi)ψj =
∑n
k=1 cikλk.
Proof. We have γi :=
∑r
j=1 ψj(xi)ψj and by Suzuki’s Theorem, ψj(xi) =
∑n
k=1 cikakj so
∑r
j=1 ψj(xi)ψj =
∑r
j=1
∑n
k=1 cikakjψj
=
∑n
k=1 cik
∑r
j=1 akjψj
=
∑n
k=1 cikλk
because λk =
∑r
j=1 akjψj by definition of A. Hence γi =
∑n
k=1 cikλk. 
Therefore given the character table of H it is possible to determine the constants cij by
calculating each γi and writing as a linear combination of basis elements using the basis
BW above. The Suzuki method involves making a careful choice of basis BW . A good
choice of basis will make it easier to determine candidates for B and therefore candidates
for the character table of G.
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2.1.2 Some p-Block Theory
We present the relevant block theory for use in the proof of Theorem A. See [26] and [13]
for further details. In modular character theory it is always necessary to fix a prime p and
then make a fixed choice of ring homomorphism ∗ defined on the ring of algebraic integers
A with kernel equal to a maximal ideal which contains pA. Then ∗ maps A onto an
algebraically closed field of characteristic p. Let Irr(G) be the set of irreducible ordinary
characters of G and let IBr(G) be the set of irreducible Brauer characters of a group G.
We do not require a formal definition of Brauer character only that a Brauer character
is a map from the p-regular elements (elements of order coprime to p) of G to C, and
that every Brauer character can be written as a sum of irreducible Brauer characters. See
[26, p263] for a full definition. Given an ordinary character χ of G, restricting χ to the
p-regular elements of G gives a Brauer character of G which can be written as a sum of
irreducible Brauer characters. If some irreducible Brauer character ρ ∈ IBr(G) appears
in this sum we say ρ appears in the Brauer decomposition of χ.
Definition 2.11. Let G be a group with p | |G|. A p-block of G is a subset B ⊆
Irr(G) ∪ IBr(G) satisfying
(i) for χ, φ in B ∩ Irr(G),
(
χ(g)|G|
χ(1)|CG(g)|
)∗
=
(
φ(g)|G|
φ(1)|CG(g)|
)∗
for every g ∈ G; and
(ii) B ∩ IBr(G) is the set of irreducible Brauer characters which appear in the Brauer
decomposition of some χ ∈ B ∩ Irr(G).
The p-blocks define a partition of Irr(G) and the principal p-block, denoted B0(G), is
the p-block containing the principal character. We are mostly interested in the ordinary
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characters and so given a p-block B we often refer to B in place of B ∩ Irr(G). If there is
no ambiguity in p we often refer simply to the block rather than the p-block.
Lemma 2.12. Let G be a group, S ∈ Sylp(G) and 1 6= x ∈ Z(S). If χ is an irreducible
character in the principal p-block of G then χ(x) 6= 0.
Proof. Since χ ∈ B0(G),
(
χ(x)|G|
χ(1)|CG(x)|
)∗
=
( |G|
|CG(x)|
)∗
.
Since x is p-central, |G|/|CG(x)| is an integer which is coprime to p and so its image under
∗ is non-zero. Therefore χ(x) 6= 0. 
The following result was proved independently however a proof can also be found in
[29].
Lemma 2.13. Let G be a group and χ a character of G. Suppose that g ∈ G is a
p-element and χ(g) ∈ Z. Then χ(g) ≡ χ(1) mod p.
Proof. For any integer n > 1, if  is a primitive pn’th root of unity then  is a root of the
cyclotomic polynomial,
Φpn(X) = 1 +X
pn−1 +X2p
n−1
+ . . .+X(p−1)p
n−1
and this polynomial is well known to be irreducible and hence the minimal polynomial of
.
Now suppose that there exist integers a0, a1, . . . , apn−1 such that
∑pn−1
i=0 ai
i = 0. Then
 is a root of the equation
∑pn−1
i=0 aiX
i = 0 and so
∑pn−1
i=0 aiX
i = Φpn(X)F (X) for some
polynomial F (X) ∈ Z[X]. In fact we may calculate, F (X) = a0 + a1X + a2X2 + . . . +
apn−1−1Xp
n−1−1 and it follows that for i ∈ {0, . . . , pn−1 − 1} and j ∈ {1, . . . , p − 1},
ai = ajpn−1+i and
∑pn−1
i=0 aiX
i =
∑pn−1−1
i=0 aiX
iΦpn(X).
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So now we suppose that G is a group, χ is a character of G of degree m and g ∈ G
has order pn with χ(g) = z ∈ Z. Then χ(g) is a sum of m pn’th roots of unity. Therefore
we may suppose that z = χ(g) =
∑pn−1
i=0 bi
i where each bi ∈ Z and m = b0 + . . .+ bpn−1.
By setting a0 := b0 − z and ai := bi otherwise, we may describe an equation for which 
is a root, 0 =
∑pn−1
i=0 aiX
i =
∑pn−1−1
i=0 aiX
iΦpn(X) and as above for i ∈ {0, . . . , pn−1 − 1}
and j ∈ {1, . . . , p− 1}, ai = ajpn−1+i.
Now χ(1) = m = b0 + . . .+bpn−1 and since for i ∈ {0, . . . , pn−1−1} and j ∈ {1, . . . , p−
1}, ai = ajpn−1+i and bi = ai except when i = 0, we have that m = b0 + (p− 1)a0 + pa1 +
pa2 + . . .+ papn−1−1. Therefore m ≡ b0− a0 mod p and since b0− a0 = z = χ(g), we have
χ(g) ≡ χ(1) mod p. 
To every p-block of G we associate a G-conjugacy class of p-subgroup (see [26, p278-9]
for a description of how we do this and why it is possible). Given a p-block B with
associated p-subgroup D, we say D is a defect group of the p-block B. The Sylow p-
subgroups are the defect groups of the principal block.
Lemma 2.14 (Generalized Decomposition Numbers). Let x ∈ G have order pn.
For χ ∈ Irr(G) and ϕ ∈ IBr(CG(x)) there exist unique algebraic integers dxχϕ ∈ Q(e2pii/pn)
such that
χ(xf) =
∑
ϕ∈IBr(CG(x))
dxχϕϕ(f)
for every p-regular element f in CG(x).
Proof. See [26, 15.47, p283]. 
The algebraic integers dxχϕ are called generalized decomposition numbers. The following
result is used in Section 2.2.2 when we have a group with restricted 3-local subgroups
and it allows us to restrict our calculations entirely within the principal 3-block of the
character table. The proof uses Brauer’s first and second main theorems (see [26, p282,
p284]).
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Lemma 2.15. Let G be a group, 1 6= x ∈ S ∈ Sylp(G) and χ ∈ Irr(G)\B0(G). Suppose
NG(D) is p-soluble and Op′(NG(D)) = 1 for each 1 6= D 6 S ∈ Sylp(G). Then
(i) B0(G) is the only block of G with non-trivial defect group; and
(ii) χ(fx) = 0 for each p-regular f ∈ CG(x).
Proof. By [26, 15.40], for each 1 6= D 6 S ∈ Sylp(G), NG(D) has only one block and the
block necessarily has defect group D1 ∈ Sylp(NG(D)). Hence if D 6= S then D 6= D1 and
by Brauer’s first main theorem ([26, 15.45]), G has no block with defect group D. On the
other hand, if D = S then by Brauer’s first main theorem, G has exactly one block with
defect group S and this must be B0(G). Thus every block of G has defect group S or 1.
It therefore follows immediately from a corollary to Brauer’s second main theorem ([26,
15.49]) that for 1 6= x ∈ S and any p-regular f ∈ CG(x), χ(fx) = 0. 
Given a group G with Irr(G) = {χ1, . . . , χn} define a column of G to be a sequence of
numbers indexed by Irr(G), (ai)i=1,..,n. For example given an element x ∈ G the column
of the character table of G corresponding to x forms a column (χ(x))i=1,..,n as do the
columns of generalized decomposition numbers if x is a p-element and ϕ ∈ IBr(CG(x)),
(dxχiϕ)i=1,..,n. We define the inner product of columns (ai)i=1,..,n and (bi)i=1,..,n to be the
usual dot product ((ai), (bi)) =
∑n
i=1 aibi. We further define a (p-)principal column of G
to be a sequence indexed by the principal (p-)block characters of G.
We use the following lemma in the proof of Theorem A to calculate part of the character
table of G. The method involves producing an invertible matrix M that satisfies the
hypothesis of this lemma. In Section 2.2.2, we restrict our character calculations to the
principal 3-block of G and we use this lemma in place of the Suzuki method.
Lemma 2.16. Let G be a group and H 6 G with {ψ1, . . . , ψr} =: Irr(H). Let {χ1, . . . , χs} ⊆
Irr(G) and for any n 6 r let x1, . . . , xn be representatives in H of any n of the conjugacy
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classes of H. Set
N := (ψi(xj))16i6r,16j6n and L = (χi(xj))16i6s,16j6n.
If M = (mij) ∈ Mn(C) is such that NM is a matrix with integer entries then LM is a
matrix with integer entries.
Proof. The (i, j)’th entry of LM is
n∑
k=1
χi(xk)mkj.
We restrict χi to H to obtain integers a1, . . . , ar such that χi
∣∣
H
= a1ψ1 + . . .+arψr. Hence
∑n
k=1 χi(xk)mkj =
∑n
k=1(a1ψ1 + . . .+ arψr)(xk)mkj
= a1
∑n
k=1 ψ1(xk)mkj + . . .+ ar
∑n
k=1 ψr(xk)mkj.
This is an integer sum of integer entries of the matrix NM . Therefore the (i, j)’th entry
of LM is integral. 
Lemma 2.16 allows us to choose an invertible matrix M in a nice way such that LM is an
integer matrix with few entries. The idea is that we are able to calculate the column inner
products in L but not the specific entries. The matrix K := LM contains columns which
are linear combinations of columns of L chosen such that entries are integral. Provided
the matrix K is sufficiently sparse, we can determine possibilities for the matrix K and
then calculate KM−1 = L. The procedure for making a suitable choice for M amounts to
choosing M to be a matrix of column operations such that NM has few entries and such
that these entries are as small as possible. We will demonstrate these ideas in Section
2.2.2.
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2.2 The Hypothesis
From now on we work under the hypothesis of Theorem A. Recall that a group G is said
to have a 3-local subgroup of Alt(9)-type if P 6 G is elementary abelian of order 27 and
NG(P ) is isomorphic to the normalizer in Alt(9) of an elementary abelian subgroup of
order 27.
Hypothesis A. Let G be a finite group with J 6 G such that J is elementary abelian
of order 27. Suppose H := NG(J) is a 3-local subgroup of G of Alt(9)-type and suppose
O3′(CG(x)) = 1 for every element of order three x ∈ H.
The proof of Theorem A is highly character theoretic. Many of the calculations involve
the character table of H (Table 2.1). We note in particular that each irreducible character
of H gives integral values on 3-elements in H. We prove in Lemma 2.18 that H contains
a Sylow 3-subgroup of G and hence every irreducible character of G gives integral values
on all 3-elements. We label the conjugacy classes of H by C1, . . . , C14 and we continue
this notation throughout Section 2.2. Furthermore, we use the notation CGi to be the
conjugacy class in G containing Ci for 1 6 i 6 14. Observe that we may have CGi = CGj
for i 6= j. For the purpose of understanding the group structure of H, we consider a
permutation representation of H in Alt(9):
〈(123), (456), (789), (147)(258)(369), (14)(2536)〉
from which we see that J = CH(J) = O3(H). In this representation, elements in C4 are
3-cycles, elements in C6 have cycle shape 3213 and elements in C5 have cycle shape 33.
The following lemma is a consequence of J being the Thompson subgroup of a Sylow
3-subgroup of G. However for completeness we include a proof.
Lemma 2.17. J = CH(J) = O3(H) is a characteristic subgroup of every S ∈ Syl3(H)
and for any a, b ∈ J , a is conjugate to b in G if and only if a is conjugate to b in H.
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Class C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14
|CH(x)| 648 24 12 108 81 54 9 12 12 6 9 9 12 12
Order 1 2 2 3 3 3 3 4 6 6 9 9 12 12
ψ1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
ψ2 1 1 -1 1 1 1 1 -1 1 -1 1 1 -1 -1
ψ3 2 2 0 2 2 2 -1 0 2 0 -1 -1 0 0
ψ4 3 -1 -1 3 3 3 0 1 -1 -1 0 0 1 1
ψ5 3 -1 1 3 3 3 0 -1 -1 1 0 0 -1 -1
ψ6 6 2 0 3 -3 0 0 -2 -1 0 0 0 1 1
ψ7 6 2 0 3 -3 0 0 2 -1 0 0 0 -1 -1
ψ8 6 -2 0 3 -3 0 0 0 1 0 0 0
√
3 −√3
ψ9 6 -2 0 3 -3 0 0 0 1 0 0 0 −
√
3
√
3
ψ10 8 0 0 -4 -1 2 -1 0 0 0 2 -1 0 0
ψ11 8 0 0 -4 -1 2 -1 0 0 0 -1 2 0 0
ψ12 8 0 0 -4 -1 2 2 0 0 0 -1 -1 0 0
ψ13 12 0 -2 0 3 -3 0 0 0 1 0 0 0 0
ψ14 12 0 2 0 3 -3 0 0 0 -1 0 0 0 0
Table 2.1: The character table of H.
Proof. We observe, by considering a representation ofH in Alt(9), thatH/J acts faithfully
on J . Thus J = CH(J) = O3(H). Now suppose J 6= J0 6 S for S ∈ Syl3(H) with J0 ∼= J .
Then S = JJ0 and J ∩ J0 6 Z(S) has order nine. However again calculating in Alt(9)
gives |Z(S)| = 3. Thus J is characteristic in S.
Suppose ag = b for some g ∈ G. Then J, Jg 6 CG(b). Let P,Q ∈ Syl3(CG(b)) such
that J 6 P and Jg 6 Q. By Sylow’s Theorem, there exists x ∈ CG(b) such that Qx = P
and so Jgx = J . Thus gx ∈ H and agx = bx = b as required. 
Lemma 2.18. (i) H = NG(H).
(ii) NG(S) 6 H for S ∈ Syl3(H), in particular, Syl3(H) ⊆ Syl3(G).
(iii) CGi ∩ CGj = ∅ for {i, j} ⊂ {4, 5, 6}.
(iv) CG(x) 6 H for x ∈ C5 ∪ C6 ∪ C10 ∪ C11 ∪ C12 and CG11 6= CG12.
(v) If T 6 J has order nine then NG(T ) 6 H and CG(T ) = J .
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(vi) Fix x ∈ C4 then H has two conjugacy classes of subgroups of order nine containing
x, PH1 and P
H
2 say where |P1 ∩C4| = |P1 ∩C6| = 4 and |P2 ∩C4| = |P2 ∩C6| = 2 and
|P2 ∩ C5| = 4.
Proof. Since J = O3(H) and H = NG(J), H is self normalizing in G. Also, since J is
characteristic in S by Lemma 2.17, NG(S) 6 NG(J) = H and so S ∈ Syl3(G). Therefore
(i), (ii) and (iii) follow immediately from Lemma 2.17.
Let x ∈ C6 and set X := CG(x). Then J ∈ Syl3(X). Observe that |NX(J)| =
|H ∩ CG(x)| = 332. Let X = CG(x)/〈x〉 and let t be an involution in CH(x) then
CJ(t) = 〈x〉 so by coprime action, t acts fixed-point-freely on J . Therefore
|NX(J)/CX(J)| = |NX(J)/J | = 2
and so X satisfies the hypothesis of Theorem 1.57. By Hypothesis A, O3′(X) = 1 and
so O3′(X) = 1. Moreover J = [J, t] 6 O3(X). Hence X is 3-soluble of length one with
trivial 3′-radical. Therefore X = NX(J) and so X 6 H.
Let T 6 J have order nine. A calculation in H verifies that CH(T ) = J for each such
T . Notice that every choice of T contains an element in C6 and so CG(T ) 6 H. Thus
CG(T ) = J . It is therefore immediate that NG(T ) normalizes J and so NG(T ) 6 H. This
proves (v).
Now let w ∈ C5 and set W := CG(w) and W˜ = W/〈w〉. Then w ∈ Z(S) for some
S ∈ Syl3(H) ⊆ Syl3(G). We calculate in the image of S in Alt(9) to see that |S ′| = 9 and
every element of order nine in S cubes into 〈w〉. Therefore S˜ is non-abelian of exponent
three and so S˜ ∼= 31+2+ . Furthermore, NG(S) ∩W 6 H ∩W = S and so W˜ has a self-
normalizing and non-abelian Sylow 3-subgroup isomorphic to 31+2+ . Let T < S such that
w ∈ T and T˜ = Z(S˜) then |T | = 9 so NG(T ) 6 H. Therefore, NW (T ) 6 H ∩W = S
and so NW˜ (Z(S˜)) = S˜. Thus W˜ satisfies the hypothesis of Lemma 2.3. However, by
hypothesis, O3′(W ) = 1 and so O3′(W˜ ) = 1. Thus W˜ = S˜ and so W = S 6 H.
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Now, if v ∈ C10∪C11∪C12 then either v2 or v3 is in C5∪C6 and so it follows immediately
that CG(v) 6 H. So suppose that CG11 = CG12 then let a ∈ C11 and b ∈ C12 such that
a3 = b3 ∈ C5. Then there exists g ∈ G such that ag = b and so (a3)g = (ag)3 = b3 and so
g ∈ CG(a3) 6 H. Which implies that C11 = C12. This contradiction completes the proof
of (iv).
Finally to prove (vi) we allow x to be represented in Alt(9) by (123). Any group of
order nine containing x necessarily centralizes x and so is a subgroup of J . Therefore
we need only consider P1 = 〈(123), (456)〉 and P2 = 〈(123), (456)(789)〉 and count the
H-orbits of the subgroups of J . 
Lemma 2.19. If x ∈ C4 then CG(x) 6 H or CG(x) ∼= 3× Alt(6).
Proof. Suppose CG(x)  H and set X := CG(x)/〈x〉. Since x is not 3-central in G, CG(x)
has Sylow 3-subgroups of order 33 and so X has Sylow 3-subgroups of order nine. Observe
that J ∈ Syl3(X) and |NX(J)| = 3222. We show that X must be simple. So let N be a
minimal normal subgroup of X then N is a direct product of isomorphic simple groups.
If 3 - |N | then O3′(CG(x)) 6= 1 which is not possible. Therefore 3 | |N |. Now X has
Sylow 3-subgroups of order nine and so either N is simple or N is a direct product of
two isomorphic simple groups each with Sylow 3-subgroups of order three. Suppose the
latter then N = N1 × N2 where N1 ∼= N2 are simple groups. Choose T ∈ Syl3(N2) then
[T ,N1] = 1. Let T and N1 be the preimages in CG(x) of T and N1 respectively. Then N1
splits over 〈x〉 by Gaschu¨tz’s Theorem (1.13). Let M1 be a complement to 〈x〉 in N1 then
M1 ∼= N1 is simple and normalized by T . Since [T,N1] 6 〈x〉, [T,M1] 6 〈x〉 ∩M1 = 1.
Thus M1 6 CG(T ). Now T is conjugate to a subgroup of J of order nine and so by Lemma
2.18 (v), M1 6 Hg for some g ∈ G. However M1 is simple and Hg is soluble which implies
M1 has prime order. Since 3 | |M1|, M1 ∼= N1 is cyclic of order three. Therefore N has
order nine and so X has a normal Sylow 3-subgroup J and so CG(x) 6 H contradicting
our assumption.
So we may assume N is simple. Let f ∈ CH(x) have order four then CJ(f) = CJ(f 2) =
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〈x〉. By coprime action, f and f 2 act fixed-point-freely on J . Suppose N has Sylow 3-
subgroups of order three. Then J ∩N has order three. However f has order four which
implies that J = [J ∩ N, f ] 6 N . Thus J is a Sylow 3-subgroup of N . Also since J has
more than one conjugacy class of subgroup of order nine containing x by Lemma 2.18
(vi), J has more than one conjugacy class of order three. Let 1 6= j ∈ J and suppose
that a ∈ N is a 3′-element and centralizes j. Then 〈a〉 normalizes 〈j, x〉 6 J which has
order nine. By Lemma 2.18 (v), a ∈ H has even order. Let t ∈ 〈a〉 be an involution
then we have seen that t acts fixed-point-freely on J . This contradicts our assumption
that t centralizes j. Thus CX(j) = J and so N satisfies Theorem 1.41 so N
∼= Alt(6).
In particular, NX(J) 6 N . Since N E X and J ∈ Syl3(N), we may use a Lemma 1.1
(Frattini argument) to write X = NNX(J) = N . Therefore X = N
∼= Alt(6) and so by
Gaschu¨tz’s Theorem (1.13), CG(x) ∼= 3× Alt(6). 
Lemma 2.20. If x ∈ C7 then either CG(x) 6 H or CG7 = CG5 . If CG7 = CG5 then for
S ∈ Syl3(H) and T ∈ Syl2(NH(S)), CG(T ) contains a subgroup isomorphic to SL2(3) and
T# ⊂ C3.
Proof. We see from the character table of H (Table 2.1) that CH(x) has order nine and
therefore CH(x) = 〈x, z〉 where z ∈ Z(S) for some S ∈ Syl3(H). Moreover CH(x) = 〈x, z〉
contains two H-conjugates of z and six H-conjugates of x. If x is not conjugate in G to
z then NCG(x)(〈z, x〉) 6 NG(〈z〉) ∩CG(x) 6 H ∩CG(x) = 〈z, x〉. Thus CG(x) has a Sylow
3-subgroup of order nine which is self-normalizing. Therefore CG(x) has a normal 3-
complement. However, by hypothesis, O3′(CG(x)) = 1. We conclude that CG(x) = 〈z, x〉
or x is conjugate to z.
Assume CG7 = CG5 and let S ∈ Syl3(H) then NH(S) = NG(S) = NG(Z(S)) has
order 342 and contains involutions from the H-conjugacy class C3. Let a ∈ Z(S)# and
b ∈ S\J have order three then b ∈ C7. By assumption, b is conjugate in G to a. Set
X := 〈a, b〉. Let g ∈ H such that ag = b. Then b ∈ Z(Sg) and S = CG(a) implies
Sg = CG(b). Since CS(b) = X, S ∩ Sg = X. So let A := NS(X) and B := NSg(X)
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and set Y := 〈A,B〉. Observe that X is self-centralizing in G and A and B are distinct.
Thus Y/X ∼= SL2(3). Let TX/X = Z(Y/X) where T ∼= 2. Then T inverts a and so
T ∈ Syl2(NG(S)) 6 H. Let 1 6= t ∈ T then t ∈ CG3 . By coprime action and an isomorphism
theorem, SL2(3) ∼= CY/X(TX/X) ∼= CY (T )X/X ∼= CY (T ). Since T ∈ Syl2(NG(S)), the
result is true for every subgroup in Syl2(NG(S)). 
We have three scenarios to consider in more detail in the following three subsections.
• Case 1: For x ∈ C7, CG(x) 6 H.
• Case 2: For x ∈ C4, CG(x) 6 H and CG7 = CG5 .
• Case 3: For x ∈ C4, CG(x) ∼= 3× Alt(6) and CG7 = CG5 .
2.2.1 Case 1
In this case we hypothesize that for x ∈ C7, CG(x) 6 H. We do not need to consider the
possibilities for CG(y) for y ∈ C4 since the assumption on C7 proves to be very powerful.
By Lemma 2.20, a more succinct way to describe this scenario is to hypothesize in addition
to Hypothesis A that, as sets, JG∩H = J . Throughout this section we assume G satisfies
the following hypothesis.
Hypothesis 2.21. Let G satisfy Hypothesis A and in addition assume that, as sets, JG∩
H = J .
Theorem 2.22. If G satisfies Hypothesis 2.21 then G = H.
We suppose for a contradiction that G 6= H. In particular, J 5 G.
Lemma 2.23. |G|/|H| > 28.
Proof. The index of H in G equals the number of conjugates of J in G. So consider the
action of J on the set, Ω := {Jg|g ∈ G\H}, of its distinct conjugates in G. Since H 6= G,
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this set is non-empty. Moreover, if j ∈ J fixes some Jg ∈ Ω then j ∈ Hg ∩ J = 1. Hence
|Ω| > 27. 
Lemma 2.24. C := C6 ∪ C7 ∪ C11 ∪ C12 is a set of special classes in H.
Proof. By Lemma 2.18 and Hypothesis 2.21, CG(x) 6 H for each x ∈ C. Now suppose for
i ∈ {6, 7, 11, 12}, CGi ∩ C 6= Ci. Then there exists x ∈ Ci, y ∈ Cj (i 6= j) such that xg = y
for some g ∈ G. However this implies that CG(x) ∼= CG(y) and so the only possibility is
that {i, j} = {11, 12}. However by Lemma 2.18 (iv), CG11 6= CG12. Finally we need to satisfy
condition (iii) of Definition 2.6. However this is immediate since any element in C6, C7
is conjugate in H to its inverse and every element of order nine in H is contained in the
set. 
Lemma 2.25. Suppose that a ∈ C6, b ∈ C7 and c ∈ C6 ∪ C7 such that for some h, g ∈ G,
ahbg = c. Then X := 〈ah, bg〉 6 H.
Proof. By Lemma 2.5, there exists z ∈ X of order three such that X 6 CG(z). Since
z commutes with c ∈ C6 ∪ C7, z ∈ CG(c) 6 H. Since z commutes with ah ∈ Jh,
z ∈ Jh ∩H 6 J . If however z ∈ C4, then since [z, bg] = 1, z ∈ Hg ∩ J 6 Jg. So z ∈ Z(Sg)
and then z ∈ CG5 which is a contradiction. So z ∈ C5 ∪ C6 and since ah ∈ J , X 6 H. 
Recall from Section 2.1 the definition of the structure constants (labeled aGxyz and α
G
xyz
for G a group with elements x, y, z).
Lemma 2.26. Let y ∈ C6 and z ∈ C7. Then
(i) αGyzy = 0; and
(ii) αGyzz =
2236
|G| .
Proof. By Lemma 2.25, the number of pairs (a, b) ∈ yG × zG such that ab = y equals the
number of pairs (a, b) ∈ yH × zH such that ab = y and from the character table of H we
calculate this number to be aGyzy = a
H
yzy =
2334
34.32
.0 = 0. Hence αGyzy = 0.
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By the same argument we have aGyzz = a
H
yzz =
2334
332.32
.9
2
= 6 since CG(y) = CH(y) and
CG(z) = CH(z). Hence α
G
yzz = 6
332.32
|G| . 
We now apply Suzuki’s Theory with the set of special classes C := C6 ∪ C7 ∪ C11 ∪ C12.
We begin by finding a basis for the space W = {φ ∈ CF(H) | φ(h) = 0 for all h ∈ H\C}.
By Lemma 2.8, W has dimension four over C.
(i) λ1 = ψ1 + ψ2 − ψ3;
(ii) λ2 = ψ3 + ψ4 + ψ5 + ψ10 + ψ11 − ψ13 − ψ14;
(iii) λ3 = ψ10 − ψ12;
(iv) λ4 = ψ11 − ψ12.
We calculate γi :=
∑14
j=1 ψj(xi)ψj where xi ∈ Ci for i = 6, 7, 11, 12 and write each as a
linear combination of the class functions {λ1, . . . , λ4} to give the following:
(i) γ6 = λ1 + 3λ2 − λ3 − λ4;
(ii) γ7 = λ1 − λ3 − λ4;
(iii) γ11 = λ1 + 2λ3 − λ4; and
(iv) γ12 = λ1 − λ3 + 2λ4.
Thus we have the matrix:
C :=

1 3 −1 −1
1 0 −1 −1
1 0 2 −1
1 0 −1 2

.
Let θ1 = 1G, θ2, . . . , θs be the irreducible characters of G where the numbering is not
fixed except that θ1 always represents the principal character. Let µi = λ
G
i for i = 1, . . . , 4.
Table 2.2 gives the pairwise inner products (µi, µj)G using Lemma 2.7.
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(, )G µ1 µ2 µ3 µ4
µ1 3
µ2 -1 7
µ3 0 1 2
µ4 0 1 1 2
Table 2.2: The table of inner products (µi, µj)G for 1 6 i, j 6 4.
We also have, using Lemma 2.7 that µi(1) = λi(1) = 0 for each 1 6 i 6 4 and
(µi, θ1) = 0 for i = 2, 3, 4 and (µ1, θ1) = 1. We express µ1, µ3 and µ4 as linear combinations
of irreducible characters of G.
Lemma 2.27. (i) µ1 = θ1 + δθ5 − δθ6;
(ii) µ3 = θ2 − θ3;
(iii) µ4 = θ4 − θ3;
where , δ = ±1.
Proof. Since µ3 and µ4 each involve exactly two irreducible characters of G and have
inner product 1, it is clear that we can write µ3 = 2θ2 + 3θ3 and µ4 = 4θ4 + 3θ3
(2, 3, 4 = ±1). However since µ3(1) = µ4(1) = 0, we have  := 2 = 4 = −3. Now
since µ1 involves two irreducible characters together with the principal character and has
inner product 0 with µ3 and µ4, we have µ1 = θ1 + 5θ5 + 6θ6 (5, 6 = ±1). Suppose
5 = 6. Then 0 = µ1(1) = 1 + 5(θ6(1) + θ5(1)). However θ6(1) + θ5(1) is an integer
greater than 1 and so we may take δ := 5 = −6. 
Using Suzuki’s Theorem, we can now calculate part of the character table of G. So far
we have not induced the character µ2 to G and so we let bi represent unknown constants
such that µ2 =
∑
16i6s biθi in the following matrix:
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B =

1 0 0 0 δ −δ 0 . . .
0 b2 b3 b4 b5 b6 b7 . . .
0  − 0 0 0 0 . . .
0 0 −  0 0 0 . . .

Therefore we calculate a portion of the character table (CB)t (Table 2.3) and we let
di = θi(1) and we avoid calculating the entries θi(x) for x ∈ C6 for the moment.
1 CG6 CG7 CG11 CG12
θ1 1 1 1 1 1
θ2 d2 − 2 −
θ3 d3 2 − −
θ4 d4 − − 2
θ5 d5 δ δ δ
θ6 d6 −δ −δ −δ
θ7 d7 0 0 0
...
...
...
...
...
θs ds 0 0 0
Table 2.3: Part of the character table of G
Lemma 2.28. d := d2 = d3 = d4 and 1 + δd5 − δd6 = 0.
Proof. By Lemma 2.7, µ1(1) = µ3(1) = µ4(1) = 0. Using Lemma 2.27 we see that
d2 − d3 = d3 − d4 = 0 and 1 + δd5 − δd6 = 0 and so d := d2 = d3 = d4 and
1 + δd5 − δd6 = 0. 
We calculate structure constants for G which involve the G-conjugacy class CG7 and
the class CG6 . Hence we only need to know some of the character values for CG6 provided
we know all the character values for CG7 . Therefore we need to calculate θi(x) (x ∈ C6)
only for i = 2, 3, 4, 5, 6.
Lemma 2.29. Let b2, b3, b4, b5, b6 be the constants as in the matrix B. One of the follow-
ing hold.
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(i) (b2, b3, b4, b5, b6) = (, 0, ,−δ, 0);
(ii) (b2, b3, b4, b5, b6) = (, 0, ,−2δ,−δ);
(iii) (b2, b3, b4, b5, b6) = (0,−, 0,−δ, 0);
(iv) (b2, b3, b4, b5, b6) = (0,−, 0,−2δ,−δ); or
(v) (b2, b3, b4, b5, b6) = (−,−2,−,−δ, 0).
Proof. We begin to induce λ2 to G. Since (µ2, µ3) = (µ2, µ4) = 1 we have that µ2 either
involves θ2 + θ4 or −θ3 or −θ2 − 2θ3 − θ4. In the first case in order to satisfy
(µ2, µ1) = −1 we have that µ2 involves either −δθ5 or −2δθ5− δθ6. In the second case we
again see that to satisfy (µ2, µ1) = −1, µ2 involves either −δθ5 or −2δθ5− δθ6. Finally in
the third case the only possibility is that µ2 = −θ2 − 2θ3 − θ4 − δθ5. 
We now calculate using Lemma 2.26 which says that
0 = αGyzy =
∑
16i6s
θi(y)θi(z)θ(z)
θi(1)
=
∑
16i66
θi(y)θi(z)θ(z)
θi(1)
and
2236
|G| = α
G
yzz =
∑
16i6s
θi(y)θi(z)θ(z)
θi(1)
=
∑
16i66
θi(y)θi(z)θ(z)
θi(1)
where y ∈ C6 and z ∈ C7. Notice that all H-characters are integral on elements in C6 and
in C7. Therefore all G-characters are integral on C6 and C7 also. We now consider each of
the five cases described in Lemma 2.29.
Candidate 1: (b2,b3,b4,b5,b6) = (,0, ,−δ,0)
The missing entries from the character table are displayed in Table 2.4. So we calculate
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1 CG6
θ1 1 1
θ2 d 2
θ3 d 2
θ4 d 2
θ5 d5 −2δ
θ6 d6 −δ
Table 2.4: A candidate for part of the character table of G.
(where y ∈ C6 and z ∈ C7):
0 = αGyzy = 1−
4
d
+
4.2
d
− 4
d
+
4δ
d5
− δ
d6
= 1 +
4δ
d5
− δ
d6
.
We now rearrange using the relation 1 − δd6 = −δd5 (by Lemma 2.28) to get 0 = 1 +
d5d6 + 3δd6. Since d5 and d6 are positive, we have δ = −1 and so d5 = 1 + d6 and we
simplify further to get 0 = 1 + d6(1 + d6)− 3d6 = d26 − 2d6 + 1. This quadratic in d6 has
the repeated root d6 = 1 and so d5 = 2. Now we calculate:
2236
|G| = α
G
yzz = 1 +
2
d
+
2
d
+
8
d
+
2
2
+
1
1
= 3 +
12
d
.
We simplify to get |G|(d + 4) = 2235d. Since d 6= 0, d + 4 6= 0. Therefore we rearrange
to see that |G|/|H| = 3d/2(d + 4). By Lemma 2.23, |G|/|H| > 28. We rearrange
3d/2(d+ 4) > 28 to get 53d 6 −224. Therefore  = −1 and 0 < d 6 4. However this is
a contradiction since this implies d+ 4 < 0 and so |G| = 2235d/(d+ 4) < 0.
Candidate 2: (b2,b3,b4,b5,b6) = (,0, ,−2δ,−δ)
The missing entries from the character table are displayed in Table 2.5. So we calculate
(where y ∈ C6 and z ∈ C7):
0 = αGyzy = 1−
4
d
+
4.2
d
− 4
d
+
25δ
d5
− 16δ
d6
= 1 +
25δ
d5
− 16δ
d6
.
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1 CG6
θ1 1 1
θ2 d 2
θ3 d 2
θ4 d 2
θ5 d5 −5δ
θ6 d6 −4δ
Table 2.5: A candidate for part of the character table of G.
As before we rearrange and use 1 − δd6 = −δd5 to get 0 = 16 + d5d6 + 9δd6. Now since
d5 and d6 are positive, we have δ = −1 and so d5 = 1 + d6 and we simplify further to get
0 = 16 + d6(1 + d6) − 9d6 = d26 − 8d6 + 16. This quadratic in d6 has the repeated root
d6 = 4 and so d5 = 5. Now we calculate:
2236
|G| = α
G
yzz = 1 +
2
d
+
8
d
+
2
d
+
5
5
+
4
4
= 3 +
12
d
.
We simplify to get |G|(d + 4) = 2235d or |G| = 2235d/(d + 4). Since d 6= 0, d + 4 6= 0.
Therefore we rearrange to see that |G|/|H| = 3d/2(d+4). By Lemma 2.23, |G|/|H| > 28.
We rearrange 3d/2(d + 4) > 28 to get 53d 6 −224. Therefore  = −1 and 0 < d 6 4.
However this is a contradiction since this implies d+4 < 0 and so |G| = 2235d/(d+4) < 0.
Candidate 3: (b2,b3,b4,b5,b6) = (0,−,0,−δ,0)
The missing entries from the character table are displayed in Table 2.6. So we calculate
1 CG6
θ1 1 1
θ2 d −
θ3 d −
θ4 d −
θ5 d5 −2δ
θ6 d6 −δ
Table 2.6: A candidate for part of the character table of G.
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(where y ∈ C6 and z ∈ C7):
0 = αGyzy = 1−

d
+ 2

d
− 
d
+
4δ
d5
− δ
d6
= 1 +
4δ
d5
− δ
d6
.
Again we rearrange and substitute for δd5 to get 0 = 1 + d5d6 + 3δd6 and again see that
δ = −1 and so d5 = 1 + d6 and so we simplify further to get 0 = 1 + d6(1 + d6) − 3d6 =
d26 − 2d6 + 1. This quadratic in d6 has the repeated root d6 = 1 and so d5 = 2. Now we
calculate:
2236
|G| = α
G
yzz = 1−

d
− 4
d
− 
d
+
2
2
+
1
1
= 3− 6
d
.
We simplify to get |G|(d− 2) = 2235d. Since d 6= 0, d− 2 6= 0. Therefore we rearrange
to see that |G|/|H| = 3d/2(d − 2). By Lemma 2.23, |G|/|H| > 28. We rearrange
3d/2(d − 2) > 28 to get 53d 6 112. Therefore  = 1 and 0 < d 6 2. However this is a
contradiction since this implies d− 2 < 0 and so |G| = 2235d/(d− 2) < 0.
Candidate 4: (b2,b3,b4,b5,b6) = (0,−,0,−2δ,−δ)
The missing entries from the character table are displayed in Table 2.7. So we calculate
1 CG6
θ1 1 1
θ2 d −
θ3 d −
θ4 d −
θ5 d5 −5δ
θ6 d6 −4δ
Table 2.7: A candidate for part of the character table of G.
(where y ∈ C6 and z ∈ C7):
0 = αGyzy = 1−

d
+ 2

d
− 
d
+
25δ
d5
− 16δ
d6
= 1 +
25δ
d5
− 16δ
d6
.
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Rearrange and substitute for δd5 to get 0 = 16 + d5d6 + 9δd6. Observe again that δ = −1
and so d5 = 1 + d6 and simplify further to get 0 = 16 + d6(1 + d6)− 9d6 = d26 − 8d6 + 16.
This quadratic in d6 has the repeated root d6 = 4 and so d5 = 5. Now we calculate
2236
|G| = α
G
yzz = 1−

d
− 4
d
− 
d
+
5
5
+
4
4
= 3− 6
d
.
We simplify to get |G|(d− 2) = 2235d. Since d 6= 0, d− 2 6= 0. Therefore we rearrange
to see that |G|/|H| = 3d/2(d − 2). By Lemma 2.23, |G|/|H| > 28. We rearrange
3d/2(d − 2) > 28 to get 53d 6 112. Therefore  = 1 and 0 < d 6 2. However this is a
contradiction since this implies d− 2 < 0 and so |G| = 2235d/(d− 2) < 0.
Candidate 5: (b2,b3,b4,b5,b6) = (−,−2,−,−δ,0)
The missing entries from the character table are displayed in Table 2.8. So we calculate
1 CG6
θ1 1 1
θ2 d −4
θ3 d −4
θ4 d −4
θ5 d5 −2δ
θ6 d6 −δ
Table 2.8: A candidate for part of the character table of G.
(where y ∈ C6 and z ∈ C7):
0 = αGyzy = 1−
16
d
+ 2
16
d
− 16
d
+
4δ
d5
− δ
d6
= 1 +
4δ
d5
− δ
d6
which this time reduces to 0 = 1 + d6(1 + d6) − 3d6 = d26 − 2d6 + 1 when we observe
that δ = −1. This quadratic in d6 has the repeated root d6 = 1 and so d5 = 2. Now we
calculate:
2236
|G| = α
G
yzz = 1−
4
d
− 16
d
− 4
d
+
2
2
+
1
1
= 3− 24
d
.
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We simplify to get |G|(d− 8) = 2235d. Since d 6= 0, d− 8 6= 0. Therefore we rearrange
to see that |G|/|H| = 3d/2(d − 8). By Lemma 2.23, |G|/|H| > 28. We rearrange
3d/2(d − 8) > 28 to get 53d 6 448. Therefore  = 1 and 0 < d 6 8. However this is a
contradiction since this implies d− 8 < 0 and so |G| = 2235d/(d− 8) < 0.
Thus our calculations in each case given by Lemma 2.29 give a contradiction. Therefore
we may conclude that G = H. This completes the proof of Theorem 2.22.
2.2.2 Case 2
In this second case we hypothesize that for x ∈ C4, CG(x) 6 H and CG7 = CG5 . Under the
assumptions of Hypothesis A it is clear that this is equivalent to the following hypothesis.
Hypothesis 2.30. Let G satisfy Hypothesis A and in addition assume CG(j) 6 H for
each j ∈ J# and for x ∈ H\J of order three xG ∩ J 6= ∅.
Theorem 2.31. No group satisfies Hypothesis 2.30.
We suppose for a contradiction that G is a group satisfying Hypothesis 2.30. We use
the p-block theory from Section 2.1.2 with p = 3. Recall that B0(G) is the set of ordinary
characters in the principal block of G. We will show in Lemma 2.33 that we only need to
calculate character values from characters in B0(G).
Lemma 2.32. If N E G and Syl3(N) ⊆ Syl3(G) then G = N .
Proof. Suppose N E G with N 6= G and assume S ∈ Syl3(N) ∩ Syl3(G) 6= ∅. Then by
Lemma 1.1 (Frattini argument), G = NNG(S). Let T ∈ Syl2(NG(S)) then |T | = 2 and
NG(S) = ST follows from Lemma 2.18. Thus G = NT and since G 6= N , T  N . Thus,
by an isomorphism theorem, G/N = NT/N ∼= T/N ∩ T ∼= T . By Lemma 2.20, there
exists A 6 G such that A ∼= SL2(3) and T = Z(A). In particular, there exists a cyclic
group of order four F 6 A such that T < F . Since N ∩ T = 1, N ∩ F = 1 and so
G/N = NF/N ∼= F which is a contradiction. 
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Lemma 2.33. Let D 6 H be a non-trivial 3-subgroup. Then NG(D) is 3-soluble and
O3′(NG(D)) = 1. In particular, if χ ∈ Irr(G)\B0(G) then χ(a) = 0 for any element
1 6= a ∈ G of order a multiple of 3.
Proof. If D = S then NG(S) 6 H and the conclusion is clear. If D = J then NG(D) = H
and again it is clear. Therefore D has one of the following isomorphism types: 3, 3 × 3,
31+2+ , 3
1+2
− , C9. In each case NG(D)/CG(D) is 3-soluble. Now since CG(x) is 3-soluble
for each element of order three in D, CG(D) is 3-soluble and thus NG(D) is 3-soluble.
So suppose O3′(NG(D)) 6= 1. Then [O3′(NG(D)), D] = 1 and so O3′(CG(D)) 6= 1. If
1 6= x ∈ D then x commutes with O3′(CG(D)) and so x is not 3-central as elements in
CG5 have centralizers of order 34. Therefore x ∈ J . If D = 〈x〉 is cyclic then we have a
contradiction since O3′(CG(x)) = 1 for every element of order three in J . So we must have
D 6 J of order nine. However by Lemma 2.18 (v), CG(D) = J gives us a contradiction.
Hence we may apply Lemma 2.15 to say that for any χ ∈ Irr(G)\B0(G) and any
element non-identity a of order a multiple of 3, χ(a) = 0 
Recall from Section 2.1 the definition of the structure constants (labeled aGxyz and α
G
xyz
for G a group with elements x, y, z).
Lemma 2.34. Let a ∈ C4, b ∈ C5, c ∈ C6. Then
(i) αGabc = 2 · 108 · 81/|G|;
(ii) αGaac = 2 · 108 · 108/|G|; and
(iii) αGcca = 4 · 54 · 54/|G|.
Proof. Suppose (w, x, y) ∈ {(a, b, c), (a, a, c), (c, c, a)}. Suppose for some g, h ∈ G, wgxh =
y and set X := 〈wg, xh〉. By Lemma 2.5, there exists an element of order three z ∈ X such
that X 6 CG(z). Since z commutes with y ∈ C4 ∪ C6, z ∈ J . Therefore X 6 CG(z) 6 H.
Notice that w lies in C4 ∪ C6 and so wg ∈ J . Therefore X = 〈wg, y〉 6 J and wg, xh ∈ J .
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Now elements in J are G-conjugate if and only if they are conjugate in H (Lemma 2.17)
so we may assume g, h ∈ H. Therefore aGwxy = aHwxy and we may calculate αGwxy from
Table 2.1. 
Recall from Section 2.1.2 the definition of a principal column of G as a sequence
indexed by the principal block characters of G.
Lemma 2.35. There are at most 14 characters in the principal 3-block of G and if z ∈ G
is 3-central then χ(z) 6= 0 for each χ ∈ B0(G).
Proof. By Lemma 2.33, we may apply Lemma 2.15 to G to say that if x is a 3-element in
G and χ ∈ Irr(G) with χ(x) 6= 0 then χ ∈ B0(G).
Let d ∈ C11 and e ∈ C12. By Lemma 2.18, CG11 6= CG12. Since any character of G
restricts to a sum of characters of H, χ(d), χ(e) ∈ Z for any χ ∈ B0(G). Furthermore
χ(d) ≡ χ(e) mod 3 by Lemma 2.13. Let {χ1, . . . , χm} = B0(G) then by Lemma 2.33,∑m
i=1 χi(d) =
∑m
i=1 χi(e) = 9 and since CG11 6= CG12,
∑m
i=1 χi(d)χi(e) = 0. Define the
following principal column C := (1
3
(χi(d) − χi(e)))i=1..m. Then the inner product (C,C)
equals:
m∑
i=1
(
1
3
(χi(d)− χi(e)))2 = 1
9
m∑
i=1
χi(d)
2 − 2χi(d)χi(e) + χi(e)2 = 1
9
(9 + 0 + 9) = 2.
So C has just two non-zero entries. Let χj ∈ B0(G) such that (χj(d) − χj(e))/3 = ±1.
Then χj(d)− χj(e) = ±3. In particular there exists f ∈ {d, e} such that |χj(f)| > 1. We
can therefore conclude that the number of irreducible characters of G which are non-zero
on f is at most six.
So, for z ∈ C5, it follows from Lemma 2.33 that
∑m
i=1 χi(z)
2 = 81 = |CG(z)|. By
Lemma 2.12, χi(z) 6= 0 for each χi ∈ B0(G). If χi ∈ B0(G) and χi(f) = 0 then χi(z) is a
multiple of three since χ(f) ≡ χ(z) mod 3. The number of characters in B0(G) on which
z is a multiple of three is at most 8 since 8 ∗ 32 = 72 < 81. It therefore follows that m is
at most 8 + 6 and so m 6 14. 
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Set B0(G) := {χ1, . . . , χm} where m 6 14. We define the following principal columns
of character values:
(i) A = (χi(x4))16i6m;
(ii) B = (χi(x5))16i6m;
(iii) C = (χi(x6))16i6m;
(iv) D = (χi(x9))16i6m;
(v) E = (χi(x10))16i6m;
(vi) F = (χi(x11))16i6m;
(vii) G = (χi(x12))16i6m;
(viii) H = (χi(x13))16i6m; and
(ix) I = (χi(x14))16i6m.
Lemma 2.36. Table 2.9 shows the pairwise inner products of the principal columns A,
B, C, D, E, F, G, H, I.
Proof. For ψ ∈ Irr(G)\B0(G) and xi ∈ CGi (i ∈ {4, 5, 6, 9, 10, 11, 12, 13, 14}), by Lemma
2.33, ψ(xi) = 0. In particular this implies that
∑
χ∈B0(G) χ(xi)
2 = |CG(xi)| and that for
i 6= j ∈ {4, 5, 6, 9, 10, 11, 12, 13, 14}, ∑χ∈B0(G) χ(xi)χ(xj) = 0. 
Recall Lemma 2.16 and consider the following invertible matrix:
M :=

0 0 1/12 1/12 1/36 1/36 1/18 1/9 −1/9
0 0 0 0 1/9 1/9 −1/9 −2/9 −1/9
0 0 0 0 −1/18 1/9 1/18 1/9 2/9
0 0 1/4 1/4 1/4 −1/4 0 0 0
0 0 0 0 1/2 0 1/2 0 0
−1/3 0 −1/3 1/3 1/3 0 0 0 0
1/3 0 0 1/3 1/3 0 0 0 0
0
√
3/6 −√3/12 −√3/12 1/4 √3/12 −(3+
√
3)/12 0 0
0 −√3/6 √3/12 √3/12 1/4 −√3/12 −(3−
√
3)/12 0 0

.
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(, ) A B C D E F G H I
A 108 0 0 0 0 0 0 0 0
B 0 81 0 0 0 0 0 0 0
C 0 0 54 0 0 0 0 0 0
D 0 0 0 12 0 0 0 0 0
E 0 0 0 0 6 0 0 0 0
F 0 0 0 0 0 9 0 0 0
G 0 0 0 0 0 0 9 0 0
H 0 0 0 0 0 0 0 12 0
I 0 0 0 0 0 0 0 0 12
Table 2.9: The pairwise inner products of the principal columns A-I
Set N := (ψi(xj))ij to be the 14× 9 matrix of H-character values where i = 1, . . . , 14 and
j = 4, 5, 6, 9, 10, 11, 12, 13, 14 with xj ∈ Cj. We calculate NM to be a matrix with integer
entries. Furthermore, to address the obvious question related to how M is found, M has
been chosen as a matrix of row operations of N in such a way that NM has few entries
and the entries are small integers. The method is somewhat ad hoc and a different choice
of M may potentially work just as well. Now consider the m × 9 matrix L := (χi(xj))ij
where {χ1, . . . , χm} = B0(G) and again xj ∈ Cj for j = 4, 5, 6, 9, 10, 11, 12, 13, 14. By
Lemma 2.16, LM =: K is a matrix with integer entries.
Now let Mj be the j’th column of M . Then LMj equals the j’th column of K, Kj
say. View Kj as a principal column. We calculate the following:
(i) K1 =
1
3
(−F + G);
(ii) K2 =
√
3
6
(H− I);
(iii) K3 =
1
12
(A + 3D− 4F−√3H +√3I);
(iv) K4 =
1
12
(A + 3D + 4F + 4G−√3H +√3I);
(v) K5 =
1
36
(A + 4B− 2C + 9D + 18E + 12F + 12G + 9H + 9I);
(vi) K6 =
1
36
(A + 4B + 4C− 9D + 3√3H− 3√3I);
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(vii) K7 =
1
36
(2A− 4B + 2C + 18E− (9 + 3√3)H− (9− 3√3)I);
(viii) K8 =
1
9
(A− 2B + C);
(ix) K9 =
1
9
(−A−B + 2C).
We use the bi-linearity of the column inner product to calculate the pairwise principal
column inner products (Ki, Kj) as displayed in Table 2.10. Note that we can easily
(, ) K1 K2 K3 K4 K5 K6 K7 K8 K9
K1 2
K2 0 2
K3 1 -1 3
K4 0 -1 1 4
K5 0 0 0 3 7
K6 0 1 -1 -1 0 3
K7 0 -1 1 1 -1 -1 5
K8 0 0 1 1 -2 -1 3 6
K9 0 0 -1 -1 -2 0 1 2 5
Table 2.10: The table of principal column inner products (Ki, Kj)16i,j69.
calculate the first row of K since the first entry in each column A-I is 1.
(, ) K1 K2 K3 K4 K5 K6 K7 K8 K9
1G 0 0 0 1 2 0 0 0 0
Table 2.11: The first row of K.
The aim therefore is to find each possibility for K by finding each possibility for the
columns K1, . . . , K9 which have integer entries. Each column has length at most 14 and
each entry is an integer with bounded modulus. Thus there are a finite number of possible
candidates for the matrix K. Of course given a candidate matrix K any permutation of
the rows gives another solution. Similarly, given a candidate K, multiplying any row or
rows by −1 gives a further solution. Therefore any strategy for finding candidates for K
must take this into account.
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The necessary calculations were done by hand and then again with the aid of a com-
puter algebra package. The code used is displayed in Chapter A. The calculations provide
thirteen candidates for K. In each case we calculate KM−1 = L = (χi(xj)) which gives
us a candidate for part of the principal 3-block of the character table of G.
Candidate 1
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 1 1 0 0 0 −1
0 0 0 0 1 0 0 −1 −1
0 0 0 0 1 0 −1 −1 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 1 0

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
1 1 1 1 −1 1 1 −1 −1
4 1 −2 0 0 1 1 0 0
0 3 −3 0 1 0 0 0 0
−3 3 0 1 0 0 0 1 1
3 3 3 −1 −1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
0 −3 3 0 1 0 0 0 0
3 −3 0 −1 0 0 0 1 1

.
Observe that the matrix L up to rearrangement and sign changes of the rows is equal
to part of the character table of H.
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Candidates 2 and 3
K =

0 0 0 1 2 0 0 0 0
1 0 1 0 0 0 0 0 −1
1 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 1 1 0 0 0 −1
0 0 0 0 1 0 −1 −1 −1
0 0 0 0 1 0 0 −1 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 1

, L =

1 1 1 1 1 1 1 1 1
4 1 −2 0 0 −2 1 0 0
−4 −1 2 0 0 −1 2 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
1 1 1 1 −1 1 1 −1 −1
4 1 −2 0 0 1 1 0 0
0 3 −3 0 0 0 0 1 1
−3 3 0 1 1 0 0 0 0
3 3 3 −1 1 0 0 −1 −1
3 3 3 −1 −1 0 0 1 1
3 −3 0 −1 1 0 0 0 0
0 −3 3 0 0 0 0 1 1

;
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 −1 −1 0 1 −1 −1 0
0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 −1
0 0 0 1 1 0 0 0 0
0 0 0 0 1 0 −1 −1 −1
0 0 0 0 1 0 0 −1 −1
0 0 0 0 0 1 1 0 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 1 0

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
−3 3 0 −1 0 0 0 √3 −√3
3 −3 0 1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
4 1 −2 0 −1 1 1 −1 −1
1 1 1 1 0 1 1 0 0
0 3 −3 0 0 0 0 1 1
0 3 −3 0 1 0 0 0 0
3 3 3 −1 1 0 0 −1 −1
3 3 3 −1 −1 0 0 1 1
3 −3 0 −1 1 0 0 0 0
3 −3 0 −1 0 0 0 1 1

.
In both cases observe the third and the fifth columns of L. These entries correspond
(up to sign) to character values on x6 ∈ C6 and x10 ∈ C10. The Brauer character table of
CG(x6) is given in Table 2.12 (note that rows of the table correspond to the two irreducible
Brauer characters of CG(x6) and the columns correspond to the two 3-regular elements of
CG(x6) of order one and two).
By Lemma 2.14, for any χ ∈ Irr(G), there exists algebraic integers (generalized de-
composition numbers) c1 = d
x6
χ,φ1
and c2 = d
x6
χ,φ2
in Q(e2pii/pn) such that χ(x6) = c1 + c2
and χ(x10) = c1− c2. Since all H-characters are integral on x6 and x10, χ(x6), χ(x11) ∈ Z.
Also, since c1 and c2 are algebraic integers, c1, c2 ∈ Z. Thus, if χi(x6) = 0 then χi(x10) is
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Order 1 2
φ1 1 1
φ2 1 -1
.
Table 2.12: The Brauer character table of CG(x6).
an even integer. Now we observe the thirteenth row of each candidate for L and see that
in each case we have calculated a character in B0(G) which vanishes on CG6 and gives ±1
on CG10. Hence both candidates give a contradiction.
The Remaining Candidates
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 −1
0 0 0 1 0 0 0 1 0
0 0 0 1 1 0 0 −1 −1
0 0 0 0 1 0 −1 −1 0
0 0 0 0 1 0 0 0 −1
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 1

, L =

1 1 1 1 1 1 1 1 1
−1 −1 −1 −1 0 −1 2 0 0
1 1 1 1 0 −2 1 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
5 2 −1 1 0 −1 −1 0 0
4 −2 1 0 −1 1 1 0 0
1 4 −2 1 0 1 1 −1 −1
−3 3 0 1 0 0 0 1 1
3 0 −3 −1 1 0 0 1 1
3 3 3 −1 −1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
0 −3 3 0 1 0 0 0 0
−3 0 3 1 0 0 0 0 0

;
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 1 0 −1 −1 −1
0 0 0 1 0 0 1 1 0
0 0 0 0 1 0 0 −1 0
0 0 0 0 1 0 0 0 −1
0 0 0 0 0 1 1 0 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 1 1

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
1 4 −2 1 −1 1 1 0 0
4 −2 1 0 0 1 1 −1 −1
−3 3 0 1 1 0 0 0 0
3 0 −3 −1 1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
3 3 3 −1 −1 0 0 1 1
0 −3 3 0 0 0 0 1 1

;
63
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 0
1 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 −1
0 0 0 1 1 0 −1 −1 −1
0 0 0 1 0 0 1 1 0
0 0 0 0 1 0 0 −1 0
0 0 0 0 1 0 0 0 −1
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 1

, L =

1 1 1 1 1 1 1 1 1
−1 −1 −1 −1 0 −1 2 0 0
1 1 1 1 0 −2 1 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
5 2 −1 1 0 −1 −1 0 0
1 4 −2 1 −1 1 1 0 0
4 −2 1 0 0 1 1 −1 −1
−3 3 0 1 1 0 0 0 0
3 0 −3 −1 1 0 0 1 1
3 3 3 −1 −1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
0 −3 3 0 0 0 0 1 1
−3 0 3 1 0 0 0 0 0

;
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 −1 0
1 0 1 0 0 0 0 1 0
0 1 0 0 0 0 −1 0 0
0 1 −1 −1 0 1 0 0 0
0 0 1 0 0 0 1 0 −1
0 0 0 1 0 0 1 1 0
0 0 0 1 1 0 0 0 −1
0 0 0 0 1 0 −1 −1 −1
0 0 0 0 1 0 0 −1 0
0 0 0 0 0 1 0 0 1
0 0 0 0 0 1 −1 −1 −1

, L =

1 1 1 1 1 1 1 1 1
−4 2 −1 0 0 −1 2 −1 −1
4 −2 1 0 0 −2 1 1 1
0 0 0 2 −1 0 0 √3 −√3
0 0 0 −2 1 0 0 √3 −√3
5 2 −1 1 1 −1 −1 −1 −1
4 −2 1 0 0 1 1 −1 −1
4 1 −2 0 0 1 1 0 0
0 3 −3 0 0 0 0 1 1
−3 3 0 1 1 0 0 0 0
0 3 6 0 0 0 0 0 0
3 6 0 −1 −1 0 0 0 0

;
K =

0 0 0 1 2 0 0 0 0
1 0 1 0 0 0 0 0 −1
1 0 0 0 0 0 0 0 1
0 1 0 0 0 0 0 0 0
0 1 −1 −1 0 1 −1 0 0
0 0 1 0 0 0 0 1 0
0 0 0 1 0 0 0 1 0
0 0 0 1 1 0 0 0 −1
0 0 0 0 1 0 −1 −1 0
0 0 0 0 1 0 0 −1 −1
0 0 0 0 0 1 −1 −1 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 1

, L =

1 1 1 1 1 1 1 1 1
4 1 −2 0 0 −2 1 0 0
−4 −1 2 0 0 −1 2 0 0
0 0 0 2 0 0 0
√
3−1 −√3−1
0 0 0 −2 0 0 0 √3+1 1−√3
5 −1 2 1 0 −1 −1 1 1
4 −2 1 0 −1 1 1 0 0
4 1 −2 0 0 1 1 0 0
−3 3 0 1 0 0 0 1 1
0 3 −3 0 1 0 0 0 0
0 6 3 0 −1 0 0 0 0
3 3 3 −1 1 0 0 −1 −1
0 −3 3 0 1 0 0 0 0

;
64
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 1 0 0 −1 −1
0 0 0 1 0 0 0 1 0
0 0 0 0 1 0 0 0 −1
0 0 0 0 1 0 −1 −1 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 1

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
1 4 −2 1 0 1 1 −1 −1
4 −2 1 0 −1 1 1 0 0
3 0 −3 −1 1 0 0 1 1
−3 3 0 1 0 0 0 1 1
3 3 3 −1 −1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
0 −3 3 0 1 0 0 0 0

;
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 −1 −1 0 1 0 0 0
0 1 0 0 0 0 −1 0 0
0 0 1 0 0 0 1 1 0
0 0 0 1 0 0 1 1 0
0 0 0 1 1 0 0 0 −1
0 0 0 0 1 0 0 −1 0
0 0 0 0 1 0 −1 −1 −1
0 0 0 0 0 1 0 −1 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 1 1

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
0 0 0 −2 1 0 0 √3 −√3
0 0 0 2 −1 0 0 √3 −√3
5 −1 2 1 1 −1 −1 0 0
4 −2 1 0 0 1 1 −1 −1
4 1 −2 0 0 1 1 0 0
−3 3 0 1 1 0 0 0 0
0 3 −3 0 0 0 0 1 1
0 6 3 0 0 0 0 −1 −1
3 3 3 −1 −1 0 0 1 1
0 −3 3 0 0 0 0 1 1

;
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 −1 −1 0
1 0 1 0 0 0 1 1 0
0 1 −1 −1 0 1 −1 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 −1 0 −1
0 0 0 1 0 0 0 1 0
0 0 0 1 1 0 0 0 −1
0 0 0 0 1 0 0 −1 −1
0 0 0 0 1 0 −1 −1 0
0 0 0 0 0 1 0 0 1
0 0 0 0 0 1 0 −1 −1

, L =

1 1 1 1 1 1 1 1 1
−4 2 −1 0 −1 −1 2 0 0
4 −2 1 0 1 −2 1 0 0
0 0 0 −2 0 0 0 √3+1 1−√3
0 0 0 2 0 0 0
√
3−1 −√3−1
5 2 −1 1 −1 −1 −1 1 1
4 −2 1 0 −1 1 1 0 0
4 1 −2 0 0 1 1 0 0
0 3 −3 0 1 0 0 0 0
−3 3 0 1 0 0 0 1 1
0 3 6 0 0 0 0 0 0
3 6 0 −1 0 0 0 −1 −1

;
65
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 0 0 0 0 0 1 0
0 1 −1 −1 0 1 −1 −1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 1 1 0
0 0 0 1 1 0 −1 −1 −1
0 0 0 0 1 0 0 −1 −1
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
3 −3 0 1 0 0 0 √3 −√3
−3 3 0 −1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
4 −2 1 0 0 1 1 −1 −1
1 4 −2 1 −1 1 1 0 0
0 3 −3 0 1 0 0 0 0
0 0 0 0 1 0 0 1 1
3 3 3 −1 −1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
3 −3 0 −1 0 0 0 1 1
−3 0 3 1 0 0 0 0 0

;
K =

0 0 0 1 2 0 0 0 0
1 0 0 0 0 0 0 0 1
1 0 1 0 0 0 0 0 −1
0 1 −1 −1 0 1 −1 −1 0
0 1 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 1 0
0 0 0 1 1 0 0 −1 −1
0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 −1 −1 −1
0 0 0 0 0 1 −1 0 0
0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 1

, L =

1 1 1 1 1 1 1 1 1
−4 −1 2 0 0 −1 2 0 0
4 1 −2 0 0 −2 1 0 0
−3 3 0 −1 0 0 0 √3 −√3
3 −3 0 1 0 0 0 √3 −√3
2 2 2 2 0 −1 −1 0 0
4 −2 1 0 −1 1 1 0 0
1 4 −2 1 0 1 1 −1 −1
0 0 0 0 1 0 0 1 1
0 3 −3 0 0 0 0 1 1
3 3 3 −1 −1 0 0 1 1
3 3 3 −1 1 0 0 −1 −1
3 −3 0 −1 1 0 0 0 0
−3 0 3 1 0 0 0 0 0

.
In each of the remaining ten cases we observe the second column of L which gives us
(up to sign) character values for 3-central z ∈ CG5 in the principal 3-block. However, by
Lemma 2.12, χ(z) 6= 0 for all χ ∈ B0(G). Therefore none of these ten cases occur.
The Proof of Theorem 2.31
The only candidate for L we need to consider is the first one. Therefore Table 2.13
displays part of the principal 3-block of G. Note that characters are displayed up to sign
so B0(G) = {χ1, . . . , χ14} and i = ±1 for each 2 6 i 6 14. Also we set di := iχi(1) so
each di is an integer which may be positive or negative.
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1 CG4 CG5 CG6 CG9 CG10 CG11 CG12 CG13 CG14
χ1 1 1 1 1 1 1 1 1 1 1
2χ2 d2 -4 -1 2 0 0 -1 2 0 0
3χ3 d3 4 1 -2 0 0 -2 1 0 0
4χ4 d4 3 -3 0 1 0 0 0
√
3 −√3
5χ5 d5 -3 3 0 -1 0 0 0
√
3 −√3
6χ6 d6 2 2 2 2 0 -1 -1 0 0
7χ7 d7 1 1 1 1 -1 1 1 -1 -1
8χ8 d8 4 1 -2 0 0 1 1 0 0
9χ9 d9 0 3 -3 0 1 0 0 0 0
10χ10 d10 -3 3 0 1 0 0 0 1 1
11χ11 d11 3 3 3 -1 -1 0 0 1 1
12χ12 d12 3 3 3 -1 1 0 0 -1 -1
13χ13 d13 0 -3 3 0 1 0 0 0 0
14χ14 d14 3 -3 0 -1 0 0 0 1 1
Table 2.13: Part of the principal 3-block of the character table of G (up to sign, i = ±1).
Lemma 2.37. The character degrees satisfy the following congruences.
(i) d6 ≡ −52 mod 81;
(ii) d7 ≡ 1 mod 81;
(iii) d11 ≡ −51 mod 81;
(iv) d12 ≡ −51 mod 81.
Proof. For each i ∈ {6, 7, 11, 12} we restrict iχi to H and calculate the character inner
product (iχi, ψ12)H which is integral. We calculate:
(6χ6, ψ12)H =
1
|H|(8d6 − 48− 16 + 48 + 288 + 72 + 72) =
d6 + 52
81
.
Thus d6 ≡ −52 mod 81. Similarly:
(7χ7, ψ12)H =
1
|H|(8d7 − 24− 8 + 24 + 144− 72− 72) =
d7 − 1
81
;
(11χ11, ψ12)H =
1
|H|(8d11 − 72− 24 + 72 + 432) =
d11 + 51
81
;
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and
(12χ12, ψ12)H =
1
|H|(8d12 − 72− 24 + 72 + 432) =
d12 + 51
81
.
Hence d7 ≡ 1 mod 81 and d11 ≡ d12 ≡ −51 mod 81. 
Lemma 2.38. d11 6= −51, d12 6= −51 and d7 6= 1.
Proof. Suppose d11 = −51 and consider the characters of H
ψ1 + ψ2 = (2, 2, 0, 2, 2, 2, 2, 0, 2, 0, 2, 2, 0, 0)
and
ψ4 + ψ5 = (6,−2, 0, 6, 6, 6, 0, 0,−2, 0, 0, 0, 0, 0).
We calculate the H-character inner products (11χ11
∣∣
H
, ψ1 + ψ2) and (11χ11
∣∣
H
, ψ4 + ψ5)
both of which are integral. Also, since d11 6 0, 11 = −1 and so both inner products are
non-positive. Let n = 11χ11(x2) for x2 ∈ C2 (notice this is the only character value which
appears in the inner products which we have not calculated). We calculate:
(11χ11|H , ψ1 + ψ2) = 1|H|(−102 + 54n+ 36 + 48 + 72 + 432− 108) =
7 + n
12
,
which implies n 6 −7, and,
(11χ11|H , ψ4 + ψ5) = 1|H|(−306− 54n+ 108 + 144 + 216 + 108) =
5− n
12
,
which implies n > 5. Therefore we have a contradiction and d11 6= 51.
The same calculation assuming d12 = −51 gives a similar contradiction and so d12 6=
−51.
Suppose d7 = 1. Then G
′ 6= G. Moreover if ρ is the representation of G affording χ7
then Ci 6 Ker(ρ) for i = 4, 5, 6, 7, 11, 12. Thus G′ is a proper normal subgroup of G which
contains a Sylow 3-subgroup of G. This contradicts Lemma 2.32. Hence d7 6= 1. 
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Let a ∈ C4, b ∈ C5 and c ∈ C6. We find expressions involving the unknown character
degrees di using Lemma 2.34 to calculate α
G
abc, α
G
aac and α
G
cca. We calculate:
αGabc −
αGaac − αGcca
6
= 1 +
8
d6
+
1
d7
+
27
d11
+
27
d12
=
15552
|G| .
Since d6 ≡ −52 mod 81, either d6 6 −52 or d6 > 0. In either case we have 1/d6 > −1/52.
Similarly 1/d7 > −1/80. Now d11 6= −51 6= d12 so we have 1/d11 > −1/132 and 1/d12 >
−1/132. Therefore
1 +
8
d6
+
1
d7
+
27
d11
+
27
d12
> 4857
11440
and so 15552|G| >
4857
11440
. This gives us that |G| < 36630. Now a formula due to Frobenius
(see [41, s10, p28]) says that
|{x ∈ G|x3n = 1, n ∈ N}| ≡ 0 mod 81.
Therefore, since we have three conjugacy classes of elements of order three and two con-
jugacy classes of elements of order nine, we have
1 + |G|(1/108 + 1/81 + 1/54 + 1/9 + 1/9) = 1 + |G|85/324 ≡ 0 mod 81
and so
|G|(1/108 + 1/81 + 1/54 + 1/9 + 1/9) = |G|85/324 ≡ −1 mod 81.
It follows that |G|/81 ≡ −1 mod 81.
Consider |G|/81. This is an integer which is a multiple of 8 and lies between 8 and 452.
It is easy to check that the only such integer is 80 so |G| = 6480. By Lemma 2.38, d7 6= 1
and since d7 ≡ 1 mod 81, d27 > 802. Also d26 > 292 so |G| > d26 + d27 > 292 + 802 = 7241.
This is our final contradiction in Case 2 and concludes the proof of Theorem 2.31.
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2.2.3 Case 3
In this final case we identify the group Alt(9). We assume that for x ∈ C4, CG(x) ∼=
3× Alt(6) and CG7 = CG5 . Since no group satisfies Hypothesis 2.30, it is clear that this is
equivalent to an assumption that H 6= G.
Hypothesis 2.39. Let G satisfy Hypothesis A and in addition assume that H is a proper
subgroup of G.
Theorem 2.40. If G satisfies Hypothesis 2.39 then G ∼= Alt(9).
We set up some further notation for this section. Fix x ∈ C4 and set C := CG(x) ∼=
3× Alt(6) and K = NG(〈x〉). Since x is conjugate in H to its inverse, [K : C] = 2.
Lemma 2.41. There exist subgroups F1, F2, P1, P2 6 C such that, for i ∈ {1, 2}, Fi ∼=
2 × 2, CC(Fi) = 〈x, Fi〉 and 3 × 3 ∼= Pi ∈ Syl3(NC(Fi)) where NC(Fi) ∼= 3 × Sym(4).
Furthermore, |P1 ∩ CG4 | = |P1 ∩ CG6 | = 4, |P2 ∩ CG4 | = |P2 ∩ CG6 | = 2 and |P2 ∩ CG5 | = 4.
Proof. First we observe that any group Y ∼= Alt(6) has Sylow 2-subgroups which are
dihedral of order eight and any fours group in Y is self-centralizing with normalizer in Y
isomorphic to Sym(4). Moreover, Y has two conjugacy classes of fours groups AY and
BY say where AB ∈ Syl2(Y ). Furthermore Y has two conjugacy classes of subgroups of
order three Syl3(NY (A))
Y and Syl3(NY (B))
Y .
Now we fix two fours groups F1, F2 6 C such that Dih(8) ∼= F1F2 ∈ Syl2(C) and choose
P1, P2 6 C such that x ∈ Pi ∈ Syl3(NC(Fi)). It is clear from the structure of Alt(6) that
CC(Fi) = 〈x, Fi〉 and NC(Fi) ∼= 3×Sym(4). Also P1 and P2 are not conjugate in C. Since
Alt(6) has two conjugacy classes of elements of order three, C has two conjugacy classes
of subgroups of order nine containing x. Thus P1 and P2 are representatives of these two
classes. Now by Lemma 2.18 (vi), H also has two conjugacy classes of subgroups of order
nine in J 6 C containing x and these are non-conjugate in G. It follows that P1 and
P2 are representatives of these classes and so are non-conjugate in G. Therefore, using
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Lemma 2.18, we may assume that |P1 ∩ CG4 | = |P1 ∩ CG6 | = 4, |P2 ∩ CG4 | = |P2 ∩ CG6 | = 2
and |P2 ∩ CG5 | = 4. 
We fix notation such that P2 = {1, x, x2, y, y2, z, z2, w, w2} where y, z ∈ CG5 and w ∈
CG6 .
Lemma 2.42. K/〈x〉 ∼= Sym(6).
Proof. Set K := K/〈x〉. Then K has an index two subgroup C ∼= Alt(6). Consider
T := CK(C). Since T ∩ C = 1, |T | 6 2. Suppose |T | = 2. By coprime action and
an isomorphism theorem, J = CJ(T ) = CJT
∼= CJ(T ). Thus CJ(T ) is a subgroup of
J of order nine. Lemma 2.18 (v) now gives a contradiction. Therefore T = 1 and K is
isomorphic to a subgroup of Aut(Alt(6)) and hence K ∼= Sym(6),M10 or PGL2(9). Now
M10 and PGL2(9) both have one conjugacy class of subgroups of order three (see [10]).
However P1 and P2 are non-conjugate in K. Thus K ∼= Sym(6). 
By Lemma 2.42, K has Sylow 2-subgroups isomorphic to 2 × Dih(8). Hence we may
fix some further notation by setting E1, E2 6 K to be the elementary abelian subgroups
of K of order eight such that E1 > F1, E2 > F2 and E1E2 ∈ Syl2(K).
Lemma 2.43. Let i ∈ {1, 2} then NK(Ei) ∼= 2 × Sym(4) and Z(NK(E2)) 6 E1 ∩ E2
contains an involution in CG3 .
Proof. Since Ei  C, [Ei, x] = 〈x〉 and so x does not normalize E. Therefore NK(Ei) ∼=
NK(Ei)〈x〉/〈x〉 6 K/〈x〉 which is isomorphic to the normalizer in Sym(6) of an elementary
abelian subgroup of order eight. It follows that NK(Ei) ∼= 2 × Sym(4). Notice that
Fi = Ei ∩ C C NK(Ei) and so Sym(4) ∼= NO3(C)(Fi) C NK(Ei).
Let Ri ∈ Syl3(NK(Ei)) then |Ri| = 3 and we must have that Ri 6 NO3(C)(Fi) 6 O3(C)
so we may assume Ri 6 Pi. Recall that P2 = {1, x, x2, y, y2, z, z2, w, w2} where y, z ∈ CG5
and w ∈ CG6 . Since R2 = P2 ∩ O3(C) is inverted in O3(C) ∼= Alt(6), the elements xr and
xr2 (〈r〉 = R2) are conjugate. Thus we must have that w ∈ O3(C). Therefore R#2 ⊂ CG6 .
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Now for y ∈ CG6 , by Lemma 2.18 (iv), CG(y) 6 H has order 332 and commutes with an
involution in C3. Therefore we have that Z(NK(E2))# ∈ CG3 and since E1 6 NK(E2),
[E1,Z(NK(E2))] = 1. Since NK(E1) ∼= 2 × Sym(4), we see that CK(E1) = E1 and so
Z(NK(E2)) 6 E1 ∩ E2. 
By exploiting the 3-subgroups normalizing F1 and F2, we are able to determine NG(F2)
in the following lemma. However, we are not able to fully determine NG(F1) until we have
control of the 2-structure of G.
Lemma 2.44. (i) CG(F1)/F1 has a self-centralizing, but not self-normalizing, element
of order three and CG(F1)/F1  PSL2(7).
(ii) CG(F2) = E2〈x〉.
(iii) CG(E2) = E2.
Proof. Let i ∈ {1, 2}. By Lemma 2.41, CG(Fi)∩C = 〈Fi, x〉 ∼= 3×2×2 and NG(Fi)∩C ∼=
3 × Sym(4). In particular this tells us that NG(Fi)/CG(Fi) ∼= Sym(3) ∼= Aut(Fi).
We also see that CG(Fi)/Fi has a self-centralizing element of order three. Suppose
CG(Fi)/Fi ∼= PSL2(7). Since CG(Fi)/Fi is normalized by NG(Fi)/CG(Fi) ∼= Sym(3) and
|Out(PSL2(7))| = 2, NG(Fi)/Fi has a subgroup isomorphic to 3 × PSL2(7). This forces
an element of order three in G to commute with an element of order seven which is not
possible. Thus CG(Fi)/Fi  PSL2(7). Since Ei 6 CG(Fi) ∩ K and Ei  C, 〈x〉 is not
self-normalizing in CG(Fi). This proves part (i).
Now we fix i = 2 and apply the Feit–Thompson Theorem (Theorem 1.54) to CG(F2)/F2.
Set X := O3′(CG(F2))/F2. Then X is acted on by P2 and by coprime action, X =
〈CX(〈r〉)|1 < 〈r〉 < P2〉. Recall P2 = {1, x, x2, y, y2, z, z2, w, w2} where y, z ∈ CG5 and
w ∈ CG6 . Since 〈x〉, 〈y〉 and 〈z〉 act fixed-point-freely on X, X = CX(〈w〉). Now
|CG(〈w〉)| = 332 and so |X| 6 2. However X admits a fixed-point-free automorphism
of order three and so |X| = 1 and O3′(CG(F2)) = F2.
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So we have CG(F2)/F2 ∼= Alt(5) or Sym(3). Suppose CG(F2)/F2 ∼= Alt(5). Since
CG(F2)/F2 is normalized by NG(F2)/F2 and |Out(Alt(5))| = 2, NG(F2)/F2 contains a
subgroup isomorphic to 3×Alt(5). Therefore an element of order three in P2F2/F2 ∼= P2
commutes with CG(F2)/F2 and in particular with an element of order five. However the
only elements of order three in P2 which commute with an element of order five are x and
x−1 and if [F2x,CG(F2)/F2] = 1 then F2x ∈ Z(CG(F2)/F2) = 1 which is a contradiction.
Therefore we may conclude that CG(F2)/F2 ∼= Sym(3) and so CG(F2) = CK(F2) =
E2〈x〉. It follows immediately that CG(E2) = E2. 
Lemma 2.45. Let s ∈ CG3 . Then CG(s)/〈s〉 has a self-centralizing element of order three
in CG6 and s is in the centre of a subgroup of G isomorphic to SL2(3).
Proof. It is clear from Table 2.1 that s ∈ C3 commutes with some y ∈ C6. Also CG(y) =
J〈s〉 and CJ(s) = 〈y〉. Therefore CCG(s)(y) = 〈y, s〉 and CG(s)/〈s〉 has a self-centralizing
element of order three 〈s〉y.
We see that s lies at the centre of a subgroup isomorphic to SL2(3) from Lemma 2.20.
By Lemma 2.43, there is an involution s ∈ Z(NK(E2)) such that s ∈ CG3 and s ∈
E1 ∩ E2. Set L := CG(s).
Lemma 2.46. (i) O2(L) ∼= 21+4+ and L/O2(L) ∼= Sym(3).
(ii) If T ∈ Syl2(G) then |T | = 26 and |Z(T )| = 2 with Z(T )# ∈ CG3 .
(iii) E2 E L.
Proof. By Lemma 2.45, L/〈s〉 satisfies Theorem 1.54. Suppose L/〈s〉 ∼= PSL2(7). By
Lemma 2.45, s lies at the centre of a subgroup isomorphic to SL2(3). This implies that L
does not split over 〈s〉 and so it follows from calculation of the Schur Multiplier of PSL2(7)
(see [10] for example) that L ∼= SL2(7). However E2 6 L is elementary abelian of order 8
and SL2(7) has no such subgroup. Thus L/〈s〉  PSL2(7).
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Let Q := O3′(L) then by Theorem 1.11, Q/〈s〉 is nilpotent which means Q is also
nilpotent. Let R ∈ Syl3(NK(E2)). Then R centralizes s and so R ∈ Syl3(L). By coprime
action, E2 = CE2(R) × [E2, R] = 〈s〉 × [E2, R]. Suppose E2  Q then Q ∩ E2 = 〈s〉.
Since Q ∩ NK(E2) is normalized by R and NK(E2) ∼= 2 × Sym(4), NK(E2) ∩ Q = 〈s〉.
Therefore QNK(E2)/Q ∼= NK(E2)/(NK(E2) ∩Q) ∼= Sym(4). However, by Theorem 1.54,
L/Q ∼= 3, Sym(3) or Alt(5) so this is impossible. Thus E2 6 Q. Since Q is nilpotent and
CG(E2) = E2 by Lemma 2.44, Q is a 2-group. Furthermore, Z(Q) 6 E2. If Z(Q) = E2
then Q = E2 and L = NK(E2) ∼= 2 × Sym(4). However this contradicts Lemma 2.45
which says that L contains a subgroup isomorphic to SL2(3). So s ∈ Z(Q) < E2 and
Z(Q) is normalized by R. Thus Z(Q) = 〈s〉. Furthermore CL(Q) = 〈s〉 which implies
that L/Q is isomorphic to a subgroup of Out(Q).
Suppose L/Q ∼= Alt(5). Then Q/〈s〉 is elementary abelian by Theorem 1.39. Therefore
Q is an extraspecial group and E2 E Q. Now 1 6= Q/E2 embeds into Aut(E2) ∼= GL3(2)
(as E2 = CQ(E2)) and is R-invariant. Therefore |Q/E2| = 22. Hence Q has order 25 and
contains an elementary abelian subgroup of order 23 which implies that Q ∼= 21+4+ . This
is a contradiction since Out(21+4+ ) does not contain a subgroup isomorphic to Alt(5). It
is clear that R is not self-normalizing in L and so L/Q ∼= Sym(3) and L = QNK(E2).
Consider Q0 := NQ(E2). Then Q0/E2 is R-invariant and is isomorphic to a subgroup
of GL3(2). Therefore |Q0| = 25. Since CG(E2) = E2, Q0 is non-abelian. Since Q0/E2 has
order four and is acted on fixed-point-freely by R, Q0/E2 is elementary abelian. Thus
Φ(Q0) 6 E2. Since Φ(Q0) is R invariant, Φ(Q0) = E2 or 〈s〉.
Suppose Q > Q0 then NQ(Q0) > Q0. Thus, if E2 = Φ(Q0) then E2 E NQ(Q0) > Q0
which is a contradiction. Therefore Φ(Q0) = 〈s〉 which proves that Q0 is extraspecial.
Furthermore, E2 6 Q0 implies Q0 ∼= 21+4+ . Now Q0NL(Q0)/Q0 is isomorphic to a subgroup
of Out(21+4+ ) ∼= Sym(3) o Sym(2) and contains a proper normal 2-subgroup NQ(Q0)/Q0
which admits a fixed-point-free action by RQ0/Q0. This is a contradiction. Therefore
Q = Q0 which is to say that E2 E Q and |Q| = 25 with Φ(Q) 6 E2. Furthermore,
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E2 E L = QNK(E2).
By Lemma 2.45, there exists a subgroup A 6 L such that A ∼= SL2(3). Moreover,
since R ∈ Syl3(L), we may assume R 6 A. Observe that Q8 ∼= O2(A) 6 Q since
[O2(A), R] = O2(A). Therefore Q = 〈E2, O2(A)〉. Consider O2(A) < NQ(O2(A)) 6 Q.
Since R acts fixed-point-freely on Q/NQ(O2(A)) it must be trivial. So O2(A) E Q and
Q/O2(A) is elementary abelian. This implies that Φ(Q) 6 E2 ∩ O2(A) = 〈s〉. It is
therefore clear that Q′ = Z(Q) = Φ(Q) = 〈s〉. Hence Q ∼= 21+4+ .
Finally, let T ∈ Syl2(L). Then Z(T ) 6 CT (E2) 6 E2 6 Q and so 〈s〉 6 Z(T ) 6
Z(Q) = 〈s〉. Therefore Z(T ) = 〈s〉 which implies that NG(T ) 6 L and so T ∈ Syl2(G).
We continue to set Q = O2(CG(s)).
Lemma 2.47. s is not weakly closed in Q with respect to G.
Proof. Suppose for a contradiction that s is weakly closed in Q with respect to G. Since
E2 6 Q, s is also weakly closed in E2 with respect to G. Also, by Lemma 2.43, s ∈ E1∩E2
so E1 6 L. Since s is the unique conjugate of itself in E2, L 6 NG(E2) 6 L and so
L = NG(E2). Therefore Q = O2(NG(E2)). Since E1  O2(NK(E2)) = E2, E1  Q.
Let u ∈ Z(NK(E1)) ∼= 2 × Sym(4) and suppose u is conjugate to s. Then CG(u) has
shape 21+4+ .Sym(3). It follows that E1 6 O2(CG(u)). Since E1  Q, s 6= u and because
s ∈ E1 ∩ E2 6 O2(CG(u)), u is not weakly closed in O2(CG(u)). This contradicts our
assumption on s. Therefore u is not conjugate to s. This implies that E1 contains at least
three conjugates of s as s is not central in NK(E1). Moreover F1 = E1 ∩CG(x) and every
element of order two in F1 commutes with x ∈ C4 however, by Lemma 2.45, involutions in
CG3 commute only with elements of order three in CG6 . Therefore F∩CG3 = ∅. It follows that
E1 has exactly three conjugates of s, namely {s, s1, s2}. If 〈s, s1, s2〉 has order four then
〈s, s1, s2〉 ∩ F1 would have order two and contain one of s, s1 or s2 which is not possible.
Thus 〈s, s1, s2〉 = E1. Therefore NG(E1)/CG(E1) is isomorphic to a subgroup of Sym(3).
Since s ∈ E1, CG(E1) 6 L and since a Sylow 3-subgroup of L/〈s〉 is self-centralizing,
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CG(E1) is a 2-group. Let T ∈ Syl2(L) such that E1 6 T . Notice that we necessarily have
that E2 C T . Thus NT (E1) = NT (E1E2) > E1E2. Hence NT (E1) has order at least 25.
In particular, CG(E1) has order a multiple of 2
4 and therefore 24 | |CG(F1)|.
Suppose 25 | |CG(F1)|. Since NG(F1)/CG(F1) ∼= Sym(3), 26 | |NG(F1)|. Therefore, by
Lemma 2.46, we may choose T ∈ Syl2(G) ∩ Syl2(NG(F1)). Now F1 E T which implies
F1 ∩ Z(T ) 6= 1. However this is a contradiction since F1 ∩ CG3 = ∅ and by Lemma
2.46, Z(T )# ⊂ CG3 . Thus CG(F1) has Sylow 2-subgroups of order 24 and it follows that
Syl2(CG(E1)) ∩ Syl2(CG(F1)) 6= ∅.
Recall Lemma 2.44 (i) which together with Theorem 1.54 implies that CG(F1) has
a nilpotent normal subgroup N such that CG(F1)/N ∼= Sym(3) or N is a 2-group and
CG(F1)/N ∼= Alt(5). Suppose CG(F1)/N ∼= Sym(3). Then |N/F1| is an odd multiple of 2.
However N/F1 has a fixed-point-free automorphism and is nilpotent. This contradiction
implies CG(F1)/N ∼= Alt(5) and N is a 2-group. Hence N = F1.
Choose U ∈ Syl2(CG(F1))∩Syl2(CG(E1)). Then U 6 L and E1 6 Z(U) and so U must
be abelian and contain s. Since Alt(5) has five Sylow 2-subgroups, CG(F1) has five Sylow
2-subgroups. Since NG(F1)/CG(F1) ∼= Sym(3), Sylow 3-subgroups of NG(F1) have order
nine and act on this set of order five with at least one fixed-point. Thus we may choose
P ∈ Syl3(NNG(F1)(U)). Consider L ∩ P which normalizes 〈F1, s〉 = E1 and Q = O2(L).
Thus L ∩ P normalizes QE1 ∈ Syl2(L). However by Lemma 2.46, Z(QE1) = 〈s〉 and
so NG(QE1) = NL(QE1) = QE1 since L has shape 2
1+4.Sym(3). Therefore L ∩ P = 1
which means that U contains at least nine conjugates of s. Since U 6 L, |U ∩ Q| > 23.
Now, s is weakly closed in Q so U ∩ Q contains no distinct conjugate of s. Hence every
element in U\Q must be a conjugate of s. However this forces F1 6 Q ∩ U and then
E1 = 〈F1, s〉 6 Q. This is our final contradiction and we may conclude that s is not
weakly closed in Q with respect to G. 
Lemma 2.48. G ∼= Alt(9).
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Proof. We see from Lemmas 2.46 and 2.47 that G satisfies Theorem 1.48. It follows from
the order of a Sylow 3-subgroup of G that G ∼= Alt(9). 
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Chapter 3
A Certain 3-Local Hypothesis
We recall that a group H is said to have characteristic p (p an odd prime) if CH(Op(H)) 6
Op(H). Moreover a group G has local characteristic p if every p-local subgroup of G has
characteristic p and G has parabolic characteristic p if every p-local subgroup containing
a Sylow p-subgroup of G has characteristic p. An interesting situation which arises within
the ongoing project to understand groups of local characteristic p concerns groups G for
which CG(z) has characteristic 3 where z is 3-central in G and O3(CG(z)) ∼= 31+4+ . Five
of the sporadic simple groups have this structure as well as some groups of Lie type in
defining characteristic three and some groups of Lie type in defining characteristic two
also. In this chapter we consider groups which satisfy this characteristic three condition
as well as a further non-weak closure hypothesis as follows.
Hypothesis 3.1. Let G be a finite group and let Z be the centre of a Sylow 3-subgroup
of G with Q := O3(CG(Z)). Suppose that
(i) Q ∼= 31+4+ ;
(ii) CG(Q) 6 Q; and
(iii) Z 6= Zx 6 Q for some x ∈ G.
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We describe many properties which groups satisfying Hypothesis 3.1 have. These will
be used in Chapter 4 to characterize two almost simple groups and also in Chapter 5 to
characterize the sporadic simple group HN. Also, in Section 3.2 we list the nine almost
simple groups satisfying Hypothesis 3.1.
3.1 Groups Satisfying Hypothesis 3.1
Fix the following notation.
(i) x ∈ G\NG(Z) such that Zx 6 Q.
(ii) Y := 〈Z,Zx〉.
(iii) L := 〈Q,Qx〉.
(iv) W := 〈CQ(Y ), CQx(Y )〉.
(v) S := 〈Q,W 〉.
Lemma 3.2. (i) |Z| = 3.
(ii) CG(Z)/Q is isomorphic to a subgroup of Sp4(3).
(iii) CCG(Z)(Q/Z) = Q.
(iv) Q ∩Qx is elementary abelian.
Proof. (i) By hypothesis, Z = Z(P ) for some P ∈ Syl3(G). Since Q = O3(CG(Z)),
Q 6 P . Therefore [Q,Z] = 1 which implies that Z 6 Q since CG(Q) 6 Q. Thus
Z 6 Z(Q) and |Z(Q)| = 3 since Q is extraspecial. Hence Z = Z(Q) has order three.
(ii) We have that CG(Q) 6 Q and so CG(Z)/Q is isomorphic to a subgroup of the outer
automorphism group of Q. By Theorem 1.6, Out(Q) ∼ Sp4(3).2. Notice that this group
has a unique subgroup of index two which is necessarily isomorphic to Sp4(3). Moreover,
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this index two subgroup is the subgroup of outer automorphisms which centralize Z. Thus
CG(Z)/Q embeds into Sp4(3).
(iii) Suppose that p is a prime and g ∈ CG(Z) is a p-element such that [Q/Z, g] = 1.
Then if p 6= 3 we may apply coprime action to say that Q/Z = CQ/Z(g) = CQ(g)Z/Z =
CQ(g)/Z and so [Q, g] = 1 which is a contradiction as CG(Q) 6 Q. Therefore CCG(Z)/Z(Q/Z)
is a 3-group and the preimage in CG(Z) is a normal 3-subgroup of CG(Z) and so must be
contained in O3(CG(Z)) = Q. Therefore Q 6 CCG(Z)(Q/Z) 6 Q.
(iv) Since [Q,Q] = Z 6= Zx = [Qx, Qx], we immediately see that [Q ∩ Qx, Q ∩ Qx] 6
Z ∩ Zx = 1. Therefore Q ∩ Qx is abelian and since Q has exponent three, Q ∩ Qx is
elementary abelian. 
Lemma 3.3. Z 6 Qx.
Proof. Suppose Z  Qx. Notice that CQ(Y ) normalizes Q and Qx and therefore Q∩Qx E
CQ(Y ). This implies that Q ∩ Qx = Zx for if we had Q ∩ Qx > Zx then Z = CQ(Y )′ 6
Q ∩ Qx. Therefore QxCQ(Y )/Qx ∼= CQ(Y )/Zx which must be non-abelian of exponent
three and order 33 and so QxCQ(Y )/Q
x ∼= CQ(Y )/Zx ∼= 31+2+ . Since CG(Zx)/Qx is
isomorphic to a subgroup of Sp4(3) with no non-trivial normal 3-subgroup, and a Sylow
3-subgroup of order at least 33, it follows from the maximal subgroups of Sp4(3) (see [10]
for example) that CG(Z
x)/Qx ∼= Sp4(3). Therefore CG(Z)/Q ∼= Sp4(3) is transitive on
(Q/Z)#. Let P ∈ Syl3(CG(Z)) then 1 6= Z(P/Z)∩Q/Z and since CG(Z)/Q is transitive on
(Q/Z)#, we may assume Y/Z 6 Z(P/Z). Therefore |CP (Y )| = 38 and [P : CP (Y )] = 3.
Therefore there exists a Sylow 3-subgroup of CG(Z
x), R say with [R : CP (Y )] = 3. In
particular, |CQx(Y )| = |CP (Y ) ∩Qx| = 34.
Now we have that [CQx(Y ), Q
x, CQ(Y )] = [Z
x, CQ(Y )] = 1 and [CQ(Y ), CQx(Y ), Q
x] 6
[Q∩Qx, Qx] = [Zx, Qx] = 1 and so by the three subgroup lemma, [Qx, CQ(Y ), CQx(Y )] =
1. Therefore [Qx, CQ(Y )] is a subgroup of Q
x commuting with CQx(Y ). Since |CQx(Y )| =
34 and Qx is extraspecial, we have that [Qx, CQ(Y )] 6 Z(CQx(Y )) and Z(CQx(Y )) has or-
der nine. However this implies that [Qx/Zx, CQ(Y ), CQ(Y )] 6 [Z(CQx(Y ))/Zx, CQ(Y )] =
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1 and so CQ(Y ) acts quadratically onQ
x/Zx. Now by Lemma 1.30, CQ(Y )/CCQ(Y )(Q
x/Zx)
is elementary abelian. However, by Lemma 3.2, CCQ(Y )(Q
x/Zx) = CQ(Y )∩Qx = Zx and
so CQ(Y )/Z
x is elementary abelian. However we have already seen that CQ(Y )/Z
x ∼= 31+2+
which is a contradiction. 
Notice in particular that this implies that L 6 NG(Y ).
Lemma 3.4. (i) W is a 3-group and S = QW is a 3-group with Z(S) = Z.
(ii) L/CL(Y ) ∼= SL2(3).
(iii) W E L.
(iv) CL(Y )/W 6 Z(L/W ).
(v) W = O3(L), L/W has four Sylow 3-subgroups and CL(Y )/W is a 2-group.
(vi) S = QW ∈ Syl3(L).
Proof. (i) Since Q is extraspecial and Y 6 Q with |Y | = 9, |CQ(Y )| = 34. Similarly
Y 6 Qx and so |CQx(Y )| = 34. Notice that CQ(Y ) = Q ∩ CG(Zx) is normalized by
CG(Z) ∩ CG(Zx) so CQx(Y ) normalizes CQ(Y ). Thus W and hence S = QW are 3-
groups. Moreover, Z(S) 6 CG(Q) 6 Q and so Z 6 Z(S) 6 Z(Q) = Z.
(ii) Clearly L/CL(Y ) embeds into GL2(3). Moreover since Q  CL(Y ), L/CL(Y ) is
generated by two of its Sylow 3-subgroups QCL(Y )/CL(Y ) and Q
xCL(Y )/CL(Y ). These
are distinct since they centralize distinct subgroups of Y . Thus L/CL(Y ) ∼= SL2(3).
(iii) Since W 6 CG(Y ), we see that [Q,W ] 6 [Q,CG(Y )] 6 Q∩CG(Y ) = CQ(Y ) 6 W .
Therefore Q normalizes W and similarly, Qx normalizes W . Therefore W E L.
(iv) We see that [CL(Y ), Q] 6 CL(Y )∩Q = CQ(Y ) 6 W and similarly [CL(Y ), Qx] 6
W . So [CL(Y ), L] 6 W and therefore CL(Y )/W 6 Z(L/W ).
(v) Since L/CL(Y ) ∼= SL2(3), L1 := O3(L)CL(Y ) is a subgroup of L of index three
and L1/CL(Y ) ∼= Q8. Since CL(Y )/W 6 Z(L/W ), it follows that L1/W is nilpotent
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and is therefore a direct product of its Sylow subgroups. Let W 6 P and W 6 R be
subgroups of L1 such that P/W is a Sylow 2-subgroup of L1/W and R/W is a Sylow
3-subgroup. Clearly R is a normal 3-subgroup of L and so QR/W ∈ Syl3(L/W ) and L
has four Sylow 3-subgroups and any two of them generate L. Now P/W is normalized
but not centralized by S/W = QW/W and so 〈P/W, S/W 〉 has more than one Sylow
3-subgroup. Therefore 〈P/W, S/W 〉 = L/W has a normal Sylow 2-subgroup P/W and
moreover, L1 = P , CL(Y )/W is a 2-group and W = R = O3(L).
(vi) It now follows immediately that W ∈ Syl3(CL(Y )) and so QW ∈ Syl3(L). 
Lemma 3.5. W = CL(Y ), in particular, L/W ∼= SL2(3).
Proof. Let L = L/W and W 6 P 6 L such that P ∈ Syl2(L). Then Q normalizes P
and L = PQ so [NP (Q), Q] 6 P ∩ Q = 1. Therefore NP (Q) = CP (Q). Since L has
four Sylow 3-subgroups, [P : CP (Q)] = 4. In particular, [P ,Q] 6= 1. By Lemma 3.4 (iv),
CL(Y ) 6 Z(L) and since CL(Y ) has index two in CP (Q), it follows that CP (Q) is abelian.
However since P/CL(Y ) ∼= Q8, P is non-abelian.
Now, L is generated by any two of its Sylow 3-subgroups. So suppose that P0 < P
such that P0 is normalized by Q then it must be centralized by Q else L = 〈P0, Q〉 <
〈P ,Q〉 = L. Therefore we have that any proper Q-invariant subgroup of P is contained in
CP (Q). So suppose [P ,Q] < P . Then 1 6= [P ,Q] < CP (Q) which, using coprime action,
implies [P ,Q] = [P ,Q,Q] = 1. This contradiction proves that [P ,Q] = P .
Now, Φ(P ) is also a proper Q-invariant subgroup of P and so we have that Φ(P ) 6
CP (Q). Now by coprime action,
P
Φ(P )
= CP/Φ(P )(Q)× [
P
Φ(P )
, Q].
However
[
P
Φ(P )
, Q] =
[P ,Q]Φ(P )
Φ(P )
=
P
Φ(P )
.
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Therefore 1 = CP/Φ(P )(Q)
∼= CP (Q)/Φ(P ). Thus CP (Q) = Φ(P ). The same argument
with P
′
in place of Φ(P ) gives CP (Q) = P
′
. Moreover, since Z(P ) 6= P is normalized by
Q, we also have that Z(P ) 6 CP (Q) = P
′
and so [P ,CP (Q), Q] 6 [P
′
, Q] = 1. Moreover
[CP (Q), Q, P ] = 1 and so by the three subgroup lemma, we have [Q,P ,CP (Q)] = 1 and
so [P ,CP (Q)] = 1 which implies that CP (Q) = Z(P ).
Now, since P/CP (Q) is elementary abelian of order four, we may choose, a, b ∈
P\CP (Q) such that P = 〈a, b〉. Notice that a2 ∈ CP (Q). Since CP (Q) is central in
P , it follows that, CP (Q) = P
′
= 〈[a, b]〉. Furthermore, [a, b]2 = [a2, b] = 1. Therefore
|CP (Q)| = 2 and so |P | = 8. Thus |L| = 24 and so W = CL(Y ). 
Lemma 3.6. (i) Y < Q ∩Qx.
(ii) Y and W/Q∩Qx are natural L/W -modules and Q∩Qx/Y is the trivial L/W -module.
In particular |W | = 35.
(iii) If Z 6= Zx′ 6 Y then Q ∩Qx = Q ∩Qx′ and 〈Q,Qx′〉 = 〈Q,Qx〉 = L.
(iv) Z(W ) = Y .
(v) W has exponent three.
Proof. (i) Suppose that Y = Q ∩ Qx = CQ(Y ) ∩ CQx(Y ). Then |W | = 3434/32 = 36.
Since W centralizes Y , CQ(Y ), CQx(Y ) E W . Therefore W ′ 6 CQ(Y ) ∩ CQx(Y ) =
Q ∩ Qx = Y and so W/Y is abelian of order 34. Furthermore W/Y is generated by
the elementary abelian groups CQ(Y )/Y and CQx(Y )/Y and so is elementary abelian.
Since W ′ > Z and W ′ > Zx, we see that Y = W ′ = Φ(W ). Choose an involution
s ∈ L such that Ws ∈ Z(L/W ). Since W is non-abelian, CW (s) 6= 1 and since Y is a
natural L/W -module, CY (s) = 1 and so CW/Y (s) 6= 1. By Lemma 1.12, [W/Y, s] 6= 1
else s acts trivially on W . So W/Y = CW/Y (s) × [W/Y, s] and since [W/Y, s] is a non-
trivial L/W -module which Z(L/W ) inverts, it has order 32. Therefore |CW/Y (s)| = 32.
Now Ws ∈ Z(L/W ) so Ws normalizes S/W = QW/W ∼= Q/(Q ∩ W ). Furthermore
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s inverts Z and so normalizes Q and therefore also Q ∩W . Since CQ(Y ) = Q ∩W is
non-abelian C(Q∩W )(s) 6= 1 and so C(Q∩W )/Y (s) 6= 1. Similarly C(Qx∩W )/Y (s) 6= 1 and
clearly C(Q∩W )/Y (s) 6= C(Qx∩W )/Y (s). Thus CW/Y (s) = C(Q∩W )/Y (s)C(Qx∩W )/Y (s). We
may assume that x ∈ L as L is transitive on Y . Therefore L/W permutes C(Q∩W )/Y (s)
and C(Qx∩W )/Y (s) and so acts non-trivially on CW/Y (s). Hence by Lemma 1.35, CW/Y (s)
is a natural L/W -module. This is a contradiction as s clearly centralizes CW/Y (s). Thus
we may conclude that Q ∩Qx 6= Y .
(ii) Since Q ∩ Qx is abelian and a subgroup of an extraspecial group, it has order at
most 33 and, by (i), it has order exactly 33. Therefore |W | = 3434/33 = 35. Now every
subgroup of Q containing Z is normalized by Q and every subgroup of Qx containing
Zx is normalized by Qx and so Q ∩ Qx is normalized by L = 〈Q,Qx〉. Therefore (Q ∩
Qx)/Y is normalized by L/W and so must be a trivial module. Now L/W also acts
on the elementary abelian group W/(Q ∩ Qx) which is the direct product of the groups
CQ(Y )/(Q∩Qx) and CQx(Y )/(Q∩Qx). Since we can assume as before that x ∈ L, L/W
acts non-trivially on W/(Q ∩Qx) and so this must be a natural L/W -module.
(iii) Since Y is a natural L/W -module, L is transitive on Y #. Moreover there exists
an element of L which preserves Z and swaps Zx and Zx
′
. This element of course maps
Q ∩Qx to Q ∩Qx′ but Q ∩Qx is normal in L and so the two groups must be equal.
(iv) Clearly Y 6 Z(W ) so suppose Y < Z(W ) then Z(W ) has index at most nine
in W . Since CQ(Y ) is non-abelian and contained in W , W is non-abelian. Therefore
[W : Z(W )] = 9. Notice that Z(W ) 6= Q ∩ Qx otherwise CQ(Y ) is abelian. So we have
that (Q∩Qx)Z(W )/(Q∩Qx) is a proper and non-trivial L/W invariant subgroup of the
natural L/W -module, W/(Q ∩Qx). This is a contradiction. Thus Y = Z(W ).
(v) Since Q has exponent three, Q ∩ Qx does also. Choose a ∈ Q\(Q ∩ Qx) then
(Q ∩ Qx)a is a non-identity element of the natural L/W -module, W/Q ∩ Qx. Moreover,
every element in the coset has order dividing three since Q has exponent three. Since
L/W is transitive on the non-identity elements of the natural module W/(Q∩Qx), every
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element of W has order dividing three. 
Let Z 6 Z2 6 S such that Z2/Z = Z(S/Z). Since L/W ∼= SL2(3) and W is a 3-group,
we may fix an involution s in L such that W 〈s〉/W = Z(L/W ). Set J = [W, s].
Lemma 3.7. (i) Y 6 Z2 6 W and Z2 is abelian of order 33 but distinct from Q ∩Qx.
(ii) W ′ = Y .
(iii) Q ∩Qx = Y CW (s) and |CW (s)| = 3.
(iv) Q ∩ J = Z2 6 J = [W, s] = [S, s] is an elementary abelian subgroup of W of order
34 that is inverted by s.
(v) J = J(S) = J(W ) and Y 6 S ′ 6 Z2.
(vi) If J < S0 < S then Z2 > Z(S0) and |Z(S0)| = 9.
(vii) L/J ∼= 3× SL2(3) and J/Y is a natural L/W -module.
Proof. (i) By Lemma 3.2 (iii), CG(Z)/Q acts faithfully on Q/Z. Since S/Q is isomorphic
to a cyclic subgroup of GL4(3) of order three, we may consider the Jordan blocks of
elements of order three to see that the action of any such cyclic subgroup on Q/Z is not
indecomposable. Thus, there exist S/Q-invariant, proper, non-trivial subgroups, N1, N2
of Q/Z such that Q/Z = N1N2. Hence for i ∈ {1, 2}, 1 6= CNi(S/Q) 6 Z(S/Z). Therefore
|Z2/Z| > 9 and so |Z2| > 27. Since [Q/Z,Z2] = 1, Z2 6 Q by Lemma 3.2 (iii). Now
suppose Z2  W . Then S = Z2W ∈ Syl3(L). Since Z2/Z = Z(S/Z), [S,Z2] 6 Z
and so [W,Z2] 6 Z 6 Q ∩ Qx. Therefore [W/Q ∩ Qx, Z2] = 1, however this implies
that S/W = Z2W/W acts trivially on the natural L/W -module W/(Q ∩ Qx) which is a
contradiction. So Z2 6 W ∩Q. Suppose Q∩Qx 6 Z2. Then Zx = [CQx(Y ), Q∩Qx] 6 Z
which is a contradiction. Therefore |Z2| = 27 and in particular, Z2 6= Q∩Qx. Furthermore
Y C QW = S and so Y/Z is central in S/Z. Therefore Y 6 Z2 and since Y is central in
Z2 6 W , Z2 is abelian.
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(ii) Now Z = CQ(Y )
′ 6 W ′ and Zx = CQx(Y )′ 6 W ′ and so Y 6 W ′. Moreover, we
have just observed that Z2 6= Q∩Qx and so Q∩Qx and Z2 are distinct normal subgroups
of W both of index nine. Thus Y 6 W ′ 6 Q ∩Qx ∩ Z2. It follows from the group orders
that Y = W ′ = Q ∩Qx ∩ Z2.
(iii) By coprime action on an abelian group, W/Y = CW/Y (s)× [W/Y, s]. By Lemma
3.6 (ii), Y and W/(Q∩Qx) are natural L/W -modules. Therefore s inverts Y and W/(Q∩
Qx). It follows from coprime action that |CW (s)| = 3 and that CW (s) 6 Q ∩ Qx with
Q ∩Qx = Y CW (s).
(iv) We have that Y is inverted by s and so Y = [Y, s] 6 [W, s] = J . Therefore
[W/Y, s] = Y [W, s]/Y ∼= [W, s]/([W, s] ∩ Y ) = [W, s]/Y has order nine. This implies that
[W, s] has order 34. Now s normalizes W so we use coprime action again to see that
W = CW (s)[W, s]. Notice that this product is split since J = [W, s] has order 3
4 and
CW (s) has order three. In particular this implies that s acts fixed-point-freely on J and
so J is abelian and inverted by s. By Lemma 3.6 (v), W has exponent three and so J is
elementary abelian.
Observe that the involution s normalizes S. Now S 6 L = 〈Q,Qx〉 and so S normalizes
W 〈s〉 and therefore [S, s] 6 S ∩W 〈s〉 = W . So by coprime action, [S, s] = [S, s, s] 6
[W, s] = J . Since s normalizes Z and S, we must have that s normalizes Z2. Moreover,
Z2 6 W and so if CZ2(s) is non-trivial then CZ2(s) = CW (s) 6 Q ∩ Qx and then Z2 =
Y CW (s) = Q ∩ Qx. However by (i), Z2 6= Q ∩ Qx. Thus s acts fixed-point-freely on Z2
and so Z2 6 J . Since J  Q, we have Z2 = Q ∩ J .
(v) Suppose there was another abelian subgroup of W of order 34, J0 say. Then
|J ∩ J0| = 33 and J ∩ J0 would be central in W . This contradicts Lemma 3.6 which says
that Z(W ) = Y . It follows therefore that J(W ) = J .
Clearly 34 is the largest possible order of an abelian subgroup of S (else Q would
contain abelian subgroups of order 34). So suppose J1 is an abelian subgroup of S distinct
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from J . Then J1  W and J1  Q. Therefore, S/Z contains three distinct abelian
subgroups Q/Z, J/Z and J1/Z. We must have that S = QJ = QJ1. Hence, (Q/Z)∩(J/Z)
and (Q/Z)∩(J1/Z) both have order nine and are both central in S/Z. We must have that
Q/Z∩J/Z = Q/Z∩J1/Z = Z2/Z. Thus Y 6 Z2 6 J1 and so J1 6 CS(Y ) = W . However
we have seen that J = J(W ) is the unique abelian subgroup of order 34. Thus J = J(S).
In particular, J is a normal subgroup of S of index nine so Y = W ′ 6 S ′ 6 Q ∩ J = Z2.
(vi) Suppose J < S0 < S then |S0| = 35. Since J  Q, S0  Q and so |S0 ∩Q| = 34.
Therefore Z(Q ∩ S0) has order nine. Since J 6 S0, Z2 = J ∩ Q 6 Q ∩ S0. Hence,
Z(Q∩S0) 6 Z2 otherwise Q∩S0 = 〈Z(Q∩S0), Z2〉 would be abelian. Thus Z(Q∩S0) 6 J
and so Z(Q∩S0) commutes with S0 = 〈Q∩S0, J〉 and Z(Q∩S0) = Z(S0)∩Q has order
nine. So suppose Z(S0) has order greater than nine. Then there exists g ∈ Z(S0)\Q such
that S0 ∩Q 6 CQ(g). Therefore S = 〈Q, g〉 and [S0 ∩Q,S] = [S0 ∩Q,Q][S0 ∩Q, g] = Z
which implies that S0 ∩Q 6 Z2 which is a contradiction.
(vii) We have that L/W ∼= SL2(3) and L/J has a normal subgroup of order three
W/J . Since SL2(3) has no index two subgroup, W/J is central in L/J (else CL/J(W/J)
would have index two). Now J is not a subgroup of Q and so S/J = QJ/J ∼= Q/(Q ∩ J)
and since Q has exponent three, so does S/J . Therefore S/J splits over W/J and so by
Gaschu¨tz’s Theorem (1.13), L/J splits over W/J and so L/J ∼= 3× SL2(3). Finally it is
clear that L/W acts on J/Y = J/(J ∩ Q ∩ Qx) ∼= J(Q ∩ Qx)/(Q ∩ Qx) = W/(Q ∩ Qx)
which is a natural L/W -module. 
Lemma 3.8. Suppose u ∈ CG(Z) is an involution and [Qu, S/Q] = 1. Then either
(i) u inverts Q/Z, |CJ(u)| = 32 and u inverts S/J ; or
(ii) Q is a central product of the two groups CQ(u), [Q, u] ∼= 31+2+ , u does not normalize
Y , |CS(u)| = 34, |CJ(u)| = 33 and [J, u] = [Y, u] has order 3.
Proof. If CQ/Z(u) = 1 then CQ(u) = Z and u inverts Q/Z. We have that u centralizes
S/Q = QJ/Q ∼= J/(J ∩ Q) = J/Z2. Since Z 6 CZ2(u) 6 CQ(u) = Z, we see that
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CJ/Z2(u) = CJ(u)Z2/Z2
∼= CJ(u)/Z and so |CJ(u)| = 32. We also see that u inverts
Q/Z2 = Q/(Q ∩ J) ∼= QJ/J = S/J .
So suppose that CQ/Z(u) 6= 1. We have, Q/Z = CQ/Z(u)×[Q/Z, u] = (CQ(u)/Z)([Q, u]Z/Z).
If Q/Z = CQ/Z(u) then [Q, u] = 1 by coprime action which is a contradiction. So CQ/Z(u)
and [Q/Z, u] are both proper non-trivial subgroups of Q/Z. Notice that [Q,CQ(u), u] 6
[Z, u] = 1 and [CQ(u), u,Q] = [1, Q] = 1. By the Three Subgroup Lemma, [Q, u] com-
mutes with CQ(u). We therefore see that both CQ(u) and [Q, u] are non-abelian else they
would be central in Q. It follows immediately that CQ(u) ∼= [Q, u] are extraspecial and
must have exponent three as Q ∼= 31+4+ does. Therefore CQ(u) ∼= [Q, u] ∼= 31+2+ .
We have that Qu commutes with S/Q so 3 ∼ CS/Q(u) = CS(u)Q/Q ∼= CS(u)/CQ(u)
and so CS(u) has order 3
4.
Suppose that u centralizes Y then u normalizes 〈Q,Qx〉 = L and W 〈u〉 = CL〈u〉(Y ).
Hence [L, u] 6 L ∩ W 〈u〉 = W and so u commutes with L/W and in particular with
S/W = QW/W ∼= Q/(Q ∩W ). Also u centralizes QW/Q ∼= W/(Q ∩W ), therefore
3 ∼ CW/(Q∩W )(u) = CW (u)(Q ∩W )
Q ∩W
∼= CW (u)
CQ∩W (u)
and so |CW (u)/CQ∩Qx(u)| > 3 and CW (u)/CQ∩Qx(u) ∼= CW (u)(Q ∩ Qx)/(Q ∩ Qx) =
CW/Q∩Qx(u). Since W/Q ∩Qx is a natural L/W -module and u commutes with L/W , we
have that CW/Q∩Qx(u) = W/Q ∩ Qx. In particular, CW (u) has order 34 and therefore
CW (u) = CS(u) > CQ(u) > Y . However this implies Y 6 CQ(u) 6 W 6 CG(Y ) which is
a contradiction as CQ(u) is extraspecial.
So suppose that u induces a non-trivial automorphism on Y . We can assume without
loss of generality that u inverts Zx and so normalizes L and Q ∩ Qx. We have that
u does not invert Y as u commutes with Z and so 〈u〉L/W ∼= GL2(3). This forces
1 = CS/W (u) = CS(u)W/W ∼= CS(u)/CW (u) and so CW (u) = CS(u) has order 34. Since
W/Q∩Qx is a natural L/W -module, we must have 3 ∼ CW/Q∩Qx(u) ∼= CW (u)/CQ∩Qx(u).
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Since Q∩Qx is abelian, we have Q∩Qx = CQ∩Qx(u)× [Q∩Qx, u] and since u inverts Zx,
CQ∩Qx(u) has order at most 32. However this together with 3 ∼ CW (u)/CQ∩Qx(u) implies
CW (u) has order at most 3
3 which is a contradiction. Thus we may conclude that u does
not normalize Y .
We have that S ′ 6 Z2 so S/Z2 is abelian and normalized by u so again by coprime
action, S/Z2 = CS/Z2(u) × [S/Z2, u] and CS/Z2(u) = CS(u)Z2/Z2 ∼= CS(u)/CZ2(u). Now
Z2 is abelian so Z2 6= CQ(u). Therefore Z2 = CZ2(u) × [Z2, u] where Z  [Z2, u] 6=
1. If |[Z2, u]| = 9 then [Z2, u] ∩ [Q, u] > Z follows as [Q, u] is extraspecial which is a
contradiction. Therefore |[Z2, u]| = |Z2∩ [Q, u]| = 3 and |CZ2(u)| = 9. Hence |CS/Z2(u)| =
9 and so |[S/Z2, u]| = 3. Now [S/Z2, u] = [S, u]Z2/Z2 ∼= [S, u]/(Z2∩ [S, u]). Suppose Z2 6
[S, u] then Q > Z2[Q, u] = [S, u] has order 34. By coprime action, [S, u] = [S, u, u] 6 [Q, u]
has order 33 which is a contradiction. Thus Z2  [S, u] and so Z2∩ [S, u] has order at most
32 and so [S, u] has order at most 33 and so [S, u] = [Q, u]. Hence [J, u] 6 [S, u] ∩ J =
[Q, u]∩J has order at most nine as J is abelian. Since J = J(S) is abelian and normalized
by u, J = CJ(u)× [J, u] by coprime action and [J, u] 6= 1 else u centralizes Y which is not
the case. Furthermore Z 6 CJ(u) and Z 6 [Q, u] ∩ J . Therefore [J, u] < [Q, u] ∩ J and
so |[J, u]| = 3 and |CJ(u)| = 27. Finally, since u does not normalize Y , [Y, u] = [J, u]. 
Lemma 3.9. Let N be a 3′-subgroup of G which is normalized by Y . Then [N, Y ] = 1.
Proof. By coprime action, N = 〈CN(y)|y ∈ Y #〉. However for each y ∈ Y #, CN(y) is a
3′-group commuting with y which is normalized by Y 6 O3(CG(y)) and so [CN(y), Y ] 6
CN(y) ∩O3(CG(y)) = 1 so CN(y) 6 CG(Y ) for each y ∈ Y # and therefore [N, Y ] = 1. 
3.2 Concluding Remarks on The Hypothesis
We summarize the results of the previous section in the following theorem.
Theorem 3.10. Let G satisfy the Hypothesis 3.1. Then the following hold.
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(i) Z 6 Qx and so Y := ZZx 6 Q ∩Qx.
(ii) L := 〈Q,Qx〉 6 NG(Y );
(iii) W := CL(Y ) = O3(L) has order 3
5 with L/W ∼= SL2(3).
(iv) Z(W ) = W ′ = Y and W has exponent three.
(v) S := QW ∈ Syl3(L) and there is an involution, s such that Ws ∈ Z(L/W ) and
then J := J(S) = J(W ) = [S, s] = [W, s] = [J, s] is elementary abelian of order 34
and inverted by s.
(vi) Z2 := J ∩Q has order 27 and Z2/Z = Z(S/Z).
(vii) Y 6 S ′ 6 Z2.
(viii) If J < S0 < S then |Z(S0)| = 9.
(ix) Y , W/(Q ∩Qx) and J/Y are natural L/W -modules.
(x) L/J ∼= 3× SL2(3).
(xi) Q ∩Qx = Y × CW (s) has order 33.
(xii) If N 6 G is a 3′-subgroup of G which is normalized by Y then [Y,N ] = 1.
(xiii) If u ∈ CG(Z) is an involution and [Qu, S/Q] = 1 then either u inverts Q/Z,
|CJ(u)| = 32 and u inverts S/J ; or Q is a central product of the two groups
CQ(u), [Q, u] ∼= 31+2+ , u does not normalize Y , |CS(u)| = 34, |CJ(u)| = 33 and
[J, u] = [Y, u] has order 3.
Three simple groups satisfy Hypothesis 3.1 as well as several more almost simple
groups as displayed in Table 3.1.
We note that there is scope for extending the results in this chapter. Observe, in
particular, that in each of the cases shown in Table 3.1 the Sylow 3-subgroup has order
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G CG(Z)/Q
PSL4(3) SL2(3)
PGL4(3) GL2(3)
PSL4(3).2 SL2(3)× 2
PSL4(3).2 SL2(3).2
Aut(PSL4(3)) SL2(3).(2× 2)
Ω+8 (2).3 SL2(3)
Aut(Ω+8 (2)) SL2(3)× 2
F4(2) (Q8 ×Q8) : 3
Aut(F4(2)) (Q8 ×Q8) : Sym(3)
HN 2.Alt(5)
Aut(HN) 2.Sym(5)
Table 3.1: Almost simple groups satisfying Hypothesis 3.1.
36. It is hoped that future work will prove that the only possibilities for the structure of
CG(Z) are those that appear in Table 3.1.
91
Chapter 4
Two Extensions of the Simple
Orthogonal Group Ω+8 (2)
The two almost simple groups of shape Ω+8 (2).3 and Ω
+
8 (2).Sym(3) are both examples of
groups satisfying Hypothesis 3.1. Moreover, despite being extensions of classical groups
defined over a field of order two, they are both groups of parabolic characteristic three.
Recall that a group G is of parabolic characteristic p (p a prime) if any p-local subgroup
of G which contains a Sylow p-subgroup of G is of characteristic p. As part of the
ongoing project to understand the groups of local characteristic p, Parker and Stroth will
characterize the group 2E6(2). This exceptional group of Lie type over GF(2) also has
parabolic characteristic three. Moreover it has a 3-centralizer of shape 3 × Ω+8 (2).3. In
order to 3-locally recognize 2E6(2) and its almost simple extensions, one needs to be able
to 3-locally recognize both Ω+8 (2).3 and Ω
+
8 (2).Sym(3). The hypothesis we consider and
the theorem we prove are as follows.
Hypothesis B. Let G be a finite group and let Z be the centre of a Sylow 3-subgroup
of G with Q := O3(CG(Z)). Suppose that
(i) Q ∼= 31+4+ ;
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(ii) CG(Q) 6 Q; and
(iii) Z 6= Zx 6 Q for some x ∈ G.
Furthermore assume that CG(Z)/Q ∼= SL2(3) or CG(Z)/Q ∼= SL2(3) × 2 and the action
of O2(CG(Z)/Q) ∼= SL2(3) on Q/Z has exactly one non-central chief factor.
Theorem B. If G satisfies Hypothesis B then G ∼= Ω+8 (2).3 or G ∼= Ω+8 (2).Sym(3).
We use the results from Chapter 3 to determine more fully the 3-local structure of a
group G satisfying Hypothesis B. Observe that the hypothesis gives two potential struc-
tures of CG(Z) and therefore we must consider each possibility at each stage of our
analysis. In both cases we identify five conjugacy classes of subgroups of order three.
We label sets of elements in these classes by 3A, 3B, 3C, 3D and 3E and we apply a
theorem due to Prince to recognize that elements in 3A have centralizer isomorphic to
either 3× Ω−6 (2) or 3× SO−6 (2). In fact, we observe that the 3-local structure of SO−6 (2)
is very similar to the 3-local structure of SO7(2) and so we require further work involv-
ing the subgroup structure of both groups to determine, from a local perspective, which
isomorphism types appear. In fact when CG(Z)/Q ∼= SL2(3) × 2 we see that G contains
subgroups isomorphic to SO−6 (2) which centralize an element of order three and subgroups
isomorphic to SO7(2) which centralize an involution. When CG(Z)/Q ∼= SL2(3) we are
able to show that G has an index three subgroup relatively easily using a transfer theo-
rem of Gru¨n. We see that the index three subgroup only contains elements in the classes
3A, 3C and 3D and so these are the focus of our attention in this case. However in the
case that CG(Z)/Q ∼= SL2(3) × 2 we are unable to recognize that G has an index two
subgroup until we have a good understanding of the centralizer of an involution, CG(t).
Fortunately the structure of the involution centralizer is fairly easy to see partly due to
the relatively large Sylow 3-subgroup. We use our knowledge of the 3-structure and a the-
orem due to Goldschmidt to show that the involution centralizer has a normal subgroup
which is extraspecial of order 29. In the case when CG(Z)/Q ∼= SL2(3) × 2 we are able
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to recognize the index two subgroup of G and so we are left only to recognize the simple
subgroup Ω+8 (2). A theorem of Smith [38] which characterizes Ω
+
8 (2) by the structure of
an involution centralizer allows us to do this and therefore completes the proof.
4.1 Determining the 3-Local Structure of G
We continue notation and apply the results from Chapter 3. In particular note that
Y := ZZx (some x ∈ G\NG(Z) such that Zx 6 Q), L := 〈Q,Qx〉 6 NG(Y ), W := CL(Y ),
s is an involution such that Ws ∈ Z(L/W ). We have that S := QW and J := [W, s] =
[J, s] = J(W ) = J(S) is elementary abelian (and inverted by s) and Z2 := J ∩ Q where
Y 6 Z2 and Z2/Z = Z(S/Z).
Furthermore set X := O2(CG(Z)) then X/Q ∼= SL2(3). Choose an involution t such
that Qt ∈ Z(X/Q) and such that s and t commute. In the case where CG(Z)/Q ∼=
SL2(3) × 2 we choose w ∈ CG(Z)\X of order two such that [w, t] = 1 and 〈t, s, w〉 is a
2-group and Q〈t, w〉/Q = Z(CG(Z)/Q). Finally set N1 := [Q, t] and N2 := CQ(t).
Lemma 4.1. (i) S ∈ Syl3(G).
(ii) Q = N1N2 where [N1, N2] = 1 and for i ∈ {1, 2}, 31+2+ ∼= Ni C NG(Z).
(iii) For i ∈ {1, 2}, Y  Ni and |Z2 ∩Ni| = 9, in particular ZG ∩Ni = Z.
Proof. (i) It is clear that CG(Z) has Sylow 3-subgroups of order 3
6 and, by hypothesis,
Z is central in a Sylow 3-subgroup of G. We have that |Q| = |W | = 35 and S = QW is a
3-group with Q 6= W . Thus |S| = 36 and so S ∈ Syl3(CG(Z)) ⊂ Syl3(G).
(ii) By Lemma 3.8, Q is a central product of the two groups N1 ∼= N2 ∼= 31+2+ and
since Qt ∈ Z(X/Q), N1 and N2 are NG(Z)/Q-invariant and so are normal subgroups of
NG(Z).
(iii) By Lemma 3.8, t does not normalize Y so Y is not contained in either N1 or
N2. Since Z
x was chosen arbitrarily in Q, the only G-conjugate of Z in N1 ∪ N2 is Z
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itself. Since N1/Z and N2/Z are S/Q-invariant CNi/Z(S) is non-trivial for i = 1, 2. Thus
Z2 ∩Ni > Z. Since Z2 is abelian, Ni 6= Z2. Thus |Ni ∩ Z2| = 9. 
Set A := N2 ∩ Z2. In the following Lemma we see that A C CG(Z). Note that elements
in A\Z play an important role in our proof of Theorem B.
Lemma 4.2. (i) If CG(Z)/Q ∼= SL2(3) × 2 then, without loss of generality, we may
assume that N1 = CQ(w), N2 = [Q,w] and Q = [Q, tw]. In particular we may
assume that tw acts fixed-point-freely on Q/Z.
(ii) We have that CG(Z) 6 NG(A) 6 NG(Z). Furthermore CG(A) 6 X and [X :
CG(A)] = 3.
(iii) |CS(t)| = 34, J = CJ(t) × [J, t] is normalized by t, CJ(t) has order 33 and 3 ∼=
[J, t] = [Y, t] 6= Z.
(iv) S ′ = Z2.
(v) X〈s〉/Q ∼= GL2(3).
Proof. (i) We have that 〈t, w〉 ∼= 2×2 and so using coprime action and that CN1/Z(t) = 1,
we have N1/Z = 〈CN1/Z(w), CN1/Z(tw)〉. Since CN1/Z(w) and CN1/Z(tw) are preserved by
X, we have (without loss of generality) that 1 = [N1, w] and N1 = [N1, tw]. Similarly
CN2/Z(w) and CN2/Z(tw) are preserved by X and w does not centralize N2/Z else w
centralizes Q. Therefore tw does not centralize N2 either. It follows that N2 = [N2, tw] =
[N2, w]. Therefore N1 = CQ(w) = [Q, t], N2 = [Q,w] = CQ(t) and Q = [Q, tw].
(ii) Since N2/Z is a CG(Z)/Q-module on which t acts trivially (and if applicable w acts
fixed-point-freely), it contains a trivial X-submodule. This trivial submodule has order
three and is necessarily contained in Z(S/Z) = Z2/Z. Since A = N2 ∩Z2 has order nine,
we have that A/Z is this trivial submodule and so A E CG(Z). By Lemma 4.1 (iii), the
only subgroup of A which is conjugate to Z is Z itself. Thus NG(A) 6 NG(Z). However
A 6 CQ(t) ∼= 31+2+ so CX(A) has index at least three in X. Let S2 ∼= Q8 be a Sylow
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2-subgroup of X then S2 acts trivially on A/Z and therefore acts trivially on A. Thus
CX(A) has index exactly three in X. If CG(Z) = X then we clearly have CG(A) 6 X.
Suppose CG(Z) > X. Then a Sylow 2-subgroup of CG(Z) does not centralize A since
A/Z is inverted by Qw. Thus CG(A) 6 X and in either case we have [X : CG(A)] = 3.
(iii) This is just Lemma 3.8.
(iv) By Lemma 3.7 (v), we have Y 6 S ′ 6 Z2. Suppose S ′ = Y . Then [N1, S] 6
N1 ∩ Y = Z. Therefore N1 6 Z2 which contradicts Lemma 4.1 (iii). Thus Y < S ′ = Z2.
(v) We have that X/Q ∼= SL2(3) and s inverts Z so s ∈ NG(Z)\CG(Z) and normalizes
X. Notice that s does not invert N1/Z which is a natural X/Q-module else s would
invert N1 which is not possible as N1 is non-abelian. Also s does not centralize N1/Z by
Theorem 1.12. It follows from this action that X〈s〉/Q ∼= GL2(3). 
By Lemma 4.2 (i), when CG(Z) > X, we choose the involution w ∈ CG(Z)\X such
that [N1, w] = 1.
Lemma 4.3. The following hold.
(i) W = CG(Y ).
(ii) If CG(Z)/Q ∼= SL2(3) then L = NG(Y ) and NG(Y )/CG(Y ) ∼= SL2(3).
(iii) If CG(Z)/Q ∼= SL2(3)× 2 then L〈tw〉 = NG(Y ) and NG(Y )/CG(Y ) ∼= GL2(3).
Proof. By Lemma 3.6, |W | = 35 and therefore W ∈ Syl3(CG(Y )). Since CG(Y ) 6 CG(Z),
we only need to check that CG(Y ) has odd order to show that CG(Y ) = W . However by
Lemma 4.1 (iii) and Lemma 4.2 (i), no involution in CG(Z)/Q centralizes Y and therefore
CG(Y ) is a 3-group. This proves (i).
By Lemma 3.4 and Lemma 3.5, we have that SL2(3) ∼= L/W and further L/W 6
NG(Y )/CG(Y ) which is isomorphic to a subgroup of GL2(3). Suppose NG(Y )/W ∼=
GL2(3). Then there exists an involution r ∈ NG(Y ) such that Wr centralizes Z whilst
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inverting Y/Z. Therefore r ∈ CG(Z). If CG(Z)/Q ∼= SL2(3) then Qr = Qt and so
Zx 6 N1 which is a contradiction. Hence, if CG(Z)/Q ∼= SL2(3) then L = NG(Y ). If
CG(Z)/Q ∼= SL2(3)× 2 then we have seen that tw inverts Q/Z and so NG(Y )/CG(Y ) =
L〈tw〉/W ∼= GL2(3). This proves (ii) and (iii). 
Lemma 4.4. No non-trivial 3′-subgroup of G is normalized by Y .
Proof. By Lemma 3.9 such a group would commute with Y . However CG(Y ) = W by
Lemma 4.3 and W is a 3-group. 
Lemma 4.5. (i) If CG(Z)/Q ∼= SL2(3) then NG(S) = S〈s, t〉 has order 3622.
(ii) If CG(Z)/Q ∼= SL2(3)× 2 then NG(S) = S〈s, t, w〉 has order 3623 (where 〈s, t, w〉 ∼=
23), |CJ(tw)| = 32 and |CJ(w)| = 33.
Proof. We have that NG(Z)/Q ∼= GL2(3) or NG(Z)/Q ∼ 2.GL2(3). Therefore |NG(S)| =
3622 or |NG(S)| = 3623 respectively. Furthermore s normalizes W and Z and there-
fore normalizes 〈Q,W 〉 = QW = S. Therefore we have that if CG(Z)/Q ∼= SL2(3)
then NG(S) = S〈s, t〉 and if CG(Z)/Q ∼= SL2(3) × 2 then Qw normalizes S/Q and so
NG(S) = S〈s, t, w〉 where by choice 〈s, t, w〉 is a 2-group. Moreover 〈s, t, w〉 is a 2-
subgroup of NG(J(S)) = NG(J). Since s inverts J , CG(J)s is central in NG(J)/CG(J).
Hence [s, t], [s, w] ∈ CG(J) 6 CG(Y ) = W . Therefore [s, t] = [s, w] = 1. Furthermore
t is central in 〈s, t, w〉 since Qt is central in NG(Z)/Q. Therefore 〈s, t, w〉 is elementary
abelian.
We have seen that tw acts fixed-point-freely on Q/Z and centralizes S/Q. So by
Lemma 3.8, we have that |CJ(tw)| = 32 and that tw inverts S/J . Also, by Lemma 3.8,
we have that |CJ(w)| = 33. 
We intend to count conjugacy classes of elements of order three in S. For this we
need some notation. Recall that A = Z2 ∩ N2. Recall also that by Lemma 3.7 (iii),
3 ∼= CW (s) 6 Q ∩ Qx. We fix the following elements of order three. Let a ∈ A\Z,
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b ∈ N2\A, z ∈ Z#, d ∈ [Y, t]# and e ∈ CW (s)#. We define the following sets of elements
of order three in G.
(i) 3A = {ag|g ∈ G} ∪ {(a−1)g|g ∈ G};
(ii) 3B = {bg|g ∈ G} ∪ {(b−1)g|g ∈ G};
(iii) 3C = {zg|g ∈ G} ∪ {(z−1)g|g ∈ G};
(iv) 3D = {dg|g ∈ G} ∪ {(d−1)g|g ∈ G};
(v) 3E = {eg|g ∈ G} ∪ {(e−1)g|g ∈ G}.
Clearly each of the sets 3A, 3B, 3C, 3D and 3E is either a conjugacy class in G or a union
of two conjugacy classes. Note that the labeling has been chosen to be consistent with
Atlas [10] notation such that the classes are ordered by the size of the centralizer in our
target groups. Note that the classes which play the greatest role in our proof are 3A, 3C
and 3D. We will observe that these classes lie in a proper normal subgroup of G.
Lemma 4.6. 3A 6= 3C 6= 3D.
Proof. By Lemma 4.1 (iii), N1 ∩ZG = Z and N2 ∩ZG = Z. Since a ∈ A\Z ⊂ N2\Z and
d ∈ [Y, t]\Z ⊂ N1\Z, it is clear that 3A 6= 3C 6= 3D. 
Lemma 4.7. Z#2 ⊆ 3A ∪ 3C ∪ 3D and |Z2 ∩ 3C| = 14. Furthermore, NG(Z) ∩NG(J) =
NG(S), CG(Z2) = CG(J) = J and NG(Z2) = NG(S).
Proof. We have that 3A 6= 3C 6= 3D. Since a, d ∈ J and s inverts J , |{a〈Q,s〉}| =
|{d〈Q,s〉}| = 6. Therefore |Z2 ∩ (3A∪ 3D)| > 12. Moreover, since Y is not normalized by t
but Z2 is, Z2 = Y Y
t = Y [Y, t]. Thus Z2 ∩ 3C ⊆ Y ∪ Y t and |Z2 ∩ 3C| = 14. Furthermore,
NG(Z2) normalizes Y ∪ Y t and thus Y ∩ Y t = Z. So NG(Z2) 6 NG(Z).
Observe that Z = Z(S) and J = J(S), therefore NG(S) 6 NG(Z) ∩NG(J). However
NG(Z) ∩ NG(J) normalizes JQ = S. Therefore NG(S) = NG(Z) ∩ NG(S). Since J is
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abelian, J 6 CG(J) 6 CG(Z2) 6 CG(Y ) = W and since Z(W ) = Y , J = CG(J) =
CG(Z2). In particular his implies that NG(Z2) 6 NG(Z) ∩NG(J) = NG(S). 
Lemma 4.8. There are four subgroups lying strictly between J and S namely W , W t,
CS(A) = CS(N2 ∩ Z2) and CS([Y, t]) = CS(N1 ∩ Z2). Every element of order three in S
lies in the set Q ∪W ∪W t. Moreover CS(A) and CS([Y, t]) are not conjugate in G.
Proof. Since J = J(S) C S, S/J has order 9 and is either cyclic or has four proper non-
trivial subgroups. We have seen that Y = Z(W ) is not normalized by t. Thus W t 6= W
and W∩W t = J . In particular S/J is not cyclic. Now let P1 = CS([Y, t]) and P2 = CS(A).
Then P1 ⊇ JN2 and P2 ⊇ JN1 and |JN1| = |JN2| = 35 so it follows that P1 = JN2 and
P2 = JN1. By Lemma 3.7, |Z(Pi)| = 9 and so Z(Pi) = Ni ∩ Z2 for each i ∈ {1, 2}.
Thus we have found the four proper subgroups of S strictly containing J . Suppose for
some g ∈ G, P g1 = P2. Then Z(P1)g = Z(P2). Since for i ∈ {1, 2}, ZG ∩ Ni = Z (by
Lemma 4.1 (iii)) and Z(Pi) 6 Ni, we have that Zg = Z. Therefore g ∈ NG(Z). However
N1, N2 C NG(Z) so we cannot have (N1 ∩ Z2)g = N2 ∩ Z2.
We have that |Q∩W | = |CQ(Y )| = 34 and similarly |Q∩W t| = 34. Also, W∩W t∩Q =
J ∩Q = Z2 has order 33 so the set Q ∪W ∪W t has order (35 × 3)− (34 × 3) + 33 = 513.
By hypothesis, Q ∼= 31+4+ has exponent three and by Lemma 3.6 (v), W also has exponent
three. Observe that Pi = (Pi ∩ Q)J . Now let g ∈ J\Q and h ∈ (Pi ∩ Q)\J then every
element in Pi\(Q∪ J) can be written as a product of such a g and h. Suppose (hg)3 = 1.
Then we calculate using the identity h[g, h][g, h, h] = [g, h]h and using that g ∈ J so
commutes with all commutators in S ′ = Z2 6 J .
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1 = hghghg
= h2g[g, h]ghg
= h2g2[g, h]hg
= h2g2h[g, h][g, h, h]g
= h2g2hg[g, h][g, h, h]
= [h, g][g, h][g, h, h]
= [g, h, h].
Now S = Q〈g〉 and so S ′ = Q′[Q, g]. Notice that Q = (Pi ∩ Q)Ni = Z2Ni〈h〉 and so it
follows from a commutator relation that
[Q, g] = [Z2Ni〈h〉, g] 6 〈[Z2, g]Ni〈h〉〉〈[Ni, g]〈h〉〉〈[h, g]〉 = 〈[Ni, g]〈h〉〉〈[h, g]〉 6 (Ni∩Z2)〈[h, g]〉.
Thus we have that Z2 6 〈[h, g]〉(Ni∩Z2) which is centralized by h as h ∈ Pi = CS(Ni∩Z2).
However CQ(Z2) = Z2 and h /∈ Z2 which gives us a contradiction. Thus every such element
gh has order at least nine. This accounts for 108 = 35 − (34 × 2) + 33 = |Pi\(Q ∪ J)|
elements and 513 + 108 + 108 = 36 = |S|. Thus there are exactly 513− 1 = 512 elements
in S of order three and every such element lies in Q ∪W ∪W t. 
We begin to gather some information about the conjugacy classes of elements of order
three. In particular, in the following lemma we determine the order of a Sylow 3-subgroup
of the centralizer of elements in 3B and 3E . Note that we will see later that G has a simple
normal subgroup which does not contain these classes. Recall that b ∈ N2\A with b ∈ 3B
and that e ∈ CW (s)# with e ∈ 3E .
Lemma 4.9. The following hold.
(i) CQ(b) ∈ Syl3(CG(b)), in particular, 3B /∈ {3A, 3C, 3D}.
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(ii) CQ(e) ∈ Syl3(CG(e)), in particular, 3E /∈ {3A, 3C, 3D}.
(iii) NX(〈e〉) = CX(e) = CQ(e) and |Q ∩ 3E| > 144.
Proof. (i) We have that b ∈ N2\A and by Lemma 4.1, N2 ∩ ZG = Z. Therefore 〈Z, b〉 ∩
3C = Z#. As Q is extraspecial, CQ(b) has order 34 and 〈Z, b〉 = Z(CQ(b)). Therefore
NG(CQ(b)) 6 NG(Z). Notice that [A, b] 6= 1 else N2 = A〈b〉 is abelian. Recall that
A C NG(Z) and A 6 S ′ = Z2 so A is contained in the derived subgroup of every Sylow 3-
subgroup of NG(Z). Suppose that S0 ∈ Syl3(NG(Z)) such that CQ(b) < CS0(b) has order
35. Then A 6 S ′0 6 CS0(b) which is a contradiction. Thus CQ(b) is a Sylow 3-subgroup
of CG(b). By Lemma 4.8, since a ∈ A = N2 ∩ Z2 and d ∈ [Y, t] = [J, t] 6 N1 ∩ Z2, both
a and d commute with 3-subgroups of order 35. Thus 3A 6= 3B 6= 3D. Clearly b is not
conjugate to Z which commutes with a 3-group of order 36. Thus 3C 6= 3B.
(ii) Recall e ∈ CW (s) and Y = Z(W ) and so [Y, e] = 1. Notice that e /∈ J as J = [J, s]
is inverted by s. Suppose |CJ(e)| > 33. Then 〈e〉CJ(e) would be an elementary abelian
subgroup of W of order at least 34 which contradicts that J = J(W ). Thus CJ(e) = Y .
In particular, [A, e] 6= 1. Notice that Zx is an arbitrary conjugate of Z in Q and lies in
CS(A). Thus every conjugate of Z in Q lies in CS(A). Therefore e cannot be conjugate
into Z and so NG(CQ(e)) 6 NG(Z). Now we argue as before by supposing CS0(e) > CQ(e)
for some S0 ∈ Syl3(NG(Z)) then CS0(e) must have order 35 and then it would contain
S ′0 > A which is a contradiction. Thus CQ(e) is a Sylow 3-subgroup of CG(e).
(iii) We have that e /∈ N1 else [e, A] = 1 and we also have e /∈ N2 else e commutes
with Z2 ∩ N1 which contradicts that CJ(e) = Y . Therefore Ze is not preserved by an
involution in X/Q. Hence NX(e) = CX(e) = CQ(e). In particular this implies that Q
contains 3623/34 = 72 subgroups conjugate to 〈e〉. Thus |Q ∩ 3E| > 144. 
We now consider NG(J)/J . Given our target groups we would expect NG(J)/J to be
isomorphic to SO+4 (3) or GO
+
4 (3). We could in fact recognize this in our abstract group
G by considering a quadratic form on J in which conjugates of z are singular. However
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we require only the order of NG(J)/J which we calculate in the following lemma.
Lemma 4.10. J# ⊂ 3A ∪ 3C ∪ 3D with |J ∩ 3C| = 32.
In particular, if CG(Z)/Q ∼= SL2(3), then |NG(J)| = 3626 and if CG(Z)/Q ∼= SL2(3)×
2, then |NG(J)| = 3627.
Proof. By Lemma 3.7, J/Y is a natural L/W -module. Since Y < Z2 < J , there are four
L-conjugates of Z2 in J which intersect at Y and every element of J lies in at least one
such conjugate. By Lemma 4.7, Z#2 ⊂ 3A∪ 3C ∪ 3D and hence J# ⊂ 3A∪ 3C ∪ 3D. Also
by Lemma 4.7, |Z2 ∩ 3C| = 14. Therefore the four L-conjugates of Z2 allow us to see that
8 + 6 + 6 + 6 + 6 = 32 elements of J# are in 3C and the remaining 12 + 12 + 12 + 12 = 48
elements are in 3A ∪ 3D. By Lemma 4.6, these remaining elements are not conjugate to
z. Thus |J ∩ 3C| = 32. By Lemma 1.15, elements in J are conjugate if and only if they
are conjugate in NG(J). Hence [NG(J) : NG(J) ∩ CG(Z)] = 32.
Now by Lemma 4.7, NG(Z)∩NG(J) = NG(S). Moreover, by Lemma 4.5, if CG(Z)/Q ∼=
SL2(3) then |NG(S)| = 3622 and if CG(Z)/Q ∼= SL2(3) × 2 then |NG(S)| = 3623. Hence
we have |NG(J)| = 3626 or |NG(J)| = 3627 respectively. 
Lemma 4.11. If CG(Z)/Q ∼= SL2(3), then z is not conjugate to z2 in CG(a).
Proof. Consider (NG(Z) ∩ NG(〈a〉))/CG(A). As A = 〈Z, a〉 has order nine, (NG(Z) ∩
NG(〈a〉))/CG(A) is elementary abelian of order at most four and is non-trivial since
CG(A)s inverts A. Suppose that z is conjugate to z
2 in CG(a). Then 1 6= (NG(Z) ∩
CG(a))/CG(A) 6 (NG(Z) ∩NG(〈a〉))/CG(A) which is therefore elementary abelian of or-
der four. Therefore |(CG(Z) ∩ NG(〈a〉))/CG(A)| = 2. This is a contradiction since by
Lemma 4.2 (ii), [CG(Z) : CG(A)] = 3 and so [CG(Z) ∩NG(〈a〉) : CG(A)] = 1 or 3. 
In the proof of the following lemma we will be gathering the required hypotheses
and then applying a theorem due to Prince (Theorem 1.42). Recall that a ∈ A\Z and
A C CG(Z).
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Lemma 4.12. We have that NG(J) ∩ CG(a)  NG(Z) and the following hold.
(i) If CG(Z)/Q ∼= SL2(3) then CG(〈a〉) ∼= 3 × Ω−6 (2) and NG(〈a〉) is isomorphic to the
diagonal subgroup of index two in Sym(3)× SO−6 (2).
(ii) If CG(Z)/Q ∼= SL2(3)×2 then either CG(〈a〉) ∼= 3×SO−6 (2) and NG(〈a〉) ∼= Sym(3)×
SO−6 (2) or CG(〈a〉) ∼= 3× SO7(2) and NG(〈a〉) ∼= Sym(3)× SO7(2).
In either case |J ∩ 3A| = 24 and 3A 6= 3D.
Proof. Let Ca = CG(a) and Ca = Ca/〈a〉. By Lemma 4.6, 〈a〉 is not conjugate to Z so
is not central in a Sylow 3-subgroup. By Lemma 4.8, CS(A) = CS(N2 ∩ Z2) has order
35. Hence CS(a) ∈ Syl3(Ca). Observe that 〈a〉z ∩ 3C = {z} by Lemma 4.1 (iii). We
hence see that if g ∈ Ca and g centralizes z then g centralizes 〈a, z〉 = A. Therefore
CCa(z) = CG(A).
Now CG(A) 6 X = CG(A)Q so we calculate using an isomorphism theorem that
SL2(3) ∼= X/Q = CG(A)Q/Q ∼= CG(A)/CQ(A).
Furthermore CQ(A) = N1〈a〉 and so
31+2+
∼= N1 ∼= N1/(N1 ∩ 〈a〉) ∼= N1〈a〉/〈a〉 = CQ(A)/〈a〉.
So we have that CCa(z) = CG(A) has shape 3
1+2
+ .SL2(3). Suppose J normalizes a 3
′-
subgroup N of Ca. Then Y normalizes N and so N is trivial by Lemma 4.4. Therefore J
(which is an elementary abelian subgroup of CCa(z) of order 27) normalizes no non-trivial
3′-subgroup of Ca.
Suppose NCa(J) 6 NG(Z). We have [NG(J) : NNG(Z)(J)] = 16 as J contains 16
conjugates of Z and therefore [NG(J) : NCa(J)] is a multiple of 16. Moreover [NG(J) :
NCa(J)] is a multiple of 3 since 〈a〉 is not central in a Sylow 3-subgroup of G. Thus
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[NG(J) : NCa(J)] > 48 and so J# ⊆ 3A ∪ 3C. Therefore there exists h ∈ NG(J) such
that ah = d. Moreover, by Sylow’s Theorem, we may choose h such that CS(a)
h = CS(d).
However this contradicts Lemma 4.8. Thus NCa(J)  NG(Z). In particular this implies
that Ca 6= NCa(Z).
Consider the cosets 〈a〉z and 〈a〉z2. Since 3C∩A = Z#, it follows that 〈a〉z is conjugate
to 〈a〉z2 in Ca if and only if z is conjugate to z2 in Ca. If CG(Z) = X then by Lemma
4.11, 〈a〉z is not conjugate to 〈a〉z2 in Ca. Therefore z is not conjugate to its inverse in
Ca. Now we may apply Theorem 1.42 to say either Ca has a normal subgroup of index
three or Ca ∼= Ω−6 (2). Suppose that Ca has a normal subgroup of index three, a ∈ K, such
that [Ca : K] = 3. Then CQ(a) is a Sylow 3-subgroup of K and J ∩K = J ∩CQ(a) = Z2.
In particular NCa(J) 6 NCa(J ∩K) = NCa(Z2) 6 NG(Z) by Lemma 4.7 which we have
seen is not the case. Thus Ca ∼= Ω−6 (2).
Now suppose CG(Z) > X then consider the element sw. By Lemma 4.2, A 6 N2 =
[N2, w]. We may hence assume that w inverts a. Clearly s also inverts a and so [sw, a] = 1.
Therefore sw ∈ Ca and s inverts Z whilst w centralizes Z. Hence z is conjugate to its
inverse in Ca. Again we apply Theorem 1.42 to Ca. Since Ca 6= NCa(Z), we see that
Ca ∼= SO−6 (2) or Ca ∼= SO7(2).
In either case of CG(Z) we calculate, using Lemma 4.10, that [NG(J) : NCG(a)(J)] = 24
and therefore by Lemma 1.15, |J ∩ 3A| = 24 and by Lemma 4.10, 3A 6= 3D. Moreover,
using [10] for example we see that in any case the Schur Multiplier of Ca has order two.
Therefore Ca splits over 〈a〉.
Finally, in the case when CG(Z)/Q ∼= SL2(3) we suppose for a contradiction that
NG(〈a〉) ∼= Sym(3) × Ω−6 (2). Then an involutions, u say inverts a whilst normalizing
A and therefore u normalizes Z. If u inverts Z then u inverts A which contradicts our
assumed structure of NG(〈a〉). Therefore [Z, u] = 1 and so Qt = Qu which implies that
[a, u] = 1 which is a contradiction. The structure of NG(〈a〉) now follows since Ω−6 (2) has
automorphism group SO−6 (2) ∼ Ω−6 (2) : 2. In the case when Ca is isomorphic to SO−6 (2)
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or SO7(2), we observe that both groups are isomorphic to their automorphism groups and
so we have NG(〈a〉) ∼= Sym(3)× SO−6 (2) or Sym(3)× SO7(2). 
Recall that d ∈ [Y, t]# = [J, t]# ⊂ N1\Z.
Lemma 4.13. If CG(Z)/Q ∼= SL2(3)× 2 then CG(d)/〈d〉 ∼= Sym(9) or CG(d) 6 NG(J).
Proof. Assume that CG(Z)/Q ∼= SL2(3) × 2 and set Cd := CG(d) and Cd := Cd/〈d〉. By
Lemma 4.8, CS(d) = CS([Y, t]) = CS(N1 ∩ Z2) has order 35. Hence CS(d) ∈ Syl3(Cd).
Now d ∈ N1 ∼= 31+2+ and N1/Z is a natural X/Q-module. Therefore no element of order
two in X centralizes d and CX(d) = CS(d). However [N1, w] = 1 and so CCG(Z)(d) =
CG(N1 ∩ Z2) = CS(d)〈w〉 has order 352. The only conjugate of z in 〈d〉z is z itself.
This implies that the preimage of any element in CCd(z) centralizes z and d. Hence
CCd(z) = CG(〈d, z〉) which has order 342. The Sylow 3-subgroup of CG(〈d, z〉) is CS(d).
Notice that CS(d)
′ 6 Z2 ∩N2 = A and so CS(d)′ 6 A. Consider the centre of CS(d). We
have Z(CS(d)) > Z. Suppose this containment were proper. Then CS(d)′ 6 Z(CS(d)).
Hence [CS(d)
′, CS(d)] 6 〈d〉 ∩ CS(d)′ 6 〈d〉 ∩ A = 1. Therefore CS(d)′ commutes with
〈CS(d), CS(A)〉 = S which implies that CS(d)′ = Z. However this means that S/Z has two
distinct abelian subgroups of index three, Q/Z and CS(d)/Z. Therefore Q/Z∩CS(d)/Z 6
Z(S/Z) has order at least 33 which contradicts that Z2/Z = Z(S/Z) has order nine. Hence
Z(CS(d)) = Z.
Now we have that CG(〈d, z〉) has order 342 and a Sylow 3-subgroup with centre of
order three. We have further that J C CG(〈d, z〉) so suppose that [w,CS(d)] = 1. Then
[w,CS(d)] = 1. This is a contradiction since |CJ(w)| = 33 by Lemma 4.5. Therefore we
may apply Lemma 1.46 to say that CCd(z)
∼= CSym(9)( (1, 2, 3)(4, 5, 6)(7, 8, 9)).
If J normalizes a 3′-subgroup N of Cd. Then Y normalizes N and so N is trivial
by Lemma 4.4. Therefore J normalizes no non-trivial 3′-subgroup of Ca. We may now
apply Theorem 1.47 to say that either Cd 6 NCd(J), in which case Cd 6 NG(J), or
Cd ∼= Sym(9). 
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Lemma 4.14. Every element of order three in CS(a) is in the set 3A ∪ 3C ∪ 3D.
Proof. By Lemma 4.8, every element of order three in S lies in the set Q∪W ∪W t. Since
CW (a) = CW t(a) = J , every element of order three in CS(a) is in Q∪J . Now CQ(a) = AN1
and Z2 = S
′ 6 CQ(a). By Lemma 4.7, NG(Z2) = NG(S). We have that A C X and so
CQ(a) = CQ(A) C X and since S ′ = Z2 6 X, CQ(A) contains four proper subgroups
of order 27 properly containing A, namely {Zg2 = [S, S]g|g ∈ X}. Every element CQ(a)
therefore lies in a subgroup conjugate to Z2. By Lemma 4.7, Z
#
2 ⊆ 3A ∪ 3C ∪ 3D and
hence CQ(a)
# ⊆ 3A ∪ 3C ∪ 3D.
By Lemma 4.10, J# ⊆ 3A ∪ 3C ∪ 3D. Hence every element of order three in CS(a) is
also in the set. 
Recall that b ∈ N2\A and e ∈ CW (s) 6 Q ∩Qx. Recall also that we have defined the
sets b ∈ 3B and e ∈ 3E .
Lemma 4.15. For any P ∈ Syl3(G), P ′ ∩ S 6 CS(a).
Proof. Set X := 3A∪3C∪3D. By Lemma 4.9, 3B∩3X = ∅ and 3E∩3X = ∅. In particular
neither b nor e are conjugate into CS(a) by Lemma 4.14. By Lemma 4.9, |Q∩ 3E| > 144.
Since CQ(b) ∈ Syl3(CG(b)), there are at least 9 conjugates of 〈b〉 in N2. Thus we have
counted 144 + 18 = 162 distinct elements in Q\CQ(a). Hence Q ∩ X ⊆ CQ(a).
Notice that CQ(Y ) ∩ X ⊆ Z2 since CQ(Y A) = CQ(Z2) = Z2. Also, NG(Y )/CG(Y ) is
transitive on subgroups of order three of the natural module, W/(Q∩Qx) (by Lemma 3.6
(ii)). Therefore W = 〈CQ(Y )NG(Y )〉 and so W ∩ X ⊆ 〈ZNG(Y )2 〉 = J . It follows of course
that W t ∩ X ⊆ J .
By Lemma 4.7, every element of order three in Z2 = S
′ is in X . So let P ∈ Syl3(G)
then P ′ ∩ S ⊆ S ∩ X ⊆ 〈CQ(A), J〉 = CS(a). 
Lemma 4.16. If CG(Z)/Q ∼= SL2(3), then G has a normal subgroup of index three G˜
and G˜ ∩ S = CS(a).
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Proof. Assume that CG(Z)/Q ∼= SL2(3). By Lemma 4.5, NG(S) = S〈s, t〉. Recall that
s centralizes S/J 6 L/J and so s centralizes S/CS(A). Also S = CQ(t)CS(A) and
so S/CS(A) ∼= CQ(t)/(CQ(t) ∩ CS(A)) = CQ(t)/A is also centralized by t. Therefore
S〈s, t〉/CS(A) is abelian and so NG(S)′ 6 CS(A).
We may now apply Theorem 1.21 which says that S ∩ G′ = 〈S ∩ NG(S)′, S ∩ P ′ |
P ∈ Syl3(G)〉. So by Lemma 4.15, S ∩ P ′ 6 CS(a) for every P ∈ Syl3(G) and we have
just seen that S ∩ NG(S)′ 6 CS(a) = CS(A). Therefore S ∩ G′ 6 CS(a). So G has a
proper derived subgroup with index a multiple of three. We let G˜ = O3(G). Notice that
CS(a) 6 G˜ since NG(〈a〉) has no normal 3-subgroup and so CS(a) 6 O3(NG(〈a〉)) 6 G˜.
Thus G˜ ∩ S = CS(a). 
Of course it follows now that when CG(Z)/Q ∼= SL2(3) every element of order three
in G˜ lies in 3A ∪ 3C ∪ 3D. We use notation such that for any H 6 G, H˜ = H ∩ G˜.
Lemma 4.17. If CG(Z)/Q ∼= SL2(3)× 2 then CG(a) ∼= 3× SO−6 (2) and CG(d) 6 NG(J).
Proof. Assume that CG(Z)/Q ∼= SL2(3) × 2. By Lemma 4.13, CG(d)/〈d〉 ∼= Sym(9) or
CG(d) 6 NG(J). So suppose that CG(d) ∼= 3 × Sym(9). Observe that every element of
order three in Sym(9) is conjugate into the Thompson subgroup of a Sylow 3-subgroup
of Sym(9) which is elementary abelian of order 27. Recall that d ∈ N1 and b ∈ N2 and
[N1, N2] = 1 and so b ∈ CG(d). This implies that there exists h ∈ CG(d) such that
〈d, b〉h 6 J . However by Lemma 4.9, CG(b) has non-abelian Sylow 3-subgroups of order
34 and so bh is not in J# ⊆ 3A ∪ 3C ∪ 3D which is a contradiction. Hence, by Lemma
4.13, CG(d) 6 NG(J).
Now recall that by Lemma 4.12 (ii), CG(〈a〉) ∼= 3×SO−6 (2) or 3×SO7(2). So suppose
that CG(a) ∼= 3×SO7(2). By Lemma 1.43, there exist three subgroups of J of order nine,
J1, J2, J3 say with a ∈ Ji and CG(Ji) ∼= 3 × 3 × Sym(6) for each 1 6 i 6 3. Notice that
no conjugate of z or d commutes with an element of order five and so we have J#i ⊂ 3A.
By Lemma 4.12, |J ∩ 3A| = 24. Since |J1 ∪ J2 ∪ J3| = 21, there exist 18 elements of
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J ∩ 3A which, together with a generate Ji for some 1 6 i 6 3. The remaining conjugates
of a in J are therefore in A which implies that A E CG(a) ∩NG(J). By Lemma 4.2 (ii),
NG(A) 6 NG(Z) so we have that CG(a) ∩ NG(J) 6 NG(Z). However this contradicts
Lemma 4.12. Thus CG(a) ∼= 3× SO−6 (2). 
Lemma 4.18. Suppose CG(Z)/Q ∼= SL2(3)× 2. Then CG(w)/〈w〉 ∼= SO−6 (2) or SO7(2).
Proof. Assume that CG(Z)/Q ∼= SL2(3)× 2. Since NG(〈a〉) ∼= Sym(3)× SO−6 (2) we may
choose an element of order two w′ say such that w′ inverts a and w′ ∈ CG(O3(CG(a)))
where O3(CG(a)) ∼= SO−6 (2). Hence CG(w′) has a subgroup isomorphic to SO−6 (2). No-
tice that |N1 ∩ O3(CG(a))| > 9 and since N1 is extraspecial, Z 6 N1 ∩ O3(CG(a)).
Therefore w′ ∈ CG(Z) however Qw′ 6= Qt since w′ inverts a. Since w commutes with
N1 ∩ O3(CG(a)) > Z, we also have Qw′ 6= Qwt as wt acts fixed-point-freely on Q/Z by
Lemma 4.2 (i). Hence Qw′ = Qw and so w′ is conjugate to w. Therefore CG(w) also has
a subgroup isomorphic to SO−6 (2).
Recall that N1 = CQ(w). Since N1 is extraspecial, we have that NCG(w)(N1) 6 NG(Z).
By coprime action and an isomorphism theorem, we have
2× SL2(3) ∼= CCG(Z)/Q(w) = CCG(Z)(w)Q/Q ∼= CCG(Z)(w)/CQ(w)
and so CCG(Z)(w) ∼ 31+2+ .(2× SL2(3)). Therefore CCG(w)(Z)/〈w〉 ∼ 31+2+ .SL2(3). Suppose
N is a 3′-subgroup of CG(w) that is normalized by CJ(w). By Lemma 4.5 (ii), CJ(w) has
order 27 and by coprime action, N = 〈CN(g)|g ∈ (N1∩Z2)#〉 since N1∩Z2 6 CJ(w). Let
g ∈ (N1∩Z2)\Z then g ∈ 3D and CN(g) is normalized by CJ(w). By Lemma 4.17, CG(g) 6
NG(J). Therefore CN(g) normalizes J ∩ CG(w) = CJ(w). Hence [CN(g), CJ(w)] = 1. So
N = CN(Z). However the only 3
′-subgroup of CCG(w)(Z) which is normalized by CJ(w) is
〈w〉. Thus CG(w)/〈w〉 satisfies Theorem 1.42 and so CG(w)/〈w〉 ∼= SO−6 (2) or SO7(2). 
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4.2 The Structure of the Centralizer of t
We now have sufficient information concerning the 3-local structure of G to determine an
involution centralizer. We set H := CG(t), P := CS(t), R := CJ(t) and H := H/〈t〉.
Lemma 4.19. (i) If CG(Z)/Q ∼= SL2(3) then CH(Z) ∼ 31+2+ .SL2(3).
(ii) If CG(Z)/Q ∼= SL2(3)× 2 then CH(Z) ∼ 31+2+ .(SL2(3)× 2).
(iii) Z(P ) = Z, P ∈ Syl3(H).
(iv) O2(CH(A)) = O2(CH(Z)) ∼= Q8 commutes with CQ(t).
(v) CH(R) = 〈R, t〉.
Proof. By Lemma 4.2 (iii), |P | = |CS(t)| = 34. We apply coprime action and an isomor-
phism theorem to see that
CCG(Z)/Q(t) = CCG(Z)(t)Q/Q
∼= CCG(Z)(t)/CQ(t).
Since CQ(t) = N2 ∼= 31+2+ and CCG(Z)/Q(t) ∼= SL2(3) or SL2(3) × 2, we have CH(Z) =
CCG(Z)(t) ∼ 31+2+ .SL2(3) or 31+2+ .(SL2(3) × 2). Recall that b ∈ CQ(t)\A = CQ(t)\J
therefore b ∈ P\R and by Lemma 4.9, CQ(b) = CS(b) ∈ Syl3(CG(b)). Hence Z(P ) 6
CP (b) 6 Q ∩ P = CQ(t). This implies that Z(P ) = Z and so NH(P ) 6 NH(Z). Suppose
P0 ∈ Syl3(H) and P < P0. Then P < NP0(P ). Therefore NP0(P ) 6 CG(Z) and NP0(P )
has order at least 35. Thus |Q∩NP0(P )| > 34. This is a contradiction since |CQ(t)| = 27.
Hence P ∈ Syl3(H). This proves (i)− (iii).
Consider CH(CQ(t)). We have that CG(CQ(t)) 6 CG(A) and by Lemma 4.2 (ii),
CG(A) 6 X. Furthermore, it follows from above that CX(t)/CQ(t) ∼= SL2(3). Now let T
be a Sylow 2-subgroup of H ∩X then T ∼= Q8. It follows also from Lemma 4.2 (ii) that
[T,A] = 1. Suppose that [CQ(t), T ] 6= 1. Then by coprime action, CQ(t) = A[CQ(t), T ].
Observe that [CQ(t), A, T ] = [Z, T ] = 1 and [A, T, CQ(t)] = 1. Thus by the three subgroup
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lemma, [CQ(t), T, A] = 1 which implies that A commutes with A[CQ(t), T ] = CQ(t) ∼= 31+2+
which is a contradiction. Hence, [T,CQ(t)] = 1. Since P is non-abelian and CH(CQ(t)) 6
X, we have that CH(CQ(t)) = Z × T . In particular, T is normal in CH(Z).
Now, observe that [O2(CH(Z)), CQ(t)] 6 O2(CH(Z))∩CQ(t) = 1. Hence O2(CH(Z)) 6
CH(CQ(t)). This implies that T = O2(CH(Z)). Moreover, since [T,A] = 1 and T ∈
Syl2(CH(A)), T = O2(CH(A)). This proves (iv).
Finally, since P is non-abelian, R ∈ Syl3(CH(R)) and so CH(R) has a normal 3-
complement, M say, by Burnside’s Theorem (1.19). Clearly M 6 CH(Z) and is normal-
ized by P . Thus [M,CQ(t)] 6 M ∩ CQ(t) = 1. Hence M 6 CH(CQ(t)) and so M = 〈t〉
and therefore CH(R) = 〈R, t〉 which completes the proof. 
Lemma 4.20. Suppose that CG(Z) 6= X. Then t is not conjugate to w in G.
Proof. Assume that CG(Z) 6= X. By Lemma 4.19, P ∈ Syl3(CG(t)) and Z(P ) = Z.
Furthermore, CH(Z)∩CG(t) ∼ (31+2+ ×Q8).(3×2) which in particular contains an element
of order four which squares to t. Suppose t is conjugate to w in G. By Lemmas 4.2 and 4.5,
CS(w) > N1CJ(w) and |N1CJ(w)| = 34 so, since CG(t) has Sylow 3-subgroups of order
34, CS(w) = N1CJ(w) ∈ Syl3(CG(w)) and clearly Z 6 Z(CS(w)). Thus CG(Z) ∩ CG(w)
must contain an element of order four which squares to w. However this is clearly not the
case. Thus w is not conjugate to t in G. 
Recall that Y is a natural NG(Y )/W -module and so NG(Y )/W is transitive on Y
#.
Fix x1, x2, x3 in L such that Y = Z ∪ Zx1 ∪ Zx2 ∪ Zx3 and set x0 := 1 so that Zx0 = Z.
We will now find an appropriate conjugate of t in each CG(Z
xi) ∩H.
Lemma 4.21. For each i ∈ {1, 2, 3} there exists ti ∈ O2(CG(Zxi)) such that [ti, t] = 1
and t is conjugate to ti in NG(J).
Proof. Recall that t does not normalize Y and so for each i ∈ {1, 2, 3}, Zxi  R = CJ(t).
Therefore, |Axi ∩ R| = 3 and so there exists some 1 6= a′ ∈ Axi ∩ R. Since a′ ∈ Axi\Zxi ,
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a′ ∈ 3A. Thus by Lemma 4.12 and Lemma 4.17, CG(a′) ∼= 3× Ω−6 (2) or 3× SO−6 (2). By
Lemma 1.45, we have further that CNG(J)(a
′) ∼ 34.Sym(4) or 34.(Sym(4)×2) respectively.
In either case, we observe that a Sylow 3-subgroup of CNG(J)(a
′) is transitive on the
set of Sylow 2-subgroups of CNG(J)(a
′). It follows from Lemma 4.2 that |CS(A)| = 35
and of course CS(A) normalizes J . Therefore, CSxi (A
xi) normalizes J and CSxi (A
xi) ∈
Syl3(CNG(J)(a
′)). Now txi ∈ O2(CG(Zxi)) and so txi centralizes a′ and normalizes J which
means that txi ∈ CNG(J)(a′). Thus, there exists g ∈ CSxi (Axi) such that 〈txig, t〉 is a
2-group. Set ti := t
xig then ti ∈ O2(CG(Zxi)). If 〈ti, t〉 is non-abelian then it must be
dihedral of order eight. In particular, J〈t, ti〉/J is contained in a subgroup of CNG(J)(a′)/J
which is isomorphic to Sym(4). However, since |CJ(t)| = 33, t /∈ O2(NG(J)). Therefore
t, ti /∈ O2(CNG(J)(a′)) so the image of both Jt and Jti in Sym(4) is a transposition. This
contradicts that 〈t, ti〉 ∼= Dih(8) and so [t, ti] = 1. Finally, xi ∈ NG(Y ) 6 NG(J) and
g ∈ Sxi 6 NG(J). Therefore t is conjugate to ti in NG(J). 
We set t0 := t and continue notation from Lemma 4.21 by fixing an involution ti in
O2(CG(Z
xi)) ∩H for each i ∈ {0, 1, 2, 3}.
Lemma 4.22. For {i, j} ⊂ {1, 2, 3}, [J, ti] 6 R and [J, ti] 6= [J, tj]. Moreover, either
[ti, tj] = 1 or the following hold.
(i) 〈ti, tj〉 ∼= Dih(8); and
(ii) 〈ti, tj〉 acts transitively on subgroups of [J, ti][J, tj] of order three.
Proof. By Lemma 4.2 (iii), [J, t0] = [Y, t0] 6 Q has order three and [Y, t0]# ⊂ 3D. Let
{i, j} ⊂ {0, 1, 2, 3} and suppose that [J, ti] = [J, tj]. Since Qxiti is central in CG(Z)xi/Qxi ,
we have that [J, ti] 6 〈Qxi , ti〉 ∩ J 6 Qxi ∩ J . Therefore [J, ti] = [J, tj] 6 Qxi ∩Qxj ∩ J =
Q∩Qx∩J = Y (by Lemma 3.6). However Y # ⊆ 3C whereas [J, ti]# ⊆ 3D and by Lemma
4.6, 3C 6= 3D. Hence [J, ti] 6= [J, tj]. Now for i ∈ {1, 2, 3}, [ti, t0] = 1, and so t0 normalizes
[J, ti]. If t0 inverts [J, ti] then [J, t0] = [J, ti] which we have just seen is not the case.
Therefore [J, ti, t0] = 1 and so [J, ti] 6 R.
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Now let {i, j} ⊂ {1, 2, 3} and suppose [ti, tj] 6= 1. Then D := 〈ti, tj〉 is a non-abelian
dihedral group and D 6 H∩NG(J). Set V := [J, ti][J, tj] then |V | = 9 and V is normalized
by D since [V, ti] 6 [J, ti] 6 V . Suppose J ∩ D 6= 1. Then D ∩ J must be inverted by
ti and tj which implies that [J, ti] ∩ [J, tj] 6= 1 which is a contradiction. So suppose that
3 | |D|. Then for some n ∈ Z, g := (titj)n has order three and 〈R, g〉 ∈ Syl3(H). Therefore
CR(g) = Z(〈R, g〉) is conjugate to Z by Lemma 4.19. Now 1 6= CR(ti) ∩ CR(tj) 6 CR(g)
and so we must have that CR(ti) ∩ CR(tj) = CR(g) = Zh for some h ∈ NH(J). In
particular, 2× 2 ∼= 〈t, ti〉 6 CG(Zh). Recall that 〈t, w〉 is a fours subgroup of CG(Z) and
so 〈t, ti〉 must be conjugate to 〈t, w〉 in NG(J). We also have that t is conjugate to ti in
NG(J) (where J 6 CG(Z∗)). Since t is not conjugate to w (by Lemma 4.20), we must
have that t is conjugate to tw by an element of NG(J). However this is a contradiction
since by Lemma 4.5 (ii), |CJ(tw)| = 32 < 33 = |CJ(t)|. Thus 3 - |D|.
Since D 6 NG(J) and NG(J) is a {2, 3}-group by Lemma 4.10, we have that D is a
2-group. In particular, we may apply coprime action to see that V = CV (D) × [V,D].
Suppose that CV (ti) = CV (tj). Then CV (D) 6= 1 which implies that [V, ti], [V, tj] 6 [V,D].
However this forces [J, ti] = [J, tj] which is a contradiction. Therefore, CV (ti) 6= CV (tj)
and so V = CV (ti)CV (tj).
Now let r ∈ Z(D) be an involution. Then r ∈ 〈titj〉. Suppose r centralizes V . Then
r centralizes CJ(ti) ∩ CJ(tj) which has order at least 32 and has trivial intersection with
V (as CV (ti) 6= CV (tj)). So r commutes with J . However by Lemma 4.7, CG(J) = J .
Thus r acts non-trivially on V which implies that D is isomorphic to a subgroup of
Aut(V ) ∼= GL2(3). Therefore we must have that D ∼= Dih(8) and so D necessarily acts
transitively on the subgroups of V of order three. 
Lemma 4.23. For {i, j} ⊂ {0, 1, 2, 3}, [ti, tj] = 1. In particular, [R, ti, tj] = 1.
Proof. Let {i, j} ⊂ {0, 1, 2, 3} and suppose that [ti, tj] 6= 1. Then {i, j} ⊂ {1, 2, 3} and
D := 〈ti, tj〉 ∼= Dih(8) acts transitively on the subgroups of V := [J, ti][J, tj] of order
three. Since ti is conjugate to t and [J, ti]
# ⊂ 3D, we have V # ⊂ 3D. Now titj has order
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four and by coprime action, R = [R, titj] × CR(titj). Since D acts transitively on the
subgroups of V # of order three, V 6 [R, titj] and since 1 6= CR(ti)∩CR(tj) 6 CR(titj), it
follows that |CR(titj)| = 3 and |[R, titj]| = 9 so V = [R, titj]. Now suppose titj normalizes
Z. Then either Z = CR(titj) or Z 6 [R, titj] = V . Since V # ⊂ 3D, we must have that
Z = CR(titj). However 1 6= CR(ti) ∩ CR(tj) 6 CR(titj) and so ti centralizes Z which
implies that ti centralizes ZZ
xi = Y . However, this contradicts Lemma 4.3 (i) which
says that CG(Y ) is a 3-group. Thus titj does not normalize Z and so R contains at least
four conjugates of Z, namely Z,Zti , Ztj , Ztitj which implies that |R ∩ 3C| > 8. Moreover,
since A 6 R, Ati 6 R and since Zti 6= Ztj , Ati 6= Atj . However 1 6= Ati ∩ Atj therefore
since |A ∩ 3A| = 6, we see that |R ∩ 3A| > 6 ∗ 4− (2 ∗ 6) = 12. However we now have a
contradiction since V # ⊂ 3D, which implies that |R∩3D| > 8 and 12+8+8 > 26 = |R#|.
We can therefore conclude that [ti, tj] = 1.
In particular, we have that [R, ti] is normalized by tj and so [R, ti, tj] 6 [R, ti]∩[R, tj] =
1. 
Lemma 4.24. (i) For {i, j} ⊂ {0, 1, 2, 3}, Zti 6= Ztj .
(ii) For {i, j} ⊂ {0, 1, 2, 3} there exists aij ∈ 3A such that Ati ∩ Atj = 〈aij〉 and for
{k, l} ⊂ {0, 1, 2, 3} 〈aij〉 = 〈ajk〉 if and only if {i, j} = {k, l}.
(iii) |R ∩ 3D| = 6, |R ∩ 3C| = 8 and |R ∩ 3A| = 12.
(iv) P contains at least four conjugacy classes of elements of order three.
Proof. Recall that t ∈ O2(CG(Z)) does not normalize Y and so ti ∈ O2(CG(Zxi)) does
not normalize Y xi = Y = ZZxi . However ti centralizes Z
xi and so does not normalize Z.
Therefore Zti 6= Z for each i ∈ {1, 2, 3}.
Let {i, j} ⊂ {1, 2, 3}. Since [J, ti] 6 R, [J, ti] = [R, ti]. Now we have [R, titj] =
[R, tj][R, ti]
tj = [R, tj][R, ti] as [R, ti, tj] = 1. Since [R, ti] = [J, ti] 6= [J, tj] = [R, tj],
[R, titj] has order nine. Since titj is an involution and coprime action gives R = CR(titj)×
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[R, titj], we must have |CR(titj)| = 3. Moreover if {i, j, k} = {1, 2, 3} then ti and tj com-
mute with [R, tk] so we have CR(titj) = [R, tk]. We also have that [R, titj] = [R, tj][R, ti] =
CR(tk). Recall that tk is conjugate to t by an element of NG(J) and so [R, tk] = [J, tk]
is conjugate to [J, t]. Therefore CR(titj)
# = [R, tk]
# ⊂ 3D. In particular, titj does not
centralize Z. Also since tk does not centralize Z we have that Z  [R, titj] = CR(tk) and
so titj does not invert Z. Therefore Z
titj 6= Z and so Zti 6= Ztj for every i 6= j ∈ {1, 2, 3}.
We conclude that Zti 6= Ztj for every i 6= j ∈ {0, 1, 2, 3} which proves (i). Also this
gives us that |R∩3C| > 8. Since [R, ti] 6= [R, tj] for {i, j} ⊂ {1, 2, 3}, we have |R∩3D| > 6.
Thus |R ∩ 3A| 6 12.
Recall that A 6 R and so Ati 6 R for each i ∈ {0, 1, 2, 3}. Now let {i, j}, {k, l} ⊂
{0, 1, 2, 3}. Since |R| = 33, we must have |Ati ∩ Atj | > 3 and since Zti 6= Ztj , we
have Ati ∩ Atj = 〈aij〉 for some aij ∈ 3A. We count conjugates of a in R. Firstly, A
contains 6 and At1 contains a further 4. Now At2 can contain only a further 2 and so
A∩At2 6= At1 ∩At2 . The same argument gives that At3 intersects each distinct conjugate
at a distinct subgroup of order three. This proves (ii).
Furthermore we get that |R ∩ 3A| = 12 and so |R ∩ 3D| = 6 and |R ∩ 3C| = 8 which
proves (iii).
Finally, for (iv) we apply Lemmas 4.6, 4.9 and 4.12 to see that the sets 3A, 3B, 3C
and 3D are pairwise distinct. 
Set Di := [R, ti] and define
• Ω1 := {δi|δi ∈ D#i , i ∈ {1, 2, 3}};
• Ω2 := {δiδj|δi ∈ D#i , δj ∈ D#j , {i, j} ⊂ {1, 2, 3}}; and
• Ω3 := {δ1δ2δ3|δi ∈ D#i , 1 6 i 6 3}.
Lemma 4.25. (i) R〈t1, t2, t3〉 ∼= Sym(3)× Sym(3)× Sym(3).
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(ii) R = D1D2D3, |〈t1, t2, t3〉| = 8 and t1t2t3 inverts R.
(iii) |Ω1| = 6, |Ω2| = 12 and |Ω3| = 8.
(iv) NH(R) acts transitively on Ω1 ⊂ 3D, Ω2 ⊂ 3A and Ω3 ⊂ 3C and irreducibly on R.
(v) |NH(R)| = 2434 if CG(Z) = X and |NH(R)| = 2534 otherwise.
Proof. For i ∈ {1, 2, 3}, we have seen that |CR(ti)| = 9. Moreover if {i, j, k} = {1, 2, 3}
then ti commutes with [R, tj][R, tk] by Lemma 4.23 and so CR(ti) = [R, tj][R, tk]. By
coprime action, R = [R, ti] × CR(ti) and so, R = [R, ti][R, tj][R, tk] = D1D2D3 and
furthermore R = CR(ti)CR(tj)CR(tk). Since each ti inverts Di and centralizes DjDk, it is
clear that t1t2t3 inverts R. This implies that 〈t1, t2, t3〉 does not have order 2 or 4 and so
must have order 8. Hence
∏
16i63〈Di, ti〉 ∼= Sym(3) × Sym(3) × Sym(3). This proves (i)
and (ii).
Part (iii) now follows immediately from R = D1D2D3.
Recall that b ∈ P\R and CR(b) commutes with 〈R, b〉 = P . Thus CR(b) = Z(P ) = Z.
This implies that 〈b〉 permutes the three subgroups D1, D2, D3 transitively. We may
assume b : D1 7→ D2 7→ D3 (else we may swap b for b2). So we choose d1 ∈ D#1 and then
set d2 := d
b
1 ∈ D2 and d3 := db2 ∈ D3. Therefore db3 = d1. Now consider the following
NH(R)-invariant partition of R
# = Ω1 ∪ Ω2 ∪ Ω3. Since t1 inverts D1 and centralizes
D2 and D3 and since s inverts R, it is clear that 〈b, t1, s〉 acts transitively on Ω2 and Ω3
and that b centralizes d1d2d3 ∈ Ω3. Thus it follows from (iii) and Lemma 4.24 (iii) that
Ω2 ⊂ 3A and Ω3 ⊂ 3C. We also clearly have Ω1 ⊂ 3D. In particular it is clear that
NH(R) acts irreducibly on R. This proves (iv).
Notice that CH(Z)∩NH(R) 6 CH(Z)∩NH(P ) since P = RN2 and N2 C CH(Z). Also
CH(Z)∩NH(P ) 6 CH(Z)∩NH(R) since R is the unique abelian subgroup of order 27 in
P (otherwise |Z(P )| > 9). Since CH(Z) ∼ 31+2+ .SL2(3) or CH(Z) ∼ 31+2+ .(SL2(3)× 2), we
have |CH(Z) ∩NH(R)| = |CG(Z) ∩NH(P )| = 342 or 3422 respectively. Since NH(R) acts
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transitively on Ω3 ⊂ 3C, we have that [NH(R) : NH(R) ∩ CG(Z)] = 8. Thus |NH(R)| =
2434 or 2534 respectively. 
Lemma 4.26. Let V 6 R with [R : V ] = 3. Then V ∩ 3A 6= ∅.
Proof. Since R = D1D2D3 = Ω1 ∪ Ω2 ∪ Ω3 ∪ {1} we calculate the possible subgroups of
R of order nine to be the following.
(i) 〈δi, δj〉 for {i, j} ⊂ {1, 2, 3}.
(ii) 〈δiδj, δjδk〉 for {i, j, k} = {1, 2, 3}.
(iii) 〈δi, δiδjδk〉 for {i, j, k} = {1, 2, 3}.
Therefore every subgroup of order nine contains an element in Ω2 ⊂ 3A. 
Set Ei := O2(CH(A
ti)) for i ∈ {0, 1, 2, 3}, Then Ei = O2(CH(Zti)) ∼= Q8 by Lemma
4.19. Set E := 〈E0, E1, E2, E3〉 and K := NH(E).
Lemma 4.27. (i) for {i, j} ⊂ {0, 1, 2, 3}, [Ei, R] = Ei and EiEj = O2(CH(aij)) where
aij ∈ Ati ∩ Atj (as in Lemma 4.24 (ii)).
(ii) E ∼= 21+8+ and NH(R) 6 K.
(iii) If N is any 3′-subgroup of H normalized by R then N 6 E.
(iv) NH(R) ∩ E = 〈t〉.
Proof. By Lemma 4.19 (iii), [E0, CQ(t)] = 1. Since P = CQ(t)R and 〈E0, P 〉 ∼ 31+2+ .SL2(3),
we see that [E0, P ] 6= 1 and so [E0, R] 6= 1. It follows that [E0, R] = E0. Hence
[E0, R]
ti = [Ei, R] = Ei for each i ∈ {0, 1, 2, 3}. So suppose for some i 6= j, O2(CH(A)ti) =
Ei = Ej = O2(CH(A)
tj). Then Ei commutes with A
tiAtj . By Lemma 4.24 (ii), Ati 6= Atj .
So if i 6= j then AtiAtj = R which implies that [Ei, R] = 1 which is a contradiction. Thus
for i 6= j, Ei 6= Ej.
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By Lemma 4.24 (ii), (Ati ∩ Atj)# = 〈aij〉# ⊂ 3A for i 6= j. Since Ei ∼= Ej ∼= Q8 and
Ei 6= Ej, by Lemma 1.44 (iii), [Ei, Ej] = 1 and EiEj = O2(H ∩ CG(aij)′) ∼= 21+4+ . Since
{i, j} ⊂ {0, 1, 2, 3} were arbitrary, we have E := E0E1E2E3 ∼= 21+8+ . Furthermore E is
normalized by R and since NH(R) acts on Ω3, NH(R) acts on the set {E0, E1, E2, E3}.
Hence NH(R) normalizes E = E0E1E2E3. This proves (i) and (ii).
Let N be a 3′-subgroup of H normalized by R. It follows from Lemma 4.24 (ii) that
A = Z∪〈a01〉∪〈a02〉∪〈a03〉. Hence, by coprime action, N = 〈CN(z), CN(a01), CN(a02), CN(a03)〉.
Now CN(z) is a 3
′-subgroup of CH(z) normalized by R and so CN(z) 6 E0. Fix
i ∈ {1, 2, 3} and set M := CN(a0i). Then M is normalized by R. By coprime action,
M = CM(R)[M,R]. By Lemma 4.19 (v), CM(R) 6 〈t〉. Now [M,R] 6 CG(a0i)′ ∼= Ω−6 (2)
and so by Lemma 1.44, [M,R] 6 O2(H ∩CG(a0i)′) = E0Ei. Thus M 6 E. Of course this
argument holds for each i ∈ {1, 2, 3} and so this proves that N 6 E. This proves (iii).
Finally observe that [NE(R), R] 6 E∩R = 1 and so NE(R) = CE(R) = 〈t〉 by Lemma
4.19 (v) which proves (iv). 
Recall that K = NH(E). We now determine the order and structure of K.
Lemma 4.28. We have that K = ENH(R) and CK(E) 6 E. Moreover, if CG(Z) = X,
then |K| = 292334 whereas if CG(Z) > X, then |K| = 292434.
Proof. Consider CK(E). If CK(E) is a 3
′-group, then by Lemma 4.27 (iii), CK(E) 6 E.
Suppose CK(E)∩P 6= 1. Since CP (E) E P , Z = Z(P ) 6 CP (E). This is a contradiction
since [Z,E] 6= 1. Hence CK(E) 6 E and so K/E is isomorphic to a subgroup of GO+8 (2)
by Lemma 1.6. Moreover, Lemma 4.27 (iii) also gives us that O3′(K) = E.
Let N be a subgroup of K such that E 6 N 6 K and N/E is a minimal normal
subgroup of K/E. Then N ∩ P 6= 1. Since N ∩ P C P , Z 6 N and so N ∩R 6= 1. Since
NH(R) 6 K acts irreducibly on R, R 6 N . Suppose PE/E ∈ Syl3(N/E). If N is a direct
product of two or more isomorphic simple groups then P is a direct product of two or
more of its subgroups which implies that P is abelian. Hence N/E is simple. Using [10]
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we see that the only simple subgroups of GO+8 (2) with Sylow 3-subgroups of order 3
4 are
Alt(9), Ω−6 (2) and SO7(2). However in each case N/E has just three conjugacy classes
of elements of order three which implies H has at most three classes of elements of order
three. However this contradicts Lemma 4.24 (iv). So we have RE/E ∈ Syl3(N/E). Since
N/E is a minimal normal subgroup of K/E, N/E is a direct product of isomorphic simple
groups and so is either simple or a direct product of three isomorphic simple groups. Thus,
analysis of the maximal subgroups of GO+8 (2) (again using [10]) ensures that N = ER.
Therefore by Lemma 1.1 (Frattini argument), we have K = ENK(R) = ENH(R) since
NH(R) 6 K. The order of K follows from Lemma 4.25 (v) and since NH(R) ∩ E = 〈t〉
by Lemma 4.27 (iv). 
Recall that H = H/〈t〉 and consider the following sets of elements of order two in
E = E0E1E2E3.
• Π1 := {pi | pi ∈ Ei, p2i = t, 0 6 i 6 3};
• Π2 := {pipj | pi ∈ Ei, pj ∈ Ej, p2i = p2j = t, {i, j} ⊂ {0, 1, 2, 3}};
• Π3 := {pipjpk | pi ∈ Ei, pj ∈ Ej, pk ∈ Ek, p2i = p2j = p2k = t, {i, j, k} ⊂ {0, 1, 2, 3}};
• Π4 := {p1p2p3p4 | pi ∈ Ei, p2i = t, 0 6 i 6 3}.
Note that |Π1| = 12, |Π2| = 54, |Π3| = 108, |Π4| = 81, that Π1 and Π3 consist of the
images in E of elements of order four in E whilst Π2 and Π4 consist of the images in E
of non-central elements of order two in E. Notice also that E
#
= Π1 ∪ Π2 ∪ Π3 ∪ Π4.
Observe that the sets Π1,Π2,Π3,Π4 are NH(R)-invariant since the set {E0, E1, E2, E3}
is NH(R)-invariant.
Recall from Lemma 4.25 (ii) that 〈t1, t2, t3〉 is elementary abelian of order eight. Define
2-groups T ‡ and T such that T ‡ = E〈t1, t2, t3〉 6 T ∈ Syl2(K). It follows from the non-
trivial action of 〈t1, t2, t3〉 on R that E ∩ 〈t1, t2, t3〉 = 1 and so |T ‡| = 212. By Lemma
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4.28, if CG(Z)/Q ∼= SL2(3), then |K| = 292434 and so T = T ‡. Otherwise |K| = 292534
and T > T ‡.
Recall that for i ∈ {1, 2, 3}, Di = [R, ti] and D#i ⊆ 3D.
Lemma 4.29. For i ∈ {1, 2, 3}, Di acts fixed-point-freely on E, K acts irreducibly on E,
|Z(T )| = 2 and Z(T ) = 〈t〉.
Proof. By Lemma 4.25 (iv), NH(R) acts transitively on Ω3 ⊂ 3C. Therefore NH(R) 6 K
acts transitively on the set {E0, E1, E2, E3}. Moreover [E0, R] = E0 by Lemma 4.27 (i)
and so R acts transitively on E0
#
. Thus K acts transitively on Π1. In particular, for
p0 ∈ E0#, CK(p0) has Sylow 3-subgroups of order 33. By Lemma 4.19 (iv), [CQ(t), E0] = 1
and so CQ(t) ∈ Syl3(CK(p0)).
Similarly, we have thatNH(R) acts transitively on Ω2 ⊂ 3A and for {i, j} ⊂ {0, 1, 2, 3},
EiEj = O2(CG(aij)) (Lemma 4.27 (i)). Therefore NH(R) 6 K acts transitively on the set
{EiEj|{i, j} ⊂ {0, 1, 2, 3}}. So consider pipj ∈ Π2. We have that [Ei, R] = Ei = CE(Ati)
and [Ej, R] = Ej = CE(A
tj) however Ati and Atj both normalize EiEj. Therefore R =
AtiAtj acts transitively on EiEj ∩ Π2 and so K acts transitively on Π2. Since the orbit,
{(pipj)K} has length a multiple of 27 and K > P ∈ Syl3(H), it is clear from Lemma 4.27
that 〈aij〉 ∈ Syl3(CK(pipj)).
Recall that b ∈ CQ(t)\A ⊆ P\R and since Z(P ) = Z, CR(b) = Z. Hence b per-
mutes the set {Zt1 , Zt2 , Zt3} and therefore b permutes {E1, E2, E3}. Pick p1 ∈ E1\〈t〉
then p1pb1p
b2
1 ∈ Π3 and commutes with 〈b〉. Since R preserves each Ei, CR(pipjpk) =
CR(pipj) ∩ CR(pjpk) = 〈aij〉 ∩ 〈ajk〉 = 1 by Lemma 4.24 (ii). Therefore Sylow 3-
subgroups of CK(pipjpk) are conjugate to 〈b〉. Since R preserves each Ei, we see that
{pipjpk}R = EiEjEk ∩ Π3. Since K is transitive on {E0, E1, E2, E3} it is clear that
{pipjpk}K = Π3.
Now consider CE(D1). For p0 ∈ E0, CR(p0) = CQ(t) ∩ R = A. Since A ∩ 3D = ∅
(Lemmas 4.6 and 4.12), p0 commutes with no conjugate of D1. We have calculated that
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for pipj ∈ Π2, 〈aij〉 ∈ Syl3(CK(pipj)). Furthermore, for pipjpk ∈ Π3, CK(pipjpk) has
Sylow 3-subgroups of order three which we have seen are conjugate to 〈b〉 (b ∈ 3B 6= 3D
by Lemma 4.9). Thus pipjpk commutes with no conjugate of Di. So suppose CE(D1) 6= 1.
Then there exists some p0p1p2p3 ∈ Π4 commuting with D1. However R preserves each set
Pi
#
and so CR(p0p1p2p3) = CR(p0p1) ∩ CR(p2p3) = 〈a01〉 ∩ 〈a23〉 = 1. Thus CE(D1) = 1.
Now we again observe that p1p
b
1p
b2
1 commutes with b and b ∈ CQ(t). By Lemma 4.19
(iv), we have that [E0, CQ(t)] = 1 and so [E0, b] = 1. Therefore for any p0 ∈ E0\〈t〉,
[p0p1p
b
1p
b2
1 , b] = 1 and so 81 - |{p0p1pb1pb21
K}| and K is not transitive on Π4. As before,
since R preserves each Ei, CR(p0p1p2p3) = CR(p0p1)∩CR(p2p3) = 〈a01〉∩〈a23〉 = 1. Hence
|{p0p1p2p3K}| is a multiple of 27 which is strictly less than 81 and so there are either two
or three K orbits on Π4.
Observe that no involution in Π1 ∪ Π2 ∪ Π3 lies in the centre of a Sylow 2-subgroup
of K since each orbit has even order and so an involution in Π4 must be 2-central in K.
Choose such an involution q0q1q2q3 ∈ Z(T )# then |{q0q1q2q3}K | is an odd multiple of 27
and so |{q0q1q2q3}K | = 27.
We have that q0q1q2q3 ∈ Z(T )# and t1t2t3 ∈ T . We claim that 〈q0q1q2q3〉 = Z(T ).
Suppose not then we have q0q1q2q3 6= p0p1p2p3 ∈ Z(T )#. Since t1t2t3 inverts R (Lemma
4.25 (ii)), it preserves the set {E0, E1, E2, E3}. Therefore [p0p1p2p3, t1t2t3] = 1 implies
[p0, t1t2t3] = [p1, t1t2t3] = [p2, t1t2t3] = [p3, t1t2t3] = 1.
Since q0q1q2q3 6= p0p1p2p3, for some 0 6 i 6 3, pi 6= qi and so Ei = 〈pi, qi〉 and furthermore,
[Ei, t1t2t3] = 1. We have seen that D1 acts fixed-point-freely on E and therefore on Ei.
Hence Ei = [Ei, D1] and so we have [Ei, t1t2t3, D1] = [Ei, D1, t1t2t3] = 1. Now, by the
three subgroup lemma, 1 = [D1, t1t2t3, Ei] = [D1, Ei] = Ei (since t1t2t3 inverts D1) which
is a contradiction. Thus 〈q0q1q2q3〉 = Z(T ) ∩ E and so there is only one K-orbit of 2-
central involutions in E. Hence Π4 consists of two K-orbits; one of length 27 containing
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2-central involutions and the other of length 54.
Suppose 〈t〉 < F 6 E where F C K. Then F is a union of K orbits on E. However
no union of K orbits has order 2n unless F = E. Hence K acts irreducibly on E. Also
since CK(E) 6 E (by Lemma 4.28), we have that Z(T ) 6 E and so Z(T ) = Z(E) = 〈t〉
as E is extraspecial. Since K/E acts faithfully on E, Z(T ) 6 E and so |Z(T )| = 2. 
The following lemma will allow us to apply the strongly 2-closed arguments in Lemma
1.26.
Lemma 4.30. Let g ∈ T ‡\E then |CE(g)| = 24.
Proof. Let g ∈ T ‡\E and let x ∈ 〈t1, t2, t3〉 such that Eg = Ex. Then for {i, j, k} =
{1, 2, 3}, we have that x equals Eti, Etitj or Etitjtk and so, in any case, inverts Di
(see Lemma 4.25). By Lemma 4.29, CE(Di) = 1 and so by Lemma 1.33, |CE(x)| 6 24.
However |CE(x)| > 24 by Lemma 1.31 and so |CE(x)| = 24. 
Lemma 4.31. We have T ∈ Syl2(G).
Proof. We show that E is characteristic in T . By Lemma 4.19 (v), CH(R) = 〈t〉R.
Therefore T/E acts faithfully on RE/E and so is isomorphic to a subgroup of GL3(3). In
particular the largest elementary abelian 2-subgroup of T/E has order 23. So suppose α is
an automorphism of T and E 6= Eα 6 T . Then Eα C T , EαE/E is elementary abelian of
order at most 23 and E ∩ Eα has order at least 25 and is central in EEα. If T = T ‡ then
we have that EEα 6 T ‡. So suppose that T ‡ < T . Then we have that T/E is non-abelian
and so Z(T/E) 6 T ‡/E. Since EEα/E C T , 1 6= EEα/E ∩ Z(T/E) 6 EEα/E ∩ T ‡/E.
Thus in either case we have that 1 6= EEα/E∩T ‡/E and so EEα∩T ‡ > E. By Lemma
4.30, |CE(EEα ∩ T ‡)| 6 24. However EEα ∩ T ‡ centralizes E ∩ Eα which has order at
least 25. This is a contradiction. Therefore E is characteristic in T . So let S ∈ Syl2(H)
and suppose T < S. Then T < NS(T ) and NS(T ) normalizes E. Therefore T < NS(T ) 6
NG(E) = K. This is a contradiction as T ∈ Syl2(K). Therefore T ∈ Syl2(H). Now since
Z(T ), the same argument proves that T ∈ Syl2(G). 
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Recall that when CG(Z)/Q ∼= SL2(3)×2 we have chosen an involution w as in Lemma
4.2. Furthermore, recall that in Lemma 4.18 we proved that if CG(Z)/Q ∼= SL2(3) × 2,
then either CG(w)/〈w〉 ∼= SO−6 (2) or CG(w)/〈w〉 ∼= SO7(2). We are now able to be more
precise.
Lemma 4.32. If CG(Z)/Q ∼= SL2(3)× 2, then CG(w)/〈w〉 ∼= SO7(2).
Proof. By Lemma 4.5 (ii), |CJ(w)| = 33 and by Lemma 4.19 (v), CH(R) = R〈t〉. There-
fore [R,w] 6= 1 and |CJ(w) ∩ R| = 9. Hence we may apply Lemma 4.26 to give us
that CJ(w) ∩ R contains an element in 3A. Let a′ ∈ CJ(w) ∩ R ∩ 3A. Then by
Lemma 4.25, a ∈ Ω2 and by Lemma 4.27 (i), CE(a′) ∼= 21+4+ . It therefore follows that
t ∈ [CG(a′), CG(a′)] ∼= Ω−6 (2) and by Lemma 1.44, t is 2-central in [CG(a′), CG(a′)].
By Lemma 4.20, w is not G-conjugate to t. Suppose that w ∈ [CG(a′), CG(a′)] ∼=
Ω−6 (2). Then, since w commutes with CJ(w) ∼= 33, we apply Lemma 1.44 again to see
that w is 2-central in [CG(a
′), CG(a′)]. However this would force w to be conjugate to t
which is a contradiction.
Thus w /∈ [CG(a′), CG(a′)] ∼= Ω−6 (2) and so by Lemma 1.45 (ii), CG(a′) ∩ CG(w) ∼=
3 × (2 × Sym(6)). Thus CG(w)/〈w〉 contains an element of order three with centralizer
3× Sym(6). We again apply Lemma 1.45 (ii) to see that CG(w)/〈w〉  SO−6 (2). We can
therefore conclude that CG(w)/〈w〉 ∼= SO7(2). 
Recall that X = O2(CG(Z)) and so in the case that CG(Z)/Q ∼= SL2(3)× 2, CG(Z) >
X.
Lemma 4.33. Suppose CG(Z)/Q ∼= SL2(3)× 2. Then w /∈ O2(G) and CO2(G)(Z) = X.
Proof. Recall that w normalizes J and centralizes t and therefore normalizes CJ(t) =
R. Hence w ∈ NH(R) 6 K. We have that CG(w)/〈w〉 ∼= SO7(2). We assume for a
contradiction that w ∈ O2(G) and so by Theorem 1.22, we may suppose that there exists
g ∈ G such that wg ∈ T ‡ and CT (wg) ∈ Syl2(CG(wg)) which has order 210.
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Suppose first that wg ∈ E. Since w is an involution, wg ∈ Π2 ∪Π4. So wg lies in a K-
orbit of length either 54 or 27. Hence |CT (wg)| > 211 which implies that |CT (wg)| > 211.
Therefore wg /∈ E. So we have wg ∈ T ‡\E. Since |CT (wg)| = 210, |CE(wg)| > 26.
Therefore |CE(Ewg)| > 25. This contradicts Lemma 4.30 (i). Thus w /∈ O2(G). It is now
clear that CO2(G)(Z) = X. 
We may now apply all previous results when CG(Z) = X to O
2(G). Recall that when
CG(Z) = X, Lemma 4.16 proves that G has an index three subgroup G˜. Recall that for
any subgroup B 6 G, we define B˜ = B ∩ G˜.
Lemma 4.34. If CG(Z) = X then K = H and H˜/E ∼= Sym(3)× Sym(3)× Sym(3).
Proof. Assume K < H. Then E 5 H. Set F := 〈EH〉 > E. By Lemma 4.16, G has
an index three normal subgroup G˜ and S ∩ G˜ = CS(A). Therefore P ∩ G˜ = R and so
H˜ < H. Clearly F 6 H˜. By Lemma 4.27 (iii), E is the unique largest 3′-subgroup of
H normalized by R and so R ∩ F 6= 1. Since NH(R) acts irreducibly on R, this implies
R 6 F . Suppose K ∩F = ER. Then by Lemma 4.27, NE(R) = 〈t〉 and NH(R) 6 K and
so NF (R) = R〈t〉 = CF (R). Therefore, by Theorem 1.19, F has a normal 3-complement
which implies E E H which is a contradiction. So K ∩ F > ER and it follows that E is
not a Sylow 2-subgroup of F . Thus T ∩ F > E. Recall that T = T ‡ = E〈t1, t2, t3〉 where
〈t1, t2, t3〉 is elementary abelian and so Ω(T ∩ F ) = T ∩ F .
Set N := O2′(F ). If N is a 3
′-subgroup of F then by Lemma 4.27 (iii), N 6 E which
implies N = 1. So suppose R ∩ N 6= 1. Then [R ∩ N,E] 6 N ∩ E = 1. However no
element of order three in R acts trivially on E. Thus N = O2′(F ) = 1.
By Lemma 4.31, T ∈ Syl2(H) and using Lemma 4.30 we see that if g ∈ T\E then
|CE(g)| = 24. Therefore we may apply 1.26 (since 8 = m(E) > m(T/E) + m(CE(g)) =
3+4 where m indicates the 2-rank) to H to say that E is strongly closed in T with respect
to H. Hence E is strongly closed in F ∩ T with respect to F .
Now we observe that by a Frattini argument, H = NH(R)F and so F = 〈EH〉 =
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〈ENH(R)F 〉 = 〈EF 〉. Finally we may apply Theorem 1.27 to F = 〈EF 〉 to get that
E = O2(F )Ω(T ∩ F ). However Ω(T ∩ F )  E and so Ω(T ∩ F )  E. This contradiction
proves that K = H.
Since G˜ ∩ S = CS(a), H˜ ∩ P = CP (a) = R. Therefore H˜ = ER〈t1, t2, t3〉. By Lemma
4.25 (i), R〈t1, t2, t3〉 ∼= Sym(3) × Sym(3) × Sym(3). Thus H˜/E ∼= Sym(3) × Sym(3) ×
Sym(3). 
Lemma 4.35. If CG(Z)/Q ∼= SL2(3), then G ∼= Ω+8 (2).3. If CG(Z)/Q ∼= SL2(3)× 2 then
G ∼= Ω+8 (2).Sym(3).
Proof. Assume CG(Z)/Q ∼= SL2(3) and we will first prove that G˜ ∼= Ω+8 (2). Set N :=
O2′(G˜) and suppose N 6= 1. Then 3 | |N | since Y normalizes no non-trivial 3′-subgroup of
G by Lemma 4.4. Therefore 1 6= S ∩N E S so Z(S)∩N 6= 1 and therefore Z 6 N . Now
we have that Z normalizes E and so [Z,E] 6 N ∩E = 1. However Z does not centralize
E. Thus N = 1. This implies that t /∈ Z∗(G˜) else t ∈ Z(G˜) which is not the case. Now
set M := O2(G˜) and consider H˜ ∩M . Since O2′(G˜) = 1 and T ∈ Syl2(G), 1 6= T ∩M E T
and so 1 6= Z(T ) ∩ M . By Lemma 4.29 Z(T ) = 〈t〉 and so t ∈ M . If E ∩ M = 〈t〉
then [E,R] 6 E ∩M = 〈t〉 which implies that R acts trivially on E/〈t〉 and therefore
[E,R] = 1 which is a contradiction. Thus E ∩M > 〈t〉. Since K acts irreducibly on E,
we have, E 6M . Recall that T = E〈t1, t2, t3〉 is a Sylow 2-subgroup of G and therefore a
Sylow 2-subgroup of G˜. Recall also that each ti is G-conjugate to t and so ti ∈M . Hence
T 6M and so we have G˜ = M .
We now apply Theorem 1.49 to G˜ to say that G˜ ∼= Ω+8 (2). Since Out(Ω+8 (2)) ∼= Sym(3),
G ∼= Ω+8 (2).3 is uniquely defined.
Now assume that CG(Z)/Q ∼= SL2(3)×2. Then we have that O2(G) ∼= Ω+8 (2).3. Thus
G ∼= Ω+8 (2).Sym(3). 
This completes the proof of Theorem B.
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Chapter 5
A 3-Local Characterization of the
Harada–Norton Sporadic Simple
Group
In [21] in 1975, Harada introduced a new simple group. He proved that a group with an
involution whose centralizer is a double cover of the automorphism group of the Higman–
Sims sporadic simple group is simple of order 214.36.56.7.11.19. In 1976, in his PhD thesis,
Norton proved such a group exists and thus we have the Harada–Norton sporadic simple
group, HN. The simple group was not proved to be unique until 1992. In [37], Segev proves
that there is a unique group G (up to isomorphism) with two involutions u and t such
that CG(u) ∼ (2.HS) : 2 and CG(t) ∼ 21+8+ .(Alt(5) o 2) with CG(O2(CG(t))) 6 O2(CG(t)).
We can therefore define the group HN by the structure of two involution centralizers in
this way.
In this chapter, we characterize HN by the structure of the centralizer of a 3-central
element of order three. The hypothesis we consider and the theorem we prove are as
follows.
Hypothesis C. Let G be a group and let Z be the centre of a Sylow 3-subgroup of G
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with Q := O3(CG(Z)). Suppose that
(i) Q ∼= 31+4+ ;
(ii) CG(Q) 6 Q;
(iii) Z 6= Zx 6 Q for some x ∈ G; and
(iv) CG(Z)/Q ∼= 2.Alt(5).
Theorem C. If G satisfies Hypothesis C then G ∼= HN.
In Section 5.1, we determine the structure of certain 3-local subgroups of G. We
identify a subgroup X 6 CG(Z) such that X/Q ∼= SL2(3). This solvable group X is
isomorphic to the centralizer of a 3-central element of order three in PSL4(3) and so the
analysis is very similar to that required in a somewhat similar recognition of PSL4(3) [4].
Moreover, 3-local arguments will often consider a subgroup of CG(Z) generated by two
distinct Sylow 3-subgroups and of course X is such a subgroup. The action of X on Q
allows us to see the fusion of elements of order three in Q. In particular, it allows us
to identify a distinct conjugacy class of elements of order three. In 3-local recognition
results, it is often necessary to determine CG(x) for each element x of order three in G.
In this case, we have just one further centralizer to determine which is isomorphic to
3× Alt(9). Thus we need an identification of Alt(9) from its 3-local subgroups. Observe
that in Alt(9), the centralizer of a 3-central element of order three is just a 3-group. This
makes identification of Alt(9) difficult. In Chapter 2, we describe some character and
modular character theoretic methods which allow us to overcome this difficulty. These
character theoretic results together with some local arguments give a necessary recognition
of Alt(9).
In Section 5.2, we determine the structure of CG(t) where t is a 2-central involution.
This requires a great deal of 2-local analysis, in particular, we must take full advantage of
our knowledge of the 2-local subgroups in Alt(9) and use a theorem due to Goldschmidt
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about 2-subgroups with a strongly closed abelian subgroup. The determination of CG(t)
seems to be much more difficult than similar recognition results (in Chapter 4 for example).
A reason for this may be that the 3-rank of CG(t)/O2(CG(t)) is just two whilst the 2-rank
is four. An easier example may have greater 3-rank and lesser 2-rank.
One conjugacy class of involution centralizer is not enough to recognize HN and so in
Section 5.3 we prove that G also has an involution centralizer which has shape (2.HS) : 2
by making use of a theorem of Aschbacher. The results of Sections 5.2 and 5.3 allow us
to apply the uniqueness theorem by Segev to prove that G ∼= HN.
It is hoped that the methods used in this chapter can soon be extended to recognize
the almost simple group Aut(HN) in a similar way.
5.1 Determining the 3-Local Structure of G
We begin by recalling Theorem 3.10 from Chapter 3 which concerns groups which satisfy
a more general hypothesis than Hypothesis C. Of course the conclusions of Theorem 3.10
hold under Hypothesis C. For the rest of this chapter we work under Hypothesis C however
we continue the notation from Theorem 3.10. In particular we fix a distinct conjugate
of Z in Q, Zx and set Y := ZZx, L := 〈Q,Qx〉, W := CL(Y ), S := QW , J := J(S)
and Z2 := J ∩ Q. We continue to fix an involution s ∈ L such that Ws ∈ Z(L/W ).
Furthermore we now choose an involution t such that Qt ∈ Z(CG(Z)/Q) and since s
normalizes CG(Z), we are able to choose t such that s and t commute. We also fix an
element of order three, z, such that Z = 〈z〉.
Lemma 5.1. (i) S ∈ Syl3(G) and Z = Z(S).
(ii) CG(Z)/Q acts irreducibly on Q/Z.
(iii) CQ(t) = Z = CQ(f) for every element of order five f ∈ CG(Z).
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(iv) There exists a group X such that S < X < CG(Z) with X/Q ∼= 2.Alt(4) ∼= SL2(3)
and such that X/Q has no central chief factors on Q/Z.
(v) CG(Y ) = W and L〈t〉 = NG(Y ) with L〈t〉/W ∼= GL2(3).
Proof. (i) It is clear that CG(Z) has Sylow 3-subgroups of order 3
6 and, by hypothesis,
Z is central in a Sylow 3-subgroup of G. Also |Q| = |W | = 35 and S = QW is a 3-group
with Q 6= W . Thus |S| = 36 and so S ∈ Syl3(CG(Z)) ⊂ Syl3(G) with Z(S) = Z.
(ii) This is because 2.Alt(5) has no non-trivial modules of dimension less than four
over GF(3). We can see this, for example, from the fact that 5 - |GL3(3)|.
(iii) By Theorem 3.10 (xiii), either CQ(t) = Z and [Q, t]/Z = Q/Z or CQ(t) ∼=
[Q, t] ∼= 31+2+ . However [Q, t]/Z is a non-trivial CG(Z)/Q-module and so must equal
Q/Z. Therefore CQ(t) = Z. Now, for f ∈ CG(Z) of order five, by coprime action,
Q/Z = CQ/Z(f) × [Q/Z, f ]. Since f acts fixed-point-freely on [Q/Z, f ], [Q/Z, f ]# has
order a multiple of five. Therefore Q/Z = [Q/Z, f ] and so CQ(f) = Z.
(iv) Observe (using [1, 33.15, p170] for example) that a group of shape 2.Alt(5) is
uniquely defined and has Sylow 2-subgroups isomorphic to Q8 with normalizer isomorphic
to SL2(3). Thus we may fix S < X < CG(Z) such that X/Q ∼= SL2(3). There can be no
central chief factor of X on Q/Z because Qt ∈ Z(X/Q) inverts Q/Z.
(v) Since Y 6= Z = Z(S), we have that W ∈ Syl3(CG(Y )). Suppose that CG(Y )
contains an involution. Since Sylow 2-subgroups of CG(Z) are quaternion of order 8, we
have that [Y,Qt] = 1 which is a contradiction since Qt inverts Q/Z. Suppose CG(Y )
contains an element of order five. Then we again have a contradiction since any element
of order five in CG(Z)/Q acts fixed-point-freely on Q/Z. Thus CG(Y ) is a 3-group and
so CG(Y ) = W . Now NG(Y )/W is isomorphic to a subgroup of GL2(3) and SL2(3) ∼=
L/W 6 NG(Y )/W so NG(Y )/W ∼= SL2(3) or GL2(3). Observe that t centralizes Z whilst
inverting Y/Z. Therefore Wt /∈ L/W and so NG(Y )/W ∼= GL2(3) and NG(Y ) = L〈t〉. 
128
For the rest of this section we fix a subgroup X of CG(Z) such that S < X < CG(Z)
and X/Q ∼= SL2(3).
Lemma 5.2. Q = 〈ZX/Q2 〉 and S/Q acts quadratically on Q/Z.
Proof. First observe that since X/Q ∼= SL2(3) and there is no central chief factor of X/Q
on Q/Z, any proper X/Q-submodule of Q/Z is necessarily a natural X/Q-module. Let
Z < V < Q such that V/Z is an X/Q-submodule and is therefore a natural module. Thus
S/Q acts non-trivially on V/Z. In particular this means V 6= Z2. So Z2 is not contained
in any proper X-invariant subgroup of Q. Thus Q = 〈ZX/Q2 〉.
By Theorem 3.10 (v), J = J(S) is abelian. Moreover Q 6 S and so Q normalizes J .
Thus [Q, J ] 6 J and so [Q, J, J ] = 1 as J is abelian. Now J  Q (as Q has no abelian
subgroups of order 34) and so S/Q = JQ/Q and therefore [Q/Z, JQ/Q, JQ/Q] = 1. 
We have thus satisfied the conditions of Lemma 1.36 and so we have the following
results.
Lemma 5.3. (i) Q/Z is a direct product of natural X-modules.
(ii) There are exactly four X-invariant subgroups N1, N2, N3, N4 < Q properly contain-
ing Z such that for i 6= j, Ni ∩Nj = Z.
(iii) Ni ∩ Z2 has order nine for each i and S ′ = Z2 = 〈Ni ∩ Z2|1 6 i 6 4〉.
(iv) For some i ∈ {1, 2, 3, 4}, Y 6 Ni and Ni is abelian.
(v) For i ∈ {1, 2, 3, 4}, X is transitive on Ni\Z.
Proof. Part (i) follows immediately from Lemma 1.36 which says that Q/Z is a direct
product of natural X/Q-modules. Let N1 and N2 be the corresponding subgroups of Q.
View N1/Z and N2/Z as vector spaces over GF(3). Since N1/Z and N2/Z are isomorphic
as X-modules, we may apply Lemma 1.34 to see that there are exactly four X-invariant
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subgroups of Q/Z. Let N3 and N4 be the corresponding normal subgroups of Q. Then
N3/Z and N4/Z are natural X-modules and for i 6= j, Ni ∩Nj = Z. This proves (ii).
By Theorem 3.10 (vi), Z2/Z = Z(S/Z) and Y 6 Z2 = J ∩ Q. Now for each i ∈
{1, 2, 3, 4}, CNi/Z(S) 6= 1 and so Z2∩Ni has order at least nine. In fact the order must be
exactly nine for were it greater then for some i, Ni = Z2 and then Ni∩Nj would have order
at least nine for each j 6= i. Now for each i 6= j, Ni∩Nj = Z and so Ni∩Z2 6= Nj∩Z2 and
so Z2 = 〈Ni ∩Z2|1 6 i 6 4〉. In particular we must have (without loss of generality) that
N1 ∩ J = Y . By Lemma 3.10, Y 6 S ′ 6 Z2. Suppose S ′ = Y . Then for any 2 6 i 6 4
Y  Ni and so [Ni, S] 6 Ni ∩ Y = Z. Therefore Ni 6 Z2 which is a contradiction. Thus
Y < S ′ = Z2 which proves (iii).
We have already that (without loss of generality) N1 ∩ Z2 = Y . Suppose that N1 is
non-abelian. Then CQ(N1) ∼= N1 ∼= 31+2+ . Since N1  W , S = WN1 and so we have that
S ′ 6 [W,N1]W ′N ′1 6 (W ∩N1)Y Z = Y (using Theorem 3.10 (iv)) which is a contradiction
since S ′ = Z2. This proves (iv).
Finally, since each Ni/Z is a natural X/Q-module, X is transitive on the non-identity
elements of Ni/Z. So let Z 6= Zn ∈ Ni/Z. Then 〈Z, n〉 C Q however |CQ(n)| = 34.
Therefore n lies in a Q-orbit of length three in Zn. Hence every element in Zn is conjugate
in X. Thus X is transitive on Ni\Z which completes the proof. 
For the rest of this section we continue the notation from Lemma 5.3 withN1, N2, N3, N4
chosen such that Y < N1 and satisfying the notation set in the following lemma also.
Lemma 5.4. Without loss of generality we may assume that N1 ∼= N2 is elementary
abelian and N3 ∼= N4 is extraspecial with [N3, N4] = 1.
Proof. By Lemma 5.3, N1 is abelian. So suppose Ni is non-abelian for some i ∈ {2, 3, 4}.
Then CQ(Ni) ∼= Ni ∼= 31+2+ is X-invariant and we may assume CQ(Ni) = Nj for some
i 6= j ∈ {2, 3, 4}. Now it follows that either Ni is abelian for every i = 1, 2, 3, 4 or without
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loss of generality N1 ∼= N2 and N3 ∼= N4 is non-abelian. So we assume for a contradiction
that N2, N3 and N4 are all abelian.
Since N1/Z is isomorphic as a GF(3)X/Q-module to N2/Z, for any m ∈ N1\Z there
is an n ∈ N2\Z such that Zn is the image of Zm under a module isomorphism. It then
follows (without loss of generality) that Znm is an element of N3/Z and Zn
2m is an
element of N4/Z. In particular x1 := nm ∈ N3 and x2 := n2m ∈ N4. Let g ∈ X have
order four then Qg2 = Qt inverts Q/Z and so
Zng
2
= Zn2 and Zmg
2
= Zm2. (5.1)
Also if Z 6= Za ∈ Ni/Z and g and h are elements of order four in X such that Q〈g〉 6= Q〈h〉
then Ni/Z = 〈Zag, Zah〉 and so Ni = Z〈ag, ah〉.
So consider [x1, x
g
2]. We calculate the following using commutator relations and using
that all commutators are in Z and therefore central.
[x1, x
g
2] = [nm, (n
2)
g
mg]
= [n,mg][m,mg][n, (n2)
g
][m, (n2)
g
]
= [n,mg][m, (n2)
g
] (since N1 and N2 are abelian)
= [n,mg][m,ng]2
= ([n,mg][m,ng]2)g (since commutators are central in X)
= [ng,mg
2
][mg, ng
2
]2
= [ng,m2][mg, n2]2 (by Equation 5.1)
= [ng,m]2[mg, n]
= [(n2)
g
,m][mg, n]
= [(n2)
g
,m][mg,m][(n2)
g
, n][mg, n] (since N1 and N2 are abelian)
= [(n2)
g
mg, nm]
= [xg2, x1].
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Thus [x1, x
g
2] = [x1, x
g
2]
−1 and so [x1, x
g
2] = 1. This holds for any element of order four in
X. Thus mn ∈ N3 commutes with N4 = Z〈(n2m)g, (n2m)h〉 where g and h are elements
of order four as above. Furthermore this argument works for any element of N3\Z and
so [N3, N4] = 1. However this contradicts our assumption that N3 and N4 are abelian. 
Lemma 5.5. For i ∈ {3, 4}, elements in Ni\Z are not conjugate into Z. In particular,
there are 12 elements of order three in Z2 which are not G-conjugate into Z.
Proof. Let {i, j} = {3, 4} and let a ∈ (Ni ∩ Z2)\Z. By Lemma 5.3 (v), every element in
Ni\Z is conjugate to a. Suppose that a ∈ ZG. Then we may again apply Lemmas 3.10
and 5.1 with 〈a〉 in place of Zx to see that |CG(〈a, Z〉)| = 35. Moreover CS(a) > 〈Nj, J〉
and 〈Nj, J〉 has order 35 so CG(〈a, Z〉) = 〈Nj, J〉. Furthermore S = QCG(〈a, Z〉) and
Q < S < X so we may also apply Lemma 5.3 (iv) to say that for some k ∈ {1, 2, 3, 4},
a ∈ Nk and Nk is abelian. By Lemma 5.4, k ∈ {1, 2}. Therefore a ∈ Ni ∩Nk and i 6= k.
This implies that a ∈ Z which is a contradiction. Thus a is not conjugate into Z and
therefore no element in Ni\Z is conjugate into Z.
Furthermore, by Lemma 5.3 (iii), we see that Z2 contains twelve elements of order
three which are not conjugate into Z. These are contained in N3 ∩ Z2 and N4 ∩ Z2. 
Lemma 5.6. (i) Let i ∈ {1, 2, 3, 4} and set Si := CS(Z2 ∩ Ni) then |Si| = 35 and
|Z(Si)| = 9.
(ii) S ′1 = Z(S1) = Z2 ∩ N1 = Y , S ′2 = Z(S2) = Z2 ∩ N2, S ′3 = Z(S4) = Z2 ∩ N4 and
S ′4 = Z(S3) = Z2 ∩N3.
In particular Si 6= Sj for each i 6= j.
Proof. By Lemma 5.3, |Z2 ∩Ni| = 9 for each i ∈ {1, 2, 3, 4} and by Lemma 3.10, Z2 6 J
and J is elementary abelian of order 81. Therefore J 6 Si. Hence Si > 〈J,CQ(Z2 ∩Ni)〉.
Since CQ(Z2 ∩ Ni) has order 34 and is non-abelian, |〈J,CQ(Z2 ∩ Ni)〉| > 35. Moreover
since |S| = 36 and Z(S) = Z has order three, it follows that Si = 〈J,CQ(Z2 ∩ Ni)〉 has
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order 35. Now by Theorem 3.10 (viii), for each i ∈ {1, 2, 3, 4}, |Z(Si)| = 9 and therefore
Z(Si) = Ni ∩ Z2.
Now for i ∈ {1, 2, 3, 4}, we have that Z 6 S ′i. If S ′i = Z then Q/Z and Si/Z are two
distinct abelian subgroups of S/Z of index three. This implies that S/Z has centre of order
at least 33. However by Theorem 3.10 (vi), Z2/Z = Z(S/Z) has order nine. Thus S ′i > Z.
Now for i = 1, by Lemma 5.3, Y 6 N1∩Z2 and so Z(S1) = N1∩Z2 = Y . Furthermore, for
i ∈ {1, 2}, Ni is abelian and so Ni 6 Si. Therefore S ′i 6 S ′ ∩Ni = Z2 ∩Ni since Ni C Si.
For {i, j} = {3, 4}, [Ni, Nj] = 1 and so Nj 6 Si. Therefore S ′i 6 S ′ ∩Nj = Z2 ∩Nj since
Nj C Si. 
Continue notation such that Si = CS(Ni ∩ Z2).
Lemma 5.7. Every element of order three in S lies in the set Q ∪ S1 ∪ S2 and the cube
of every element of order nine in S is in Z.
Proof. By hypothesis, Q has exponent three and by Theorem 3.10 (v), so does J . So let
g ∈ S such that g /∈ Q ∪ J . Then g = cb for some c ∈ Q\J and some b ∈ J\Q. We
calculate using the equality c[b, c][b, c, c] = [b, c]c and using that b ∈ J so commutes with
all commutators in S ′ = Z2 6 J .
cbcbcb = c2b[b, c]bcb
= c2b2[b, c]cb
= c2b2c[b, c][b, c, c]b
= c2b2cb[b, c][b, c, c]
= [c, b][b, c][b, c, c]
= [b, c, c].
Since c ∈ Q\J = Q\Z2, Z2〈c〉 is a proper subgroup of Q properly containing Z2. As
Z2 ∩Ni has order nine for each i ∈ {1, 2, 3, 4}, Z2Ni has order 81. Thus Z2〈c〉 = Z2Ni for
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some i ∈ {1, 2, 3, 4}.
If Z2〈c〉 = Z2N1 = CQ(Y ) then cb ∈ W and W has exponent three.
Suppose Z2〈c〉 = Z2N2. Then S2 = CS(Z2 ∩ N2) = J〈c〉 and S ′2 = Z2 ∩ N2 therefore
[b, c] ∈ Z2 ∩ N2 is central in Z2〈c〉 = Z2N2. Therefore [b, c, c] = 1 and so cb has order
three.
Now suppose Z2〈c〉 = Z2N3 (and a similar argument holds if Z2〈c〉 = Z2N4). Then
S4 = CS(Z2 ∩N4) = J〈c〉 and [b, c] ∈ S ′4 = Z2 ∩N3. Suppose cbcbcb = [b, c, c] = 1. Then
[b, c] commutes with J〈c〉 = S4 and so [b, c] ∈ S ′4 ∩Z(S4) = Z. Thus S4 = J〈c〉 = Z2〈b, c〉
and so [S4, S4] = 〈[Z2, c], [Z2, b], [c, b]〉. However [Z2, c] 6 Z, [Z2, b] = 1 and [c, b] ∈ Z
which is a contradiction since [S4, S4] = N3 ∩ Z2 > Z. Thus [b, c, c] 6= 1 and cb has
order nine (no element can have order 27 since Q has exponent three). Furthermore,
(cb)3 = [b, c, c] ∈ [Z2 ∩N4, c] 6 [Q,Q] = Z and so the cube of every such element of order
nine is in Z. 
Lemma 5.8. For each i ∈ {3, 4}, if a ∈ Z(Si)\Z then Z(Si/〈a〉) = Z(Si)/〈a〉.
Proof. Let {i, j} = {3, 4} then by Lemma 5.6, we have that S ′i = Z(Sj) and S ′j = Z(Si).
So let a ∈ Z(Si)\Z and suppose Z(Si/〈a〉) > Z(Si)/〈a〉. Let V 6 Si such that a ∈ V
and Z(Si/〈a〉) = V/〈a〉 then |V | > 33. Therefore Si/V is abelian and so S ′i 6 V .
Therefore [S ′i, Si] 6 〈a〉. However Si normalizes Z(Sj) = S ′i and so [S ′i, Si] 6 〈a〉 ∩ S ′i =
〈a〉∩Z(Sj) = 1 since Z(Si)∩Z(Sj) 6 Ni∩Nj = Z. However this implies that S ′i 6 Z(Si)
and so Nj ∩ Z2 6 Ni ∩ Z2 which is a contradiction. Therefore Z(Si/〈a〉) = Z(Si)/〈a〉. 
We fix an element of order three a in Q such that a ∈ (N3 ∩ Z2)\Z and therefore
a /∈ ZG by Lemma 5.5. Let 3A := {ag|g ∈ G} and 3B := {zg|g ∈ G}. We show in the
rest of this section that these are the only conjugacy classes of elements of order three in
G.
Lemma 5.9. |CS(a)| = 35, |aG∩Q| = |aCG(Z)∩Q| = 120 and |zG∩Q| = |zxCG(Z)∩Q|+2 =
122. In particular, Q# ⊂ 3A ∪ 3B.
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Proof. We have chosen a ∈ N3∩Z2 and so by Lemma 5.6, CS(a) = CS(〈Z, a〉) = CS(N3∩
Z2) = S3 which has order 3
5. Now let q ∈ Q\Z and consider [CG(Z) : CCG(Z)(q)].
By Lemma 5.1 (iii), an element of order five acts fixed-point-freely on Q/Z so we have
that 5 | [CG(Z) : CCG(Z)(q)]. Suppose 2 | |CCG(Z)(q)|. Then there exists an involution
t0 ∈ CCG(Z)(q) and necessarily Qt0 = Qt (since CG(Z) has Sylow 2-subgroups which
are quaternion of order eight). However this implies that q ∈ CQ(t0) = CQ(t) = Z (by
Lemma 5.1 (iii)) which is a contradiction. So 8 | [CG(Z) : CCG(Z)(q)]. Furthermore q is
not 3-central in CG(Z) and so 3 | [CG(Z) : CCG(Z)(q)]. Therefore [CG(Z) : CCG(Z)(q)] is a
multiple of 120. Now there exists zx ∈ Q\Z which lies in a CG(Z)-orbit in Q of length at
least 120 and also there exists a ∈ Q which is not conjugate to z and lies in a CG(Z)-orbit
in Q of length at least 120. Since a is not conjugate to zx, these orbits are distinct. Thus
|aG ∩Q| = |aCG(Z) ∩Q| = 120 and |zG ∩Q| = |zxCG(Z) ∩Q|+ 2 = 122. 
Lemma 5.10. (i) |CJ(t)| = 32 and t inverts S/J .
(ii) |NG(S) ∩ CG(Z)| = 3622 and |NG(S)| = 3623.
(iii) There exists an element of order four e ∈ NG(S) ∩ CG(Z) such that e2 = t and e
does not normalize Y .
Proof. Using Theorem 3.10 (xiii), |CJ(t)| = 32 and t inverts S/J . This proves (i).
Now, CG(Z)/Q ∼= 2.Alt(5) and the normalizer of a Sylow 3-subgroup in 2.Alt(5) has
order 223 with a cyclic Sylow 2-subgroup. Thus |NG(S) ∩ CG(Z)| = 3622 and since s
inverts Z, |NG(S) ∩ NG(Z)| = 3623. Furthermore, we may choose an element of order
four e ∈ CG(Z) that squares to t and normalizes S. Suppose e normalizes Y . Then e2 = t
centralizes Y which is impossible. This completes the proof of (ii) and (iii). 
Lemma 5.11. (i) J# ⊆ 3A ∪ 3B.
(ii) N#2 ⊆ 3B and CW (s)# ⊆ 3A.
(iii) Every element of order three in S is in the set 3A ∪ 3B.
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(iv) For every q ∈ Q there exists P ∈ Syl3(CG(Z)) such that q ∈ J(P ).
(v) No non-trivial 3′-subgroup of G is normalized by Y .
Proof. (i) We have that J/Y is a natural L/W -module and so there are four L-images
of Z2 in J intersecting at Y . By Lemma 5.9, Q
# ⊆ 3A ∪ 3B. Therefore Z#2 ⊆ 3A ∪ 3B
which implies that J# ⊆ 3A ∪ 3B.
(ii) We have that for i ∈ {1, 2, 3, 4}, by Lemma 5.3 (v), X is transitive on Ni\Z and
so either Ni\Z ⊆ 3A or Ni\Z ⊆ 3B. By Lemma 5.10 (iii), there exists e ∈ NG(S) such
that Y e 6= Y . Therefore Y e = Ni ∩ Z2 for some i ∈ {2, 3, 4}. We have that Ni\Z ⊆ 3A
for i = 3, 4 and so Y e = N2 ∩ Z2. Thus N#2 ⊆ 3B. Now there are five conjugates
of X in CG(Z) and therefore five images of N1 and of N2 in CG(Z) (since if Ni was
normal in two distinct conjugates of X then Ni would be normal in CG(Z)). For each
i ∈ {1, 2}, Ni\Z contains 24 conjugates of z. Since Q\Z contains 120 conjugates of Z,
there exists i ∈ {1, 2} and g ∈ CG(Z) such that Y 6 N gi C Xg and N gi 6= N1. Now
consider CQ(Y ) which is normalized by s (as s normalizes Q and Y ). By Theorem 3.10
(xi), 3 ∼= CW (s) 6 Q ∩ Qx. Therefore |CCQ(Y )(s)| = 3. Now there are four proper
subgroups of CQ(Y ) properly containing Y . These include Q ∩ Qx, Z2, N1 and N gi . We
have that s normalizes at least two subgroups: Z2 = S
′ 6= Q ∩ Qx. Suppose that s
normalizes N1 and N
g
i . If s inverts N1 then N1 6 [W, s] ∩ Q = J ∩ Q = Z2 which is a
contradiction (as |N1 ∩ Z2| = 9). Therefore N1 = Y CW (s) = Q ∩ Qx and by the same
argument N gi = Q ∩ Qx which is a contradiction since N gi 6= N1. Therefore at least one
of N1 and N
g
i is not normalized by s. We assume that N
s
1 6= N1 (and the same argument
works if N gsi 6= N gi ). Now consider |CQ(Y ) ∩ 3A|. Since Q/N1 is a natural X/Q-module,
there are four X-conjugates of CQ(Y ) in Q intersecting at N1. Each must contain exactly
120/4=30 conjugates of a. Thus |CQ(Y ) ∩ 3A| = 30. Clearly N1 ∩ 3A = N s1 ∩ 3A = ∅
and |Z2 ∩ 3A| = 12 by Lemma 5.5. Therefore we have |Q ∩Qx ∩ 3A| = 18. In particular
this implies CW (s)
# ⊆ 3A.
(iii) By Lemma 5.7, every element of order three in S lies in Q ∪ CS(N1 ∩ Z2) ∪
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CS(N2 ∪ Z2) and the cube of every element of order nine is in Z. Since N1 ∩ Z2 = Y ,
CS(N1 ∩ Z2) = W and since N#2 ⊆ 3B and CG(Z) is transitive on Q ∩ 3B\Z, N1 ∩ Z2 is
conjugate in CG(Z) to N2 ∩Z2. Therefore S2 = CS(N2 ∩Z2) is conjugate to W . Now, by
Lemma 3.10 (ix), W/(Q∩Qx) is a natural L/W -module and so there are four L-conjugates
of CQ(Y ) in W and this accounts for every element of W . Since CQ(Y )
# ⊆ Q# ⊆ 3A∪3B,
W# ⊆ 3A ∪ 3B and therefore every element of order three in S is in 3A ∪ 3B.
(iv) Since zx, a ∈ Z2 6 J(S) = J and every element in Q\Z is CG(Z)-conjugate to
one of these, every element in Q lies in the Thompson subgroup of a Sylow 3-subgroup of
CG(Z).
(v) By Theorem 3.10 (xii), any 3′-subgroup of G normalized by Y commutes with Y .
However CG(Y ) = W is a 3-group. 
Lemma 5.12. NG(Z2) = NG(S) = NG(J) ∩NG(Z) and CG(Z2) = J = CG(J).
Proof. We clearly have, NG(S) 6 NG(Z(S)) ∩ NG(J(S)) = NG(Z) ∩ NG(J). However
NG(Z) ∩ NG(J) normalizes Q = O3(NG(Z)) and J and therefore normalizes S = QJ
and so we have NG(S) = NG(Z) ∩ NG(J). By Lemma 5.3, |Z2 ∩ Ni| = 9 for each
i ∈ {1, 2, 3, 4}. Also by Lemma 5.3, Z2 = 〈Ni ∩ Z2|1 6 i 6 4〉 and no element of N3\Z
or N4\Z is conjugate to z by Lemma 5.5. Lemma 5.11 (ii) says that N#2 ⊆ 3B and so
Z2∩3B = (N1∩Z2)#∪(N2∩Z2)#. Therefore NG(Z2) preserves this set and therefore also
preserves the set (N1 ∩Z2)∩ (N2 ∩Z2) = Z. Hence NG(Z2) 6 NG(Z). Since J is abelian,
J 6 CG(J) 6 CG(Z2) 6 CG(Y ) = W and since Z(W ) = Y (by Theorem 3.10 (iv)),
J = CG(Z2) = CG(J). Therefore NG(Z2) 6 NG(J) and so NG(Z2) 6 NG(Z) ∩ NG(J).
Clearly NG(S) 6 NG([S, S]) = NG(Z2) which gives us that NG(Z2) = NG(Z) ∩ NG(J)
therefore completing the proof. 
Lemma 5.13. NG(Z)/Q ∼= 4.Alt(5) ∼= 4 ∗ SL2(5).
Proof. We have chosen an involution s ∈ NG(Z)\CG(Z) such that Ws ∈ Z(NG(Y )/W ).
Observe that CG(Z) has ten Sylow 3-subgroups and s normalizes one of these, namely
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S. Clearly, s must normalize at least one further Sylow 3-subgroup of CG(Z). Let
S 6= R ∈ Syl3(CG(Z)) be normalized by s. We have that s inverts J and centralizes S/J ,
therefore 9 = |CS/J(s)| = |CS(s)J/J | = |CS(s)/CJ(s)| = |CS(s)|. Notice that s inverts
S/Q = QJ/Q ∼= J/(Q ∩ J) and so CS(s) 6 Q and therefore |CQ(s)| = 9. By coprime
action, we have Q/Z = CQ/Z(s)× [Q/Z, s] and Z2/Z 6 [Q/Z, s]. Since CQ(s) ∼= CQ/Z(s)
has order nine, Z2/Z = [Q/Z, s]. Suppose that [R/Q, s] = 1. Then R/Q normalizes
[Q/Z, s] = Z2/Z. Therefore Z2 C 〈S,R〉 which contradicts Lemma 5.12 which says that
NG(Z2) = NG(S)  R. Thus s must invert R/Q.
Now we have that NG(Z)/CG(Z) acts on CG(Z)/Q ∼= 2.Alt(5) so suppose this action
is non-trivial. Then 〈CG(Z)/Q,Qs〉 ∼ 2.Sym(5). There are two isomorphism types of
group with shape 2.Sym(5). One of these has no involutions outside its 2-residue which
is clearly not the case in 〈CG(Z)/Q,Qs〉 since Qs is such an involution. The other has
one class of involutions outside its 2-residue and these commute with a Sylow 3-subgroup.
However we have seen that Qs commutes with no Sylow 3-subgroup of CG(Z)/Q. Hence
〈CG(Z)/Q,Qs〉  2.Sym(5). Thus 〈CG(Z)/Q,Qs〉 has centre of order four. By Theo-
rem 3.2.2 in [17, p64], since NG(Z)/Q acts irreducibly on Q/Z, Z(NG(Z)/Q) is cyclic.
Therefore 〈CG(Z)/Q,Qs〉 = NG(Z)/Q ∼ 4.Alt(5). 
Lemma 5.14. Let A ∈ Syl2(CG(Z)) such that t ∈ A and suppose that f ∈ A such that
f 2 = t. Then Z ∈ Syl3(CG(f)) ∩ Syl3(CG(A)).
Proof. We have that CQ(A) = CQ(f) = Z since f
2 = t and CQ(t) = Z. By coprime
action,
4 ∼= CCG(Z)/Q(f) = CCG(Z)(f)Q/Q ∼= CCG(Z)(f)/CQ(f)
and
2 ∼= CCG(Z)/Q(A) = CCG(Z)(A)Q/Q ∼= CCG(Z)(A)/CQ(A).
Therefore Z ∈ Syl3(CG(Z)∩CG(f)) and Z ∈ Syl3(CG(Z)∩CG(A)). Thus Z ∈ Syl3(CG(f))∩
Syl3(CG(A)). 
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Lemma 5.15. [NG(J) : CNG(J)(a)] = 48, [NG(J) : CNG(J)(Z)] = 32 and |NG(J)| = 3627.
Proof. By Theorem 3.10 (ix), J/Y is a natural L/W -module and so J contains four L-
conjugates of Z2 with pairwise intersection Y . By Lemma 5.3, Z2 = 〈Ni ∩ Z2|1 6 i 6 4〉.
Since the conjugates of z lie in N1 ∪ Z2 and N2 ∪ Z2, |Z2 ∩ 3B| = 8 + 6 = 14 and so
|J ∩ 3B| = 8 + (4 ∗ 6) = 32. Therefore, by Lemma 1.15, [NG(J) : CNG(J)(z)] = 32.
Now by Lemma 5.10, |CNG(J)(z)| = 3622 and so |NG(J)| = 3627. Since J# ⊆ 3A ∪ 3B,
|J ∩ 3A| = 48 and so [NG(J) : CNG(J)(a)] = 48. 
Recall that L 6 NG(Y ) and L/J ∼= 3× SL2(3) using Theorem 3.10. Recall also that a
group H is said to be 3-soluble of length one H/O3′(H) has a normal Sylow 3-subgroup
which is to say that H = O3′,3,3′(H).
Lemma 5.16. We have that O2(L/J) 6 O2(NG(J)/J) ∼= 21+4+ and NG(J)/J is 3-soluble
of length one.
Proof. Set K := NG(J) and K = K/J . Then K has order 3
227 and S ∈ Syl3(K).
Consider O3(K). Recall using Theorem 3.10 that W = O3(L). Therefore O3(K) 6 W . If
O3(K) = W then K 6 NG(W ) 6 NG(Y ) (as Z(W ) = Y ) and it follows from Lemma 5.1
(v), |NG(Y )| < |NG(J)| so we have that O3(K) = J .
By Burnside’s pαqβ-Theorem [17, 4.3.3, p131], K is solvable. Let N be a subgroup of
K such that J 6 N and N = O2(K). Then N 6= 1 since K is solvable and O3(K) = 1.
Recall that s inverts J and so s ∈ Z(K), in particular, s ∈ N . Moreover N is the
Fitting subgroup of K, F (K), and so by [28, 6.5.8] CK(N) 6 N . If any element in S
centralizes N/Φ(N) then by Theorem 1.12, such an element centralizes N and so is the
identity. Therefore S acts faithfully on N/Φ(N) and so by calculating the order of a
Sylow 3-subgroup in GLn(2) for n = 1, 2, 3 we see that |N/Φ(N)| > 24. Moreover, since
s is central in K, we have that S acts faithfully on N/〈s,Φ(N)〉 and so |N | > 25. We use
Lemma 5.10 (iii) to find e ∈ NG(S) such that e2 = t and e does not normalize Y . Since t
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inverts S, by Lemma 5.10 (i), 〈e〉 ∩N = 1. Thus |N | 6 25 and so we have that |N | = 25
and furthermore that K = NS〈e〉 and so K is 3-soluble of length one.
By Theorem 3.10(x), W/J E L/J ∼= 3 × SL2(3). It is clear that Q8 ∼= O2(L) 6 N .
Since e normalizes S but not Y , we have that Q8 ∼= O2(Le) 6 N and O2(L) 6= O2(Le).
Thus by setting A = O2(L) and B = O2(Le) we may apply Lemma 1.37 to see that
N ∼= 21+4+ which completes the proof. 
Note that we may also use Lemma 1.37 to see that O2(NG(J)/J) is unique up to
conjugation in GL4(3). It therefore follows that NG(J)/J is isomorphic to a subgroup of
NGL4(3)(GO
+
4 (3)) ∼ GO+4 (3).2.
Lemma 5.17. CS(s) = 〈α1, α2〉 ∼= 3 × 3 where α1, α2 ∈ 3A and there exist 〈α1, α2〉-
invariant subgroups Q8 ∼= Xi 6 CG(s) ∩ CG(αi) for i ∈ {1, 2} such that s ∈ Xi and
[X1, X2] = 1.
Proof. Consider D := CNG(J)(s)
∼= CNG(J)(s)J/J = CNG(J)/J(s) = NG(J)/J . This is
a group of order 2732 in which O2(D) ∼= 21+4+ . Let P := CS(s) then by Lemma 5.16,
D = O2(D)ND(P ). By Lemma 5.11 (ii), CW (s)
# ⊆ 3A so let 〈α1〉 := CW (s) 6 P . Recall
that using Lemma 5.10 (iii) there is an element of order four e ∈ CG(Z) which normalizes
S but not Y and so W 6= W e = CG(Y e) 6 S. Moreover by Lemma 5.17, NG(S) has
abelian Sylow 2-subgroups and so we may assume that [e, s] = 1 and so e ∈ D. Therefore,
αe1 =: α2 ∈ CW e(s) and P = 〈α1, α2〉. By Lemma 3.10(x), W/J E L/J ∼= 3 × SL2(3).
Therefore L/J = CL/J(s) = CL(s)J/J ∼= CL(s) ∼= 3× SL2(3) and CW (s) C CL(s) implies
that α1 is central in CL(s). It follows that Q8 ∼= X1 := O2(CL(s)) 6 O2(CK(s)). In the
same way, α2 is central in CLe(s) and Q8 ∼= X2 := O2(CLe(s)) 6 O2(CK(s)). Now we
simply apply Lemma 1.7 to see that [X1, X2] = 1. 
Lemma 5.18. CG(a)  NG(J).
Proof. By Lemma 5.11 (ii) and (iv), there exists b ∈ Q ∩ Qx ∩ 3A and there exists
R ∈ Syl3(CG(Z)) such that b ∈ J(R). The same lemma applied to CG(Zx) says that
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there exists P ∈ Syl3(CG(Zx)) such that b ∈ J(P ). If Q ∩Qx 6 J(R) then Y 6 J(R) 6
CG(Y ) = W . Hence J(R) = J(W ) = J (see Theorem 3.10 (v)) however Q ∩ Qx  J
(by Theorem 3.10 (xi) since 1 6= CW (s) 6 Q ∩ Qx but J is inverted by s). Therefore
CR(b) = J(R)(Q ∩Qx) and similarly CP (b) = J(P )(Q ∩Qx).
Suppose J(P ) = J(R). Then J(R) is normalized by 〈Q,Qx〉 = L. However O3(L) =
W (see Theorem 3.10) and so b ∈ J(R) = J(W ) = J which is a contradiction and so
J(P ) 6= J(R). This implies that CG(b) has two distinct Sylow 3-subgroups with distinct
Thompson subgroups. Since a is conjugate to b, it follows that CG(a)  NG(J). 
Lemma 5.19. CQ(a)\J * 3A.
Proof. Recall that a ∈ N3\Z and [a,N4] = 1 where N4\Z ⊆ 3A. Furthermore, Q/N4 is a
natural X/Q-module and so X is transitive on the four proper subgroups of Q properly
containing N4 of which CQ(a) is one of these. Thus CQ(a)\N4 contains (120− 24)/4 = 24
conjugates of a and so |CQ(a)∩ 3A| = 24 + 24 = 48. Thus CQ(a)\J = CQ(a)\Z2 * 3A.
In the following lemma we demonstrate the necessary hypotheses to allow us to apply
Theorem A to CG(a)/〈a〉 to see that it is isomorphic to Alt(9). Note that we aim to
find a group of shape 33 : Sym(4). In fact there are two isomorphism types of groups
with this shape and only one appears as a subgroup of Alt(9). In Chapter 2 we refer to
such a group as a 3-local subgroup of Alt(9)-type. Recall Lemma 2.2 which allows us to
recognize groups of this isomorphism type.
Lemma 5.20. CG(a) ∼= 3 × Alt(9) and NG(〈a〉) is isomorphic to the diagonal subgroup
of index two in Sym(3)× Sym(9).
Proof. Let Ca := CG(a), Sa := CS(a) ∈ Syl3(Ca) and Ca := Ca/〈a〉. Set Ha := NG(J) ∩
CG(a).
We gather the required hypotheses to apply Lemma 2.2 to Ha. Observe first that by
Lemma 5.15, [NG(J) : Ha] = 48 and |NG(J)| = 3627. Therefore [Ha : J ] = 24 and so
|Ha| = 3423 has the required order.
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By Lemma 5.9, |Q∩3A| = 120 and CG(Z) is transitive on the set. Therefore NG(Z) is
also transitive on the set and so we have that [CG(Z) : CCG(Z)(a)] = [NG(Z) : CNG(Z)(a)] =
120. Hence |CCG(Z)(a)| = 35 = |Sa| and |CNG(Z)(a)| = 352.
Now J C Ha and J is elementary abelian of order 27. Consider Z(Sa). Since a ∈
N3 ∩ Z2, we may apply Lemma 5.8 to say that Z(Sa) = Z(Sa) = Z which has order
three. Now the coset 〈a〉z contains exactly one conjugate of z and so if h ∈ Ha and h
centralizes 〈a〉z = z then h centralizes 〈z, a〉. However CG(z) ∩ Ca = Sa and so we have
that CHa(Z) = Sa.
Finally, |NG(Z) ∩ Ca| = 352 and so NG(Z) ∩ Ca > CG(Z) ∩ Ca and so there exists
an involution u ∈ Ca that inverts Z. Therefore u normalizes Sa and normalizes J and
so u ∈ Ha. Recall that Js inverts J and so 〈Js, Ju〉 is an elementary abelian subgroup
of order four and by coprime action, J = CJ(u)CJ(us). Since Jus centralizes Z, Jus is
conjugate to Jt by an element of Q 6 NG(J). Therefore |CJ(us)| = |CJ(t)| = 32 (by
Lemma 5.10 (i)). Hence |CJ(u)| > 32. Thus we see that u ∈ Ha normalizes Sa and
CJ(u) 6= 1 as required. So by Lemma 2.2, Ha is isomorphic to a 3-local subgroup of
Alt(9)-type.
Before we may apply Theorem A we must show that for every g of order three in Sa,
O3′(CCa(g)) = 1. If g ∈ J then this is clear since by Lemma 5.11 (v), J normalizes no
non-trivial 3′-subgroup of G. So we consider elements of order three in Sa\J . Since Ha has
one class of elements of order three outside J (see Table 2.1 for example), we may choose
g ∈ CQ(a). Furthermore, by Lemma 5.19, there exists h ∈ CQ(a)\J such that h ∈ 3B
so we may assume that g ∈ 〈a, h〉. Let M 6 Ca such that a ∈ M and M = O3′(CCa(g))
and then set N := O3′(M). Then N is a 3
′-subgroup of Ca with M = N〈a〉 and N is
normalized by CQ(h) ∩ CQ(a). By Lemma 5.9, CG(Z) is transitive on (Q ∩ 3B)\Z and
since h ∈ 3B, 〈h, z〉 is CG(Z)-conjugate to Y . By Lemma 5.11 (v), Y normalizes no
non-trivial 3′-subgroup of G. Therefore 〈h, z〉 6 CQ(h)∩CQ(a) normalizes no non-trivial
3′-subgroup of G. Thus N = 1 and so O3′(CCa(g)) = 1.
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Finally, we may apply Theorem A to say that either Ca = Ha or Ca ∼= Alt(9). However
Lemma 5.18 says that CG(a)  NG(J) and so we conclude that Ca ∼= Alt(9). Using [1,
33.15, p170], for example, we see that the Schur Multiplier of Ca has order two. Therefore
Ca splits over 〈a〉 and so Ca ∼= 3× Alt(9).
To see the structure of the normalizer we need only observe that an involution s
inverts J and therefore inverts Z whilst acting non-trivially on O3(CG(a)). Therefore
since Aut(Alt(9)) ∼= Sym(9), the result follows. 
Lemma 5.21. For i ∈ {1, 2}, 〈a〉 = CG(O3(CG(a))).
Proof. Set R := O3(CG(a)) ∼= Alt(9), then CG(R)∩NG(〈a〉) = 〈a〉. Therefore R has a self-
normalizing Sylow 3-subgroup. By Burnside’s normal p-complement Theorem (Theorem
1.19), R has a normal 3-complement to 〈a〉, N say. Since Y 6 CG(a) and CG(a) clearly
normalizes N , we have that Y normalizes N and so by Lemma 5.11 (v), N = 1. 
5.2 The Structure of the Centralizer of t
We now have sufficient information concerning the 3-local structure of G to determine
the centralizer of t. We set H := CG(t), P := CJ(t) and H := H/〈t〉. We will show that
H ∼ 21+8+ .(Alt(5) o 2) and so we must first show that H has an extraspecial subgroup of
order 29. We then show that H has a subgroup, K, of the required shape and then finally
we apply a theorem of Goldschmidt to prove that K = H. Along the way we gather
several results which will be useful in Section 5.3.
Lemma 5.22. CG(Z) ∩H ∼= 3 × 2.Alt(5) and NG(Z) ∩H ∼= 3 : 4.Alt(5). Furthermore,
|P ∩ 3A| = |P ∩ 3B| = 4, CH(P ) = P 〈t〉 and P ∈ Syl3(H).
Proof. By coprime action and an isomorphism theorem, we have that
2.Alt(5) ∼= CCG(Z)/Q(t) = CCG(Z)(t)Q/Q ∼= CCG(Z)(t)/CQ(t)
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and
4.Alt(5) ∼= CNG(Z)/Q(t) = CNG(Z)(t)Q/Q ∼= CCN (Z)(t)/CQ(t).
Since CQ(t) = Z, we have that CCG(Z)(t) ∼ 3.2.Alt(5) and NG(Z) ∩ H ∼= 3.4.Alt(5).
By Lemma 5.10, |P | = 9 and since J is elementary abelian, P splits over Z. Thus
CCG(Z)(t) splits over Z by Gaschu¨tz’s Theorem (1.13) and so CCG(Z)(t)
∼= 3×2.Alt(5) and
NG(Z) ∩H ∼= 3 : 4.Alt(5).
Notice that Y < PY < J . Since L/W ∼= SL2(3) and J/Y is a natural L/W -module,
there exists l ∈ L such that PY = Z l2. By Lemma 5.12, NG(Z2) 6 NG(Z). Thus
NG(Z
l
2) 6 NG(Z l) and Z l 6 Y . Since t normalizes PY = Z l2, t normalizes Z l 6= Z. Since
t inverts Y/Z, t inverts Z l. By Lemma 5.3, the four proper subgroups of Z2 containing Z
are {Ni ∩ Z2|i ∈ {1, 2, 3, 4}}. Since P 6 Z l2 and Z l  P , we have |P ∩ (Ni ∩ Z2)l| = 3 for
each i ∈ {1, 2, 3, 4}. Since for i = 1, 2, Ni\Z ⊆ 3B and for i = 3, 4, Ni\Z ⊆ 3A, we see
that |P ∩ 3A| = |P ∩ 3B| = 4.
It is clear from the structure of CCG(Z)(t) = H ∩ CG(Z) that CH(P ) = P 〈t〉. So
suppose P < R ∈ Syl3(H). Then P < NR(P ) so let x ∈ NR(P )\P . We have that P
has two subgroups conjugate to Z and two subgroups conjugate to 〈a〉. Therefore x must
centralize P ∩ 3A and P ∩ 3B and so x ∈ CG(Z). However P ∈ Syl3(CG(Z) ∩H) which
is a contradiction. Hence P ∈ Syl3(H). 
We fix notation such that P = {1, z1, z21 , z2, z22 , a1, a21, a2, a22} where z1 = z, P ∩ 3B =
{z1, z21 , z2, z22} and P ∩ 3A = {a1, a21, a2, a22}.
Lemma 5.23. Let {i, j} = {1, 2} then P ∩ O3(CG(ai)) = 〈aj〉. Furthermore NH(P ) has
order 3224 and is transitive on 3A ∩ P and 3B ∩ P with NH(P )/〈P, t〉 ∼= Dih(8).
Proof. By Lemma 5.22, CH(P ) = 〈P, t〉 and |P ∩ 3A| = |P ∩ 3B| = 4. Observe that every
element of order three in Alt(9) ∼= O3(CG(ai)) is conjugate to its inverse. Therefore an
element in O3(CG(ai)) inverts P ∩O3(CG(ai)). Thus P ∩O3(CG(ai)) = 〈aj〉 otherwise we
would have an element of 3A conjugate to an element in 3B. Moreover, an element in
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CG(ai) permutes 〈z1〉 and 〈z2〉. Furthermore, by Lemma 5.22 NH(Z) ∼= 3 : 4.Alt(5) and so
an element of order four inverts Z whilst centralizing P/Z. Hence an element in NH(Z)
permutes a1 and a2. We have that s inverts P and by Lemma 1.16, NH(P ) controls fusion
in P and so we have that NH(P ) is transitive on 3A ∩ P and 3B ∩ P .
Finally, since CH(Z) ∼= 3 × 2.Alt(5), |NH(P ) ∩ CG(Z)| = 3222. Thus, by the orbit-
stabilizer theorem, |NH(P )| = 3224 and so NH(P )/CH(P ) = NH(P )/〈P, t〉 has order eight
and is isomorphic to a subgroup of GL2(3) and is therefore isomorphic to Z8, D8 or Q8.
Since NH(P ) is not transitive on P
#, we have that NH(P )/CH(P ) ∼= Dih(8). 
Lemma 5.24. Let {i, j} = {1, 2} then aj ∈ P ∩O3(CG(ai)) has cycle type 32 in Alt(9) ∼=
O3(CG(ai)). Furthermore, t is a 2-central involution in CG(ai).
Proof. We have that CG(ai) ∼= 3 × Alt(9) and so |P ∩ O3(CG(ai))| = 3. Consider rep-
resentatives for the three conjugacy classes of elements of order three in Alt(9). If the
image of P ∩ O3(CG(ai)) in Alt(9) is conjugate to 〈(1, 2, 3)〉 then P commutes with a
subgroup isomorphic to 3× 3×Alt(6). However z ∈ P and CG(z) has no such subgroup.
So suppose the image of P ∩O3(CG(b)) in Alt(9) is conjugate to 〈(1, 2, 3)(4, 5, 6)(7, 8, 9)〉.
Then CG(P ) is a 3-group which is a contradiction since [P, t] = 1. So we must have
that the image in Alt(9) of P ∩ O3(CG(ai)) is conjugate to 〈(1, 2, 3)(4, 5, 6)〉. Therefore
P ∩ O3(CG(ai)) commutes with a 2-central involution of O3(CG(ai)) which proves that t
is 2-central. 
Let {i, j} = {1, 2}. We fix the following notation by first fixing an injective homomor-
phism from NG(〈ai〉) into Alt(12) such that O3(CG(ai)) maps onto Alt({1, .., 9}) and ai
maps to (10, 11, 12). Note that CG(P ) has Sylow 2-subgroups of order two and so we can
make a fixed choice of 2-central representative for t in CG(ai).
Notation 5.25. • ai 7→ (10, 11, 12).
• aj 7→ (1, 3, 5)(2, 4, 6).
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• t 7→ (1, 2)(3, 4)(5, 6)(7, 8).
• Qi 7→ 〈(1, 2)(3, 4)(5, 6)(7, 8), (1, 3)(2, 4)(5, 8)(6, 7), (1, 5)(3, 8)(2, 6)(7, 4), (1, 2)(3, 4), (3, 4)(5, 6)〉.
• ri 7→ (1, 3)(2, 4).
• When i = 1, Q1 > E 7→ 〈(1, 2)(3, 4)(5, 6)(7, 8), (1, 3)(2, 4)(5, 8)(6, 7), (1, 5)(3, 8)(2, 6)(7, 4)〉.
• When i = 2, Q2 3 u 7→ (1, 2)(3, 4) and Q2 > F 7→ 〈(1, 2)(3, 4), (3, 4)(5, 6)〉.
We observe the following by calculating directly in the image of NG(〈ai〉) in Alt(12).
Lemma 5.26. (i) CH(ai) ∼ 3 × (21+4+ : Sym(3)) and Qi = O2(CH(ai)) ∼= 21+4+ with
ri ∈ CH(ai)\Qi.
(ii) 2 × 2 × 2 ∼= E C CH(a1) and there exists GL3(2) ∼= C 6 CG(a1) such that a2 ∈ C
and C is a complement to CCG(a1)(E) in NCG(a1)(E).
(iii) If 〈t〉 < V < Qi such that V C CH(ai) then V is elementary abelian.
(iv) CCH(ai)(Qi) = CNH(〈ai〉)(Qi) = 〈t, ai〉.
(v) CCH(a1)(E) = CNH(〈a1〉)(E) = 〈E, a1〉.
(vi) CCG(a1)([E,P ]) = CNG(〈a1〉)([E,P ]) 6 NCG(a1)(E) and has 〈a1〉 as a Sylow 3-subgroup.
(vii) Any involution which inverts P = 〈a1, a2〉 is conjugate to t in G, in particular, t is
conjugate to s in G.
(viii) If Qi 6 T ∈ Syl2(NG(〈ai〉)) then Qi is characteristic in T .
Proof. These can all be checked by direct calculation in the permutation group. However
we add the following remarks. Firstly (iii) is a calculation within CH(ai)/〈ai〉 and so can
be checked in a parabolic subgroup of GL4(2) ∼= Alt(8).
Secondly we calculate the image of [E,P ] to be a fours subgroup of E (since by coprime
action, E = [E,P ] × CE(P ) = [E,P ] × 〈t〉). Therefore (vi) amounts to calculating the
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centralizer of a fours subgroup (consisting of involutions of cycle type 24) in Alt(9) and
Sym(9).
Thirdly, to prove (vii) we observe that any involution in NG(〈a1〉) that inverts P is con-
jugate in NG(〈a1〉) to an involution of shape (1, 3)(2, 4)(7, 8)(10, 11). Such an involution
centralizes an element of order three of cycle type 33 (the elements (1, 2, 7)(3, 4, 8)(5, 6, 9)
in this example). Now an element of order three in Alt(9) with cycle type 33 is the cube
of an element of order nine. By Lemma 5.7, any element of order nine in G has cube
in 3B and the only involutions to commute with elements in 3B are conjugate to t (as
CG(Z)/Q ∼= 2.Alt(5)). Therefore we may assume that an involution which inverts P is
conjugate in G to t.
Finally, to verify (viii) we check that a Sylow 2-subgroup of NG(〈ai〉) is isomorphic
to a Sylow 2-subgroup of Sym(9). Therefore we simply check that a Sylow 2-subgroup of
Sym(9) has a unique normal extraspecial subgroup of order 25. 
Lemma 5.27. Let i ∈ {1, 2}. If M is any 3′-subgroup of CH(ai) that is normalized
by P then M 6 Qi. If M is any 3′-subgroup of CH(zi) that is normalized by P then
M ∈ {1, 〈t〉, Ai, Bi} where Ai ∼= Bi ∼= Q8 are distinct Sylow 2-subgroups of CH(zi) with
〈Ai, Bi〉 = O3(CH(zi)).
Proof. We have that CH(ai) ∼ 3× 21+4+ : Sym(3). Furthermore, 21+4+ ∼= Qi = O2(CH(ai))
and so if M is a 3′-subgroup of CH(ai) that is normalized by P then MQi is also. Therefore
MQi 6 Qi and so M 6 Qi.
We have that CH(zi) ∼= 3 × 2.Alt(5). Let M be a 3′-subgroup of CH(zi) that is
normalized by P . If t /∈ M then 2 - |M | since CH(zi) has Sylow 2-subgroups isomorphic
to Q8. Therefore |M | = 5 or |M | = 1. A Sylow 5-subgroup of CH(zi) is not normalized
by P and so M = 1. So assume 〈t〉 < M . Then we must have MP ∼= 3 × SL2(3). Since
P normalizes precisely two Sylow 2-subgroups of CH(zi) we define Ai and Bi to be these
two distinct 2-groups. 
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We continue the notation for the P -invariant subgroups from the previous lemma.
The subgroups {Ai, Bi} and Qj play key roles in this section.
Lemma 5.28. Let {i, j} = {1, 2}. The following hold.
(i) NH(P ) ∩ CH(ai) acts transitively on the set {〈z1〉, 〈z2〉}.
(ii) NH(P ) ∩ CH(zi) acts transitively on the set {〈a1〉, 〈a2〉}.
(iii) NH(P ) ∩NH(〈ai〉) acts transitively on the set {A1, B1, A2, B2}.
(iv) NH(P ) ∩CH(zi) acts transitively on the set {Ai, Bi} and preserves {Aj} and {Bj}.
Proof. By Lemma 5.23, NH(P )/〈P, t〉 ∼= Dih(8) and NH(P ) is transitive on 3A ∩ P and
3B ∩ P which both have order four. It is therefore clear that NH(P ) ∩ CH(ai) acts
transitively on {〈z1〉, 〈z2〉} and NH(P ) ∩ CH(zi) acts transitively on {〈a1〉, 〈a2〉}. This
proves (i) and (ii).
Now by Lemma 5.27, NH(P ) acts on the set {A1, B1, A2, B2}. Recall that s ∈ H
inverts P . In particular, s acts on the set {A1, B1}. If s normalizes A1 and B1, then
〈s, A1〉 and 〈s, B1〉 are two distinct Sylow 2-subgroups of NH(Z) ∼= 3 : 4.Alt(5). However
this is a contradiction since 4 ∼= O2(NH(Z)) 6 〈s, A1〉 ∩ 〈s, B1〉 = 〈t, s〉 ∼= 2 × 2. Hence
s ∈ NH(P )∩NH(〈ai〉) permutes {A1, B1} and by the same argument s permutes {A2, B2}.
Thus NH(P ) ∩NH(〈ai〉) acts transitively on {A1, B1, A2, B2}. This proves (iii).
Finally, we have that NH(〈zj〉) ∼= 3 : 4.Alt(5) and so there is an element of order four,
f say, in NH(〈zj〉) that inverts zj whilst centralizing zi and Aj and Bj. So f ∈ CH(zi) ∼=
3 × 2.Alt(5). If f normalizes Ai and Bi then since Ai, Bi ∈ Syl2(CH(zi)), we have that
f ∈ Ai ∩ Bi = 〈t〉. This contradiction proves that f permutes the set {Ai, Bi} and so
〈f, P 〉 = NH(P ) ∩ CH(zi) acts transitively on {Ai, Bi} and normalizes Aj and Bj. 
Recall from Notation 5.25 that u ∈ Q2 and ri ∈ CG(ai) are involutions. Set 2A =
{ug|g ∈ G} and 2B = {tg|g ∈ G}.
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Lemma 5.29. CG(ai) has two classes of involution which are not conjugate in G. In
particular, ri ∈ 2A 6= 2B.
Proof. We have that every involution in CG(ai) lies in O
3(CG(ai)) ∼= Alt(9) and Alt(9)
has two classes of involution with representatives (1, 2)(3, 4) and (1, 2)(3, 4)(5, 6)(7, 8).
We have seen that t ∈ CG(ai) is 2-central in CG(ai) and CG(t) has a Sylow 3-subgroup
of order nine which intersects non-trivially with both 3A and 3B. So let v ∈ O3(CG(ai))
be an involution which is not conjugate to t in CG(ai). Then the image of v in Alt(9) is
a double transposition which necessarily commutes with a 3-cycle. Hence, v commutes
with a subgroup of CG(ai) of order nine, R say, and CG(R) ∼= 3× 3×Alt(6). This implies
that R contains no conjugate of Z since no conjugate of Z commutes with a subgroup
isomorphic to Alt(6). Thus v is not G-conjugate to t. In particular, it is now clear from
the images of u and ri that neither are not conjugate to t and so u, ri ∈ 2A 6= 2B. 
The following lemma is a key step in determining the structure of H since it proves
that H contains a subgroup which is extraspecial of order 29.
Lemma 5.30. Let {i, j} = {1, 2} then Qi∩Qj = 〈t〉 and CG(Qi) = Qj〈ai〉. In particular
〈t〉 is the centre of a Sylow 2-subgroup of G and Q1Q2 ∼= 21+8+ with CG(Q1Q2) = 〈t〉.
Proof. Let {i, j} = {1, 2}. Since CH(P ) = P 〈t〉 and Q1∩Q2 6 CH(〈a1, a2〉) = CH(P ), we
have Q1 ∩Q2 = 〈t〉. Now observe that P normalizes Qi. By Lemma 5.26, CCH(ai)(Qi) =
CNH(〈ai〉)(Qi) = 〈t, ai〉. Therefore CG(Qi) has a normal 3-complement, N say, by Burn-
side’s normal p-complement Theorem (Theorem 1.19). Furthermore CN(ai) = 〈t〉. By
coprime action we have,
N = 〈CN(z1), CN(z2), CN(a1), CN(a2)〉 = 〈CN(z1), CN(z2), CN(aj)〉
since CN(ai) = 〈t〉. Suppose first that N = 〈t〉. Then CG(Qi) = 〈t, ai〉 and so NG(Qi) 6
NG(〈ai〉). By Lemma 5.26, Qi is characteristic in a Sylow 2-subgroup of NG(〈ai〉) and
so NG(〈ai〉) contains a Sylow 2-subgroup of H. Let T ∈ Syl2(NG(Qi)) then |T | = 27.
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By Sylow’s Theorem, since A1 6 H, there exists g ∈ H such that Ag1 6 T 6 NG(〈ai〉).
Therefore |Ag1 ∩ CG(ai)| = 4 or 8 and of course Ag1 ∩ CG(ai) commutes with ai ∈ 3A.
However, by Lemma 5.14, since Ag1 ∩ CG(a1) has order 4 or 8, CG(Ag1 ∩ CG(a1)) has a
Sylow 3-subgroup Zg which is a contradiction. Thus N > 〈t〉.
Suppose CN(z1) > 〈t〉. Then by Lemma 5.27, we may assume, without loss of gen-
erality, that A1 = CN(z1). By Lemma 5.28 (iii), NH(P ) ∩ NH(〈ai〉) acts transitively on
{A1, B1, A2, B2}. Clearly NH(P ) ∩ NH(〈ai〉) normalizes Qi and therefore 〈A1, B1〉 6 N
which is a contradiction since 〈A1, B1〉 ∼= 2.Alt(5) and N is a 3′-group. Thus CN(z1) = 〈t〉
and by the same argument CN(z2) = 〈t〉. So we have that 〈t〉 < N = CN(aj) 6 Qj.
Hence 〈t〉 < N 6 Qj. Suppose for a contradiction thatN < Qj. ThenN C CH(ai) and
since ai acts fixed-point-freely on N/〈t〉, |N | = 23. By Lemma 5.26 (iii), N is elementary
abelian. Now by Lemma 5.26 (vii), s is conjugate to t in G. Recall Lemma 5.17. This,
together with the fact that P = 〈a1, a2〉 ∈ Syl3(H), implies that for k ∈ {1, 2} there exists
a P -invariant subgroup Q8 ∼= Xk 6 CH(ak) with [X1, X2] = 1. Now by Lemma 5.27,
Xi 6 Qi and Xj 6 Qj. We have that Xj and N are both P -invariant and furthermore
we have that Xj ∼= Q8 where as N is elementary abelian. Therefore |Xj ∩N | = 2 and so
Qj = NXj. Similarly, Qi = O2(CG(Qj))Xi. Therefore Xj commutes with Qi which is a
contradiction.
Hence we have that N = Qj and so [Q1, Q2] = 1 which implies that Q1Q2 ∼= 21+8+ . Now
let Q1Q2 6 T ∈ Syl2(G) then Z(T ) 6 CT (Q1Q2) 6 CT (Q1) ∩ CT (Q2) 6 Q2 ∩ Q1 = 〈t〉.
Hence Z(T ) = CG(Q1Q2) = 〈t〉. 
Set Q12 := Q1Q2 ∼= 21+8+ and recall that in Notation 5.25 we defined E 6 CG(a1) such
that t ∈ E E CH(a1) is elementary abelian of order eight. We now consider CG(E) and
NG(E).
Lemma 5.31. We have t ∈ E E CH(a1), CG(E)/E has a nilpotent normal 3-complement
on which a1 acts fixed-point-freely. Furthermore, NG(E)/CG(E) ∼= GL3(2) where the
150
extension is split and CH(a1) contains a complement of CG(E) in NG(E) which contains
a2.
Proof. By Lemma 5.26 (v), CCH(a1)(E) = CNH(〈a1〉)(E) = 〈E, a1〉 and so by Burnside’s
normal p-complement Theorem (Theorem 1.19), CG(E) has a normal 3-complement, M
say and CM(a1) = E which implies that a1 acts fixed-point-freely on M/E. A theorem
of Thompson says that M/E is nilpotent and therefore M is nilpotent. Also by Lemma
5.26 (ii), there exists a complement to CG(E) in CH(a1) containing a2. 
Lemma 5.32. Without loss of generality we may assume that O3′(CG(E)) = 〈E,Q2, A1, A2〉
and 〈Q12, Ai〉 is a 2-group for i ∈ {1, 2} that is normalized by P .
Proof. Let N := O3′(CG(E)). Since P normalizes N , we may apply coprime action again
to see that
N = 〈CN(z1), CN(z2), CN(a1), CN(a2)〉.
By Lemma 5.27, we see that N is generated by 2-groups and since N is nilpotent, by
Lemma 5.31, N is a 2-group.
Since E 6 Q1 and by Lemma 5.30, [Q1, Q2] = 1, we have that Q2 6 N and so
N/E 6= 1. Since Q1 ∩ Q2 = 〈t〉, Q2 ∩ E = 〈t〉. In particular, N does not split over E.
Let g ∈ NG(E) ∩ CG(a1) be an element of order seven then g acts fixed-point-freely on
E. If [N/E, g] = 1 then N = CN(g)×E which is a contradiction. Thus [N/E, g] 6= 1 and
so |N/E| > 23. Since a1 acts fixed-point-freely on N/E and preserves [N/E, g], we have
|[N/E, g]| > 26.
If z1 and z2 act fixed-point-freely on N/E then N = Q2E and so |N/E| = 24 which
we have seen is not the case. Therefore at least one of CN/E(z1) and CN/E(z2) is non-
trivial. Since E E CH(a1) we may apply Lemma 5.28 (i) which says that NH(P )∩CH(a1)
acts transitively on the set {〈z1〉, 〈z2〉}. Therefore CN/E(z1) and CN/E(z2) are both non-
trivial. So we may assume, without loss of generality, that A1 6 N and A2 6 N and so
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N = 〈E,Q2, A1, A2〉. Finally, since Q1 normalizes E and so normalizes N , we see that
〈Q12, A1〉 and 〈Q12, A2〉 are both 2-groups which are clearly normalized by P . 
We continue the notation from this lemma for the rest of this chapter such that A1 and
A2 commute with E. Set K := NG(Q12) 6 H. We show in the rest of this section that
K = H.
Lemma 5.33. (i) NH(P ) 6 K.
(ii) CQ12(A1) 6= CQ12(A2).
(iii) For i ∈ {1, 2}, CH(zi) 6 K.
Proof. (i) First observe that NH(P ) acts on the set {a1, a2, a21, a22} = P ∩3A and therefore
it preserves Q12 = O2(CH(a1))O2(CH(a2)) so NH(P ) 6 K.
(ii) Suppose that CQ12(A1) = CQ12(A2). By Lemma 5.28 (iv), NH(P ) ∩ CH(z1) acts
transitively on the set {A1, B1} whilst preserving A2 and B2. Therefore there exists
g ∈ NH(P ) ∩ CH(z1) 6 K such that Ag2 = A2 whilst Ag1 = B1. Therefore
CQ12(A1) = CQ12(A2) = CQ12(A2)
g = CQ12(A1)
g = CQ12(B1).
Therefore E 6 CQ12(A1) = CQ12(〈A1, B1〉). This is a contradiction.
(iii) By Lemma 5.32, T := 〈Q12, A1〉 is a 2-group which is normalized by P . We
consider NT (Q12) 6 K. Since T is normalized by P , we apply coprime action to see that
NT (Q12) = 〈CNT (Q12)(r) | r ∈ P#〉.
Since Q12 is normalized by NH(P ) which is transitive on {A1, B1, A2, B2} (by Lemma 5.28
(iv)), it is clear that A1  Q12. Thus NT (Q12) > Q12. Now we use Lemma 5.27 to see
that for j ∈ {1, 2}, CNT (Q12)(aj) = Qj and to see that for some i ∈ {1, 2}, CNT (Q12)(zi) ∈
{Ai, Bi}. However we again apply Lemma 5.28 (iv) to see that since one of Ai or Bi is
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in K and NH(P ) 6 K is transitive on {A1, B1, A2, B2}, 〈A1, B1, A2, B2〉 6 K. We can
therefore conclude that CH(z1) 6 K and CH(z2) 6 K. 
Lemma 5.34. (i) Suppose that v ∈ K such that Q12v is an involution which inverts
Q12zi for some i ∈ {1, 2}. Then |CQ12(v)| = 24. In particular, if Q12v inverts a
Sylow 3-subgroup of K/Q12 then |CQ12(v)| = 24.
(ii) Suppose that v ∈ K such that Q12v is an involution which inverts Q12ai for some
i ∈ {1, 2}. Then |CQ12(v)| 6 26.
Proof. Observe that Q12 is elementary abelian and Q12v has order two and inverts Q12x
which has order three. Therefore we may use Lemma 1.33. In case (i), |CQ12(zi)| = 1 so
we have that |CQ12(v)| 6 24 however by Lemma 1.31, |CQ12(v)| > 24 so we get equality.
In case (ii), |CQ12(ai)| = 24. Therefore |CQ12(v)| 6 26. 
Lemma 5.35. NK(P )Q12/Q12 ∼= 32 : Dih(8), CH(ai) 6 K for i ∈ {1, 2} and a minimal
normal subgroup of K/Q12 is neither a 3-group nor a 3
′-group.
Proof. Recall from Lemma 5.33 that NH(P ) 6 K. Clearly NK(P )∩Q12 6 CH(P )∩Q12 =
〈t〉 (see Lemma 5.22). Thus NK(P ) ∩Q12 = 〈t〉. So NK(P )Q12/Q12 ∼= NK(P )/(NK(P ) ∩
Q12) ∼= 32 : Dih(8) by Lemma 5.23. Notice also that CH(ai) = QiNCH(ai)(P ) and so
CH(ai) 6 K.
Let M > Q12 be a normal subgroup of K such that M/Q12 is a minimal normal
subgroup of K/Q12. Suppose M is a 3
′-group. Then, since M is normalized by P , we
may apply coprime action to say that
M = 〈CM(a1), CM(a2), CM(z1), CM(z2)〉.
By Lemma 5.27, Qj 6 CM(aj) 6 Qj for j = 1 and j = 2. Therefore we may assume
CM(zi) > 〈t〉 for some i ∈ {1, 2}. Now CM(zi) is normalized by P so must equal Ai or
Bi by Lemma 5.27. However by Lemma 5.28 (iii), NH(P ) acts transitively on the set
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{A1, B1, A2, B2}. Therefore M > 〈Ai, Bi〉 ∼= Alt(5) and so M is not a 3′-group which is
a contradiction. So suppose instead that M/Q12 is a 3-group. Then we must have M =
Q12P . Now by Lemma 1.1 (Frattini argument), K = Q12NK(P ). Therefore K/Q12 ∼=
NK(P )/(NK(P )∩Q12) ∼= 32 : Dih(8) and |K| = 293223. However this contradicts Lemma
5.33 which says that CH(z1) 6 K and 5 | |CH(z1)|. Hence M/Q12 is not a 3-group. 
Lemma 5.36. K/Q12 ∼= Alt(5) o 2 and there exist subgroups M1,M2 6 K such that for
{i, j} = {1, 2}, zi ∈Mi and Aj 6Mi with Mi/Q12 ∼= Alt(5) and [M1,M2] 6 Q12.
Proof. We continue notation from the previous result by setting Q12 6 M 6 K such
that M/Q12 is a minimal normal subgroup of K/Q12. By Lemma 5.35, M/Q12 is a
direct product of non-abelian isomorphic simple groups and properly contains P/Q12. By
Lemma 5.30, CG(Q12) 6 Q12 and so M/Q12 is isomorphic to a subgroup of Aut(Q12) ∼=
GO+8 (2) (Lemma 1.6). Suppose that M/Q12 is simple. Then we check (using [10] for
example) every simple subgroup of GO+8 (2) to see that the only simple groups with an
elementary abelian Sylow 3-subgroup of order nine are Alt(6), Alt(7) and Alt(8). Note
that CK/Q12(M/Q12) 6 CK/Q12(PQ12/Q12) = CK(P )Q12/Q12 = P 〈t〉Q12/Q12 6 M/Q12
by coprime action. Thus K/Q12 is isomorphic to a subgroup of the automorphism group
of Alt(6), Alt(7) or Alt(8). Note that NH(Z)Q12/Q12 ∼= NH(Z)/NQ12(Z) = NH(Z)/〈t〉 ∼=
Sym(3)× Alt(5) which is not the case in any such group. Thus M/Q12 is not simple.
So we must have that M/Q12 is a direct product of two non-cyclic isomorphic simple
groups. Let M = M1M2 where Q12 6 M1 ∩M2 and M1/Q12 ∼= M2/Q12 is simple and
[M1,M2] 6 Q12. Let 3 ∼= R ∈ Syl3(M1) then by coprime action, M2/Q12 ∼= CM2/Q12(R) =
CM2(R)Q12/Q12
∼= CM2(R)/CQ12(R). Observe that CK(ai)/CQ12(ai) = CK(ai)/Qi ∼= 3 ×
Sym(3), so we have without loss of generality that z1 ∈M1 and z2 ∈M2 and furthermore
we have that M1/Q12 ∼= M2/Q12 ∼= Alt(5). Moreover we have that M2/Q12 = CK/Q12(z1)
and so A1 6 M2. Finally we apply a Frattini argument to see now that K = MNK(P )
and it therefore follows that K/Q12 ∼= Alt(5) o 2. 
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Let T ∈ Syl2(K). In the following lemma we prove that T is in fact a Sylow 2-subgroup
of G.
Lemma 5.37. CQ12(T ∩O2(K)) < 24 and T ∈ Syl2(G).
Proof. We show that Q12 is a characteristic subgroup of T to conclude that T ∈ Syl2(H)
and since 〈t〉 = Z(T ) by Lemma 5.30, we can from there conclude that T ∈ Syl2(G). We
show that Q12 is characteristic in T by applying Lemma 1.18 to K.
We have that O2(K) = M1M2 and O
2(K)/Q12 ∼= Alt(5) × Alt(5). Notice that every
involution in Alt(5) inverts an element of order three. Suppose that Q12v is an involution
in O2(K/Q12). Then Q12v inverts an element of order three in some Mi/Q12 which is
therefore conjugate to Q12zi (i ∈ {1, 2}). Hence, by Lemma 5.34, |CQ12(v)| = 24. In
particular, CQ12(AiQ12/Q12) has order at most 2
4 ({i, j} = {1, 2}). By Lemma 5.33 (ii),
CQ12(A1Q12/Q12) 6= CQ12(A2Q12/Q12). Therefore |CQ12(〈A1, A2〉Q12/Q12)| < 24.
Now, let R be a non-trivial elementary abelian normal 2-subgroup of T/Q12. If |R| = 2
then R ∈ Z(T/Q12) and therefore R 6 O2(K/Q12) ∼= Alt(5)×Alt(5) and so |CQ12(R)| 6
24. Suppose |R| = 4 or 8. Then R∩O2(K/Q12) 6= 1 and so again we have |CQ12(R)| 6 24.
Now suppose |R| = 24. Then a calculation in Alt(5) o 2 verifies that R = T ∩O2(K/Q12).
We may assume (up to conjugation) that R = A1A2Q12/Q12. Therefore |CQ12(R)| < 24.
Thus we may now apply Lemma 1.18 to say that Q12 is characteristic in T and we are
done. 
Lemma 5.38. NH(E) 6 K and for V < E such that t ∈ V ∼= 2 × 2, CG(V ) 6 K and
|CG(V )| = 2133.
Proof. By Lemma 5.32, CG(E) = 〈E,Q2, A1, A2, a1〉. By Lemma 5.36, Ai 6 CH(zi) 6 K.
Thus CG(E) 6 K. So we consider NH(E). By Lemma 5.31, there exists a complement,
C, to CG(E) in NG(E) such that C 6 CG(a1). Now, by Lemma 1.2 (Dedekind Modular
Law), NG(E)∩H = CG(E)C ∩H = CG(E)(C ∩H). Furthermore, C ∩H 6 CH(a1) 6 K
by Lemma 5.35. Thus NH(E) 6 K.
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By Lemma 5.26, CCH(a1)([E,P ]) = CNH(〈a1〉)([E,P ]) and by coprime action, E =
[E,P ] × CE(P ) = [E,P ] × 〈t〉. Therefore by Burnside’s normal p-complement Theorem
(Theorem 1.19), CG([E,P ]) has a normal 3-complement, N say, which is normalized by
P . By coprime action,
N = 〈CN(a1), CN(a2), CN(z1), CN(z2)〉.
Since [E,P ] 6 E, it follows from Lemma 5.32 that CN(a2) > Q2, CN(z1) > A1 and
CN(z2) > A2. Since CN(a2), CN(z1), CN(z2) are 3′-groups normalized by P it follows
that CN(a2) = Q2, CN(z1) = A1 and CN(z2) = A2. By Lemma 5.26 (vi), CG(a1) ∩
CG([E,P ]) 6 NG(E). Thus N 6 NG(E) and therefore CG([E,P ]) 6 NG(E). Finally,
NG(E) is transitive on subgroups of E of order four. Therefore if we choose t ∈ V < E
of order four. Then CG(V ) 6 NG(E) ∩H 6 K. 
Lemma 5.39. K is strongly 3-embedded in H.
Proof. Let h ∈ H and y ∈ K ∩Kh be an element of order three. By Lemmas 5.33 and
5.35, the centralizer in H of every element of order three in K is contained in K. Thus
CH(y) 6 K ∩ Kh. Therefore K ∩ Kh contains a Sylow 3-subgroup of H. So assume
P 6 K ∩ Kh. Then Q12 = O2(K) =
∏
p∈P# O2(CH(p)) = O2(K
h) = Q12
h. Therefore
h ∈ NG(Q12) = K and so K = Kh. 
Lemma 5.40. Let v ∈ O2(K)\Q12 be an involution. Then either v is an element of order
four squaring to t and CH(v) contains a conjugate of Z or v ∈ 2B and |CQ12(v)| = 24 and
|CK(v)| = 29.
Proof. We have that O2(K/Q12) ∼= Alt(5) × Alt(5) and it follows that Q12v lies in one
of two K/Q12-conjugacy classes of involutions in O
2(K). Either Q12v ∈ Mi/Q12 for
some i ∈ {1, 2} or is a diagonal involution. Suppose Q12v ∈ Mi/Q12 ∼= Alt(5) where
Q12zi ∈ Mi/Q12 C O2(K/Q12). Then up to conjugation we may assume Q12v inverts
Q12zi. If Q12v is diagonal then we may assume up to conjugation that Q12v inverts Q12z1
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and Q12z2. So in either case we may apply Lemma 5.34 (i) to say that |CQ12(v)| = 24 and
then by Lemma 1.32, every involution inQ12v is conjugate to v. We may choose an element
of order four, f ∈ CH(z1) with f 2 = t. Then Q12f is an involution in M2/Q12 ∼= M2/Q12
and so if Q12v ∈M2/Q12 then Q12v is conjugate to Q12f and therefore v is conjugate to f
which implies that v has order four and is conjugate to f . Suppose that Q12v is diagonal.
Recall that Q12s inverts P and so Q12v is conjugate to Q12s and therefore v is conjugate
to s which implies v is conjugate to s or st. By Lemma 5.26 (vii), since s and st invert
P , s, st, v ∈ 2B. Also by Lemma 1.32, |CK(v)| = |CQ12(v)||CK/Q12(Q12v)| = 29. 
Recall we fixed an involution r1 ∈ CH(a1) in Notation 5.25.
Lemma 5.41. r1 is not in O
2(H). In particular, H 6= O2(H) and O2(H) ∩ K ∼
21+8+ .(Alt(5)× Alt(5)).
Proof. Given the cycle type of the images of r1 and t in Alt(9) ∼= O3(CG(a1)) and by
Lemma 5.29, we see that r1 is not conjugate to t in G however the product r1t is conjugate
to t in O3(CG(a1)) and therefore r1 is not conjugate to r1t in G.
Observe that r1 inverts a2 therefore r1 /∈ Q12 else [r1, 〈a2〉] = 〈a2〉 6 Q12. Since r1
centralizes a1 whilst inverting a2, we have that r1 permutes 〈z1〉 and 〈z2〉 and therefore
permutes M1 and M2 and so r1 /∈ O2(K). Recall that T ∈ Syl2(K) so choose T such that
r1 ∈ T and suppose that for some h ∈ H, rh1 ∈ O2(K)∩ T . Suppose that rh1 ∈ Q12. Then
〈rh1 , t〉 C Q12 but is not central in Q12 as Q12 is extraspecial. Therefore rh1 is conjugate to
rh1 t = (r1t)
h in Q12 and so r1 is conjugate to r1t which is a contradiction. So r
h
1 /∈ Q12.
So consider Q12 6= Q12rh1 . By Lemma 5.40, either rh1 ∈ 2B or has order four. However r1
is an involution and is not conjugate to t in G and so we have a contradiction.
Thus no H-conjugate of r1 lies in T ∩ O2(K) which is a maximal subgroup of T ∈
Syl2(H). By Thompson Transfer (Lemma 1.20), r1 /∈ O2(H) and so H 6= O2(H). Since
[K : O2(K)] = 2, we must have O2(K) = O2(H) ∩K ∼ 21+8+ .(Alt(5)× Alt(5)). 
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Lemma 5.42. Let f ∈ Q12\〈t〉. Then either f has order four or one of the following
occurs.
(i) f ∈ 2B, CH(f) 6 K has order 2133 and f is 2-central in K.
(ii) f ∈ 2A, |CK(f)| = 21135 and CK(f)Q12/Q12 ∼= Alt(5)× 2 or Sym(5).
In particular, K acts irreducibly on Q12, CH(f) ∩ 3A 6= 1 and if f ∈ Z(T ) then f ∈ 2B
and CH(f) 6 K.
Proof. We have that Q12z1 ∈M1/Q12 acts fixed-point-freely on Q12 and so every M1/Q12-
chief factor of Q12 is non-trivial. By Lemma 1.40, every non-central chief factor has order
24 and is a natural module for M1/Q12. Let e ∈ K such that Q12e has order five and
M1/Q12 = 〈Q12z1, Q12e〉 ∼= Alt(5). Then Q12e acts fixed-point-freely on every chief factor
of Q12 and therefore acts fixed-point-freely on Q12. It follows that for every 1 6= f ∈ Q12,
f lies in a K-orbit of length a multiple of 15 and therefore f lies in a K-orbit of length a
multiple of 30.
If |fK | = 30, 60 or 90 then |CK(f)(Q12)/Q12| = 2535, 2435, or 255. As Alt(5) o 2 has no
subgroup of order 255, there is no orbit of length 90. If the orbit has length 30 or 60 then
CK(f) contains a conjugate of a1 (the image of which is diagonal in Alt(5) o 2) however
Alt(5) o 2 has no subgroups of the necessary order containing a diagonal element of order
three. Thus |fK | is not equal to 30, 60 or 90.
Recall Lemma 5.31 which describes t ∈ E 6 Q12. Every involution in E is conjugate
to t since NG(E)/CG(E) ∼= GL3(2). Furthermore, by Lemma 5.38, if we choose f ∈ E\〈t〉
then CH(f) = CG(〈f, t〉) 6 K and |CH(f)| = 2133. Since 〈f, t〉 C Q12, it follows that
|CH(f)| = 2133. Therefore f is central in a Sylow 2-subgroup of K and f lies in a K-orbit
of length |K|/(2133) = 150.
In Notation 5.25 we fixed an image of Q1 in Alt(9). Observe that the image of Q1
contains involutions in 2A. So let f ∈ Q1 be such an involution. Now Q12\〈t〉 contains
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240 elements of order four and 270 elements of order two (see [37, 2.4.1] for example).
Therefore f lies in an orbit of length a multiple of 30 and less than 120 and not 30, 60 or
90. Therefore [K : CK(f)] = |{fK}| = 120 and so |CK(f)| = 21135 and CK(f)Q12/Q12 ∼=
Alt(5)× 2 or Sym(5).
We now suppose f ∈ Q1 has order four. Then we have that f lies in a K-orbit of
length a multiple of 30 and less than 240 and not 30, 60 or 90. Moreover [a1, Q1] = 1
and so {fK} is not a multiple of nine. Therefore the only possibilities are [K : CK(f)] =
|{fK}| = 120, 150, 240 and CK(f)Q12/Q12 = 2335, 253, 2235. If f lies in an orbit of length
112 or 150 then consider the remaining elements of order four in Q12. These elements
cannot lie in an orbit of length 30, 60, 90. Thus it follows that |{fK}| 6= 150 and the
elements of order four either lie in two orbits of length 120 or one orbit of length 240.
In particular, every 1 6= f ∈ Q12 commutes with an element of order three in K. Since
each zi acts fixed-point-freely on Q12, we have that f is centralized by a conjugate of
Q12ai. Therefore f commutes with a conjugate of ai. Furthermore we observe that if f
has order four or f ∈ 2A then f is not 2-central in K whereas if f ∈ 2B then f is 2-central
in K. Finally, suppose that W < Q12 with t ∈ W C K. Then W must be a union of
K-orbits. However the K-orbits on Q12 have lengths in {1, 150, 120, 240} and no union of
orbits is a power of 2 greater than 2 and less than 29. Thus K acts irreducibly on Q12.
Lemma 5.43. Let h ∈ H. If Q12∩Q12h contains a 2-central involution then Q12 = Q12h.
Proof. We may suppose that for some 1 6= f ∈ Z(T ), f ∈ Q12 ∩ Q12h. By Lemma 5.42,
f ∈ 2B and CH(f) 6 K and also CH(f) 6 Kh. However this implies that 3 | |K ∩Kh|
and so K = Kh and Q12 = Q12
h by Lemma 5.39. 
Lemma 5.44. Q12 is strongly closed in T with respect to H.
Proof. Let 1 6= f ∈ Q12 such that f ∈ T h\Q12h for some h ∈ H. Since f ∈ Q12 6
O2(K) 6 O2(H), we must have that f ∈ O2(Kh) = O2(H)∩Kh. By Lemma 5.40 applied
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to Kh, either f is an element of order four squaring to t and commuting with a conjugate
of Z or f ∈ 2B and |C
Q12
h(f)| = 24 and |C
K
h(f)| = 29.
Suppose first that f has order four. Then f 2 = t and Q12
hf is an involution in
O2(K/Q12)
h. By Lemma 5.40, CG(f) contains a conjugate of Z and then by Lemma 5.14,
a Sylow 3-subgroup of CG(f) is conjugate to Z. However, by Lemma 5.42, CH(f)∩3A 6= 1
which is a contradiction.
So we suppose instead that f is an involution then f ∈ 2B and by Lemma 5.42,
CH(f) 6 K. Set D := CKh(f) and V := CQ12h(f). Clearly |D ∩ Q12| > 24 however
suppose that V ∩ Q12 = 1. Then V Q12 ∈ Syl2(O2(K)) and [V,D ∩ Q12] 6 V ∩ Q12 = 1.
However this implies that D∩Q12 commutes with V Q12 ∈ Syl2(O2(K)) which contradicts
Lemma 5.37.
Hence 1 6= V ∩Q12 C D and so there exists some y ∈ Q12 ∩ V ∩ Z(D). Notice that y
commutes with Q12
h
D ∈ Syl2(Kh) and so y ∈ Q12 ∩Q12h is a 2-central involution of Kh.
Now by Lemma 5.43, Q12 = Q12
h which is a contradiction. Thus Q12 is strongly closed in
T with respect to H. 
Lemma 5.45. K = H.
Proof. Assume for a contradiction that K < H then Q12 6 H. Consider O3′(H). By
Lemma 5.42, the only proper subgroup of Q12 which is normalized by K is 〈t〉. So we
have that O3′(H)∩K 6 O3′(H)∩Q12 = 〈t〉. Since O3′(H) is normalized by P , by coprime
action, O3′(H) is generated by elements commuting with elements of P
#. However by
Lemmas 5.35 and 5.36, for every p ∈ P#, CH(p) 6 K. Therefore O3′(H) 6 K and so
O3′(H) = 〈t〉.
Set M := 〈Q12H〉 E H then M 6 O2(H). Moreover O3′(M) 6 O3′(H) and so
O3′(M) = 〈t〉. Therefore we have P 6 M . Suppose CM(P ) = NM(P ). Then M has a
normal 3-complement which is a contradiction since O3′(M) = 〈t〉. Since [P,NH(P ) ∩
Q12] 6 P ∩ Q12 = 1, we see that NH(P ) ∩ Q12 = CH(P ) ∩ Q12. Suppose Q12 ∈ Syl2(M)
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then K ∩M = Q12P . By Lemma 5.35, NH(P ) 6 K and so NM(P ) 6 Q12P . By Lemma
1.2 (Dedekind), NM(P ) ∩ Q12P = (NM(P ) ∩ Q12)P = CQ12(P )P 6 CH(P ) which is a
contradiction. Therefore Q12 is not a Sylow 2-subgroup of M and so M ∩K > Q12P .
Set N := O2′(M). If N is 3
′ then N 6 O3′(H) = 〈t〉 and so N = 1. Otherwise
P 6 N and then [P,Q12] 6 N ∩Q12 = 1 which is a contradiction. Therefore O2′(M) = 1.
Now, since P 6 M C H, H = MNH(P ) by a Frattini argument and so M = 〈QH12〉 =
〈QNH(P )M12 〉 = 〈QM12〉 since NH(P ) 6 K = NG(Q12). Finally, we may apply Theorem 1.27
to M = 〈Q12M〉. As required, we have that O2′(M) = 1 and since Q12 is strongly closed
in T with respect to H, we have that Q12 is strongly closed in M ∩ T with respect to M .
Thus Q12 = O2(M)Ω(T ∩M). Since Q12 is not a Sylow 2-subgroup of M 6 O2(H) we may
find e ∈ (M ∩T )\Q12. Then by Lemma 5.40, Q12e contains either involutions or elements
of order four squaring to t. In either case Q12e ∩Ω(T ∩M) 6= 1 and so Q12  Ω(T ∩M).
This contradiction proves that H = K. 
5.3 The Structure of the Centralizer of u
We now know the structure of the centralizer of an involution in G-conjugacy class 2B and
so we must determine the structure of the centralizer of an involution in 2A. Recall that
in Notation 5.25 we fixed an involution u ∈ Q2 and we defined 2A to be the conjugacy
class of involutions in G containing u. By Lemma 5.29, 2A 6= 2B. Let L := CG(u)
and L˜ = L/〈u〉 and we continue to set H = CG(t) and H = H/〈t〉. We will show that
L ∼ (2.HS) : 2 and so we must identify that L˜ has an index two subgroup isomorphic to
the sporadic simple group HS. We first show that L˜ has a subgroup 2×Sym(8) and later
that the centre of this subgroup will lie outside of O2(L˜). We will use the information we
have about CG(t) = H and NG(E) to see the structure of some 2-local subgroups of L˜.
Once we have used extremal transfer to find the index two subgroup of L˜ we are then able
to use this 2-local information to apply a theorem due to Aschbacher [3] to recognize HS.
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The Aschbacher result requires us to find 2-local subgroups of shape (4 ∗ 21+4+ ).Sym(5)
and (4× 4× 4).GL3(2).
Recall using Notation 5.25 that u ∈ F 6 Q2 6 CG(a2) and that a1 normalizes F .
Lemma 5.46. CG(F ) ∼= 2 × 2 × Alt(8) with CG(F ) > CG(u) ∩ CG(a1) ∼= Alt(8) and
CL˜(F˜ )
∼= 2×Sym(8). Moreover if F0 is any fours subgroup of CG(a2) such that F#0 ⊆ 2A
then CG(F0) ∼= CG(F ).
Proof. Set M := CG(F ). First observe that F 6 O3(CG(a2)) ∼= Alt(9) and the im-
age of F# in Alt(9) consists of involutions of cycle type 22. Notice also that Alt(9)
has two classes of such fours groups with representatives 〈(1, 2)(3, 4), (1, 3)(2, 4)〉 and
〈(1, 2)(3, 4), (3, 4)(5, 6)〉. These subgroups of Alt(9) have respective centralizers isomor-
phic to 2× 2×Alt(5) and 2× 2× Sym(3) and respective normalizers (Alt(4)×Alt(5)) : 2
and Sym(4)× Sym(3).
Given the image of F in O3(CG(a2)), we have that M ∩CG(a2) ∼= 3× 2× 2× Sym(3).
Let R ∈ Syl3(M ∩CG(a2)) such that 〈R, a1〉 is a Sylow 3-subgroup of NG(F ) (notice that
a1 permutes F
#). Then a2 ∈ R and 〈R, a1〉 is abelian and R# ⊆ 3A since no element of
order three in 3B commutes with a fours group. Therefore by the earlier argument for
each r ∈ R#, CG(r) ∩M ∼= 3× 2× 2× Alt(5) or 3× 2× 2× Sym(3).
Consider M ∩ CG(a1) which is isomorphic to a subgroup of Alt(9) ∼= O3(CG(a1)). By
Lemma 5.21, CG(O
3(CG(a1))) = 〈a1〉. In particular, F does not commute withO3(CG(a1))
and so M∩CG(a1) is a proper subgroup of O3(CG(a1)). By Lemma 5.30, we have that F 6
Q2 commutes with Q1 6 CG(a1). Also F commutes with R 6 CG(a1) and so |M ∩CG(a1)|
is a multiple of 2532. Moreover M ∩ CG(a1) contains the subgroup Q1〈a2〉 ∼ 21+4+ .3.
We check the maximal subgroups of Alt(9) (see [10]) to see that M ∩CG(a1) is either
a subgroup of Alt(8) or the diagonal subgroup of index two in Sym(5) × Sym(4). The
latter possibility leads to a Sylow 2-subgroup of order 25 with centre of order four which
is impossible as 21+4+ ∼= Q2 6 M ∩ CG(a1). So M ∩ CG(a1) is isomorphic to a subgroup
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of Alt(8). Suppose it is isomorphic to a proper subgroup of Alt(8). We again check the
maximal subgroups of Alt(8) ([10]) to see that M ∩ CG(a1) is isomorphic to a subgroup
of NAlt(8)(〈(1, 2)(3, 4), (1, 3)(2, 4), (5, 6)(7, 8), (5, 7)(6, 8)〉) ∼ 24 : (Sym(3)× Sym(3)). This
subgroup can be seen easily in GL4(2) as the subgroup of matrices of shape

∗ ∗ 0 0
∗ ∗ 0 0
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

.
We calculate in this group that an extraspecial subgroup of order 25 is not normalized by
a element of order three. Therefore M ∩ CG(a1) is not isomorphic to a subgroup of this
matrix group. Thus M ∩ CG(a1) ∼= Alt(8). In particular M has a subgroup isomorphic
to 2× 2× Alt(8).
Now we have that for every r ∈ R#, CM(r) ∼= 3× 2× 2×Sym(3) or 3× 2× 2×Alt(5).
Now R 6 CM(a1) ∼= Alt(8) and so R ∈ Syl3(CM(a1)). Moreover, Alt(8) has two conjugacy
classes of elements of order three. So we may set R = {1, a2, a22, a3, a23, b1, b21, b2, b22} where
a2 is conjugate to a3 in CM(a1) and b1 is conjugate to b2 in CM(a1) such that CCM (a1)(bi)
∼=
3× Alt(5) (i ∈ {1, 2}) and CCM (a1)(aj) ∼= 3× Sym(3) (j ∈ {2, 3}). Now we already have
that CM(a3) ∼= CM(a2) ∼= 3×2×2×Sym(3) and we have two possibilities for the structure
of the other 3-centralizer. Therefore we must have that CM(bi) ∼= 3× 2× 2×Alt(5). Now
by coprime action CM/F (Fbi) ∼= CM(bi)/F and CM/F (Fai) ∼= CM(ai)/F . Hence we may
apply Corollary 1.51 to M/F to say that M/F ∼= Alt(8). Therefore M ∼= 2× 2×Alt(8).
Consider NL(F ). We have seen that NG(F )/M ∼= Sym(3) and so [NL(F ) : M ] = 2. It
follows that NL(F )/F ∼= 2× Alt(8) or Sym(8). For b1 ∈ R, CM(b1) ∼= 3× 2× 2× Alt(5)
and so CNL(F )(b1) ∼ 3 × (2 × 2 × Alt(5)) : 2 and CNL(F )(b1)/F ∼ 3 × Sym(5) which
is not a subgroup of Alt(8) × 2. Thus we must have that NL(F )/F ∼= Sym(8) and so
CL˜(F˜ )
∼= 2× Sym(8).
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Now let F0 6 CG(a2) have image 〈(1, 2)(3, 4), (1, 3)(2, 4)〉 in Alt(9) ∼= O3(CG(a2)).
Then CG(a2) ∩ CG(F0) ∼= 3 × 2 × 2 × Alt(5). Now recall that R ∈ Syl3(M) and M =
CG(F ) ∼= 2×2×Alt(8) and so there exists r ∈ R# such that M∩CG(r) ∼= 3×2×2×Alt(5).
Since every element in R# is conjugate in G, we have that F0 is conjugate to F in G.
Thus CG(F0) ∼= CG(F ). 
Recall from Notation 5.25 that r2 is an involution in O
3(CG(a2)) which is conjugate
to u and r2u. In light of Lemma 5.46, the following result is a calculation in a group
isomorphic to 2× 2× Alt(8).
Lemma 5.47. CH∩L(r2) ∼ 2× 2× (2× 2× Alt(4)) : 2.
Proof. It is clear from Notation 5.25 that 〈r2, u〉# ⊆ 2A. Set F0 := 〈r2, u〉 then by
Lemma 5.46, CG(F0) ∼= 2× 2×Alt(8). Notice also from Notation 5.25 that t ∈ CG(F0)∩
CG(a2) ∼= 3 × 2 × 2 × Alt(5) which has an abelian subgroup containing t isomorphic
to 3 × 2 × 2 × 2 × 2. Consider 〈F0, t〉 ∩ CG(F0)′ (of course CG(F0)′ ∼= Alt(8)) which
has order two. If 〈F0, t〉 ∩ CG(F0)′ is 2-central in CG(F0)′ then a2 ∈ CG(F0)′ ∩ CG(t) is
isomorphic to the subgroup of Alt(8) of shape 21+4+ .Sym(3). However this implies that
CG(〈F0, t〉) ∩ CG(a2) ∼= 2× 2× 2× 3 which is not the case. Thus 〈F0, t〉 ∩ CG(F0)′ is not
2-central in CG(F0)
′ and so CG(F0)′∩CG(t) is isomorphic to a subgroup of Alt(8) of shape
(2× 2× Alt(4)) : 2. Thus CH∩L(r2) ∼ 2× 2× (2× 2× Alt(4)) : 2. 
Lemma 5.48. H ∩ L contains a Sylow 2-subgroup of L which has order 211 and centre
〈t, u〉.
Proof. Let Su be a Sylow 2-subgroup of CL(t). We have that u ∈ Q2 6 Q12 and since
u ∈ 2A, we may apply Lemma 5.42 to see that |CH(u)| = 211.3.5. Therefore |Su| = 211.
Now, u ∈ Q2 and [Q1, Q2] = 1 (by Lemma 5.30) so we have that Q1 6 CO2(H)(u) 6 Su.
Moreover, Z(Su) 6 CSu(Q1) 6 Q2. Therefore Z(Su) 6 Z(CQ2(u)) = 〈t, u〉 since Q2 is
extraspecial of order 25. Hence Z(Su) = 〈t, u〉. Since 〈t, u〉 6 Q12 and Q12 is extraspecial,
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u is conjugate to ut in Q12. Therefore NG(〈t, u〉) 6 CG(t). So let Su 6 Tu ∈ Syl2(L) then
NTu(Su) 6 NL(〈t, u〉) 6 H ∩ L. Thus Su is a Sylow 2-subgroup of L. 
Lemma 5.49. (H ∩ L)/(Q12 ∩ L) ∼= Sym(5).
Proof. Using Lemma 5.42 we have that CH(u)/CQ12(u)
∼= Alt(5) × 2 or Sym(5). We
suppose for a contradiction that (H ∩L)/(Q12∩L) = CH(u)/CQ12(u) ∼= CH(u)Q12/Q12 ∼=
2 × Alt(5). Now set V := CQ12(u) then |V | = 28 and V is normalized by CH(u)/V ∼=
2× Alt(5).
Recall from Notation 5.25 that r2 is an involution in O
3(CG(a2)) and from Lemma 5.26
that r2 ∈ CH(a2)\Q2. Since [r2, a2] = 1, [V r2, V a2] = 1 and therefore V r2 ∈ Z(CH(u)/V ).
In particular, CV (r2) is preserved by O
2(CH(u)/V ) ∼= Alt(5). Since V a2 acts non-trivially
on V , O2(CH(u)/V ) acts non-trivially. This is to say that there exists a non-central
O2(CH(u)/V )-chief factor of V . Moreover, this chief factor has order at least 2
4.
By Lemma 1.31 (ii), |CV (r2)| > 24. Now Lemma 5.47 gives us that CH∩L(r2) ∼
2× 2× (2× 2×Alt(4)) : 2. Clearly CV (r2) is a normal 2-subgroup of CH∩L(r2). However
O2(CH∩L(r2)) has order 26 and contains r2. Therefore |CV (r2)| 6 25 and so by Lemma
1.17, |CV (r2)| 6 25. Thus |CV (r2)| = 24 or 25. Suppose first that |CV (r2)| = 24 then
u ∈ CV (r2) is normalized by O2(CH(u)/V ) and so CV (r2) is necessarily a sum of trivial
O2(CH(u)/V )-modules. Moreover V /CV (r2) has dimension three and is therefore also a
sum of trivial O2(CH(u)/V )-modules. This is a contradiction.
So suppose instead that |CV (r2)| = 25. Then |[V , r2]| = 22 by Lemma 1.31 (i).
Furthermore [V , r2] is preserved by O
2(CH(u)/V ). Thus [V , r2] is a sum of two trivial
O2(CH(u)/V )-modules. Since [V , r2] 6 CV (r2) (Lemma 1.31 (ii)), it follows that CV (r2)
is also a sum of trivial O2(CH(u)/V )-modules as is V /CV (r2). Again this gives us a
contradiction. Hence we may conclude that CH(u)/CQ12(u)
∼= CH(u)Q12/Q12 ∼= Sym(5).
Lemma 5.50. Let (L ∩ Q12)e ∈ (L ∩ H)/(L ∩ Q12) have order five then CQ12(e) ∼=
[Q12, e] ∼= 21+4− .
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Proof. By Lemma 5.30, CG(Q12) 6 Q12 and so e acts non-trivially on Q12 and since
(L∩Q12)e has order five, e describes an automorphism of Q12 of order five. We have that
e centralizes u and so CQ12(e) > 〈t〉. Hence by Lemma 1.10, CQ12(e) and [Q12, e] are both
extraspecial with intersection equal to 〈t〉 and product equal to Q12. Since e acts fixed-
point-freely on [Q12, e], we have that |[Q12, e]| = 24. Thus CQ12(e) and [Q12, e] are both
extraspecial of order 25. Since [Q12, e] has an automorphism of order five, [Q12, e] ∼= 21+4−
follows from Lemma 1.6. Finally, since Q12 is extraspecial of plus type, we have that
CQ12(e)
∼= 21+4− . 
Lemma 5.51. There exists an element of order four d ∈ CQ2(u) such that d2 = t and
4× 2 ∼= 〈d, u〉 C H ∩ L.
Proof. Set V := CQ12(u)/〈u, t〉 then |V | = 26. Consider the action of (L∩H)/(L∩Q12) ∼=
Sym(5) on V . We have that CQ12(a2) = Q2 and if we set B := CQ2(u) = CCQ12 (u)(a2) then
|B| = 24. Now using coprime action we have that |CV (a2)| = |CCQ12 (u)(a2)/〈t, u〉| = 22.
It follows that V is a sum of two trivial Alt(5)-modules and a 4-dimensional natural
Alt(5)-module. Let V0 be an irreducible ((L ∩ H)/(L ∩ Q12))-submodule of V and let
W0 be the preimage of V0 in CQ12(u). Suppose V0 is a 4-dimensional module. Then an
element of order five and an element of order three act fixed-point-freely on V0. We have
that |W0| = 26 and can be written as a direct product in two different ways. Firstly,
W0 = 〈u〉 × [Q12, e] where (Q12 ∩ L)e ∈ (H ∩ L)/(Q12 ∩ L) has order five. Secondly,
W0 = 〈u〉 × [Q12, a2]. However [Q12, e] ∼= 21+4− and [Q12, a2] = Q1 ∼= 21+4+ which is a
contradiction. Thus V0 is isomorphic to either a trivial Sym(5)-module or a sum of two
trivial Alt(5)-modules. In the latter case, |W0| = 24 and commutes with an element of
order five and an element of order three. Thus W0 6 CQ12(a2) = Q2 and so W0 = CQ2(u).
However 〈F, t〉 6 CQ2(u) and 〈F, t〉 is elementary abelian of order eight. This implies that
〈F, t〉 6 CQ12(e) ∼= 21+4− which is a contradiction. Thus |V0| = 2 and so |W0| = 8 and since
〈u, t〉 is central in W0, W0 must be abelian. Moreover if (Q12 ∩L)e is an element of order
five in (H ∩ L)/(Q12 ∩ L) then by Lemma 5.50, W0 6 CQ12(e) ∼= 21+4− . Thus W0 is not
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elementary abelian and so H ∩ L B W0 ∼= 4× 2. Thus, there is an element of order four
d ∈ CQ12(u) such that d2 = t and 4× 2 ∼= 〈d, u〉 C H ∩ L. 
Lemma 5.52. There exists a complement C ∼= GL3(2) to CL(E) in NL(E) such that
EC 6 CG(F ) and there exists Su ∈ Syl2(H ∩ L) such that E C Su.
Proof. Recall that u ∈ F 6 Q2 and by Lemma 5.46, 2× 2× Alt(8) ∼= CG(F ) > CG(u) ∩
CG(a1) ∼= Alt(8). Notice that E 6 Q1 6 CG(F ) since [Q1, Q2] = 1. Notice also that
t ∈ CG(u) ∩ CG(a1). From notation 5.25, the image of t in Alt(9) ∼= O3(CG(a1)) is
(1, 2)(3, 4)(5, 6)(7, 8) and so clearly t lies in exactly one subgroup ofO3(CG(a1)) isomorphic
to Alt(8). By Lemma 5.31, O3(CG(a1)) contains a complement, C say, to CG(E) in
NG(E). Moreover the image of EC in O
3(CG(a1)) lies in a subgroup isomorphic to Alt(8)
containing t. Therefore EC 6 CG(u) ∩ CG(a1) 6 CG(F ).
Recall from Lemma 5.32 thatO3(CG(E)) = 〈E,Q2, A1, A2〉 and considerW = O3(CG(E))∩
L which is normalized by C. Let n ∈ C be an element of order seven. Notice that
CQ2(u) 6 W which has order 24 and does not split over 〈t〉 = Q2 ∩E. Therefore W does
not split over E. In particular, n does not centralize W/E else W = CW (n) × E. Now
consider the action of C on W/E〈u〉. We have that CQ2(u) 6 W so |W | > 26 therefore
|W/E〈u〉| > 22. Suppose first that |W/E〈u〉| = 22. Then n necessarily acts trivially
on W/E which is a contradiction. So suppose |W/E〈u〉| = 23. Then n must act fixed-
point-freely on W/E〈u〉. Recall that F 6 CQ2(u) 6 W and so FE/〈Eu〉 has order two.
Since [C,F ] = 1, [FE/〈E, u〉, n] = 1 and n does not act fixed-point-freely on W/E〈u〉.
Thus |W/E〈u〉| > 24 and so |W | > 28. Now C has a Sylow 2-subgroup of order eight
which centralizes t. Thus NG(E) ∩ L has a Sylow 2-subgroup of order at least 211 which
centralizes t. Hence if we call this 2-group Su then Su ∈ Syl2(H ∩L) by Lemma 5.48 and
E C Su. 
Lemma 5.53. L has an index two subgroup L1 such that F  L1 and L1 ∩ NG(E) ∼
2.(43 : GL3(2)). Moreover, there is an element of order four, d ∈ Q2 as in Lemma 5.51
and d ∈ L1.
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Proof. By Lemma 5.26 (v), a Sylow 3-subgroup of CG(E)/E is self-normalizing and there-
fore 3 - |CG(u)∩CG(E)|. Hence CL(E) is a 2-group. Since E C Su ∈ Syl2(L), CL(E) 6 Su.
By Lemma 5.51, there exists an element of order four d ∈ CQ2(u) such that d2 = t ∈ E
and 〈d, u〉 C H ∩ L which implies that 4 ∼= 〈d˜〉 C H˜ ∩ L. Therefore 〈d˜〉 C ˜NL(E) ∩H.
Since NL(E)/CL(E) ∼= GL3(2), [NL(E) : NL(E) ∩ H] = 7. So consider 〈d˜NL(E)〉. Since
d˜2 = t˜ ∈ E˜ and NL(E) is transitive on E#, we clearly have at least seven conjugates of
〈d˜〉 in N˜L(E). Moreover since 〈d˜〉 C C˜L(E) 6 S˜u, the seven conjugates of 〈d˜〉 in C˜L(E)
pairwise commute. Thus N˜L(E) B 〈d˜NL(E)〉 =: A˜ ∼= 4 × 4 × 4 (where u ∈ A E NL(E)).
Now by Lemma 5.52, there exists a complement, C, to CL(E) in NL(E). Moreover, C˜
acts non-trivially on A˜ and so A˜C˜ ∼ 43 : GL3(2). Since CL(E) is a 2-group, and L has
Sylow 2-subgroups of order 211, it follows that |NL(E)| 6 21137. Thus A˜C˜ has index at
most two in N˜L(E).
Recall that u ∈ F 6 Q2 and by Lemma 5.52, F 6 CL(E). Therefore F˜ normalizes A˜C.
Furthermore, by Lemma 5.46, CL˜(F˜ )
∼= 2×Sym(8). In particular, F˜  A˜ and [A˜, F˜ ] 6= 1.
By Lemma 5.52, [C,F ] = 1. Thus A˜CF ∼ 43 : (2×GL3(2)). Thus A˜CF = N˜L(E) so we
may apply Lemma 1.23 to L˜ to say that O2(L˜) 6= L˜.
So we define u ∈ L1 C L such that L˜1 = O2(L˜) then L˜1 ∩ N˜L(E) ∼ 43 : GL3(2) so
clearly d˜ ∈ A˜ 6 L1. It is also clear that [L : L1] = 2. 
We continue the notation in the following lemma such that u ∈ L1 C L with [L : L1] =
2.
Lemma 5.54. L ∼= 2.HS : 2.
Proof. We must prove that L˜1 satisfies the hypotheses of Theorem 1.52 to recognize the
sporadic simple group HS. Now we have that t˜ is an involution in L˜1. Consider CL˜1(t˜). If
x ∈ L1 and [t˜, x˜] = 1 then x centralizes 〈u〉t = {t, ut}. It follows from Notation 5.25 that
ut ∈ 2A. Therefore x centralizes t and so CL˜1(t˜) = ˜(H ∩ L1). Notice that F 6 Q12∩L and
F  L1 so Q12 ∩ L1 < Q12 ∩ L. Now [Q1, u] = 1 and [a2, u] = 1. Moreover, [Q1, a2] = Q1
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(otherwise CQ1(a2) > 〈t〉) and so Q1 6 L′ 6 L1. By definition of L1, we have that
u ∈ L1. Also Lemma 5.53 says that an element of order four d satisfying Lemma 5.51 is
in CQ2(u) ∩ L1 such that 〈d, u〉 ∼= 4× 2. Thus (21+4+ ∗ 4)× 2 ∼ Q1〈d, u〉 = Q12 ∩ L1. Now
H ∩ L1/Q12 ∩ L1 ∼= Sym(5) follows from an isomorphism theorem since
H ∩ L1
Q12 ∩ L1 =
H ∩ L1
(H ∩ L1) ∩ (Q12 ∩ L)
∼= (H ∩ L1)(Q12 ∩ L)
Q12 ∩ L =
H ∩ L
Q12 ∩ L
∼= Sym(5).
Thus CL˜1(t˜) has 2-radical,
˜Q12 ∩ L1 ∼= 21+4+ ∗ 4 with quotient Sym(5).
Now we have that E 6 Q12 ∩ L1. Suppose that x ∈ L1 and x˜ normalizes E˜. Then x
normalizes E〈u〉. Since NL(E) is transitive on E# and we have seen that tu ∈ 2A, we
have that {ue|e ∈ E#} ⊆ 2A. Therefore E〈u〉 ∩ 2B = E#. Hence x normalizes E. Thus
NL˜1(E˜) =
˜L1 ∩NG(E). By Lemma 5.53, L1 ∩NG(E) ∼ 2.(43 : GL3(2)) and so NL˜1(E˜) ∼=
43 : GL3(2). Thus we have satisfied the hypothesis of Theorem 1.52 and therefore L˜1 ∼=
HS. Since L = L1F and since F˜ acts non-trivially on L˜1, L˜ ∼= Aut(HS) ∼ HS : 2. Now
notice that L does not split over 〈u〉 for example because if we consider the image of u in
Alt(9) ∼= O3(CG(a2)) as in Notation 5.25, u 7→ (1, 2)(3, 4) then we see that an element of
order four with image (1, 3, 2, 4)(5, 6) squares to u. Thus L ∼= 2. Aut(HS) ∼= 2.HS : 2. 
Lemma 5.55. G ∼= HN
Proof. We have that G is a finite group with two involutions u and t and L = CG(u) ∼
(2.HS) : 2. Also CG(t) ∼ 21+8+ .(Alt(5) o 2) and O2(H) = Q12 and by Lemma 5.30,
CG(Q12) 6 Q1〈a2〉 ∩Q2〈a1〉 = 〈t〉 6 Q12. Thus, by Theorem 1.53, G ∼= HN. 
This completes the proof of Theorem C.
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Appendix A
Magma Code For Finding Candidate
Character Tables
In this chapter we explain how the candidate matrices for K were found in Chapter 2.
Recall that we need to find all matrices with 9 columns and at most 14 rows with integer
entries which satisfy the column inner products in Table 2.10. Recall also that Table 2.11
gives us the first row of K and so we need only to find the remaining rows. Thus we
define a matrix M which has 13 rows (some of these may prove to be a row of zeros) and
9 columns. We consider M to be a candidate for the matrix K with the first row removed.
Thus M has the following column inner products (where Mi is the i’th row of M). Define
the modulus of a column to be the inner product of that column with itself. Observe that
we can easily calculate the first two columns of M as the inner products are so small.
We can easily argue using Table 2.10 that every entry in M must be in {−1, 0, 1}. Thus
we define potential columns for M with modulus 3, 5 and 6. We call the sets of these
columns V 3, V 5 and V 6 respectively.
At the i’th (i ∈ {3, . . . , 9}) iteration we search for a potential i’th column for M . Once
we find such a column we include the entries in a candidate matrix and keep all candidate
matrices in a set. We then modify each matrix in this set by swapping columns until the
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(, ) M1 M2 M3 M4 M5 M6 M7 M8 M9
M1 2
M2 0 2
M3 1 -1 3
M4 0 -1 1 3
M5 0 0 0 3 3
M6 0 1 -1 -1 0 3
M7 0 -1 1 1 -1 -1 5
M8 0 0 1 1 -2 -1 3 6
M9 0 0 -1 -1 -2 0 1 2 5
Table A.1: The column inner products (Mi,Mj)16i,j69.
matrix has all its zero rows at the bottom and so that each row starts with a positive
entry. This is to avoid repeated solutions by which we mean solutions which result in
identical character tables.
R:=IntegerRing();
M:=ZeroMatrix(R,13,9); //M is a candidate for K with the first row removed.
M[1,1]:=1;M[2,1]:=1;
M[3,2]:=1;M[4,2]:=1; //We easily calculate the first two columns.
//We find all potential columns of M with modulus 3, 5 and 6.
I:={0,1,-1};C13:=CartesianPower(I,13); V3:={}; V5:={}; V6:={};
for A in C13 do V:=Matrix(R,1,13,[A[1],A[2],A[3],A[4],A[5],A[6],A[7],A[8],A[9],
A[10],A[11],A[12],A[13]]);
if V*Transpose(V) eq Matrix(R,1,1,[6])
then Include(~V6,V);
end if;
end for;
for A in C13 do
V:=Matrix(R,1,13,[A[1],A[2],A[3],A[4],A[5],A[6],A[7],A[8],A[9],
A[10],A[11],A[12],A[13]]);
if V*Transpose(V) eq Matrix(R,1,1,[5])
then Include(~V5,V);
end if;
end for;
for A in C13 do V:=Matrix(R,1,13,[A[1],A[2],A[3],A[4],A[5],A[6],A[7],A[8],A[9],
A[10],A[11],A[12],A[13]]);
if V*Transpose(V) eq Matrix(R,1,1,[3])
then Include(~V3,V);
end if;
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end for;
//We define a set in which to store all our candidate matrices.
SolutionMatrices:={};
//We check each column in V3 to see if it satisfies the necessary inner products.
//If so we create a matrix with this third column and store it in Set3.
M3:=M;Set3:={};
for v in V3 do
if v*(ColumnSubmatrix(M3,1,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M3,2,1)) eq Matrix(1,1,[-1]) then
for i in [1..13] do M3[i,3]:=v[1,i];
end for;
Include(~Set3,M3);
end if;
end for;
//To avoid repetitions we rearrange the rows of each matrix in Set3 so that the non-zero
//entries come first. We also swap negative entries for positive ones where possible.
//We store the modified matrices in Sett3.
l2:=4; Sett3:={};
for m in Set3 do A:=m;
for i in [l2+1..12] do
if A[i,3] eq 0 then n:=i;
for j in [i+1..13] do
if A[j,3] ne 0 then n:=j;
end if;
end for; A:=SwapRows(A,i,n);
end if;
end for;
for i in [l2+1..13] do
if A[i,3] eq -1 then A:=MultiplyRow(A,-1,i);
end if;
end for;
Include(~Sett3,A);
end for;
//We now repeat the process to determine potential fourth columns for each matrix in Sett3.
for MM3 in Sett3 do
M4:=MM3;l3:=l2;
if l2 eq 13 then else
for i in [0..13-l2-1] do
if M4[13-i,3] eq 0 and M4[13-i-1,3]
ne 0 then l3:=13-i-1;
end if;
end for;
end if;
if M4[13,3] ne 0 then l3:=13;
end if;
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Set4:={};
for v in V3 do
if v*(ColumnSubmatrix(M4,1,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M4,2,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M4,3,1)) eq Matrix(1,1,[1]) then
for i in [1..13] do M4[i,4]:=v[1,i];
end for;
Include(~Set4,M4);
end if;
end for;
//We now repeat the process to modify the candidate matrices.
if l3 eq 13 then Sett4:=Set4; else Sett4:={};
for m in Set4 do A:=m;
for i in [l3+1..12] do
if A[i,4] eq 0 then n:=i;
for j in [i+1..13] do
if A[j,4] ne 0 then n:=j;
end if;
end for;
A:=SwapRows(A,i,n);
end if;
end for;
for i in [l3+1..13] do
if A[i,4] eq -1 then A:=MultiplyRow(A,-1,i);
end if;
end for;
Include(~Sett4,A);
end for;
end if;
//Fifth column.
for MM4 in Sett4 do M5:=MM4;l4:=l3;
if l3 eq 13 then else
for i in [0..13-l3-1] do
if M5[13-i,4] eq 0 and M5[13-i-1,4]
ne 0 then l4:=13-i-1;
end if;
end for;
end if;
if M5[13,4] ne 0 then l4:=13;
end if;
Set5:={};
for v in V3 do
if v*(ColumnSubmatrix(M5,1,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M5,2,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M5,3,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M5,4,1)) eq Matrix(1,1,[1]) then
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for i in [1..13] do M5[i,5]:=v[1,i];
end for;
Include(~Set5,M5);
end if;
end for;
if l4 eq 13 then Sett5:=Set5; else Sett5:={};
for m in Set5 do A:=m;
for i in [l4+1..12] do
if A[i,5] eq 0 then n:=i;
for j in [i+1..13] do
if A[j,5] ne 0 then n:=j;
end if;
end for; A:=SwapRows(A,i,n);
end if;
end for;
for i in [l4+1..13] do
if A[i,5] eq -1 then A:=MultiplyRow(A,-1,i);
end if;
end for;
Include(~Sett5,A);
end for;
end if;
//Sixth column.
for MM5 in Sett5 do M6:=MM5;l5:=l4;
if l4 eq 13 then else
for i in [0..13-l4-1] do
if M6[13-i,5] eq 0 and M6[13-i-1,5] ne 0 then l5:=13-i-1;
end if;
end for;
end if;
if M6[13,5] ne 0 then l5:=13;
end if;
Set6:={};
for v in V3 do
if v*(ColumnSubmatrix(M6,1,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M6,2,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M6,3,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M6,4,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M6,5,1)) eq Matrix(1,1,[0]) then
for i in [1..13] do M6[i,6]:=v[1,i];
end for;
Include(~Set6,M6);
end if;
end for;
if l5 eq 13 then Sett6:=Set6; else Sett6:={};
for m in Set6 do A:=m;
for i in [l5+1..12] do
if A[i,6] eq 0 then n:=i;
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for j in [i+1..13] do
if A[j,6] ne 0 then n:=j;
end if;
end for; A:=SwapRows(A,i,n);
end if;
end for;
for i in [l5+1..13] do
if A[i,6] eq -1 then A:=MultiplyRow(A,-1,i);
end if;
end for;
Include(~Sett6,A);
end for;
end if;
//Seventh column.
for MM6 in Sett6 do M7:=MM6;l6:=l5;
if l5 eq 13 then else
for i in [0..13-l5-1] do
if M7[13-i,6] eq 0 and M7[13-i-1,6] ne 0 then l6:=13-i-1;
end if;
end for;
end if;
if M7[13,6] ne 0 then l6:=13;
end if;
Set7:={};
for v in V5 do
if v*(ColumnSubmatrix(M7,1,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M7,2,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M7,3,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M7,4,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M7,5,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M7,6,1)) eq Matrix(1,1,[-1]) then
for i in [1..13] do M7[i,7]:=v[1,i];
end for;
Include(~Set7,M7);
end if;
end for;
if l6 eq 13 then Sett7:=Set7; else Sett7:={};
for m in Set7 do A:=m;
for i in [l6+1..12] do
if A[i,7] eq 0 then n:=i;
for j in [i+1..13] do
if A[j,7] ne 0 then n:=j;
end if;
end for; A:=SwapRows(A,i,n);
end if;
end for;
for i in [l6+1..13] do
if A[i,7] eq -1 then A:=MultiplyRow(A,-1,i);
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end if;
end for;
Include(~Sett7,A);
end for;
end if;
//Eighth column.
for MM7 in Sett7 do M8:=MM7;l7:=l6;
if l6 eq 13 then else
for i in [0..13-l6-1] do
if M8[13-i,7] eq 0 and M8[13-i-1,7]
ne 0 then l7:=13-i-1;
end if;
end for;
end if;
if M8[13,7] ne 0 then l7:=13;
end if;
Set8:={};
for v in V6 do
if v*(ColumnSubmatrix(M8,1,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M8,2,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M8,3,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M8,4,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M8,5,1)) eq Matrix(1,1,[-2]) and
v*(ColumnSubmatrix(M8,6,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M8,7,1)) eq Matrix(1,1,[3]) then
for i in [1..13] do M8[i,8]:=v[1,i];
end for;
Include(~Set8,M8);
end if;
end for;
if l7 eq 13 then Sett8:=Set8; else Sett8:={};
if l7 eq 12 then
for m in Set8 do A:=m;
if A[13,8] eq -1 then A:=MultiplyRow(A,-1,13);
end if;
Include(~Sett8,A);
end for;
else
for m in Set8 do A:=m;
for i in [l7+1..12] do
if A[i,8] eq 0 then n:=i;
for j in [i+1..13] do
if A[j,8] ne 0 then n:=j;
end if;
end for;
A:=SwapRows(A,i,n);
end if;
end for;
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for i in [l7+1..13] do
if A[i,8] eq -1 then A:=MultiplyRow(A,-1,i);
end if;
end for;
Include(~Sett8,A);
end for;
end if;
end if;
//ninth column.
for MM8 in Sett8 do M9:=MM8;l8:=l7;
if l7 eq 13 then else
for i in [0..13-l7-1] do
if M9[13-i,8] eq 0 and M9[13-i-1,8] ne 0 then l8:=13-i-1;
end if;
end for;
end if;
if M9[13,8] ne 0 then l8:=13;
end if;
Set9:={};
for v in V5 do
if v*(ColumnSubmatrix(M9,1,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M9,2,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M9,3,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M9,4,1)) eq Matrix(1,1,[-1]) and
v*(ColumnSubmatrix(M9,5,1)) eq Matrix(1,1,[-2]) and
v*(ColumnSubmatrix(M9,6,1)) eq Matrix(1,1,[0]) and
v*(ColumnSubmatrix(M9,7,1)) eq Matrix(1,1,[1]) and
v*(ColumnSubmatrix(M9,8,1)) eq Matrix(1,1,[2]) then
for i in [1..13] do M9[i,9]:=v[1,i];
end for;
Include(~Set9,M9);
end if;
end for;
if l8 eq 13 then Sett9:=Set9;
else Sett9:={};
if l8 eq 12 then
for m in Set9 do A:=m;
if A[13,9] eq -1 then A:=MultiplyRow(A,-1,13);
end if;
Include(~Sett9,A);
end for;
else
for m in Set9 do A:=m;
for i in [l8+1..12] do
if A[i,9] eq 0 then n:=i;
for j in [i+1..13] do
if A[j,9] ne 0 then n:=j;
end if;
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end for; A:=SwapRows(A,i,n);
end if;
end for;
for i in [l8+1..13] do
if A[i,9] eq -1 then A:=MultiplyRow(A,-1,i);
end if;
end for;
Include(~Sett9,A);
end for;
end if;
end if;
//Now we store all candidate matrices in the set SolutionMatrices.
for X in Sett9 do Include(~SolutionMatrices,X); end for;
end for; end for; end for; end for;end for; end for;
//To remove further repeated solutions we convert each matrix into a set of 9 vectors and re-
move repetitions.
SetColumns:={};SetMatrices:={};
for Y in SolutionMatrices do SetY:=;
for i in [1..13] do Include(~SetY,RowSubmatrix(Y,i,1));
end for;
if SetY in SetColumns then else
Include(~SetColumns,SetY);Include(~SetMatrices,Y);
end if;
end for;
//Finally we create the candidate matrices K.
CandidateK:=;
for A in SetMatrices do K:=ZeroMatrix(R,14,9); K[1,4]:=1;K[1,5]:=2;
for i in [2..13] do
for j in [1..9] do K[i,j]:=A[i,j];
end for;
end for;
Include(~CandidateK,K);
end for;
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