Abstract. Comparing different good solutions for an optimization problem, one usually finds structures which are common to all solutions. Thus, one can assume that these "backbones" are part of any good solution and also of the global optimum of the considered problem. For spin glass models like the Sherrington-Kirkpatrick-model, these backbones consist of spins which are parallel and antiparallel, rsp., to each other in all solutions. The Searching for Backbones algorithm produces a number of good solutions in a first iteration, finds these backbones, and holds them constant in the next iteration in which better solutions are found which have more structures in common. This approach is iterated until all optimization runs end at the same solution.
INTRODUCTION
Spin glasses are unordered magnetic materials which are dominated by frustration effects due to the competing interactions between the single spins. A widely used model for spin glasses is the Sherrington-Kirkpatrickmodel (short: SK-model) [1] : the Hamiltonian of this model is given by ¡ £ ¢ ∑ i¤ j J i j S i S j (1) with N Ising spins S i ¡ ¦ ¥ 1 and interactions J i j which are Gaussian distributed around zero. Thus, all spins interact with each other, the interaction between two spins can be either positive or negative.
This model can be considered as an optimization problem: the task is to find a setting of the spins S i for a proposed interaction matrix J such that the energy is minimum. This optimization problem is NP-complete, i.e., there is no exact algorithm solving this problem in polynomial time. As the number of configurations explodes exponentially with the system size N, only relatively small configurations can be solved exactly with mathematical algorithms such as Branch&Cut. For larger instances, heuristics have to be used for finding optimum or at least very good configurations.
In computational physics, Simulated Annealing [2] has become the main heuristics for finding quasi optimum configurations of complex problems: starting out from a random configuration σ 0 , a series of moves σ i σ i . There are also other optimization algorithms which are closely related to Simulated Annealing and which differ only in the choice of the acceptance criterion: Threshold Accepting [4] is a deterministic variant [5] of Simulated Annealing and accepts a move with the acceptance criterion
Thus, the outline of Simulated Annealing and related algorithms is as follows:
• Simulated Annealing then starts out at a randomly created configuration σ 0 at some large initial temperature.
• Then a loop over several temperature steps is performed: -In each temperature step, the system performs a series of moves: * Starting from the current configuration σ i , the system creates a tentative new configuration σ i¨1 .
such that σ i¨1 becomes the current configuration. · In case of rejection, the system stays in σ i . One sets then σ i¨1 :
-After a certain number of moves, the temperature is decreased to some extent.
• The final configuration is printed as the result of the optimization algorithm.
There are various ways how to change a configuration with a move. Using the Local Search approach, the configuration is only changed slightly, e.g., by a spinflip S i § ¢ S i . But one can also change the system to a larger extent by changing several spins at the same time [6] .
MOTIVATION FOR SEARCHING FOR BACKBONES
Simulated Annealing is a heuristic optimization algorithm which leads to different quasi optimum configurations if different seeds for the random number generator are used and if the problem is very difficult to solve. However, if comparing these solutions, which were independently generated, one finds that these solutions have many structures in common: the nature of these structures depends on the considered optimization problem. For example, in sequencing problems like the Traveling Salesman Problem, in which optimum sequences of nodes have to be found, these structures are partial sequences of a few nodes which are common to all solutions [7, 8, 9] . In a spin glass model like the SK-model, each spin S i can take the two values S i ¡ ¡ 1 and S i ¡ £ ¢
1. Here such a structure is given by a group of spins which are parallel or antiparallel to each other in all solutions, as shown schematically in Fig. 1 , in which groups of such spins can be identified.
Usually, after already having a "quite good" solution for the proposed optimization problem, one performs further optimization runs in order to achieve an "even better" solution. But it would be a waste of calculation time if these structures, which were found in all previous solutions, have to be determined again and again in further optimization runs. As they were already found by several independently performed optimization runs, they can be assumed to be part of any very good configuration and also of the optimum solution.
Thus, a way has to be found to tell further optimization processes about the existence of these backbones which shall be kept constant during the whole optimization runs. Thus, the computing time can be concentrated on parts of the system which are obviously more difficult to solve in an optimum way. Then the new solutions are on average better than the previous solutions and have more structures in common than those. Thus, a new set of backbones has to be determined by comparing the new solutions. It might be that two or more backbones can be connected to one backbone, such that the number of backbones decreases and the backbones grow in size. Then again new optimization runs are performed in which these new backbones are kept constant. This approach is iterated until all optimization runs end up at the same solution.
OUTLINE OF THE ALGORITHM
Summarizing, the outline of this algorithm if applied to a spin glass model with Ising spins is as follows:
• M independent optimization runs for the proposed spin glass instance are performed, leading to M solutions σ µ
These optimization runs can be most efficiently performed in parallel.
• Then the solutions are compared for common structures:
betweem the single spins is created:
M then the spins i and j can be connected to one backbone. This backbone can be expressed as a block spin α. The Hamiltonian of the SK-model can then be rewritten with these block spins as Figure 2 shows computational results for two spin glass instances, one with 500 spins and one with 1000 spins. The underlying optimization algorithm used was Threshold Accepting with large moves [6] with which M solutions were generated in optimization runs which were performed independently of each other on a parallel computer. We see at first sight that the Searching for Backbones algorithm converges rather rapidly within only a few iterations, in contrast to the convergence results found for the Traveling Salesman Problem [7, 9] where the algorithm did not converge for large M. Furthermore, we find that the algorithm takes more iterations to converge for larger numbers of compared solutions but that also the quality of solutions found is better for larger M. Thus, we find that the Searching for Backbones algorithm is really able to improve the results found with the underlying heuristics.
COMPUTATIONAL RESULTS
The convergence can best be seen by looking at the system size, which is shown in the middle of Fig. 2 : as the single spins are replaced by fewer backbone spins, the system size decreases gradually. The relative system size is given by the number of backbone spins in each iteration divided through the original number of spins. A further parameter measuring the convergence of the algorithm is the relative self energy
which is a measure for the energy fraction which is already part of the self energies of the backbone spins. This is a measure how much the algorithm can still optimize.
SUMMARY AND REMARK
The Searching for Backbones algorithm compares different solutions of a proposed optimization problem for common parts called backbones and holds them constant in further optimization runs. Thus, the system size and also the complexity of the problem instance are reduced. This approach is iterated until all solutions are identical at the end.
Please note that the insight of Albert Einstein that "Common sense is the collection of prejudices acquired by age eighteen." does not apply for our computational results. In the real world, there are no real independencies, everybody is in contact with other persons such that prejudices can spread and are even given from one generation to the next one. Furthermore, the human mind is selective and weighs experiences stronger which fit in already existing schemes, such that prejudices keep rather stable. Here however we have no such existing schemes and we have no information from outside, such that we can really trust in that these structures are something special of the problem instance, if no construction heuristics or other intelligence was used and if the optimization runs were really performed independently of each other.
