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Let {X, Xk, k 1} be a sequence of negatively associated random variables with a common
distribution function and ﬁnite expectation and let τ be a nonnegative integer-valued
random variable independent of {Xk, k  1}. In this paper we give uniﬁed form for the
asymptotic behavior of the random sums Sτ =∑τk=1 Xk in the case of limx→+∞ P (X>x)P (τ>x) =
C ∈ [0,+∞]. The results extend the earlier results of Ales˘kevic˘iené et al. (2008) [2].
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let {Xk, k  1} be a sequence of random variables (r.v.s) with a common distribution function (d.f.) F (x) = 1 − F (x) =
P (X  x) and let τ be a nonnegative integer-valued r.v. with d.f. Fτ (x) = 1− F τ (x) = P (τ  x). For n 1, we denote by Sn
the n-th partial sum of the sequence {Xk, k 1}.
In this paper we aim to investigate the asymptotic behavior of the random sum Sτ =∑τk=1 Xk in the case of X or τ is
heavy-tailed. Recall that a r.v. X (or its d.f.) is said to be heavy-tailed if EeiX = ∞ for any positive  . We need the following
subclasses of heavy tailed distributions.
A d.f. F (x) = 1− F (x) which supported in (−∞,+∞) is said to belong to the class C if
lim
y↗1 limsupx→+∞
F (xy)
F (x)
= 1;
belong to R−α if α > 0 and
lim
x→+∞
F (xy)
F (x)
= y−α
holds for any ﬁxed y > 0; belong to the class L if
lim
x→+∞
F (x+ y)
F (x)
= 1
for any ﬁxed y > 0; belong to the class D if
limsup
x→+∞
F (xy)
F (x)
< +∞
for any ﬁxed y ∈ (0,1).
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The tail probability of random sums plays an important role in many applied probability ﬁelds such as insurance math-
ematics, queuing theory, etc., and has already been studied by an extensive literatures. Most of researchers focused on the
case when the sequence {Xn: n 1} are i.i.d.r.v.s and that the tail of X is heavier than τ (i.e. Fτ (x) = o(F (x))), cf. Chover et
al. [5], Rudin [17], Embrechts et al. [7], Cline [6], Ng et al. [14], Wang et al. [22], Watanabe [23], etc. Recently, other cases
such as F (x) = o(Fτ (x)) or Fτ (x) ∼ C F (x) have also begun to attract attentions. Faÿ et al. [9] discussed the cases of F (x)
or Fτ (x) with regular variation tails, they actually got the beautiful equivalence relation P (Sτ > x) ∼ Eτ F (x) + (E X)α F τ (x)
under the conditions limx→∞ F (x)F τ (x) = c ∈ [0,∞) and F τ (x) ∈ R−α . Robert and Segers [16] and Ales˘kevic˘iené et al. [2] inves-
tigated the cases of Fτ (x) with consistently varying tails under condition F (x) = o(Fτ (x)) or F (x) ∼ C∗Fτ (x). These results
have aroused our interest.
Here and henceforth, a(x) = o(b(x)) means that limx→+∞ a(x)b(x) = 0, a(x) ∼ b(x) means that limx→+∞ a(x)b(x) = 1.
Let us recall the two theorems in Ales˘kevic˘iené et al. [2] as follows:
Theorem 1.A. (See [2, Theorem 1.2].) Suppose that {Xk, k 1} is a sequence of nonnegative independent identically distributed (i.i.d.)
r.v.s with a common d.f. F (x). Let τ be a nonnegative integer-valued r.v. with ﬁnite mean Eτ and d.f. Fτ ∈C . Let, in addition, r.v. τ be
independent of the sequence {Xk, k 1} and satisﬁes F (x) = o(Fτ (x)). Then, as x → ∞
P (Sτ > x) ∼ P (τ > x/E X).
Theorem 1.B. (See [2, Theorem 1.3].) Suppose that {Xk, k  1} is a sequence of nonnegative i.i.d.r.v.s with a common d.f. F (x) ∈ C
and ﬁnite mean E X. Let τ be a nonnegative integer-valued r.v. independent of the sequence {Xk, k  1} and satisﬁes Fτ (x) ∼ C F (x)
for some constant C > 0. Then
limsup
x→+∞
P (Sτ > x)
F (x)
 Eτ + C limsup
x→+∞
F (x/E X)
F (x)
and
lim inf
x→+∞
P (Sτ > x)
F (x)
 Eτ + C lim inf
x→+∞
F (x/E X)
F (x)
.
Note that the results of Theorem 1.B is not the form of the equivalent relation. In Theorem 2.2 of Ales˘kevic˘iené et al. [2],
which is an application of Theorems 1.A and 1.B to the compound renewal risk model, they give three equivalent relations
according to the three cases. In the third case (i.e. P (N > x) ∼ CB(x)) they only obtained the result for regular variation
tails assumptions. In Remark 2.2 of Ales˘kevic˘iené et al. [2], they conjectured that the similar result should also establish in
the common situation. This paper will give an aﬃrmative answer.
The main purposes of this paper are as follows:
• To improve Theorem 1.B by giving the form of an equivalent relation.
• To give a uniﬁed form which combining Theorem 1.A with Theorem 1.B.
• To generalize the main results of [2] in the sense of allowing {Xk, k 1} to be negatively associate r.v.s which supported
in (−∞,+∞) instead of that {Xk, k 1} are i.i.d.r.v.s which supported in [0,+∞).
The concept of NA is introduced by Alam and Saxena [1] and Joag-Dev and Proschan [11].
Deﬁnition 1.1. A ﬁnite family of variables {Xk, 1 k n} is said to be negatively associated (NA) if, for every pair of disjoint
subsets A1 and A2 of {1,2, . . . ,n}
cov
(
f1(Xk,k ∈ A1), f2(X j, j ∈ A2)
)
 0
whenever f1 and f2 are coordinatewise increasing such that the covariance exists. An inﬁnite family is NA if each of its
ﬁnite subfamilies is NA.
Note that if two r.v.s X and Y are NA, they are also called negative quadrant dependent (NQD), which is introduced by
Lehmann [12].
Now we present the main results of this paper.
Theorem 1.1. Let {X, Xk, k  1} be a sequence of NA r.v.s with a common d.f. F (x) satisfying E|X | < ∞ and E X > 0. Let τ be a
nonnegative integer-valued random variable with a d.f. Fτ (x), independent of {Xk, k 1}. Suppose that
lim
x→+∞
F (x) = C ∈ [0,+∞]. (1.1)
Fτ (x)
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F (a) = 0 for some a > −∞. (1.2)
Then we have
P (Sτ > x) ∼ Eτ F (x) + Fτ
(
x
E X
)
. (1.3)
Condition (1.2) is unnecessary when {Xk, k 1} are mutually independent.
Remark 1.1. In the case C = 0, (1.1) means F (x) = o(Fτ (x)), then (1.3) implies P (Sτ > x) ∼ Fτ (x/E X), which extends The-
orem 1.2 of Ales˘kevic˘iené et al. [2] in which {Xk: k  1} are assumed to be i.i.d.r.v.s with support [0,∞). In the case of
0 < C < ∞, [2] only got the upper and lower bounds and they conjectured that some equivalence relationship may hold,
(1.1) extends and improves Theorem 1.3 of Ales˘kevic˘iené et al. [2] in which {Xk: k  1} are assumed to be i.i.d.r.v.s with
support [0,∞).
The following result extends Theorem 3.2 in Robert and Segers [16].
Theorem 1.2. Suppose that {X, Xk, k  1} is a sequence of NA r.v.s with a common d.f. F (x) satisfying E X > 0, τ is a nonnegative
integer-valued r.v. with d.f. Fτ (x) ∈C , independent of {Xn, n 1}. Suppose that
Eτ = ∞ and E|X |r < ∞ for some r ∈ [1,2] and limsup
x→+∞
E[τ I(τ  x)]
xr P (τ > x)
= 0. (1.4)
Then,
P (Sτ > x) ∼ Fτ (x/E X) as x → +∞. (1.5)
Remark 1.2. Since E|X |r < ∞ implies limx→+∞ xr P (X > x) = 0, from
P (X > x)
P (τ > x)
= x
r P (X > x)
E[τ I(τ  x)]
E[τ I(τ  x)]
xr P (τ > x)
,
we know that (1.4) implies
F (x) = o(Fτ (x)).
Note that r = 1 is excluded in Theorem 3.2 of [16] in the case of Eτ = ∞. It is easy to see that (1.4) is slight weaker
than (3.11) in [16] in the case of r ∈ (1,2].
2. Proof of theorems
2.1. Some lemmas
We shall need some lemmas for the proofs of Theorems 1.1 and 1.2. Lemma 2.1 comes from Theorem 3.1 of Geluk [10]:
Lemma 2.1. Suppose that the random variables Xk, k = 1, . . . ,n are NA with distribution functions
Fk ∈ D ∩L , k = 1, . . . ,n
and there exists a constant a > −∞ such that P (Xk > a) = 1, k = 1, . . . ,n. Then
P (Sn > x) ∼
n∑
k=1
Fk(x)
as x → +∞ and for all n 1.
The following lemma is a slight adjust of Theorem 1.1 of Tang [21], see also Lemma 2.5 of Chen and Zhang [4]:
Lemma 2.2. Let {Xk, k 1} be NA with ﬁnite expectation μ and common distribution function F ∈C satisfying
xF (−x+ μ) = o(F (x)). (2.1)
Then for each ﬁxed γ > 0, we have
limsup
n→∞
sup
xγn
∣∣∣∣ P (Sn − nμ > x)nF (x) − 1
∣∣∣∣= 0. (2.2)
Condition (2.1) is unnecessary when {Xk: k 1} are mutually independent.
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Note if C > 0, (1.1) implies that Fτ (x) AF (x) holds for some positive constant number A and for all x 0. In this case
E|X | < ∞ implies Eτ < ∞ since
Eτ =
∞∫
0
F τ (x)dx A
∞∫
0
F (x)dx AE|X | < ∞,
so we always have Eτ < ∞ under the conditions of Theorem 1.1.
To prove Theorem 1.1, it suﬃces to prove
limsup
x→+∞
P (Sτ > x)
Eτ F (x) + Fτ (x/E X)
 1 (2.3)
and
lim inf
x→+∞
P (Sτ > x)
Eτ F (x) + Fτ (x/E X)
 1. (2.4)
First we prove (2.3). For any x > 0, δ ∈ (0,1), and positive integer M , let
P (Sτ > x) =
∞∑
n=1
P (Sn > x)P (τ = n)
=
(
M∑
n=1
+
[(1−δ)x/E X]∑
n=M+1
+
∑
n>(1−δ)x/E X
)
P (Sn > x)P (τ = n)
 J1 + J2 + J3. (2.5)
Let  > 0 be an arbitrary ﬁxed constant.
In the case of 0 < C < +∞, F ∈C implies Fτ ∈C . Since
lim
δ→0+
limsup
x→+∞
Fτ ((1− δ)x)
Fτ (x)
= 1,
there exist positive numbers δ and x1 such that
Fτ
(
(1− δ) x
E X
)
 (1+ )Fτ
(
x
E X
)
(2.6)
holds for any x > x1. Therefore,
J3  P
(
τ > (1− δ) x
E X
)
 (1+ )Fτ
(
x
E X
)
(2.7)
holds for all x > x1. For the δ ﬁxed above, F ∈C ⊂D implies that there exists a constant Cδ such that
2F (δx) CδEτ F (x)
holds for all x > 0, on the other hand, Eτ < ∞ yields that
Cδ
∞∑
n=M1+1
nP (τ = n) < 
2
holds for some integer M1 > 0. Note that (1.2) implies (2.1), by Lemma 2.2 we have
limsup
n→∞
sup
δxγn
P (Sn − nE X > δx)
nF (δx)
 1
where γ = δE X1−δ . Thus there exists M2 > 0 such that
P (Sn − nE X > δx) 2nF (δx)
holds for all n > M2 and x > nE X . Let M = max(M1,M2) and x2 = M2/δ, thus for all x > x2, we have1−δ
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[(1−δ)x/E X]∑
n=M+1
P (Sn − nE X > δx)P (τ = n)
 2
∞∑
n=M+1
F (δx)nP (τ = n) < 
2
Eτ F (x). (2.8)
Since C ⊂D ∩L , by (1.2) and Lemma 2.1,
P (Sn > x) ∼ nF (x)
for any ﬁxed integer n. Hence, there exists x3 > 0 such that
J1 
(
1+ 
2
) M∑
n=1
nF (x)P (τ = n) <
(
1+ 
2
)
Eτ F (x) (2.9)
holds for all x > x3. By (2.5), (2.7)–(2.9) we have that
P (Sτ > x) (1+ )
(
Eτ F (x) + Fτ
(
x
E X
))
holds for all x > max(x1, x2, x3), thus (2.3) is obtained in case 0 < C < ∞.
In the case of C = ∞, i.e. Fτ (x) = o(F (x)), substituting Eq. (2.6) for the below one
Fτ
(
(1− δ)x
E X
)
= Fτ (
(1−δ)x
E X )
F ( (1−δ)xE X )
F ( (1−δ)xE X )
F (x)
F (x) Eτ F (x), (2.10)
we obtain that
J3  Eτ F (x)
holds for all x > x1. Accompanying with (2.5), (2.8) and (2.9), we have that
P (Sτ > x) (1+ 2)Eτ F (x)
holds for all x > max(x1, x2, x3). Hence
limsup
x→+∞
P (Sτ > x)
Eτ F (x)
 1.
(2.3) is proved in this case.
In the case of C = 0, without loss of generality, we assume that F (x) is continuous, otherwise F can be replaced by F ∗G ,
where G(x) is an exponential distribution function: G(x) = (1 − e−x)I(x > 0), then F ∗ G(x) is continuous and F ∗ G(x) =
o(Fτ (x)).
Since F (x) = o(Fτ (x)), by Lemma 4.4 in Faÿ et al. [9], there exists a nondecreasing slowly varying function L(x) that
satisﬁes
L(x) → ∞ and F (x)
Fτ (x)
L(x) → 0
as x → +∞. Thus for some x0 > 0,
F (x) Fτ (x)
L(x)
 1
holds for all x x0. Deﬁne d.f.
F ′(x) =
{
1, 0 x < x0,
Fτ (x)/L(x), x x0,
and let
F ′−1(y) = inf{t ∈R: F ′(t) y}, 0 y  1
where F ′(t) = 1− F ′(t). Let
X ′ = F ′−1(F (X)), X ′k = F ′−1(F (Xk)), k = 1,2, . . . .
It’s easy to see P (X ′  x) = F ′(x) and X ′1, X ′2, . . . is still a sequence of NA r.v.s with identical distribution. Moreover, by
Proposition A.16(d) of Embrechts et al. [8], we have that Xk  X ′ ,k 1. Let S ′n =
∑n
k=1 X ′ , thenk k
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M∑
n=1
P
(
S ′n > x
)
P (τ = n) +
[(1−δ)x/E X ′]∑
n=M+1
P
(
S ′n > x
)
P (τ = n)
+
[(1−δ)x/E X]∑
n=[(1−δ)x/E X ′]+1
P (Sn > x)P (τ = n)
 J ′1 + J ′2 + J ′′2 . (2.11)
Since F ′(x) = o(Fτ (x)) and Fτ ∈C ⊂D , there exists x′4 > 0 such that
2Eτ F ′(x) < Fτ
(
x
E X
)
holds for all x > x′4. Note that (2.8) and (2.9) can be applied since r.v.s {X ′k: k  1} satisfy the requirements of Lemmas 2.1
and 2.2, we see that there exist M , x′2 and x′3 such that
J ′1 + J ′2 < (1+ )Eτ F ′(x) < Fτ
(
x
E X
)
(2.12)
holds for any x > max(x′2, x′3, x′4). Note that Fτ ∈C ⊂D , we see that there exists a constant C ′δ > 0 such that for any x > 0
Fτ
(
(1− δ)x
E X ′
)
 C ′δ Fτ
(
x
E X
)
where δ is ﬁxed by (2.6). By Theorem 1 in Matula [13], there exists x′5 > 0, such that
P
(
Sn
n
− E X > δE X
1− δ
)
<

C ′δ
for any x > x′5 and n >
(1−δ)x
E X ′ , Thus
J ′′2 
[(1−δ)x/E X]∑
n=[(1−δ)x/E X ′]+1
P
(
Sn
n
>
x
n
)
P (τ = n)

[(1−δ)x/E X]∑
n=[(1−δ)x/E X ′]+1
P
(
Sn
n
− E X > δE X
1− δ
)
P (τ = n)
 
Cδ
Fτ
(
(1− δ)x
E X ′
)
 Fτ
(
x
E X
)
(2.13)
for any x > x′5. By (2.5), (2.7) and (2.11)–(2.13), we have that
P (Sτ > x) < (1+ 3)Fτ
(
x
E X
)
holds for any x > max{x1, x′2, x′3, x′4, x′5}. Thus
limsup
x→+∞
P (Sτ > x)
Fτ (
x
E X )
 1.
Therefore the proof of Eq. (2.3) is immediately obtained since Fτ ∈C ⊂D and F (x) = o(Fτ (x)).
Now we give the proof of (2.4). For any positive integer M and δ ∈ (0,1), and suﬃciently large x > M · E X/(1 + δ), we
have
P (Sτ > x) =
∞∑
n=1
P (Sn > x)P (τ = n)

(
M∑
n=1
+
∑
n> (1+δ)xE X
)
P (Sn > x)P (τ = n)
 J1 + J4. (2.14)
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M∑
n=1
nP (τ = n) >
(
1− 
2
)
Eτ .
For this ﬁxed M and 1 n M , by (1.2) and Lemma 2.1 and C ⊂D ∩L we have
P (Sn > x) ∼ nF (x).
Thus there exists x1 > 0, for all x > x1,
J1 >
(
1− 
2
) M∑
n=1
nF (x)P (τ = n) >
(
1− 
2
)2
Eτ F (x) > (1− )Eτ F (x). (2.15)
Since Fτ ∈C , there exists δ ∈ (0,1) and x2 > 0 such that
Fτ
(
(1+ δ)x
E X
)

(
1− 
2
)
Fτ
(
x
E X
)
holds for all x > x2. By Theorem 1 in Matula [13], there exists x3 > x2, for all x > x3 and n >
(1+δ)x
E X ,
P
(
Sn
n
− E X > − δE X
1+ δ
)
> 1− 
2
.
Thus
J4 
∑
n> (1+δ)xE X
P
(
Sn
n
>
E X
1+ δ
)
P (τ = n)
=
∑
n> (1+δ)xE X
P
(
Sn
n
− E X > − δE X
1+ δ
)
P (τ = n) >
(
1− 
2
)2
Fτ
(
x
E X
)
> (1− )Fτ
(
x
E X
)
. (2.16)
Let x0 = max{M·E X1+δ , x1, x3}, from Eqs. (2.14)–(2.16) we have that
P (Sτ > x) > (1− )
(
Eτ F (x) + Fτ
(
x
E X
))
holds for all x > x0, hence Eq. (2.4) is obtained in the case of 0 < C < ∞.
In the case of C = +∞, from Eq. (2.15) and J1 + J4  J1 we have
lim inf
x→+∞
P (Sτ > x)
Eτ F (x)
 1.
Therefore (2.4) holds since Fτ (x) = o(F (x)) and F ∈C .
In the case of C = 0, from (2.16) and J1 + J4  J4 it’s easy to conclude
lim inf
x→+∞
P (Sτ > x)
Fτ (x/E X)
 1. (2.17)
Hence by F (x) = o(Fτ (x)) and Fτ ∈C , (2.4) is proved.
2.3. Proof of Theorem 1.2
By (2.16), it is easy to see that (2.17) holds, hence, it suﬃces to prove
limsup
x→+∞
P (Sτ > x)
Fτ (x/E X)
 1. (2.18)
For any δ ∈ (0,1/2) and x > 0,
P (Sτ > x) =
∞∑
n=1
P (Sn > x)P (τ = n)
=
( ∑
nδx/E X
+
∑
δx/E X<n(1−δ)x/E X
+
∑
n>(1−δ)x/E X
)
P (Sn > x)P (τ = n)
 K1 + K2 + J3. (2.19)
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lim
δ→0+
limsup
x→+∞
J3
Fτ (x/E X)
 1. (2.20)
By the Markov inequality and Theorem 2 in Shao [18], we have
K1 
∑
nδx/E X
P
(
Sn − nE X > (1− δ)x
)
P (τ = n)
 2
3−r E|X − E X |r
(1− δ)r · xr
∑
nδx/E X
nP (τ = n) = 2
3−r E|X − E X |r
(1− δ)r · xr E
[
τ I(τ  δx/E X)
]
.
Therefore
K1
Fτ (x/E X)
 2
3−r E|X − E X |r
(1− δ)r · (E X)r · δ
r · Eτ I(τ  δx/E X)
(δx/E X)r P (τ > x/E X)
.
Combining with (1.4) we have
lim
δ→0+
limsup
x→+∞
K1
Fτ (x/E X)
 0. (2.21)
On the other hand
K2 =
∑
δx/E X<n(1−δ)x/E X
P (Sn > x)P (τ = n)

∑
δx/E X<n(1−δ)x/E X
P
(
Sn
n
>
E X
(1− δ)
)
P (τ = n)

∑
δx/E X<n(1−δ)x/E X
P
(
Sn
n
− E X > δE X
(1− δ)
)
P (τ = n).
By Theorem 1 of Matula [13],
limsup
x→+∞
sup
n δxE X
P
(
Sn
n
− E X > δE X
(1− δ)
)
= 0.
These yield that
limsup
x→+∞
K2
Fτ (x/E X)
 0 (2.22)
holds for all δ ∈ (0,1/2). Applying (2.20)–(2.22), the proof of (2.18) is ﬁnished.
3. Applications
In this section we present an application of Theorem 1.1 to ruin probability in the compound renewal risk model which
was introduced in Tang et al. [19]. The following deﬁnition of this model is given by Ales˘kevic˘iené et al. [2] except a slight
change of the dependent structure of the individual claims.
Assumption 3.1. Z , Z1, Z2, . . . is a sequence of nonnegative NA r.v.s with a common distribution function B and a ﬁnite
mean β = E Z < ∞.
Assumption 3.2. The inter-arrival times θ, θ1, θ2, . . . are i.i.d. nonnegative random variables with ﬁnite mean Eθ = 1/λ. In
addition, θ1, θ2, . . . are independent of Z1, Z2, . . . .
Assumption 3.3. The number of individual claims and individual claim sizes caused by the n-th accident at the moment
θ1 + · · · + θn are Nn and Z (n)1 , Z (n)2 , . . . , Z (n)Nn , correspondingly. Here, the sequences Z
(n)
1 , Z
(n)
2 , . . . are independent copies
of Z1, Z2, . . . , and N,N1,N2, . . . are i.i.d. positive integer-valued random variables with ﬁnite mean ν = EN . In addition,
random variables N1,N2, . . . , θ1, θ2, . . . are independent, and both independent of the NA sequence Z
(n)
, Z (n), . . . , n 1.1 2
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τ (t) = sup{n 1: θ1 + · · · + θn  t}.
The renewal counting process τ (t) has a mean function λ(t) = Eτ (t) with λ(t) ∼ λt as t → ∞. The total claim amount at
the moment θ1 + · · · + θn and the total claim amount up to time t are, respectively,
S(n)Nn =
Nn∑
i=1
Z (n)i and
τ (t)∑
k=1
S(k)Nk =
τ (t)∑
k=1
Nk∑
j=1
Z (k)j .
The surplus process of the insurance company in the described model is expressed by
R(t) = x+ ct −
τ (t)∑
k=1
Nk∑
j=1
Z (k)j
where x 0 is the initial surplus and c > 0 is the constant premium rate.
Denote by
ψ(x, t) = P
(
inf
0st
R(s) < 0 | R(0) = x
)
,
the probability of ruin within time t . Clearly, this ruin can occur only at the times θ1 + · · · + θk for k τ (t). Hence,
ψ(x, t) = P
(
min
1kτ (t)
(
x−
k∑
i=1
( Ni∑
j=1
Z (i)j − cθi
))
< 0
)
. (3.1)
For a distribution F , deﬁne the (upper) Matuszewska index of the distribution F as follows:
J
+
F = − limv→+∞
log F ∗(v)
log v
where F ∗(v) = lim inf
x→+∞
F (vx)
F (x)
for v > 0.
For more details of the Matuszewska index, we refer the readers to Bingham et al. [3] and Tang and Tsitsiashvili [20].
Now we present a result for the asymptotic relation of ruin probability ψ(x, t). It extends the result of Theorem 2.2 in [2],
especially of part three. The proof is omitted since it is just similar to that of Theorem 2.2 in Ales˘kevic˘iené et al. [2].
Remark 3.1. Suppose that Assumptions 3.1–3.3 are satisﬁed and μ cEθ − νE Z > 0, FN (x) P (N  x) satisfying
lim
x→+∞
B(x)
FN(x)
= C ∈ [0,∞]. (3.2)
Let in addition, for C = 0, FN ∈C and Eθ p < ∞ for some p > J+N + 1; for C > 0, B ∈C and Eθ p < ∞ for some p > J+B + 1,
then we have
ψ(x, t) ∼ 1
μ
x+μλ(t)∫
x
(
νB(u) + FN
(
u
β
))
du (3.3)
uniformly for t ∈ Λ = {t: λ(t) > 0}. Here, a(x, t) ∼ b(x, t) uniformly for t ∈ Λ means that
lim
x→+∞ supt∈Λ
∣∣∣∣a(x, t)b(x, t) − 1
∣∣∣∣= 0.
Note that this result extends that of Theorem 2.2 in [2], especially of part three. The proof is omitted since it is just
similar to that of Theorem 2.2 in Ales˘kevic˘iené et al. [2].
4. An example
In this section, we give an example to show the difference between the independent sequence and the NA sequence.
Example 4.1. Let {ξ, ξk: k  1} be a sequence of i.i.d.r.v.s with a common d.f. Fξ (x) ∈ C and with ﬁnite mean. Let
{η,ηk: k  1} be a sequence of nonnegative i.i.d.r.v.s with a common d.f. Fη(x) and with ﬁnite mean 0 < Eη < ∞, and
let τ be a nonnegative integer-valued random variable with d.f. Fτ (x) ∈ C satisfying P (τ = 2k − 1) = 0 for all k  1. Sup-
pose that τ , {ξ, ξk: k 1} and {η,ηk: k 1} are mutually independent. Deﬁne
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{
ξk + η2k−1, n = 2k − 1;
−ξk + η2k, n = 2k, k 1.
Assume that ξ is symmetric, i.e. P (ξ < −x) = P (ξ > x) for all x. It is easy to verify that {Xn: n 1} is a sequence of NA r.v.s
with a common d.f. F X (x) = Fξ ∗ Fη(x) and E X = Eη. Suppose that
lim
x→+∞
F ξ (x)
F τ (x)
= C ∈ (0,∞], (4.1)
F η(x) = o
(
F τ (x)
)
. (4.2)
By (4.1), (4.2) and Lemma 5.6 of Pakes [15], we have Fξ ∗ F η(x) ∼ F ξ (x). Combining with (4.1) yields that
lim
x→+∞
F X (x)
F τ (x)
= C ∈ (0,∞].
Let Sτ =∑τk=1 Xk . By Theorem 1.A and the deﬁnition of τ and X , we have
P (Sτ > x) = P
(
τ∑
k=1
ηk > x
)
∼ F τ
(
x
Eη
)
= F τ
(
x
E X
)
.
Neither (1.2) nor (1.3) does hold in this case. This indicates that the condition (1.2) cannot be canceled in some sense.
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