For the premature convergence and initial pheromone distribution problem of ant colony optimization algorithm, an improved particle swarm optimization (MPSO) algorithm is introduced into ant colony optimization algorithm in order to propose a novel hybrid evolution optimization (HEACO) algorithm in this paper. In the proposed HEACO algorithm, the ergodicity of the chaos is used to initialize the swarm in order to enhance the diversity of the particle swarm, and adjust the mutation probability and inertia weighting factor in order to improve the capability of local and global search. 
Introduction
The traveling salesman problem (TSP) is a well-known combinatorial optimization problem and NP-complete problem, which find a route covering each city once and only once with a minimum route distance by the salesman [1] . Because the TSP and its variants are a good ground for testing optimization techniques, many researchers proposed a lot of solving methods for solving TSP in various fields of artificial intelligence, biology, mathematics, physics, and operations research and so on [2] [3] [4] [5] . These solving methods include genetic algorithms [6] , ant colony optimization algorithm [7] , simulated annealing [8] , particle swarm optimization algorithm [9] , neural networks [10] , evolutionary algorithms [11] , immune algorithm…, etc.
Ant colony optimization (ACO) algorithm was introduced by Marco Dorigo in the early 1991 [12] . It is a branch of newly developed form of artificial intelligence called swarm intelligence, which studies ""the emergent collective intelligence of groups of simple agents". When ants move, ants will leave a chemical pheromone trail on the ground. The indirect communication between the ants via pheromone trails enables them to find shortest paths between their nest and food sources. The ACO algorithm has received increased interests to solve optimization problems of actual engineering in recent years. But in the actual engineering application, the ACO algorithm has some deficiencies, such as stagnation phenomenon, slow solving speed and poor solution quality with improper parameter values, and so on. Therefore, many researchers proposed a lot of improved ACO algorithm to solve the TSP. Wu et al. [13] proposed population declining ant colony optimization (PDACO) algorithm to the traveling salesman problem (TSP) and multiuser detection. The PDACO can enlarge searching range through increasing the initial population of the ant colony, and the population declines in successive iterations. Borkar and Das [14] proposed a MAF-ACO algorithm, which emulates the foraging behavior of ants found in nature. Uğur and Aydin [15] developed a web-based simulation and analysis software (TSPAntSim) for solving TSP using ACO algorithms with local search heuristics. Zhao et al. [16] proposed mutated ant colony optimization (MACO) algorithm by introducing the mutation mechanism to the ACO algorithm, and the MACO algorithm is applied to the traveling salesman problem and multiuser detection. Shuang et al. [17] proposed a hybrid PS-ACO algorithm, ACO algorithm modified by particle swarm optimization (PSO) algorithm. Dong et al. [18] proposed a new hybrid algorithm, cooperative genetic ant system (CGAS) to deal with the travelling salesman problem. Saenphon et al. [19] proposed a new evolutionary optimization algorithm based on the actual manifold of objective function and fast opposite gradient search to improve the accuracy and speed of solution finding. Elloumi et al. [20] presented a novel hybrid method (PSO-ACO) approach by introducing a PSO, which is modified by the ACO algorithm to improve the performance. Shima and Hossein [21] proposed a novel feature selection (ABACO) algorithm based on ant colony optimization (ACO) for feature subset selection.
Although the proposed improved ACO algorithm are widely used for solving the traveling salesman problem, they exist some shortcomings for solving complex largescale optimization problems, such as slow premature convergence, improper parameter values and stagnation phenomenon and so on. So a novel hybrid evolution optimization algorithm, named HEACO algorithm is proposed to solve the traveling salesman problem. Thee chaos is used to introduced into the PSO algorithm to initialize the swarm and adjust the mutation probability and inertia weighting factor. The improved PSO algorithm used to optimize the parameters of the ACO algorithm in order to obtain the HEACO algorithm with higher efficiency and quality, better convergence speed and computation time.
The rest of the paper is organized as follows. Section 2 briefly describes travelling salesman problem. Section 3 briefly introduces the used basic method, including the chaos, particle swarm optimization and ant colony optimization algorithms. Section 4 describes the idea and flow of the hybrid evolution optimization algorithm, named HEACO algorithm in details. Section 5 tests the HEACO algorithm on TSP, and the obtained results are presented and analyzed. Finally, conclusions are given in Section 5.
Travelling Salesman Problem
The TSP is one which has commanded much attention of mathematicians and computer scientists specifically because it is so easy to describe and so difficult to solve. The problem can simply be stated as: a search for the shortest closed tour that visits each city once and only once. The TSP can be described by using a complete directed graph
, where N is a set with n cities, A is a set with the arcs. 
The constraints are written as follows:
In these formulations, the objective function (1) minimizes the completion time of the one among m salesmen consuming the maximum traveling time. Equation (2) computes the traveling time of each salesman. Constraints (3) ensure that each customer is visited exactly once. Constraints (4) ensure that exactly one city is connected with the terminal city of any arc. Constraints (5) ensure that exactly one terminal city shall be connected with it for the departure city of any arc. Constraints (6) indicate that any solutions of branch tracks unable to form a complete route shall be rejected.
Basic Method

Chaos
Chaos is an interesting nonlinear dynamics, which take on many outstanding properties, such as randomicity, ergodicity, sensibility and so on. So there is a significant interest in constructing optimization methods based on chaotic search routines in the past 20 years. The chaos represents the extremely superior performance in the local search field. The basic idea of chaos is to linearly map chaos variable into the value range of the optimization variable. Then the chaos variable is used to search. The randomicity and ergodicity of the chaos can avoid falling into the local minimum and overcoming the shortcomings of traditional optimization algorithm. The mathematical expression of the one-dimensional Logistic map method is:
Where the control variable , Logistic mapping is full mapping on the value of [0,1], and at the same time, the Logistic mapping is full in the chaotic state. That is, the generated sequences under Logistic mapping function (the initial condition 0 x ) are not periodic. While outside this range, the generated sequences must converge to one specific value.
Particle Swarm Optimization Algorithm
The PSO algorithm is a population-based search algorithm based on the simulation of the social behavior of birds within a flock. In PSO algorithm, individuals, referred to as particles, are "flown" through hyper dimensional search space. The particles" positions within the search space are changed based on the social-psychological tendency of individuals in order to delete the success of other individuals. The changing of one particle within the swarm is influenced by the experience, or knowledge. The consequence of modeling for this social behavior is that the search is processed in order to return toward previously successful regions in the search space. Namely, the velocity( v ) and position( x ) of each particle will be changed by the particle best value ( pB ) and global best value ( gB ). The velocity and position updating of the particle is shown by the followed expression:
, velocities of particle i at iterations j,   1  t x ij , positions of particle th i at iterations th j . w is inertia weight to be employed to control the impact of the previous history of velocities. Accordingly, the parameter w regulates the trade-off between the global and local exploration abilities of the swarm. The t denotes the iteration number, 1 c is the cognition learning factor, 2 c is the social learning factor, 1 r and 2 r are random numbers uniformly distributed in [0-1] which denote remembrance ability for study.
Ant Colony Optimization Algorithm
Ant colony algorithm (ACO) was introduced by Marco Dorigo [12] . The ACO is a metaheuristic inspired by the behaviour of real ants in their search for the shortest path to food sources. Ants tend to choose the paths marked by the strongest pheromone concentration. The ACO algorithm is an essential system based on agents that simulates the natural behaviour of ants, including the mechanisms of cooperation and adaptation. The ACO algorithm simulates the techniques employed by real ants to rapidly establish the shortest route from a food source to their nest and vice versa without the use of visual information. The ACO algorithm consists of a number of cycles (iterations) of solution construction. In each iteration, a number of ants construct complete solutions by using heuristic information and the collected experiences of previous groups of ants. These collected experiences are represented by the pheromone trail which is deposited on the constituent elements of a solution. Pheromone can be deposited on the components and/or the connections used in a solution depending on the problem. The procedure of the ACO algorithm is illustrated in Figure 1 .
In the ACO algorithm, we define a list of nodes which the th k ant cannot choose as the next node. This list is called Tabuk, which includes all the customer nodes that have been visited by the th k ant until the current state in addition to all the depots except the one which the current tour has been started. Assume that there are n cities and m ants, the initial intensity of pheromone on each edge is set to a very small non-zero positive constant 0  . In each cycle, each ant starts at a stochastic chosen city, then visits the other cities once and only once according to the transition rule based on the initial intensity of pheromone. The intensity of pheromone will be updated by using the pheromone update rule. The procedure of pheromone update rule is shown as follows: 
(2) The pheromone update rule In order to improve the solution, the pheromone trails must be updated. Trail updating includes local updating and global updating. The local trail updating formula is given by:
In the formula (6),  (0＜  ＜1) is the pheromone trial evaporating rate.
the amount of pheromone trail added to the edge(r,s ) by ant k between time t and t+  t in the tour. It is given by:
Where Q is a constant parameter, 
A Novel Hybrid Evolution Optimization (HEACO) Algorithm
The Idea of the HEACO Algorithm
The ACO algorithm and PSO algorithm are based on swarm intelligence. The ACO algorithm is good at solving discrete optimization problems, and the PSO algorithm is good at solving continuous optimization problems. In solving TSP, the ACO algorithm is a discrete optimization problem, but the control parameters of the algorithm is continuously changing. The traditional ACO algorithm relies on the ant from the source to the end path. If the parameters of the ACO algorithm are set improperly, the solving speed will be very slow and very poor solution quality. And the parameters of the PSO algorithm will affect the overall optimization performance of this algorithm. The chaos is introduced into the PSO algorithm to initialize the swarm in order to enhance the diversity of the PSO algorithm, and adjust the mutation probability and inertia weighting factor in order to improve the capability of local and global search. Then improved PSO algorithm makes use of the its experience and swarm to optimize the parameters of the ACO algorithm, such as the heuristic factor (  ), pheromone evaporation coefficient (  ), the stochastic selection threshold ( q ). And a novel hybrid evolution optimization (HEACO) algorithm is propose to effectively overcome the parameter influences of ACO, reduce the numbers of useless experiments and balance the developing optimal solution and enlarging search space.
The core idea of the proposed HEACO algorithm is: In a three-dimensional space, the number of particles are initialized, the heuristic factor (  ), pheromone evaporation coefficient (  ), the stochastic selection threshold ( q ) respectively becomes three axis coordinates of the particles. The position of each particle on three-dimensional space is a set of solutions for the parameter optimization problem. The initial particle position feedbacks to AS, then the fitness value of each particle is calculated according to the objective function. Judge whether the position of each particle is optimal. The velocity and position are calculated according to the given formula in one iteration in order to obtain the set of solutions, which is feedbacked to the objective function of the AS in order to reevaluate each particle. Loop to execute the above operation until meeting end condition. The optimal values of the parameters of the ACO algorithm is obtained.
The Flow of the HEACO Algorithm
The flow of the HEACO algorithm is shown in Figure 2 . 
Experimental Simulation and Analysis
In order to demonstrate the effectiveness and performance of the proposed HEACO algorithm, we have implemented the proposed HEACO algorithm by using MATLAB 7.8 on a 2.0G Pentium(R) CPU E5200 PC with obtained 12 datasets from TSPLIB (http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/). According to TSPLIB, the distance between any two cities is calculated by the Euclidian distance and then rounded off after the decimal point in this paper. The parameters of these algorithms are selected after testing. A number of different alternative values were tested for all instances. The selected ones are those that gave the best computational results concerning both the quality of the solution and the computational time needed to achieve this solution. Thus, the selected parameters for PSO, ACO, P-ACO and HEACO algorithms are shown in Table 1 . In here, the ACO and P-ACO and HEACO algorithm are performed on 12 TSP benchmark instances from TSPLIB with cities scale from 51 to 14051. The number of cities in each instance is the number following the letters that name the instances, for example, in eil51 the number of cities is 51. for example, in eil51 the number of cities is 51. In each time, we evolved 1000 generations. Each algorithm is coded with Matlab language. The comparison to be performed here will take into account the best value, percentage value and error in relation to the best known solutions. The best value denotes the best solution found by each algorithm. The average value denotes the average value of the total run solutions. The error value denotes the percent difference of the solution. All algorithms were run 30 times for each instance. The simulated experiment results are shown in Table 2 .
Table 2. The Results of the Simulated Experiments
As can be seen from the Table 2 , for the 17 TSP instances with the HEACO algorithm, the best value and average value are the best than the ACO algorithm and the P-ACO algorithm for 12 datasets of the traveling salesman problem from TSPLIB. In addition, for TSP instances eil51, the HEACO algorithm can find the best known solutions 426. Particularly, for TSP instances st70, eil76, kroD100, pr152, rat195 and gil262, the new best known solutions 679.3,109326,21498,74713,2364,2421 and 51717 are approaching to the best known solutions 675,108159, 21294, 73682, 2323 and 2378. For larger scale instances, the Table 2 . shows that the average results of the proposed HEACO algorithm is better than the best value and average value.
The best routes and their costs (their route lengths) TSP instances att51 and kroD100 are found by using the proposed HEACO algorithm in Figure 3 . Note that the way the network grows, like an expanding ring, reduces the possibility of crossings in the routes, which are characteristic of locally optimal routes. 
Conclusion
In this paper, a novel hybrid evolution optimization algorithm based on combining the chaos, particle swarm optimization algorithm and ant colony optimization algorithm is presented, named HEACO algorithm to solve the traveling salesman problem. Because the PSO is provided with the global best experience, the ACO is provided with the procedure of converging to the global optimum, the best solution and average solution quality is improved by using the cooperative evolution scheme of the chaos, PSO algorithm and ACO algorithm. As a result of the experiments we can see that the best solution quality and average solution quality of the HEACO algorithm is really better than those of the ACO and P-ACO algorithm respectively by testing the 12 data sets obtained from the TSPLIB with cities scale from 51 to 14051, and have compared the experimental results of the proposed HEACO method with the ACO and P-ACO algorithm. As a whole, it has also been shown that the proposed HEACO algorithm can solve larger scale optimization problems than those solved using the existing algorithms. In the future, I hope that the proposed HEACO algorithm can be applied to other practical problems, such as the vehicle routing problem, the job-shop scheduling problem, data transmission and design an optimization in the mechanical Engineering.
