Abstmct-Estimation of the channel impulse responses of multiple cochannel users is a key requirement of all multiuser detection and interference cancellation techniques, though little attention has been paid to subject in the context of TDMA systems. Thb paper addresses a pilot-based technique for multiuser channel estimation in a TDMA s y s tem, and makes cleveral new contributions: it allows for time variation of the channels within and between training sequences, it accounts for colouration of the sampled noise sequence M well as correlation between the channel taps, and and it considers usem to be asynchronous resulting in a technique whereby explicit timing recovery b unnecessary. In addition, it addresses selection of appropriate training sequences.
I. INTRODUCTION
Multiuser detection and interference cancellation techniques for both CDMA and TDMA systems [1]-[3] have received much attention recently due to their potential for increasing system capacity. One aspect common to all of the multiuser detection and interference cancellation techniques, though, is the necessity of having reliable channel estimates for all of the cochannel users.
The use of pilot symbols is a well-known method for obtaining good channel impulse response estimates in single user systems, e.g., [4] , [5] . For the case of multiuser systems, pilot-based channel estimation has been studied extensively only for CDMA, e.g., [6], where processing gain suppresses interference in the channel estimator.
This paper addresses pilot-based techniques for estimating the channel impulse responses of multiple cochanne1 users in a TDMA system. In contrast to [7] , it allows time variation of the channels within and between the training sequences-an essential feature even at moderate fading rates-and addresses the selection of appropriate training sequences. Furthermore, it accounts for colouration of the sampled noise sequence, as well as correlation between the channel taps, thereby rendering the channel estimates truly optimal. These effects have previously been ignored, even in the mast comprehensive study of channel estimation for singleuser systems [5].
SIGNAL AND CHANNEL MODELS
1 shows a diagram of the transmission of M cochannel signals through independently fading, dispersive channels, each represented by the time-variant channel impulse response (CIR) gm (7; t ) , where T denotes the memory of the impulse response, and t denotes the time variation. The mth user's transmitted signal is given by n where c, (n) is a data or training symbol, T is the symbol period, Pm is the power in the bandpass equivalent of sm (t), and ~( t ) is the transmit pulse with deterministic
relative delay rm appears in (1) since, in general, the signals from the various users arrive asynchronously due to differing propagation delays.
The received signal y (t) consists of the sum of the M filtered cochannel signals and an additive white Gaussian noise component z (t) with double-sided power spectral density No. The output of the matched filter U*(-t), using (I), is
where h, (~; t ) is the mth user's composite impulse response given by hm (7; t ) = m g m (T -7,; t ) O 2 ( t )
and 8 denotes convolution. The autocorrelation function of the filtered noise process n (t) is & (a) = No% (a).
Notice that the relative delay rm is considered part of the channel impulse response. MMSE estimation of the users' channels requires knowledge of the second order statistics of h, (7; t) summarized by the following correlation function: 1 Rh, ( 7 1 7 7 2 , a ) = -E[hm(Tl;t)h:,(72;t--(Y)] 2 = 2 P m R g , (~) *
where P, ( T ) Denoting f (7,) as thLe probability density function (pdf) of the relative delay r, and Pgm (7) as the power delay profile of the channel (e.g. exponential with area aim and R.MS delay spread T, , , , ) , the function Pm (7) is given by Pm ( T ) = f$, (T -T, ) f ( 7 , ) d~,, i.e. the convolution of Pgm ( T ) and f ( 7 , ) . As can be seen, the calculation of Rh, ( T I , T~, a) does not depend on 7 , itselfonly on its pdf. In other words, explicit timing recovery is unnecessary; the relative delay T, is simply estimated as part of the channel.
Samples of the matched filter output T (t) are taken at times t = kT/2 yielding the discretetime sequence
The vector h , (k) consists of samples of h, (7; t) at T/2-spaced delays evaluated a t time t = kT/2. It is assumed . .2L2 + 1). Evidently, the tap gains (elements of h , (k)) are correlated, in general, even though we have assumed a WSSUS channel. This is due to the convolution of g, (7; t) with the pulse autocorrelation function as shown in (3).
JOINT CHANNEL ESTIMATION
MMSE estimation of the M users' channels relies upon the periodic insertion of a unique training sequence into each user's data sequence, the choice of which will be discussed in Section IV. It is assumed that all users' training sequences are inserted at the same time, although different propagation delays make their arrivals asynchronous. The received samples during the training periods are then used to derive estimates of the channels which are interpolated between training periods. In this way, time variation of the channels are tracked. The frame structure, along with symbol and frame indexing conventions used throughout this paper, is shown in Fig. 2 . As can be seen, the length of each frame is N symbols, and the length of each maining sequence is Nt symbols. Note that n indexes synibols, and k samples, so that n = [k/2J.
Since the users' channels are to be estimated jointly, we define the vector h (IC) as the concatenation of the M users' channel vectors:
Since the users' channels fade independently, the autocorrelation matrix of h(k) , denoted R h ( j ) , is block diagonal, with the mth block given by Rh, ( j ) .
Consider the MMSE estimation of h (k) in the interval [-NI21 -L2 < n 5 LN/2J -Lp that is, mid-frame to mid-frame either side of the training period in frame-0. The channel estimator uses the received samples frc'm the training blocks of each of the 2Q+1 frames centered about frame-0 to form its estimate. These samples are contained in the vector
where the vector r(q) contains a subset of the received samples during the qth training block (called the usable samples in Fig. 2 ). With use of this subset, r ( q ) depends only on training symbols-not on unknow:n data symbols-due to the length-12 precursor and the length-1, 511 postcursor inserted in each training sequence. Since z contains samples of a bandlimited proces sampled at a rate greater than the Nyquist rate, the covari-ance matrix of z, given by R, = :E[zzt] , becomes illconditioned as Nt increases (due to an increasing number of users). This suggests the use of rank reduction to remove dependencies in z and avoid explicit inversion of R,. Accordingly, we use eigendecomposition to write the covariance matrix of z as R, = MAMt, where M = [MI M2] and A is a block diagonal matrix with diagonal blocks A1 and A2. A1 contains the dominant eigenvalues of R,, and A2 contains those eigenvalues that fall below some very small threshold. The non-square matrices M1 and M2 contain the eigenvectors (as columns) corresponding to the eigenvalues in A1 and A2 respectively. Now, we base the estimate of h (IC) on the reduced dimensionality vector w = Mlz (instead of z itself) which has covariance matrix %v = MltR,M1 = AI. Note that for short training sequences, R, may not be illconditiond, in this case, R,# = R i l .
For the optimal channel estimate v (k), the channel estimation error at each position in the frame is denoted
where v (IC) and e (IC) are uncorrelated. The estimation error covariance matrix is, in turn, given by
In this paper, the measure of channel estimation quality used is the sum of tap error variances for user m normalized by the sum of the tap variances for user m, that is where k,,, (IC) is the mth block of the main diagonal of R, (IC) . Although this error measure depends directly on k, we found very little variation across the frame.
We now examine the optimal estimator in (9) in more detail to obtain the required matrices. It is convenient to first introduce the following data matrix:
where j t h row of A, is simply the symbol vector cg ( j ) (defined in relation to (5))' where j E {0,1,. . . , 2 (Nt -L,) -1). Due to the precursor and postcursor in each training sequence, A,,, consists only of symbols from the mth user's training sequence, and not on adjacent data symbols. Using (5), (7), (13), the j t h component of r (q) can be written as
(14)
where aj is the j t h row of the data matrix A. With this expression in hand, the elements of the matrices P (k) and R, may be easily determined.
Using (8), the qth submatrix of P ( k ) is Pq(k) =
&E[h (IC) rt (q)],
where q E {-Q, . . . , Q} . Now using (14), and assuming the noise and channel fading process are uncorrelated, the j t h column of P, (k) is
Using (8) 
Here, & ( j ) = NOX ($) is the autocorrelation function of the (coloured) noise sequence. Observing (15) and (16), one can see that the interpolation matrix P (IC) R,# d e pends only on the channel autocorrelation matrix Rh ( j ) , the data matrix A, and the noise autocorrelation function, which are all known at design time.
Iv. CHOICE OF TRAINING SEQUENCES
Optimal choice of the users' training sequences requires testing all possible combinations of M length-Nt symbol sequences in order to minimize each user's channel estimation error U& (IC) defined in (12). For several users and practical training sequence lengths, the resulting search space is prohibitively large; furthermore, the amount of computation required to test each candidate sequence is high. In order to overcome these difficulties, a simplified, suboptimal search strategy is developed below which not only yields good training sequences, but offers more insight than an exhaustive computer search.
In the development of this suboptimal search strategy several assumptions are made: first, it is assumed that the users' channels vary slowly enough that they may be considered constant over the duration of each training period; second, the matrix R, is assumed t o be non-singular so that R,# = R i l ; and third, the noise sequence n (k) is assumed to be white. It must be emphasized, though, that these assumptions are made for the purposes of training sequence selection only. The resulting sequences are then used to calculate the optimal channel estimate v (k) as in (9). Consequently, the minimum training sequence length is The LS formulation trlso suggests a simplified criterion for choosing good training sequences. Rather than choosing the sequences t o minimize azm (IC) for each user (the optimal criterion), in this paper the sequences are chosen t o minimize the trace of G -an easier task since G depends only on the set of training sequences. This is reasonable, since one would expect that minimizing the error variance of the acquired LS estimates during each training block would aLw lead t o a low interpolation error between training blocks.
As is shown in [lO:l for the case of a single user, trace [G-'] is minimized by choosing a single training sequence such that G is diagonal. In the multiuser case, this implies that the M difixent training sequences should be chosen such that they have both perfect autocorrelation properties and perfect crosscorrelation properties. This is generally very difficult l,o achieve for arbitrary M and L,.
Consequently, in this paper, BPSK training sequences are chosen such that the offdiagonal elements of G all fall below a certain threshold, which is chosen t o be as low as possible for a given M and L,. Since the diagonal elements of G are all equal t o Nt -L,, this procedure makes G strongly diagonal. Because the number of combinations of M different sequences can be extremely large, a sequential search is used, rather than an exhaustive one, t o build up a set of M training sequences oneby-one. Due 
v. DESIGN ISSXJES AND PERFORMANCE
In this section, several design issues as well as the performance of the joint channel estimation scheme are investigated. Fig. 3 shows the effect of interpolator order, defined as 2Q + l., on the estimation error. As can be seen, the use of more than about 9 training blocks (Q = 4) does not significantly decrease the channel estimation error variance. This behaviour was found t o be representative of a large variety of fading and SNR con- The transmission efficiency, or throughput, experienced by any user is given by the ratio of the number of data symbols per frame t o the frame length. As the number of users increases, so does the required length oi' train- ing sequence, causing the user efficiency to drop. Using the minimum training sequence length found earlier, the
5 shows a plot of user efficiency vs. number of users for the critical frame lengths found in Fig. 4 . This plot illustrates significantly reduced efficiency for short frame lengths and a large number of users. In the extreme of fast fading (fo,,,T = 0.01) with 4 users, and a frame length of N = 45, the user efficiency drops from its value of 80% corresponding to a single user to a value near 50%. Remember, though, that in the case of frequency reuse within cell, system capacity is enhanced by allowing 4 users to share the same frequency/time slot which offsets this reduction in user efficiency. Therefore, we define system efficiency as qs = Mq,, and plot in on Fig. 5 , where an optimal value of M can be seen. This optimal value and the corresponding optimal q8 both increase for slower fading where the frame length can be much greater than for fast fading. Fig. 6 shows the effect of the number of users on estimation error. As can be seen, the estimation error variance actually decreases with each additional user, which is due to longer training sequences as each additional user is added. This plot also shows that each user has a slightly different estimation error variance which is due to the fact that the users' training sequenccs have different autocorrelation properties and are not mutually orthogonal. Furthermore, Fig. 6 illustrates that, as expected, estimation error variance decreases as the inverse of SNR.
VI. CONCLUSIONS
In this paper, we have developed a pilot-based technique for jointly estimating the channels of multiple cochannel users in a TDMA system that is useful for a variety of multiuser detection and interference cancellation schemes. Several design issues are considered, includ- ing the selection of multiple training sequences, choice of interpolator order, the choice of frame length, and efficiency. Results show that, although the user throughput decreases with each additional user due to increased training sequence length, the system efficiency increases, since multiple users are allowed to share the same fre quency/time slot. F'urthermore, it is shown that the channel estimation error per user is inversely related to SNR, and actually decreases with each additional user.
