Let C be a complete non-archimedean-valued algebraically closed field of characteristic p > 0 and consider the punctured unit discḊ ⊂ C. Let q be a power of p and consider the arithmetic Frobenius automorphism σḊ :
Introduction
Let C be an algebraically closed field of characteristic p > 0 which is complete with respect to a non-archimedean absolute value | · | and consider the punctured unit disċ D := {x ∈ C : 0 < |x| < 1}. O(d) . This defines a σ-bundle of rank r, having F n,1 = O(n) as a special case.
The Main Theorem 11.1 states that every σ-bundle is isomorphic to one of the form
, where the pairs (d i , r i ) are uniquely determined up to a permutation by Corollary 11.8. In particular, every σ-bundle of rank one is isomorphic to O(n) for a unique integer n, called its degree; see Theorem 5.4. Moreover, the F d,r are precisely the indecomposable σ-bundles up to isomorphism, and with a natural definition of stability they are also precisely the stable ones; see Corollary 11.6.
These results are reminiscent of two other well-known classifications. On the one hand, they resemble the facts about rational Dieudonné modules; see Dieudonné [Die57] or Manin [Man63, Theorem 2.1]. This has to do with the presence of a Frobenius map as a common feature in both situations. In other aspects the results remind one of Grothendieck's classification [Gro57] of vector bundles on the projective line. Indeed, the σ-bundle O(1) enjoys many of the properties of ample twisting sheaves from algebraic and analytic geometry: see § § 3 and 4.
Furthermore, there are parallels to recent work of Kedlaya [Ked01] , who proves the analogous classification theorem for vector bundles with a Frobenius structure in mixed characteristic [Ked01, Theorem 4.16 ]. An intermediate result [Ked01, Proposition 4 .8] corresponds to our Theorem 4.1 and provided the inspiration for its proof. Although the rest of our work was done independently, another intermediate result [Ked01, Proposition 4.15 ] is a close analogue of our Proposition 9.1. It is interesting to note that the main technical complications of both articles arise in similar places.
The relation with geometry is explained further by the following interpretation. The group σ Ż D acts properly discontinuously onḊ and we can consider the quotientḊ/σ Ż D . Since σḊ acts nontrivially on the field of coefficients C, this quotient does not carry a natural structure of rigid-analytic space over C. Nevertheless, most likely it can be endowed with a suitable Grothendieck topology so that giving a σ-bundle is equivalent to giving a vector bundle onḊ/σ Ż D . Our results can thus be viewed as the classification of vector bundles on a certain 'twisted rigid-analytic space'. Note that the situation resembles the non-archimedean uniformization of an elliptic curve with non-integral j-invariant.
The notion of σ-bundle was introduced by the second author to investigate the nature of uniformizability of Anderson's t-motives [And86] . In brief, to any t-motive M of rank r over C one can associate a natural σ-bundle Q M of rank r, such that M is uniformizable if and only if Q M ∼ = O(0) ⊕r . The Main Theorem 11.1 of this article thus tells us precisely what happens instead, when M is not uniformizable. Its use lies in the fact that a non-existence statement is transformed into another existence statement. Conversely, the concept of σ-bundles allows one to construct new uniformizable t-motives out of local data, much like abelian varieties are constructed from their Hodge structure. This may play an important role in the study of moduli spaces of t-motives. The respective details will be explained in a future paper. For related results see also Gardeyn [Gar01, ch. 5 ].
The punctured unit disc
Throughout this article we fix a complete non-archimedean valued algebraically closed field of characteristic p > 0. By analogy with the field of complex numbers we denote it by C. The main example we have in mind is the completion of the algebraic closure of the field F p ((ξ)) of Laurent series in one variable over the finite field of p elements F p . The absolute value on C is denoted by |·|. Inside C we consider the punctured unit disċ D := {x ∈ C : 0 < |x| < 1}.
Vector bundles with a Frobenius structure
We view it as a rigid-analytic space over C in the usual way. (We do not require the full theory of rigid-analytic geometry here. For an overview of what we need see Lazard [Laz62] or Fresnel and van der Put [FP81] . A general introduction would be that of Bosch et al. [BGR84] .) The ring R of holomorphic functions onḊ consists of all Laurent series i a i z i with coefficients a i ∈ C, possibly infinite in both directions, that converge onḊ. The following proposition is straightforward to prove and therefore left as an exercise. 
We are interested in locally free coherent sheaves onḊ. By a common abuse of terminology we call them vector bundles for short. It is known (see Gruson [Gru68, ch. V, Theorem 1] ) that taking global sections defines an equivalence between the category of vector bundles onḊ and the category of finitely generated projective R-modules. If C is maximally complete, then every vector bundle onḊ is free (see Lazard [Laz62, § 7, Theorem 2] ), but otherwise there is no guarantee for that. Nevertheless, we note the following useful fact (see Bartenwerfer [Bar81] 
σ-Bundles
Once and for all we fix a power q of p and consider the field automorphism
The elements of C that are fixed by σ form the unique subfield F q of q elements. Next we let σ act on the coefficients of a Laurent series, obtaining a map
denoted again by σ. By Proposition 1.1 this clearly defines an automorphism of R. The corresponding automorphism ofḊ is
The reader should not confuse the automorphisms σ of C and R with the automorphism σḊ ofḊ. Actually they are related by the equation σ(f )(x) = f (σḊ(x)) q for all f ∈ R and x ∈Ḋ. In this sense σḊ defines what must be called the arithmetic Frobenius ofḊ.
For any vector bundle F onḊ with space of global sections M , the pull-back σ * Ḋ F is the vector bundle with space of global sections R ⊗ σ,R M .
Giving a σ-bundle F is equivalent to giving its space of global sections overḊ together with the automorphism induced by τ F . By the preceding section this data amounts to a finitely generated projective R-module M together with a σ-linear automorphism
for all f ∈ R and all m ∈ M . To be precise τ M is obtained as follows. By adjunction between σ * Ḋ and (σḊ) * we obtain from τ F the morphism (σḊ) * τ F : F ∼ −→ (σḊ) * F, and the corresponding isomorphism of global sections is
U. Hartl and R. Pink Remark 2.2. For better geometric intuition, note that the group σ Ż D acts properly discontinuously onḊ, because any annulus {x ∈ C : ρ 1 |x| ρ 2 } with 0 < ρ q 2 < ρ 1 ρ 2 < 1 is disjoint from all its translates. However, σḊ is not an automorphism oḟ D as an analytic space over C, because it acts non-trivially on the field of coefficients C. Nevertheless, we can imagine the quotientḊ/σ Ż D as being obtained from an annulus {x ∈ C : ρ q |x| ρ} for ρ ∈ |C| with 0 < ρ < 1 by gluing its two 'edges' via
Heuristically speaking, giving a σ-bundle is then equivalent to giving a vector bundle on the quotienṫ
The tensor product F ⊗ G of two σ-bundles is defined in the obvious way as the tensor product of the underlying vector bundles together with the isomorphism τ F⊗G := τ F ⊗ τ G . The σ-bundle O together with τ O := σ is a unit object for the tensor product. Symmetric and alternating powers of σ-bundles are defined in the obvious way.
Similarly, the inner hom Hom(F, G) of two σ-bundles is defined as the inner hom of the underlying vector bundles together with its own natural τ deduced from τ F and τ G . In particular, the dual of a σ-bundle is defined as F ∨ := Hom(F, O). Clearly we have Hom(F, G) ∼ = F ∨ ⊗ G and other compatibilities.
Next, a global section of F is a global section of the underlying vector bundle that is invariant under τ F . The set of all global sections of F is denoted as H 0 (F). It is a module over the ring H 0 (O) = {f ∈ R : σ(f ) = f }, which we denote by F .
with a i ∈ F q . Note that this implies that |a i | = 1 whenever a i = 0. Thus, by Proposition 1.1 the series converges onḊ if and only if its principal part is finite, that is, if f (z) ∈ F q ((z)).
A homomorphism ϕ : F → G of σ-bundles is a homomorphism of the underlying vector bundles which satisfies τ G • σ * Ḋ ϕ = ϕ • τ F . The set of all homomorphisms F → G is denoted Hom (F, G) , and with these we obtain an F -linear category of σ-bundles. If we included arbitrary coherent sheaves instead of just locally free ones, the category would be abelian. Note that we have a natural isomorphism Hom(F, G) ∼ = H 0 (Hom(F, G)).
Next observe that H 0 (F) is the kernel of the F -linear map id − τ F on the space of global sections of F overḊ. We define the first cohomology group H 1 (F) to be the cokernel of this map. The higher cohomology groups H i (F) for i 2 are set to zero. In other words, if M is the R-module associated to F, then the different H i (F) are the homology groups of the complex Vector bundles with a Frobenius structure Proof. This follows by the usual arguments in homological algebra; cf. MacLane [Mac75, ch. III] . We want to make this explicit. Let F and G correspond to the R-modules M and N with their respective τ M and τ N . Then Hom (F, G) 
The obvious inclusion and projection maps yield a short exact sequence 0 → N → E h → M → 0 and therefore an extension of σ-bundles
Now, since any short exact sequence of projective R-modules splits, every extension of F by G is isomorphic to one of this form. On the other hand, the extensions associated to h, h ∈ H are isomorphic if and only if
. Thus the extensions of F by G are classified by the cokernel of the homomorphism id − τ H : H → H, as desired.
Twisting sheaves
For every integer n we let O(n) denote the following σ-bundle of rank one: the underlying coherent sheaf is simply the structure sheaf OḊ ofḊ, and τ O(n) is the isomorphism σ * Ḋ OḊ ∼ −→ OḊ furnished by σ followed by multiplication by z −n . The corresponding R-module is simply R itself together with the σ-linear automorphism f (z) → z −n · σ(f )(z). We will see that O(1) enjoys many of the properties of ample twisting sheaves from algebraic and analytic geometry.
The tensor product of a σ-bundle with O(n) is abbreviated by F(n) := F ⊗ O(n) and called a twist of F. Clearly we have F(n)(m) ∼ = F(n + m) and F(n) ∨ ∼ = F ∨ (−n) and various other compatibilities.
This equation amounts to a i+nj = a
for all i and j. Suppose first that n < 0. Then by Proposition 1.1 we need for any i that
Hartl and R. Pink tends to −∞ as j → ∞. Since the first factor tends to zero, this can be only if a i = 0 for all i, that is, if f (z) vanishes identically. This finishes the case n < 0. The case n = 0 is contained in Proposition 2.3. Suppose now that n > 0. Then there is no convergence problem for j → ∞, because by Proposition 1.1 it suffices that the lim sup is less than or equal to zero. For j → −∞ the factor q −j /|i + nj| tends to infinity, so by Proposition 1.1 we have convergence if and only if log |a i | < 0. All in all we find that the functions in H 0 (O(n)) correspond to the tuples (a 1 , . . . , a n ) in C satisfying |a i | < 1 for all i. It remains to show that the dimension of this space over F = F q ((z)) is infinite. Since F is a finite extension of F q ((z n )), it suffices to prove the same over this subfield. Now
i . Thus we must prove that m C := {a ∈ C : |a| < 1} has infinite dimension as vector space over F q ((z n )) via the action
Thus in any non-trivial finite linear combination of elements a ν ∈ m C , whose log |a ν | are pairwise inequivalent multiplicatively modulo q Z , no two non-zero summands have the same norm, and so the total sum is non-zero. Since C is algebraically closed, its value group is Q-divisible. We can therefore find infinitely many elements in m C whose logarithmic norms are pairwise inequivalent modulo q Z . Thus the dimension in question is infinite, as desired.
with Proposition 3.1 we obtain the following.
In particular, O(n) and O(n ) are isomorphic if and only if n = n .
Next we determine the size of H 1 .
Proof. By definition H 1 (O(n)) is the cokernel of the homomorphism
Vector bundles with a Frobenius structure 
and
for all j > 0 and all i. Since lim i→−∞ b i = 0 by Proposition 1.1, we may select i −n in any residue class modulo n such that |b i | < 1 for all i i. We set a i := 0 and define the a i±jn according to the above formulas, and we will show that the resulting series j a j z j lies in R. First, formula (3.5) shows that
Fix an N > 0. The convergence condition in Proposition 1.1 then guarantees that log |b i−kn | −N · |i − kn| for, say, all k > k 0 . The terms for 1 k k 0 in the above supremum are bounded above by −ε · q j /|i − jn| for some fixed ε > 0, and this value tends to −∞ as j → ∞. The terms for k 0 < k j are bounded above by
Since k → q k /|i − kn| is a monotone increasing function for k > 0, this value is bounded above by −N . It follows that log |a i−jn |/|i − jn| −N for all j 0. As N was arbitrary, this shows that
proving one half of the conditions in Proposition 1.1. For the other half, formula (3.4) shows that
Fix an ε > 0. The convergence condition in Proposition 1.1 then guarantees that log |b i+kn | ε · |i + kn| for, say, all k k 0 . The terms for 0 k < k 0 in the maximum are bounded above by C/(q j |i+jn|) for some fixed C > 0, and this value tends to zero as j → ∞. The terms for k 0 k < j are bounded above by
It follows that log |a i+jn |/|i + jn| ε for all j 0. As ε > 0 was arbitrary, this shows that
proving the other half of the conditions in Proposition 1.1. Thus j a j z j lies in R, proving the surjectivity in the case n > 0. It remains to show that dim F H 1 (O(−n)) = ∞ for all n > 0. For this we use the following fact.
U. Hartl and R. Pink Lemma 3.6. For any n > 0 there exists a short exact sequence of σ-bundles
. By Proposition 5.1 below (whose proof does not depend on Lemma 3.6), there exist non-zero functions f a , f b ∈ H 0 (O(1)) which possess a zero of exact order one at a q i , respectively at b q i , for all i ∈ Z and no other zeroes. Thus the vector bundle underlying O(n) is generated everywhere by the two global sections f n a and
is therefore surjective, and its kernel F is a σ-bundle of rank one. The formula
To finish the proof of Proposition 3.3 we consider the long exact cohomology sequence associated to the short exact sequence from Lemma 3.6. We obtain an exact sequence
As the dimension of H 0 (O(n)) is infinite by Proposition 3.1, the same follows for H 1 (O(−n)), as desired.
with Proposition 3.3 yields the following.
if n n .
Upper and lower bounds
In this section we prove the following results. 
Before proving Theorem 4.1 we note also the following consequence. Its proof is left to the interested reader, because in any case it results from the classification Theorem 11.1 together with Propositions 8.4 and 8.7, in whose proofs it is not used. Remark. One standard way of proving such a result in algebraic or analytic geometry is to first show that all higher cohomology groups H i (F) are finitely generated and then to make them vanish by explicit construction after a sufficiently high twist. In our case we cannot follow this path, because H 1 (F) may be infinite dimensional over F by Proposition 3.3.
Vector bundles with a Frobenius structure
Proof of Theorem 4.1. We fix a radius ρ ∈ |C| with 0 < ρ < 1 and consider the following annuli iṅ D and their affinoid C-algebras:
Any vector bundle on a closed annulus is free. We may therefore choose an isomorphism ϕ :
which is greater than or equal to one. Fix a constant ε ∈ |C| with 0 < ε < 1. Since 0 < ρ < 1, we may fix n 0 ∈ N such that (ε/C) q+1 ρ (q−1)n 0 . We claim that Theorem 4.1 holds with this choice of n 0 . To show this consider any n n 0 and choose a constant d ∈ C with |d| = ρ −n ε/C. Then the monomial λ := dz n ∈ R satisfies |λ| ρ C = |d|ρ n C = ε and
We are going to describe an iteration process which produces the desired σ-subbundle. The idea for this is based on a p-adic argument of Kedlaya [Ked01, Prop. 4.8] . For every Laurent series w = i∈Z a i z i ∈ R ρ we define
Obviously we have w = g(w) + h(w). The use of this decomposition lies in the fact that σ has better approximation properties on h(w), while its inverse σ −1 has better approximation properties on g (w) . By applying g and h to the entries of matrices we extend them to maps g :
This is well defined, because
for all l 0. We claim that W l → 0 in the supremum norm | · | ρ and that V l converges in M r (R ρ ). First we need some estimates.
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Proof. For w = i a i z i ∈ R ρ we observe that |w| ρ = sup{|a i |ρ i : i ∈ Z}, and so
Thus we find |λσ
proving items a and b. Furthermore,
Continuing with the proof of Theorem 4.1, we see that Lemma 4.4 item d implies
Therefore, W l converges to zero in the supremum norm | · | ρ , and so by Lemma 4.4 item c the same
. Thus the sequence (V l ) converges to a matrix V ∈ M r (R ρ ). Using Lemma 4.4 item c again we also deduce that
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for all l 0. Since, on the other hand,
ρ , we deduce that
and therefore V ∈ GL r (R ρ ). Next consider the equation
The second and the third terms on the right-hand side converge to zero in the norm | · | ρ ; and hence also coefficientwise. The left-hand side lies in M r (R ρ− ) and converges to T σ(V ) in the supremum norm on the annulus {x ∈ C : |x| = ρ q }, and thus again coefficientwise. Thus in the limit we obtain the Laurent series identity T σ(V ) = λV . This identity implies that V = λ −1 T σ(V ) converges on the annulus {x ∈ C : |x| = ρ q } as well as on A; and so we see that
σ-Bundles of rank one
To classify σ-bundles of rank one we will need to construct functions with prescribed divisors. Proof. Set
As a q i converges to zero at exponential speed, this infinite product converges to a function in R which has a zero of exact order one at a q i for all i 0 and no other zeroes. By construction we also have
On the other hand, we will construct a function h a (z) = i 0 b i z i ∈ R with non-zero constant coefficient and which satisfies 
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By induction on i one easily proves |b i | = |a| q −i /(q−1) . In particular, the coefficients are bounded, and so h a indeed defines a holomorphic function onḊ, which is also holomorphic at zero. Now consider the divisor ∆ :
Thus if supp(∆) contains a point c ∈Ḋ, it contains c q i for every i ∈ Z. But this is impossible, because h a is holomorphic and non-zero at 0 and so 0 is not an accumulation point of supp(∆). Therefore, ∆ = 0 and h a has a zero of exact order one at a q i for all i < 0 and no other zeroes. Combining all this information, the function f a := g a ·h a ∈ R now has a zero of exact order one at a q i for all i ∈ Z and no other zeroes, and by Equations (5.2) and (5.3) it satisfies σ(f a )(z) = z ·f a (z), that is, it is an element of H 0 (O(1) ). 
Corollary 5.5. The vector bundle underlying any σ-bundle is free.
Proof. Let F be a σ-bundle of rank r. Then by Theorem 5.4 and the definition of O(n) the line bundle underlying
r F is free. From Theorem 1.2 it now follows that the vector bundle underlying F is free.
Semi-stability
The rank of a σ-bundle F is the rank of the underlying vector bundle and is denoted rank F. By Theorem 5.4 the highest exterior power Proof. Let 0 → F → F → F → 0 be a short exact sequence of σ-bundles, of respective ranks r , r and r . Then there is a natural isomorphism r F ∼ = r F ⊗ r F , and hence an isomorphism
The additivity thus results from the uniqueness in Theorem 5.4.
Proposition 6.2. Let F be a σ-bundle and G ⊂ F a σ-subbundle with rank G = rank F. Then deg G deg F, and equality holds if and only if G = F.
Proof.
By Proposition 3.2 it follows that deg G deg F. If the degrees are equal, the determinant of the inclusion morphism G ⊂ F is an isomorphism; hence the inclusion itself is an isomorphism.
Vector bundles with a Frobenius structure Next, if rank F > 0, the weight of F is defined as
A non-zero σ-bundle F is said to be semi-stable if µ(G) µ(F) for all non-zero σ-subbundles G of F. It is said to be stable if µ(G) < µ(F) for all non-zero proper σ-subbundles G of F. These notions make sense because of the following fact. 
At least one of the coefficients therefore yields a non-zero homomorphism of σ-bundles O(deg G) → O(sn). From Proposition 3.2 it thus follows that deg G sn, and hence µ(G) n, as desired.
To prove item a we may assume by Theorem 4.2 that F ⊂ O(n) ⊕r for some r and n. Then every σ-subbundle of F is also a σ-subbundle of O(n) ⊕r and therefore of weight less than or equal to n. Next the weights of all non-zero σ-subbundles are rational numbers with denominator less than or equal to r. Thus they form a discrete subset of R which is non-empty and bounded above; hence it contains a maximum. By construction, any non-zero σ-subbundle of maximal weight is semi-stable.
Using Proposition 6.3 one can easily show that every σ-bundle possesses a unique HarderNarasimhan filtration (compare with Harder and Narasimhan [HN75, § 1.3]). Indeed, for non-zero F let µ ∈ Q be the largest possible weight of a non-zero σ-subbundle; then the first non-zero step of this filtration is the unique largest σ-subbundle of weight µ. The remaining filtration steps are obtained by induction, repeating the procedure with the quotient. See also Corollary 11.7 below.
Finite maps
For any positive integer n let us now consider the morphism [n] :Ḋ →Ḋ, x → x n which on the underlying ring is defined as
Note that this map is given by substituting z n for z and is therefore a homomorphism of C-algebras, while σ was given by its action on the coefficients. This map induces the following two operations.
The pull-back [n] * F of a σ-bundle F is the pull-back of the associated vector bundle together with the induced isomorphism
On R-modules this operation maps
The push-forward [n] * F is the push-forward of the associated vector bundle together with the induced isomorphism Proposition 7.1.
Proof. Assertions a and c follow directly from the definitions of [n] * and O(m).
Assertion b follows from a and the fact that [n] * commutes with exterior powers. Finally, assertions b and c together imply assertion d. The fact that ϕ is an isomorphism means that det ϕ = 0, and so the map det : V → F is not identically zero. Therefore, there exists ψ ∈ V with det ψ = 0, and this ψ is the desired isomorphism F → G.
Proof. This follows directly from the definitions and the isomorphism
[n] * [n] * M is obtained from M by adjoining z 1/n , with the obvious module structure over R. Thus
as desired.
Proof. 
where σ acts on m componentwise.
Proof. By Proposition 7.6 it is semi-stable. To show that it is stable, consider a non-zero σ-subbundle
Since d and r are relatively prime, the denominator rank G of µ(G) must be divisible by r. Thus G is a σ-subbundle of equal rank r and degree d. With Proposition 6.2 we conclude that G = F d,r , as desired.
, where d/r + d /r = d /r with each fraction in lowest terms.
, where d /r − d/r = d /r with each fraction in lowest terms.
Proof. To prove assertion a we note that by Proposition 7.3 it suffices to prove the isomorphy after applying [rr ] * . Using Propositions 7.5 and 7.1 (item a) the left-hand side then becomes
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Similarly, since r |rr the right-hand side becomes
as desired. Assertion b is the special case of assertion a with (d , r ) = (n, 1). Assertion c can be seen easily from the explicit description of F d,r above. Finally, assertion d results from assertions a and c.
Proof. This follows from Proposition 3.1 together with the fact that
In particular, F d,r and F d ,r are isomorphic if and only if (d, r) = (d , r ).
Proof. This results from Propositions 8.3 (item d) and 8.4 by taking H 0 .
For the sake of completeness we determine the endomorphism ring precisely. 
. One easily checks that on the coefficients this means that
The first equation means that
The second equation means that the product on End(F d,r ) corresponds to
These equations describe the cyclic central simple F -algebra of degree r associated to the element z −d according to Reiner [Rei75, § 30] . By definition it has invariant −d/r mod Z; see [Rei75, p. 266] .
Proof. This follows from Proposition 3.3 as in the proof of Proposition 8.4.
Proof. This results from Propositions 8.3 (item d) and 8.7 by taking H 1 .
Global sections
As a preliminary step for the classification of σ-bundles in § 11 we prove the following.
First we derive a corollary from this.
Proof of Corollary 9.2. For n 0 this follows from Proposition 3.1, and for n = 1 from Proposition 9.1. So let n > 1. We proceed by induction on n. Choose any non-zero homomorphism O(n − 1) → O(n + 1) using Proposition 3.2 and consider the commutative diagram
where the second row is constructed via pull-back from the first row. The induction hypothesis implies that
If F is not saturated, its saturation has degree greater than or equal to zero by Proposition 6.2 and thus possesses non-trivial global sections by Proposition 3.1; hence H 0 (F) = 0, as desired. If F is saturated, Proposition 6.1 shows that deg(F/F ) = 1; hence F fits into an exact sequence
and again Proposition 9.1 shows that H 0 (F) = 0.
Proof of Proposition 9.1. The σ-bundle F can be given by the free R-module M = R ⊕(r+1) together with
where A = A 1,r is the matrix (8.1) and b = (b t ) r t=1 ∈ R r is a row vector. We must find an element u ∈ R and a column vector v = (v t ) r t=1 ∈ R r , not both zero, such that
If v were zero, then u would be a non-zero section of O(−1), contradicting Proposition 3.1. Thus v = 0. The equation v = Aσ(v) amounts to v t = σ r−t (v r ) for all 1 t < r and v r = z −1 σ r (v r ). As in the proof of Proposition 3.1 we see that the non-zero solutions of these equations are given precisely by
for some w ∈ C with 0 < |w| < 1. For any such choice of w we have f := bσ(v) ∈ R, and u ∈ R must satisfy u = zσ(u) + f . By induction on m this is equivalent to
for all m 1. Writing f = i f i z i and u = i u i z i this means that
for all i ∈ Z. By Proposition 1.1 we may take the limit as m → ∞, and so the unique choice for u i is given by the convergent series
The only remaining problem is to find w ∈ C with 0 < |w| < 1 such that u ∈ R. This problem is difficult to solve for the following reason. Since deg F = 0, the classification Theorem 11.1 which we are going to prove implies that for typical b we have F ∼ = O(0) ⊕(r+1) . Thus the F -vector space H 0 (F) will tend to have finite dimension, whereas {w ∈ C : |w| < 1} is infinite-dimensional. Finding a non-zero element in that finite-dimensional subspace is somewhat tricky. We study the two sides of the convergence problem separately.
Lemma 9.3. The part of u with negative powers of z always converges onḊ.
By Proposition 1.1 this proves the claim. Both conditions depend only on the terms with log |u i | > 0 and, since q i i for all i, the condition in the lemma is clearly necessary. To show that it is also sufficient note that for all i and k 1 we
Fixing i and letting k → ∞, the condition in the lemma implies that
Since f ∈ R, this is less than or equal to zero by Proposition 1.1, as desired. Now we expand u i explicitly in terms of w. From
we obtain
We abbreviate n := r + 1 and m rj−t+1 := b t,j . Then m := m z ∈ R and
So by the preceding lemmas Proposition 9.1 is reduced to the following assertion, whose proof occupies the next section.
Proposition 9.5. For every n 2 and every m = m z ∈ R there exists w ∈ C with 0 < |w| < 1 such that
The fundamental estimate
In this section we prove Proposition 9.5.
10.1
The convergence of the double series in Proposition 9.5 was shown implicitly in the preceding section. Note that the terms with |m | 1 do not affect the desired inequality. Thus after removing them we may assume that the principal part of m is finite. Moreover, the lim sup does not change if m is replaced by z nr σ r (m) for any r 0. Therefore, we may assume that
10.2
Since now m converges in a neighborhood of 0 and vanishes at 0, there exists a constant c > 0 such that log |m | c for all . Since x q x for all x ∈ R, this implies that for all we have log |m | cnq /n .
10.3
We will choose w with log |w| −cn. This has the effect that log |m
which is less than or equal to zero if − nk 0. So only the terms with < nk contribute to our condition.
10.4
To deal with the remaining terms we set j := nk − and write
We need to find w with lim sup i→∞ log |F i (w)| 0. We begin with some estimates.
10.5 For all 0 < j < ni we set
and for all j > 0 we set
and hence
10.6 Also, the estimate § 10.2 implies
10.7
Next we estimate the difference F i − F i . Take 0 < j < ni ni . Then by § 10.2 we have
The function x → q −x x has derivative q −x (1 − x log q); hence, it is monotone decreasing for x 2 > 1/ log q. Thus we deduce that for i i 2 we have
10.8 Now we distinguish two cases. Suppose first that ϕ j 0 for all j. Then the estimate in § 10.7 implies for all i 2 and all 0 < j < ni ni that
by taking i 0. So for all i 2 and all w ∈ C with |w| < 1 we deduce that
This goes to zero as i → ∞. Therefore, every w as above with log |w| −cn satisfies the condition in Proposition 9.5. (One can show that in this case the extension in Proposition 9.1 splits, and the only other possibility is that F ∼ = O(0) ⊕(r+1) ; cf. Theorem 11.1.)
10.9
In the rest of the proof we assume that there exists j > 0 with ϕ j > 0. From § 10.5 we see that this must then be so for some 0 < j n. Using § 10.7 and the fact that cniq −i becomes arbitrarily small as i → ∞ we deduce that ϕ i,j = ϕ j for all sufficiently large i > j/n. Let i 0 2 be such that ϕ i,j = ϕ j for all i i 0 and for all 0 < j n with ϕ j > 0. Applying § 10.5 and the transformation (i, j) → (i + , j + n ) implies
10.10 Observe now that every F i (z) is a fractional q-polynomial, meaning that the exponents of z are of the form q j for j ∈ Z. We cannot simply go to the limit of the F i . Instead, we will construct a sequence w i of zeroes of the respective F i which converges to the desired w as i → ∞. The first step is to find zeroes of a single F i of the right absolute value. This depends on the slopes of the Newton polygon of F i .
Vector bundles with a Frobenius structure independent of i. Fix one of the finitely many remaining j. If ϕ j > 0, we require that i 1 i 0 + j/n. Then by § 10.9 and Lemma 10.12 for all i i 1 we have
as desired. If ϕ j 0, by the definition of ϕ j for all i 0 we have
In this case we adjust i 1 so that this holds for all i i 1 . Altogether we have found finitely many lower bounds on i 1 which imply the desired assertion.
Lemma 10.14. Consider a non-zero fractional q-polynomial G(z) = j G j z q j , indexed by finitely many j ∈ Z. For every λ ∈ R consider the ball B λ := {ζ ∈ C : log |ζ| λ} and set
Proof. For ζ ∈ C with log |ζ| λ we have
proving the inclusion '⊂'. To prove '⊃' consider ξ ∈ C with log |ξ| ψ(λ). We must show that the equation G(z) = ξ has a solution ζ with log |ζ| λ. But by the theory of the Newton polygon the smallest zero ζ of G(z) − ξ satisfies log |ξ| = sup{log |G j ζ q j | : all j} = ψ(log |ζ|).
As ψ is a strictly monotone increasing function, the inequality ψ(log |ζ|) ψ(λ) now implies log |ζ| λ, as desired. 
So we must solve the equation
We estimate the right-hand side using § § 10.6 and 10.7:
Vector bundles with a Frobenius structure which goes to zero as i → ∞. Therefore,
as desired. This proves Lemma 10.17 and thereby finishes the proof of Propositions 9.5 and 9.1.
Classification
After all these preparations we can now prove the main result of this article.
Theorem 11.1. Every σ-bundle is isomorphic to one of the form 
