S1 Example spectra
All example spectra used in this work have been shown previously (Ruthenburg et al., 2014; Dillner and Takahama, 2015; Takahama and Dillner, 2015) . In Figure S1 , we include one example from each sample type (blank, laboratory, and ambient) in their raw and baseline corrected forms for illustration. Absorbance (a.u.) Figure S1 . Top row: Examples of three types of raw spectra. Bottom row: Spectra corrected for PTFE contribution using polynomial fitting (wavenumbers below 1500 cm −1 are not used in this spectra type).
S2 Model selection
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As introduced in Section 2.3 of the main document, we consider several sparse models based on the RMSECV or penalized RMSECV. The main objective is to generate potential solutions that vary in number of NZVs and LVs using criteria based on the RMSECV and b values computed from the calibration set, and independently evaluate model performance on a test set that is not used during the calibration process. In this document, we describe the models considered (Section S2.1), their evaluation for FGs (Section S2.2) and TOR-equivalent values of OC and EC (Section S2.3), and a summary of selected models
S2.1 Models considered
Figure S2 qualitatively illustrates the concept of exploring solutions (and the calibration model that generated them) including the conventional minimum RMSECV solution, and those which seek additional parsimony with respect to the number of NZVs, LVs, or both. All candidate models are described in Table S1 . We note that while reduction in NZVs is important to eliminating unnecessary wavenumbers for interpreting absorption bands, reduction in LVs is also important to reduce oscilla-5 tions in adjacent regression coefficients (Gowen et al., 2011) to simplify our interpretation of how absorption bands contribute positively or negatively to the quantification of analytes (Section 3.3 and Figures 6 and 7 in main document).
number of NZVs number of LVs
RMSECV(min) RMSECV(min,+10%) pRMSECV(min)
RMSECV (+1se) RMSECV (+10%,min) RMSECV(+10%) (High RMSECV) (Low RMSECV) (m*,k*) Figure S2 . Illustration of solutions explored in the space of NZVs and LVs used by calibration models. The dotted arrows indicate general direction of parsimony targeted with respect to the minimum RMSECV solution (specified by m * NZVs and k * LVs) by various criteria.
Arrows are approximately drawn and do not indicate strict positions of individual solutions. While the regions of low and high RMSECV denoted area also model-dependent, extreme reductions in NZVs and LVs toward zero will lead to unequivocal increase in RMSECV.
Explanation of annotated elements (and additional criteria) are provided in Table S1 . 
S2.2 Evaluation: FGs
A challenge for FG quantification in ambient samples is that calibration models developed with laboratory standards must be extrapolated for application to aerosol mixtures which are necessarily more complex. As we presently do not have reference measurements against which to compare individual FG abundance, we base our evaluation on comparison of FG-OC with TOR OC. Solutions for FG abundance for the full model that agree well with TOR OC are obtained separately (Takahama and 5 Dillner, 2015) ; a possible consideration is that we can find sparse solutions for each FG that maximizes correlation with the full solution. However, in this work we do not impose this restriction and compare differences in predicted FGs for solutions that collectively reproduce FG-OC (to the extent possible) as an exploratory measure, as shown in Figure 5 of the main document.
We note that by selecting models which agree with TOR OC, there may be some bias or weight place on aCH as it comprises more than 50% of organic PM for this data set (Ruthenburg et al., 2014; Takahama and Dillner, 2015) , and this may be the 10 reason for stronger agreement among aCH predictions than aCOH observed in Figure 4 in the main document. In the following sections, we show comparison of predicted FGs in laboratory standards (Section S2.2.1), comparison of predicted FG-OC against TOR OC (Section S2.2.2), and the number of NZVs and LVs for each solution considered (Section S2.2.3) for raw and baseline corrected spectra calibration models.
S2.2.1 Candidate models
Figures S3 and S4 show the number of NZVs and LVs for each of the solutions proposed in Table S1 for raw and baseline corrected spectra calibration models, respectively. These figures can be viewed concurrently with Figures 1 and 2 in the main document, which provides the range of RMSECVs encompassed by these models. The minimum RMSECV solution often has a large number of NZVs and LVs, but not always the largest in both. Comparing solutions corresponding to RM-5 SECV(min,+10%), RMSECV(+10%,min), and so on, the degree of parsimony achieved with respect to RMSECV(min) varies greatly and not easily anticipated. Number of NZVs Number of LVs Figure S3 . Candidate calibration models developed for FG prediction using raw spectra. Number of NZVs Number of LVs Figure S4 . Candidate calibration models developed for FG prediction using baseline corrected spectra.
S2.2.2 Laboratory standards
FG abundance in laboratory standards are predicted well, as shown in Figures S5 and S6 (for raw and baseline corrected spectra, respectively). While there are a few samples which fall outside of this trend, in general the points are aligned with respect to reference values with a slope of 0.03 within unity; with a correlation coefficient of 0.99 or 1.00.
SPLSaslope = 0.slope = 1.SPLSaSPLSbslope = 0.slope = 1.00 r = 1.00 Figure S6 . Same as Figure S5 but using baseline corrected spectra calibration models
S2.2.3 Ambient FG-OC
Predictions for FG-OC compared against TOR OC are shown in Figures S7 and S8 for raw and baseline corrected spectra calibration models, respectively. As observed in these figures, correlations can be near zero or negative with respect to TOR OC. In some cases, many of these metrics are heavily influenced by a subset of samples that are hyper-sensitive to model specification (i.e., number of NZVs and LVs, and spectra processing), which can appear at either extreme of predicted abundances depending 5 the calibration model used. These samples have been marked by triangles in these figures, and correspond to clusters 4, 7, 13, 14, 16, 18 (comprising 29% of the samples) reported by Ruthenburg et al. (2014) . (These samples have not been excluded from the calculation of regression slopes and correlation coefficients.) Smaller variations with cluster 12 in predicted abundances are described in Section 3.3.1. Since model differences lead to small changes in predicted concentration for laboratory standards (Section S2.2.2) and moderate changes in other ambient samples, these differences highlight the dissimilarity of this subset of 10 sensitive samples to the calibration standards. We posit that this type of evaluation can be used to assess suitability of laboratory standards for particular samples, which will be the topic of future work.
There is no clear solution criteria which are suitable for all models. As stated in Section 2.3 of the main document, we use our selective judgement considering model parsimony and model performance, and selected models are summarized in Table   S2 . It is conceivable that additional metrics which explicitly weight the tradeoffs among external reference measurements and
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parsimony with respect to NZVs and LVs can be devised, but is not considered in this work.SPLSaSPLSb
RMSECV(min)
ENFigure S8 . Same as Figure S7 , but using models developed with baseline corrected spectra.
S2.3 Evaluation: TOR
In the following sections, we further describe the candidate models (Section S2.3.1) and evaluation for prediction of TOR OC and EC (Section S2.3.2).
S2.3.1 Candidate models
Figures S9 and S10 show the number of NZVs and LVs for each of the solutions proposed in Table S1 for raw and baseline 5 corrected spectra calibration models, respectively. These figures can be viewed concurrently with Figures 1 and 2 in the main document, which provides the range of RMSECVs encompassed by these models. As with FGs, minimum RMSECV models have a large number of NZVs and LVs, but are often not at the extreme in both. Figure S9 . Candidate calibration models developed for TOR OC and EC prediction using raw spectra. Figure S10 . Candidate calibration models developed for TOR OC and EC prediction using baseline corrected spectra. coefficients are equal to or greater than 0.94 and slopes within 0.03, again with the exception of the EN model (developed with both the raw and baseline corrected spectra). While many of these models produce suitable predictions, we select models with RMSECV(+10%) for SPLS methods to consider parsimony in both NZV and LVs. RMSECV(+1se) is selected for EN, and pRMSECV(min) for EN-PLS as they lead to smaller NZVs and LVs. These selections are summarized in Table S2 .Figure S11 . Predictions of FT-IR OC estimated from direct calibration of raw spectra to ambient samples compared with TOR OC. All samples are used for calculation of performance metrics (i.e., orthogonal regression slope and correlation coefficient), in contrast to Figure   S7 , where some points were excluded.Figure S12 . Same as Figure S11 , but using models developed with baseline corrected spectra.
S2.3.2 Ambient TOR OC and EC
RMSECV(min)Figure S13 . Predictions of FT-IR EC estimated from direct calibration of raw spectra to ambient samples compared with TOR EC. All samples are used for calculation of performance metrics (i.e., orthogonal regression slope and correlation coefficient). RMSECV(min)Figure S14 . Same as Figure S13 , but using models developed with baseline corrected spectra.
S2.4 Models selected
The solutions selected are shown in Table S2 , with parameters included in Table 1 of the main document. FGs all share the same solution method as the evaluation is based on an aggregated measure (FG-OC) compared against an external reference (TOR OC). TOR OC and EC are evaluated individually without consideration for the other, but in this work we have selected the same models for a given algorithm and spectral preparation. 
S3 VIP interpretation
Wavenumbers and associated vibrational modes extracted from Shurvell (2006) and Pavia et al. (2008) are shown in Tables   S3-S6 . Sulfones and sulfonates have been excluded from consideration in this analysis. Table S3 . Range of wavenumbers associated with VIP scores higher than 0.5 for the TOR-OC calibration model using EN-PLS with raw spectra. The vibrational modes associated with the selected wavenumbers and the sign of the coefficients are also listed. 
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Benzene ring stretch Table S4 . Range of wavenumbers associated with VIP scores higher than 0.5 for the TOR-OC calibration model using EN-PLS with baseline corrected spectra. The vibrational modes associated with the selected wavenumbers and the sign of the coefficients are also listed.
Wavenumber ( Table S5 . Range of wavenumbers associated with VIP scores higher than 0.5 for the TOR-EC calibration model using EN-PLS with raw spectra. The vibrational modes associated with the selected wavenumbers and the sign of the coefficients are also listed.
Wavenumber ( 
