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NOTA HISTORICA 
Gregario C. Ricci 
(1853-1925) 
Important~ geómetra d . fer•ncial que contribuyó fuertemente al desarr~ 
llo sistemático del cálcu. tensorial . Ricci fue profesor de la Universi-
dad de Padua, desde 1880 hasta 1925. Sus primeros trabajos fueron en Fis~ 
ca Matemática, en problemas de circuitos eléctricos y •cuaciones diferen· 
ciales. 
El análisis tensorial concierne expresiones que transforman de una ~ 
nera determinada al cambiarse un sistema de coordenadas por otro sistema 
arbitrario. Sus orígenes pueden situarse en la geometría diferencial del 
célebre matemático alemán G.B. Riemann. Los primeros pasos en su desarro-
llo se debieron principalmente a E. Christoffel, E. Beltrami y R. Lipschitz. 
Sin embargo, fue Ricci quien desarrollo una teoría sistemática, con valio-
sas extensiones debidas a su discípulo, Tullio Levi Civita. Por bastante 
tiempo los trabajos de Ricci tuvieron poca repercusión; sólo adquirieron 
gran importancia cuando A. Einstein descubrió que los métodos de Ricci eran 
indispensables para la formulación mAtemática de su teoria de la relativi-
dad general. En sus trabajos, como aplicación del análisis tensorial al e~ 
tudio de superficies, Ricci descubrió varias propiedades métricas interesa~ 
tes de las hipersuperficies. En particular, definió un tensor análogo al 
tensor de curvatura de Riemann-Christoffel (Rij)' conocido hoy como tensor 
de Ricci, que aparece en las ecuaciones de la gravitación de Einstein. El 
interés del análisis tensorial generado por su utilización en la teoria de 
la relatividad, ha resultado en su uso extensivo en la geometría diferen-
cial y otras ramas de la matemática. Actualmente, ciertos espacios con cu~ 
vatura de Ricci nula (los espacios de Calabi-Yau) son importantes en cues-
tiones centrales de Física Matemática: la teoria de cuerdas y la teoria co~ 
forme de campos. 
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ORIENTACION Y CONEXION 
Juan C. Amblard 
RESUMEN: destacaros a"'í el concepto de conexión en 
rclac i6n con el lle oncntad6u, y llklSI r;unos ~comé­
tricamente que los grupos SO(n) y GL+(n,R) son cone 
xos. 
l. Una recta queda orientada ruando mediante una flecha se indica en ella 
un "sentido de recorrido positivo". Ligeramente menos simple es la noci6n 
de "plano orientado". Aquí la idea dinámica asociada es la de un "sentido 
de giro positivo", el cual ¡11ede indicarse por un par (ordenado) de flechas 
ortogonales, de igual longitud y origen, considerándose positivo el giro de 
90 grados que lleva de la primera a la segunda. A su vez, en el espacio de 
tres dimensiones una orientaci6n se representa por un movimiento helicoidal, 
de giro alrededor de un eje y traslaci6n (sinul tánea) a lo largo uc él. Es 
te movimiento se puede caracterizar mediante tres flechas ortogonales, indi 
cando las dos primeras (como en el caso del plano) un sentido de giro alre-
dedor de la tercera, Y ésta el sentido de la traslación. Convenimos en que 
dos movimientos helicoidales representan la misma orientación cuando sus co 
rrespondientes ternas (ordenadas)Je flechas pJ<xlen obtenerse una de otra 
mediante un movimiento rígido, de traslación y rotaci6n, sin deformaciones 
ni cambios bruscos de dirección. 
Así, pues, una orientación queda determinada en cada caso (recta, pl.!!_ 
no, espacio) por la clecci6n de tma base de vectores (que podemos suponer 
ortonormales, o sea mutuamente ortogonales y de longitud uno). La orienta 
ci6n propiamente dicha puede entonces definirse (para concretar) como la f~ 
milia de todas las bases que se obtienen por movimiento rígido de la base 
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elegido. Si en ést;l reemplaz5ramos un vector por su opuesto caeríamos en 
lo "orient<Jción opuesta". Esto es la (mico otro orientación posible, es 
decir, de cada tres lxlses hay (al menos) dos que pertenecen a 1 a misma 
orientación. Esto es (trivial en la recta y) fácil de ver en el plnn0, 
pues por movimiento rígido se puede siempre llevar el primer vector de una 
lxlse a coincidir con el primero de otra, no quedando entonces para los se-
gundos vectores m5s remedio que coincidir o ser opuestos. IJn arglUllCnto s.!_ 
milar se aplica (inductivamente) :Jl espacio de tres dimensione~, y alln a 
los de mayor dimensión si extendemos adecuadamente a éstos la noción de 
orientación. Pero antes convendrá extender otro tipo de nociones, de carác 
ter geométrico, que nos ayudar5n luego a definir la orientación. 
2. Es bien sabido que los puntos (o bien las flechas que arrancan deun fU!! 
to) de un plano pueden ponerse en correspondencia con los pares ordenados 
de nCrneros reales, y ello con el auxilio de un sistema de dos ejes carte-
sianos ortogonales (en cuya intersección u "origen" podemos considerar apl.!_ 
cadas las flechas). De un modo similar hay correspondencia entre las ter-
nas ordcn:Jdas de reales y loe: pLUltos (o flech:Js que arrancan de un plUltO) 
de nuestro espacio ordinario de tres dimensiones. Es natural entonces con 
siderar la familia Rn de todas las "n-tuplas" ordenadas (x 1 ••• xn) de n~ 
ros reales cano modelo de "espacio de n dimensiones", espacio que conside-
raremos preferentemente en su versión "vectorial", pensando a sus elcmcn-
tos como flecl~s o vectores aplicados en el origen O= (0, .•. , 0). De 
acuerdo con esto las n-tuplas se sl.IMn y multiplican por números "compone.!!_ 
te a componente". O sea, dados a ER, u (x 1 ••• xn) y v = (y 1 ••• Yn)' 
se pone u+ v = (x 1 + y1 , ••• , xn + yn) y au = (ax 1 , ••• , axn) . También 
n 
se define el "producto escalar" de u y v así: (u,v) = l: xiyi En pa!_ 
i=t 
ticular se tiene 
(u,u) = .1: x. ="longituddeu". 1/2 [ n 2] 1/2 
1=1 1 
Estas operaciones en Rn tienen las mismas propiedades fonn..&les con las que 
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y;¡ esta~oos fa~nili<Jriwdos en el caso del plano o el espacio onlinorio. Por 
ejemplo, el producto escalar es (coJurutativo y) "l..>ilineal", o sea lineal 
en cada factor: (u,av+hw) =a (u,v) + b (u,w). Con esto, los vectores v 
"ortogon:lles" a un u fijo, o sea tales que (u,v) = O forman un "subes~ 
cio" S de Rn, l'~ Jecir, (av+bw) E S cu:llesquiera sean v,w f S y 
a,b f R. llicho S es el espacio "ortogonal" de u . Si u e~ de loneitud uno 
se tiene (u,(v-(v,u)u) • (u,v)- (v,u) .. O, y por tanto todo v f Rn se 
expresa en la fonnn v = (v ,u) u + w , con w f S = ortogonal de u. Esta 
descomposición es igualmente v:ilida dentro de un subcspacio S cualquiera y 
puede hacerse de UJI modo rei tcrndo, tomanJo c11 S el ortn¡:o11:ll s1 de un 
u¡ f S, luego en 51 el ortogonal 52 de un u2 f 51 , y así sucesivamente. Ui 
chos ui (tomados de longitud uno) resultan ortoJrormales, es decir, cumplen 
las relaciones 
si i=j 
si i#j 
Por tanto, si la "dimensión" de S es m, o sea si m es el núrrcro m1íximo de 
rectas ortogonales (dos a dos) que pueden trazarse en S, el proceso anterior 
tendr5 que detenerse en el vector um , resultando Sm = {0} Pero entonces, 
por descomposición reiterada, cada u E S se expresa en la forma 
u " a 1 u 1 + ... + amum , con coeficientes ai unívocamente determinados pues 111.J.!. 
tiplicando miembro a miembro por u
1
. se obtiene a.• (u,u.). Esto se describe 
1 1 
diciendo que los {u1 ••• um} fonnan una "base" (ortononnal) uel subespacio 
S. eternos que cualquier otra familia ortononnal {v 1 ••• vm} en S se pue<le 
obtener mediante el mismo proceso y por tanto es también una base. Expresan 
do cada vj como combinaci6n lineal de los ui, o sea poniendo 
m 
vj z i~l aij ui ~&ra cada j, se obtienen m2 coefi-
cientes aij , los cuales constituyen la llamada "matriz de cambio de base", 
indicada por: 
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all a a 12 1111 
a a a 
A = 21 22 2m 
................ 
a a a 
n11 1112 nrn 
o bien, m;ís sintéticnrnento, 
ra rose, siempre del mismo suhcspacio S, lmhría otra m.1tri z de cambio 
B = (bij) para p<Jsar de los {vi} a los (wi}, y se tcndrí;¡ 
O se;¡ que los elementos de la matriz que pcnnitc pas;¡r direct~ 
m 
mente de los {ui} a los {wi} estfin dados por cik = ~ aiJ.bJ.k . j=l 
expresa diciendo que Ces el producto de A por B, o sea C z A B. 
ticular, si w. 
1 
u. 
1 
para todo i, resulta 
Esto se 
En par-
i\11 M=I 
o 
o 
"matriz identüJad", 
lo cual se descrihc poniendo B = A- 1 ""inversa de A". Así pues, toda ma 
triz de cambio de base es invertible. 
Recordemos que a cada matriz A = ( aij) se asocia su "dctenninante" 
det A, que es el número obtenido sl.UTI3ndo algebraicamcntc todos los produc-
tos del tipo a . a . a , con (i 1 •••• im) = pcn.utación de los 11 1 21 2 •• mÍm 
índices 1, Z, ... , m, afectando cada término con un signo+ ó- según que 
dicha pcrnutación sea par o imp.1r. Por ejemplo, el dctcnninante de la ma-
triz identi~1d vale uno, y el de ct~lquier ~ttrlz A = (aij) coincide con 
el de su "trasfA.Jesta" At = (aL) , con a~j = aji , según se compn•etxl f~ 
ci lmente. Y también se comprueba (no tan fácilmente) que el detenninante 
de un producto es el producto de los detenninantes. ResLunicnJo: 
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(*) det (6 .. ] = 1 , lJ 
t det A = det A, y dct (AB) = (Jet A) (det H) . 
Volvamos ahora al subespacio S de Rn, con su base ortonormal 
y reconsideremos las expresiones 
bilincalidad del producto oscalar 
111 
vj = l: ai3.ui i=l 
resulta 
m t 
I aJ.iaik = bJ.k 
i=l 
con 1 .;;;; j .;;; m. lJe la 
donde los bjk son las componentes del producto de la traspuesta At por 
A = [a .. ] lJ Por tanto, la ortonormalidad de los v. equival.e a la condición J 
AtA=I=[6 .. ] 
1) 
esto a ser A At 
, la cual a su vez equivale a ser At la inversa de A , y 
I . Las matrices que cumplen estas condiciones equiva-
ICIJ(('S St' llan~lll "ortogonales", y de dichas l'qlliVakJK"i,I S St" dl'dlll.."l" f[kil-
mente que la familia O(m) de tales matrices (de 111 xm elementos reales) es 
estable (o sea cerrada) respecto del producto y la inversión, es decir, que 
O(m) es un "grupo" (llam.,do prccisruncntc "ortogonal"). Tomando detenninan-
te en AtA= I Y teniendo en cuenta (*),resulta (det i\)2 = 1, o sea 
det A =:!: 1 para tO<!a A e O(m). La subfamilia SO(m) de todas las 
A f O(m) con det A = + 1 es también claramente estable respecto del pro-
ducto Y la inversión, siendo entonces un "subgrupo" de O(m) (llam.1do "ort~ 
gonal especial"). A contirruación veremos que el problema de orientar el 
espacio S está íntimamente ligado al de "conectar" entre sí los elementos 
del grupo SO(m). 
3. En consonancia con la definici6n intuitiva que dinK>s en el espacio ord.!_ 
nario, diremos ahora que dos bases ortononnales (siempre ordenadas) 
Y (v¡ · · · vm} del. mismo GW>Pspacia de Rn tienen (o deter-
minan) en él la misma orientación, o que una se obtiene de la otra "por r~ 
t:Ic ión" en dicho subcsp<Jcio, si ambas ~edcn "conect:Irse" por ulCl.lio de w1a 
m 
base ortononnal "móvil" cuyos elementos w. (t) = ¿ a .. (t)u . dependen con 
J i = 1 1J 1 
continuidad de tma variable t que recorre cierto intervalo [ a,b]C R . Con 
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d · ( ) s u y w (b) es v para todo esto queremos cc1r que wj o e j j j 
j = 1,. . . 111 y que los aij (t) son func iones cont i nuas de t en 1 a,b). 
De esto resulta que lo matriz At =[a .. (t)) se vo moviendo de una 
1J 
manera suave y continua dentro de O(m), describiendo lo que podemos imagi-
nar como un ~reo o curyu. Pero entonces dicho arco debe estar completamc~ 
te contenido en SO(m), pues arranca de Aa = 1 E SO(m) Y el det At no 
puede "saltar'' ue 1 a -1, por razones de continuidad. Viceversa, dado a 
priori un tal arco en SO(m), descrito por una matriz At = [aij(t)) que 
m 
se mueve con continuidad a partir de Aa = I las w.(t) = ~ a . . (t)u . 
• J i=l 1) 1 
definen una rotaci6n de los u. (aquí decimos "rotaci6n" y no "movimiento 
1 
rfgido" pues pensando los vectores aplicados al origen evitamos la "trasla 
ci6n"). En resumen, dos bases tienen la misma orientaci6n si y s6lo si su 
motriz de cambio puede conectarse a la identidad por medio de un arco en 
SO(m). Con esto, y en vista de la disyuntiva det A = t 1 en O(m), nues-
tro problema de "tercera (orientaci6n) excluida" se reduce al de probar que 
SO(m) es "conexo", o sea, que todos sus elementos se pueden conector o la 
identidod (y por tanto entre si) por medio de un arco (siempre contenido en 
SO(m), noturalmcnte). En otras palabras, debemos probar que si {u
1 
• •• um} 
y {v1 ••• vm} tienen matriz de cambio en SO(m) sus orientaciones coinci 
den. Notemos que si fuera u1 = v1 , dicha motriz sería del tipo 
donde B es la que permite posar de los {u2 ..• um} a los {v2 ... v } , m 
siendo det B = det A o sea que la condici6n u1 = v1 implica que 
tienen matriz de cambio en SO, en es 
te caso en SO(m -1). Por t~1to, usando inducci6n, todo consiste en probar 
que mediante rotaci6n de los ui podemos llevar u1 a coincidir con cualquier 
vector v prefijado dt: longitud uno (todo dentro del subespacio en el que los 
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u. fonnan hose, naturalmente). Si v está en el plano de u
1 
y u2 , has 1 
ta rotar estos dos dej~ldo los u3 ••• um fijos. Y si no, ro tarros (con 
hipótesis 1nductiva) los u2 ..• um hasta que u2 caiga en el plano de u1 
y v (digamos que es precisamente para usar este argumento inductivo que he 
mos trabajado en subcspacios en vez de hacerlo directamente en Rn). 
4. En fin, notemos que también el complemento de SO(m) en O(m) es cone 
xo, pues si Ay BE 0/SO se tiene A-1 n f so, y Mt va suavemente de 
A a B si At lo hace de I a A-1 B (cuando t recorre cierto intervalo 
( a,b)). Esta descomposici6n de O(m) en dos "componentes" conexas traduce 
la doble posibilidad de "tránsito" en el espacio correspondiente. Como en 
la recta, en todos ellos hay ''mano y contramano", s6lo que la naturaleza 
de esta disyuntiva se complica al crecer la dimcnsi6n (en el plano es un 
modo de girar, en el espacio una formo de "enroscarse" ... ). 
Notemos también que en R11 se puede indicar objetivamente una orienta-
ci6n "privilegiada", a saber, la de la hose "can6nica" formada por las n-t!! 
plas del tipo (O ... O 1 O •.. 0), cosa imposible en los cs~,cios en que no 
hay base distinguida. 
Finalmente queremos sef\alar que hemos usado bases ortonormales para f!!_ 
cilitar la exposici6n y probar la concxi6n de SO, pero en realidad la orto-
normalidad nada tiene que ver con el concepto de orientaci6n en si. Para 
librarnos de ella notemos que cualquier base {u1 ••• un} en Rn se puede 
"ortonormolizar" reemplazando 
gitud del vector) y uj por ej 
de donde resulta (ej,uj) >O 
si i < j y c .. lJ • o si 
U¡ por el = 
. ü/ lüj 1 
y uj . 
i>j Por 
u1 /lu11 (donde 11 indica la lo~ j -1 
con ü). a u . - l; (u . ,e . )e . , 
J i"'l J 1 1 n 
~ c .. e . con ciJ. = (ei,uj) i"'l 1J 1 
tanto la matriz C = (cij) es 
"triangular", con dct e= (el,ul)(c2,u2) ... (en,un) >o. Notemos que la Í!!_ 
milia GL.(n,R) de todas las matrices n x n (reales) con determinante> O 
es estable bajo el producto y la inversión, o sea nuevaliK'nte un gmpo (del 
cual SO(n) es subgrupo). Dicho grupo GL + contiene a las matrices (triél!!, 
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d · ( ) s u y w (b) es v para todo esto queremos cc1r que wj o e j j j 
j = 1,. . . 111 y que los aij (t) son func iones cont i nuas de t en 1 a,b). 
De esto resulta que lo matriz At =[a .. (t)) se vo moviendo de una 
1J 
manera suave y continua dentro de O(m), describiendo lo que podemos imagi-
nar como un ~reo o curyu. Pero entonces dicho arco debe estar completamc~ 
te contenido en SO(m), pues arranca de Aa = 1 E SO(m) Y el det At no 
puede "saltar'' ue 1 a -1, por razones de continuidad. Viceversa, dado a 
priori un tal arco en SO(m), descrito por una matriz At = [aij(t)) que 
m 
se mueve con continuidad a partir de Aa = I las w.(t) = ~ a . . (t)u . 
• J i=l 1) 1 
definen una rotaci6n de los u. (aquí decimos "rotaci6n" y no "movimiento 
1 
rfgido" pues pensando los vectores aplicados al origen evitamos la "trasla 
ci6n"). En resumen, dos bases tienen la misma orientaci6n si y s6lo si su 
motriz de cambio puede conectarse a la identidad por medio de un arco en 
SO(m). Con esto, y en vista de la disyuntiva det A = t 1 en O(m), nues-
tro problema de "tercera (orientaci6n) excluida" se reduce al de probar que 
SO(m) es "conexo", o sea, que todos sus elementos se pueden conector o la 
identidod (y por tanto entre si) por medio de un arco (siempre contenido en 
SO(m), noturalmcnte). En otras palabras, debemos probar que si {u
1 
• •• um} 
y {v1 ••• vm} tienen matriz de cambio en SO(m) sus orientaciones coinci 
den. Notemos que si fuera u1 = v1 , dicha motriz sería del tipo 
donde B es la que permite posar de los {u2 ..• um} a los {v2 ... v } , m 
siendo det B = det A o sea que la condici6n u1 = v1 implica que 
tienen matriz de cambio en SO, en es 
te caso en SO(m -1). Por t~1to, usando inducci6n, todo consiste en probar 
que mediante rotaci6n de los ui podemos llevar u1 a coincidir con cualquier 
vector v prefijado dt: longitud uno (todo dentro del subespacio en el que los 
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u. fonnan hose, naturalmente). Si v está en el plano de u
1 
y u2 , has 1 
ta rotar estos dos dej~ldo los u3 ••• um fijos. Y si no, ro tarros (con 
hipótesis 1nductiva) los u2 ..• um hasta que u2 caiga en el plano de u1 
y v (digamos que es precisamente para usar este argumento inductivo que he 
mos trabajado en subcspacios en vez de hacerlo directamente en Rn). 
4. En fin, notemos que también el complemento de SO(m) en O(m) es cone 
xo, pues si Ay BE 0/SO se tiene A-1 n f so, y Mt va suavemente de 
A a B si At lo hace de I a A-1 B (cuando t recorre cierto intervalo 
( a,b)). Esta descomposici6n de O(m) en dos "componentes" conexas traduce 
la doble posibilidad de "tránsito" en el espacio correspondiente. Como en 
la recta, en todos ellos hay ''mano y contramano", s6lo que la naturaleza 
de esta disyuntiva se complica al crecer la dimcnsi6n (en el plano es un 
modo de girar, en el espacio una formo de "enroscarse" ... ). 
Notemos también que en R11 se puede indicar objetivamente una orienta-
ci6n "privilegiada", a saber, la de la hose "can6nica" formada por las n-t!! 
plas del tipo (O ... O 1 O •.. 0), cosa imposible en los cs~,cios en que no 
hay base distinguida. 
Finalmente queremos sef\alar que hemos usado bases ortonormales para f!!_ 
cilitar la exposici6n y probar la concxi6n de SO, pero en realidad la orto-
normalidad nada tiene que ver con el concepto de orientaci6n en si. Para 
librarnos de ella notemos que cualquier base {u1 ••• un} en Rn se puede 
"ortonormolizar" reemplazando 
gitud del vector) y uj por ej 
de donde resulta (ej,uj) >O 
si i < j y c .. lJ • o si 
U¡ por el = 
. ü/ lüj 1 
y uj . 
i>j Por 
u1 /lu11 (donde 11 indica la lo~ j -1 
con ü). a u . - l; (u . ,e . )e . , 
J i"'l J 1 1 n 
~ c .. e . con ciJ. = (ei,uj) i"'l 1J 1 
tanto la matriz C = (cij) es 
"triangular", con dct e= (el,ul)(c2,u2) ... (en,un) >o. Notemos que la Í!!_ 
milia GL.(n,R) de todas las matrices n x n (reales) con determinante> O 
es estable bajo el producto y la inversión, o sea nuevaliK'nte un gmpo (del 
cual SO(n) es subgrupo). Dicho grupo GL + contiene a las matrices (triél!!, 
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guiares) del tipo ct = 1 (1-t)cij + t óij) con t E 1 O, 1 1 , las cuales 
conforman un arco que une 
las matrices de cambio de 
e = co con 
{u.} y de 
1 
1 = c1 • !ldanfis, si A y B son 
{c.} respecto de 1:.1 base canónica, 
1 
se tiene A "' Be y por tanto B f SO(n) si A f GL+ . Pero entonces, 
uniendo B con I mediante un arco en SO(n) descrito por cierta nt ruando 
+ t recorre 10,11 la matriz A = B C describe otro arco en GL (n,R), 
• t t t 
uniendo A con 1. Esto nos dice que GL+ es conexo, lo cual a 
su vez significa que dos bases {u1 ••• un} Y {v 1 ••• vn} de Rn (o de 
cualquier "espacio de vectores" de dimensión n) tienen matriz de cambio en 
GL+(n,R) si y sólo si existen n funciones wi(t) continuas en un intervalo 
la,b) , tales que también {w 1(t) ... wn(t)} es base del espacio en cues-
ti6n para todo t f [a,b) , con wi(a) = ui Y wi(b) =vi para todo 
1 ~ i ~ n. Cuando esta condición se c1.111ple se dice que { u1 • • • un} Y 
{v
1 
.•• vn} tienen la misma orientación, quedando entonces la familia de 
todas las bases del espacio dividida en dos clases que representan las dos 
orientaciones posibles del mismo. 
Facultad de Matem1itica, Astronomía y Física 
Universidad Nacional de Córdoba. 
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ALGUNAS MOTIVACIONES HISTORICAS EN LA TEORIA DE GRAFOS 
Raúl A. Chiappa 
Nuestro propósito es el de referirnos a algunos problen~s cuya resol~ 
ción llevó a introducir o utilizar conceptos que ahora se incluyen en la 
Teoría de Grafos y dar así una nuy somera introducci6n a la misma. E 11 a 
permite abordar el estudio de cuestiones muy diversas, alRunas con origen 
en meros pasatiempos pero otras en importantes y variadas preguntas de la 
ciencia o la técnica. Precisamente, es ésta tma de las razones del ímpetu 
y desarrollo que la teoría presenta actualmente. Puede tom1irsela c~no ej~ 
plo de la utilidad del proceso de abstracción y síntesis -propio del queha-
cer matemático- que del análisis de diferentes casos particulares infiere 
una estn1ctura fundamental que los comprende y unifica. 
Suele convenirse que la Teoría de Grafos surgi6 como disciplina autó-
noma en 1936 con la publicación del libre de Konig (10), quien reunió y 
sistematizó en un todo org1inico numerosos resultados obtenidos en trabajos 
anteriores sin aparente conexión entre sí. Previamente, en 1922, había si 
do estudiada como parte de la topología combinatoria por Veblen. Algunas 
muy breves referencias al respecto pueden verse en l~1rary (ti - p.1g. 7). 
~k.Jchas situaciones de la vida real pueden ser esquematizadas o descríE_ 
t as , al menos en primera aproximación, por medio de diagramas constituidos 
por puntos (v6rtices-nodos) y líneas Que conecten algunos de sus pares o 
un vértice consigo mismo. Obviamente, en ellos sólo interesa cuales son 
los v6rticos conectados y no donde estfut ubicados o la forn~ que se asi¡;-
na a la linea que los une. Estos esquemas, que facilitan la comprensión 
del probl aaa a resolver, aparecen frecuentemente en disciplinas dispares 
bajo nombres diversos, a saber: redes (ingeniería, econ(Jllía): sociograma 
(psicología) : organigrama (economía, planificación); diagramas de fluj o 
