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I
Introduccio´n
En este trabajo se presentan algunos resultados de las topolog´ıas de Alexandroff, es
decir, aquellas cuya interseccio´n de abiertos es abierto. Se hace un estudio de los espacios
de Alexandroff desde tres puntos de vista: Por filtros, cubos y Monoides.
En el cap´ıtulo 1 se dan definiciones y teoremas ba´sicos que se utilizan a lo largo del
trabajo.
En el cap´ıtulo 2, se hace una construccio´n de las topolog´ıas de Alexandroff v´ıa filtros. Se
prueba que las topolog´ıas principales y las de Alexandroff sobre un conjunto X, coinciden,
y que adema´s estas colecciones son anti-isomorfas a la coleccio´n de los pre-ordenes sobre
un conjunto X.
En el cap´ıtulo 3, se considera un conjunto infinito X. Puesto ℘(X) (partes de X) se
puede identificar con 2X (e.d., la coleccio´n de todas las funciones caracter´ısticas), y si
dotamos a 2X con la topolog´ıa producto (llamado el cubo 2X), esto permite dotar a ℘(X)
de una topolog´ıa, de tal forma que las colecciones 2X y ℘(X) resultan ser homeomorfas.
Con esta identificacio´n, una topolog´ıa se puede ver como un subconjunto del cubo 2X y
por ende podemos hablar de topolog´ıas abiertas, cerradas, compactas, etc. Dos resultados
importantes en este cap´ıtulo, es que las topolog´ıas de Alexandroff quedan caracterizadas
como subconjuntos cerrados del cubo 2X , y las colecciones A(X) (la coleccio´n de las
topolog´ıas de Alexandroff sobre X) y Pre(X) (la coleccio´n de los pre-ordenes sobre X),
son homeomorfas cuando A(X) tiene la topolog´ıa de Vietoris y Pre(X) hereda la topolog´ıa
del cubo 2X×X .
Si (S,+,e) es un monoide y X un conjunto no vac´ıo, una accio´n de S sobre X es una
funcio´n ∗ : S × X −→ X definida como (s, x) 7→ s ∗ x que satisface: Para cada s, t ∈ S
y para todo x ∈ X, s ∗ (t ∗ x) = (s + t) ∗ x y e ∗ x = x. Para cada x ∈ X el conjunto
Ox = {s∗x : s ∈ S} es llamado la o´rbita de x. En el cap´ıtulo 4, se muestra que la coleccio´n
de estas o´rbitas es base para una topolog´ıa de Alexandroff sobre X. En particular, cuando
S es el monoide (Hom(X), ◦, 1X) donde Hom(X) es la coleccio´n de todas las funciones
de X en X, se establece una correspondencia biun´ıvoca entre C(X) (la coleccio´n de los
semigrupos saturados 1 sobre X) y A(X), adema´s se muestra que (C(X),⊆) es un ret´ıculo
completo y anti-isomorfo a (A(X),⊆).
1Sea X 6= ∅. Un sub-semigrupo T de Hom(X) es saturado si:
(i) 1X ∈ T , donde 1X(x) = x para todo x ∈ X.
(ii) Si T actu´a sobre X via la funcio´n evaluacio´n, y para cada x ∈ X, OTx ={f(x) : f ∈ T} es la o´rbita
de x de esta accio´n, entonces T = {f ∈ Hom(X) : f(x) ∈ OTx ,∀x ∈ X}.
II
CAPI´TULO 1
Preliminares
1.1. Topolog´ıas de Alexandroff
En este seccio´n se definen conceptos y resultados ba´sicos que utilizamos a lo largo de
este trabajo.
1.1.1 Definicio´n. Un espacio topolo´gico (X,T) es de Alexandroff, si la interseccio´n
arbitraria de conjuntos abiertos es un conjunto abierto.
1.1.2 Definicio´n. Sean X un espacio topolo´gico y x ∈ X. Una vecindad Nx de x es
minimal si dada cualquier otra vecindad V de x, Nx ⊆ V .
Es evidente en la definicio´n anterior, que Nx es un subconjunto abierto de X. Los
espacios de Alexandroff poseen vecindades minimales para cada punto del espacio y quedan
completamente caracterizados por sus vecindades abiertas minimales como lo establece la
siguiente proposicio´n.
1.1.3 Proposicio´n. Un espacio topolo´gico X es de Alexandroff si y solo si para todo
x ∈ X existe una vecindad minimal Nx.
Demostracio´n. ⇒) Sean x ∈ X y B = {U ⊆ X : U es vecindad abierta de x}. Consi-
deremos Nx =
⋂{U : U ∈ B}, entonces Nx es una vecindad abierta de x por ser X de
Alexandroff, y por la construccio´n, es vecindad minimal.
⇐) Sean V = ⋂i∈IUi con Ui un subconjunto abierto de X y x ∈ V , entonces x ∈ Ui
para todo i ∈ I. Existe Nx vecindad minimal de x tal que Nx ⊆ Ui para cada i ∈ I. Por
tanto Nx ⊆ V y V es vecindad de cada uno de sus puntos. En consecuencia V es abierto
y as´ı X es de Alexandroff.
Nota. Si (X,T) es un espacio topolo´gico de Alexandroff, notamos la vecindad minimal
de un punto x de X como Nx, si se requiere resaltar el papel de la topolog´ıa T notaremos
NTx . Tenemos que
Nx =
⋂
{U : x ∈ U y U ∈ T}.
Adema´s, si y ∈ Nx entonces Ny ⊆ Nx.
1
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Si X es de Alexandroff, para cada x ∈ X, Nx es una vecindad minimal compacta,
pues para cada cubrimiento abierto {Ui}i∈I de Nx tenemos que existe j ∈ I tal que
x ∈ Uj , luego Nx ⊆ Uj . Por tanto tenemos que todo espacio de Alexandroff es localmente
compacto.
Ejemplos
1. Todo espacio topolo´gico finito es de Alexandroff.
2. Los espacios topolo´gicos discretos e indiscretos son de Alexandroff.
3. En el estudio de espacios de Alexandroff no son relevantes los espacios T1, si se
considera un axioma de separacio´n, este debe ser T0. En efecto, si X es un espacio
topolo´gico T1, X es de Alexandroff si y solo si X es discreto.
4. Si X y Y son espacios de Alexandroff, X × Y es de Alexandroff. En este caso para
cada (x, y) ∈ X × Y , su vecindad minimal esta dada por N(x,y) = Nx ×Ny.
1.2. Bases minimales
1.2.1 Definicio´n. Sean X un conjunto no vac´ıo y B una coleccio´n de subconjuntos de
X. Bx ∈ B es un conjunto minimal conteniendo a x (o mas brevemente, un conjunto
minimal de x), si dado G ∈ B con x ∈ G, se tiene Bx ⊆ G, es decir, Bx esta´ contenido
en cualquier superconjunto de {x} que pertenece a B.
Note que los conjuntos minimales son u´nicos. Decimos que B es una base minimal
de X si para cada x ∈ X, existe Bx ∈ B tal que Bx es un conjunto minimal de x. La razo´n
de llamarle as´ı es por lo siguiente:
1.2.2 Teorema. Si B = {Bi}i∈I es una base minimal de X, B es base de una topolog´ıa
T sobre X. T es de Alexandroff y Nx = Bx donde Bx es un conjunto minimal de x.
Demostracio´n. 1. Para cada x ∈ X existe Bx ∈ B conjunto minimal de x, es decir
X =
⋃
x∈XBx.
2. Sean Bi, Bj ∈ B y z ∈ Bi ∩ Bj . Por hipo´tesis existe Bz ∈ B conjunto minimal de z
tal que Bz ⊆ Bi y Bz ⊆ Bj , es decir Bz ⊆ Bi ∩Bj .
De 1 y 2, B es una base de una topolog´ıa T sobre X.
Puesto que B ⊆ T y para cada x ∈ X existe Bx ∈ B vecindad minimal de x, por la
proposicio´n 1.1.3, X es de Alexandroff. Claramente tenemos que Bx = Nx.
Veamos dos aplicaciones del teorema anterior.
Ejemplos
1. Si X es de Alexandroff y B = {Nx : x ∈ X} es la coleccio´n de sus vecindades
minimales, B es una base minimal de X.
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2. En X = Rn consideremos la topolog´ıa inducida por la me´trica euclidiana, sea B la
coleccio´n de las bolas cerradas de centro en 0. Para cada x ∈ X, Bx = B(0, ‖x‖) es
un conjunto minimal de x, por 1.2.2, B es una base minimal de X que genera una
topolog´ıa de Alexandroff en Rn. Note que este espacio no es T1 y tampoco compacto,
aunque si localmente compacto.
1.3. Topolog´ıas versus pre-ordenes
Un subconjunto R de X ×X es una relacio´n de preorden sobre X, o simplemente un
preorden sobre X, si R es reflexiva y transitiva:
1. (x, x) ∈ R para todo x ∈ X.
2. Si (x, y) ∈ R y (y, z) ∈ R implica (x, z) ∈ R, donde x, y, z ∈ X.
1.3.1 Definicio´n. Dado un espacio topolo´gico (X,T), definimos la relacio´n binaria ≤T
en X como:
x ≤T y ⇐⇒ x ∈ {y}
Es decir,
x ≤T y ⇐⇒ y ∈ Vx para toda vecindad Vx de x.
1.3.2 Proposicio´n. Sea (X,T) un espacio topolo´gico. La relacio´n ≤T define un preorden
en X.
Demostracio´n. Es reflexiva puesto que x ∈ {x}. Sean x ≤T y y y ≤T z, entonces x ∈ {y} y
y ∈ {z}, por tanto {x} ⊆ {y} y {y} ⊆ {z} ya que {x} es el menor cerrado que contiene a
x y {y} es el menor cerrado que contiene a y, luego {x} ⊆ {z} y as´ı x ∈ {z}. Esto muestra
que ≤T es transitiva.
En particular, si (X,T) es de Alexandroff, 1.3.1 es equivalente a:
x ≤T y ⇐⇒ Ny ⊆ Nx ⇐⇒ y ∈ Nx,
e.d., el preorden ≤T puede ser descrito en te´rminos de las vecindades minimales.
El preorden ≤T recibe el nombre de preorden de especializacio´n (o el preorden
asociado a T). Los pre-ordenes y las topolog´ıas de Alexandroff esta´n estrechamente rela-
cionados, pues dada una topolog´ıa esta induce un preorden como se definio´ en 1.3.1, y
rec´ıprocamente, dado un preorden ≤, este induce una topolog´ıa de Alexandroff como lo
muestra la siguiente proposicio´n.
1.3.3 Proposicio´n. Sean (X,≤) un conjunto preordenado y B = {↑ x : x ∈ X} (la
coleccio´n de filtros principales) donde ↑ x = {y ∈ X : x ≤ y}. Entonces B es una base
minimal de X; la topolog´ıa generada por B es de Alexandroff y notada T(≤).
Demostracio´n. Veamos que para cada x ∈ X, ↑x es un conjunto minimal de x respecto de
la coleccio´n B . Sean y ∈ X con x ∈↑y y p ∈↑x, entonces y ≤ x y x ≤ p; por la transitividad
de ≤, y ≤ p, luego p ∈↑y. Por tanto ↑x ⊆↑y y as´ı ↑x es un conjunto minimal de x. En
consecuencia B es una base minimal de X. Por 1.2.2, T(≤) es de Alexandroff.
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Obviamente tenemos que ↑x son las vecindades minimales en T(≤). Si (X,≤) es un
conjunto preordenado, la topolog´ıa T(≤) se denomina topolog´ıa asociada al preorden
≤, (o topolog´ıa inducida por el preorden ≤).
Ejemplos
1. Sea ≤ una relacio´n de equivalencia. La base minimal para T(≤) es la coleccio´n de
las clases de equivalencia, es decir B = {[x] : x ∈ X}.
2. Sea el conjunto ordenado (℘(X),⊆) partes de X. Entonces
B = {↑A : A ∈ ℘(X)} donde ↑A = {F ⊆ X : A ⊆ F},
es una base para T(⊆).
Si A = ∅, ↑∅ = ℘(X). Para A 6= ∅, la vecindad minimal de A es el filtro principal
generado por A. En particular para cada x ∈ X, el ultrafiltro ↑{x} principal es
vecindad minimal del conjunto unitario {x}, y si A = X, ↑X = {X}.
1.3.4 Proposicio´n. Sean T1 y T2 topolog´ıas en X. Si T1 ⊆ T2, ≤T1⊇≤T2.
Demostracio´n. Veamos que si x T1 y entonces x T2 y. Si x T1 y, existe G ∈ T1
conteniendo a x tal que y /∈ G; como T1 ⊆ T2,G ∈ T2, por tanto x T2 y. As´ı≤T1⊇≤T2 .
El rec´ıproco de la proposicio´n anterior se tiene, si T1 y T2 son topolog´ıas de Alexandroff,
como lo veremos posteriormente.
1.4. Ret´ıculos
1.4.1 Definicio´n. Sea P un conjunto. Un orden parcial (o simplemente orden) sobre P
es un pre-orden ≤ sobre P que es antisime´trica. Un conjunto dotado con una relacio´n de
orden se llama un conjunto ordenado. Cuando es necesario especificar el orden se nota
(P,≤).
Sean (P,≤) y (Q,≤) conjuntos ordenados; una funcio´n ϕ : P → Q se dice que es
creciente o que preserva el orden, si x ≤ y en P implica ϕ(x) ≤ ϕ(y) en Q. La funcio´n ϕ
es una inmersio´n de orden si
x ≤ y en P ⇐⇒ ϕ(x) ≤ ϕ(y) en Q.
Un isomorfismo de orden es una inmersio´n de orden sobreyectiva (y por tanto, biyectiva).
Si existe una inmersio´n de orden de P sobre Q, se dice que P y Q son orden-isomorfos y
se escribe P ∼= Q.
Dado un conjunto ordenado P , el dual de P , denotado P ∂ , se obtiene definiendo x ≤ y
en P ∂ si y solo si y ≤ x en P . Se dice que (P,≤) es anti-isomorfo a (Q,≤) si existe un
isomorfismo de orden ϕ entre P y Q∂ ; es decir, si
x ≤ y en P ⇐⇒ ϕ(x) ≥ ϕ(y) en Q.
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Un elemento x ∈ P es un elemento maximal(minimal) si para cada z ∈ P , x ≤
z(z ≤ x) implica x = z.
Dado A ⊆ P , decimos que x ∈ P es una cota superior para A si a ≤ x para todo
a ∈ A. Dualmente, x ∈ P es una cota inferior para A si x ≤ a para cada a ∈ A. Con
A↑—le´ase superior de A— denotamos el conjunto de todas las cotas superiores de A, y
con A↓ el conjunto de todas las cotas inferiores de A. El elemento mı´nimo de A↑ si existe,
es el supremo de A, denotado por
∨
A o supA. De manera dual se define el ı´nfimo de
A, denotado
∧
A o infA. En el caso en que A = {x, y} simplemente notamos
x ∨ y := sup{x, y} y x ∧ y := inf{x, y}
Si para todo par de elementos x, y existe x ∨ y y x ∧ y se dice que (P,≤) es un ret´ıculo.
(P,≤) es un ret´ıculo completo(o reticulado completo) si para todo subconjunto S de P
existen
∨
S =supS y
∧
S =infS. No´tese que en un ret´ıculo completo (P,≤) se tiene
ı´nf ∅ = supP = ma´ximo de P = >,
sup∅ = ı´nf P = mı´nimo de P = ⊥.
Un subconjunto S ⊆ P es un sub-ret´ıculo de P si S con el orden inducido de P , es
un ret´ıculo.
Si U es una coleccio´n de subconjuntos de X y consideramos el conjunto ordenado
(U ,⊆), el siguiente lema nos da condiciones suficientes para que U sea un ret´ıculo completo
y nos ilustra como son exactamente
∨
y
∧
.
1.4.2 Lema. Sean X un conjunto y U una familia de subconjuntos de X ordenada por la
inclusio´n usual ⊆ tal que
(a)
⋂
i∈I Ai ∈ U para cualquier coleccio´n no vac´ıa {Ai}i∈I ⊆ U y
(b) X ∈ U .
Entonces (U ,⊆) es un ret´ıculo completo donde∨{
Ai : i ∈ I
}
=
⋂{
A ∈ U :
⋃
i∈I
Ai ⊆ A
}
,
∧{
Ai : i ∈ I
}
=
⋂
i∈I
Ai,
Ejemplo El Ret´ıculo de los pre-o´rdenes Pre(X).
Denotamos con Pre(X) la coleccio´n de todos los pre-o´rdenes sobre X. X × X es un
preorden y es el elemento ma´ximo en Pre(X); como la interseccio´n de pre-o´rdenes es un
preorden, por el Lema 1.4.2, (Pre(X),⊆) es ret´ıculo completo donde∨{
Ri : i ∈ I
}
=
⋂{
R ∈ Pre(X) :
⋃
i∈I
Ri ⊆ R
}
,
∧{
Ri : i ∈ I
}
=
⋂
i∈I
Ri,
CAPI´TULO 1. PRELIMINARES 6
La diagonal,
∆(X) := {(x, x) : x ∈ X}
es el elemento mı´nimo de (Pre(X),⊆).
1.5. Continuidad en espacios de Alexandroff
Es natural preguntarse si ser de Alexandroff es un invariante topolo´gico, es decir si
h : X −→ Y es un homeomorfismo y X es de Alexandroff, entonces ¿h(X) = Y es de
Alexandroff?. En realidad no es necesario que h sea una biyeccio´n, es suficiente con que h
sea abierta y continua como lo establece la siguiente proposicio´n.
1.5.1 Teorema. Sean X de Alexandroff, h : X −→ Y abierta y continua. Entonces h(X)
es de Alexandroff y h(Nx) = Nh(x).
Demostracio´n. Sean y ∈ h(X), x ∈ X tal que y = h(x) y Nx la vecindad minimal de x.
Como h es abierta h(Nx) es abierto en h(X). Sea y ∈ U donde U es un abierto en h(X),
entonces x ∈ h−1(U) y como h es continua, h−1(U) es abierto en X, en consecuencia
Nx ⊆ h−1(U), es decir h(Nx) ⊆ U . Por consiguiente h(Nx) es una vecindad minimal de y.
Por 1.1.3, h(X) es de Alexandroff y h(Nx) = Nh(x).
En particular tenemos que si X y Y son homeomorfos y X es de Alexandroff, Y es
de Alexandroff. Es importante anotar que en la proposicio´n anterior la condicio´n de ser
abierta no se puede omitir, es decir si h : X −→ Y es continua y X es de Alexandroff,
entonces no necesariamente h(X) es de Alexandroff, por ejemplo, sean X = N y Y = Q.
Como Q es enumerable, existe una biyeccio´n h : N −→ Q; dotemos a N con la topolog´ıa
discreta y a Q con la topolog´ıa de subespacio de R, donde R tiene la topolog´ıa usual,
entonces h es continua pero h(N) = Q no es de Alexandroff.
A continuacio´n veremos que la continuidad entre espacios de Alexandroff, se puede
caracterizar en te´rminos de sus vecindades minimales.
1.5.2 Proposicio´n. Sean X,Y espacios de Alexandroff. f : X −→ Y es continua si
y solo si f(Nx) ⊆ Nf(x), donde Nx y Nf(x) son las vecindades minimales de x y f(x)
respectivamente.
Demostracio´n. ⇒) Sean x ∈ X y Nf(x) la vecindad minimal de f(x). Como f es continua,
f−1(Nf(x)) es un abierto en X conteniendo a x, por tanto Nx ⊆ f−1(Nf(x)), es decir
f(Nx) ⊆ Nf(x).
⇐) Sean f(Nx) ⊆ Nf(x), x ∈ X y U una vecindad de f(x). Por ser Y de Alexandroff,
Nf(x) ⊆ U , por consiguiente f(Nx) ⊆ U y as´ı f es continua.
Como las topolog´ıas de Alexandroff y los pre-ordenes esta´n estrechamente relaciona-
dos, las funciones crecientes entre conjuntos preordenados, se caracterizan mediante la
continuidad entre los espacios topolo´gicos inducidos por sus pre-ordenes, como lo muestra
el siguiente teorema.
1.5.3 Teorema. Sean (X,≤1) y (Y,≤2) conjuntos preordenados.
f : (X,≤1) −→ (Y,≤2) es creciente si y solo si f : (X,T(≤1)) −→ (Y,T(≤2)) es continua.
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Demostracio´n. ⇒) Veamos que f(↑x) ⊆↑f(x). Sea y ∈ f(↑x), existe a ∈↑x tal que f(a) = y
y x ≤1 a. Como f es creciente f(x) ≤2 f(a), es decir y ∈↑f(x). Por tanto f(↑x) ⊆↑f(x) y
por 1.5.2, f es continua.
⇐) Si f es continua, por 1.5.2 f(↑x) ⊆↑f(x) para cada x ∈ X. Si x ≤1 a, a ∈↑x lo
cual implica que f(a) ∈↑f(x), es decir f(x) ≤2 f(a). Por tanto f es creciente.
Consideremos los conjuntos pre-ordenados (X ≤1) y (Y,≤2) y definamos en X × Y la
relacio´n ¹ como
(x, y) ¹ (a, b) ⇐⇒ x ≤1 a y y ≤2 b.
¹ define un preorden en X ×Y y por tanto induce una topolog´ıa de Alexandroff T(¹)
en X × Y . Para cada (x, y) ∈ X × Y tenemos que ↑(x, y) =↑x×↑y, es decir T(¹) coincide
con la topolog´ıa producto en X × Y generada por
B = {↑x×↑y : x ∈ X y y ∈ Y }.
Como un caso particular tenemos el siguiente ejemplo:
Ejemplo Sean X 6= ∅, el conjunto ordenado (℘(X),⊆) y
f, g : (℘(X)×℘(X),¹) −→ (℘(X),⊆)
definidas respectivamente como
f(A,B) = A ∪B y g(A,B) = A ∩B.
f y g son crecientes, luego por 1.5.3 continuas de
(℘(X)×℘(X),T(¹)) a (℘(X),T(⊆)).
Ejemplo Sea f : (℘(X),⊆) −→ (℘(X),⊆) definida como f(A) = Ac. f no es creciente,
en realidad tenemos que si A,B ⊆ X,
A ⊆ B ⇐⇒ f(A) ⊇ f(B).
Como f es una biyeccio´n, (℘(X),⊆) es anti-isomorfo a si mismo.
f no es continua con respecto a (℘(X),T(⊆)), pues ↑X es abierto en (℘(X),T(⊆)) y
f−1(↑X) = {∅} no es un abierto en (℘(X),T(⊆)), ya que las vecindades minimales en
(℘(X),T(⊆)) son filtros principales.
CAPI´TULO 2
Topolog´ıas de Alexandroff, un enfoque por filtros
2.1. Topolog´ıas principales
2.1.1 Definicio´n. Sea (L,≤) un ret´ıculo con mı´nimo ⊥ y ma´ximo > (no necesariamente
completo). Un elemento a ∈ L, a 6= ⊥ es un infra-elemento si ningu´n elemento precede
a a, excepto ⊥. De manera dual, a es un ultra-elemento si a 6= > y ningu´n elemento es
mayor que a, excepto >.
Ejemplo Sea Top(X) la coleccio´n de todas las topolog´ıas sobre X. Es conocido que
(Top(X),⊆) es un ret´ıculo completo. Las topolog´ıas de la forma {∅, X,G} donde G ⊆ X,
G 6= ∅, G 6= X son infra-elementos en Top(X), o mejor, infra-topolog´ıas en Top(X).
Note que estas infra-topolog´ıas son de Alexandroff.
Como lo muestra el ejemplo anterior, encontrar infra-topolog´ıas es sencillo, pero cuando
se trata de ultra-elementos en (Top(X),⊆), es decir ultra-topolog´ıas, no es tan fa´cil.
Como un primer intento, construyamos una topolog´ıa cercana a ℘(X) en la que todo
conjunto unitario, excepto uno, sea abierto.
2.1.2 Definicio´n. Para cada filtro F sobre X y cada elemento fijo p ∈ X definimos la
siguiente topolog´ıa sobre X:
G(p,F) := ℘(X − {p}) ∪ F .
En esta topolog´ıa los conjuntos unitarios {x}, (x ∈ X) son abiertos siempre que x 6= p.
Tambie´n son abiertos todos los subconjuntos de X que no contienen al punto p, lo mismo
todos los subconjuntos de X que son elementos de filtro F . As´ı pues, las vecindades de
p son los elementos de F a los cuales el punto p pertenece; de modo que si queremos
construir una topolog´ıa lo mas grande posible, el filtro F debe ser lo mas grande posible,
o sea un ultra-filtro.
2.1.3 Proposicio´n. Una topolog´ıa de la forma G(a,U), donde a ∈ X y U es un ultrafiltro
sobre X tal que U 6= Ua donde Ua = {F ⊆ X : a ∈ F} (es decir el filtro principal generado
por {a}, el cual es un ultrafiltro), es una ultra-topolog´ıa.
Demostracio´n. En efecto, sea T una topolog´ıa sobre X tal que G(a,U) $ T; veamos que
T coincide con ℘(X). Sea A ∈ T con a ∈ A y A /∈ U . Por ser U un ultrafiltro, Ac ∈ U ,
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Ac ∪ {a} ∈ U , lo cual implica Ac ∪ {a} ∈ T. Como la interseccio´n de abiertos es abierto,
A ∩ (Ac ∪ {a}) es abierto y as´ı {a} ∈ T. Como ℘(X − {a}) ⊆ T, tenemos T = ℘(X).
De hecho, todas la ultra-topolog´ıas son exactamente de la forma anterior.
2.1.4 Proposicio´n. Si T es una ultra-topolog´ıa sobre X, entonces T es de la forma G(a,U)
para algu´n ultra-filtro U sobre X con U 6= Ua.
Demostracio´n. Si T es una ultra-topolog´ıa sobre X, existe a ∈ X tal que {a} /∈ T. El
conjunto V(a) de las vecindades del punto a es un filtro distinto de Ua, pues {a} /∈ V(a),
mientras que {a} ∈ Ua. Adema´s, para toda Va vecindad de a se cumple que Va∩{a}c 6= ∅,
luego el el conjunto
B ={Va ∩ {a}c : Va es vecindad de a}
es base de filtro y, por tanto, el filtro F generado por esta base satisface que {a}c ∈ F .
Existe U ultrafiltro sobre X tal que F ⊆ U , de donde {a}c ∈ U y as´ı {a} /∈ U , es decir
U 6= Ua; adema´s, como V(a) ⊆ F entonces V(a) ⊆ U . Por otra parte, dado que cualquier
abierto en T tiene o no al punto a, entonces
T ⊆ ℘(X − {a}) ∪ V(a) ⊆ ℘(X − {a}) ∪ U = G(a,U),
y como T es ultra-topolog´ıa tenemos T = G(a,U).
2.1.5 Definicio´n. Una ultra-topolog´ıa generada por un ultrafiltro principal es llamada
una ultra-topolog´ıa principal. Es decir, una ultra-topolog´ıa es principal si es de la
forma G(x,Uy), con x, y ∈ X, x 6= y, y Uy es el ultrafiltro principal generado por {y}, e.d.,
Uy = {F ⊆ X : y ∈ F}.
2.1.6 Definicio´n. Una topolog´ıa sobreX es principal si es interseccio´n de ultra-topolog´ıas
principales, es decir, interseccio´n de topolog´ıas de la forma G(x,Uy), con x, y ∈ X. Deno-
tamos por Π(X) el conjunto de las topolog´ıas principales sobre X.
En particular tenemos que cada ultra-topolog´ıa principal G(p,Uq), p 6= q, es una topo-
log´ıa principal; en este caso cada abierto que contiene a p tambie´n contiene a q pues las
u´nicas vecindades de p esta´n en Uq, o´sea que V(p) ⊆ V(q). Esto significa que las topolog´ıas
principales no pueden ser T1. Tampoco satisfacen los axiomas de separacio´n Ti(i = 2, 3, 4)
ya que cuando son T1 automa´ticamente se convierten en la discreta.
A continuacio´n mostraremos que las topolog´ıas principales y las de Alexandroff, coin-
ciden.
2.1.7 Lema. Sea la topolog´ıa principal T = G(p,Uq) ∩ G(q,Ur). Entonces T ⊆ G(p,Ur).
Demostracio´n. Sea G ∈ T, entonces si p /∈ G, G ∈ G(p,Ur). Si p ∈ G, q ∈ G y por tanto
G ∈ G(p,Ur). Por consiguiente T ⊆ G(p,Ur).
2.1.8 Lema. Si T es una topolog´ıa principal sobre X, el conjunto
Bx = {y ∈ X : T ⊆ G(x,Uy)}
es abierto para cada x ∈ X, e.d., Bx ∈ T.
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Demostracio´n. Sea T una ultra-topolog´ıa principal, entonces T es interseccio´n de topo-
log´ıas de la forma G(p,Uq), con p, q ∈ X.
Si {x} ∈ T, Bx = {x}, pues de lo contrario existe y ∈ X con y 6= x tal que T ⊆ G(x,Uy),
e.d., {x} /∈ T lo cual no es posible.
Sea T ⊆ G(p,Uq). Si p /∈ Bx, Bx es abierto en G(p,Uq). Si p ∈ Bx, T ⊆ G(x,Up),
as´ı T ⊆ G(x,Up)∩G(p,Uq) y por 2.1.7, T ⊆ G(x,Uq). Por tanto q ∈ Bx y Bx es abierto en
G(p,Uq).
De lo anterior se deduce que Bx es abierto en cada G(p,Uq), en consecuencia Bx ∈ T.
2.1.9 Lema. Si T es una topolog´ıa en X, T =
⋂{G(x,U) : T ⊆ G(x,U)}, donde U es un
ultrafiltro sobre X.
Demostracio´n. Asumamos que T 6= ℘(X). Claramente
T ⊆
⋂
{G(x,U) : T ⊆ G(x,U)}.
Para la contenencia, ⋂
{G(x,U) : T ⊆ G(x,U)} ⊆ T,
tomemos A /∈ T y veamos que A /∈ ⋂{G(x,U) : T ⊆ G(x,U)}. Para ello verifiquemos que
existe al menos un elemento de la coleccio´n que no contiene a A. Como A /∈ T, existe a ∈ A
que no es punto interior de A. Por tanto, toda vecindad Va de a satisface Va ∩ Ac 6= ∅.
As´ı el conjunto
B = {Va ∩Ac : Va es vecindad de a},
es una base para filtro y por tanto el filtro F = 〈B〉 generado por esta base satisface que
Ac ∈ F . Sea U un ultrafiltro mas fino que F , esto es, F ⊆ U . Como U contiene todas las
vecindades de a, T ⊆ ℘(X − {a})⋃U = G(a,U). Como Ac ∈ U , entonces A /∈ U con lo
cual
A /∈
⋂
{G(x,U) : T ⊆ G(x,U)}.
2.1.10 Teorema. Una topolog´ıa T sobre X es principal si y solo si T es de Alexandroff.
Demostracio´n. ⇒) Sea T una topolog´ıa principal. Veamos que
B = {Bx : x ∈ X} donde Bx = {y ∈ X : T ⊆ G(x,Uy)},
es una base minimal de X y una base para T.
(i) Sean x, y ∈ X tal que x ∈ By. Mostremos que Bx ⊆ By. En efecto, si p ∈ Bx,
T ⊆ G(x,Up). Como x ∈ By, T ⊆ G(y,Ux) as´ı,
T ⊆ G(y,Ux) ∩ G(x,Up).
Luego T ⊆ G(y,Up) (Lema 2.1.7) y por tanto p ∈ By. Por consiguiente, Bx ⊆ By y Bx es
un conjunto minimal de x.
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(ii) Por el Lema 2.1.8, Bx es abierto en T, es decir B ⊆ T. Sea G ∈ T tal que x ∈ G,
mostremos que Bx ⊆ G. Razonemos por contradiccio´n, e.d., supongamos que existe p ∈ Bx
tal que p /∈ G, esto implica que G /∈ G(x,Up), puesto que T ⊆ G(x,Up), G /∈ T, lo cual no
puede ser.
De (i) y (ii), B es una base minimal de X y una base para T, luego por 1.2.2, T es de
Alexandroff.
⇐) Sea T un topolog´ıa de Alexandroff donde para cada x ∈ X, Nx es su vecindad
minimal. Por el Lema 2.1.9,
T =
⋂
{G(x,U) : T ⊆ G(x,U)}
Sea y ∈ Nx, entonces T ⊆ G(x,Uy) ya que cualquier abierto que contiene a x, contiene
a y, por tanto
T ⊆
⋂
{G(x,Uy) : y ∈ Nx}.
Como x ∈ Nx y Nx ∈ T, Nx ∈ U . Sea G ∈
⋂{G(x,Uy) : y ∈ Nx}, entonces x /∈ G
o x ∈ G; si x /∈ G, G ∈ G(x,U), y si x ∈ G, Nx ⊆ G, por ser U ultrafiltro, G ∈ U . En
consecuencia tenemos ⋂
{G(x,Uy) : y ∈ Nx} ⊆ G(x,U)
As´ı, para cada x ∈ X y su respectiva vecindad minimal Nx, existe una topolog´ıa principal
Jx =
⋂{G(x,Uy) : y ∈ Nx} tal que Jx ⊆ G(x,U) y T ⊆ Jx, luego⋂
x∈X
Jx ⊆
⋂
{G(x,U) : T ⊆ G(x,U)} = T.
Por ende
⋂
x∈X Jx = T, es decir T es principal.
2.2. El ret´ıculo A(X)
Sea el conjunto ordenado (A(X),⊆) donde A(X) es la coleccio´n de todas las topolog´ıas
de Alexandroff sobre X. A(X) tiene como elemento ma´ximo a ℘(X) y a {∅, X} como
elemento mı´nimo. Si {Ti}i∈I ⊆ A(X), entonces
⋂
i∈I Ti ∈ A(X), es decir la interseccio´n de
topolog´ıas de Alexandroff, es de Alexandroff. Por el Lema 1.4.2, (A(X),⊆) es un ret´ıculo
completo donde ∨{
Ti : i ∈ I
}
=
⋂{
T ∈ A(X) :
⋃
i∈I
Ti ⊆ T
}
,
∧{
Ti : i ∈ I
}
=
⋂
i∈I
Ti.
En particular tenemos que la coleccio´n Π(X) de las topolog´ıas principales sobre X, es
un ret´ıculo completo.
Ahora, si A0(X) es la coleccio´n de las topolog´ıas de Alexandroff sobre X que son T0,
A0(X) tiene a ℘(X) como elemento ma´ximo, sin embargo, interseccio´n de topolog´ıas de
Alexandroff T0 no necesariamente es T0, por ejemplo, sean X = {0, 1} y las topolog´ıas
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T1 = {∅, X, {0}} y T2 = {∅, X, {1}}, entonces T1 y T2 son T0 pero T1 ∩ T2 no es T0, en
consecuencia (A0(X),⊆) no es un sub-ret´ıculo de (A(X),⊆).
A continuacio´n mostraremos que el ret´ıculo (A(X),⊆) de las topolog´ıas de Alexan-
droff es anti-isomorfo al ret´ıculo de los pre-o´rdenes (Pre(X),⊆). Una forma de hacerlo es
mostrando que (Π(X),⊆) es anti-isomorfo a (Pre(X),⊆).
2.2.1 Proposicio´n. Dada una topolog´ıa principal T la relacio´n RT ⊆ X×X definida por
xRTy si y solo si T ⊆ G(x,Uy),
es un preorden sobre X.
El preorden definido en esta proposicio´n coincide con el preorden definido en 1.3.1.
Ahora, si R es un preorden entonces tenemos que R induce una topolog´ıa principal la cual
se define como: TR =
⋂{G(x,Uy) : xRy}, que es por definicio´n una topolog´ıa principal.
Esta topolog´ıa coincide con la topolog´ıa de 1.3.3, es decir TR = T(R) ya que la aplicacio´n
ψ : Pre(X) −→ Π(X) definida ψ(R) = T(R)
es una biyeccio´n.
2.2.2 Teorema. El ret´ıculo (Π(X),⊆) de las topolog´ıas principales sobre X es anti-
isomorfo al ret´ıculo (Pre(X),⊆) de los pre-o´rdenes en X.
Demostracio´n. Las funciones
η : Π(X) −→ Pre(X) y ψ : Pre(X) −→ Π(X)
definidas por η(T) = RT y ψ(R) = T(R) son mutuamente inversas en el sentido que
η(ψ(R)) = R para todo R ∈ Pre(X) y ψ(η(T)) = T para toda T ∈ Π(X).
Como xRTy si y solo si T ⊆ G(x,Uy) tenemos que, si T1 ⊆ T2 entonces (x, y) ∈ RT2
lo que implica T2 ⊆ G(x,Uy) y as´ı T1 ⊆ T2 ⊆ G(x,Uy), con lo cual (x, y) ∈ RT1 , luego
RT1 ⊇ RT2 .
Por otra parte, R1 ⊆ R2 implica TR1 ⊇ TR2 ya que⋂
{G(x,Uy) : xR1y} ⊇
⋂
{G(x,Uy) : xR2y}
Esto comprueba que la correspondencia es un anti-isomorfismo.
Por la proposicio´n anterior tenemos que (A(X),⊆) es anti-isomorfo a (Pre(X),⊆). Si
(X,T) es un espacio de Alexandroff T0, RT define un orden, de forma inversa, si R es un
orden, T(R) es T0, as´ı las funciones
φ : A0(X) −→ Pos(X) y µ : Pos(X) −→ A0(X)
definidas respectivamente como φ(T) = RT y µ(R) = T(R) son inversas la una de la otra.
Por tanto, el conjunto ordenado (A0(X),⊆) de las topolog´ıas de Alexandroff que son T0,
es anti-isomorfo al conjunto (Pos(X),⊆) de los o´rdenes.
CAPI´TULO 3
Topolog´ıas de Alexandroff, un enfoque por cubos
3.1. El Cubo 2X
Sean X un conjunto infinito y 2X = {0, 1}X la coleccio´n de todas las funciones carac-
ter´ısticas. El conjunto ℘(X) de partes de X se puede identificar con 2X puesto que la
funcio´n
ϕ :
∏
i∈X
Xi −→ ℘(X)
χA 7−→ A donde χA(x) =
{
1 x ∈ A
0 x /∈ A ,
es una biyeccio´n. Ahora bien, dotemos a 2X con la topolog´ıa producto, es decir
2X =
∏
i∈X Xi (conocido como el cubo de Cantor, o simplemente el cubo 2
X) donde
Xi = {0, 1} es el espacio topolo´gico discreto; si a ℘(X) lo dotamos de la topolog´ıa final
con respecto a ϕ, esto es, U es abierto en ℘(X) si y solo si ϕ−1(U) es abierto en 2X , en-
tonces ϕ es un homeomorfismo, ya que por definicio´n de topolog´ıa final es continua, y por
ser inyectiva es abierta. Con esta identificacio´n, una topolog´ıa sobre X se puede ver como
un subconjunto del cubo 2X y por ende podemos hablar de topolog´ıas abiertas, cerradas,
compactas, etc.
Con la topolog´ıa producto en 2X , tenemos que el cubo 2X es compacto (teorema de
Tychonoff), tambie´n es T2 puesto que Xi = {0, 1} es T2 para cada i ∈ X, en particular
℘(X) es compacto y T2 con la topolog´ıa final. En realidad tenemos mucho mas, 2X es es
regular ya que cada Xi lo es y en consecuencia ℘(X) es regular.
Comenzaremos por demostrar un resultado ba´sico que utilizaremos en este cap´ıtulo.
En el ret´ıculo (℘(X),⊆) consideremos el intervalo
[K,F ] = {A ∈ ℘(X) : K ⊆ A ⊆ F}.
3.1.1 Proposicio´n. La coleccio´n B = {[K,F ] : K es finito y F cofinito} es base para la
topolog´ıa producto definida en 2X .
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Demostracio´n. Mostremos que B es una base para la topolog´ıa final T en ℘(X), esto es:
(i) B ⊆ T
(ii) Dado U ∈ T y A ∈ U , existe [K,F ] ∈ B tal que A ∈ [K,F ] ⊆ U
(i) Sea [K,F ] ∈ B y definamos los conjuntos Gi = {1} si i ∈ K, Gi = {0} si i ∈ F c y
Gi = {0, 1} si i ∈ F −K. Entonces ϕ−1([K,F ]) =
∏
i∈X
Gi que es un abierto ba´sico en 2X .
Por tanto [K,F ] ∈ T y as´ı B ⊆ T.
(ii) Sean U ∈ T y A ∈ U ; existe J ⊆ X finito tal que
ϕ−1(A) ∈
∏
i∈X
Gi ⊆ ϕ−1(U)
donde Gi = {1} o Gi = {0} si i ∈ J , y Gi = {0, 1} si i ∈ X − J . Sean
K = {i ∈ J : Gi = {1}} y L = {i ∈ J : Gi = {0}}.
K y L son finitos y disjuntos y ϕ−1([K,F ]) =
∏
i∈X Gi donde F = L
c. Por tanto
A ∈ [K,F ] ⊆ U .
Por u´ltimo tenemos que como ϕ es un homeomorfismo, B se puede ver como una base
para la topolog´ıa producto en 2X .
Los intervalos en la proposicio´n anterior se pueden escribir como
[K,F ] = {A ∈ 2X : K ⊆ A & A ∩ F c = ∅}
donde K es finito, F es cofinito. Son abiertos-cerrados (e.d., abierto y cerrado a la vez) en
2X puesto que
[K,F ]c =
[ ⋃
l∈F c
[{l}, X]
]⋃[⋃
k∈K
[∅, {k}c]
]
.
3.2. Conjuntos dirigidos y redes
Un conjunto D es dirigido si existe un preorden º sobre D que satisface: Para cada
i, j ∈ D, existe l ∈ D tal que l º i y l º j.
Si D junto con º es un conjunto dirigido, es frecuente decir que D es dirigido por º.
Note en particular, que todo conjunto totalmente ordenado es un conjunto dirigido.
3.2.1 Definicio´n. Sea D un conjunto dirigido. Una Red sobre un conjunto X es una
funcio´n S : D −→ X. Para cada i ∈ D, la expresio´n S(i) se denota usualmente por Si, y
la red por {Si}i∈D.
En particular, toda sucesio´n en un conjunto X, es una red.
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Si X es un espacio topolo´gico, una red {Si}i∈D en X converge a x, si dada una
vecindad Vx de x, existe j ∈ D tal que para todo i º j, Si ∈ Vx. Es usual notar que una
red converge a x como Si → x. Tambie´n se suele decir que {Si}i∈D converge a x si Si esta
eventualmente en cualquier vecindad de x.
La propiedad establecida en el siguiente lema, es u´til para caracterizar conjuntos ce-
rrados utilizando redes.
3.2.2 Lema. Sea X un espacio topolo´gico. F ⊆ X es cerrado si y solo si dada una red
{Si}i∈D en F que converge a x, entonces x ∈ F .
3.2.3 Proposicio´n. Sean X un espacio topolo´gico y A ⊆ X. x ∈ A si y solo si existe una
red {Si}i∈D en A tal que {Si}i∈D converge a x.
As´ı como en espacios me´tricos existe una caracterizacio´n de la continuidad mediante
sucesiones, en espacios topolo´gicos generales esta caracterizacio´n se hace mediante redes
como lo pone de manifiesto la siguiente proposicio´n.
3.2.4 Proposicio´n. Sean X y Y espacios topolo´gicos. f : X → Y es continua si y solo si
dada una red {Si}i∈D en X tal que {Si}i∈D converge a x, entonces {f(Si)}i∈D converge
a f(x).
Para la demostracio´n de 3.2.2, 3.2.3 y 3.2.4, ve´anse [5] y [13].
3.3. Topolog´ıas cerradas, compactas y abiertas
Iniciamos esta seccio´n mostrando que las topolog´ıas de Alexandroff, se pueden carac-
terizar como subconjuntos cerrados del cubo 2X .
3.3.1 Teorema. Sea T una topolog´ıa sobre X. Las siguientes afirmaciones son equiva-
lentes:
(i) T es de Alexandroff.
(ii) T es cerrada en el cubo 2X .
Demostracio´n. (i)⇒ (ii) Sean {Ai}i∈D una red de conjuntos abiertos de T tal que {Ai}i∈D
converge a A (en 2X), x ∈ A y Nx la vecindad minimal de x. Veamos que A ∈ T. Es
suficiente mostrar que Nx ⊆ A.
[{x}, X] es vecindad de A, como {Ai}i∈D converge a A, existe j0 ∈ D tal que si i º j0,
Ai ∈ [{x}, X], por tanto x ∈ Ai. As´ı para todo i º j0, Nx ⊆ Ai (pues Ai ∈ T).
Para establecer la contenencia Nx ⊆ A, tomemos p /∈ A y mostremos que p /∈ Nx. Sean
[K,F ] una vecindad de A y p /∈ A, entonces K ⊆ A ⊆ {p}c, e.d., [K, {p}c] es vecindad de
A. Por la convergencia de {Ai}i∈D, existe j1 ∈ D tal que si i º j1, Ai ∈ [K, {p}c]. Por
tanto para todo i º j1, p /∈ Ai. Por ser D dirigido, existe l ∈ D tal que l º j0 y l º j1,
as´ı para todo i º l, Nx ⊆ Ai y p /∈ Ai, es decir p /∈ Nx que es lo que quer´ıamos probar.
En consecuencia, Nx ⊆ A y A es vecindad de cada uno de sus puntos, es decir A ∈ T. Por
el lema 3.2.2, T es cerrada en 2X .
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(ii)⇒ (i) Sean x ∈ X y ϑ(x) la coleccio´n de vecindades abiertas de x. Definamos en
ϑ(x) la relacio´n º como
V ºW si y solo si V ⊆W.
Entonces ϑ(x) es dirigido por º. Sean la red
S : ϑ(x) −→ T definida W 7→ Sw =W
y Nx =
⋂{W :W ∈ ϑ(x)}. Probemos que {Sw}w∈ϑ(x) converge a Nx.
Sea [K,F ] una vecindad de Nx, entonces F c ⊆ N cx ⊆ Kc. Como F c es finito, existen
W1,W2, ...,Wn ∈ ϑ(x) tal que F c ⊆
⋃n
i=1W
c
i . Consideremos W0 =
⋂n
i=1Wi y veamos
que para cada W º W0, Sw ∈ [K,F ]. La contenencia K ⊆ Sw se tiene puesto que
K ⊆ Nx ⊆ W . Para establecer la contenencia Sw ⊆ F , tomemos p /∈ F y mostremos que
p /∈ Sw. Si p /∈ F , p ∈ F c, por tanto p ∈W c0 , como W c0 ⊆W c, p /∈W es decir p /∈ Sw, que
es lo que se quer´ıa mostrar.
De lo anterior se deduce que {Sw}w∈ϑ(x) converge a Nx y como T es cerrada, por 3.2.2,
Nx ∈ T. Es decir que cada x ∈ X tiene una vecindad minimal Nx; por 1.1.3, T es de
Alexandroff.
Por el teorema anterior, si T es una topolog´ıa de Alexandroff sobre X, T es compacta
en 2X , pues 2X es compacto. Adema´s A(X) ⊆ K(2X) donde K(2X) es la coleccio´n de
todos los subconjuntos compactos de 2X .
Ejemplo 1 Sea (X,≤) un conjunto preordenado. Entonces la topolog´ıa T(≤) inducida
por ≤ es de Alexandroff y en consecuencia es un subconjunto cerrado y por tanto compacto
del cubo 2X .
Ejemplo 2 Sea X = R y T la topolog´ıa usual en X. Entonces T no es de Alexandroff
y por tanto no es un subconjunto cerrado de 2X . Ahora bien, T es un subconjunto cerrado
de 2X , en realidad T = 2X . En efecto, la contenencia T ⊆ 2Xes obvia. Para la otra
contenencia, sean G ⊆ X y [K,F ] una vecindad de G con K finito y F cofinito, entonces
F c = {y1, y2, ..., ym}. Sin pe´rdida de generalidad podemos suponer y1 < y2 < ... < ym,
entonces F = (←, y1) ∪ (y1, y2) ∪ (y2, y3) ∪ ... ∪ (ym−1, ym) ∪ (ym,→) y por tanto F ∈ T.
En consecuencia G ∈ T. As´ı, la topolog´ıa usual en R, es un subconjunto denso en 2R.
A continuacio´n probaremos que si T es una topolog´ıa en X, la clausura de T (e.d.
T) en 2X , es una topolog´ıa en X, la cual es de Alexandroff por el teorema 3.3.1. Antes
probaremos 2 lemas que utilizaremos.
3.3.2 Lema. Sean f, g : 2X × 2X → 2X definidas como:
f(A,B) = A ∩B, y g(A,B) = A ∪B.
Consideremos el cubo 2X y 2X × 2X con la topolog´ıa producto. f y g son continuas.
Demostracio´n. Para mostrar la continuidad de f , sea (A,B) ∈ 2X × 2X y [K,F ] una
vecindad de A ∩B, entonces K ⊆ A ∩B ⊆ F , luego K ⊆ A y K ⊆ B. Sean
K ⊆ A ⊆ G y K ⊆ B ⊆ H
donde G = F ∪A y H = F ∪B. Afirmamos que f([K,G]× [K,H]) ⊆ [K,F ].
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En efecto, sea C ∈ f([K,G]× [K,H]), existe (D,E) ∈ 2X × 2X tal que D∩E = C con
K ⊆ D ⊆ G y K ⊆ E ⊆ H, luego
K ⊆ D ∩ E = C ⊆ G ∩H = F ∪ (A ∩B) ⊆ F ∪ F = F
es decir K ⊆ C ⊆ F , as´ı f([K,G]× [K,H]) ⊆ [K,F ]. Esto comprueba que f es continua.
Para ver que g es continua, sean (A,B) ∈ 2X × 2X y [K,F ] una vecindad de A ∪ B,
entonces K ⊆ A ∪B ⊆ F . Sean
G ⊆ A ⊆ F y H ⊆ B ⊆ F
donde G = A ∩K y H = B ∩K. Afirmamos que g([G,F ] × [H,F ]) ⊆ [K,F ]. En efecto,
sea C ∈ g([G,F ] × [H,F ]), existe (D,E) ∈ 2X × 2X tal que g(D,E) = D ∪ E = C con
G ⊆ D ⊆ F y H ⊆ E ⊆ F , as´ı G ∪H ⊆ C ⊆ F ∪ F = F y como K ⊆ A ∪B,
K ∩K = K ⊆ K ∩ (A ∪B) = G ∪H ⊆ C ⊆ F,
es decir C ∈ [K,F ]. En consecuencia g([G,F ]× [H,F ]) ⊆ [K,F ] y as´ı g es continua.
3.3.3 Lema. Sea F una coleccio´n de subconjuntos de X tal que F es un subconjunto
cerrado de 2X , entonces:
(i) Si F es cerrada para intersecciones finitas, F es cerrada para intersecciones arbitra-
rias.
(ii) Si F es cerrada para uniones finitas, F es cerrada para uniones arbitrarias.
Demostracio´n. (i) Sean {Ai}i∈I ⊆ F y K = {S ⊆ I : S es finito}, K es dirigido por ⊇. La
funcio´n
B : K −→ F definida como S 7→ Bs =
⋂
i∈S
Ai ,
es una red en F . Veamos que {Bs}S∈K converge a
⋂
i∈I Ai.
Sea [K,F ] una vecindad de
⋂
i∈I Ai, entonces F
c ⊆ ⋃i∈I Aci ⊆ Kc. Como F c es finito,
existe S0 = {s1, s2, ..., sn} ⊆ I tal que As1 , As2 , ..., Asn ∈ F y F c ⊆
⋃n
r=1A
c
sr . Veamos que
para todo S ⊇ S0, Bs ∈ [K,F ]. La contenencia K ⊆ Bs se tiene puesto que
K ⊆
⋂
i∈I
Ai ⊆
⋂
i∈S
Ai = Bs.
Para establecer la contenencia Bs ⊆ F , tomemos p /∈ F y mostremos que p /∈ Bs. Si p /∈ F ,
p ∈ F c, por tanto p ∈ ⋃nr=1Acsr , luego p /∈ Asr para algu´n sr ∈ S0, es decir p /∈ Bs0 ; como
S ⊇ S0, Bs ⊆ Bs0 , en consecuencia p /∈ Bs, que es lo que se quer´ıa mostrar.
Lo anterior prueba que {Bs}s∈K converge a
⋂
i∈I Ai. Por el lema 3.2.2,
⋂
i∈I Ai ∈ F ,
es decir F es cerrada para intersecciones arbitrarias.
(ii) Sean K como en (i) y la red
C : K → F definida como S 7→ Cs =
⋃
i∈S
Ai.
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Veamos que {Cs}S∈K converge a
⋃
i∈I Ai. Sea [K,F ] una vecindad ba´sica de
⋃
i∈I Ai,
entonces K ⊆ ⋃i∈I Ai ⊆ F . Como K es finito, existe S0 = {i1, i2, ..., im} ⊆ I tal que
K ⊆ ⋃mr=1Air . Para todo S ⊇ S0, mostremos que Cs ∈ [K,F ]. La contenencia K ⊆ Cs se
cumple ya que si S ⊇ S0, K ⊆
⋃m
r=1Air ⊆
⋃
i∈S Ai = Cs; la contenencia Cs ⊆ F se tiene
puesto que Cs ⊆
⋃
i∈I Ai ⊆ F .
Lo anterior comprueba que {Cs}s∈K converge a
⋃
i∈I Ai, luego
⋃
i∈I Ai ∈ F (lema
3.2.2), esto es, F es cerrada para uniones arbitrarias.
3.3.4 Teorema. Sea T una topolog´ıa sobre X. La clausura de T (i.e T) en 2X es una
topolog´ıa en X.
Demostracio´n. Por el Lema 3.3.3, es suficiente mostrar que T es cerrada sobre intersec-
ciones finitas y uniones finitas.
Sean A,B ∈ T, por la proposicio´n 3.2.3, existen {Ai}i∈D y {Bi}i∈D redes de abiertos
en T convergiendo a A y B respectivamente. Veamos que la red {(Ai, Bi)}i∈D en T × T
converge a (A,B). Sean V,W vecindades de A y B respectivamente; existen k, j ∈ D tal
que para i ∈ D, si i º j, Ai ∈ V, y si i º k, Bi ∈ W. Como D es dirigido, existe l ∈ D
tal que l º j y l º k; as´ı para todo i º l se tiene (Ai, Bi) ∈ V ×W, es decir {(Ai, Bi)}i∈D
converge a (A,B).
Obse´rvese que {Ai ∩ Bi}i∈D y {Ai ∪ Bi}i∈D son redes en T. Por 3.2.4 y 3.3.2,
{f(Ai, Bi)}i∈D converge a f(A,B) y {g(Ai, Bi)}i∈D converge a g(A,B), esto es,
{Ai ∩ Bi}i∈D converge a A ∩ B y {Ai ∪ Bi}i∈D converge a A ∪ B. Por tanto por el lema
3.2.2, A ∩B,A ∪B ∈ T, as´ı T es cerrada para intersecciones finitas y uniones finitas, que
era lo que quer´ıamos mostrar.
Por el teorema anterior tenemos que T es la topolog´ıa de Alexandroff mas pequen˜a
conteniendo a T, es decir cualquier otra topolog´ıa de Alexandroff mas fina que T, contiene
a T. T y T inducen el mismo preorden como lo establece la siguiente proposicio´n.
3.3.5 Proposicio´n. Sea T una topolog´ıa sobre X, entonces ≤T=≤T, donde T es la clau-
sura de T en el cubo 2X .
Demostracio´n. Como T ⊆ T, por 1.3.4 ≤T⊆≤T. Para la otra contenencia, si x 
T y
existe V ∈ T tal que x ∈ V y y /∈ V . [{x}, {y}c] es una vecindad de V ; como V ∈ T,
[{x}, {y}c] ∩ T 6= ∅, luego existe G ∈ [{x}, {y}c] ∩ T tal que x ∈ G y y /∈ G. Por tanto
x 
T y. Esto muestra que ≤T⊆≤T.
De lo anterior se deduce ≤T=≤T.
Como consecuencia de la proposicio´n anterior, tenemos el siguiente corolario.
3.3.6 Corolario. Sea T una topolog´ıa sobre X. Entonces
(i) T es T0 sii T en el cubo 2X es T0
(ii) T es T1 sii T es un subconjunto denso en 2X .
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Demostracio´n. (i) ⇒) Sean T una topolog´ıa T0 y x, y ∈ X tal que x 6= y; existe Ux ∈ T
tal que y /∈ Ux o existe Vy ∈ T tal que x /∈ Vy. Puesto que T ⊆ T, en cualquiera de los dos
casos Ux ∈ T o Vy ∈ T. Lo anterior comprueba que T es T0.
⇐) Sean T una topolog´ıa T0, x, y ∈ X tal que x 6= y. Existe Ux ∈ T tal que y /∈ Ux o
existe Vy ∈ T tal que x /∈ Vy. En el caso en que y /∈ Ux, x 
T y y por 3.3.5 x 
T y, luego
existe Wx ∈ T conteniendo a x tal que y /∈Wx. Para el otro caso el argumento es ana´logo.
Por lo anterior se tiene T es T0.
(ii)⇒) Sean T una topolog´ıa T1, x, y ∈ X tal que x 6= y. Existen Ux, Vy ∈ T conte-
niendo a x y y respectivamente tal que y /∈ Ux y x /∈ Vy. Como T ⊆ T entonces Ux, Vy ∈ T.
Por tanto T es T1. Por 3.3.1, T es de Alexandroff, en consecuencia T = 2X .
⇐) Sean x, y ∈ X tal que x 6= y. Como T = 2X entonces T es T1. Existen Ux, Vy ∈ T
tal que y /∈ Ux y x /∈ Vy, es decir x 
T y y y 
T x. Por 3.3.5, x T y y y T x, luego
existen W1,W2 ∈ T conteniendo a x y y respectivamente tal que y /∈ W1 y x /∈ W2. Lo
anterior prueba que T es T1.
Note que la afirmacio´n (ii) es una generalizacio´n del ejemplo 2 de esta seccio´n, ya que
R con la topolog´ıa usual es T2 y por tanto T1. En general, si (X, d) es un espacio me´trico,
la topolog´ıa Td inducida por la me´trica, es un subconjunto denso en el cubo 2X .
A continuacio´n veremos que las topolog´ıas abiertas en 2X , son de Alexandroff y con-
tienen abiertos finitos.
3.3.7 Teorema. Sea T una topolog´ıa sobre X. Las siguientes afirmaciones son equivalen-
tes.
(i) T es abierta en 2X .
(ii) T es abierta-cerrada en 2X .
(iii) ∅ y X son puntos interiores de T en 2X .
(iv) Existe un conjunto finito G tal que G es abierto-cerrado en X y X − G es un
subespacio discreto de X.
Demostracio´n. (i)⇒ (iii). Si T es abierta en 2X , T es vecindad de ∅ y X, por tanto son
puntos interiores de T.
(iii)⇒ (iv) Sean ∅ y X puntos interiores de T en 2X ; existen K finito y F cofinito tal
que [∅, F ] ⊆ T y [K,X] ⊆ T. Sea G = L ∪K donde L = F c. Entonces G,Gc ∈ T puesto
que L ∪K ∈ [K,X] y Gc ∈ [∅, F ], as´ı G es T-abierto-cerrado.
Sean T(Gc) la topolog´ıa de subespacio de Gc y y ∈ Gc, entonces y ∈ F y y ∈ Kc;
{y} ⊆ F , por tanto {y} ∈ [∅, F ] ⊆ T. As´ı {y} ∈ T y en consecuencia es abierto en T(Gc),
es decir X −G es discreto.
(iv)⇒ (ii) Sean G,Gc ∈ T con G finito tal que Gc es un subespacio discreto de X,
entonces T(Gc) ⊆ T donde T(Gc) es la topolog´ıa discreta en Gc. Para cualquier K ⊆ G
con K ∈ T, sea el abierto-cerrado ba´sico
VK = [K,F ] = {A ∈ 2X : K ⊆ A & A ∩ (G−K)=∅}
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donde F = (G−K)c. Veamos que
T =
⋃
{VK : K ⊆ G & K ∈ T} (1)
Sea A ∈ VK entonces ∅ = A ∩ (G −K) = G ∩ (A −K). Luego A −K ⊆ Gc y por tanto
A−K ∈ T. As´ı (A−K)∪K = A ∈ T. Por consiguiente VK ⊆ T. Para la otra contenencia,
sean A ∈ T y K = A ∩ G. Claramente K ⊆ A, y A ∩ (G −K) = ∅, por tanto A ∈ VK y
as´ı T ⊆ VK . As´ı tenemos que (1) se cumple. Puesto que G es finito, T es unio´n finita de
los abiertos-cerrados VK , por consiguiente T es abierto-cerrado en 2X .
Evidentemente (ii)⇒ (i).
3.4. Convergencia de preordenes y topolog´ıas de Alexandroff
La coleccio´n Pre(X) de todos los pre-o´rdenes sobre X, se puede considerar como un
subespacio topolo´gico del cubo 2X×X ya que Pre(X) ⊆ 2X×X . Como 2X×X es T2, Pre(X)
es T2; adema´s, Pre(X) es un subconjunto compacto de 2X×X como lo mostraremos a
continuacio´n.
3.4.1 Proposicio´n. La coleccio´n Pre(X) es un subconjunto compacto de 2X×X .
Demostracio´n. Puesto que 2X×X es compacto, basta mostrar que Pre(X) es un subcon-
junto cerrado de 2X×X .
Sea {Rn}n∈D una red en Pre(X) tal que {Rn}n∈D converge a R. Veamos que
R ∈ Pre(X), es decir mostremos que R es reflexiva y transitiva.
Sean x ∈ X y S un subconjunto de R finito. Si (x, x) /∈ R, S ⊆ R ⊆ {(x, x)}c, e.d.,
[S, {(x, x)}c] es vecindad de R. Por la convergencia de {Rn}n∈D, existe m ∈ D tal que
para todo n º m, Rn ∈ [S, {(x, x)}c], es decir (x, x) /∈ Rn lo cual no es posible ya que Rn
es reflexiva para todo n ∈ D. En consecuencia tenemos que R es reflexiva.
Sean (x, y), (y, z) ∈ R y supongamos que (x, z) /∈ R. Consideremos U = {(x, y), (y, z)}
y [U, {(x, z)}c], entonces [U, {(x, z)}c] es vecindad de R. Existe m0 ∈ D tal que para todo
n º m0, Rn ∈ [U, {(x, z)}c], es decir (x, z) /∈ Rn lo cual no puede ser puesto que Rn es
transitiva. Por consiguiente, R es transitiva.
De lo anterior se deduce que R ∈ Pre(X) y por el Lema 3.2.2, Pre(X) es cerrado en
2X×X que es lo que quer´ıamos probar.
3.4.2 Proposicio´n. Sean Pre(X) con la topolog´ıa heredada del cubo 2X×X y {Rn}n∈D
una red en Pre(X) que converge al preorden R. Entonces, para cada subconjunto A ⊆ X
finito, existe m ∈ D tal que si n º m, se tiene
{(x, y) ∈ A2 : (x, y) ∈ Rn} = {(x, y) ∈ A2 : (x, y) ∈ R}, (2)
es decir (A×A) ∩Rn = (A×A) ∩R para todo n º m.
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Demostracio´n. Sea A ⊆ X finito y consideremos los siguientes subconjuntos finitos de
X ×X:
M = {(x, y) ∈ A2 : (x, y) ∈ R} y N = {(x, y) ∈ A2 : (x, y) /∈ R} = A2 \M
Sea la vecindad ba´sica en 2X×X dada por
W = [M,N c] = {S ⊆ X ×X : M ⊆ S & S ∩N = ∅}.
V = Pre(X) ∩ W es una vecindad ba´sica en Pre(X). Veamos que V es vecindad de R.
Basta mostrar que R ∈ W. Si (x, y) ∈ M , (x, y) ∈ R y por tanto M ⊆ R. La contenencia
R ⊆ N c se puede establecer mostrando que si (x, y) /∈ N c, entonces (x, y) /∈ R. Sea
(x, y) /∈ N c, luego (x, y) ∈ N y por tanto (x, y) /∈ R. As´ı R ⊆ N c y en consecuencia V
es vecindad de R. Como {Rn}n∈D converge a R, existe m ∈ D tal que para todo n º m,
Rn ∈ V.
Para probar (2) sea (x, y) ∈ A2 tal que (x, y) ∈ Rn; por ser V vecindad de Rn para
todo n º m, (x, y) ∈ N c es decir (x, y) /∈ N , luego (x, y) ∈ M y por ende (x, y) ∈ R.
Para la otra contenencia, sea (x, y) ∈ A2 tal que (x, y) ∈ R, luego (x, y) ∈M y como V es
vecindad de Rn para todo n º m, (x, y) ∈ Rn. Lo anterior comprueba (2).
La topolog´ıa de Vietoris
Sean X un espacio topolo´gico y F(X) la familia de todos los subconjuntos cerrados no
vac´ıos de X. Consideremos la coleccio´n
〈U1, U2, ..., Un〉 = {F ∈ F(X) : F ⊆
n⋃
i=1
Ui & F ∩ Ui 6= ∅},
donde Ui es un subconjunto abierto de X para i = 1, 2, ..., n. A continuacio´n mostraremos
que la coleccio´n de todos los conjuntos de la forma 〈U1, U2, ..., Un〉, es base para una
topolog´ıa en F(X). Esta topolog´ıa es conocida como topolog´ıa de Vietoris en F(X)
(ver [4]).
3.4.3 Proposicio´n. La coleccio´n
B = {〈U1, U2, ..., Un〉 : Ui es abierto en X},
es base para una topolog´ıa en F(X).
Demostracio´n. (1) F(X) = 〈X〉, as´ı F(X) ∈ B.
(2) Veamos que la interseccio´n de dos elementos de B, esta´ en B. Sean
U = 〈A1, ..., An〉, V = 〈B1, ..., Bm〉, A =
⋃n
i=1Ai y B =
⋃m
j=1Bj . Afirmamos que
U ∩ V = 〈A1 ∩B, ..., An ∩B,B1 ∩A, ..., Bm ∩A〉.(∗)
En efecto, sea F ∈ U ∩ V, entonces F ⊆ A, F ∩ Ai 6= ∅, F ⊆ B y F ∩ Bj 6= ∅.
Como F ∩ A = F ∩ B = F , F ⊆ ⋃ni=1(Ai ∩ B) y F ⊆ ⋃mj=1(Bj ∩ A). Note que⋃n
i=1(Ai ∩ .B) =
⋃m
j=1(Bj ∩A). De otra parte tenemos que
F ∩ (Ai ∩B) = F ∩Ai 6= ∅ y F ∩ (Bj ∩B) = F ∩Bj 6= ∅.
CAPI´TULO 3. TOPOLOGI´AS DE ALEXANDROFF, UN ENFOQUE POR CUBOS 22
En consecuencia,
U ∩ V ⊆ 〈A1 ∩B, ..., An ∩B,B1 ∩A, ..., Bm ∩A〉.
Sea
F ∈ 〈A1 ∩B, ..., An ∩B,B1 ∩A, ..., Bm ∩A〉.
Como
⋃n
i=1(Ai ∩B) =
⋃m
j=1(Bj ∩A),
F ⊆
n⋃
i=1
(Ai ∩B) ⊆
n⋃
i=1
Ai y F ⊆
m⋃
j=1
(Bj ∩A) ⊆
m⋃
j=1
Bj .
Tambie´n
F ∩Ai = F ∩ (Ai ∩B) 6= ∅ y F ∩Bj = F ∩ (Bj ∩A) 6= ∅.
Por consiguiente,
〈A1 ∩B, ..., An ∩B,B1 ∩A, ..., Bm ∩A〉 ⊆ U ∩ V.
Lo anterior comprueba (∗). De (1) y (2), B es base para una topolog´ıa en F(X).
Como un caso particular si consideramos el cubo 2X con la topolog´ıa producto, F(2X)
la coleccio´n de todos los subconjuntos cerrados de 2X y el conjunto
U := {C ∈ F(2X) : C ⊆
n⋃
i=1
[Ki, Fi] & C ∩ [Ki, Fi] 6= ∅ para i = 1, ..., n} (3)
donde Ki ⊆ X es finito, Fi ⊆ X cofinito, la familia {Uj}j∈J donde cada Uj esta definido
como en (3), es base para una topolog´ıa en F(2X) (proposicio´n 3.4.3). Note que los
elementos de U son colecciones de subconjuntos de X que son cerradas en el cubo 2X .
Tambie´n se tiene que A(X) ⊆ F(2X) ⊆ K(2X) donde K(2X) es la coleccio´n de todos
los subconjuntos compactos de 2X . Como 2X es regular, F(2X) es T2 (ver [4] pa´g. 121).
En particular tenemos, que A(X) es T2 con la topolog´ıa heredada de F(2X).
En el cap´ıtulo 2 se mostro´ que la funcio´n ψ : Pre(X) −→ A(X) definida como≤7→T(≤)
es un anti-isomorfismo de ret´ıculos completos. A continuacio´n mostraremos, que ψ es un
homeomorfismo cuando Pre(X) tiene la topolog´ıa heredada del cubo 2X×X y A(X) hereda
la topolog´ıa de F(2X) (aqu´ı F(2X) con la topolog´ıa de Vietoris).
3.4.4 Teorema. Φ : Pre(X) −→ F(2X) definida como ≤7→ T(≤), es inyectiva y conti-
nua. ψ es un homeomorfismo y A(X) es compacto con la topolog´ıa de Vietoris.
Demostracio´n. Claramente Φ es inyectiva y sobre A(X) puesto que ψ es una biyeccio´n.
Veamos que que Φ es continua.
Sean {≤n}n∈D una red en Pre(X) tal que {≤n}n∈D converge al preorden ≤,
Φ(≤n) = Tn y Φ(≤) = T. Veamos que la red de topolog´ıas de Alexandroff {Tn}n∈D
converge a la topolog´ıa de Alexandroff T, es decir, si U definida como en (3) es una vecin-
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dad ba´sica de T en F(2X), mostremos que existe l ∈ D, tal que para todo n º l, Tn ∈ U .
Debemos considerar 2 casos:
(i) T ⊆ ⋃ni=1[Ki, Fi] donde Ki ⊆ X finito y Fi ⊆ X cofinito para i = 1, 2, ..., n. Sea
A =
⋃
i(Ki
⋃
(X \ Fi)). Como A es finito, por 3.4.2 existe m ∈ D, tal que para todo
n º m, (2) se cumple. Mostremos que Tn ⊆
⋃n
i=1[Ki, Fi].
Sean V ∈ Tn, T = V ∩ A y NT =
⋃
x∈TN
T
x . Puesto que NT ∈ T, existe i tal que
Ki ⊆ NT ⊆ Fi. Mostremos que Ki ⊆ V ⊆ Fi. Sea y ∈ Ki entonces y ∈ NT ; existe x ∈ T
tal que y ∈ NTx , luego x ≤ y. Es claro que (x, y) ∈ A2, por (2) para todo n º m, x ≤n y,
es decir y ∈ NTnx , como V ∈ Tn y x ∈ V , NTnx ⊆ V . As´ı y ∈ V y por tanto Ki ⊆ V .
Mostremos ahora la contenencia V ⊆ Fi, razonemos por contradiccio´n; supongamos que
existe p ∈ V tal que p /∈ Fi, entonces p ∈ F ci , luego p ∈ A. Por tanto p ∈ T lo cual es
una contradiccio´n puesto que T ⊆ NT ⊆ Fi. En consecuencia, V ∈ [Ki, Fi] para algu´n
i = 1, 2, ..., n.
As´ı pues, tenemos que Tn ⊆
⋃n
i=1[Ki, Fi] para todo n º m.
(ii) Supongamos ahora que T
⋂
[Ki, Fi] 6= ∅ para algu´n i = 1, 2, ..., n. Existe G ∈ T tal
que Ki ⊆ G ⊆ Fi. Sea el conjunto finito A = Ki ∪ F ci . De nuevo por 3.4.2, existe m0 ∈ D
tal que para cada n º m0, (2) se tiene. Veamos que Tn
⋂
[Ki, Fi] 6= ∅.
Sea V =
⋃
x∈Ki N
Tn
x , es evidente que V ∈Tn. Mostremos que V ∈ [Ki, Fi]. Por la forma
en que esta´ construido V , se tiene que Ki ⊆ V . Sea y ∈ V , veamos que y ∈ Fi. Si y /∈ Fi
entonces y ∈ A; existe x ∈ Ki tal que y ∈ NTnx es decir x ≤n y. (x, y) ∈ A2 entonces por
(2), x ≤ y, luego y ∈ NTx , y como G ∈ T y x ∈ G, NTx ⊆ G ⊆ Fi, luego y ∈ Fi, lo cual es
una contradiccio´n. Por tanto V ⊆ Fi y as´ı V ∈ [Ki, Fi].
Por ende, Tn
⋂
[Ki, Fi] 6= ∅ para todo n º m0.
Por ser D dirigido, existe l ∈ D tal que l º m y l º m0, as´ı pues, para todo n º l,
Tn ⊆
⋃n
i=1[Ki, Fi] y Tn
⋂
[Ki, Fi] 6= ∅, es decir Tn ∈ U .
Por tanto, la red de topolog´ıas de Alexandroff {Tn}n∈D, converge a T, y por la propo-
sicio´n 3.2.4, Φ es continua. Puesto que ψ es la funcio´n obtenida al restringir el conjunto
de llegada de Φ, ψ es continua; ya que Pre(X) es compacto y A(X) es T2, ψ es un
homeomorfismo. En particular A(X) es compacto con la topolog´ıa de Vietoris.
CAPI´TULO 4
Topolog´ıas de Alexandroff, un enfoque por
Monoides
4.1. Semigrupos y Monoides
4.1.1 Definicio´n. Un semigrupo es una estructura algebraica (S,+) donde S es un
conjunto no vac´ıo, y + : S × S −→ S una operacio´n binaria en S que es asociativa, es
decir:
1. Para todo s, t ∈ S, s+ t ∈ S
2. Para todo s, t, u ∈ S: (s+ t) + u = s+ (t+ u)
Si adema´s, el semigrupo cumple que s + t = t + s para cada s, t ∈ S, decimos que el
semigrupo S es abeliano.
Un subconjunto T de un semigrupo (S,+), es un sub-semigrupo de S, si (T,+) es
un semigrupo.
4.1.2 Proposicio´n. Si {Ti}i∈I es una coleccio´n de sub-semigrupos de un semigrupo (S,+)
tal que
⋂
i∈ITi 6= ∅,
⋂
i∈ITi es un semigrupo, es decir la interseccio´n de semigrupos, es un
semigrupo.
Demostracio´n. En efecto, si s, t, u ∈ ⋂i∈ITi entonces s, t, u ∈ Ti para todo i ∈ I, en
consecuencia s + t ∈ Ti y (s + t) + u = s + (t + u) se cumple en Ti para todo i ∈ I. Por
tanto s+ t ∈ ⋂i∈I Ti y (s+ t) + u = s+ (t+ u) se cumple en ⋂i∈ITi.
Un Monoide es un semigrupo S para el cual existe e ∈ S (llamado elemento neutro)
u´nico, tal que s+ e = e+ s = s para todo s ∈ S. Si S es un monoide notamos (S,+,e).
24
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4.2. Accio´n de semigrupos sobre conjuntos
4.2.1 Definicio´n. Sea (S,+) un semigrupo y X 6= ∅. S actu´a sobre el conjunto X si
existe una funcio´n
∗ : S ×X −→ X definida como (s, x) 7→ s ∗ x,
tal que para todo s, t ∈ S y para todo x ∈ X, s ∗ (t ∗ x) = (s + t) ∗ x. Si (S,+, e) es un
monoide, e ∗ x = x para todo x ∈ X.
Si un semigrupo S actu´a sobre un conjunto X, para todo x ∈ X el conjunto
{s ∗ x : s ∈ S} es llamado la o´rbita de x notada Ox. Es decir Ox es un subconjunto
de X y esta´ formado por los y ∈ X tal que y = s∗x, para algu´n s ∈ S. Cuando se requiere
resaltar el papel de S notaremos OSx . En particular si (S,+, e) es un monoide, para todo
x ∈ X, x ∈ Ox
Para un semigrupo (S,+), la operacio´n binaria + : S × S −→ S es una accio´n de S
sobre S, en este caso para cada t ∈ S, Ot = S + t = {s+ t : s ∈ S}.
A continuacio´n mostraremos que si (S,+, e) es un monoide actuando sobre X, la co-
leccio´n de o´rbitas B(S) = {Ox : x ∈ X} (que claramente es una coleccio´n de subconjuntos
de X), es base para una topolog´ıa de Alexandroff sobre X.
4.2.2 Proposicio´n. Sea (S,+, e) un monoide actuando sobre un conjunto X. Entonces
B(S) es una base minimal de X.
Demostracio´n. Sean x, y ∈ X tal que x ∈ Oy, veamos que Ox ⊆ Oy. Sea p ∈ Ox, entonces
p = s∗x para algu´n s ∈ S; como x ∈ Oy, x = t∗y para algu´n t ∈ S, luego, p = s∗ (t∗y) =
(s+ t)∗y y por tanto p ∈ Oy. En consecuencia, Ox es un conjunto minimal de x y as´ı B(S)
es una base minimal de X.
Es evidente por la proposicio´n anterior y el teorema 1.2.2, que B(S) es base de una
topolog´ıa de Alexandroff sobre X, donde las vecindades minimales son las o´rbitas Ox.
4.2.3 Definicio´n. Si (S,+,e) un monoide actuando sobre X, definimos la topolog´ıa
sobre X asociada a S notada T(S), como la topolog´ıa generada por la coleccio´n de o´rbitas
B(S).
Ejemplos
1. Sea el monoide (Z3, •, 1) y consideremos Z3 actuando sobre si mismo bajo •. Aqu´ı •
esta´ definida como en la tabla. Obse´rvese que Z3 no es un grupo bajo •.
• 0 1 2
0 0 0 0
1 0 1 2
2 0 2 1
Entonces O0 = {0}, O1 = Z3 y O2 = Z3. As´ı T(Z3) = {∅,Z3, {0}}. Adema´s si
en Z3 × Z3 se pone la topolog´ıa producto, • : Z3 × Z3 → Z3 es continua, pues
•−1(∅) = ∅, •−1(Z3) = Z3 × Z3 y •−1({0}) = ({0} × Z3) ∪ (Z3 × {0})
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2. Sea (S,+, e) un monoide y ∗ : S×X −→ X la accio´n ide´ntica de S sobre X definida
como (s, x) 7→ x. Entonces T(S) es la topolog´ıa discreta ya que Ox = {x} para cada
x ∈ X. Adema´s ∗−1({x}) = S × {x}, es decir ∗ es continua.
3. SeaX 6= ∅. Consideremos℘(X), F un filtro sobreX y el monoide S = (℘(X),∪,∅),
donde
∪ : ℘(X)×℘(X) −→ ℘(X) se define (A,B) 7→ A ∪B.
Sea la accio´n
∗ : ℘(X)×F −→ F definida como (A,F ) 7→ A ∗ F = A ∪ F.
Entonces para cada F ∈ F , OF = {A ∪ F : A ⊆ X} es un filtro. As´ı, T(℘(X))
es una topolog´ıa sobre F y es generada por la coleccio´n de filtros de la forma
{A ∪ F : A ⊆ X}. Como (F ,⊆) es ordenado, ⊆ induce una topolog´ıa T(⊆) sobre F
donde las vecindades minimales son ↑F (i.e., la coleccio´n de todos los superconjuntos
de F ). Es fa´cil mostrar que para cada F ∈ F , OF =↑F , en consecuencia tenemos
que T(℘(X)) = T(⊆).
En particular, si X es infinito y F es el filtro de los complementarios finitos, entonces
para cada F ∈ F , OF es tambie´n complementario finito. Ahora, si F es un ultrafiltro,
no necesariamente OF es un ultrafiltro. En efecto, sea X = {0, 1, 2} y el ultrafiltro
principal
F =↑0 = {X, {0}, {0, 1}, {0, 2}},
entonces O{0,1} = {X, {0, 1}} no es ultrafiltro.
4. Sea el monoide (N,·, 1) donde N es el conjunto de los naturales con el producto usual
(el cual no es un grupo). Definamos el orden ¹ sobre N como:
m ¹ n ⇐⇒ m|n (i.e. n = m·k para algu´n k ∈ N).
Entonces la topolog´ıa T(¹) asociada a este preorden es la generada por la coleccio´n
de los filtros principales ↑m = {k · m : k ∈ N}. Ahora consideremos N actuando
sobre si mismo bajo la operacio´n binaria ·, entonces tenemos que para todo m ∈ N,
Om =↑m, es decir T(N) = T(¹); mas au´n, N con esta topolog´ıa es T0.
En general tenemos que si (S,+, e) es un monoide, la relacio´n binaria ¹ sobre S
definida como
s ¹ t ⇐⇒ t = u+ s para algu´n u ∈ S,
define un preorden en S, y por tanto, induce una topolog´ıa de Alexandroff T(¹) sobre S.
Adema´s, si S actu´a sobre si mismo bajo +, T(S) = T(¹) como lo establece el siguiente
teorema.
4.2.4 Teorema. Si (S,+,e) un monoide que actu´a sobre s´ı mismo bajo +, T(S) = T(¹).
Demostracio´n. Por 1.3.3, B = {Ns : s ∈ S} donde Ns =↑s = {t ∈ S : s ¹ t}, es una
base para T(¹), y por 4.2.2, B(S) = {Os : s ∈ S} es una base para T(S). Mostremos que
Os = Ns para todo s ∈ S. Sea t ∈ Ns, entonces s ¹ t. Existe u ∈ S tal que t = u + s, es
decir t ∈ Os. Por tanto Ns ⊆ Os. Ahora, sea t ∈ Os, existe u ∈ S tal que t = u+ s, luego
s ¹ t y por tanto t ∈ Ns. En consecuencia Os ⊆ Ns. Por consiguiente Ot = Ns. Es decir
que B(S) = B y de ah´ı T(S) = T(¹).
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4.2.5 Teorema. Sea ∗ : S × X −→ X la accio´n del monoide conmutativo S sobre el
conjunto X. Supongamos que la topolog´ıa definida sobre X es T(S) y que S tiene la
topolog´ıa T(¹). Si S ×X tiene la topolog´ıa producto, ∗ es continua.
Demostracio´n. Como X y S son de Alexandroff, S × X es de Alexandroff, para cada
(s, x) ∈ S × X, N(s,x) =↑s × Ox es su vecindad minimal. Sean p = s ∗ x y Op su o´rbita
respectiva (que es una vecindad minimal de p). Veamos que ∗(N(s,x)) ⊆ Op. Sea y ∈
∗(N(s,x)), existen t ∈↑s y z ∈ Ox tal que y = t ∗ z. Dado que t ∈↑s y z ∈ Ox, existen
u, v ∈ S tal que t = u+ s y z = v ∗ x. Utilizando la asociatividad y conmutatividad en S
tenemos
y = t ∗ z = (u+ s) ∗ (v ∗ x)
= ((u+ s) + v) ∗ x
= (u+ v) ∗ (s ∗ x)
= (u+ v) ∗ p
Es decir y ∈ Op y por tanto ∗(N(s,x)) ⊆ Op.
Esto muestra la continuidad de ∗.
En particular, si (G,+,e) es un grupo abeliano (e.d., un monoide conmutativo donde
para todo g ∈ G existe −g ∈ G tal que g + (−g) = e) y si consideramos X = S = G,
G actuando sobre si mismo bajo + , y en G ponemos la topolog´ıa T(G), por 4.2.4,
T(¹) = T(G), y por 4.2.5, + : G × G −→ G es continua. Sea i : G −→ G definida
como i(g) = −g; para todo g ∈ G, i(↑ g) ⊆↑ i(g), luego por 1.5.2, i es continua. En
consecuencia, (G,+, e) con la topolog´ıa T(G), es un grupo topolo´gico.
4.3. Topolog´ıas de Alexandroff versus semigrupos saturados
Sean X 6= ∅ y Hom(X) el conjunto de las funciones de X en X. (Hom(X), ◦, 1X) es
un monoide donde ◦ es la composicio´n usual de funciones y 1X(x) = x para todo x ∈ X.
Si S un sub-semigrupo de Hom(X) donde 1X ∈ S y es tal que S actu´a sobre X via la
funcio´n evaluacio´n, esto es, ∗ : S ×X −→ X esta´ definida como (f, x) 7→ f(x), entonces
la topolog´ıa T(S) sobre X es la generada por la coleccio´n de o´rbitas Ox = {f(x) : f ∈ S}
para todo x ∈ X.
4.3.1 Definicio´n. Sea X 6= ∅. Un sub-semigrupo T de Hom(X) es saturado si:
1. 1X ∈ T , donde 1X(x) = x para todo x ∈ X.
2. Si T actu´a sobre X via la funcio´n evaluacio´n, y para cada x ∈ X, OTx ={f(x) : f ∈ T}
es la o´rbita de x de esta accio´n, entonces
T = {f ∈ Hom(X) : f(x) ∈ OTx ,∀x ∈ X}.
Es decir T = {f ∈ Hom(X) : ∀x ∈ X, f(x) = g(x) para alguna g ∈ T}. Note que si S
es un sub-semigrupo de Hom(X) actuando sobre X,
S ⊆ {f ∈ Hom(X) : f(x) ∈ OSx , ∀x ∈ X},
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e.d., no necesariamente se tiene la otra contenencia.
Ejemplos
1. Claramente Hom(X) es saturado.
2. Sean X 6= ∅ y S = {1X}. Consideremos S actuando sobre X y
T = {f ∈ Hom(X) : f(x) ∈ OSx , ∀x ∈ X}.
Como OSx = {x} para todo x ∈ X, entonces f = 1X , por tanto S = T y as´ı {1X} es
saturado.
3. Sean X = {0, 1} y Hom(X) = {1X , f1, f2, f3} donde
f1 = {(0, 0), (1, 0)}, f2 = {(0, 1), (1, 1)} y f3 = {(0, 1), (1, 0)}.
Los posibles sub-semigrupos de Hom(X) con unidad son: S0 = {1X}, S1 = {1X , f1},
S2 = {1X , f2}, S3 = {1X , f3}, S4 = {1X , f1, f2} y Hom(X). Es fa´cil ver que S1 y S2
son saturados; sin embargo S3 y S4 no son saturados. Por ejemplo, para S3 tenemos
que para todo x ∈ X, OS3x = X y
S3 $ {f ∈ Hom(X) : f(x) ∈ OS3x ,∀x ∈ X} = Hom(X).
Las topolog´ıas asociadas a los sub-semigrupos de Hom(X) son: T(S0) = ℘(X),
T(S1) = {∅, X, {0}}, T(S2) = {∅, X, {1}}, T(S3) = T(S4) = T(Hom(X)) = {∅, X}.
Obse´rvese que en este caso se puede establecer una correspondencia biun´ıvoca entre los
semigrupos saturados y sus correspondientes topolog´ıas. Este hecho no es una casualidad
como lo mostraremos a continuacio´n.
4.3.2 Proposicio´n. Sean S, T sub-monoides de Hom(X) actuando sobre X. Si T es
saturado y T(T ) = T(S), entonces S ⊆ T .
Demostracio´n. Sea f ∈ S, entonces f(x) ∈ OSx para todo x ∈ X. Puesto que T(T ) = T(S),
OSx = O
T
x , en consecuencia f ∈ T y as´ı S ⊆ T .
As´ı por la proposicio´n anterior tenemos que si S y T son semigrupos saturados gene-
rando la misma topolog´ıa, entonces S = T . Por tanto tenemos que la aplicacio´n
ϕ : C(X) −→ A(X) definida como ϕ(S) = T(S),
donde C(X) es la coleccio´n de todos los semigrupos saturados de Hom(X), es inyectiva.
Veamos ahora que ϕ es sobre.
4.3.3 Proposicio´n. Sea T una topolog´ıa de Alexandroff sobre un conjunto X donde para
cada x en X, NTx es su vecindad minimal. Entonces
S(T) = {f ∈ Hom(X) : f(x) ∈ NTx ∀x ∈ X}
es un sub-semigrupo saturado de Hom(X). NTx = Ox donde Ox = {f(x) : f ∈ S(T)}.
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Demostracio´n. Veamos que S(T) es un sub-semigrupo de Hom(X). Como x ∈ NTx para
todo x ∈ X, 1X ∈ S(T) y Sτ 6= ∅. Sean f, g ∈ S(T), para todo x ∈ X, g(x) ∈ NTx y
f(g(x)) ∈ NTg(x). Puesto que g(x) ∈ NTx , NTg(x) ⊆ NTx y f(g(x)) ∈ NTg(x) ⊆ NTx . Es decir
f ◦ g ∈ S(T) y por tanto S(T) es un sub-semigrupo de Hom(X).
Sea S(T) actuando sobre X via la funcio´n evaluacio´n. Si p ∈ Ox, p = f(x) para alguna
f ∈ S(T), luego p ∈ NTx y por tanto Ox ⊆ NTx para todo x ∈ X. Veamos ahora que
NTx ⊆ Ox para todo x ∈ X. Supongamos que existe b ∈ X tal que NTb " Ob. Existe
p ∈ NTb tal que p /∈ Ob. Sea f : X → X definida como:
f(x) = x si x ∈ X − {b} y f(x) = p si x = b.
Entonces f ∈ S(T) (pues f(b) = p ∈ NTb y si x 6= b, f(x) = x ∈ NTx ). Por definicio´n de Ob,
f(b) ∈ Ob, es decir p ∈ Ob lo cual no puede ser. Luego NTx ⊆ Ox y por tanto NTx = Ox.
As´ı S(T) es un sub-semigrupo saturado de Hom(X).
4.3.4 Definicio´n. Sea T una topolog´ıa de Alexandroff sobreX. Definimos el sub-semigrupo
saturado de Hom(X) asociado a T como S(T), donde S(T) fue definido en la proposicio´n
4.3.3.
Por la proposicio´n anterior tenemos que si T ∈ A(X), ϕ(S(T)) = T, es decir ϕ es sobre
y por tanto una biyeccio´n. As´ı pues, tenemos que las funciones
ϕ : C(X) −→ A(X) y λ : A(X) −→ C(X)
definidas por ϕ(S) = T(S) y λ(T) = S(T) son inversas la una de la otra en el sentido que
ϕ(λ(T)) = T para todo T ∈ A(X) y λ(ϕ(S)) = S para todo S ∈ C(X).
Ejemplos
1. Sea X 6= ∅. (X,T) es discreto si y solo si S(T) = {1X}. Pues Ox = Nx = {x} para
cada x ∈ X.
2. (X,T) es indiscreto si y solo si S(T) = Hom(X) ya que para todo x ∈ X, Ox =
Nx = X.
3. Sea (X,≤) un conjunto preordenado y T(≤) la topolog´ıa principal inducida. Para
todo x ∈ X sea f(x) ∈↑ x, entonces tenemos que
S(T) = {f ∈ Hom(X) : x ≤ f(x), ∀x ∈ X}.
4.4. El ret´ıculo C(X)
La coleccio´n (C(X),⊆) es un conjunto ordenado que tiene como elemento ma´ximo a
Hom(X) y como elemento mı´nimo a {1X}. En esta seccio´n mostraremos que adema´s es un
ret´ıculo completo. Para ello necesitamos mostrar que C(X) es cerrada para intersecciones.
4.4.1 Proposicio´n. Dada una coleccio´n de semigrupos saturados {Ti}i∈I de Hom(X),
entonces
⋂
i∈ITi es un sub-semigrupo saturado de Hom(X). Es decir, C(X) es cerrada
para intersecciones.
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Demostracio´n. Sea S =
⋂
i∈ITi. Entonces S es un sub-semigrupo de Hom(X) ya que Ti
lo es para todo i ∈ I, adema´s 1X ∈ S puesto que 1X ∈ Ti para todo i ∈ I.
Sea T = {f ∈ Hom(X) : f(x) ∈ OSx , ∀x ∈ X}. Veamos que S = T . La contenencia
S ⊆ T es inmediata. Para la otra contenencia, sea f ∈ T , entonces f(x) ∈ OSx para todo
x ∈ X. Existe h ∈ S tal que f(x) = h(x) para todo x ∈ X, luego h ∈ Ti para todo i ∈ I.
Como Ti es saturado para todo i ∈ I, h(x) = f(x) ∈ OTix para todo x ∈ X y para todo
i ∈ I, es decir f ∈ Ti para todo i ∈ I. Por tanto f ∈ S y as´ı T ⊆ S. Luego S = T y por
tanto S es saturado.
As´ı pues, por el Lema 1.4.2 tenemos que (C(X),⊆) es un ret´ıculo completo donde∨{
Ti : i ∈ I
}
=
⋂{
T ∈ C(X) :
⋃
i∈I
Ti ⊆ T
}
,
∧{
Ti : i ∈ I
}
=
⋂
i∈I
Ti,
Mostremos ahora que (C(X),⊆) es anti-isomorfo a (A(X),⊆).
4.4.2 Proposicio´n. El ret´ıculo (C(X),⊆) de los semigrupos saturados de Hom(X) es
anti-isomorfo al ret´ıculo (A(X),⊆) de las topolog´ıas de Alexandroff sobre X.
Demostracio´n. Por una parte tenemos que las funciones
ϕ : C(X) −→ A(X) y λ : A(X) −→ C(X)
definidas por ϕ(S) = T(S) y λ(T) = S(T) son inversas la una de la otra en el sentido que
ϕ(λ(T)) = T para todo T ∈ A(X) y λ(ϕ(S)) = S para todo S ∈ C(X).
Sean T1, T2 ∈ C(X) tal que T1 ⊆ T2, G ∈ T(T2) y x ∈ G. Entonces G =
⋃
x∈GO
T2
x .
Veamos que OT1x ⊆ OT2x . Sea p ∈ OT1x , entonces p = f(x) para alguna f ∈ T1. Como
T1 ⊆ T2, p ∈ OT2x . Esto muestra que OT1x ⊆ OT2x , es decir que para todo x ∈ G, OT1x ⊆ G,
en consecuencia G ∈ T(T1) y as´ı T(T1) ⊇ T(T2).
De otro lado, sean T1,T2 ∈ A(X) tal que T1 ⊆ T2 y f ∈ S(T2), entonces f(x) ∈ OS(T2)x
para todo x ∈ X; por 4.3.3, OS(T2)x = N2x donde N2x es la vecindad minimal de x en
T2, luego si N1x es la vecindad minimal de x en T1, N
1
x ∈ T2 y as´ı N2x ⊆ N1x , es decir
O
S(T2)
x ⊆ OS(T1)x , luego f(x) ∈ OS(T1)x para todo x ∈ X, es decir f ∈ S(T1) y por tanto
S(T1) ⊇ S(T2).
Esto comprueba que la correspondencia es un anti-isomorfismo.
Los infra-elementos en C(X) son de la forma T = {1X , gk} donde gk(x) = k para todo
x ∈ X, es decir gk es constante. T es saturado puesto que si f ∈ Hom(X) y es tal que
f(x) ∈ OTx = {x, k} para todo x ∈ X, tenemos:
∀x ∈ X(f(x) 6= x =⇒ f(x) = k) o ∀x ∈ X(f(x) 6= k =⇒ f(x) = x)
es decir f ∈ T .
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Los ultra-elementos en C(X) se pueden obtener calculando la imagen directa de la
infra-topolog´ıa T = {∅, X,A}, esto es
λ(T) = S(T) = {f ∈ Hom(X) : f(x) ∈ NTx , ∀x ∈ X}
donde
NTx = X si x ∈ Ac o NTx = A si x ∈ A.
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