Cytochromes P450 (CYP for isoforms) play a central role in biological processes especially metabolism of chiral molecules; thus, development of computational methods to predict parameters for chiral reactions is important for advancing this field. In this study, we identified the most optimal artificial neural networks using conformation-independent chirality codes to predict CYP2C19 catalytic parameters for enantioselective reactions. Optimization of the neural networks required identifying the most suitable representation of structure among a diverse array of training substrates, normalizing distribution of the corresponding catalytic parameters (k cat , K m , and k cat /K m ), and determining the best topology for networks to make predictions. Among different structural descriptors, the use of partial atomic charges according to the CHelpG scheme and inclusion of hydrogens yielded the most optimal artificial neural networks. Their training also required resolution of poorly distributed output catalytic parameters using a Box-Cox transformation. End point leave-one-out cross correlations of the best neural networks revealed that predictions for individual catalytic parameters (k cat and K m ) were more consistent with experimental values than those for catalytic efficiency (k cat /K m ). Lastly, neural networks predicted correctly enantioselectivity and comparable catalytic parameters measured in this study for previously uncharacterized CYP2C19 substrates, R-and S-propranolol. Taken together, these seminal computational studies for CYP2C19 are the first to predict all catalytic parameters for enantioselective reactions using artificial neural networks and thus provide a foundation for expanding the prediction of cytochrome P450 reactions to chiral drugs, pollutants, and other biologically active compounds.
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Introduction
Cytochromes P450 (CYP for specific enzymes) are potent catalysts that play critical roles in biological processes. 1, 2 These heme-containing enzymes catalyze many chemically challenging oxidative reactions such as hydroxylations of an unactivated carbon-hydrogen bond, dehalogenations, N-and O-dealkylations, epoxidations, and oxidations of nitrogen and sulfur. 3 The molecular targets for these reactions include an array of structurally and functionally diverse compounds, many of which are chiral, such as drugs, hormones, biosignaling molecules, dietary compounds (vitamins, neutraceuticals, and food additives), and pollutants. Unlike typical enzymes, cytochromes P450 often demonstrate broad substrate specificities, thereby making the prediction of whether a molecule binds and undergoes metabolism a significant challenge, especially during the early stages of drug development. Historically, a resolution to this problem involves the use of biochemical approaches to determine the metabolic efficiency of reactions between cytochromes P450 and their substrates. This biochemical strategy can require significant costs in time and resources. Computational methods lack these investments, and thus they have come to the fore as attractive alternatives for predicting the enzymatic properties of cytochromes P450.
During the last two decades, computational approaches have made significant progress toward understanding and possibly predicting interactions between cytochromes P450 and small molecules. In practice, these efforts have largely focused on predicting binding properties for molecules, reported as IC 50 , K i , K d , and in limited cases, providing insights on the metabolism of substrates. Strategies for identifying these quantitative structure-activity relationships (QSAR) attempt to link the biological property of interest (output) to the energy-minimized structure of either the molecule alone or bound ('docked') in the active site of the enzyme (inputs). 4, 5 Due to the lack of known three-dimensional structures for cytochromes P450, the earliest QSAR methods involved multilinear regression analyses that eventually gave way to more powerful machine languages employing non-linear regression analyses. 6, 7 For example, support vector machines have been used to predict whether molecules are substrates or inhibitors 8 and even the K m for substrates. 9 Similarly, artificial neural networks can distinguish between substrates and inhibitors for multiple cytochromes P450 10, 11 and have been utilized to predict reaction rates (V max ) for certain N-dealkylations. 12 Another common ligand-based approach is comparative molecular field analysis (CoMFA). This strategy utilizes the common structural features among the molecules, including a class of enantioselective nonsteroidal aromatase inhibitors, 13 to predict their capacity to inhibit cytochrome P450 activity. 14, 15 Through CoMFA, it also is possible to distinguish inhibitors and substrates 16 as well as predict K m values. 17 Despite these advances, most computational methods have not been adequately shown to predict catalytic parameters (k cat , K m , and k cat /K m ) for the metabolism of these molecules and importantly, consider the impact of chirality on these processes.
Given biological systems have evolved in a chiral environment, the chirality of a molecule, such as a drug, often contributes significantly to biological function; accounting for molecular chirality is then critical for developing applications for computational algorithms. Chirality exists solely in threedimensional space. In the absence of a chiral environment, the structures of the enantiomers have no energetic differences and are, thus, indistinguishable from one another. Consequently, the structure of these molecules cannot be linked to their biological properties by typical computational approaches. Overcoming this challenge requires formulation of a way to describe the unique chiral properties for a molecule. Several strategies generating chiral descriptors that distinguish between enantiomers were reviewed recently. 18, 19 Of these, Aires-de-Sousa and Gasteiger developed chirality codes representing the chirality of the molecule through a spectrum-like, fixed-length numerical trace that incorporates bond lengths, the molecular geometry, and property of atoms in neighborhoods about the chiral center. The use of these chirality codes by artificial neural networks and other regression models has predicted chromatographic enantioselectivity in high-performance liquid chromatography, 20 nuclear magnetic resonance chemical shifts in chiral solvents, 21 and enantiomeric excess for reactions catalyzed by asymmetric nonenzymatic catalysts. 22, 23 To date, the potential power of these chirality codes has not been leveraged to predict enzymatic activity, especially for cytochromes P450, and importantly, the quantitative parameters describing the efficiency of enzyme catalysis.
Herein, we identified the most optimal artificial neural networks using conformation-independent chirality codes to predict CYP2C19 catalytic parameters (k cat , K m , and k cat /K m ) for enantioselective reactions of known substrates. CYP2C19 metabolizes a structurally and functionally diverse array of chiral biological signals, dietary compounds, drugs, and pollutants such as pesticides. 24 This prominent role for CYP2C19 has led to the design of pharmacophore-based models to specifically inhibit its activity. 25 From the literature we culled available catalytic data for 23 chiral substrates analyzed under identical reaction conditions. This structurally diverse set of compounds includes 11 pairs of enantiomers plus a compound whose cognate enantiomer is not significantly metabolized by CYP2C19. For neural network independent variables (inputs), we minimized three-dimensional structures for molecules with and without hydrogen atoms and calculated the partial atomic charges and then used the structural information to calculate conformation-independent chirality codes. 7, 26, 27 For dependent variables (outputs), all three sets of catalytic parameters for CYP2C19 substrates were normalized to a GAUSSIAN distribution. Feed-forward artificial neural networks were trained with these inputs and outputs using the back propagation of errors algorithm and their topology optimized to retain predictability but avoid over-fitting of the data using the early stopping method. 28, 29 Performance of the artificial neural networks was assessed by leave-one-out cross correlation and then against previously uncharacterized CYP2C19 substrates. Specifically, we determined experimentally catalytic parameters for Rand S-propranolol oxidation by CYP2C19 and then compared them to those predicted by networks trained in this study. This combination of computational and biochemical approaches marks a significant step toward identifying optimal artificial neural network designs and validating their potential to predict catalytic parameters for chiral enzymatic reactions.
Materials and methods

The training set
The biological importance of CYP2C19 has led to a significant body of work exploring its catalytic properties; nevertheless, only a subset of that data is suitable for the computational studies explored in this study. We employed two criteria to select enantiomeric pairs of CYP2C19 substrates and their accompanying catalytic data for training artificial neural networks. Firstly, experimental conditions are known to influence catalytic parameters and thus we chose the largest data set of CYP2C19 substrates studied under identical experimental conditions. Secondly, implementation of conformation-independent chirality codes requires the presence of a single carbon chiral center, 7, 26, 27 which added another limitation to identifying a suitable data set. Once the set was identified, the structures of these CYP2C19 substrates were used to generate chiral descriptors as independent input variables for the artificial neural networks, while the normalized catalytic parameters served as the dependent output variables.
Molecular modeling
The derivation of chiral descriptors for the CYP2C19 substrates required their partial atomic charges based on molecular modeling of the three-dimensional structures. In all cases, a convention was introduced whereby molecules with ionizable groups were modeled in the uncharged state. We then built the molecular set and optimized the structures initially using the MM:UFF method as implemented by ArgusLab 4.01 software (Arguslab Inc., Seattle, USA). Further minimization of the structures was accomplished using the B3LYP/6-31G ⁄ basis set with GAUSSIAN 03 version 6.0 software (Gaussian Inc., Wallingford, USA). The DFT/B3LYP functional was selected based on comparative studies between B3LYP, ab initio, and semi-empirical theories that demonstrated the B3LYP method led to better QSAR models when molecular geometries and energies were considered. 30 We calculated the corresponding partial atomic charges by Mulliken population analysis or based on electrostatic potentials using GAUSSIAN 03 software. Even though Mulliken population analysis is the default option for the software program, we included the option of electrostatic potentials using the grid-based CHelpG method for computing atomic charges, because this method is able to more accurately model Coulomb potentials on the surface of the molecule. 31 
Conformation-independent chirality code as chiral descriptors (inputs)
The optimized geometries and partial atomic charges for CYP2C19 substrates were used to generate the conformation-independent chirality codes (CICC) for molecules 7, 26, 27 as the independent input variables for the artificial neural networks. The chirality code transforms the various structures of the diverse set of substrates into a fixed-length code using a function derived from a radial distribution function. We designed in-house custom software written in C++ to calculate the chirality codes. Each molecule was divided into four neighborhoods, each belonging to atoms A, B, C, and D attached directly to the chiral center and every combination of four atoms i, j, k, and l considered for each neighborhood. The first component of this chirality code was E ijkl , as defined by Eq. 1. In this equation, a i represents the partial atomic charge of atom i, and r ij is the distance between atoms i and j. The second major component of the chirality code is the chirality signal, S ijkl , which takes on a value of +1 or À1.
The two values, E ijkl and S ijkl were calculated for all combinations of four atoms, each belonging to a different neighborhood and are combined to generate a chirality code using Eq. 2, where u was the running variable and B a smoothing factor. This function was then evaluated for a number of discrete values, in our case, 100 points, to obtain the same number of descriptors for each molecule. The range of the running variable u was determined empirically according to the range of atomic properties (atomic charges) in the data set. In practice, the range was set wide enough to include the features from all molecules in the set. The smoothing factor (B) controls the width of the peaks obtained by a graphical plot of f CICC (u) versus u. E ijkl ¼ a i a j r ij þ a i a k r ik þ a i a l r il þ a i a k r ik þ a j a l r jl þ a k a l r kl ð1Þ
Two sets of codes for these molecules were generated in which hydrogen atoms not bonded directly to the chiral center were either considered or excluded. These possibilities were explored in this study based on their potential impact on the model. 32 After calculating chirality codes for the CYP2C19 substrates, we then pared down the number of descriptors, and hence inputs for the neural networks, through a two-step strategy. Firstly, any points, which exhibited negligible (<0.00001) values for all molecules were excluded. Secondly, correlated inputs were excluded based on a Pearson correlation analysis. A global analysis of the Pearson correlation coefficients was performed for each descriptor in a search for two-descriptor correlations. The descriptors were then sorted with decreasing correlation coefficient and removed stepwise to avoid correlations greater than 0.85.
Normalization of catalytic parameters (outputs)
We are the first to employ all catalytic parameters for enzymatic reactions as the dependent output variables for artificial neural networks. Parameters for each compound obtained from the literature included the Michaelis constant K m , enzymatic rate constant k cat , and metabolic efficiency, that is, k cat /K m . In some cases, CYP2C19 demonstrated regiospecificity toward more than one site during the reaction, such as for enantiomers of bufuralol, limonene, methylbenzodioxolyl butanamine (MBDB), methylenedioxymethyl amphetamine (MDMA), methylenedioxyethyl amphetamine (MDEA), phenprocoumon, and warfarin. If sites of metabolism were distal from one another, that is, greater than 5 Å, then only catalytic parameters for dominant metabolic pathway(s) were included in this study. For more proximal sites, we utilized apparent parameters reflecting the overall catalytic capacity toward the substrate (Appendix A, Table A .1). K m Values for each metabolic pathway were averaged to yield K m,ap . This approach is not likely to compromise the analysis, because the original values were always within error, which is reasonable given common binding modes for proximal sites of oxidation. The overall rate of substrate oxidation is critical for this study, and thus we summed up all rate constants to yield k cat,tot for network training purposes.
Neural networks learn more quickly and perform better if the data used to train the network is normally distributed. Consequently, we employed the Shapiro-Wilk test to assess the normality of the catalytic parameters for CYP2C19 substrates. 33 An initial analysis of untransformed data indicated poor normality, that is, non-Gaussian distribution of the data (see Section 3). For this reason, several methods of normalization were employed to improve the normality of the set, specifically, a square root operation, a logarithmic transformation, and a Box-Cox transformation. 34 Each normalized set of catalytic parameters was then subjected to the The architecture included input nodes (INs) derived from the chirality codes whose final number (35) (36) (37) (38) (39) (40) (41) (42) depended on the removal of all correlated inputs. The hidden nodes (HNs) were varied from 2 to n (the total number of input nodes) in order to achieve optimal performance. A single output node (ON) was used, representing the catalytic parameter for that particular training. Further details are provided in Section 2. An example of errors during a typical training is shown in Panel B. The solid line represents the root-mean-square (RMS) error on the training set. The dashed line represents the error on the validation compound, which was not included in the training set. The stopping point, as indicated on the plot, was then taken at the point before the validation error began to rise.
Shapiro-Wilk normality test to identify the best method of normalization.
Neural network model and structure
Feed-forward artificial neural networks trained these inputs and outputs using back propagation of errors algorithm as implemented by Nets software. 35 As shown in Figure 1 , Panel A, the network architecture included an input layer consisting of selected chirality code descriptors, a hidden layer, and one output neuron (catalytic parameters i.e., k cat,tot , K m,ap , or k cat,tot /K m,ap ). The most common method of hidden layer optimization is trial and error; 28 we optimized the number of hidden nodes by initially training networks with a large number of hidden nodes (number of hidden nodes = number of input nodes) and then repeated the training with a decreasing number of hidden nodes until performance of the network decreased to identify the minimal number of hidden nodes in which optimal network performance was retained as reported by others.
Networks were trained to convergence by the early stopping method to avoid over-fitting due to the relatively small number of training examples available for study. 28, 29 During the training process, the root mean square error of the training set and the error on the validation compound were saved as well as the weights at specified intervals. During the initial phase of training, the validation error would normally decrease and then increase when data began to be over-fitted. At that transition, weights and biases at the minimum of the validation error were used for network predictions. An example plot of errors from a typical training with the appropriate stopping point is shown in Figure 1 , Panel B.
Model selection by end point leave-one-out cross validation analysis
An end point leave-one-out cross-validation was used to determine the most optimal chirality code configuration using electrostatic potentials as implemented by CHelpG or Mulliken Population analysis and including or excluding hydrogens not bonded to the chiral carbon. In this method, one compound is left out while the network is trained on the remaining compounds. The error on the compound left out is monitored and the stopping point determined as described previously. The error on the validation compound at the stopping point is therefore taken as the endpoint cross-validated error.
Each of these neural network configurations underwent extensive trainings. Stochastic (on-line) gradient descent relies on updates to single weights performed randomly; therefore, multiple trainings can differ in their performance. The trainings were repeated until no gain in performance was obtained from additional trainings. The best-performing networks (with the smallest crossvalidation error when training was stopped) were then used. To compare the models generated from chirality codes incorporating Mulliken charges and those derived from the electrostatic potential, as well as to investigate the importance of the exclusion or inclusion of hydrogen atoms, a plot of the experimental values versus the neural network values for each trained network was examined. Specifically, the coefficient of determination of a linear least-squares regression analysis was used as a metric for network performance. The model with the highest coefficient of determination (R 2 ) was considered to be best and used for generating predictions. If models had similar coefficient of determinations, the model with the slope of the least squares regression line closest to one was considered to be best and used for prediction.
After visual identification of potential outlier points on the plots of the neural network values versus the experimental values, all networks were subjected to a second round of analysis whereby they were subjected to a 'robust' fit using GraphPad Prism 5. This type of analysis assumes that the variation around the curve/line follows a Lorentzian distribution rather than a Gaussian distribution, so unlike a least-squares regression it is more forgiving of potential outlier points. In both types of analyses; however, all points were considered (no data points were removed or ignored).
2.7.
Predicting catalytic parameters for an uncharacterized substrate, propranolol
Strategy for validating the potential of networks
We assessed the power of optimally trained artificial neural networks to accurately predict CYP2C19 catalytic parameters for previously uncharacterized chiral test substrates, namely R-and S-propranolol. These drugs undergo oxidative N-dealkylation by CYP2C19 to corresponding enantiomers of norpropranolol. 36 Nevertheless, the catalytic parameters for this reaction have not been reported, hence we determined k cat,tot , K m,ap , and k cat,tot /K m,ap for CYP2C19 using reaction conditions identical to those employed in the set of training compounds used for the neural networks. We then employed networks trained in this study to predict CYP2C19 catalytic parameters for R-and S-propranolol metabolism. The results from these experimental and computational efforts were then compared to identify the strengths and potential limitations of neural networks.
Catalytic parameters for R-and S-propranolol metabolism determined experimentally
We determined CYP2C19 steady-state catalytic parameters for R-and S-propranalol to norpropranolol. All chemicals were ACS grade or higher and obtained from Sigma-Aldrich. CYP2C19 supersomes containing oxidoreductase (but no cytochrome b 5 ) were obtained from BD Biosciences. For reactions, 50 nM CYP2C19 was incubated with eight concentrations of propranolol between 5.0 and 400 lM in 50 mM potassium phosphate buffer, pH 7.4, at 37°C. Based on solubility, all propranolol stocks were prepared in methanol. Reactions contained a final concentration of 1% methanol, which has been reported to have little inhibitory effect. 37 Reactions were initiated upon addition of NADPH regenerating system (final concentration: 1 mM NADP + , 3 mM glucose-6-phosphate, 3 mM MgCl 2 , and 1 U glucose-6-phosphate dehydrogenase) and quenched after 30 min with an equal volume of 0.4 N perchloric acid containing 50 lM internal standard (6-hydroxycoumachlor) . Quenched reactions were clarified by centrifugation and supernatants recovered for subsequent HPLC analyses. Each set of reactions was performed at least in duplicate and replicated over multiple days.
We developed an in house HPLC method for the quantitation of norpropranolol. Samples containing R-or S-propranolol (substrate), norpropranolol (product) and internal standard (6-hydroxycoumachlor) were injected onto a Waters Breeze HPLC system column (Agilent) heated to 45°C using a gradient method involving H 2 O/0.1% formic acid and methanol at 1.2 mL/min. Compound elution was monitored by fluorescence (excitation 230 nm; emission 380 nm) and peak areas normalized to internal standard for quantitation relative to known standards. Under these conditions the detection limit of norpropranol was less than 16 nM (actual concentration in reaction). Analysis of the kinetic data was performed by an iterative least-squares nonlinear regression analysis using GraphPad Prism 5 software (La Jolla, CA). The data were fit to the Michaelis-Menten equation for determination of the kinetic parameters k cat,tot and K m,ap .
Catalytic parameters for R-and S-propranolol metabolism determined computationally
The generation of artificial neural network inputs for propranolol enantiomers was carried out as described in Sections 2 and 3. The two-dimensional structure of propranolol (shown in dashed box in Fig. 2 ) was modeled and the resulting optimized geometries and partial atomic charges used to generate the conformationindependent chirality codes (inputs) for the molecules. 7, 26, 27 From these values, the same number of descriptors for R-and S-propranolol was used for propagation through the networks. The weights from each of the 23 leave-one-out cross-validated networks were used to generate predictions and confidence intervals for each of the three catalytic parameters. 
Comparison of experimentally and computationally derived kinetic parameters
The experimentally derived kinetic parameters were compared to the computational predictions for the parameters. The predicted parameters were then divided by the experimental parameters and plotted on a log scale to show the relative deviation from experimental values and the spread of the data. In the case of an accurate prediction, the data would cluster at a value of zero on the y-axis. In this way, we could visualize the performance of the 23 networks in terms of overall prediction.
Results
Inputs
We found all available catalytic parameters for a structurally and functionally diverse array of 23 chiral substrates including pharmacologically active compounds (drugs and substances of abuse), a solvent, and an insecticide, as shown in Figure 2 (parameters given in Appendix A, Table A .1). [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] Molecules possessed various combinations of alkyl groups, aromatic rings, heteroaromatic rings, ether groups, secondary and tertiary amines, and carbonyl groups, yet shared a common single chiral carbon. Data for R-mephenytoin metabolism by CYP2C19 employed reaction conditions not selected for use in this study (vide infra), 49 and in fact, the authors reported a significantly low activity at a high substrate concentration indicating that the determination of catalytic parameters was not possible. Thus, the metabolism of R-mephenytoin could not be included in our study. Altogether, there were catalytic parameters for 23 molecules determined under identical reaction conditions, that is, 50 mM phosphate buffer pH 7.4 with identical enzyme preparation. All studies employed membrane fractions from insect cells co-expressing CYP2C19 with P450 reductase with no cytochrome b 5 present. These preparations were obtained commercially from BD/Gentest with the exception of one study on fluoxetine, which employed an in-house membrane preparation from insect cells co-expressing CYP2C19 with P450 reductase in the absence cytochrome b 5 . 41 These compounds displayed a wide range in the catalytic efficiency and stereoselectivity of the reaction by CYP2C19. The parameters for these reactions are summarized in Appendix A, Table A. 1.
The chirality code was determined from the structures of these molecules and evaluated at a range of the running variable 'u' (À0.16 to 0.16) sufficient to include all features for compounds tested. After evaluation of descriptor correlation, there were 35-42 descriptors remaining when the correlated descriptors were removed. This variance in the final number of remaining descriptors depended on the origination of the descriptors. The inclusion or exclusion of hydrogen atoms and the method of determining partial atomic charge impacted differently both the magnitude and number of total peaks in the function for the respective chirality codes.
Optimal normalization of network outputs by Box-Cox transformation
For artificial neural networks, especially with small training sets, normalization of a data set is very important, and thus we explored multiple normalization methods for the sets of k cat,tot , K m,ap , and k cat,tot /K m,ap data corresponding to each of the 23 training compounds. All three sets of untransformed data initially failed the Shapiro-Wilk normality test (p = 0.05 cutoff) with W values of 0.81, 0.82, and 0.62 for k cat,tot , K m,ap , and k cat,tot /K m,ap , respectively, (Fig. 3 ). In particular, the set of data for catalytic efficiencies (k cat /K m ) was skewed in favor of low efficiencies. The data were then treated independently with square root, logarithmic, and Box-Cox transformations. Although all techniques improved normality based on the Shapiro-Wilk test, the best results were obtained from the Box-Cox transformation yielding W and lambda values of 0.95 and 0.32 for k cat,tot , 0.94 and 0.33 for K m,ap , and 0.94 and 0.30 for k cat,tot /K m,ap , respectively. When these values were used to perform the Box-Cox transformation, the normality of the data greatly improved for all three parameters ( Fig. 3 ).
Identifying the best of neural network architecture
The optimal number of hidden nodes for the training of the networks was determined by initially using a large number of hidden nodes equal to the number of input nodes (35-42 total) . The number of hidden nodes was then halved until a final number of two hidden nodes was reached. The performance of the networks was evaluated by careful examination of the cross-validation error, and the best performance was obtained when the number of hidden nodes was equal to one-half the number of input nodes (17-21 total) . Training results are summarized in Appendix B, Tables B.1-5.
Determining the most optimal networks to predict catalytic parameters
The best method for computing the chirality codes to predict k cat,tot , K m,ap , and their ratio, k cat,tot /K m,ap , was the same for all three parameters as determined by leave-one-out cross-correlation analysis (Table 1) . A comparison between the predicted parameter when network training was ceased and the experimental parameter is shown in Figure 4 for all three outputs. There was slightly better performance for k cat,tot obtained using Mulliken population analysis (GAUSSIAN 03 default); however, the best overall network performances employed the CHelpG method for computing partial atomic charges, and thus those networks were used for subsequent studies. In all cases, networks trained to predict parameters performed better when all hydrogens were considered, rather than only the one attached to the chiral carbon. Training results are included in Appendix B, Tables B.1-5. Overall, networks trained to predict individual parameters produced better-performing networks than those trained to predict the ratio of the two. The data were analyzed by a traditional regression analysis as well as a robust regressive analysis, which is more forgiving of outlier data. The networks trained with k cat,tot displayed good performance with a small variability in the resulting performance of the networks. The R 2 obtained in the cross correlation analysis was 0.67 with a slope of 1.2. When the data were fit to the outlier-forgiving robust fit, the slope remained at 1.2 while the relative average deviation was 0.073. The best overall networks were those trained for K m,ap based on an R 2 of 0.75 and slope of 0.98. The results indicated relatively little variability in the predictions and a reasonable positive correlation. When the data were fit to a robust fit analysis, the slope was 1.0 and the relative average deviation was 0.0037. Finally, the performance of the networks trained with the catalytic efficiencies (k cat,tot /K m,ap ) had more variability reflecting an R 2 of 0.40 and a slope of 0.92. This training benefitted considerably from a robust fit analysis due to several outlier points, weighing heavily in the traditional least-squares regression. The slope for the robust fit for catalytic efficiency was 0.97 and the relative average deviation was 0.053.
Slightly enantioselective CYP2C19 metabolism of propranolol
CYP2C19 metabolized R-and S-propranolol into norpropranolol based on co-elution of authentic standards as reported by others. 36 The kinetic profile was hyperbolic for each enantiomer (Fig. 5 ) and thus was fit to the traditional Michaelis-Menten scheme to determine kinetic parameters as shown in Table 2 . The experimentallydetermined K m,ap for R-propranolol was slightly higher than that for the S-enantiomer. However, the k cat,tot (maximal reaction rate) was significantly higher for the S-enantiomer. This higher maximal rate and slightly lower K m,ap accounted for an overall higher efficiency (k cat,tot /K m,ap ) for S-propranolol by CYP2C19 when compared to that for R-propranolol.
Prediction of CYP2C19 catalytic parameters for R-and Spropranolol by optimally trained neural networks
We assessed the power of the previously trained artificial neural networks to predict catalytic parameters for R-and S-propranolol and compared them to the experimentally derived values from this study. The leave-one-out cross correlation analysis generated 23 individual networks for each catalytic parameter, and thus each of those networks was used to predict parameters for R-and Figure 6 . Predictions for R-and S-propranolol catalytic parameters by optimally trained artificial neural networks. Experimental/predicted catalytic parameters are shown in a log plot for Propranolol (PPL) predictions from all 23 networks using the best network configuration. The mean and 95% confidence intervals (shown by the solid bar and error bars on the column plot) for all parameters were used to generate a global prediction for that parameter. S-propranolol. The distribution of those predictions would validate the strategy for generating the respective networks and assess the potential for any strong data points biasing the training and hence predictions. Figure 6 displays the comparisons between the predicted and experimental values as a scatter plot. The y-axis is a log scale such that predictions matching the experimental values would result in a value of zero. Relative catalytic parameters for both substrates clustered near zero. In other words, networks made similar predictions for parameters and hence the exclusion of one data set from the leave-one-out analysis did not significantly compromise the ability of the networks to generalize predictions for test compounds. Aggregate catalytic parameters (k cat,tot , K m,ap , and k cat,tot /K m,ap ) predicted by the 23 respective neural networks are summarized in Table 3 . The neural networks correctly predicted the enantioselectivity of the oxidative reaction, although the experimental k cat,tot values were 2-to 3-fold higher. The magnitude of the predicted K m,ap values were closer to those determined experimentally. The higher affinity of CYP2C19 toward S-propranolol observed in those experiments was not capitulated by the predicted K m,ap values, although CYP2C19 enantioselectivity on substrate binding was minimal. The predicted catalytic efficiencies for the reaction (k cat,tot /K m,ap ) were about twofold higher in magnitude than those observed experimentally. Interestingly, the calculated catalytic efficiencies based on the predictions of the individual enantiomers were more consistent with experimental results both in magnitude and enantioselectivity toward S-propranolol.
Discussion
We are the first to successfully implement artificial neural networks employing chirality codes to predict all catalytic parameters for enantioselective CYP2C19 reactions including those involving many drugs. Optimization of the neural networks required identifying the most suitable representation of structure among a diverse array of training compounds, normalizing the distribution of the corresponding catalytic parameters (k cat , K m , and k cat /K m ) for their metabolism, and determining the best topology for the networks to make predictions. An end point leave-one-out cross correlation of the best artificial neural networks revealed that the predictions for individual catalytic parameters (k cat and K m ) were more consistent with experimental values than those for catalytic efficiency (k cat /K m ) possibly owing to differences in the origination of the respective catalytic parameters. Lastly, the neural networks predicted correctly the enantioselectivity and comparable catalytic parameters to those measured in this study for previously uncharacterized CYP2C19 substrates, R-and S-propranolol. Taken together, these efforts support the practical application of these artificial neural networks to predict enantioselective reactions by CYP2C19.
Determining suitable structural descriptors as data inputs
Like many cytochrome P450 enzymes, 1,2 CYP2C19 metabolizes a structurally and functionally diverse array of substrates including the training set of enantiomers used in our study, 24 and thus it was necessary to accurately capture the salient features of the molecules for training the artificial neural networks. We chose the conformation-independent chirality code to reflect the chirality and structure of the molecule without limiting the structure to a particular conformation. These codes require calculations of the partial atomic charge for the molecule. The default GAUSSIAN 03 software method for this information is Mulliken population analysis. While this method is one of the oldest and simplest, it is also highly dependent on the choice of basis set and thus prone to error. 50 As an alternative, we employed the grid-based CHelpG method for computing atomic charges, because this method is able to more accurately model Coulomb potentials on the surface of the molecule. 51 Moreover, the performance of some networks but not others was optimal when all hydrogens were included in the structure. The importance of hydrogens not bonded to the chiral carbon may reflect contributions through substructures, such as functional groups, to the properties of the molecule. In our case, the most optimal artificial neural networks resulted from the use of partial atomic charges according to the CHelpG scheme and the inclusion of hydrogens. These findings underscore the need to effectively model electrostatic potentials for the entire molecule mediating contacts to CYP2C19 during catalysis.
Novelty of predicting catalytic parameters for enantioselective reactions as data outputs
Catalytic parameters describe the mechanism by which enzymes drive chemical reactions and predict their behavior, such as within biological systems. Binding is the first step in the catalytic cycle, and historically those interactions have been amenable to prediction by a wide range of computational methods. A majority of QSAR studies, especially those used for drug development, have focused on the inhibitory potential of molecules, 8, 10, 14, 15 including enantiomers, 13 toward metabolism by multiple cytochrome P450 isoforms. Nevertheless, binding does not necessarily result in the appropriate orientation of substrate to undergo catalysis and thus may not correlate with catalysis. Consequently, groups have employed various computational methods that differentiate between potential cytochrome P450 substrates and inhibitors as well as substrate K m values 9,17,52 and V max for N-dealkylations. 12 Chirality has largely been ignored in computational methods for cytochrome P450 reactions. In this study we report a computational method to predict catalytic parameters for CYP2C19 enantioselective reactions of known substrates and thus advance the application of this strategy for biologically relevant reactions catalyzed by cytochromes P450. We did not include the ability to distinguish between substrate or inhibitor due to the presence of multiple reports on achieving that goal. 53 The distribution of CYP2C19 catalytic parameters was not ideal for training artificial neural networks. These networks achieve optimal performance when training values reflect a normal or Gaussian distribution. In our case, data were clustered at the low end of the range in values and hence significantly non-Gaussian. This shortcoming may reflect the lack of sufficient data due to the relatively small sample size used in this study, that is, 23 training compounds. Although more data may resolve the issue of data distribution, we solved the problem in this case by identifying the Box-Cox transformation as the most optimal method to significantly improve the Gaussian distribution of data for successfully training artificial neural networks.
Implementing artificial neural networks to utilize inherent structural diversity of substrates for predictions
We sought a flexible and robust computational approach capable of exploiting the diverse set of enantiomeric training compounds to predict CYP2C19 catalysis. These molecules were mostly of chiral drugs and one dietary compound that possessed various combinations of structural and functional groups sharing a single chiral carbon. These training set characteristics can pose a challenge for computational QSAR studies that rely on common structural features to identify structure-function relationships, such as CoMFA. 15, 17 For our set of compounds, these types of computational approaches would force the exclusion of certain compounds from our diverse array of training set, and thus decrease critical structure-function information on CYP2C19 catalysis. Artificial neural networks do not require training compounds to share structural elements and are able to distinguish between substrates and inhibitors for multiple cytochromes P450 10, 11 and predict reaction rates (V max ) for certain N-dealkylations. 12 For our study, the use of artificial neural networks provided the opportunity to utilize a diverse array of training compounds that more accurately reflected the catalytic capacity of CYP2C19 toward enantiomeric substrates.
The optimization of artificial neural network topology and training is not trivial, and is best addressed through a systematic approach. For this reason, we automated many steps in the training and analysis of networks. A script was written to run batch trainings, which ensured consistent training parameters over multiple runs and allowed monitoring of the errors generated to determine the best stopping point and avoid over-fitting as described in Section 2 and cited by others. 29 Upon analysis of networks trained with varying number of hidden nodes, it became clear that the performance of the network suffered with too many or too few hidden nodes. Too few hidden nodes caused the network functions to be too simple for representing the relationship between inputs and outputs; too many hidden nodes provided too many degrees of freedom, so that the network over-trained prematurely. Through our testing strategy, we were able to effectively identify the most optimal network topologies for predicting catalytic parameters for an enzyme for the first time.
Validation of trained artificial neural networks for predicting catalytic parameters for enantioselective reactions
The power of neural networks was assessed through end point leave-one-out cross-correlation that compared the internal performance of the network among the compounds in the training set. For this analysis, there were good correlations between predicted and experimental values for k cat,tot and K m,ap . The slightly better performance with K m,ap is consistent with previous computational experiments by others 9, 17, 52 and likely reflects the suitability of computational approaches to predict simple binding interactions. Under rapid equilibrium conditions K m is essentially a binding constant K d when the catalytic step is slow. The formation of the substrate-enzyme complex depends mainly surface properties including polarity, hydrophobicity, etc.
By contrast, the k cat,tot parameter is a more complex parameter than K m,ap and reflects the rate of substrate oxidation as well as the contributions of other processes such as inactivation of the enzyme, alternate oxidative pathways and the uncoupling of the oxidative reaction altogether. 54 The contributions of these processes depend on substrate structure and its mode of interaction with CYP2C19 and collectively contribute to the apparent rate of product formation (k cat,tot ). Ideally, trained neural networks take into account all productive and nonproductive processes contributing to k cat,tot , even if contributions of those processes are not identified specifically. For example, if substrate structure lends itself to enzyme inactivation, then neural networks would predict a lower rate of product formation than that for simple oxidation of substrate, which may apply to fluoxetine metabolism and inactivation of CYP2C19 55 and other substrates containing a methylenedioxy group. Similarly, the role of substrate structure favoring alternate reaction pathways and uncoupling of oxidation would result in a less efficient rate of product formation. Those aspects of the catalytic cycle would be taken into account by neural networks trained on known CYP2C19 reactions. Nevertheless, the effectiveness of this training depends on sufficient representation of those substrates prone to pathways other than substrate oxidation. It is not possible to determine whether this is the case for our study or not, such that the interpretation of the relationship between k cat,tot and structure is not obvious, even if the neural networks predict the relationship.
Although there were relatively good correlations for each individual catalytic parameter, the predicted and the experimental catalytic efficiencies, that is, the ratio of the parameters, for the reactions were not well correlated by this analysis. This outcome may reflect the different roles of structural properties contributing to the respective parameters that are not reconciled when training networks to catalytic efficiencies. Studies with b-glucosidase demonstrated that K m correlated with hydrophobicity while specific activity correlated with dipole moment. 56 For our study, we resolved the challenge of predicting catalytic efficiencies by demonstrating that the ratio of individually predicted k cat,tot and K m,ap values correlated well with actual catalytic efficiencies for CYP2C19 enantioselective reactions.
While CYP2C19 metabolizes R-and S-propranolol, 36 the parameters for the reaction have not been reported previously. Propranolol is structurally related to bufuralol, another nonselective beta blocker drug that was included in the training set and had the highest metabolic efficiencies. Despite structural similarities between the drugs, R-and S-propranolol undergo hydroxylation of the isopropyl group of the amine and subsequent N-dealkylation, while bufuralol undergoes hydroxylation of the ethyl group side chain on the aromatic ring. Bufuralol cannot undergo N-dealkylation due to the presence of the tert-butyl group on the amine. Nonetheless, the enantioselectivity observed for propranolol metabolism was similar to that for bufuralol based on our experimental studies reported here. The metabolism of enantiomers of both drugs resulted in similar K m values and a higher k cat for the S-enantiomer. Overall, the catalytic efficiency toward oxidation of propranolol was less than bufuralol, but in the mid-to high range for the whole data set.
A practical application of the neural networks was to test their ability to predict our experimental CYP2C19 catalytic parameters for metabolism of R-and S-propranolol. The clustered distribution of values predicted by networks further validated the design of the networks to generate consistent predictions and demonstrated the absence of any single data points biasing predictions. Overall, networks correctly predicted the enantioselectivity of CYP2C19 reactions, akin to efforts by others toward the enantiomeric excess (or more appropriately the enantiomeric ratio, er 57 ) for reactions. 58, 59 Importantly, our computational efforts also yielded critical and practical catalytic parameters describing the efficiency of the reaction as a function of concentration and time. Specifically, neural networks predicted lower k cat,tot values than measured experimentally, but similar predicted and experimental values were observed for K m . These trends mirrored findings from the leave-one-out cross correlations in that networks were better able to identify structure-function relationships involved in the recognition of substrates than their subsequent oxidation in the reaction. Nevertheless, these artificial neural networks can easily be re-trained with the incorporation of more data from CYP2C19 reactions, such as the results from reactions carried out in this study, and thus improve the ability of networks to accurately predict catalytic parameters for chiral CYP2C19 reactions.
Concluding remarks
Cytochromes P450 play a central role in biological processes especially those involving the metabolism of chiral drugs, and thus our development of a computational method for predicting quantitative parameters for enantioselective reactions by CYP2C19 marks an important advancement in the field of drug development. The successes in this study reflect a critical combination of chirality codes and the flexibility of artificial neural networks. The predictive power of these neural networks would likely improve through retraining with an expanded training set. This feat is possible given that many reactions were excluded in this study due to differences in experimental conditions that could impact the corresponding parameters. In following, our studies with R-and S-propranolol are a step in the right direction for providing data to make 'smarter' neural networks. That effort also highlighted the critical need for computational methods to transition from predicting known reactions to those that are unknown. Taken together, the findings in our study provide a template for realizing the true potential of computational approaches, such as chirality codes and neural networks, to advance their use for predicting biologically relevant chiral biological processes such as drug metabolism.
