The experiments at Ft. Indiantown Gap were designed to demonstrate a series of capabilities that include stealthy offroad movement, reconnaissance, surveillance, target acquisition, road-following, leader-follower, and smoke operations. The missions were planned using a standard military map displayed on a touch-screen operator control unit. Soldiers were able to plan simultaneous missions for up to four autonomous vehicles. The missions were typically one kilometer or more in length across rough hilly terrain that often took the robot vehicles beyond line of sight from the control unit. The vehicles were able to maneuver autonomously at tactical speeds through tall World Modeling -A multiresolutional approach has been developed that makes it possible to build a geometric representation of the terrain and dynamic objects in the world in real-time. Section I1 provides an overview of the 4DIRCS architecture developed for the Demo 111 p r o m . Section 111 describes the sensing system and the algorithms used to extract information necessary for driving. Section N briefly outlines the hieTarchical world model where sensory data is combined with a priori knowledge and represented in a form that can be used for planning and decision making. Section V discusses the implications of the Demo I11 experience. Section V I outlines issues for future work.
project at F t . Jndiantown Gap in November, 2001 suggests that autonomous driving by unmanned ground vehicles .under tactical conditions is achievable within this decade. Laser range imaging sensors have been developed to provide dense range images that enable autonomous vehicles to build an internal geometric model of the terrain and objects within the environment. Real-time value-based planning algorithms have been developed that enable the autonomous vehicte to replan its intended path through the environment many Hmes per second. The 4DIRCS system architecture has been validated as an open, modular, hierarchical, multi-resolutional integration architecture and design methodology for unmanned ground vehicles. The experiments at Ft. Indiantown Gap were designed to demonstrate a series of capabilities that include stealthy offroad movement, reconnaissance, surveillance, target acquisition, road-following, leader-follower, and smoke operations. The missions were planned using a standard military map displayed on a touch-screen operator control unit. Soldiers were able to plan simultaneous missions for up to four autonomous vehicles. The missions were typically one kilometer or more in length across rough hilly terrain that often took the robot vehicles beyond line of sight from the control unit. The vehicles were able to maneuver autonomously at tactical speeds through tall Section I1 provides an overview of the 4DIRCS architecture developed for the Demo 111 p r o m . Section 111 describes the sensing system and the algorithms used to extract information necessary for driving. Section N briefly outlines the hieTarchical world model where sensory data is combined with a priori knowledge and represented in a form that can be used for planning and decision making. Section V discusses the implications of the Demo I11 experience. Section V I outlines issues for future work.
THE 4D/RCS ARCHITECTURE
A high-level block diagram of the first five levels in the 4DRCS architecture for Demo In is shown in Figure 1 (at the end of this paper.) On the right, Behavior Generation modules decompose high level mission commands into low level actions. The text inside the Planner at each level indicates the planning horizon at each level. Each planner has a world model simulator that is appropriate for the problems encountered at its level. In the center, is the world model knowledge database consisting of maps, images, and symbolic data structures (or frames.) Each map as a range and resolution that is appropriate for path planning at its level. The frames describe attributes, state, and class of entities and events and contain pointers that defrne rclationships between them. Also in the center, are coordinate transformations that transform geometric data from image to map coordinates, and vice versa. On the left, is a sensory processing hierarchy that extracts information from the sensory data stream that is needed to keep the world model knowledge database current and accurate.
At the bottom are actuators that act on the world and sensors that measure phenomena in the world. The Demo 111 vehicles have a variety of sensors including a laser range imager (LADAR), stereo CCD (charge coupled device) cameras, stereo forward looking i n k red (FLIR) devices, a color CCD, GPS (Global Positioning System), an inertial navigation package, actuator feedback sensors, and a variety of internal sensors for measuring parameters such as engine temperature, speed, iribration, oil pressure, and fuel level. The vehicles also carry a Reconnaissance, Surveillance, and Target Acquisition (RSTA) mission package that includes long-range cameras and FLIRs, a laser range fmder, and an acoustic package.
In Figure 1 , the Servo level has no map representation. The Obstacles are defined as objects that project more than a given distance above or below the ground plane (defined as the plane on which the wheels of the vehicle lie). Positive obstacles, which extend above the ground plane, are detected in the range image. [7] A pixel is labeled as belonging to a positive obstacle if it rises high enough and abruptly enough from the ground plane.
Negative obstacles are detected in the world model map. A negative obstacle detection algorithm operates on a terrain elevation map of the ground centered on the vehicle. This map contains all the projected ground pixels detected in the range image. The algorithm identifies groups of pixels in the range image that are far enough below the ground level and large enough [8] to be hazardous for the vehicIe to drive into.
After a group of pixels has been labeled as an obstacle, additional processing is performed to classify the obstacle type. The approach is based on the method of Ojala, Pietikzinnen, and Harwood'. It makes use of two texture measures, Local Binary Patterns (LBP), and Contrast. The LBP values are combined with a contrast measure at each point, computed over the same 3 3 window. The contrast measure is computed as the difference between the averages of the range values of the pixels with ranges greater than the center pixel and those with ranges less than the center pixel value. This range contrast can be viewed as a measure of porosity of a volume. If the volume is sparsely filled, the contrast will be large, as in the case of grass. If the foliage is denser, such as for brush or thick shrubs, the contrast will be smaller, since the expected distance the laser will travel before hitting a surface will decrease. If the surface is solid, the contrast should be close to zero.
The texture measures were computed after the obstacles were identified First, the connected components of the obstacle image are found. For each obstacle, a twodimensional histogram is computed from the texture measures applied to the pixels in the component. The histogram is used to determine the class to which the obstacle belongs. Classes are defined by class prototypes that are created during a learning phase. There are two types of potential path segments: straight and curved. Curved segments extend from the vehicle to the outer edge of the Primitive level map. At the Primitive level, each potential path is a series of clothoid segments that are kinematically feasible based on the turn rate of the steering wheel. These potential paths are generated offline for different initial speeds and steering wheel positions.
IV. WORLD MODEL
Potential straight path segments are used for the Ah4 level planner to generate plans out to 50 m away from the vehicle. Although not kinematically feasible, they are computationally simpler. Given that the path plan is recomputed frequently, an exact solution for more distant segments is not necessary.
At each level, the planner selects the best combination of segments leading toward the goal, using a cost function depending on its task. It does this by first pruning all segments blocked by obstacles. Then it searches through the remaining segments to find the path with lowest cost.
Among the factors used in the cost function are terrain elevation, the presence or absence of obstacles, tree cover, the presence of tall grass areas, the relative distance between different path options, and commanded speed.
It is in this map representation that the planner operates.
The planner developed at NIST for the Demo III program can find an optimal path in this terrain map in less than 50 milliseconds. [I 11 This makes it possible for the Demo I11 vehicles to process the ladar image, update the map, and generate a new plan 5 times per second. The 4D/RCS architecture organizes all these various functions into a system design that is modular, open, and amenable to being scaled up to higher levels and more complex environments.
v. DISCUSSION
The success of the Army Research Lab Demo 111 project at Ft. hdiantown Gap in November, 2001 suggests that autonomous driving by unmanned ground vehicles under tactical conditions may be achievable within a decade, and almost certainly can be achieved within two decades. The reasons for making this prediction are as follows:
1. The sensor technology to support autonomous driving will be available. LADAR is a critical break-through. The ability of LADAR to sense range images directly enables the vehicle to build a geometrical model of the terrain in real time. 2. The fhdamental technologies of sensing, perception, representation, decision, planning, control are understood in principle. Once the geometry of the world can be computed, segmentation, classification, and logical reasoning about the world become well defined.
3. The computing power to implement these technologies will be available. Computational power per unit cost is growing by a factor of 10 every five years. This is two orders of magnitude per decade, and four orders of magnitude within two decades. Off-road driving requires the sensors and sensory processing system to detect and measure the position, size, and shape of objects such as trees, stumps, logs, rocks, and embankments, and to estimate the slope of the ground out to distance of about 40 m. The sensor system must be able to measure the roughness of the terrain and to detect and characterize ruts, ditches, and gullies at a distance of 5 to 10 m. Off-road driving requires the ability to pan and tilt cameras to compensate for roll, pitch, and yaw of the vehicle as it moves over undulating terrain. It may require mechanical or electronic image stabilization to compensate for terrain-induced vibration.
There are two issues here: One is how to determine what constitutes an object of interest, and the second is how best to track objects of interest. Top down, objects of interest are objects that are relevant to the system goals. Bottom-up object of interest are those that that are unexpected, peculiar, or dangerous. Tracking objects of interest requires that sensors be designed to have both wide angle (peripheral vision) and narrow angle (foveal vision) fields of view. This implies that the vision sensors should be mounted on a padtilt head that can enable it to point its cameras in a commanded direction relative to the vehicle coordinate frame. The foveal sensors must be stabilized and be capable of saccadic motion to points of attention.
The foveal sensors must be able to track moving targets with nearly the speed and precision of human vision, and generate about 4 saccades per second between targets that are less then 10 degrees apart in the image. The peripheral fields should be designed to be sensitive to image flow.
The UGV vision sensor suite should include wrap-around sensors that cover 360 degrees in azimuth. These should be capable of measuring the position and velocity of objects within a range of 50 m of the vehicle from the sides or back The vision sensor suite should also include sensors that measure the position, intensity, and color of the sun and other ambient illumination, and the brightness distribution of the sky.
Finally, the UGV vision sensor suite must be rugged and reliable under extremely harsh environmental conditions. The ability to produce a vision system that can meet these requirements will be critical to the development of autonomous vehicles with tactical military capabilities.
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