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Antiferromagnetic topological insulator (AFTI) is a topological matter that breaks time-reversal symmetry.
Since its proposal, explorations of AFTI in strong-correlated systems are still lacking. In this paper, we show for
the first time that a novel AFTI phase can be realized in three-dimensional topological Kondo insulator (TKI).
In a wide parameter region, the ground states of TKI undergo a second-order transition to antiferromagnetic
insulating phases which conserve a combined symmetry of time reversal and a lattice translation, allowing us to
derive a Z2-classification formula for these states. By calculating the Z2 index, the antiferromagnetic insulating
states are classified into (AFTI) or non-topological antiferromagnetic insulator (nAFI) in different parameter
regions. On the antiferromagnetic surfaces in AFTI, we find topologically protected gapless Dirac cones inside
the bulk gap, leading to metallic Fermi rings exhibiting helical spin texture with weak spin-momentum locking.
Depending on model parameters, the magnetic transitions take place either between AFTI and strong topological
insulator, or between nAFI and weak topological insulator. By varying some model parameters, we find a
topological transition between AFTI and nAFI, driving by closing of bulk gap. Our work may account for
the pressure-induced magnetism in TKI compound SmB6, and helps to explore richer AFTI phases in heavy-
fermion systems as well as in other strong-correlated systems.
PACS numbers: 75.30.Mb, 75.70.Tj, 73.20.-r, 75.30.Kz
I. INTRODUCTION
Kondo insulators (KI) are a series of heavy-fermion com-
pounds, in which the hybridization between conducting d
electrons and local f moments generates a bulk energy gap at
low temperatures1. In recent years, the proposal of topolog-
ically protected surface states in Kondo insulator SmB6 has
been gathering renewed interests,2–11 and the gapless surface
states inside the bulk gap have been confirmed by spin- and
angle-resolved photoemission spectroscopy (SARPES),12,13
which can explain the mystery plateau of resistivity at low
temperatures.
Theoretically, topological Kondo insulators (TKI) can be
described by the topological periodic Anderson model (T-
PAM) with a spin-orbit coupled nonlocal hybridization be-
tween d and f orbits.2,3 The spin-orbit-coupled nature and
odd parity of such hybridization guarantee both time-reversal
symmetry (TRS) and space-inversion symmetry of T-PAM,
leading to a Z2 topological classification of the insulating
phases.2,14 According to the relative altitude between d and
renormalized f levels at eight time-reversal invariant mo-
menta (TRIM) in 3D Brillouin zone (BZ), insulating states
can be classified into strong topological insulator (STI), weak
topological insulator (WTI) and non-topological Kondo insu-
lator (nKI),2 in which STI and WTI exhibit gapless surface
Dirac cones driven by band inversions between d and f bands
at certain TRIM.3 Since the effective f level is strongly renor-
malized from the bare one ǫf , the variations of hybridization
strength V and ǫf can cause successive topological transitions
among STI, WTI and nKI,15 moreover, with different choices
of electron-hopping amplitudes (EHA), the topological tran-
sition processes are quite distinct.16
In a Kondo lattice at or near half-filling, antiferromag-
netic (AF) order is quite favored in relative weak Kondo
interaction region,17,18 while in ordinary half-filled periodic
Anderson model (PAM) with local d-f hybridization, it is
well-known that a ground-state magnetic transition occurs
from AF to paramagnetic (PM) phase by enhanced hybridiza-
tion, as revealed by numerical simulations and theoreti-
cal calculations.19–25 For a TKI compound SmB6, literature
has witnessed an emergence of magnetic order under high
pressure.26–33 Similar to normal Kondo lattice systems, the
pressure-induced magnetism in SmB6 may be naturally con-
sidered to be AF ordered,34 although no clear experimental
evidence is present to date. The topological essence of SmB6
naturally reminds us of the possible non-trivial topology of the
induced AF phase. Indeed, in some low-dimensional topo-
logical Kondo lattices, AF phases with non-trivial topolo-
gies have been verified theoretically.35 These considerations
motivate us to study the transition to AF phases in three-
dimensional (3D) TKI, to classify these AF states and search
topologically protected AF phase, then further reveal the tran-
sition processes among AF states and various PM topological
insulating (TI) phases.
In a TI, once AF order sets in, TRS is broken, then the stan-
dard Z2 classification is no longer applicable to AF phases.
Nevertheless, Mong et al. have pointed out that if there is a
translation TD by lattice vectorD which inverts the AF mag-
2netization at all sites, then such AF state is invariant under
a combined operation S = ΘTD, since time-reversal oper-
ation Θ also inverts the magnetization.36–38 S is antiunitary,
and S2= -1 at four out of the eight high-symmetric points
in 3D magnetic Brillouin zone (MBZ), ensuring Kramers de-
generacy at these four momenta (KDM).37 These properties
lead to a new type of Z2 classification of these AF insulat-
ing states, in which an antiferromagnetic topological insulat-
ing phase (AFTI) arises by adding weak staggered magneti-
zation into STI phase while maintaining an insulating bulk
gap.36 Since the proposal, a few AFTI phases have been sug-
gested in some non-interacting models in which the AF or-
ders are added artificially by Zeeman terms,39–42 or in low-
dimensional models with electron correlation.43 For a 3D
AFTI candidate GdBiPt,44 an AF phase has been suggested,45
but it is not a full-gapped insulating state. The explorations
of AFTI in real systems, particularly in 3D strong-correlated
systems in which AF orders can arise naturally, are still lack-
ing.
The magnetism observed in pressured SmB6
26–33 sheds
light on possible emergence of AFTI in 3D TKI. Recently,
Peters et al. reported their study on bulk and surface mag-
netism in TKI by dynamic mean-field theory (DMFT), but the
topologies of the magnetic states were not deduced explic-
itly;46 Chang et al. proposed an interesting topological A-AF
phase which is staggered along single axis in pressured SmB6
by first-principle calculations,34 in which the strong correla-
tion was not considered explicitly. Moreover, the AF phases
suggested by Chang et al. are actually bulk-conducting states,
essentially different from the topologically protected insulat-
ing AFTI state which requires a full bulk gap. Therefore, the
possible AFTI in 3D TKI still lacks investigation.
As mentioned above, with different model parameters, dis-
tinct TI phases emerge in TKI in weak hybridization region,16
in which magnetic transitions may take place to induce AF
states. Consequently, once TKI undergoes magnetic transi-
tions, the induced AF orders grow from distinct TI phases,
depending on the parameter regions, leading to topologically
distinguishable AF phases, i.e., an AF order growing from STI
leads to an AFTI state,36 if AF order grows from WTI or nKI,
a non-topological AF insulator (nAFI) arises. Furthermore,
if the magnetic transition occurs near the phase boundary be-
tween STI andWTI, varying the model parameters in a special
way may induce a topological transition between AFTI and
nAFI. Therefore, in TKI, the existence of AFTI and nAFI,
the topological-classification formula for them, and possible
topological transition between AFTI and nAFI highly deserve
investigations in a self-consistently manner from the original
T-PAM model for TKI.
In this work, we verify the existence of AFTI in 3D TKI
for the first time. We explore the transition to insulating AF
states in 3D TKI, and present a Z2 topological formula to
classification these AF states. In some parameter region, we
find a novel AFTI with topologically-protected gapless sur-
face Dirac cones, exhibiting helical spin texture on the Fermi
rings. We also obtain a topological transition from AFTI to
nAFI. To our knowledge, the novel AFTI, and the topological
transition between AFTI and nAFI in 3D TKI are reported for
the first time by our work.
This paper is arranged as follows. In section II, we adopt a
mean-field Kotliar-Ruckenstein (K-R) slave-boson represen-
tation23–25,47 for T-PAM to describe the possible AF phases in
3D TKI in general parameter region. The AF configuration
studied in this paper is staggered by adjacent sites, and meets
the requirement of S-invariance. In section III, we study the
topological transitions among STI, WTI and nKI, and select
two typical transition processes by choosing two sets of EHA,
which are appropriate for studying AF transitions and will
lead to topologically distinguishable AF phases. In section
IV, by locating the four KDM, we derive the expression forZ2
index in AF states, which is determined by the product of par-
ities at these KDM. In section V, we perform a saddle-point
solution for AF phase to derive the evolution of staggered
magnetization and determine the magnetic transition points
on ǫf -V plane. By calculating the Z2 index, we find that the
two sets of EHA in section III lead to two topologically distin-
guishable AF phases, one is AFTI evolving from STI, and the
other is nAFI evolving from WTI. By diagonalizing parallel
slabs with (001) surface, we observe the expected gapless sur-
face Dirac cones with helical spin texture in AFTI, confirming
its non-trivial topology. In section VI, we demonstrate a topo-
logical transition between AFTI and nAFI driving by closing
and reopening of bulk gap, and an insulator-metal transition
inside the AF phases, then summarize the phase transitions in
a global phase diagram.
Our work provides deeper understanding of AFTI in 3D
TKI, and may account for the magnetism observed in pres-
sured SmB6. Our algebra also helps to investigate richer AFTI
phases in heavy-fermion systems, as well as in other strong-
correlated systems.
II. K-R REPRESENTATION FOR AF STATES
We consider a simplified model for 3D TKI: half-filled
spin-1/2 T-PAM with spin-orbit coupled hybridization be-
tween neighboring d and f electrons in cubic lattice, with lat-
tice constant a andN sites:48
H =
∑
i,j,σ
(tdijd
†
iσdjσ + t
f
ijf
†
iσfjσ) + ǫf
∑
i,σ
f †iσfiσ
+U
∑
i
nfi↑n
f
i↓ − (
iV
2
∑
i,~l,α,β
~l · ~σαβd
†
iαfi+~l,β + h.c.)
−µ
∑
i,σ
(d†iσdiσ + f
†
iσfiσ), (1)
where d†iσ and f
†
iσ create a d or f electron at site i, with spin
σ = ±1 representing spin up and down, respectively. The
electron hopping amplitudes (EHA) include nearest-neighbor
(NN) hopping, next-nearest-neighbor (NNN) hopping, and
next-next-nearest-neighbor (NNNN) hopping for both d and f
electrons, and we set tdij = −td, t
f
ij = −tf for NN, t
d
ij = −t
′
d,
tfij = −t
′
f for NNN, and t
d
ij = −t
′′
d , t
f
ij = −t
′′
f for NNNN. In
what follows, td = 1 is chosen as energy unit, and we consider
tf/td < 0 and keep t
′
d/td close to t
′
f/tf , and t
′′
d/t
′
d close to
3t′′f/t
′
f , to get a full bulk gap,
16,48,49 since we focus on the insu-
lating phases at half-filling. µ denotes the chemical potential,
which fits the total electron number per site to nt = 2. ǫf is
the energy level of f orbit, U is the on-site Coulomb repul-
sion between f electrons. ~l′s are the six coordination vectors
in cubic lattice. ~σ stands for the Pauli matrix. In TKI, the
opposite parities of d and f orbits cause the hybridization to
acquire a non-local spin-dependent form, which is explicitly
written as48
Hdf =−
iV
2
∑
i,±,σ
(±d†iσfi±a1,σ¯ ∓ iσd
†
iσfi±a2,σ¯ ± σd
†
iσfi±a3,σ)
+ h.c., (2)
with σ¯ = −σ and a1, a2, a3 are three lattice basic vectors
along x, y, z axis, respectively. Hdf can be written in mo-
mentum space by48
Hdf = V
∑
k,α,β
Sk · ~σαβd
†
kαfkβ + h.c., (3)
where the vector Sk=(sin kx, sin ky, sin kz),with kx = k · a1,
ky = k ·a2, kz = k ·a3. Note that the particle-hole symmetry
in T-PAM (Eq. (1)) has been broken even at half-filling, so the
chemical potential term should be included in any case. In this
paper, we focus on the large-U limit and consider variable ǫf ,
V and EHA, which are appropriate to describe TKI compound
SmB6 with mixed valence.
It’s well known that a half-filled PAM is usually AF-ordered
in weak hybridization region,19–25 besides, in some topologi-
cal Kondo lattices, AF orders are also favored.34,35 For pres-
sured SmB6, an interesting topological A-AF state which
is staggered along single axis has been suggested by first-
principle calculations,34 unfortunately, such A-AF configura-
tion is found to be unstable within our method, which may
be ascribed to the large-U limit we apply, while the Coulomb
correlation was not considered explicitly in Ref. 34. Under
this context, we consider the more common AF state which
is staggered between adjacent sites, and other AF configura-
tions including A-AF state will not be considered explicitly,
but we will still provide a brief topological description for
these states.
The slave-boson technique has been widely used to study
the TI phases and topological transitions in TKI,4,9,15,16,48
besides, Kotliar-Ruckenstein (K-R) slave-boson method has
been applied successfully to include magnetic orders in study-
ing the Hubbard model and PAM.23–25,47 In order to treat both
PM and AF phases in TKI, we adopt the K-R slave-boson
technique. Firstly the Hilbert space of f -electrons is decom-
posed into single occupancy, double occupancy and empty
state, with two relations
∑
σ P
†
iσPiσ +D
†
iDi + e
†
iei = 1 and
f †iσfiσ = P
†
iσPiσ + D
†
iDi, which are imposed by two La-
grange terms with Lagrange multipliers λ
(1)
i and λ
(2)
iσ , respec-
tively. In order to reproduce correct f -electron occupancy,
each f -operator fσ (f
†
σ) in d-f hybridization and f -f hopping
terms is multiplied by a renormalization factor Ziσ (Z
∗
iσ). By
the definitions P 2i↑ + P
2
i↓ + 2D
2
i = n
f
i , P
2
i↑ − P
2
i↓ = m
f
i ,
(λ
(2)
i↑ +λ
(2)
i↓ )/2 = ηi and (λ
(2)
i↑ −λ
(2)
i↓ )/2 = −hi, where n
f
i is
f -electron number,mfi and hi are staggered order parameters
at site i, and ηi renormalizes the f level, the Hamiltonian Eq.
(1) is then rewritten as
H =
∑
i
(him
f
i − ηin
f
i ) +
∑
k,σ
(ǫk − µ)d
†
kσdkσ
+
∑
i,σ
(ǫf + ηi − σhi − µ)f
†
iσfiσ +
∑
i,j,σ
tfijZ
∗
iσZjσf
†
iσfjσ
−[
iV
2
∑
i,σ,±
(±d†iσfi±a1,σ¯Zi±a1,σ¯ ∓ iσd
†
iσfi±a2,σ¯Zi±a2,σ¯
± σd†iσfi±a3,σZi±a3,σ) + h.c.], (4)
in which we have set U → ∞ then double occupance is ex-
cluded, and λ
(1)
i term vanishes through mean-field approxi-
mation. For our considered AF phases, we decompose the
cubic lattice into two sublattices A and B (both are face-
centered cubic lattices), and by using the mean-field approx-
imation nfi = nf , m
f
i = (−1)
imf , hi = (−1)
ih, we have
ZA↑ = ZB↓ = Z1, and ZA↓ = ZB↑ = Z2, with
Z1 =
√
2(1− nf )
2− nf −mf
, Z1 =
√
2(1− nf )
2− nf +mf
. (5)
Through such mean-field treatment, we obtain the effective
Hamiltonian in momentum space with a matrix form
H = N(hmf − ηnf ) +
∑
k∈MBZ
Ψ†
k
HkΨk, (6)
where the summation of k is restricted in the magnetic Bril-
louin zone (MBZ). A eight-component operator is defined as
Ψk = (dkA↑, dkA↓, dkB↑, dkB↓, fkA↑, fkA↓, fkB↑, fkB↓)
T ,
and the Hamiltonian matrix is given by
Hk =
(
Hd
k
Vk
V+
k
H
f
k
)
, (7)
with
Hd
k
=
(
(t′dγk − µ)I2 u
d
k
I2
ud
k
I2 (t
′
dγk − µ)I2
)
, (8)
Vk = V


0 0 Z2 sin kz Z1Γk
0 0 Z2Γ
∗
k
−Z1 sin kz
Z1 sinkz Z2Γk 0 0
Z1Γ
∗
k
−Z2 sin kz 0 0

 ,
(9)
H
f
k
=


e1k 0 Z1Z2u
f
k
0
0 e2k 0 Z1Z2u
f
k
Z1Z2u
f
k
0 e2k 0
0 Z1Z2u
f
k
0 e1k

 , (10)
where I2 is a two-order unit matrix, Γk = sin kx − i sin ky ,
γk = −4(cos kx cos ky+cos kx cos kz+cos ky cos kz), e1k =
4ǫf+η−µ−h+t
′
fZ
2
1γk, e2k = ǫf+η−µ+h+t
′
fZ
2
2γk, u
d(f)
k
=
td(f)λk + t
′′
d(f)gk with λk = −2(coskx + cos ky + cos kz)
and gk = −8 coskx cos ky cos kz . In general case, the Hamil-
tonian matrix Eq. (7) should be diagonalized numerically to
obtain the four branches of dispersions E
(i)
k
(i = 1, 2, 3, 4)
which are all two-fold degenerate. The mean-field param-
eters nf , mf , h, η and the chemical potential µ in AF
phase should be determined by saddle-point equations self-
consistently, which are given in appendix A, and the numeri-
cal solution of these equations will be performed later in sec-
tion V. With the calculated parameters, we can compute the
ground-state energy of AF phase by
EAFg = N(hmf − ηnf + µnt) +
∑
k
∑
i=1,..,4
θ(−E
(i)
k
)E
(i)
k
.
(11)
III. TOPOLOGICAL TRANSITIONS BETWEEN
TOPOLOGICAL INSULATING PHASES
Before studying the magnetic transitions in TKI, we con-
sider the topological transitions among various TI phases, then
draw the topological phase diagrams, in order to select ap-
propriate model parameters to further discuss magnetic tran-
sitions and AF phases. The K-R slave boson scheme for PM
phases follows from Eq. (4), in which mf and h should be
eliminated, to arrive at the mean-field Hamiltonian in large-U
limit
H = N(−ηnf ) +
∑
k
Ψ†
k
HkΨk, (12)
with Ψk = (dk↑dk↓fk↑fk↓)
T and
Hk =
(
(ǫd
k
− µ)I2 Vk
V+
k
(ǫ˜f
k
− µ)I2
)
, (13)
in which the renormalized f dispersion ǫ˜f
k
= ǫf + η + Z
2ǫf
k
,
the renormalization factor Z =
√
2(1− nf )/(2− nf ), the
effective hybridization
Vk = V Z
(
sin kz sin kx − i sinky
sinkx + i sin ky − sinkz
)
, (14)
and tight-binding dispersions ǫ
d(f)
k
= td(f)λk + t
′
d(f)γk +
t′′
d(f)gk. The ground-state energy is then E
PM
g = N(−ηnf +
µnt) + 2
∑
k,± θ(−E
±
k
)E±
k
, with quasi-particle dispersions
E±
k
=
1
2
[ǫd
k
+ ǫ˜f
k
±
√
(ǫd
k
− ǫ˜f
k
)2 + 4V 2Z2S2
k
]− µ, (15)
which are both two-fold degenerate. nf , µ and η are computed
through saddle-point solution of EPMg , see appendix B.
The spin-orbit-coupled nature of effective hybridizationVk
guarantees TRS of Hamiltonian Eq. (12): [Θ,H] = 0
or equivalently ΘHkΘ
−1=H−k, and the existence of inver-
sion center ensures an additional space-inversion symmetry:
TABLE I: Two sets of EHA used in this worka
td t
′
d t
′′
d tf t
′
f t
′′
f
EHA(I) 1 0.15 0 -0.2 -0.02 0
EHA(II) 1 -0.375 -0.375 -0.2 0.09 0.09
aIn section VI, we also use other EHA.
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FIG. 1: (Color online) d dispersion ǫdkm and renormalized f disper-
sion ǫ˜
f
km
at TRIM km vs (a) bare f -level ǫf or (c) hybridization
strength V . Model parameters are V = 3 with EHA(I) for (a), and
ǫf = −2 with EHA(II) for (c), respectively. In (a) and (c), the flat
lines denote ǫdkm , while the curves show ǫ˜
f
km
. The classification of
TI phases is governed by Z2 invariants, see the text. (b) and (d): Cor-
responding bulk gap evolutions in (a) and (c), respectively, showing
gap-closing at topological transitions.
[P ,H] = 0 or PHkP
−1 = H−k, in which time-reversal
operator Θ = i(I2 ⊗ σy)K (K is complex conjugation) and
the parity matrix P = σz ⊗ I2 in present basis. Θ is anti-
unitary with Θ2 = −1, leading to Kramers degeneracy at
eight TRIM in 3D BZ, resulting in Z2 classification of the
insulating states. The Z2 invariants are calculated by pari-
ties of the occupied states at eight TRIM km in the BZ.
2,14
We use standard notation to denote km: Γ for (0, 0, 0), X
for (π, 0, 0), (0, π, 0), (0, 0, π), M for (π, π, 0), (π, 0, π),
(0, π, π), and R for (π, π, π). For the 2D BZ of (001) sur-
face, on which the surface states will be considered, there are
four TRIM pm denoted by Γ¯ = (0, 0), X¯ = (π, 0), (0, π),
and M¯ = (π, π). Due to its odd-parity, the hybridization
vanishes at TRIM, therefore at km, the occupied dispersion
E−
km
=min(ǫd
km
, ǫ˜f
km
)-µ (see Eq. (15)). Since d (f ) orbit has
even (odd) parity, the parity at km is expressed by (each pair
of Kramers-degenerate states at km is calculated once) δm =
−sgn(ǫd
km
− ǫ˜f
km
),14,15 then the strong topological index ν0 is
related to the product of all eight δm by (−1)
ν0 =
∏
m δm,
while the weak topological index νj (j=1,2,3) is related to the
product of four δm on corresponding high-symmetry plane:
(−1)νj =
∏
km∈Pj
δm, in which P1, P2, P3 denote kx=0,
ky=0, kz=0 planes, respectively. ν0 = 1 corresponds to a STI
5-8
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FIG. 2: (Color online) Bulk spectrums (black lines) vs d dispersions
(red lines) and renormalized f dispersions (green lines) in four typ-
ical phases: (a) WTIX¯ , (b) STIM¯ , (c) STIΓ¯X¯ and (d) nKI. Model
parameters: (a) V = 2.8, ǫf = −3; (b) V = 3.5, ǫf = −0.1; (c)
V = 1.8, ǫf = −2; (d) V = 3, ǫf = 3; EHA(I) for (a), (b) and
(d); EHA(II) for (c). Band-inversions are clear in WTIX¯ , STIM¯ and
STIΓ¯X¯ .
with odd number of surface Dirac cones, while ν0 = 0 and
νj = 1 indicate a WTI with even number of surface Dirac
cones.3
We choose two sets of EHA showing in Tab. I to depict the
topological transitions as functions of bare f level ǫf and hy-
bridization strength V , and these two sets of EHA are denoted
by EHA(I) and EHA(II) in the following, respectively. The
reason to choose positive (negative) t′d in EHA(I) (EHA(II))
is that with physical ǫf and V (e.g., ǫf=-2 and V =1), a small
positive t′d leads to a WTI phase, while t
′
d < −0.3 usually
leads to a STI phase. Moreover, in EHA(I), for simplicity, we
choose t′′d = t
′′
f = 0, since small t
′′
d and t
′′
f do not shift the
topology. Actually, if t′d varies continuously (e.g., from −td
to td), all possible TI phases in TKI can be induced on V -t
′
d
or ǫf -t
′
d planes.
16 Since our work focuses on the AF phases
in TKI, we select proper hopping amplitudes, and the PM
phases will not be investigated deeply. We will show later that
EHA(I) and EHA(II) will induce two topologically-distinct
AF phases.
In Fig. 1(a), we display our numerical solutions of d dis-
persion ǫd
k
and renormalized f dispersion ǫ˜f
k
at eight TRIM, as
functions of ǫf at fixed V = 3 with EHA(I), and correspond-
ing bulk gap evolution is shown in Fig. 1(b). For EHA(II), the
results are displayed in Figs. 1(c) and (d), now as functions of
V at fixed ǫf = −2. As ǫf or V varies, once δm changes sign
at a certain km, a topological phase transition occurs, denot-
ing by the dotted vertical lines in Fig. 1, and the topologies
on both sides should be determined by calculating ν0 and νj .
For EHA(I), two topological transitions occur with descend-
ing ǫf : nKI-STI transition at ǫf = 2.07 and STI-WTI transi-
tion at ǫf = −1.68. Due to large positive value of η at deep
ǫf , ǫ˜
f
k
is highly renormalized, showing a saturated tendency,
therefore no additional transition takes place after STI-WTI
-1
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FIG. 3: (Color online) Bulk spectrums (blue lines) and surface dis-
persions (red lines) of 40 slabs with (001) surface for (a) WTIX¯ , (b)
STIM¯ and (c) STIΓ¯X¯ . Except for V = 1.708 in (c), other parameters
are set according to those in Fig. 2. Note the small Fermi surfaces
around Γ¯ and X¯ in STIΓ¯X¯ , while in WTIX¯ and STIM¯ , the Dirac
points cross the Fermi level.
transition when ǫf further descends. For EHA(II), in addi-
tion to nKI-STI and STI-WTI transitions, there is a WTI-STI
transition when further reducing V . At these topological tran-
sition points, since ǫd
km
equals ǫ˜f
km
at certain km, at which
the hybridizationVkm also vanishes, one can check from Eq.
(15) that E+
km
= E−
km
, namely the bulk gap is closed linearly
towards these transition points, then is reopened thereafter,
therefore the topological transitions are driven by bulk gap-
closing, otherwise the topologies will be protected by TRS.
The locations of surface Dirac points in STI and WTI can
be deduced from Fig. 1, or by the bulk spectrums with band-
inversion character shown in Fig. 2. For cubic lattice, we con-
sider (001) surface, the Dirac points locate at certain TRIM
pm in 2D BZ, with (pm, 0) and (pm, π) having opposite par-
ities.14 From Fig. 2(b) with EHA(I), on can see that the parity
δm changes sign between (π, π, π) and (π, π, 0), implying a
band inversion at R, inducing a single Dirac cone at (π, π),
and this phase is denoted by STIM¯ thereafter. For WTI with
EHA(I) in Fig. 2(a), through similar analysis, we expect two
Dirac cones at (π, 0) and (0, π), then this phase is denoted by
WTIX¯ . Besides STIM¯ with single Dirac cone, in the case of
EHA(II), we find a STIΓ¯X¯ phase with band inversions at three
X points (Fig. 2(c)), leading to three Dirac cones, one at Γ¯,
the other two at X¯ , qualitatively coinciding with the surface
states in SmB6.
12,13,50 For nKI with no band-inversion (Fig.
2(d)), we expect no surface Dirac modes.
In order to verify the surface states in these TI phases, we
6compute the dispersions on (001) surface. We simulate the
cubic lattice with (001) surface by 40 slabs perpendicular to
z axis. With open boundary condition, we write the effec-
tive Hamiltonian in kx-ky space, then obtain the mean-field
parameters and chemical potential self-consistently through
saddle-point solution, and further diagonalize the Hamilto-
nian matrix to draw the bulk and surface spectrums. The sur-
face dispersions are displayed in Fig. 3 by red solid lines in-
side the bulk gap, and the locations of Dirac cones confirm
above analysis. At half-filling, the Dirac points in WTIX¯ and
STIM¯ all cross the Fermi level (Figs. 3(a) and (b)), while in
STIΓ¯X¯ (Fig. 3(c)), the Dirac cones form small Fermi rings
around Γ¯ and X¯ , and the spin texture on these Fermi rings
are obtained by calculating spin expectation values, shown in
Fig. 9(b). The spin texture shows a helical structure and in-
dicates strong spin-momentum locking in the surface states
and reflects the topological nature of STIΓ¯X¯ . Furthermore,
In STIΓ¯X¯ phase, the size of Fermi rings can be enlarged by
the difference between t′d/td and t
′
f/tf . The surface states of
STIΓ¯X¯ we demonstrated are in qualitatively agreement with
the surface states of SmB6 derived by previous theoretical
calculations50–52 and SARPES observations,13,53 although a
model more appropriate than our simplified model is required
to describe SmB6.
3,15,50
Evolutions of TI phases with V and ǫf are summarized in
Figs. 5 (a) and (b), with EHA(I) and EHA(II), respectively, in
which the topological transitions are labeled by dashed lines.
Here we should point out that the topological phase bound-
aries among STI, WTI and nKI through our K-R solutions are
very close to Coleman’s slave-boson solutions,15,16 further-
more, the K-R method has the advantage to include magnetic
order conveniently.
In T-PAM, AF order should emerge in the region ǫf < 0
and weak V , thus, once AF order arises in the two phase dia-
grams in Fig. 5, it should evolve from WTIX¯ and STIΓ¯X¯ , re-
spectively. Therefore, EHA(I) and EHA(II) may induce topo-
logically distinct AF states, which will be verified in section
V.
IV. Z2 INVARIANT OF AF STATES IN 3D TKI
Before studying the magnetic transitions in TKI self-
consistently, we should derive the expression of topological
invariants for these expected AF insulating states by analysing
the intrinsic symmetry of the AF Hamiltonian (Eq. (6)).
Firstly, TRS is broken in AF states, because TRS operation
Θ inverts the magnetization at all sites. Using Θ = iI4⊗σyK
in present basis (see Eq. (6)), where I4 denotes 4 × 4 unit
matrix and K is complex conjugation, TRS-breaking in AF
phase is manifested by ΘHkΘ
−1 6= H−k. Secondly, space
inversion symmetry is preserved in our AF configuration due
to existence of inversion center in the middle of a NNN bond:
PHkP
−1 = H−k, where the parity matrix is given by P =
σz ⊗ I4. Breaking of TRS prevents straight-forward applica-
tion of standard Z2 topological classification to AF states, so
we should find alternative symmetric operation isomorphic to
Θ in AF states.
Since a translation TD by a sublattice vector plus a ba-
sic vector of cubic lattice D = R′ + ai (i=1,2,3) inverts
the magnetizations of all sites (our AF is staggered between
all adjacent sites), the combined operation S = ΘTD re-
coveries the AF configuration, thus the AF states preserve
the S-symmetry. The translation operation causes an inter-
change between two sublattices, so the corresponding oper-
ator is TD(k) = e
ik·DI2 ⊗ (σx ⊗ I2). It is easy to check
the S-symmetry of AF Hamiltonian by SkHkS
−1
k
= H−k,
with Sk = ΘTD(k)=e
−ik·DI2 ⊗ (σx ⊗ iσy)K. Secondly, Sk
is antiunitary like Θ (because TD(k) is unitary), and S
2 =
SkS−k = −e
−2ik·D,36,37 therefore if some of the eight high-
symmetry points k′m in MBZ satisfy e
−2ik′m·D = 1, Kramers
degeneracy does exist at these points. Due to the antiunitary
nature and squaring to minus of S at these Kramers degenerate
momenta (KDM) k′m, the topology of AF states falls into Z2
topological class, following directly the Z2 algebra of TI with
inverse symmetry.14,36,37 In order to derive the explicit expres-
sion of Z2 invariant for AF states, we should first determine
the KDM k′m.
The AF sublattice is face-centered cubic lattice, and its ba-
sic vectors a′i and reciprocal basic vectors b
′
i are expressed by
unit vectors x,y, z through

a′1 = a(x+ y)
a′2 = a(y + z)
a′3 = a(x+ z)
,


b′1 =
π
a
(x+ y − z)
b′2 =
π
a
(−x+ y + z)
b′3 =
π
a
(x− y + z)
, (16)
satisfying a′i ·b
′
j = 2πδij . The eight high-symmetry points in
MBZ are represented by
k′m =
1
2
(m1b
′
1 +m2b
′
2 +m3b
′
3), (17)
in which the subscript m represents a combination of
mi(i=1,2,3), withmi either 1 or 0. Using the translation vec-
tor D = n1a
′
1 + n2a
′
2 + n3a
′
3 + a1 (n1, n2, n3 are integer
numbers), we have
2k′m ·D = 2π
∑
i=1,2,3
mini + π(m1 −m2 +m3). (18)
To satisfy e−2ik
′
m·D = 1, requires (m1 −m2 +m3) =even,
corresponding to four sets of (m1,m2,m3): (0,0,0), (0,1,1),
(1,0,1) and (1,1,0), leading to four KDM: Γ = (0, 0, 0) and
three X points (π, 0, 0), (0, π, 0), (0, 0, π), which are just
four out of eight TRIM in PM phases. The other four high-
symmetry points in MBZ are not KDM thus are irrelevant to
determine the topological invariant.
At four KDM k′m, H−k′m=Hk′m , the inverse symmetry en-
sures the commutation relation [Hk′m ,P ] = 0, hence the
eigenstates at KDM are also parity eigenstates with parities
±1. The S and P symmetries lead to a new topological clas-
sification of AF states by the Z2 invariant,
36,37 determined by
the quantities δ′m at four KDM k
′
m, which are calculated by
the parities at k′m through
δ′m =
∏
i
ξi(k
′
m), (19)
7where ξi(k
′
m) is the parity of the occupied state i at k
′
m, and
each Kramers pair is multiplied only once in δ′m. Similar to
the PM phases in TKI, effective hybridization in AF states also
vanishes at KDM, then the AF dispersions E
(i)
k′m
equal either
ǫd
k′m
or ǫ˜f
k′m
, so the parity is determined by
ξi(k
′
m) =
{
1, ifE
(i)
k′m
= ǫd
k′m
−1, ifE
(i)
k′m
= ǫ˜f
k′m
. (20)
The Z2 invariant ν
′ in AF state is then defined by
(−1)ν
′
=
∏
k′m∈KDM
δ′m. (21)
ν′ is the only topological index in AF states, and it is strongly
related to the strong topological index ν0 in PM TI phases.
Near the AF transition point, an infinitesimal AF order arises,
then the 3D BZ is folded into MBZ, and the eight TRIM in
PM phases are also folded into four KDM in AF phases, ex-
plicitly, R and three M are folded into Γ and three X points,
respectively. In addition, the spectrums are also folded, lead-
ing to two occupied dispersions under Fermi level, then the
quantity δ′m at a KDM k
′
m is essential the product of two δm
of two corresponding TRIM which are folded into k′m, there-
fore the product of parities at four KDM in AF state equals
the product of parities at all eight TRIM in PM phase, in this
sense, near the magnetic boundaries, ν′ of AF phase is equiv-
alent to strong topological index ν0 of PM phase from which
AF order grows. Then we can draw to a conclusion that an AF
order growing from STI (by reducing V , etc) leads to an AFTI
with ν′ = 1; if AF order is induced from WTI or nKI, a nAFI
arises with ν′ = 0, which helps us to search AF states with
different topologies. When leaving the magnetic boundaries,
AF magnetization increases, then ν′ should be calculated by
Eq. (21), and it may be shifted by varying model parameters
to arouse a topological transition between AF states, which is
to be discussed in the following sections.
The topologies of AF states will be reflected by the surface
states. On AF-ordered (001) surface, the S symmetry is con-
served, with vector D parallel to the surface, then the surface
MBZ has two KDM: Γ¯ = (0, 0) and X¯ = (0, π). As AF vec-
torQ = (π, π) on this surface, M¯ = (π, π) is equivalent to Γ¯
due to folding of 2D BZ, and another X¯ point (π, 0) is equiv-
alent to (0, π), therefore the four TRIM (Γ¯, M¯ and two X¯) in
surface BZ of PM phases now become S-invariant momenta,
and they are KDMwhich may support gapless Dirac modes.37
Analogous to STI, on the AF-ordered surfaces in AFTI, on
which S-symmetry is preserved, there are odd number of gap-
less Dirac cones at certain KDM which are robust against S-
preserving perturbations. We remind that the topological clas-
sification requires insulating AF states with full bulk gap,36,37
otherwise the topological argument will be meaningless.
V. MAGNETIC TRANSITIONS, Z2 CLASSIFICATION OF
AF PHASES, AND THE SURFACE STATES
Based on the topological phase diagrams of TI phases in
Fig. 5, we now turn to the magnetic transitions in TKI. We
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FIG. 4: (Color online) Evolution of staggered magnetization mf
with hybridization strength V , indicating a second-order magnetic
transition. Model parameters: (a) ǫf = −3 with EHA(I), (b)
ǫf = −1 with EHA(II). For (a) and (b), the AF phases are in the
vicinity of WTIX¯ and STIΓ¯X¯ , respectively.
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FIG. 5: (Color online) Phase diagrams on ǫf -V plane, showing mag-
netic transitions (solid blue lines) and topological transitions among
TI phases (dashed lines). EHA(I) for (a) and EHA(II) for (b). De-
pending on whether the AF order arises fromWTI or STI, AF phases
are classified into nAFI or AFTI, respectively.
perform a saddle point solution for the ground-state energy of
AF state (Eq. (11)) to determine the mean-field parameters
nf , mf , h, η and the chemical potential µ, and obtain the
bulk dispersions by diagonalizing the Hamiltonianmatrix (Eq.
(7)), then further calculate ν′ by Eq. (21) to classify the solved
AF phases.
In Figs. 4(a) and (b), we display the calculated order pa-
rameters mf and h as functions of V , for EHA(I) at fixed
ǫf = −3, and for EHA(II) at ǫf = −1, respectively. The
critical behavior of mf with respect to V clearly indicates a
second-order magnetic transition. In Figs. 5(a) and (b), the
critical hybridization Vc of magnetic transition is plotted as
ǫf varies. The suppression of Vc as ǫf approaches the Fermi
level is attributed to the enhancement of valence fluctuation of
f electrons which suppresses the AF order.
The phase diagrams are then summarized on ǫf -V plane
in Figs. 5(a) and (b), for EHA(I) and EHA(II), respectively,
8TABLE II: Z2 classification and surface Dirac points of the AF states demonstrated in Fig. 7. The last two columns show critical hybridization
of the magnetic transitions under EHA and ǫf in the second column, and topologies of the PM phases near the magnetic transitions.
classification model parameters dispersionsa δ′m at Γ δ
′
m at threeX ν
′b Dirac pointsc critical V PM phase
nAFI EHA(I), ǫf = −3, V = 2 Fig. 7(b), 7(a) -1 -1 0 - 2.27 WTIX¯
AFTI EHA(II), ǫf = −2, V = 1.6 Fig. 7(d), 7(c) 1 -1 1 Γ¯ and M¯ 1.71 STIΓ¯X¯
nAFI ǫf = −2, V = 2.05
d Fig. 7(f), 7(e) -1 -1 0 - 2.22 WTIX¯
aThe surface dispersions are showing on (001) surface.
bThe Z2 index ν
′ is calculated by Eq. (21).
cShowing topologically protected Dirac points in the AF phases
dWith EHA: t′
d
= t′′
d
= −0.375, tf = −0.1, t
′
f
= t′′
f
= 0.0375.
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FIG. 6: (Color online) Phase evolution with hybridization strength V
and temperature T . Parameters: ǫf = −3 and EHA(I).
including both AF phases and TI phases. For EHA(I), we find
that the AF phase is in proximity to WTI, indicating a nAFI
with ν′ = 0; while for EHA(II), the AF phase is in proximity
to STI, indicating an AFTI with ν′ = 1. The bulk dispersions
of three typical AF states (two for nAF and one for AFTI) are
demonstrated in Figs. 7(b), (d) and (f), through which we can
calculate δ′m at four KDM using Eq. (19), then obtain ν
′ by
Eq. (21). The results are shown in Tab. II, confirming our
analysis.
In Fig. 6, we display the phase evolution with V and tem-
perature T at fixed ǫf = −3 with EHA(I). It shows that while
V is enhanced, the Ne´el temperature of nAFI phase is sup-
pressed continuously, then vanishes at Vc, which is the critical
value of magnetic transition at zero temperature. Therefore,
besides by the enhancement of V or ascent of ǫf at zero tem-
perature, the nAFI-WTI transition (and AFTI-STI transition)
can also be driven by increasing temperature. In addition,
the phase boundaries among WTI, STI and nKI are slightly
shifted by finite temperatures.
Now we calculate the surface states of AF phases. With
three sets of model parameters listed in Tab. II (two for nAFI
with bulk spectrums displayed in Figs. 7(b) and (f), and one
for AFTI shown in Fig. 7(d)), we have performed saddle-
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FIG. 7: (Color online) Left column: surface dispersions (red lines) on
(001) surface through slab-calculations. Right column: correspond-
ing 3D bulk spectrums comparing with d- (red lines) and renormal-
ized f - dispersions (green lines). The upper and down rows are for
nAFI states, while the middle row is for AFTI. Parameters: (a) and
(b) with ǫf = −3, V = 2 and EHA(I); (c) and (d) with ǫf = −2,
V = 1.6 and EHA(II); (e) and (f) with ǫf = −2, V = 2.05,
t′d = t
′′
d = −0.375, tf = −0.1, t
′
f = t
′′
f = 0.0375.
point solutions of 40 slabs to derive the mean-field param-
eters and chemical potential, then diagonalize the Hamilto-
nian matrix to obtain the surface dispersions on (001) surface.
The bulk and surface dispersions are given in Figs. 7(a) and
(e) for nAFI, and (c) for AFTI, in which the bulk spectrums
are all full-gapped. For nAFI, the surface states remain gap-
less within present solution. The original Dirac cone at X¯
in WTIX¯ (see Fig. 3(a)) is decomposed upwards and down-
wards into two Dirac cones by AF magnetization, leading to
two Dirac points at X¯ , one above and another below the Fermi
level, similar to that reported in Ref. 34. Since X¯ is now
KDM, therefore, in nAFI, Kramers degeneracy takes place
at these two Dirac points on both sides of the Fermi level.
However, such surface states cross the Fermi level even times
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FIG. 8: (Color online) Under continuously enhanced contact poten-
tial on (001) surface from (a) to (d), the surface dispersions (red lines)
in nAFI are deformed adiabatically to open a full gap in (d), indicat-
ing the trivial nature of the surface states in nAFI. The surface states
around X¯ in AFTI exhibit similar feature and are also topologically
trivial.
from X¯ to any other KDM, revealing the non-topologically-
protected nature of nAFI, in the manner that these surface
states can be deformed adiabatically by perturbations which
conserve S symmetry (e.g., adding contact potential on sur-
face),37 to gap the surface dispersions,14 see Fig. 8. Hence,
although the surface states in nAFI remain gapless by present
solution, nAFI is topologically undistinguishable from other
AF states with gapped surface states (such as adding an AF
order to nKI). AFTI shown in Fig. 7(c) is in the vicinity of
STIΓ¯X¯ phase, and the Dirac point at Γ¯ persists, because Γ
point shares opposite δ′m with other three KDM (see Tab. II).
Another Dirac point at M¯ is formed by folding of surface BZ,
and these two Dirac cones in AFTI are topologically protected
against S-conserving perturbations. In addition, the original
Dirac cones at X¯ are decomposed in AFTI, and the surface
states around X¯ in AFTI are also topologically trivial, similar
to nAFI.
Although bulk gap persists, the gapless surface states in
AFTI induce metallic Fermi rings, as shown in Fig. 9(a), com-
paring with the Fermi rings in STIΓ¯X¯ shown in Fig. 9(b). For
AFTI, the Fermi ring around Γ¯ evolves continuously to that in
STIΓ¯X¯ , when approaching the magnetic boundary. It should
be noted that since the surface states around X¯ in AFTI are
topologically trivial, corresponding Fermi surfaces around X¯
can be destructed by S-conserving perturbations such as con-
tact potential on the surfaces; on the contrary, the Fermi rings
around Γ¯ and M¯ in AFTI are topologically protected and are
robust under S-conserving perturbations. The spin texture on
the Fermi ring around Γ¯ in AFTI is illustrated by the inset of
Fig. 9(a), showing a helical spin structure and indicating spin-
momentum locking in the surface Dirac states, however, on
(001) surface, large Ne´el energy suppresses the projection of
spins on this surface, therefore, the spin-momentum locking
in AFTI is much weaker than in STIΓ¯X¯ (Fig. 9(b)). On the
(b)(a)
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FIG. 9: (Color online) Fermi rings (red circles) and spin textures
(blue arrows) on (001) surface, showing on kx-ky plane. (a) Fermi
rings in AFTI, inset shows the helical spin texture on the Fermi ring
around Γ¯. (b) Fermi rings and helical spin texture in STIΓ¯X¯ . Param-
eters in AFTI are set equal to Fig. 7 (c), while for STIΓ¯X¯ , parameters
are chosen according to Fig. 3 (c). Although the surface states around
X¯ in AFTI remain gapless within present solution, they are trivial
and can be gapped adiabatically, while the surface states around Γ¯
and M¯ in AFTI are topologically protected.
Fermi rings around X¯ points in AFTI, we found that the spins
are greatly suppressed, and no clear signal of spin-momentum
locking is observed.
As revealed by previous theoretical calculations50–52 and
SARPES observations,13,53 the TKI compound SmB6 is in a
STIΓ¯X¯ phase, hence the pressure-induced magnetic phase in
SmB6 is most probably an AFTI, but under two conditions:
firstly, no former topological transition takes place before the
magnetic transition, secondly, there is a lattice translation
which flips the magnetization at all sites, allowing the applica-
tion of Z2 classification to the AF phase. However, during the
high-pressure-induced magnetic transition, tracking the evo-
lution of model parameters is a complicated task, so the exis-
tence of AFTI in SmB6 requires further first-principle investi-
gations and experimental confirmation.
In an AFTI, the surface states are strongly anisotropic to
surface orientation.37 AF-ordered (001) surface we studied
above conserves the S symmetry, leading to topologically pro-
tected gapless Dirac cones on it, namely these surface states
are stable under additional interactions which do not violate
S symmetry. On ferromagnetically (FM) ordered surfaces
which violate S symmetry (e.g., (111)surface), no KDM ex-
ists, so the surface states are generally gapped,36,37 similar to
the surface states in magnetic topological insulators.54
The topologies of the AF phases depend on the topologies
of the PM phases from which the AF orders grow, therefore,
the AFTI phase only emerges below the critical Vc of a pa-
rameter region in which STI phase is favored. Consequently,
AFTI only emerges in a narrow parameter region. The nAFI
and AFTI states we derived are close to WTIX¯ and STIΓ¯X¯ , re-
spectively. From Fig. 5, one can see that for physical ǫf < 0,
STIM¯ phase emerges at relative strong V at which magnetic
order has already been suppressed. By adding further EHA
properly, we expect to realize an AF transition inside STIM¯
phase, then the arising AF state is an AFTI, with protected
Dirac points at Γ¯ and M¯ on (001) surface, but no gapless state
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FIG. 10: (Color online) Bulk gap and mf vs V , showing the mag-
netic transition, the topological transitions, and the insulator-metal
transition. The topological transitions between AFTI and nAFI are
driven by closing of bulk gap. Model parameters: ǫf = −2,
t′d = t
′′
d = −0.375, tf = −0.144, t
′
f = t
′′
f = 0.0606.
at X¯ even within present solution, which is different from
AFTI shown in Fig. 7(c).
VI. TOPOLOGICAL TRANSITION BETWEEN AF STATES
In the above, we have shown that with EHA(I) or EHA(II),
a magnetic transition takes place to induce nAFI or AFTI, re-
spectively. Particulary, in Fig. 5(b), one can see that with
EHA(II), although the magnetic transition occurs between
STIΓ¯X¯ and AFTI, the magnetic boundary is quite close to
STIΓ¯X¯−WTIX¯ boundary. On the other hand, we find that
the critical Vc of magnetic transition increases rapidly with
decreasing |tf | (note tf < 0 to get an insulating bulk state),
on the contrary, Vc of STIΓ¯X¯−WTIX¯ transition decreases as
|tf | is reduced. Consequently, when |tf | is less than a critical
value, the magnetic transition now occurs nearby WTIX¯ to
induce a nAFI phase. To see this, we fixe ǫf = −2, shift
tf in EHA(II) to −0.1 and keep the relation t
′
f = t
′′
f =
−0.525tf − 0.015 which EHA(II) obeys, then find a mag-
netic transition at Vc = 2.22, now from WTIX¯ to nAFI state
(see top right corner on the red line in Fig. 11). Therefore,
a continuous change of tf (and associated change of t
′
f and
t′′f ) can shift the magnetic boundary from nearby STIΓ¯X¯ to
nearby WTIX¯ , shown by the two segments of red line in Fig.
11. From knowledge of the Z2 classification of AF states dis-
cussed in section IV, upon reduction of V from these two seg-
ments of magnetic boundaries, we obtain an AFTI and nAFI
states, respectively. Therefore, by varying tf in such way, we
can realize a topological transition between AFTI and nAFI.
To verify this topological transition, we set tf=−0.144 and
ǫf=−2 to calculate the phase evolution with V , the result is
illustrated in Fig. 10. Magnetic transition occurs between
AFTI and STIΓ¯X¯ at V = 1.989. With decreasing V , we find
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FIG. 11: (Color online) Phase evolution with tf and V . The red solid
line indicates magnetic boundary, the dashed lines denote topological
transitions, while the dotted line stands for insulator-metal transition.
Model parameters: ǫf = −2, t
′
d = t
′′
d = −0.375, t
′
f = t
′′
f =
−0.525tf − 0.015.
two successive topological transitions between AF phases: an
AFTI-nAFI transition at V = 1.941 and a following nAFI-
AFTI transition at V = 1.826. At these two topological tran-
sitions, the bulk gap is closed, while at the magnetic transition,
bulk gap persists. When further reducing V after nAFI-AFTI
transition, bulk gap increases then decreases rapidly to gener-
ate an insulator-metal transition at V = 1.707, and the metal-
lic AF state is similar to the AF states proposed in Ref. 34,45.
Phase diagram summarizing the magnetic transitions, topo-
logical transitions and insulator-metal transition are shown in
Fig. 11.
To see explicitly what happens during the topological tran-
sition between AFTI and nAFI, we depicted the bulk and sur-
face dispersions of the two phases on both sides of this tran-
sition in Figs. 7(c)-(f). We find that AFTI-nAFI transition is
accompanied by closing of bulk gap at Γ and equivalent R
points. On AFTI side of this transition (Figs. 7(c) and (d)),
δ′m = 1 at Γ, while at three X points, δ
′
m = −1, inducing
a topological index ν′ = 1. By closing and reopening of the
bulk gap at Γ (and R) during AFTI-nAFI transition, in nAFI
phase, δ′m is shifted to −1 at Γ and remains −1 at X , lead-
ing to ν′ = 0. So gap-closing during AFTI-nAFI transition
causes a parity inversion at Γ, shifts the topological index,
consequently leads to the vanishing of Dirac cones at Γ¯ and
M¯ in nAFI.
In this work, the nAFI-AFTI topological transition is
achieved by special setting and variation of some model pa-
rameters. When applying pressure to real TKI materials, the
variation of model parameters can be quite complicated to
track, so whether such nAFI-AFTI topological transition is
realizable deserves further first-principle calculations and ex-
perimental verification. Besides, quantum phase transitions
between topological trivial and nontrivial AF phases and the
metal-insulator transition in other system have been reported
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TABLE III: Comparison between our work and some similar works on TKI.
Group Model Hopping Parameter regime Solving method Symmetry Phases Transitions
Present authors
(2018)
T-PAMa
NN, NNN,
NNNN
Half-filling,
infinite U ,
insulating
Slave boson S symmetry
STI, WTI, nKI,
AFTI, nAFI
Among TIs
c,
magnetic transition,
AFTI-nAFI
Peters et al.
(2018)46
T-PAMa
NN, NNN,
NNNN
Off half-filling,
large U
DMFT
Reflection
symmetry of
cubic lattice
FM, chiral surface
states
Magnetic transition
Chang & Chen
(2018)34
- - Small U , metallic First-principle S symmetry Topological AF
Pressure-induced
magnetism
Legner et al.
(2014)16
T-PAMa
NN, NNN,
NNNN
Finite U ,
insulating
Slave boson TRS STI, WTI, nKI Among TIs
c
Tran el al.
(2012)15
T-PAMb NN
Infinite U ,
insulating
Slave boson TRS STI, WTI, nKI Among TIs
c
aThe simplified T-PAM, see Eq. (1).
bThe T-PAM with s and f orbits.
cTopological transitions among STI, WTI and nKI, including STI-WTI,
WTI-nKI and STI-nKI transitions.
in literature.40,55
VII. CONCLUSION AND DISCUSSION
In conclusion, we have verified a novel topologically pro-
tected AFTI phase in 3D TKI, and realized a topological tran-
sition between AFTI and nAFI, for the first time. We have
performed an extended slave-boson mean-field solution of 3D
TKImodeling by the half-filled periodic Andersonmodel with
spin-orbit coupled d-f hybridization in large U limit. In a
wide parameter region, we have found second-order transi-
tions from TI phases to AF phases. Although time-reversal
symmetry Θ is broken, the AF phases preserve the symmetry
under combined operation S = ΘTD, in which a translation
by vector D flips the magnetization at all sites. S operator
is antiunitary and squares to minus at four out of eight high-
symmetry points in MBZ, leading to Kramers degeneracy at
these momenta. The Kramers degeneracy at four KDM and
the inverse symmetry of AF result in a new type of Z2 clas-
sification for AF states by invariant ν′ calculated by product
of parities at four KDM, and ν′ is in analogy to the STI in-
dex ν0. By applyingZ2 classification to the slave-boson solu-
tions of AF states, we found two topologically distinguishable
AF phases in different parameter regions, one is AFTI with
topologically protected gapless Dirac cones around Γ¯ and M¯
on (001) surface, exhibiting helical spin texture; the other is
nAFI with trivial surface states, and the magnetic transition
occurs either between AFTI and STIΓ¯X¯ , or between nAFI and
WTIX¯ . Under special variations of model parameters, we ob-
served a topological transition between nAFI and AFTI driv-
ing by closing of bulk gap, and an insulator-metal transition
inside AF phases. The magnetic transitions, the topological
transition between nAFI and AFTI, and the topological tran-
sitions between TI phases have been summarized in a global
phase diagram. We should emphasize that our derived AFTI
in 3D TKI is an insulator with full bulk gap, distinct from the
AF phases with metallic bulk previously reported in SmB6
and GdBiPt by other authors.34,45
In this paper, we have so far discussed an AF structure
which is staggered between adjacent sites. Actually, other AF
configurations have also been discussed in literature, e.g., the
so-called A-AF state which is staggered along one axis.34 We
have pointed out that as long as an insulating AF phase pos-
sesses a translation by a certain lattice vector which flips the
magnetization at all sites, plus it has an inversion center, then
this AF state can be classified by the Z2 invariant calculated
by the parities at four KDM in its MBZ. Under these condi-
tions, we can always reach the conclusion that if an insulat-
ing AF phase evolves from STI, it is an AFTI; while it arises
from WTI, it is nAFI, regardless of the detailed AF config-
urations. Therefore, once an insulating A-AF state emerges
(in different parameter regions from our work), it can also be
classified through our scheme. The present topological clas-
sification for AF states is based on the S-symmetry, actually,
for AF states possess other symmetry, e.g., mirror symmetry
or reflection symmetry, AF states can be classified by differ-
ent algebras.46,55 In Tab. III, we present a brief description
of some related works on TKI in literature and compare them
with our work.
Our slab-simulations have used an uniform solution of
the mean-filed parameters, which may actually vary near
the surface and may cause interesting effects such as sur-
face Kondo breakdown and light surface states.48,56,57 Surface
Kondo breakdown or decoupling between d-f electrons on
surface (and consequently location of f electrons or nf→ 1)
is ascribed to b→ 0 or vanishing of effective Kondo hy-
bridization on surface of TKI.48 In our algebra, using Z =√
2(1− nf)/(2− nf), one can see that nf→ 1 on surface
leads naturally to vanishing of effective hybridization V Z ,
in this sense, Z is analogous to b, therefore, surface Kondo
breakdown can also be treated by K-R method. How the AF
states behave near surface and whether surface Kondo break-
down takes place in AF phases and the consequence to the
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surface dispersions, remains an open issue. We look forward
to obtain the surface dispersions using depth-dependent solu-
tions, to deeply investigate the surfaces states in AFTI. The
widely used slave-boson approach has provided a rather sat-
isfactory description of TKI in terms of topology and topo-
logical transitions. The limitation of this mean-filed approach
lies in low efficiency to describe the dynamic behaviors such
as Kondo resonance, Kondo screening and spin or charge cor-
relations, which may require more rigorous methods such as
Monte Carlo simulation.19
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A. THE SADDLE-POINT EQUATIONS FOR AF PHASES
Here we discuss the equations for saddle point solution of
AF phase based on the mean-field Hamiltonian Eq. (6). Since
the Hamiltonian matrix Hk (Eq. (7)) has no analytical ex-
pression for its eigenvalues, we have to solve it numerically to
get the unitary transformation matrix Uk which diagonalize
Hk: U
†
k
HkUk = Λk, or Ψ
†
k
HkΨk = Φ
†
k
ΛkΦk, where Λk
is a diagonal matrix with the eigenvalues E
(i)
k
(i = 1, ..., 8)
as its diagonal elements, Φ†
k
is the eight-component creation
operator for elementary excitations. Now we can calculate the
ground-state expectation values for quadratic combinations of
d and f operators (n,m = 1, ..., 8):
〈nm〉k ≡〈(Ψ
†
k
)n(Ψk)m〉
=〈
∑
i
(Φ†
k
)i(Uk)
∗
ni
∑
j
(Uk)mj(Φk)j〉
=
8∑
i=1
(Uk)
∗
ni(Uk)miΘ(−E
(i)
k
). (22)
Using these expectation values 〈nm〉k which can be extracted
from numerical diagonalization, we can write the free energy
F as the expectation value of the Hamiltonian Eq. (6):
F = N(hmf − ηnf ) +
∑
k∈MBZ
(Hk)nm〈nm〉k, (23)
then derive the saddle-point equations of the mean-field pa-
rameters nf , mf , h, η and chemical potential µ from knowl-
edge of the elements of Hk. For example, the equation from
∂F/∂h = 0 is derived as
mf −
1
N
∑
k∈MBZ
(〈55〉k + 〈88〉k − 〈66〉k − 〈77〉k) = 0,
(24)
the equation from ∂F/∂η = 0 is
nf −
1
N
∑
k∈MBZ
(〈55〉k + 〈66〉k + 〈77〉k + 〈88〉k) = 0,
(25)
and equation from ∂F/∂µ = −nt is
nt −
1
N
∑
k∈MBZ
8∑
i=1
〈ii〉k = 0. (26)
The other two equations corresponding to ∂F/∂nf = 0 and
∂F/∂mf = 0 have much complex expressions. In this paper,
we restrict the discussion to nt = 2.
B. THE SADDLE-POINT EQUATIONS FOR PM PHASES
For PM phase, the Hamiltonian matrix Eq. (13) can be eas-
ily diagonalized analytically, leading to the expression for dis-
persions E±
k
and ground-state energy EPMg in and above Eq.
(15). Then the saddle-point equations can be derived by min-
imizing of EPMg with respect to nf , µ and η, to obtain
nt =
2
N
∑
k,±
Θ(−E±
k
)
nf =
1
N
∑
k,±
Θ(−E±
k
)[1∓
ǫd
k
− ǫ˜f
k√
(ǫd
k
− ǫ˜f
k
)2 + 4V 2Z2S2
k
]
η =
2Z
N
∂Z
∂nf
∑
k,±
Θ(−E±
k
)[ǫf
k
±
2V 2S2
k
− ǫf
k
(ǫd
k
− ǫ˜f
k
)√
(ǫd
k
− ǫ˜f
k
)2 + 4V 2Z2S2
k
],
(27)
in which
∂Z
∂nf
=
√
1− nf
2(2− nf )3
−
1√
2(2− nf )(1 − nf )
. (28)
The self-consistent equations of AF and PM phases should be
solved by numerical iteration.
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