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Abst rac t - -Seven  types of Chebyshev-like grids in one dimension are compared according to four 
different criteria for accuracy. The grid which minimizes the Lebesgue constant is the best because it
performs fairly well by all four criteria. For the same reason, minimizing the Lebesgue constant seems 
to be the most useful measure of optimality because grids that are good according to this criterion are 
good when measured by other criteria, too. CFM-optimality, which is the property that all cardinal 
functions (Lagrange fundamental polynomials) have maxima t the interpolation points, seems to be 
the least-discriminating criterion because all seven grids generate cardinal functions that have maxima 
at or very near the interpolation points. The difference between these grids on all four criteria, always 
less than a factor of two and usually much smaller, are sufficiently modest so that the final choice 
between grids should probably not be made because of accuracy, but rather based on other criteria 
such as ease-of-programming, analytical simplicity, conformality with other approximations, and 
timestep in applications to partial differential equations. To explore such nonaccuracy issues, we also 
compared six of the grids on the basis of maximum allowed timestep when the grid is used to discretize 
the spatial coordinate and an explicit scheme is used for time-marching. The Lebesgue-optimal grid is 
also nearly optimal in the sense of allowing the longest imestep. With a pseudospectral (collocation) 
algorithm, the Lebesgue grid allows a timestep three-halves a long as that of the Legendre-Lobatto 
spectral element method. (~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords - -Lagrange  interpolation, Fekete grid, Lebesgue constants, Spectral element. 
1. INTRODUCTION 
What choice of grid points is best for interpolation on the interval? The triangle? The tetrahe- 
dron? Although the mechanics of interpolation on the interval was well understood by Lagrange 
more than two centuries ago, the controversy about which points are optimum still rages. Chen 
and Babu~ka [1-3] recommend the Lebesgue-optimal points for the interval [4], but retreat o 
Erdbs-optimal grids for the triangle and tetrahedron, which are easier to compute. In contrast, 
Bos [5] and Wingate and Taylor [6-8] advocate Fekete-optimal (VDM-optimal) grids for the tri- 
angle. To exploit the computational efficiency of tensor product transformations, Sherwin and 
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Karniadakis [9-12] and Wingate and Boyd [13] use a different, noninterpolating al orithm for the 
triangle with roughly twice as many grid points as polynomial degrees-of-freedom. KirAlyfalvi 
and Szab6 [14] use Erd6s-optimal grids for both the quadrilateral nd the triangle so that ele- 
ments of different geometric type can be mixed conformally. Hesthaven [15] has compared several 
grids on the interval, but compared them only by a single criterion of optimality. 
In this note, we pursue the modest goal of comparing various grids on the interval according 
to these multiple standards of "optimality". At the end, we shall make a few comments about 
the implications of our findings for the triangle and tetrahedron. 
The quest for an optimal set of grid points for polynomial interpolation on the interval has 
been greatly complicated by the fact that there are many different measures of "optimal". One 
of these is defined in terms of the "Cauchy error factor" 
N 
- H (x - 
k=l  
(1) 
Cauchy proved that, denoting the N-point interpolating polynomial of degree (N-  1) by LN_ 1 (x), 
f(N)(~) W(X), (2) 
f(x) - LN-I(x) = N! 
where f is the function being interpolated, f(g) is its N th derivative, and ~ is some point on 
the interval spanned by the grid points and x. Since the only part of this error which can be 
manipulated by the choice of grid points is ~(x), the goal of "Cauchy optimality" is to minimize w. 
The other measures depend upon the set of polynomials Cj (x) which are one at the j th  grid 
point and zero at all the others, known variously as the "Lagrange polynomials", fundamental 
polynomials of Lagrange interpolation", cardinal basis", or the term that we shall use, the 
"cardinal functions": 
N 
H (x -  xk) 
CAx)  = k=l,k¢  N = (X- , , (3) xj)  (xj) 
1-I - xk) 
k=l,  k¢j 
where w' is the first derivative of w with respect o x. 
In functional analysis, the optimal grid is that which minimizes the so-called Lebesgue constant 
defined below. Because the "Lebesgue optimal" grid is difficult both numerically and theoretically, 
two related criteria, Erd6s optimality and Fej6r optimality, have been widely used as proxies or 
substitutes. Because of their close relationship with the Lebesgue criterion, we shall define Erd6s 
and Fej6r criteria below, but not otherwise discuss them. 
The cardinal function Ca(x ) decays rapidly as Ix - x31 increases. Yet another measure of 
optimality is that each cardinal function should be a maximum at x = xj, which will be dubbed 
CFM optimality ("Cardinal-Function-Maximizing"). 
In terms of a fixed spatial basis {¢j(x)}, j = 1,. . . ,  N, the computation of the interpolant of 
an arbitrary function requires the inversion of the generalized Vandermonde matrix defined by 
~D.M~j =¢j(xi) ,  i= l ,2 , . . . ,N ,  j= I ,2 , . . . ,N ,  (4) 
Fekete [16] argued that a grid which maximized the determinant of this matrix (for a fixed Cj) 
would be nearly optimal. Such Vandermonde-maximizing grids are often called "Fekete" grids, 
but this term is sometimes more loosely applied to grids that are minima of electrostatic repulsion 
of point charges at the grid point [6]. Bos [5] and Chen and Babu~ka [1-3] simply refer to this 
grid with the subscript "VDM", so we shall refer to this grid as VDM-optimal. Bos [5] has 
advocated VDM-optimal grids for simplexes in one or more dimensions; he showed that the grids 
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can be computed by choosing a fixed basis and then maximizing the corresponding Vandermonde 
determinant as the grid points are varied, which is a fairly straightforward numerical procedure. 
In this article, we shall concentrate on these most fundamental measures of optimality: Cauchy, 
Lebesgue, CFM, and VDM. For completeness, we list six definitions below. 
DEFINITION 1.1 CAUCHY OPTIMALITY. Minimize 
~N ---- 2N-1 max ]W(X)[, (5) 
xE[-1,1l 
where 2 N-I  is a scaling factor chosen so that ~N --= 1 for all N for the Chebyshev-interior grid, 
which is the best possible choice of points for this optimality criterion. 
DEFINITION 1.2 LEBESGUE OPTIMALITY. Minimize the Lebesgue constant 
N 
max j~l ICj(x)l" AN -- x6[-1,11 "= (6) 
DEFINITION 1.3 CFM ("CARDINAL-FUNCTION-MINIMIZING") OPTIMALITY. Minimize 
CFMN- - - Iax{  max ,Cj(x),}. 
j xe[-1,1] 
(7) 
DEFINITION 1.4 VDM ("VANDERMONDE-DETERMINANT-MAXIMIZING") OPTIMALITY. Maxi- 
mize 
])N ~ DETERMINANT (VDM) (8) 
for a fixed basis {¢j } but varying grid point {xi} where ~)DA/[ is the Vandermonde matrix defined 
by equation (4) above. 
DEFINITION 1.5 FEJI~R OPTIMALITY. Minimize the L~ norm of the sum of the squares of the 
cardinal functions: 
N 
FN =- max E(Cj(x)) 2. (9) 
xe[-1,q j=l 
DEFINITION 1.6 ERD(~S OPTIMALITY. Minimize the L2 norm of the integral of the squares of 
the cardinal functions: 
1 N 
=- f E(Cj(x))2. (10) EN 1 - j= l  
In this article, we compute the first four of these optimality measures for seven representative 
sets of grid points. The "Chebyshev-interior" grid consists of the roots of the Chebyshev polyno- 
mial TN(x), which all lie on the interior of the interval x E [-1, 1]; Chebyshev proved that this 
is the Cauchy-optimal grid. 
The second, third, and fourth grids are Lobatto grids for Gegenbauer polynomials. The "Lo- 
batto" points are those which appear in a Gauss-Lobatto quadrature formula and consist of the 
endpoints x = +1 plus the interior extrema of the Gegenbauer polynomial of degree (N - 1). 
The Gegenbauer polynomials are the set of polynomials orthogonat with respect o the weight 
function w(x) - (1 - x2) ~. The "Chebyshev-Lobatto" grid has a = -1 /2 ,  which yields the 
usual Chebyshev polynomials. The "Legendre-Lobatto" grid has a = 0, which gives the Le- 
gendre polynomials. Lastly, we also tried a = 1/2, which gives the Lobatto grid for Chebyshev 
polynomials of the second kind. Empirically, this grid seems to be closest, among the family of 
Gegenbauer-Lobatto grids, to the set of points which are Lebesgue-optimal. 
Chen and Babu~ka [1-3] numerically computed the "Lebesgue-optimar' nd "ErdSs-optimal" 
grids for up to twenty points. These will be our fifth and sixth sets of grid points. 
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Lastly, we also try the "expanded-Chebyshev" gridproposed by Brutman [17], which is the 
Chebyshev-interior grid stretched by a linear mapping so that the endpoints are moved to +1: 
cos ((2k - 1)lr/(2N)) 
Xk (expanded-Chebyshev) - cos(Tr/(2N)) ' k = 1,2, . . . ,N.  (11) 
Empirically, this is a very good approximation to the Lebesgue-optimal grid points, which are 
not; known analytically. 
The "Legendre-Lobatto" grid is CFM-optimal, VDM-optimal, and Fej~r-optimal [18]. The jth 
cardinal function can be expressed in terms of the Vandermonde determinant as[6] 
Cj (x) = determinant (VDM(xh x2,. . . ,  xj = x , . . . ,  XN)) 
determinant (VDM(xl ,x2, . . . ,x j , . . . ,xg))  ' 
(12) 
where the notation means that the xj is replaced by the coordinate x in the Vandermonde 
matrix in the numerator. From this, it follows that a VDM-optimal grid is also CFM-optimal 
in the sense that the jth cardinal function has its maximum of one at xj for each j. (This 
property generalizes from the interval to approximation i  squares, triangles, and general regions 
in higher dimensions.) However, CFM-optimality does not necessarily imply VDM-optimality 
because there could be multiple sets of points which are all Cardinal-Function-Minimizing, but 
have different Vandermonde determinants. On the interval, however, [18] proved that the VDM- 
optimal grid is the Legendre-Lobatto grid. Bos (to be published) has recently shown that a 
tensor product Legendre-Lobatto grid on the square is VDM-optimal. For grids on a triangular 
region in a two-dimensional space, however, there are multiple CFM-optimal grids that are not 
all VDM-optimal. 
The most obvious choice of grid is evenly-spaced, but it has been known since the turn-of- 
the-century that this is a horrible choice. The Lebesgue constants rise exponentially rather than 
logarithmically with N and the interpolation generally diverges [19,20]. 
The seven grids that we shall consider are all "Chebyshev-like" in the sense that all have grid 
points clustered near the ends of the interval at x = +1 with a nearest-neighbor separation ear 
the boundaries proportional to 1IN 2, rather than to 1IN as for an evenly spaced grid. It is 
the subtle differences in performance within the family of "Chebyshev-like" grids that are the 
source of the continuing controversy, not the huge difference between a Chebyshev grid and an 
evenly-spaced grid. 
Unfortunately, Chebyshev-like grids, when applied to spatial coordinates of a time-dependent 
partial differential equation, lead to "stiff" systems of ordinary differential equations in time. 
Another measure of "optimal" is: Which grid allows the longest imestep? In Section 6, we 
compare grids according to timestep optimality. 
2. CAUCHY OPT IMAL ITY  
Figure 1 compares the Cauchy optimality, defined by equation (5) as the Lc~ norm of the error 
factor w(x) = 1-Ig=l(x - xk), for the seven grids. The Chebyshev-interior grid, that is, the roots 
of Tg(x) ,  is the best with [-~N ---- 1 for all N. The Chebyshev-Lobatto grid is twice as bad with 
[-~g asymptoting to 2 as N --* c~. The Legendre-Lobatto (Fekete) grid is not too good either, 
with its Cauchy optimality asymptoting to roughly v~. The Erdos-optimal grid is somewhat 
better, the Chebshev-Lobatto-of-theosecond-kind is better still. 
Strikingly, the expanded-Chebyshev grid and the Lebesgue-optimal grid, which are almost 
superimposed on top of one another on the graph, seem to be asymptoting to one from above. 
Even for N = 10, the Cauchy optimality for these grids is no worse than 1.15. The conclusion is
that Cauchy-optimality and Lebesgue-optimality are not mutually incompatible. Instead, the grid 
which is optimal in terms of miniming the Lebesgue constant (thick solid curve) is almost optimal 
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Figure 11 The Cauchy optimality function ~N - -  llw(=)lloo for various grids and dif- 
ferent numbers N of interpolation points. The thick curve is the Lebesgue-optimal 
curve; it almost indistinguishable from the expanded-Chebyshev grid. The thin dot- 
ted curve at the bottom is the Chebyshev-interior grid, for which ~N = 1 for all N. 
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Figure 2. Lebesgue optimality, divided by the smallest possible Lebesgue constant 
for a given N, for seven different grids. The scaled Lebesgue optimality is identi- 
cally equal to one (thick horizontal line) for the Lebesgue-optimal grid; the unscaled 
Lebesgue constants (not shown) grow proportional to (2/Tr) log(N) [19]. The Le- 
gendre grid is also the VDM-optimal grid and the Fekete grid. 
in terms of minimizing the error in Canchy's Theorem, too. The expanded-Chebyshev grid has 
the same virtues combined with the added blessing of an analytic formula for the gridpoints. 
3. LEBESGUE OPT IMAL ITY  
Brutman [19] has dubbed Lebesgue-optimality the "functional analysis" criterion because the 
Lebesgue constant is the Loo norm of the interpolation operator. The two standard Chebyshev 
grids, so widely used in numerical analysis, are mediocre in the sense that their Lebesgue constants 
are about 25% larger than the best possible. The VDM-optimM grid, however, is only about 5% 
above the optimum. The expanded-Chebyshev grid is barely 1% above the values of the true 
Lebesgue-optimal grid, whose points can only be found numerically by a nonlinear programming 
method [4]; Brutman [17] proves that the scaled Lebesgue constants for the expanded-Chebyshev 
grid can exceed one by no more than 0.127/log(N) for moderate and large N. 
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It follows that in terms of Lebesgue constants, one pays only a slight price by using the 
Legendre-Lobatto (Fekete/VDM-optimal) or Chebyshev-of-the-second-kind-Lobatto. The ex- 
panded-Chebyshev grid is so good that it hardly seems worth the bother of copying the true 
Lebesgue-optimal grid points from Chen and Babu~ka [3]. 
4. CARDINAL-FUNCTION-MIN IMIZ ING (CFM)  OPT IMAL ITY  
Figure 3 compares the CFM optimality for six of our seven grids. The Chebyshev-interior 
grid, which is the only grid that does not include x = 4-1, is not shown because the cardinal 
functions associated with the two points nearest the endpoints rise to approximately 1.27, roughly 
independent of N, at x = 5=1. However, the maxima of all the other cardinal functions for all N 
are 1.04 or smaller, comparable with the CFM-optimality of the other six grids. 
The most remarl~ble feature of the graph is how little the CFM-optimality varies from one 
grid to another. The Chebyshev-of-the-second-kind-Lobatto grid, which is the worst of the six 
illustrated, still has cardinal function maxima no worse than 1.033 versus the best possible of 1. 
The Lebesgue-optimal grid has cardinal function maxima no larger than 1.015. 
CFM optimality is not a very discriminating criterion. Six of the seven grids tested here are 
very close to optimal. The one that is not, the Chebyshev-interior grid, is the best in terms of 
Cauchy-optimality and has been successfully used in literally hundreds of papers over the last 
half-century. The fact that two of its cardinal functions rise steeply towards x = +1 seems to be 
quite irrelevant to the good performance of this set of grid points. 
Still, the CFM-optimal grid, alias the Fekete grid, has been used successfully in a wide range of 
spectral element calculations because it is also the Legendre-Lobatto grid, which arises naturally 
in a variational formulation of boundary value problems. We have already seen in the previous 
two sections that the Legendre-Lobatto grid gives Lebesgue constants no more than 5% worse 
than the best possible. It is significantly inferior to other grids in terms of Canchy-optimality 
with the second worst score  ~-~g ~ 1.41. However, the rapid convergence of spectral element 
approximations with increasing N implies that this difference would be hard to observe in head- 
to-head comparisons with other grids for solving differential equations. 
Cardinal-Function Minimizing (CFM) Optimality 
2d Kind Chebyshev-Lobatto 
t 
i 
,' Chebyshev-Lobatto 
,' ............ Expanded-Cheby..s~. 
/ , , . , "  ~ .=== . . . . . . . . . . .  - -  
S o~ ~ - "  
staRt-minimizing 
Erdos-optimal 
~ Fekete 
1'0 1'5 20 
Number of Interpolation Points 
1.035 
1.03 
1.025 
1.02 
1.015 
1.01 
1.005 
Figure 3. The CFM optimality (maximum of the cardinal functions) for various grids 
and N. The thick solid curve is the Lebesgue-optimal grid. The CFM-optimal grid, 
which is the Legendre-Lobatto grid, always has a CFM-optimality of one. 
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Figure 4. VDM (Fekete) optimality. The plotted quantity is the inverse of the ab- 
solute value value of the Vandermonde determinant after scaling by the determinant 
for the Legendre-Lobatto grid. (The reciprocal of det(V/3.~) is graphed, instead 
of the determinant itself, so that the higher the curve on the plot, the worse the 
performance of the grid, as for the previous three graphs.) After being scaled by it- 
self, the Legendre-Lobatto grid always has a reciprocal-VDM optimality of one. The 
CFM-optimality for the Chebyshev-roots grid is not shown because it ranges from 
1.6 to 2.04 for the plotted range of interpolation points, well above the upper limit 
of the axis. 
5. VANDERMONDE-MATRIX-DETERMINANT-MAXIMIZ ING 
(VDM)  OPT IMAL ITY  
Figure 4 shows that the relative performance of the grids according to VDM (alias, Fekete) 
optimality is very similar to CFM-optimality except that the roles of the Chebyshev-roots and 
Chebyshev-Lobatto grids, which are the worst pair in both cases, have changed places. The 
similarity of Figures 3 and 4 is not surprising since the same grid, the Legendre-Lobatto points, 
are optimal according to the both CFM and VDM criteria. 
The rise in det(V:DA4) with N for the Lebesgue grid, which is preferred by functional analysis, 
suggests that VDM-optimality is not merely indiscriminate, but actually misleading. 
6. T IMESTEP  OPT IMAL ITY  
The length of the maximum stable timestep is an important issue in solving time-dependent 
partial differential equations. Unfortunately, for polynomial pseudospectral methods, the eigen- 
values of the derivatives matrices have largest eigenvalues which are O(N 2) for the first derivative 
and O(N 4) for the second derivative, versus O(N) and O(N 2) for a finite difference method of low, 
fixed order on an evenly-spaced grid. For discretizing the spatial dependence of time-dependent 
partial differential equations, these large, spurious eigenvalues of the differentiation matrices 
imply that spectral and spectral element methods are notoriously "stiff", that is, require a short 
timestep for an explicit time-marching algorithm, or alternatively, the additional complications 
and expense of an implicit time-integration scheme. 
This motivates another definition of optimality. 
DEFINITION 2. The "timestep optimality" of a grid is inversely proportional to the largest mag- 
nitude of the eigenvalues of its differentiation matrix. 
The diffusion equation in one dimension with homogeneous Dirichlet boundary conditions is a 
simple example: 
ut = uxx, u( -1 )  = u(1) ---- 0, (13) 
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where the subscripts denote differentiation with respect o the coordinate. For any grid which 
includes the endpoints -t-l, spectral discretizations approximate he solution as 
N-1  
u(x,t) = uj(t)cj(x),  
j=2 
(14) 
where the boundary conditions are imposed by simply omitting the cardinal functions corre- 
sponding to the endpoints. (The pseudospectral discretization using the Chebyshev-interior grid 
is slightly more complicated because the boundary conditions have to be imposed separately, so 
in this section, we shall omit this grid.) 
Two different discretizations are popular. The "pseudospectral" or "collocation" method e- 
mands that the residual of the differential equation should be zero at each of the (N - 2) interior 
points, which gives 
gt =/~(pseudo)g, (15) 
where ~7 is a column vector containing the time-dependent values of u at the interior spatial grid 
points, uj(t), and/9 is an (N - 2) x (N - 2) square matrix whose elements are 
D(pseudo) d2Cj+ l 
ij - dx 2 (xi+l), i= l ,  . . . , (N -2) ,  j= I , . . . , (N -2) .  (16) 
The alternative discretization, which is variously called the "h-p/finite lement" or "spectral 
element" method, employs a variational formalism: The integral of the residual function, mul- 
tiplied by a set of test functions, must be equal to zero. The integral of the test function with 
the second derivative is always integrated-by-parts to be become the negative of the integral of 
the first derivative of the test function with first derivative of the solution. In the early days of 
finite elements, it was customary to perform the integrals exactly, but this has the unpleasant 
consequence that the matrix multiplying the time derivative is no longer the identity matrix, as 
for collocation, but a matrix that must be factored and then backsolved at every timestep. Today 
it is usual to sidestep this problem by 
(i) employing a cardinal function basis and 
(ii) replacing the exact integral by an N-point quadrature of the form 
1 N 
f f(x) dx ~-~wj f (x j ) ,  
1 j= l  
(17) 
where the quadrature weights are given by 
S 
1 
wj - Cj(x) dx, (18) 
1 
so that one is simply approximating the integrand by its interpolant in the form of a car- 
dinal function series and then integrating term-by-term. The '~ariational" approximation 
becomes 
Ut ---~ ~(stiff)?~, (10) 
where the elements of the "stiffness" matrix are 
N 
D(stiff) 1 ~ dCi+l  . . dC j+ l  . . 
i j  ~-- Wi k~=lWkT(Xk)TtXk},= i= l , . . . (N -2) ,  j= I , . . . (N -2) .  (20) 
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(Actually, the matrix on the right-hand side of the diffusion equation is the usual stiffness matrix 
divided by the inverse of the diagonal mass matrix, but this minor abuse of the usual finite 
element erminology is convenient because what we call the "stiffness matrix" is what must be 
compared with the pseudospectral matrix.) 
For the Legendre-Lobatto (Fekete) grid, the stiffness and pseudospectral matrices are identical. 
For the other grids, these matrices are different, and there are thus, two slightly different measures 
of timestep optimality for each grid, depending on which spatial discretization we choose. 
For either the pseudospectral or spectral element formalism, if the initial condition is propor- 
tional to an eigenvector f/9, then the system of ordinary differential equations in time collapses 
to the single differential equation 
da 
d---~ = Aa, (21) 
where a(t) is the amplitude of the eigenfunction and A is the eigenvalue. An explicit ime-marching 
scheme for equation (21) will become unstable when the timestep At satisfies the inequality 
constant 
~t  > - - - -5~'  (22) 
where the constant is an O(1) number that depends only the algorithm (third-order Runge-Kutta 
versus second-order Adams-Bashforth, etc.). The maximum timestep for the system of ordinary 
differential equations in time is inversely proportional to the largest eigenvalue (in magnitude) of 
the differential equation. 
All this is standard stability theory; with apologies for glossing over some technicalities, we 
refer the reader to [20-22] for a more complete treatment. The important point is that timestep 
optimality is inversely proportional to the eigenvalues of the differentiation matrix. For more 
complicated problems, this matrix will a combination of first and second derivatives with partial 
derivatives, etc. However, the basic concept can be adequately illustrated by simply comput- 
ing the eigenvalues of the second derivative matr ix /9  for various grids. Canuto et al. [22, p. 
100] show that the largest Chebyshev-Lobatto and Legendre-Lobatto eigenvalues are asymptoti- 
cally proportional to 0.047N 4 and 0.026N 4, but results for other grids have not been previously 
published. 
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Figure 5. Maximum eigenvalues of the pseudospectral and stiffness matrices with 
Dirichlet boundary conditions for the Lebesgue-optimal and Legendre-Lobatto (Fe- 
kete-optimal) grids, all scaled by dividing by the fourth power of the number of in- 
terpolation points. Smaller is better in the sense of allowing a longer stable timestep 
for explicit ime-integration. The Legendre-Lobatto stiffness and pseudospectral ma- 
trices have identical elements for this case, so only a single curve is shown for this 
grid. 
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Figure 6. Ratio of the maximum eigenvalue of the stiffness or pseudospectral ma- 
trix for the Legendre-Lobatto grid, which is CFM-optimal, Fekete-optimal, nd 
VDM-optimal to that for the pseudospectral matrix of the second erivative on the 
Lebesgue-optimal grid. 
Figure 5 shows the largest eigenvalues for the Lebesgue-optimal and Legendre-Lobatto grids. 
We have restricted the graph to just these two sets of points because 
(i) the curves for the expanded-Chebshev grid are almost indistinguishable from the Lebesgue 
grid, 
(ii) the curves for the Chebyshev-of-the-second-kind-Lobatto are cl se to the Lebesgue curves, 
too, and 
(iii) the Erdos grid is intermediate between the Lebesgue and Legendre-Lobatto in grid point 
locations and also in timestep optimality. 
The Lobatto grid for the ordinary Chebyshev polynomials i quite bad as already found by Canuto 
et al. [22]. 
The clear winner is the pseudospectral Lebesgue-optimal discretization. Figure 6 shows the 
ratio of the maximum eigenvalue for the VDM-optimal/Legendre-Lobatto gridto the Lebesgue- 
optimal grid. For small N, there is little difference. When 20 grid points are used, however, the 
Lebesgue-optimal grid allows a maximum stable timestep half again as large as for the standard 
Legendre-Lobatto grid--and it is superior in both Cauchy-optimality and Lebesgue-optimality! 
Remarkably, however, the stiffness matrix for the Lebesgue-grid mposes a timestep limit no- 
ticeably more severe than for the Legendre-Lobatto grid. Perhaps this is not too surprising in the 
sense that the Legendre-Lobatto grid gives a Gaussian quadrature formula for integration, and 
thus, does especially well in the variational formalism, which employs integration and integration- 
by-parts. Why, however, does the Lebesgue grid (in the pseudospectral discretization) do so well 
compared to other grids? 
Heuristically, the stability limit for both wave equations and diffusion equations is that the 
maximum stable timestep is proportional to and of the same magnitude as the length of time 
required to propagate or diffuse from one grid point to the next. This is unfortunately a very 
short time when the grid points are clustered ensely near ±1, as true of all the grids here. The 
Lebesgue grid allows a longer timestep because the clustering of points near the boundary is not 
as extreme as for the Legendre-Lobatto grid. 
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Figure 7. The Cauchy factor w(x) for three grids. Thin solid line: Chebyshev- 
Lobatto grid (ordinary Chebyshev polynomials). Dashed curve: Legendre-Lobatto 
(VDM-optimal; Fekete grid). Thick solid line: Lebesgue-optimal. The grid points 
nearest the endpoint, which control the timestep limit, are marked by symbols near 
the right edge of the graph. Disk: Lebesgue. Diamond: Legendre-Lobatto. X: 
Chebyshev-Lobatto. 
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Figure 8. Relative errors in the eigenvalues of the second derivative operator with 
Dirichlet boundary conditions as approximated by the Legendre-Lobatto grid [solid 
curve with disks] (either pseudospectral or spectral element, which give the same 
discretization matrix) and by the Lebesgue grid with a pseudospectral algorithm 
(solid line) or the spectral element stiffness method (dashed). 
F igure 7 compares the Cauchy factor w(x) for three different grids. The grid points are the 
roots of the corresponding w. The Lebesgue grid is the best of the three in the Cauchy-opt imal  
sense because it varies most uniformly over the interval. I t  is also the best for t imestep-opt imal i ty  
because the grid point  nearest x = 1 (i. e., the root of w(x) nearest x = 1, marked by the filled 
disk) is much farther from the endpoint  han the corresponding axis-crossing points for the other  
grids. The Chebyshev-of - the-second-k ind-Lobatto and expanded-Chebyshev w are not shown 
because these are almost indist inguishable on the scale of the graph from the Lebesgue-opt imal  
grid, and therefore, share its virtues. It  is terr ib ly  ironic that  the Legendre-Lobatto  grids, which 
are inferior in both  Cauchy-opt imal i ty  and in the max imum allowed t imestep,  have been used 
a lmost  exclusively in spectral  elements unti l  now [23,24]. 
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The Legendre-Lobatto grid has become so ubiquitous in part because the variational formal- 
ism is convenient for proving convergence theorems. Another important issue is: how do these 
grids compare in accuracy for solving differential equations, as opposed to interpolation? The 
eigenvalues of the second derivative with Dirichlet boundary conditions on x E [-1, 1] are given 
exactly by 
7r 2 
)~e×act = .~.j2, j = 1, 2, . . . ,  (23) 
where j is the mode number. Figure 8 shows the approximation f these eigenvalues by various 
grids and algorithms. As with any eigenvalue approximation, only about (N/2) to (2 N/3) 
eigenvalues are accurately approximated by a discretization with N points where the cutoff 
between "good" and "bad" eigenvalues depends on the user's choice of error tolerance. The 
Legendre-Lobatto spectral element method is much better than the Lebesgue pseudospectral 
algorithm for the lowest few modes, and this in turn is much better than the stiffness matrix 
on the Lebesgue grid. It is remarkable and surprising that small differences in the discretization 
method and the grid can change the error by as much as 1.E - 10! For moderate mode number 
(9-12), however, the relative rrors are small for all three methods and almost indistinguishable. 
It is unclear whether the superior accuracy of the Legendre-Lobatto grid for the lowest few 
eigenvalues, which all the schemes approximate well, would improve overall accuracy for a time- 
dependent solution of the diffusion equation. 
In summary, the pseudospectral method on the Lebesgue grid seems a very attractive alter- 
native to the Legendre-Lobatto spectral element because it allows a significantly onger timestep 
(50% for moderate and large N). The Lebesgue grid is also better for interpolation, but not 
as good at approximating eigenvalues of the second derivative. The accuracy penalty, if any, is 
likely too small to cancel the advantages of the longer timestep allowed by the Lebesgue grid. 
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Figure 9. Left panel: Maximum difference in grid points between various grids and 
' X X (Lebesgue)  the Lebesgue grid, max k k -- k , plotted versus the number of interpolation 
points on a log-log scale. The two grids which are close to the Lebesgue grid are 
shown as thick curves: the expanded- Chebyshev grid (bottom, closest o Lebesgue) 
and the Chebyshev-of-the~Second-Kind-Lobatto. Right: the differences caled by 
multiplication by N (top three curves) or N 2 (bottom two). The slow growth of 
the top three curves implies that the Chebyshev-Lobatto, Legendre-Lobatto (CFM- 
optimal/Fekete-optimal) andErdSs gridpoints are moving closer to their Lebesgue 
counterparts more slowly than O(1/N). In contrast, he two "almost-Lebesgue" grids 
(thick curves, bottom two) are converging to the Lebesgue grid as O(1/N 2) or faster. 
7. D IFFERENCES IN  THE LOCATION OF  GRID POINTS 
Since the expanded-Chebyshev andChebyshev-of-the-second-kind-Lobatto grids perform very 
similarly to the Lebesgue-optimal grid, an obvious question is: how close are the locations of the 
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grid points for these sets of points to those of the Lebesgue-optimal grid? Figure 9 (bottom two 
curves) provides an answer: the grid points for these two grids are very close to the Lebesgue 
points. 
As N increases, the average spacing between points decreases as O(1/N). It is, therefore, not 
surprising that all five grids illustrated become closer to the Lebesgue-optimal grid as N increases. 
In the right panel, however, the differences in grid locations have been scaled by multiplication 
by a power of N (plus a constant chosen to stagger the curves in the same vertical arrangement 
as in the left panel). The top three curves have been scaled by multiplication by N, but all three 
scaled differences seem to be slowly growing with N. This implies that the differences between 
the Chebyshev-Lobatto, Legendre-Lobatto (VDM-optimal) and ErdSs grids are decreasing more 
slowly than 1/N, and therefore, are not really converging to the Lebesgue grid at all except in 
the sense that the point-to-point separation for all grids is contracting. 
In contrast, the expanded-Chebyshev and Chebyshev-of-the-second-kind-Lobatto grids have 
been scaled by N 2 in the right panel. Both curves either level off (Chebyshev-of-the-second-kind- 
Lobatto) or decrease (expanded-Chebyshev), which implies that these grid points are converging 
to the Lebesgue grid as O(1/N 2) or faster. 
Of course, numerical evidence is not proof. However, the convergence of these "almost- 
Lebesgue" grids to the Lebesgue points as N -~ c~ is a plausible conjecture. Perhaps a mathe- 
matician will someday prove it, or show that the numerical evidence for N < 20 is misleading. 
Hesthaven [15] gives a graph showing that the Lebesgue constants for the Chebyshev-of-the- 
second~kind-Lobatto gridbecome worse (that is, larger) than those of the Legendre-Lobatto grid 
for large N. However, his analytic formula for these points, given without a number label just 
above his Conjecture 3.3, is not correct; the grid points are given by xk = cos(tk) where tk is a 
solution of the transcendental equation N cos(Nt) sin(t) -sin(Nt) cos(t) = 0, which has no simple 
closed form solution even in the limit N --* vc where the smallest nonzero root is t2 ~ T/N where 
T ~ 4.493409 solves tan(T) -- T = 0. His Conjecture 3.3 and Figure 1, are therefore, suspect. 
8. GEGENBAUER HYPOTHESIS  
The close agreement between the Chebyshev-of-the-second-kind-Lobatto grid and the Leb- 
esgue-optimal grid led us to conjecture that perhaps the Lebesgue-optimal grid was the Lobatto 
grid for Gegenbauer polynomials of some c~(N) where a is the exponent of the weight function in 
the orthogonality integral that defines the polynomial set. This hypothesis  false. However, our 
experiments showed that the difference between the Gegenbauer-Lobatto and Lebesgue-optimal 
grids was minimized by choosing 
1 0.47 
c~ ~ 2 N (24) 
For N < 14, the best Gegenbauer-Lobatto grid was closer to the Lebesgue-grid than the expanded- 
Chebyshev grid, but for a large number of points, however, the expanded-Chebyshev grid is 
superior to any Gegenbauer grid, no matter how much we tweak a. The analytic form of the 
Lebesgue-optimal grid points still remains an enigma wrapped in a mystery. 
9. INTERPOLAT ION ON THE TR IANGLE 
Our results for the interval extend very easily to quadrilaterals because the usual grids on 
rectangular elements are tensor products of grids for the interval, and therefore, are effectively 
one dimensional. In contrast, he ErdSs-optimal nd Fekete-optimal grids for the triangle, which 
have been computed by Chen and Babugka [1-3], are decidely not tensor-product grids. 
Unfortunately, there has not been a comprehensive comparison ofdifferent grids for the triangle. 
However, Chen and Babu~ka [10] (Table 2) show that the Lebesgue constants for polynomials 
of only degree nine on the tetrahedron i three space dimensions are already 42% larger for 
the Fekete-optimal grid than for the Lebesgue-optimal grid. This suggests that the differences 
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between grids are magnified as the dimensionality increases, but are still modest. But this is only 
speculation. 
It is not speculative, however, to note that issues of numerical i l-conditioning will rapidly 
escalate with the dimensionality. On the triangle, polynomials of eighth degree require 45 grid 
points in two dimensions versus only nine on the interval. 
Another key issue which does not arise in one dimension is mixing triangular and quadrilateral 
elements. The Legendre-Lobatto grid is the most popular choice for spectral elements on quadri- 
laterals. For the Fekete (VDM-optimal) grid on the triangle, the points on each side are those of 
the Legendre-Lobatto grid on the interval, which makes it easy to match triangular elements with 
rectangular elements. Taylor and Wingate [6], therefore, advocate a Fekete grid for the triangle. 
Kir~lyfalvi and Szab6 solve the same problem in a different way: by using the boundary points 
of the Erd6s-optimal grid for the triangle [3] to define a tensor product grid for quadrilateral 
elements. 
Another option is to set up a grid for the triangle which is Legendre-Lobatto al ng the sides, 
like the Fekete grid, but adjust he positions of the interior grid points to minimize the Lebesgue 
constants, like a Lebesgue-optimal grid. 
Obviously, the choice of the best grid for the triangle and tetrahedron is far from settled. 
10. SUMMARY 
The Lebesgue-optimum grid is the best choice on the basis of the criteria investigated here 
because it performs well according to all three measures of optimality. The expanded-Chebyshev 
grid may be substituted for programming convenience because it performs almost as well as 
the Lebesgue grid and is available as a simple analytical formula, instead of as a table or a 
nonlinear programming computation [4]. The Chebyshev-of-the-second-kind-Lobatto is lmost 
equally effective, but requires a short program, rather than a formula, such as the FORTRAN 
program of Appendix C of [22]. The differences between the locations of these very-good-and- 
almost-equivalent grids are very small as shown in Figure 9. We conjecture that these "almost- 
Lebesgue" grids converge to the Lebesgue grids as fast as O(1/N  2) as N ---* oo, based on the 
numerical evidence. 
Lebesgue-optimality seems to be the most useful criterion of optimality: the grid that is best 
according to this criterion is nearly Cauchy-optimal and Fekete-optimal, too, and further allows 
the longest stable timestep. In contrast, the Chebyshev-interior grid, which is the best for 
Cauchy optimality, is mediocre for the other two measures of performance. The VDM-optimum 
grid is similarly mediocre when measured by Cauchy-optimality or Lebesgue-optimality. VDM- 
optimality seems to be the least discriminating of the four accuracy criteria because, 
(i) all grids are very similar in performance according to this measure, and 
(ii) it is not justified by a convergence theorem [Cauchy-optimality] or a functional analysis 
bound [Lebesgue-optimality]. 
Our third theme, however, is that the accuracy differences between the various grids on the various 
optimality measures are so small that these differences should always take second place to conve- 
nience. These differences are always maller than a factor of two, usually much smaller. Because 
the error in approximating a smooth f (x)  normally decreases exponentially fast with N [20-22], 
one can usually recover a factor of two in error merely by increasing the number of interpolation 
points by one. The monograph [20], therefore, argues that the factor-of-two theoretical differ- 
ence between the pseudospectral algorithm and Galerkin's method is always insignificant, and 
accuracy should take second place to convenience. Since the differences in Lebesgue constant 
or Cauchy optimality here are mostly much smaller than a factor of two, this goes double here: 
ease-of-programming a dother factors unrelated to accuracy should choose the grid, not a five 
percent variation in the Lebesgue constant or I lca(x)lloo. 
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Our  results also apply  to two-dimensional  interpolat ion on a quadr i latera l  since the usual grids 
are just  tensor products  of one-dimensional  grids. No study like ours has yet been performed 
for interpolat ion on a tr iangle where the Lebesgue-opt imum grid is most emphat ica l ly  not a 
tensor -product  grid. However, if we are wil l ing to speculate that  the modest  differences between 
different grids found here carry  over to the tr iangle, then the impl icat ion is that  enthusiasm 
for one grid over another merely because it is Lebesgue-opt imal  or ErdSs-opt imal  or Fekete- 
opt imal  is probab ly  misplaced. 
Instead,  t i le relevant questions for the tr iangle are the following: what  grid is most well- 
condit ioned? What  grid allows conformal matching of t r iangular  to quadr i latera l  e lements in 
an unst ructured grid that  includes both kinds of elements? As long as a grid on the tr iangle 
is "Chebyshev- l ike",  that  is, with a density of points that  varies smooth ly  from low near the 
center to high near the edges and especial ly the vertices, cr iter ia such as sensit iv i ty to roundoff 
error, ease of programming,  conformal i ty with nontr iangular  elements, and max imum t imestep 
are l ikely to be far more impor tant  in choosing the "best" grid than sl ight var iat ions in accuracy. 
There is a need for a s tudy of opt imal i ty  on the tr iangle that  will not only compare many 
species of grids as here, but  also supplement accuracy cr iter ia with issues of t r iangle-quadr i latera l  
b lending and sensit iv i ty to roundoff error. 
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