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Abstract: The renormalization-decimation algorithm (RDA) of López Sancho et al. is used in quantum transport
theory to calculate bulk and surface Green’s functions. We derive an improved version of the RDA for the case of very
long quasi one-dimensional unit cells (in transport direction). This covers not only long unit cells but also supercell-like
calculations for structures with disorder or defects. In such large systems, short-range interactions lead to sparse real-
space Hamiltonian matrices. We show how this and a corresponding subdivision of the unit cell in combination with
the decimation technique can be used to reduce the calculation time. Within the resulting algorithm, separate RDA
calculations of much smaller effective Hamiltonian matrices must be done for each Green’s function, which enables the
treatment of systems too large for the common RDA. Finally, we discuss the performance properties of our improved
algorithm as well as some exemplary results for chiral carbon nanotubes.
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1 Introduction
Over the last decades simulation techniques became an important tool for determining material properties. The
possibilities of quantum simulation enhanced a lot in the past. The rapid progress in micro- and nanoelectronics
results in a further miniaturization and new and better devices. This leads to a convergence of both, microelectronics
and quantum mechanics, whereby devices get accessible with quantum simulation techniques. Simulations are widely
used for the theoretical investigation of materials, but also for the discovery of completely new materials. Today’s
computer power enables high throughput material development, e.g. by scanning through ternary alloys of different
element combinations all over the periodic system [Cur13]. The treatment of huge systems in the mesoscopic range is
possible, too, enabling investigations of long-range effects. A third perspective is to enhance the accuracy of material
and device modeling by including more and more effects like electron-electron interaction, electron-phonon interaction,
spin-orbit coupling, etc.
In the present study, we treat the topic of quantum transport simulations [Dat05, But85], which is based on the
theoretical framework of Green’s functions. They are widely used for calculating, e.g., the conductance of novel
molecular conductors [Psh13], the performance of new field effect transistors (FET) [Fed16], and the functionality
of sensors [Hua08]. The present work focuses on the treatment of systems in the mesoscopic range and improves
quantum transport algorithms to reduce the computation time. Density functional theory (DFT) [Cap06, Bra02],
as the underlying electron structure theory, can handle up to some thousands of atoms, but can still not reach the
region of hundreds of thousands of atoms. For this purpose, tight-binding (TB) models are frequently used. Whereas
simple distant-independent nearest-neighbor models often only provide some qualitative understanding, the density-
functional-based tight-binding (DFTB) model [Por95, Sei96] combines the speed of TB calculations with DFT-like
accuracy. Many DFTB parameter sets have been published, describing different systems correctly, organic molecules
on the one side, metals on the other side, but also mixed systems like devices with organic molecules connected to
metallic electrodes. Such DFTB models can be used as a basis for calculating the electronic structure and the electronic
transport of mesoscopic systems.
Examples suitable for using DFTB are systems with random disorder [Mar07, Bie08, Flo08, Tei14, Gre14, Tei18a,
Tei18b]. They are often treated with recursive or iterative techniques. The linearly scaling recursive Green’s function
formalism (RGF) [Hay72,Hay80,Tho81,Mac85] and the logarithmically scaling renormalization-decimation algorithm
(RDA) of López Sancho et al. [Lop84, Lop85] can be used to calculate the electron transmission in such a system.
Both algorithms are based on decimation, i.e., subdividing the total system into pieces. Long unit cells (UCs) can be
further subdivided. The RGF can be easily customized for this case. But as the RDA requires periodicity, it has to
be rewritten to get an improvement here as well. In the following, we address this problem and show how the RDA
can be adapted to quasi one-dimensional systems with long UCs to reduce the calculation time. This further enables
quantum transport calculations for systems too large to treat with the common RDA within acceptable time.
First, we derive the equations of the improved RDA to calculate the surface and bulk Green’s functions, the
transmission, and the bulk density of states. Second, we consider the scaling of the computational complexity. For
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Figure 1: (Color online.) Device scheme [Tei14]. A system with infinite length is divided into a finite central region C and
two semi-infinite electrodes L (left) and R (right), connected to C. C contains an arbitrary scattering region. HL/C/R are the
Hamiltonian matrices of the corresponding parts L/C/R. τLC/CR/LR are the coupling matrices connecting two of these parts,
but τLR is assumed to be negligible.
this, we perform computations for chiral carbon nanotubes (CNTs) with different UC lengths to verify the complexity
dependencies for one example. Finally, we depict some examplary results for defective (10,1)- and (10,9)-CNTs, which
can be used in future microelectronic devices.
2 Electronic transport
In this section we give a brief overview about the common equilibrium quantum transport theory [Dat05], which
tells us how to calculate electronic properties like density of states, electron density, transmission, and conductance.
Let us consider the device system shown in figure 1. This is an infinite system with a scattering region at the center
(C), which is finite in transport direction, and semi-infinite regions to the left (L) and the right (R) of C, the electrodes.
The whole quasi one-dimensional system is not periodic in the plane perpendicular to the transport direction. The
electrodes act as the reservoirs of an open system and provide and absorb electrons, which are transmitted through the
system and scattered within the scattering region C. For such a device, the Schrödinger equation within a real-space
non-orthogonal basis reads
HtotΨ = EStotΨ with Htot =

HL τLC
τCL HC τCR
τRC HR
 , Stot =

SL SLC
SCL SC SCR
SRC SR
 . (1)
HL/C/R are the Hamiltonian matrices of the corresponding regions. τLC/CL/RC/CR are the Hamiltonian coupling
matrices between two of these regions. If the central region is large enough, i.e. larger than the maximum interaction
distance, the coupling between L and R can be neglected, τLR/RL = 0. SL/C/R are the corresponding overlap matrices.
SLC/CL/RC/CR are the overlap matrices for the coupling of two of these regions. For fixed E, we can get rid of the
S terms by hiding them in the H and τ terms with the substitution
H := H− E(S − I) , τ := τ − ES . (2)
I is the identity matrix of appropriate dimension. After this, (1) transforms into an orthonormal-like equation with
the new H and τ , which will be used within all subsequent explanations.
Equation (1) has infinite matrix dimension, but can be reduced to a problem of finite dimension by calculating the
perturbed Green’s function of the central region
GC = [(E + iη)I −HC −ΣL −ΣR]−1 . (3)
Here, the difficulty of treating an infinite system is shifted to the calculation of the self-energies ΣL = τCLgLτLC and
ΣR = τCRgRτRC, which lead to energetic shifts of the electronic states within C due to the coupling to the left and
right electrode. The surface Green’s functions of the left electrode gL and the right electrode gR can be calculated
iteratively with the RDA shown in section 3.
With the use of the Green’s function the transmission spectrum can be determined as
T (E) = Tr
(
ΓRGCΓLG†C
)
. (4)
The broadening matrices ΓL/R = i(ΣL/R − Σ†L/R) lead to a broadening of the electronic states within C due to
the coupling to the electrodes. The conductance of the total system can be calculated using the Landauer-Büttiker
formalism [But85]
G = −G0
∞ˆ
−∞
T (E) df
dE
dE with G0 =
2e2
h
and f(E) =
1
1 + exp
(
E−EF
kBT
) . (5)
EF is the Fermi energy.
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3 Decimation technique and renormalization-decimation algorithm
The RDA was derived by López Sancho et al. [Lop84,Lop85]. It is an iterative algorithm to calculate the bulk and
surface Green’s functions (GB/L/R) of periodic systems, e.g. the electrodes of a device described above. Note, that in
the following, subscripting is done from an electrode’s point of view instead of the device’s point of view. The surface
Green’s function of the left electrode gL equals the Green’s function at the right surface GR of the semi-infinite system
L. The real-space Hamiltonian matrix of the electrode is periodic, because the electrode is periodic. Assuming short-
range interaction it is also block-wise tridiagonal. Considering a large, but finite system, the electrode Hamiltonian
matrix and the corresponding Green’s matrix read
Hel =

H τ
τ † H τ
τ † · · · · · ·
· · · H τ
τ † H

and Gel =

GL · · ·... · · · · · ·
· · · GB · · ·
· · · · · ·
...
· · · GR

. (6)
H is the Hamiltonian matrix of one UC. τ is the Hamiltonian coupling matrix between adjacent UCs. GB is the bulk
Green’s matrix corresponding to the bulk-like periodic region far away from the finite ends. GL is the surface Green’s
matrix of the left surface and GR the one of the right surface. As only the three mentioned Green’s matrix blocks are
of interest, the decimation technique can be used to reduce the inversion problem of the total system to an inversion
problem of a smaller effective system containing the relevant parts and ignoring the rest.
At first, let us consider a given 3×3 matrix A and its unknown inverse B. Let us further assume that only the upper
left and lower right entries B11 and B33 of B are of interest. For that, the 3×3 inversion problem
A11 A12 A13
A21 A22 A23
A31 A32 A33


B11 B12 B13
B21 B22 B23
B31 B32 B33
 =

1 0 0
0 1 0
0 0 1
 (7)
can be reduced to the 2×2 inversion problem
Aeff
(
B11 B13
B31 B33
)
=
(
1 0
0 1
)
. (8)
Comparing (7) and (8), the effective matrix Aeff is given by
Aeff =
(
A11 A13
A31 A33
)
+
(
A12
A32
)
A−122
(
A21 A23
)
=
(
A11 +A12A
−1
22 A21 A13 +A12A
−1
22 A23
A31 +A32A
−1
22 A21 A33 +A32A
−1
22 A23
)
. (9)
Applying the latter to the electrode Hamiltonian and Green’s matrix, an iterative algorithm can be derived, where
A13 = A31 = 0 because of the absence of coupling beyond adjacent cells. Utilizing a divide-and-conquer strategy the
RDA can be obtained. A graphical visualization of the RDA is shown in figure 2. An electrode with 2k + 1 UCs
is considered and every second cell is decimated in each step until only three cells are left. They correspond to the
left/bulk/right Green’s matrix. This leads to the following iterative set of equations:
G(i)B =
[
(E + iη)I −H(i)B
]−1
with H(0)B = H , (10a)
α(i+1) = α(i)G(i)B α(i) with α(0) = τ , (10b)
β(i+1) = β(i)G(i)B β(i) with β(0) = τ † , (10c)
H(i+1)L = H(i)L + α(i)G(i)B β(i) with H(0)L = H , (10d)
H(i+1)B = H(i)B + α(i)G(i)B β(i) + β(i)G(i)B α(i) , (10e)
H(i+1)R = H(i)R + β(i)G(i)B α(i) with H(0)R = H . (10f)
The effective Hamiltonian matrices H(i)L/R correspond to the first/last diagonal elements of (9) and get a correction
because they are connected to a right/left cell of the bulk. The effective bulk Hamiltonian matrix H(i)B gets both
corrections because it is connected to both, a left and a right cell. The effective coupling matrices α(i) and β(i)
correspond to the upper and lower non-diagonal element of (9). The RDA is an iterative algorithm, where every
3
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H(0)L H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)R
H(0)L G(0)B H(0)B G(0)B H(0)B G(0)B H(0)B G(0)B H(0)R
H(1)L H(1)B H(1)B H(1)B H(1)R
H(1)L G(1)B H(1)B G(1)B H(1)R
H(2)L H(2)B H(2)R
G(2)L G(2)B G(2)R
Figure 2: (Color online.) Sketch of the RDA for an electrode with 9 UCs. The numbers to the left of each row indicate
the iteration step i in (10). Blue blocks represent the Hamiltonian matrices. Green blocks signify the Green’s matrices of the
cells decimated within the respective iteration step. Red blocks denote Hamiltonian matrices which get a correction due to the
coupling to decimated adjacent cells.
iteration step enlarges the system by a factor of 2 until it is large enough to consider the effective Hamiltonian
matrices and corresponding Green’s functions converged. H(i)L/B/R can be assumed to converge if ||α||+ ||β|| → 0.
Finally, the bulk/surface Green’s matrix can be calculated as
GL/B/R =
[
(E + iη)I −H(∞)L/B/R
]−1
. (11)
For the 2k+1 cells, k− 1 inversions and 6(k− 1) multiplications are necessary. Considering N cells, log2(N − 1)− 1
inversions and 6 log2(N − 1)− 6 multiplications have to be done. This logarithmic scaling of the complexity leads to
very fast convergence.
4 Renormalization-decimation algorithm for electrodes with long unit cells
The RDA includes the calculation of the Green’s function of single UCs, which is a matrix inversion. Its complexity
scales with (dimH)3, thus getting worse for larger UCs. But in cases where the UC is long in transport direction, the
short-range interaction leads also to a block-wise tridiagonal UC Hamiltonian matrix in the same way as the block-wise
tridiagonal electrode Hamiltonian matrix itself. Thus, such a UC can be divided into K slices, leading to a K×K
shape of the Hamiltonian matrix and the coupling matrix:
H =

H1 τ12
τ21 H2 τ23
τ32 · · · · · ·
· · · HK
 , τ =

τK1
 , (12)
likewise for the total bulk Green’s matrix GB of the UC. Note that – in contrast to the total electrode Hamiltonian
matrix (6) – this UC Hamiltonian matrix is not periodic.
4.1 Surface Green’s functions
The surface Green’s functions GL/R of (6), which are necessary for transport calculations, are now much smaller
ones, corresponding to the surface blocks H1 (for L) and HK (for R). Using the decimation technique one can get rid
of the Hi for i = 2, . . . ,K − 1:
Gi =
[
(E − iη)I − H˜i
]−1
with H˜2 = H2 (13a)
H˜(i)1 = H˜(i−1)1 + τ˜1iGiτ˜i1 with H˜(0)1 = H1 , (13b)
H˜i+1 = Hi+1 + τ(i+1)iGiτi(i+1) , (13c)
τ˜1(i+1) = τ˜1iGiτi(i+1) with τ˜12 = τ12 , (13d)
τ˜(i+1)1 = τ(i+1)iGiτ˜i1 with τ˜21 = τ21 . (13e)
Equation (13b) means that the cell to the left of the decimated one, which is always the first one, is modified.
Equation (13c) means that the cell to the right of the decimated one is modified. This results in an effective periodic
4
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binary system
Heffel =

L σLR
σRL R τRL
τLR L σLR
σRL R τRL
τLR · · · · · ·
· · · L σLR
σRL R

(14)
with effective left matrices L = H˜(K−1)1 , effective right matrices R = H˜K , and effective coupling matrices σLR = τ˜1K ,
σRL = τ˜K1, τRL = τK1, and τLR = τ1K , as visualized in figure 3(a).
The surface Green’s matrices of the effective binary system can be evaluated by doing two separate RDA calculations.
A graphical visualization is shown in figure 3(b,c). First, the left surface GL can be calculated in the following way:
The decimation of all R in (14) leads to a new effective periodic Hamiltonian matrix, except for the lower right block
(in which we are not interested at this time). Using the results as initial values for the application of the RDA (10)
yields
GR = [(E + iη)I −R]−1 , (15a)
H(0)L = L+ σLRGRσRL , (15b)
H(0)B = L+ σLRGRσRL + τLRGRτRL , (15c)
α(0) = σLRGRτRL , (15d)
β(0) = τLRGRσRL . (15e)
The execution of (10f) is not necessary. Afterwards, GL is determined by (11). Second, the right surface GR can be
calculated in an equivalent way: The decimation of all L in (14) leads to a new effective periodic Hamiltonian matrix,
except for the upper left block (in which we are also not interested at this time). Using the results as initial values for
the application of the RDA (10) a second time yields
GL = [(E + iη)I − L]−1 , (16a)
H(0)R = R+ σRLGLσLR , (16b)
H(0)B = R+ σRLGLσLR + τRLGLτLR , (16c)
α(0) = τRLGLσLR , (16d)
β(0) = σRLGLτLR . (16e)
Here, the execution of (10d) is not necessary. Afterwards, GR is determined by (11). Because the RDA has to be done
twice, we call the total algorithm dual RDA (dRDA).
4.2 Bulk Green’s functions and electrode density of states
The total periodic Green’s function with an infinite number of long UCs each consisting of K slices reads
Gel =

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · G11 G12 · · · · · · · · · · · · · · · · · · · · ·
· · · G21 G22 · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · G(K−1)K · · · · · · · · · · · · · · ·
· · · · · · · · · GK(K−1) GKK GK1 · · · · · · · · · · · ·
· · · · · · · · · · · · G1K G11 G12 · · · · · · · · ·
· · · · · · · · · · · · · · · G21 G22 · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · G(K−1)K · · ·
· · · · · · · · · · · · · · · · · · · · · GK(K−1) GKK · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·

. (17)
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(a) Initial decimation steps:
0 H1 H2 H3 H1 H2 H3 H1 H2 H3 H1 H2 H3 H1 H2 H3 H1 H2 H3 H1 H2 H3 H1 H2 H3 H1 H2 H3
1 H1 G2 H3 H1 G2 H3 H1 G2 H3 H1 G2 H3 H1 G2 H3 H1 G2 H3 H1 G2 H3 H1 G2 H3 H1 G2 H3
1 L R L R L R L R L R L R L R L R L R
(b) Calculation of the Green’s matrix of the left surface:
R
D
A
,
eq
u
iv
a
le
n
t
to
fi
g.
2
2 L G L G L G L G L G L G L G L G L G
2 H(0)L H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B
3 H(0)L G(0)B H(0)B G(0)B H(0)B G(0)B H(0)B G(0)B H(0)BH(0)B
3 H(1)L H(1)B H(1)B H(1)B H(1)R
4 H(1)L G(1)B H(1)B G(1)B H(1)R
4 H(2)L H(2)B H(2)R
5 G(2)L G(2)B G(2)R
(c) Calculation of the Green’s matrix of the right surface:
R
D
A
,
eq
u
iv
al
en
t
to
fi
g.
2
2’ G R G R G R G R G R G R G R G R G R
2’ H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)B H(0)R
3’ H(0)B G(0)B H(0)B G(0)B H(0)B G(0)B H(0)B G(0)BH(0)B H(0)R
3’ H(1)B H(1)B H(1)B H(1)RH(1)L
4’ G(1)B H(1)B G(1)B H(1)RH(1)L
4’ H(2)B H(2)RH(2)L
5’ G(2)B G(2)RG(2)L
Figure 3: (Color online.) Sketch of the dRDA for an electrode with 9 UCs, which are each divided into 3 slices H1, H2,
and H3. The upper three rows correspond to the initial decimation steps (13) yielding an effective binary system. The seven
middle/lower rows represent the RDA for getting the Green’s matrix of the left/right surface. The numbers to the left of each
row indicate the iteration step. The color code is the same as in figure 2. Hatched blocks need not be calculated.
The density of states of each electrode as a representative for its electronic structure is calculated by
Del(E) = − 1
pi
Im Tr (GelSel)B = −
1
pi
K∑
i=1
Im [Tr (GiiSii) + Tr (GijSji) + Tr (GjiSij)] , (18)
where j = (i+1)modK. Considering cell i as the rightmost slice and cell j as the leftmost slice, the slices j+1,. . . ,i−1
have to be decimated, similar to (13). This leads to the following effective overall bulk Hamiltonian matrix and Green’s
function:
· · · · · ·
· · · E − Lj −σji
−σij E −Ri −τij
−τji E − Lj −σji
−σij E −Ri · · ·
· · · · · ·


· · · · · · · · · · · · · · · · · ·
· · · Gjj · · · · · · · · · · · ·
· · · · · · Gii Gij · · · · · ·
· · · · · · Gji Gjj · · · · · ·
· · · · · · · · · · · · Gii · · ·
· · · · · · · · · · · · · · · · · ·

= I (19)
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Focusing on the center 2×2 matrix block, decimating the Lj in the left half-infinite part, decimating the Ri in the
right half-infinite part, and applying the RDA to both parts yields
· · · · · ·
· · · E −H(∞)i,B 0
0 E −H(∞)i,R −τij
−τji E −H(∞)j,L 0
0 E −H(∞)j,B · · ·
· · · · · ·


· · · · · · · · · · · ·
· · · Gii Gij · · ·
· · · Gji Gjj · · ·
· · · · · · · · · · · ·
 = I . (20)
Now, the center 2×2 matrix block can be solved in an isolated way to get the necessary diagonal elements and first
upper/lower non-diagonal elements
Gii =
[
(E − iη)I −H(∞)i,R − τijGj,Lτji
]−1
, (21a)
Gjj =
[
(E − iη)I −H(∞)j,L − τjiGi,Rτij
]−1
, (21b)
Gij = Gi,RτijGjj , (21c)
Gji = Gj,LτjiGii . (21d)
In summary, for each 1 ≤ i ≤ K, decimations similar to (13), the RDA, and the final calculations (21) have to be
done to get all the values to calculate the electrode density of states. Because the RDA has to be done K times, we
call the total algorithm multiple RDA (mRDA). Note that the quantities which are necessary for electron transport,
namely the surface Green’s functions, are included:
GL =
[
(E − iη)I −H(∞)1,L
]−1
, (22a)
GR =
[
(E − iη)I −H(∞)K,R
]−1
. (22b)
5 Complexity measure and performance test
In the following, the dRDA and the mRDA are compared to the conventional RDA (cRDA) of section 3 by calculating
the surface and bulk Green’s functions for 1000 energies. For this, we look at complexity measures representing the
calculation time t and the memory requirement (RAM) m of a self-written C++ implementation using LAPACK
routines [LAPACK]. We apply the algorithms to the chiral CNTs shown in figure 4. Different diameters and different
chiralities, which strongly affect the UC length, are addressed. The number of subdivisions differs from K = 2 to
K = 9. K and dimH for each CNT are listed in table 1. Because the chiral CNTs are semiconducting, their bandgap
depends on the diameter and the chirality. In energy regions within the bandgap with nearly no transmission, the
RDA converges faster than in other energy regions. Therefore, we focus on 1000 energies outside the bandgap to get
comparable calculation times for different CNTs.
Figure 5 shows t and m for the dRDA compared to the cRDA. First of all, it can be seen that for all chiral CNTs
t and m are reduced drastically by at least a factor of 3 for the shortest CNT UCs up to a factor of 176 for the
longest CNT UCs studied here. Longer UCs lead to even larger reductions. The dependencies can be well described as
follows. The calculation time is characterized by the number of arithmetic operations. The cRDA (10) needs 1 matrix
inversion, 6 matrix multiplications, and 4 matrix additions in each iteration step and a iterations in total. For the
CNTs we usually get convergence after approximately 15 to 25 iterations. The dominant operations are the matrix
inversions, which scale approximately with the third power of the dimension. This leads to
tcRDA ∼ a (dimH)3 . (23)
The RAM is characterized by the number stored matrix entries. During the cRDA, 5 matrices (HL/B/R, α, and β),
which are updated in each iteration step, are stored. 3 additional cRDA matrices are stored to omit repeating the
same matrix multiplications. This leads to
mcRDA ∼ 8 (dimH)2 . (24)
Both complexity measures are depicted in figure 5 and show the linear dependence in the doubly logarithmic scale
(blue lines). An increase of 1 order of magnitude of dimH leads to an increase of 3 orders of magnitude in t and
2 orders of magnitude in m.
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(4,1)-CNT (4,2)-CNT
(4,3)-CNT (5,1)-CNT (5,2)-CNT
(6,2)-CNT (6,3)-CNT (6,4)-CNT (7,1)-CNT
(7,4)-CNT
(8,2)-CNT (8,4)-CNT (9,3)-CNT (10,1)-CNT
(10,4)-CNT (10,5)-CNT
(12,3)-CNT
(12,6)-CNT (14,2)-CNT
(15,6)-CNT (16,4)-CNT
(20,5)-CNT
(24,6)-CNT
Figure 4: CNT UCs to which the different versions of the RDA are applied for the performance test.
K CNT dimH
2 (4,1) 112
2 (8,2) 224
2 (12,3) 336
2 (16,4) 448
2 (20,5) 560
2 (24,6) 672
K CNT dimH
3 (4,2) 224
3 (5,2) 208
3 (6,3) 336
3 (7,1) 304
3 (8,4) 448
3 (10,4) 416
K CNT dimH
3 (10,5) 560
3 (12,6) 672
3 (14,2) 608
3 (15,6) 624
4 (7,4) 496
5 (6,2) 416
K CNT dimH
5 (9,3) 624
5 (10,1) 592
6 (6,4) 608
8 (5,1) 496
9 (4,3) 592
Table 1: Number of slices K and dimension of the UC Hamiltonian matrix for the CNTs in figure 4.
The complexity measures of the dRDA described in section 4.2 can be similarly obtained. The dRDA needs
K − 1 decimation steps (13), (15), and (16) and 2 RDA executions (10). Each decimation step needs 1 matrix
inversion, 6 matrix multiplications, 2 matrix additions. In total this yields K+2a matrix inversions, 6K+12a matrix
multiplications, and 2K + 8a matrix additions. In comparison to the cRDA, here the dimension of the matrices is
much smaller. To get the fastest algorithm, the K slices should be as short as possible and thus the corresponding
matrices have similar dimension. So, we can assume that the dimension of each matrix is smaller than dimH by a
factor of K. This leads to
tdRDA ∼ (K + 2a)
(
dimH
K
)3
∼

2a
(
dimH
K
)3
for K  a ,
K
(
dimH
K
)3
for K  a .
(25a)
(25b)
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102 103
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104
105
dimH
t
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]
cRDA
K = 1
dRDA
K = 2
K = 3
K = 4
K = 5
K = 6
K = 8
K = 9
dimH/K
(a)
102 103
101
102
dimH
m
[M
B
]
dimH/K
(b)
Figure 5: (Color online.) (a) Calculation time t and (b) memory requirement (RAM) m for the cRDA (blue) and the dRDA
for long UCs (red) when only calculating the surface Green’s functions. The algorithms are applied to the different CNTs shown
in figure 4. The solid lines correspond to the complexity measures (23–26). The insets show the same data, but the x axes are
scaled with the number of slices K (K = 1 for the cRDA, K = 2 . . . 7 for the dRDA).
During the dRDA, 4 additional matrices (L, R, σLR and σRL) are stored, leading to
mdRDA ∼ 12
(
dimH
K
)2
. (26)
The data in figure 5 (red) confirm these dependencies. For all CNTs with similar length and thus, similar number
of slices K, the same linear dependence can be seen in the doubly logarithmic scale (indicated by four lines), but
reduced by a constant factor. In the case of the calculation time t, this reduction equals K3/2, which is the ratio of
(23) and (25a). The lines in figure 5 fulfill this relation with a = 12. The insets of figure 5 show the same data, but
with an abscissa, which is scaled with 1/K. Here, all data points of the dRDA fall onto one curve corresponding to
(25) and (26) for the case K  a. The difference of the calculation time between the cRDA and the dRDA in the
inset of figure 5(a) is the factor of 2 caused by the 2 separate RDA calculations during the dRDA.
For the mRDA, where the bulk Green’s function for the electrode density of states is additionally calculated, the
comparison can be done in a similar way. The calculation times compared to the cRDA are shown in figure 6. For the
cRDA nothing changes, because the calculation of the total bulk Green’s function is necessary for the calculation of the
surface Green’s functions. This leads to the same complexity measures (23) and (24). For the mRDA/dRDA this is
not the case, because the calculation of the total bulk Green’s function (mRDA) can be partly omitted when one wants
to obtain the surface Green’s functions (dRDA) only. Instead of calculating two surface blocks during the dRDA, all
K bulk blocks have to be computed during the mRDA. In total, for each of these K blocks the mRDA described in
section 4.2 needs K − 1 decimation steps (1 matrix inversion, 6 matrix multiplications, and 2 matrix additions each),
followed by 2 RDA executions, and afterwards additional 4 matrix inversions, 4 matrix multiplications, and 2 matrix
additions to obtain the necessary diagonal and first non-diagonal matrix blocks. In total this yields K(K + 3 + 2a)
matrix inversions, K(6K − 2 + 12a) matrix multiplications, and K(2K + 8a) matrix additions. As the dimension of
102 103
102
103
104
105
dimH
t
[s
]
cRDA
K = 1
mRDA
K = 2
K = 3
K = 4
K = 5
K = 6
K = 8
K = 9
dimH/K
t/
K
Figure 6: (Color online.) Same as figure 5(a) but for the mRDA, where the bulk Green’s function is additionally computed.
The solid lines correspond to the complexity measures (23) and (27).
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the matrices is a factor of K smaller, the complexity measure yields
tmRDA ∼ K(K + 3 + 2a)
(
dimH
K
)3
∼

2aK
(
dimH
K
)3
for K  a ,
K2
(
dimH
K
)3
for K  a .
(27a)
(27b)
The data are shown in figure 6 and confirm these dependencies. In the same way as for the dRDA, a linear dependence
is valid in the doubly logarithmic scale for CNTs with the same number of slices K. In the inset the abscissa and the
ordinate are scaled with 1/K to verify (27a). As all red points lie on the same curve, this dependence is valid. The
additional factor K compared to the dRDA describes the Kfold amount of information which must be computed for
the bulk Green’s function compared to the surface Green’s functions. Thus, the calculation time reduction is lower
compared to the dRDA. There is a small improvement for the shortest CNT UCs and a reduction of computation time
up to a factor of 18 for the longest CNT UCs studied here. The difference between the cRDA and the mRDA is the
factor of 2 caused by the 2 RDA calculations which are done for each bulk matrix block.
6 Exemplary results
The aim of the RDA and our improved versions is the usage for quantum transport calculations. We present some
exemplary results for CNTs to show, that it is possible to calculate transport properties of materials with huge UCs
very efficiently. We use a DFTB model [Por95, Sei96] and the parameter set 3ob of Gaus et al. [Gau13], which is
suitable for carbon materials and includes the 2s and the three 2p Slater-Koster orbitals [Sla54]. We consider two
CNTs: (A) the (10,1)-CNT as one of the biggest shown in figure 4, containing 148 atoms within one UC, and (B)
the even bigger (10,9)-CNT, containing 1084 atoms within one UC. Figure 7 presents the transmission spectra for
the periodic (10,1)- and (10,9)-CNTs, the transmission spectra of the CNTs which include a monovacancy (MV – one
removed atom with relaxation of the neighbouring atomic structure), the electrode density of states of the periodic
CNTs, and the device density of states of the CNTs with one MV. For both CNTs the MV defect leads to a significant
reduction of the transmission, especially at energies slightly below the Fermi energy. For the (10,1)-CNT two features
can be seen: a broad dip at approximately 0.5 eV below EF and a sharp dip at approximately 0.2 eV below EF.
Comparing this with the device density of states, it can be seen that the dips in the transmission coincide with similar
broad/sharp peaks in the density of states. These peaks are defect states which cause a localization of the wave
function at the defect and thus reduce the transmission significantly. The (10,9)-CNT with a MV shows no significant
features in the density of states and the transmission spectrum around the Fermi energy.
Figure 8 shows the dependence of the resistance R and the conductance G at 300K on the number of monovacancies
N within a (10,1)-CNT, which is 8518Å long, i.e. consists of 569 UCs. The calculations have been performed
using the presented methods and the RGF to treat huge central regions [Tho81]. The data can be described by two
distinct transport regimes, the diffusion regime [Bee97] and the strong localization regime [Mac81,Abr79]. Regressions
concerning the corresponding regimes in figure 8 fit the data very well. We get R = 0.52 (1 + N/1.1) for the
diffusion regime and G = 0.032 exp(−N/29) for the localization regime, giving the dimensionless elastic mean free
path (normalized to the average defect distance) Nmfp = 1.1 and the dimensionless localization length N loc = 29.
Further results of electron transport through arbitrary chiral CNTs can be found in our comprehensive study [Tei18b].
The calculation of the surface Green’s functions (not containing the treatment of the central region) for the (10,1)-
CNT using the dRDA is a factor 45 faster compared to using the cRDA due to a subdivision into five slices. The
(10,9)-CNT is not treatable with the cRDA within acceptable time as it would take roughly 400 times longer than
for the (10,1)-CNT. Thus, the calculation time reduction for the (10,9)-CNT, which is subdivided into 24 slices, can
be estimated to be about 4 orders of magnitudes for the dRDA compared to the cRDA. For quantum transport
calculations of mesoscopic defective CNTs in the µm-range the RGF usually dominates the calculation time for short
electrode UCs. For larger cells like the (10,1)-CNT the electrode calculation time using the cRDA becomes of the order
of the RGF calculation time for the central region. For this case, the usage of the dRDA/mRDA reduces the electrode
calculation time back to a negligible value, making its application very useful. Furthermore, the dRDA/mRDA enables
the electrode calculation and thus also the computation of transport through mesoscopic defective systems for even
longer UCs like for the (10,9)-CNT.
7 Summary and conclusions
In the first part, we presented an improved electrode algorithm for tight-binding-based quantum transport
calculations of systems with very long UCs in transport direction, like it is the case, e.g., for chiral nanotubes and
chiral nanoribbons, or for nanotubes with periodic defects. The Hamiltonian matrix of the electrodes is block-wise
tridiagonal and always periodic, what is used in the RDA to calculate the bulk Green’s function and the left/right
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Figure 7: (Color online.) (upper) Complete transmission spectrum T of the (10,1)-CNT and the (10,9)-CNT for the ideal,
periodic case (black) and for a CNT with one MV (red). (center) Same results around the Fermi energy. (lower) Device density
of states D for the same structures.
surface Green’s functions. For the case of very long UCs each matrix block is again block-wise tridiagonal, but not
periodic. We showed how the RDA can be improved for such cases by dividing the UCs into K slices. We derived
iterative equations for the surface Green’s functions, which are needed to calculate the transmission function, as well
as for the diagonal and the first non-diagonal blocks of the bulk Green’s functions, necessary to calculate the bulk
density of states.
In the second part, we analyzed the complexity of the improved RDA. We showed that a factor K3 is gained
for the transmission computation. If the bulk density of states is calculated, a factor K2 is gained. We applied
the dRDA/mRDA to calculate the surface and bulk Green’s function for various CNTs of different UC length. The
extracted computation times verify the complexity scaling we predicted. The presented algorithm allows us to calculate
electron transport through quasi one-dimensional systems with long UCs much more efficiently than the cRDA, as
exemplarily discussed for transport through (10,1)- and (10,9)-CNTs with MV defects. The dRDA is the key for
treating extremely long UCs like the (10,9)-CNT, which would not be possible with the cRDA.
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Figure 8: (Color online.) Resistance R and conductance G of the (10,1)-CNT as a function of the number of MV defects (black
solid lines) at 300K. The data are normalized to the values for one MV defect. The dashed lines are regressions concerning the
diffusion regime (red) and the localization regime (blue).
This work contributes to the continuing development of numerical implementations in quantum transport theory.
It may be useful for reducing the computation time of electron transport calculations of different systems with long
UCs like nanotubes, nanoribbons, and nanowires, as well as for defective supercell calculations.
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