The information capacities of two-dimensional optical low-pass channels are discussed. Coherent and incoherent systems operating under f inite optical power and area constraints are characterized in terms of two criteria: space -bandwidth product (SBP; the number of pixels required for achieving maximum information capacity) and resolution (G min ; the smallest spot size capable of supporting positive capacity gain). A coherent system operating with an initial signal-to-noise ratio (SNR) of 5 can achieve a 48% capacity gain by operating at an optimal SBP that is 3.4 times that of the nominal system. The same system has a resolution that is 0.31 times nominal. Incoherent systems experience additional SNR loss, and with an initial SNR of 5 they achieve capacity gains of 29% at the optimal SBP of 2.8 times nominal. The incoherent system resolution is found to be 0.4 times nominal. © 1998 Optical Society of America OCIS codes: 350.5730, 200.3050, 070.2580, 110.4280, 100.3020, 100.6640. Optical resolution is commonly defined in terms of either the Rayleigh or the Sparrow criteria.
Optical resolution is commonly defined in terms of either the Rayleigh or the Sparrow criteria. 1, 2 These traditional definitions are important because they offer convenience for visual or heuristic purposes; however, they do not offer significant insight into questions of reliability or fidelity. Severe blur, for example, does not necessarily prohibit high fidelity, as evidenced by various inverse methods and superresolution techniques whose performance is ultimately limited by noise. 2, 3 A meaningful definition of resolution should therefore depend on the signal-to-noise ratio (SNR). A similar argument can be applied to another important optical system metric, the space -bandwidth product (SBP). SBP is often taken to represent the information content of an optical image and is commonly def ined with respect to the (traditional) system resolution ͑G͒ as SBP A͞G 2 , where A is the total image area. 4 Although this definition can be useful for some purposes, it does not appear to be adequate as a measure of information capacity, primarily because it does not incorporate the effects of noise.
The fidelity of images captured through optical channels is inf luenced by many factors, such as power loss, interpixel interference, and detector bandwidth. Information theory offers a framework for understanding the effects of these various factors, in particular the relationship between SNR and the information capacity of a system. 5 Such an information-theoretical approach is useful in establishing bounds on the capabilities of optical low-pass systems. The resulting bounds are important for two reasons. First, owing to the ubiquity of optical low-pass systems, these information capacity bounds will determine the ultimate performance limitations within a wide variety of application domains. These bounds can be applied to optical systems for storage, computing, signal processing, and communications. Second, owing to recent advances within the traditional communications community, techniques now exist for approaching these information-theoretical bounds in serial channels (e.g., turbo codes and likelihood-based methods), and similar techniques can be adapted for highly parallel twodimensional (2D) optical channels. 6 This Letter introduces fidelity-based def initions of both resolution and SBP and establishes the information-theoretical capacities of coherent and incoherent optical systems. The total information capacity of a pixelated 2D optical imaging system ͑C T ͒ is def ined as the capacity of a single pixel 5 ͓C p 1 /2 log 2 ͑1 1 SNR͔͒ times the number of pixels ͑N ͒, where SNR is def ined in the electrical signal (e.g., current) domain or equivalently the optical power domain. Given the constraint of constant total optical power, the SNR per pixel must decrease as the number of pixels is increased ͑SNR~1͞N͒. Given the additional constraint of constant image area, an increase in the number of pixels must be accompanied by a decrease in pixel area G 2 ͑G 2~1 ͞N ͒. This reduction in pixel area also causes the SNR per pixel to decrease by virtue of additional optical power falling outside the fixed passband of the system. Because information capacity is a monotonically increasing function of SNR, there is a SNR-versus-G trade-off that can be quantif ied as C T NC p . N increases as G decreases; however, SNR decreases with decreasing G owing to the two sources of power loss indicated above. This SNR cost causes C p to decrease, giving rise to an optimum value of G ͑G opt ͒ at which C T is maximized. The information-theoretical SBP of an optical system can therefore be def ined as the number of pixels required for maximizing total capacity so that SBP N opt A͞G opt 2 . From the same SNR-versus-G trade-off it is also possible to def ine information-theoretical resolution as the smallest value of G ͑G min ͒ for which the increase in N remains greater than the corresponding loss in C p . Notice that G min need not equal G opt . The remainder of this Letter will discuss this capacity optimization in detail, along with the characteristics of the resulting information-theoretical SBP and G min .
Both the input and the detector planes of the optical low-pass system studied here comprise 2D arrays of square pixels, and the system point-spread function will be def ined by a square Fourier plane aperture. I begin with the case of coherent illumination, for which the nominal system will be def ined by a normalized pixel size G 1, such that only the main lobe of the field spectrum of each pixel is passed by the Fourier plane aperture. It is assumed that the detector array is dominated by additive white Gaussian noise and that the various system parameters (input power, detector bandwidth, receiver electronics, etc.) have been selected so that the nominal system operates at some specif ied value of SNR. Note that this initial SNR includes the effects of spatial light modulator contrast and throughput, power loss from higher diffracted orders, scattering loss, detector responsivity, noise, fill factor, and many other loss and fidelity corrupting mechanisms. These effects will be assumed to remain unchanged. In particular, the analysis is simplif ied by the assumption that noise is unaffected by changes in pixel size. Also, the effects of aberrations are not included here and for very small pixel sizes can dominate. The results presented here should therefore be considered bounds on the performance of such nonideal systems.
The information capacity of the coherent system is evaluated at three initial values of SNR. SNR 1 corresponds to a nominal capacity of 0.5 bit͞pixel, SNR 3 corresponds to a nominal capacity of 1 bit͞pixel, and SNR 5 corresponds to a nominal bit-error rate BER 10 24 for optimal threshold detection and an information-theoretical capacity of 2.6 bits͞pixel. Figure 1 represents the capacity gain ͑DC͒ relative to the nominal system as a function of pixel size ͕i.e., DC ͓C T ͑G͒ 2 C T ͑1͔͒͞C T ͑1͖͒. Three models are represented in Fig. 1 . The first model includes only the effects of the first SNR degradation mechanism described above, a SNR cost that is linear in the number of pixels. From these data (f illed symbols in Fig. 1 ) it can be seen that a linear SNR cost is always acceptable, because as G decreases, each decrease in C p is compensated for by a larger increase in N. The second model is more realistic and includes the optical power loss associated with the finite optical aperture. The results of this model are represented by the open symbols in Fig. 1 . The trade-off between SNR and G is apparent. Values of G close to 1 offer small N , whereas values of G close to 0 produce an unacceptable SNR cost (i.e., small C p ). Moderate values of G can optimize capacity gain with a higher initial SNR, offering greater gains and smaller optimum pixel sizes.
The data in Fig. 1 can be used to establish the SBP of coherent low-pass optical systems. Using the SBP def inition introduced above with A 1 (i.e., SBP 1͞G opt 2 ), we obtain the intuitively satisfying result that increasing SNR produces a larger SBP. For example SNR 1 produces SBP 2.1, and SNR 5 produces SBP 3.4. These numbers are relative to the nominal system for which the initial SNR is achieved. One can also use Fig. 1 to establish the resolution of optical low-pass systems by observing that spot sizes smaller than G opt continue to offer positive capacity gain (i.e., DC . 0) so that G min , G opt . This observation justif ies the resolution definition introduced above, and again we obtain the expected result that resolution is improved with increasing SNR. For example, SNR 1 offers G min 0.51 and SNR 5 offers G min 0.31. The values of SBP and G min were extracted from the data shown in Fig. 1 and plotted in Fig. 2 as a function of SNR. It is important to note that these results represent bounds and that they depend on many factors, including the pixel shape (which is taken to be rectangular). It is also important to note that these information-theoretical results do not depend on interpixel interference per se, although they do depend on the ability of some clever encoding-detection -decoding method to collect all the received signal energy and make use of it in an optimal manner. The third model will relax these expectations somewhat to predict the capabilities of a realistic near-term optical system implementation.
The third model represented in Fig. 1 corresponds to the use of Reed -Solomon (RS) codes for exploiting the 2D coherent optical channel capacity. Such a strategy is suboptimal and results in a maximum capacity of 1 bit͞pixel at a fidelity of BER 10 212 . Only the case with initial SNR 5 is considered because other values of SNR do not offer acceptable uncoded BER. I include the effect of RS code rate ͑R͒ on the total system capacity through C T RN. This model still produces an upper bound because it presumes the use of an equalization strategy that can make use of all the received signal energy. The now familiar SNR-versus-G trade-off manifests itself in this case, owing to the decrease in code rate that must accompany decreasing SNR for a constant BER to be maintained. The dashed curves in Fig. 1 represent the system capacity for RS codes of block length n 31 [RS(31)] and n 63 [RS (63)]. The use of real-world codes can be seen to increase the optimum spot size, thus decreasing the system SBP and degrading the system resolution. It is important to note that the capacity gains for the RS cases can actually be larger than the informationtheoretical bounds owing to the low nominal capacity of the RS G 1 systems (i.e., information theory establishes a bound on the capacity, not on the capacity gain). Consider a nominal system containing 1 pixel for which the nominal RS G 1 system offers 1 bit of initial capacity. The n 63 case offers 56% capacity gain and provides a final capacity of 1.56 bits. The corresponding nominal information-theoretical capacity is 2.6 bits and with 48% capacity gain produces a final capacity of 3.85 bits. The SBP and G min data for the coherent RS cases are indicated by the isolated filled symbols located at an initial (uncoded) SNR 5 in Fig. 2 . Now consider the information-theoretical capacity of an incoherent low-pass optical system. Such a system is linear in intensity. The nominal system is taken to be geometrically identical to the one used in the coherent case; however, the resulting triangle transfer function will have a passband that is twice that of the coherent system. The capacity trade-offs described above will carry over to the incoherent case; however, the detailed results will differ owing to two primary effects. First, the transmitted power spectrum must be weighted by the triangular response. This effect alone produces capacity results that are nearly identical to the coherent case. The second effect, however, is more inf luential and is related to the conservation of energy in incoherent optical systems. In particular, consider a single ON input pixel and the resulting array of output pixel intensities ͕h͑i, j͖͒ representing the equivalent discrete channel of the incoherent optical system. Conservation of optical power implies P i, j h͑i, j͒ 1. The electrical energy derived from each of these detected intensities, however, behaves as E͑i, j͒~h 2 ͑i, j ͒, so the total received signal energy is given by E total~Pi, j h 2 ͑i, j ͒. These two observations suggest that even for an incoherent system in which optical power is conserved a SNR cost proportional to G ͕͓ P i, j h 2 ͑i, j͔͓͒͞ P i, j h͑i, j͔͖͒ 1/2 , 1 will be incurred. This additional SNR cost reduces the information-theoretical capacity of incoherent systems relative to their coherent counterparts. Figure 3 presents the information-theoretical capacity results for an incoherent system. Capacity gain is once again plotted as a function of spot size, and the optimum capacity points are clear. A curve representing SNR 10 has been added owing to the additional power loss experienced in the incoherent case. The trends seen in Fig. 3 are similar to those seen in the coherent case ( Fig. 1) with smaller values of SBP, larger values of G min , and corresponding reductions in capacity gain owing to the combining loss (i.e., G) described above. The practical system performance is once again included through the use of RS coding.
Traditional def initions of resolution and SBP can be useful for qualitative purposes; however, many optical systems require attention to fidelity constraints. Information theory offers a framework within which a more precise study of these quantities can be made, and in this Letter I have presented an example of such a study. I have discussed the optimization of information-theoretical capacity within 2D coherent and incoherent low-pass optical systems and have proposed precise def initions of resolution, SBP, and capacity. The results represent fundamental limits on the achievable performance of 2D low-pass optical channels and can be used for a variety of purposes ranging from system design studies to the characterization of superresolution techniques.
