Randomized experiments have been critical tools of decision making for decades. However, subjects can show significant heterogeneity in response to treatments in many important applications. Therefore it is not enough to simply know which treatment is optimal for the entire population. What we need is a model that correctly customize treatment assignment base on subject characteristics. The problem of constructing such models from randomized experiments data is known as Uplift Modeling in the literature. Many algorithms have been proposed for uplift modeling and some have generated promising results on various data sets. Yet little is known about the theoretical properties of these algorithms. In this paper, we propose a new tree-based ensemble algorithm for uplift modeling. Experiments show that our algorithm can achieve competitive results on both synthetic and industryprovided data. In addition, by properly tuning the "node size" parameter, our algorithm is proved to be consistent under mild regularity conditions. This is the first consistent algorithm for uplift modeling that we are aware of.
Introduction
1 Decision makers often face the situation where they need to identify from a set of alternatives the candidate that leads to the most desirable outcome. For example, an airline company that sells priority boarding as an ancillary product needs to select a good price (usually among a few predetermined numbers) that maximizes the revenue. Oftentimes passengers show significant heterogeneity in their response to prices and the answer as to which price is optimal depends on the circumstance. For example, the revenue maximizing prices are likely to be different for a route between major cities and a route between vacation destinations. Luckily, for some application, we can conduct randomized experiments to learn more about subject responses under different scenarios. In such an experiment, subjects are randomly assigned to treatments following a given probability distribution. Then the characteristics of 1 . Due to the length requirement of ICDM short papers, this article is a shorten version of the original submission. Please refer to the electronic pre-print on arXiv [1] for a more thorough introduction. the subject, the assigned treatment, and the response are recorded. Given the randomized experiment data, we want to construct models that can correctly predict the optimal treatment based on subject characteristics. This problem is known as Uplift Modeling in the literature.
A generic way to solve uplift problems is the Separate Model Approach (SMA). The randomized experiment data is split by treatment, and for each treatment one prediction model is built. Given a new test example, we can obtain its predicted response under each treatment and select the correspondingly best treatment. The main advantage of this approach is that it does not require specialized algorithms. Any existing classification/regression model can be incorporated into this scheme. The disadvantage is that SMA does not always perform well in practice [4] [7] . To correctly identify the optimal treatment, a learning algorithm need to know how well each and every treatment is doing. However, information about other treatments is never provided to the learning algorithm under the SMA scheme. For more discussion on the failure of SMA please see Section 5 of [7] .
Disappointed by the performance of the Separate Model Approach, researchers have proposed a number of specialized algorithms for uplift modeling. Most of them are designed for the special case of a single treatment [ [12] and [13] . What is most relevant to our work is the Contextual Treatment Selection (CTS) algorithm presented in [13] . CTS is a tree-based ensemble method. It grows a group of trees, each with a random subsample of the original training data. At each step of the tree growing process, a random subset of all features is drawn as candidates for which an exhaustive search is conducted to find the best splitting point. A split is evaluated by the increase in expected response it can bring as measured on the training data. As far as we are aware of, CTS is the first uplift algorithm that can handle multiple treatments and continuous response. It can lead to significant performance improvement over other applicable methods.
One drawback with exhaustive search is its susceptibility to outliers. Splits are likely to be placed adjacent to extreme values. This is especially problematic for uplift trees because the score of a split is affected by estimations for all treatments. Outliers of any treatment can influence the choice of a split point. Furthermore, successive splits tend to group together similar extreme values, introducing more bias into the estimation of expected responses.
To solve the problem above, we introduce a modified version of CTS algorithm named Unbiased Contextual Treatment Selection (UCTS). The key difference is the separation between the partition of feature space and the estimation of leaf responses. Before growing a tree, UCTS first randomly splits the training data into two subsets, one for selecting tree splits and the other for estimating treatmentwise expected response in the leaf nodes. In Section 3 we demonstrate experimentally that UCTS is competitive with CTS using both synthetic and industry provided data. Another advantage of this two-sample approach is that it makes the consistency analysis more tractable. In Section 4, we prove that UCTS can achieve mean-square consistency under mild regularity conditions by properly tuning the "node size" parameter. This is the first consistency result for uplift modeling that we are aware of.
In the reminder of this section we define the notations used throughout this paper. The UCTS algorithm is described in detail in Section 2. In Section 3 we explain the setup and the results of the numerical experiments. The consistency analysis of UCTS is presented in Section 4. Section 5 ends the paper with a brief summary.
Notations
We use upper case letters to denote random variables and lower case letters their realizations. We use boldface for vectors and normal typeface for scalers.
X represents the feature vector and x its realization. Subscripts are used to indicate specific features. For example, X j is the jth feature in the vector and x j its realization. Let X d denote the d-dimensional feature space. T represents the treatment. We assume there are K different treatments encoded as {1, . . . , K}. Let Y be the response and y its realization. Throughout this paper we assume the larger the value of Y , the more desirable the outcome. Denote the expectation of Y conditional on features X = x and the treatment T = t as μ(
Suppose we have a data set of size n containing the joint realization of (X, T, Y ) collected from a randomized experiment, S n = x (i) , t (i) , y (i) , i = 1, . . . , n . We use superscript (i) to index the samples. A treatment selection rule h is a mapping from the feature space to the space of treatments, or h(·) : X d → {1, . . . , K}. The goal of Uplift Modeling is to, based on training data S n , find a treatment selection rule h n such that the expectation E[Y |X, T = h n (X)] is as high as possible. It is obvious that the maximum expected response is achieved by the point-wise optimal treatment rule h * (x) = arg max t=1,..,K μ(x, t).
Algorithm
Classification or regression trees, when combined into ensembles, prove to be among the most powerful Machine Learning methods [14] . Almost predictably, the Contextual Treatment Selection (CTS) algorithm, which generates treebased ensembles, also leads to significant performance improvement for uplift modeling problems [13] . In this section we describe a modified version of CTS called the Unbiased Contextual Treatment Selection (UCTS) which eliminates the estimation bias of leaf responses by using separate data sets for partition generation and leaf estimation. Please see Algorithm 1 of [1] for a complete outline of the UCTS algorithm in pseudo-code.
Splitting Criteria
Here we only consider the binary partition approach where each split creates two branches further down the tree. Let φ be the subset of the feature space associated with the current node. Suppose s is a candidate split that divides φ into the left child-node φ l and the right child-node φ r . Having s allows us to select different treatments for the child nodes. The added flexibility brings about an increase in expected response which is,
At each step of the tree-growing process, we want to select the split s that leads to the largest Δμ(s). The conditional probability of falling into a child node is estimated using the sample fraction, i.e.,
for φ = φ l , φ r and I{·} is the indicator function. Estimating the conditional expectation requires more care. We need to consider the fact that the estimation is done by treatment. Therefore fewer samples are available. In addition, treatments may not have equal probabilities in the randomized experiment that generates the training set. Let n t (φ ) be the number of samples in φ with treatment t. Given two user-defined parameters min split and n reg,
where φ is the parent node of φ . To initialize this recursive definition, estimation of the root nodeŷ t (X d ) is set to the sample average. Lettingŷ t (φ ) inherit its parent node estimationŷ t (φ) when there are not enough samples allows the tree grow to full extend while ensuring reliable estimation for minority treatments. To summarize, the score of a split s is computed as,
α-Regularity: To avoid having severely unbalanced trees, UCTS requires that selected splits must leave at least a fraction α of available training examples on each side of the split for some user-defined α ∈ (0, 0.5).
Termination Rules: UCTS considers a node as a terminal node if the number of samples in the node is less than min split for all treatments.
Leaf Response Estimation
In order to eliminate the bias, UCTS uses a separate set of data to estimate the leaf response from the set by which the partition is generated. This is achieved by randomly splitting the training set S n into the approximation set S A and the estimation set S E . For a user-defined parameter rho ∈ (0, 1), S A contains a fraction rho of the examples in S n sampled by treatment. S E contains the rest of the data.
Of the two sets, S A is used to generate the tree structure using the splitting criteria and terminations conditions described above. Let Φ be the set of nodes of a tree grown with
is not empty, then the conditional expected response in φ under treatment t is estimated as the sample average of S E (φ, t). If otherwise, then φ inherits the estimation from its parent node. We assume that S E contains samples of all treatments at least for the root node. By this definition, we can get estimations for the root node first and then traverse down level by level until all nodes are estimated.
Experiments
One of the challenges for testing uplift algorithms is the lack of publicly available randomized experiments data. In this section, the performance of UCTS is tested on two large data sets. The first one is a 50-dimensional synthetic data set. The second is industry provided data on the pricing of priority boarding of flights. These two data sets are the same ones tested in [13] which allows us to directly compare with their results. Readers could also refer to Section III-A of [1] for a simple 2D example that illustrates the behavioral differences between CTS and UCTS.
High-Dimensional Synthetic Data
The feature space is the fifty-dimensional hyper-cube of length 10. Features are uniformly distributed in the feature space, i.e., X d ∼ U[ 0, 10 ], for d = 1, ..., 50. There are four different treatments, T = 1, 2, 3, 4, and the response under each treatment is defined as below.
The first term f (X) is a mixture of 50 exponential functions defined on [0, 10] 50 . This term is the same for all treatments and represents the systematic dependence of the response on the features. The second term U[0, αX t ] is the treatment effect and α determines the magnitude of the effect. The third term is the zero-mean Gaussian noise which standard deviation is set to twice the magnitude of the treatment effect. By the symmetry of the model we can see that the expected response is the same for all treatments which is estimated to be 5.18 using Monte Carlo simulation on 10,000,000 samples. Similarly, the expected response under the optimal treatment rule is estimated to be 5.79.
The performance of UCTS is tested under different training data sizes, specifically, 500, 2000, 4000, 8000, 16000, and 32000 samples per treatment. For each size, 10 training sets and test sets are provided in [13] . We use the results from these data to generate the 95% margin of error. When training each model, we have rho = 0.5, ntree = 400, mtry = 25, pi = 0.05, nreg = 0 and alpha = 0.1. The most important parameter min split is selected by the validation set (30% of total training data). The results are plotted in Fig. 1 . In Fig. 1 the results of UCTS (yellow line with crosses) are plotted together with those of 5 different algorithms, including CTS (green line with horizontal bars). The other 4 methods are Separate Model Approach with Random Forest (SMA-RF), K-Nearest Neighbor (SMA-KNN), Support Vector Regressor with Radial Basis Kernel (SMA-SVR), and AdaBoost (SMA-Ada). From the figure we can see that UCTS and CTS outperform Separate Model Approaches when the training size is greater than 4,000. By training size 32,000, they have almost achieved the optimal performance. Meanwhile, the 95% margins of error of UCTS and CTS overlap for every training size. It is not unreasonable to say that they have comparable performance for this particular data model.
Priority Boarding Data
As we have mentioned in the introduction, one of the applications of Uplift Modeling is customized pricing. In this example we apply uplift algorithms to select the price of priority boarding of airlines based on flight information. The data is provided by one of the major airlines in Europe. In the data set, half of the passengers receive the default price of e 5 and half receives the treatment price of e 7. Interestingly, the two prices lead to the same e 0.42 average revenue per passenger overall. A total of 9 features are derived based on the information of the flight and of the reservation.
The performance of UCTS is compared with those of 6 other methods which are the separate model approach with Random Forest (SMA-RF), Support Vector Machine (SMA-SVM), Adaboost (SMA-Ada), K-Nearest Neighbors (SMA-KNN), as well as the uplift Random Forest method implemented in [9] , and CTS. The data is randomly split into the training set (225,000 samples per treatment) and the test set (75,000 samples per treatment). For UCTS, we have ntree = 400, mtry = 3, pi = 0.05, nreg = 0 and alpha = 0.1. According to the results on the validation set (30% of training data), we set rho = 0.45 and min_split = 5. Details on parameter tuning of the 6 other methods can be found in the Appendix of [13] .
The expected revenue from each algorithm is plotted in Fig. 2 . The benefit of applying specialized uplift algorithms is apparent. The best result from Separate Model Approach is e 0.45 which is 7% increase relative to fixed pricing. However, with UCTS, we can achieve an astonishing 29% increase.
We also plot the Modified Uplift Curves (MUC) of the 7 methods in Fig. 3 . The horizontal axis in a MUC indicates the percentage of population subject to treatments (while others receiving the control). The vertical axis is the expected response at a given percentage. The MUC is a useful tool for balancing the gain from customizing treatment assignment and the risk of exposing subjects to treatments. In Fig. 3 we can see that UCTS achieves a higher expected response than other methods for any given percentage.
Knowing that there not exist a learning algorithm which always performs better than others regardless of the underlying data model [17] , we hope we have demonstrated with the experiments in this section that UCTS can be competitive with CTS for some data sets. In the next section we present a distinct advantage of UCTS which is its provable consistency. 
Consistency Analysis
Tree-based ensemble methods have eluded theoretical analysis for many years. Since its publication in 2001 [15] , Random Forest has become a major analytical tool in many areas of application with its stable and excellent performance. Yet it is still an open question whether the algorithm is consistent or not. The difficulties in analysis come partly from the fact that the algorithm is highly data-dependent and partly from the randomization procedure. In recent years, there have been several critical attempts in making the gap between theory and practice narrower. For a more detailed summary of these results please refer to the Introduction of [16] .
Uplift modeling is in a similar situation. Many algorithms have been proposed in the past two decades and some have achieved promising results on various data sets. However, to the best of our knowledge, there has been very few publication about the theoretical properties of these algorithms. In order to fill the vacancy in literature and to understand the behavior of the algorithm, in this Section we provide a proof of consistency for the proposed UCTS algorithm. Unlike the theoretical studies on Random Forest which often concentrate on simplified versions of the procedure, our proof is for UCTS exactly as described in Section 2. Due to page limitations, the detailed proofs of the lemmas and the theorem are presented in [1] .
Consistency of Uplift Algorithms
The general framework of uplift modeling is that, after observing the feature vector X ∈ X d of a subject, the decision maker applies a treatment T ∈ {1, 2, .., K} to the subject and observes its response Y . Assume Y ∼ μ(X, T ) + (X, T ) where (X, T ) is a zero-mean random noise that may depend on X and T . Then the conditional expectation is simply
A treatment selection rule is a mapping from the feature space to treatments, i.e., h(·) : X d → {1, 2, ..., K}. Denote the expected response under a treatment rule h as
where the expectation is taken over X. It is obvious that the maximum expected response is achieved by the point-wise optimal treatment rule h * (x) = arg max t=1,..,K μ(x, t).
Given a set of n samples S n = {(x (i) , t (i) , y (i) ), i = 1, . . . , n} from a randomized experiment, the goal of an uplift algorithm is to construct a treatment selection rule h n such that v(h n ) is as close to v(h * ) as possible. In this sense, we can define the consistency of uplift algorithms as the following.
where the expectation is taken over both the test example X and the training data S n .
A UCTS model consists of a collection of B randomized uplift trees each of which is an estimator of μ(x, t). For the bth tree in the forest, the predicted value at query point (x, t) is denoted as μ n (x, t; Θ b , S n ), where Θ 1 , ..., Θ B are independent random variables, distributed as a generic random variable Θ and independent of S n . This auxiliary random variable is used to subsample training data for each tree and to select splitting variables. Averaging tree predictions gives us the predicted value of the forest at (x, t),
From now on we abbreviate μ B,n (x, t; Θ 1 , ..., Θ B , S n ) as μ n (x, t) to lighten the notation. Given the estimator μ n (x, t), the treatment rule h n (x) is simply defined as
with ties breaking randomly.
Lemma 1. If for each t = 1, ..., K we have lim n→∞ E {μ n (X, t) − μ(X, t)} 2 = 0 where the expectation is taken over X, S n and Θ, then
Proof. See Appendix VI-A of [1] .
Lemma 1 establishes a connection between the L 2 consistency of uplift problems to that of regression problems.
The key here is that we need to ensure the consistency of μ n (X, t) simultaneously for all treatments for which we need more detail about recursive partitioning algorithms.
Recursive Partitioning
Let Λ = {L 1 , ..., L M } be a partition of the feature space generated by a recursive partitioning algorithm as represented by the leaf nodes. Given a point x in the feature space, denote as L(x) the element of Λ that contains x. Suppose features X are distributed according to a density function f (·). Then let f (L) = L f (x)dx be the expected fraction of samples in leaf node L. Given a set of training examples, let #L be the number of examples in L. In the paper we only consider the case where splits are orthogonal to the splitting variables. Therefore all leaves are rectangles and let diam j (L) be the length of L along the jth coordinate. To rigorously describe the theoretical results, we introduce the following definitions.
Definition 2.
A tree is a random-split tree if at every step of the tree-growing procedure, marginalizing over Θ, the probability that the next split occurs along the j-th feature is bounded below by π/d for some 0 < π < 1, for all j = 1, ..., d. It is not difficult to see that a tree generated by UCTS is both a random-split tree with π = pi and (α, k, l)regular with α = alpha, l = min split and k = alpha · min split. Lemma 2 states that the leaf node of a (α, k, l)-regular tree can not be too small in its probability measure.
Lemma 2.
A leaf node L of an (α, k, l)-regular tree grown with n training examples satisfies the following inequality,
for some δ > 0.
Proof. See Appendix VI-B of [1] .
Lemma 3 further proves that the diameter of the leaf nodes of a random-split and (α, k, l)-regular tree shrinks in all dimensions as the number of training examples grows. 
Consistency of UCTS Trees
With the help of Lemma 2 and Lemma 3 we can proceed to prove the consistency of UCTS trees. The intuition is quite straightforward. By properly tuning parameter min split such that lim n→∞ k n = 0, the dimension of a leaf node vanishes as well as the within-node variance in response. In addition, if k → ∞ as n → ∞ then we can estimate leaf node response to an arbitrary accuracy.
The main consistency result is derived based on the following assumptions.
1. Features are uniformly distributed in the ddimensional unit hypercube, i.e., X ∼ U[0, 1] d . This assumption is not as restrictive as it might seem. Because trees are invariant to monotone transformations on x (i) j , i = 1, ..., n, any distribution that has bounded support and a bounded non-zero density function can be rescaled, without loss of generality, to the uniform distribution.
2. The response is bounded, i.e., |Y | ≤ C Y . 3. The conditional expectation function μ(x, t) is Lipschitz continuous for each t ∈ {1, ..., K}, i.e., there exists a constant C L > 0 such that ∀x 1 , x 2 ∈ X ,
4. Because a UCTS tree is a (α, k, l)-regular tree with α = alpha, l = min split and k = alpha · min split. We assume the parameters alpha and min split are chosen properly with n such that lim n→∞ k n = 0 and lim n→∞ ln n k = 0. Theorem 1. If above assumptions are satisfied then a treatment selection rule h n constructed by the UCTS algorithm is L 2 consistent.
Proof. See Appendix VI-D of [1] .
Conclusion
With the increasing ease of accessing and analyzing large amount of data comes the possibility and necessity of personalization. Uplift Modeling have proved to be an important tool in this movement. The algorithm presented in this paper, in addition to being competitive performancewise, fills a vacancy in the literature with its provable consistency.
