DOUGLAS HENSLEY
There is also a literature concerning the distribution of pairs (a, b) for which, in the finite continued fraction expansion d = d a β of a/b, all of the d(j) are bounded by some fixed N. It is known [2, 3, 8] that for each N > 2 there exists a real number H(N), 0 < ί/(iV) < 1, such that the number of pairs (a, b) for which b < x is on the order of χ 2H i N ), uniformly in JV as x -• oc. For each fixed iV, there is also [9] a constant C(N) > 0 such that this pair count is
but it is not known how fast the convergence to this asymptotic behavior is, or whether it is uniform in N. There is no evident reason to suspect that it would not be uniform, but in any event numerical evidence suggests that x must be fairly large before the asymptotic trend takes hold. Recently, the author also showed [10] that (2) limΛ r (l-//(Λ0) = 6/π 2 .
As usual, Φ(x) denotes Σn<χΦ( n ) = H( a > b) : 0 < a < b < x and gcd(#, b) = 1}, so that From the results mentioned above, it follows that there exists C > 0 such that for all sufficiently large x, where \\u\\ denotes the distance from u to the nearest integer. Let
Then for fixed a > 0, as x -• oo,
The basic idea of the proof is to count Φ(JC , a) by inclusion and exclusion, throwing out all fractions with at least one digit too largeonce for each such digit-then restoring those with at least two-once for each such pair of digits-and so on. Term by term, these counts are asymptotic to the corresponding term in the identity This defines μM recursively, and it is not hard to see that //M(0) = 1 > μ M (j) = O iΐl<j<M, and
Following the proof given here for the case M = 0, but with μM in place of (-1) 7 , leads to a main term of 2. Inclusion and exclusion. Let V r := {v : {1, 2, ... , r} -• Z + } be the set of all sequences of r positive integers, and let V = IJ^o v r For i; e V r , let lex(ι ) = r, the lexicographic length of Ϊ; .
Let a o (v) = 0, δ o (*>) = 1 ? Λ-i(v) = 1, and fc-i(v) = 0. For 1 < / < r we define ai(v) and fc, (ι;) recursively by the conditions (8) ai In (9) we don't get equality because there are some υ £ V such that v(r) -1 < αlogx < ι (r). Given two sequences u, w e V, we write w^ for their concatenation. That is, uw denotes the sequence v such that v(j) = u(j) for 7 < lex(w), lex(t ) = lex(w) + lex(iu), and v(j) = w(j -lex(w)) for lex(w) < j < lex(w) + lex(iϋ). With this notation, a well-known identity reads This gives us a way to estimate, for 1 < / < L say, the number of constructions of the form υ = uιkιu 2 k 2 -uιk ι u ι +ι 9 with Wi, u 2 ,..., u ι+ι e V, k\, k 2 , ... , k\ G V{\) or Z+ (which we equate by a sleight of notation), with all ki> N, and with {v) < x. Note that since V includes the empty sequence, there need not be any genuine interposition between consecutive ki. Note also that the same sequence, if more than / of the v(i) are greater than N, can be expressed in the above form in more than one way.
Our inclusion and exclusion argument is based on counting representations of v of the above form. For every integer / > 0, and every v G V, let σ{υ , /, N) denote the number of ways in which v can be written as u\k\ «/fc/W/+i, with all k\ > N. Then 
(There are only finitely many nonzero terms in the sums of (17), as A m (y) = 0 for y < 1.) But (13) can now be written as by a study of the Dirichlet series
Next, we estimate the sums of (17) For the analysis ahead, it will be more convenient to first study β k(y) •= Σ y n =\ Λk{n), and to establish (for some fixed C, 0 < C < 1), the following lemma.
LEMMA 2. Uniformly in
Before proving Lemma 2, we show how Lemma 1 follows from this secondary lemma.
Since A k (n) is increasing in n, for any integer m, 0 < m < y, we have
Now from Lemma 2, (26) B k (y + m)-B k (y)
Taking m = [ky/logy], and bearing in mind that k < Cy/logy 5 this gives
logy)).
A similar calculation, starting from
gives a reversed version of (28). Taken together, these constitute the conclusion of Lemma 1. We now turn to the proof of Lemma 2. By Perron's formula, for c > 2 we have
It is well known that ζ{s) = O(θ~ι\s\ θ ), uniformly in 0 < θ < 1/2 and Re(s) = 1 -θ. With θ = I/2k, it follows that for some fixed C x >\, and uniformly in k > 2, Re(j ) = 2 -\βk,
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Although it is not essential to the proof, it will be convenient to have C\ = 4. A little detail work, starting with the formula [11] (y s * ι f(s, k)/s(s + 1))ds = E\{y, fc), say.
2-l/2^-/oo
In view of (30) 
2 ), uniformly in \s -2| < 1/2, say. Thus for arbitrary j, 1 < j < k, on the disk Is -2| < y/2/:, we have 
Estimation of W\(x, N).
From (14), (15) To prove Lemma 4, we first note that from Lemma 3,
Thus (42) The sum in the right side of (42) Next we obtain a similar lower bound for W [(x, N) . From (17) and Lemma 1, we have 2 /logx) so that the whole sum is also perturbed by only a factor of (1 + O((l + l) 2 /logx) due to that source of error. The other term in (49) is the contribution to ΣΣ' 'Σ^+i^Άi^ ^/) due to K = (kι 9 k 2 , ... Λi) for which k t > N, 1 < / < /, but Πί=i k i > x'exp (-16(/+l) 2 ). For x sufficiently large, if iV < log 2 * and / < log 1/3 x, then the hypotheses of Lemma 4 are satisfied, so that this error term is O( (16 and U > N + 1 for !</</}. After a change of variables (w/ = logί/ -log(iV + 1),
