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Hadamard's variation and Poincare's lemma




Let (X;X) and (B;B) be Wiener spaces. Let 
 be a subset in a product Wiener space
W = X  B with the product measure X  B . Let 
x = fz 2 B j (x; z) 2 
g for x 2 X
and U = fx 2 X j 
x 6= ;g. We assume that U and 
x (x 2 U) are convex sets. Let  be a
closed 1-form on 
. We give a representation formula of f to the equation df =  in terms of
 and an estimate for the L2-norm of f using Green operators which are inverse operators of
the Hodge-Kodaira operators on 
x; U and Hadamard's variation of them.
x 1. Introduction
Let 
 be a bounded domain with smooth boundary of a Euclidean space. Suppose
that there exists w0 2 
 such that the segment between w0 and any point w 2 

belongs to 
. Let  be a smooth closed 1-form on 







dt, we obtain that df(w) = (w). However, this representation of f
cannot be extended to innite dimensional cases. Let (W;H; ) be an abstract Wiener
space. Consider an H-open subset 
  W . We call a map from 
 to ^pH a p-form.
If the domain 
 is convex and satises some good properties, the Hodge-Kodaira type
operator  with absolute boundary condition can be dened on L2(
 ! ^pH; d).
We have  dd 1 =  and kd 1kL2(
;d)  p 1=2kkL2(
;d) for a closed p-
form  on 
, where d is the adjoint operator of the exterior dierential operator d in
L2(). In this estimate, the key is that the spectral bottom of   is strictly positive
which follows from the convexity. We give a representation formula of f in terms of
the closed 1-form  on a certain non-convex subset 
 of a product Wiener space which
may give an estimate for the Poincare constant. See (3.17) and (3.18). In particular,
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we are interested in dimension independent estimate. Note that even if the domain 
 is
contractible open set, it is not trivial that the closed form on 
 is exact in the Sobolev
space category.
Now, we explain what kind of sets we are interested in. Let X and B be Wiener
spaces with Wiener measures X ; B . Let W = X  B be the product space with the
product measure W = X  B . We denote the elements in X and B by x and z
respectively and w = (x; z) 2 W = X  B. Consider a subset 
  W which satises
the following.
Assumption 1.1. (1) 
 is an H-open set.
(2) For x 2 X, set 
x = fz 2 B j (x; z) 2 
g and U = fx 2 X j 
x 6= ;g. Then 
x is
a H-convex set for any x 2 U . U is also a H-convex set with X(U) > 0 and it holds
that "U = essinf fB(
x) j x 2 Ug > 0:
When U  X and V  B are H-convex sets, the product space 
 = U V satises
Assumption 1.1 and 
 itself is an H-convex set. Suppose that 
 is an open set and

x are usual open convex sets. For example, if W is nite dimension, this holds. In
this case, 
 is C1-homotopy equivalent to U . So the de Rham cohomologies for all
dimensions are trivial. So it might be natural to conjecture that for any closed form ,
there exists  such that d =  on 
 which satises Assumption 1.1.
Kusuoka [7, 8] gave sucient conditions of 
 on which Poincare's type vanishing
lemma holds in local Sobolev space category. He gave a representation formula of  in
terms of . See [9] also. Our strategy is dierent from [7]. For a closed 1-form  on

, we give an explicit expression of f to the equation df =  in terms of  by using
the Green operators on 
x and their Hadamard's variation in Section 3. Note that
our representation is limited to 1-form at the moment. The Hodge-Kodaira operator
on convex domain in Wiener space is studied by Shigekawa [14, 13]. In Section 2, we
recall necessary properties of Hodge-Kodaira operator on a convex domain based on
his papers. In Section 4, we give Hadamard's variational formula in Wiener spaces and
explain a proof of a key estimate (3.14).
Here, we show an example of 
.
Example 1.1. Let w = (w1; w2) be the two dimensional Brownian motion. Let
x = w1; z = w2. Let 0 <  < 0 < 1, m 2 N, a > 0 and set
F (x; z) = kzk2m2m;=2 + kCx;zkmm;   a;(1.1)
where z(s; t) = z(t)   z(s) Cx;z(s; t) =
R t
s
(x(u)   x(s))dz(u) for 0  s  t  1. We
dene 
 = fw j F (x; z) < 0; kxk2m2m;0=2 < ag. In this case,
U =
n




x = fz j F (x; z) < 0g :(1.3)
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We explain the norm k km;. We denote
 =














The iterated integral Cx;z is important in rough path analysis. See [2] in which we
prove weak Poincare inequalities on a variant of the above 
. Actually, it is not dicult
to prove the Poincare inequality on the above 
 by Remark 3.2 in [2]. However, the
existence of the spectral gap does not imply the solubility of df =  for a closed 1-form.
The subset 
 in Example 1.1 is a subset of 2-dimensional Wiener space. To study
the de Rham cohomology in Sobolev space's category of loop spaces over compact
Riemannian manifolds, we need to consider higher dimensional version of the above
example.
In this note, we give just ideas and sketches of the proofs and some necessary
conditions are not clearly stated and some statements are not proved yet at the moment.
We will publish complete statements and proofs and further studies in the near future.
x 2. Hodge-Kodaira operator on a convex domain
In this section, we consider a Hodge-Kodaira operator on a convex domain in a
Wiener space B. Let D denote the H-derivative and let d be the exterior dierential
operator based on H-derivative. Let F 2 D11 (B;R) be an H-C1- function on B
and assume that D2F (z) is non-negative denite for almost all z and jDF (z)j 1 2
Lp(B; dB) for suciently large p. We consider a positive measure domain 
 = fz 2
B j F (z) < 0g which is thought as a convex domain. We refer to [14, 12, 5] for basic
results of Hodge-Kodaira operator and the Poincare inequality on this set. Let d be the
adjoint of d in L2(
; B) and we dene L =  dd(=  DD) which acts on functions
and 
 =  (dd + dd), where we impose the Neumann boundary condition and the
absolute boundary condition. That is, their cores are given by
DL =

f 2 D11 (B;R) j (Df(z); n(z)) = 0 -a.s. z
	
D
 = f 2 D11 (B;^pH) j (n)jS(z) = 0; (n)djS(z) = 0 -a.s. zg;
where n(z) is the unit outer normal vector eld on the boundary of 
, S = fz 2
B j F (z) = 0g and (n) denotes the interior product.
d(z) = jDF (z)j(F (z))dB(z) is the induced Gaussian surface measure and  denotes





where we use the natural identication by the Riesz theorem. If B is nite dimension
and 
 is a bounded domain with smooth boundary, the essential self-adjointness of the
above operator is known. However, it seems that essential self-adjointness of them in
innite dimensional cases are not well studied. We assume that L and 
 are essentially
self-adjoint on the above cores. The result (2) is proved in [14]. We refer to [14, 10] for
(3).
Theorem 2.1. (1) 0 is an eigenvalue of  L with multiplicity 1 and there exists
a spectral gap at 0.
(2) inf ( 
)  p when 
 acts on p-form.
(3) Let  and  be a smooth (p   1)-form and a p-form on 
 respectively. Then the












Let  be a smooth p-form on 
. Note that d 1
  =  1
 d. This is proved
as follows. By the essential self-adjointness of 
, f
 j  2 D
g is dense in L2.
Moreover, D(
)  D(dd) \ D(dd) \ D( d) \ D(d): Let  be a smooth (p+ 1)- form
which belongs to D




































  =  1
 d. Now suppose that  is a closed 1-form. Then using
d 1
  =  1
 d = 0 and  (dd + dd) 1
  = , we have
 dd 1
  = :(2.4)
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Since 
 is H-convex, d 1
 dh  h is a constant. By (2.5), we get
 d 1










































x 3. A solution of df = 
We denote the H-derivative, exterior derivative on B by Dz; dz and them on X by
Dx; dx. We also denote the Hodge-Kodaira operator on 
x by 
x . In this section and
the next section, we consider a domain 
 of W = XB which satises Assumption 1.1
and the following.
Assumption 3.1. (1) U is a convex domain with positive measure in the sense
of Section 2.
(2) There exists an H-C1 function F (w) = F (x; z) 2 D11 (W;R) such that 
 = fw =
(x; z) j F (w) < 0; x 2 Ug.
(3) For suciently large p > 1,Z
W
jDzF (x; z)j pdW (w) < +1:(3.1)
(4) For all x 2 U , D2zF (x; z) is non-negative for almost all z.
Let  be a closed 1-form on 
. Suppose that there exists f 2 D12(
;R) such that
df =  on 









=: x + z (x 2 U; z 2 V );(3.2)
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where dzi 2 B; dxj 2 X. It is easy to check that for each x 2 U , x is a closed
1-form on 
x. Also it holds that on 
 for v which is an element of the Cameron-Martin
subspace of X,
(Dx)vx = dz(z; v):(3.3)
Let
g(x; z) =  dz 1
xx:(3.4)
















It is plausible that if the map x ! 
x is smooth and  is also smooth, then g(x; z)
is a smooth function on 
 in the sense of Malliavin. Of course, this is the subject of
Hadamard's variation. By the result in Section 2, dzg(x; z) = x(z). Hence dzf(x; z) 
dzg(x; z) = x(z)  x(z) = 0. Since 
x is a convex set, the dierence f(x; z)  g(x; z)
is a constant B   a:s: z. That is, there exists a smooth function h such that
f(x; z)  g(x; z) = h(x) for almost all (x; z) 2 
:(3.6)





f(x; z)dB(z) holds. Since we have already shown that
kgkL2(
;dW ) is bounded by kkL2(
;dW ), we need to estimate khkL2(
;dW ) for the
estimate of kfkL2(








So we estimate khkL2(U;dX). If h is in the domain of d and dh 2 L2(U; dW ), then we
can dene
hU (x) := dx 1U dxh(x); x 2 U(3.8)
and
khUkL2(U;dX)  kdhkL2(U;dX):(3.9)
Moreover, we have dhU (x) = dh(x) x 2 U . Because U is H-convex, hU (x)   h(x) is
almost surely constant on U . Hence h 2 L2(U; dX) and




h(x)dX(x) =  dx 1U dxh(x) x 2 U:(3.10)
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we need only to estimate kdhkL2(
;dW ). By (3.6),
(Dx)vh(x) = (Dx)v (f(x; z)  g(x; z))
= (z(x); v) + (Dx)vdz 1
x
x















z; v); (x; z) 2 
;
(3.12)






































(w) is independent of z actually. It is plausible that
there exists a nonnegative function F (w) 2 \p>1Lp(









We show a rough proof of this inequality in Lemma 4.1. For the second term on the

































We have already given an estimate for the integral of the right-hand side on (3.16). Let
~f(x; z)



























































j(w)j2 ~F (w)dW (w):
(3.18)
In the above argument, we assume the existence of f such that df =  on 
. Of
course, this holds if  is given by df itself. In this case, the inequality (3.18) implies a
(weak) Poincare inequality when F is a good function. See [1]. If the closed 1-form
 is given rst, the existence of f is not trivial. However, applying the estimate (3.14)
and the representation formula (3.17) to the nite dimensional part of  which is
also a closed 1-form on nite dimensional domain with innite dimensional remaining
orthogonal parameters, we may obtain f itself by a limiting argument. We will study this
in a forthcoming paper. We give some discussions for a justication of the estimate (3.14)
in the next section after showing Hadamard's variational formula for  1
x .
x 4. Hadamard's variational formula in Wiener spaces
We denote Sx = fz 2 B j F (x; z) = 0g for x 2 U . Sx is the boundary of 
x. We
consider a variation of 
x by f
x+"v j " 2 Rg. Then Sx+"v = fz 2 B j F (x+ "v; z) =
0g. We introduce a real valued function  "(x; z) (z 2 Sx) such that  0(x; z) = 0
and Sx+"v = fz +  "(x; z)nx(z) j z 2 Sxg. Here nx(z) stands for the unit outer
normal vector at z 2 Sx. Using the equation, F (x+ "v; z +  "(x; z)nx(z)) = 0, we get
@
@" "(x; z)j"=0 =   (DxF (x;z);v)jDzF (x;z)j =: x;v(z). That is, our variation can be approximated
by the variation fz + "x;v(z)nx(z) j z 2 Sxg. The function x;v(z) corresponds to the
function  in [11].
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We denote dx(z) = jDzF (x; z)j(F (x; z))dB(z). Let T xt , Lx be the semi-group and
the non-positive generator of Ex with the Neumann boundary condition. We denote
Sx;vt = (Dx)vT xt . The following theorem in the case where B is nite dimension and the
measure is the Lebesgue measure was proved in [11]. In Theorem 4.1, Theorem 4.2, we
do not need to assume that 
x is convex. Also the convexity assumption on 
x is not
necessary for the proof of the variation formula of the semi-group et
x . However we
assume the convexity in Theorem 4.3 and Lemma 4.1. Note that  1
x is meaningless if

x is not invertible.

























































For  > 0, we denote R =
R1
0
e tT xt dt = (  Lx) 1. Suppose that (Dx)vR =R1
0
e tSx;vt dt. Then multiplying by e t ( > 0) the both sides of the equality in




















For the variation of the Green operator  1
x , we have a similar expression. We use
the notation Qz = dz + dz below.
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x(z); nx(z)) x;v(z)  (Dx;v(z))G
x(z)g dx(z):




, we have the following by using Theorem 4.3.
Lemma 4.1. Let  be a 1-form on 
x with dz = 0 on 
x. Then, there exists
















Mv;x(z) = jn"x;v(z)j2 + jDzn"x;v(z)j2 + jDz n"x;v(z)j2;
Nv;x = kn"x;vkL2(
x;dB) + kDzn"x;vkL2(



















Here " > 0 and  is a smooth function on R with (t) = 1 for  1  t  1 and (t) = 0
for jtj  2.

















where C is independent of x. That is, we may prove the Poincare inequality on 






















Let g be a function which satises the assumptions on the right-hand side of (4.6). By







































x(z); nx(z)) x;v(z)  (Dx;v(z))G
x(z)g dx(z)
:= I1 + I2 + I3 + I4:




















































Here we have used that dzdzG







x;dB) + kDz n"x;vkL2(
x;dB) :(4.9)



























































































This implies the boundedness of ( Gx)1=2dz in L2 also. We consider the rst term on









   Dzn"x;v(z); (z) :






















j(z)j2  jn"x;v(z)j2 +Dzn"x;v(z)j2 dB(z):(4.12)
Here we have used the boundedness of ( G















j(z)j2  jn"x;v(z)j2 + jDz n"x;v(z)j2 dB(z)1=2 kgkL2(
x;dB)




To this end, we use the convexity of 
x. By the convexity of 





















(g(z)  g)2 dB(z)  kgk2L2(
x;dB):
































which completes the proof.
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