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COMBINATORIAL INTERPRETATION AND POSITIVITY OF
KEROV'S CHARACTER POLYNOMIALS
VALENTIN FÉRAY
Abstrat. Kerov's polynomials give irreduible harater values in term of
the free umulants of the assoiated Young diagram. We prove in this artile a
positivity result on their oeients, whih extends a onjeture of S. Kerov.
Our method, through deomposition of maps, gives a desription of the o-
eients of the k-th Kerov's polynomials using permutations in S(k). We also
obtain expliit formulas or ombinatorial interpretations for some oeients.
In partiular, we are able to ompute the subdominant term for harater
values on any xed permutation (it was known for yles).
1. Introdution
1.1. Bakground.
1.1.1. Representations of the symmetri group. Representations theory of the sym-
metri group S(n) is a very anient researh eld in mathematis. Irreduible
representations of S(n) are indexed by partitions1 λ of n, or equivalently by Young
diagrams of size n. The assoiated harater an be omputed thanks to a om-
binatorial algorithm, but unfortunately it beomes quikly ombersome when the
size of the diagram is large and does not help to study asymptoti behaviours.
1.1.2. Free umulants. To solve asymptoti problems in representation theory of
the symmetri groups, P. Biane introdued in [Bi2℄ the free umulants Ri(λ) (of
the transition measure) of a Young diagram
2
. Asymptotially, the harater value
and the lassial operation on representations an be easily desribed with with
free umulants:
• Up to a good normalisation, the l+ 1-th free umulant is the leading term
of the harater value on the yle (1 . . . l).
• Typial large Young diagrams (aording to the Planherel distribution)
have, after resaling, all their free umulants, exepted from the seond
one, very lose to zero.
• Almost all the diagrams appearing in an elementary operation on irre-
duible representations (like restrition, tensor produt) have free umu-
lants very lose to spei values, whih an be easily omputed from the
free umulants of the original diagram(s).
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t Classi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Non-inreasing sequenes of non-negative integers of sum n.
2
The transition measure of a Young diagram is a measure on the real line introdued by S.
Kerov in [Ke℄. Its free umulants are a sequene of real numbers assoiated to this measure. The
denomination omes from free probability theory, see [Bi2℄ for more details.
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Figure 1. Young diagram assoiated to sequenes p and q (frenh onvention)
So the free umulants form a good way to enode the informations ontained in a
Young diagram.
1.1.3. Kerov's polynomials. It is natural to wonder if there are exat expressions
of harater value in terms of free umulants. Kerov's polynomials give a posi-
tive answer to this question for harater values on yles (they appear rst in
a paper of P. Biane [Bi3, Theorem 1.1℄ in 2003). Unfortunately, their oe-
ients remain very mysterious. A lot of work has been done to understand them
([Bi3℄,[n2℄,[GR℄,[Bi4℄,[R℄,[La℄): a general, but exploding in omplexity, expliit
formula and a ombinatorial interpretation for linear terms in free umulants have
been found.
The positivity of the oeients of Kerov's polynomial has been observed by
numerial omputations ([Bi3℄,[GR℄) and was onjetured by S. Kerov. The main
result of this paper is a positive answer to this onjeture.
1.1.4. Multiretangular Young diagrams. We use in this paper a new way to look
at Young diagrams, initiated by R. Stanley in [St1℄. In this paper, he proved a
nie ombinatorial formula for harater values, but only for Young diagrams of
retangular shape. To generalize it, we have to look at any Young diagram as a
superposition of retangles as in gure 1. With this desription, Stanley's formula
has been reently generalized (see [St2℄,[Fé℄).
The omplexity of this general formula depends only on the size of the support
of the permutation (and not of the size of the permutation itself!). As remarked in
[F℄, it is useful to reformulate it with the notion of bipartite graph assoiated to a
pair of permutations. This bipartite graph has in fat a anonial map struture
3
,
whih is entral here.
3
For some pairs of permutations, this struture was introdued by I.P. Goulden and D.M.
Jakson in [GJ℄.
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In this paper, we link these two reent developments. This gives a new ombi-
natorial interpretation of the oeients, proving Kerov's onjeture.
1.2. Normalized harater. If σ is a permutation in S(k), let C(σ) be the parti-
tion of the set [k] := {1, . . . , k} in orbits under the ation of σ. The type of σ is, by
denition, the partition µ of the integer k whose parts are the length of the yle of
σ. The onjugay lasses of S(k) are exatly the sets of partition of a given type.
By denition, for µ ⊢ k and λ ⊢ n with k ≤ n, the normalized harater value is
given by equation:
(1) Σµ(λ) :=
n(n− 1) . . . (n− k + 1)χλ(σ)
χλ(Idn)
,
where σ is a permutation in S(k) of type µ and χλ is the harater value of the
irreduible representation assoiated to λ (see [MDo℄). Note that we have to iden-
tify σ with its image by the natural embedding of S(k) in S(n) to ompute χλ(σ).
1.3. Minimal fatorizations and non-rossing partitions. Non-rossing par-
titions and in partiular, their link with minimal fatorizations of a yle, are en-
tral in this work. This paragraph is devoted to denition and known results in this
domain. For more details, see P. Biane's paper [Bi1℄.
Denition 1.3.1. A rossing of a partition π of the set [j] is a quadruple (a, b, c, d) ∈
[j]4 with a < b < c < d suh that
• a and c are in the same part of π;
• b and d are in the same part of π, dierent from the one ontaining a and
c.
A partition without rossings is alled a non-rossing partition. The set of non-
rossing partitions of [j] is denoted NC(j) and an be endowed with a partial order
struture (by denition, π ≤ π′ if every part of π is inluded in some part of π′).
The partially ordered set (poset) NC(j) appears in many domains: we will use
its onnetion with the symmetri group.
Let us onsider the following length on the symmetri group S(j): denote by
l(σ) the minimal number h of transpositions needed to write σ as a produt of
transpositions σ = τ1 . . . τh. One has:
l(Idj) = 0,
l(σ−1) = l(σ),
l(σ · σ′) ≤ l(σ) + l(σ′).
We onsider the assoiated partial order on S(j): by denition, σ ≤ σ′ if l(σ′) =
l(σ) + l(σ−1σ′). It is easy to prove that
• Idj is the smallest element ;
• for any σ, one has l(σ) = j − |C(σ)|.
So, if we denote by (1 . . . j) the yle sending 1 onto 2, 2 onto 3, et. . . , one has
σ ≤ (1 . . . j)⇐⇒ |C(σ)| + |C(σ−1(1 . . . j))| = j + 1.
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If σ ≤ σ′, let us onsider the interval [σ;σ′] whih is by denition the set{
τ ∈ S(k) s.t. σ ≤ τ ≤ σ′
}
. In his paper [Bi1, setion 1.3℄, P. Biane gives a
ombinatorial desription of these intervals:
Proposition 1.3.1 (Isomorphism with minimal fatorizations). The map
[Idj ; (1 . . . j)] −→ NC(j)
σ 7→ C(σ)
is a poset isomorphism.
Here is the inverse bijetion: to a non-rossing partition τ of [j], we assoiate
the permutation σπ ∈ S(j), where σπ(i) is the next element in the same part of π
as i for the yli order (1, 2, . . . , j).
Sine the order is invariant by onjugay, every interval [Idj ; c], where c is a full
yle, is isomorphi as poset to a non-rossing partition set. More generally, if σ is
a permutation in S(j),
[Idj ;σ] ≃
|C(σ)|∏
i=1
NC(ji),
where the ji's are the number of elements of the yles of σ. This result gives
a desription of all intervals of the symmetri group sine, if σ ≤ σ′, we have
[σ;σ′] ≃ [Id;σ−1σ′].
1.4. Kerov's polynomials. We look for an expression of the normalized ha-
rater value in terms of free umulants. In the ase where µ has only one part
(µ = (k), σ = (1 . . . k)), P. Biane shows4 in [Bi3℄ that:
Denition-Theorem 1.4.1. For any k ≥ 1, there exists a polynomial Kk, alled
k−th Kerov's polynomial, with integer oeients, suh that, for every Young dia-
gram λ of size bigger than k, one has:
(2) Σk(λ) = Kk(R2
(
λ), . . . , Rk+1(λ)
)
.
Examples:
Σ1 = R2;
Σ2 = R3;
Σ3 = R4 +R2;
Σ4 = R5 + 3R3;
Σ5 = R6 + 15R4 + 5R
2
2 + 8R2.
Our main result is the positivity of the oeients of Kerov's polynomials. This
result was onjetured by S. Kerov (aording to P. Biane, see [Bi3℄).
Theorem 1.4.2 (Kerov's onjeture). For any integer k ≥ 1, the polynomial Kk
has non-negative oeients.
Our proof gives a (ompliated) ombinatorial interpretation of the oeients
and allows us to ompute some of them.
4
P. Biane attributes this result to S. Kerov.
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1.4.1. High graded degree terms.
Theorem 1.4.3. Let j1, . . . , jt be non negative integers suh that
∑
i
ji = k − 1.
The oeient of
∏
i
Rji in Kk is
(3)
(k − 1)k(k + 1)
24
|Perm(j)|
∏
i
(ji − 1),
where Perm(j) is the set of sequenes equal to j up to a permutation (|Perm(j)| =
t!
m2!...mk−1!
is the multinomial oeient of the ml's, where ml is the number of ji
equal to l).
This theorem gives an expliit formula for the term of graded degree k − 1 in
Kk, whih is the subdominant term for harater values on a yle. It has already
been proved in two dierent ways by I.P. Goulden and A. Rattan in [GR℄ and by
P. niady in [n2℄. The proof in this artile is a new one, whih is a onsequene
of our general ombinatorial interpretation.
1.4.2. Low degree terms.
Theorem 1.4.4. The oeient of the linear monomial Rd in Kk is the number
of yles τ ∈ S(k) suh that τ−1(12 . . . k) has d− 1 yles.
Let k, j, l be positive integers, the oeient of RjRl in Kk is the number (respe-
tively half the number is j = l) of pairs (τ, ϕ) whih fulll the following onditions:
• The rst element τ is a permutation in S(k) suh that |C(τ)| = 2. The
seond element ϕ is a bijetion |C(τ)|
∼
→ {1; 2}. So we ount some permu-
tations with numbered yles.
• τ−1σ has j + l − 2 yles.
• Among these yles, at least j have an element in ommun with ϕ−1(1) and
at least l with ϕ−1(2).
The rst part of this theorem was proved by R. Stanley and P. Biane [Bi3℄ sepa-
rately, the seond is a new result. As in our general ombinatorial interpretation,
these oeients an be omputed by ounting permutations in S(k). So, when
the support of the permutations is quite small, we an ompute quikly harater
values from free umulants.
1.5. A ombinatorial formula for harater values. The main tool in this
artile is the following formula
5
, onjetured by R. Stanley in [St2℄ and proved by
the author in [Fé℄. As notied in paragraph 1.1, if we have two sequenes p and q
of non-negative integers with only nitely many non-zeros terms, we onsider the
partition drawn on gure 1:
λ(p,q) :=
∑
i≥1
qi, . . . ,
∑
i≥1
qi
︸ ︷︷ ︸
p1 times
,
∑
i≥2
qi, . . . ,
∑
i≥2
qi
︸ ︷︷ ︸
p2 times
, . . .
With this notation, the Ri(λ(p,q)) are homogeneous polynomials of degree i in p
and q.
5
The notations in this artile are slightly dierent with the ones in the original papers
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Theorem 1.5.1. Let p and q be two nite sequenes, λ(p,q) ⊢ n the assoiated
Young diagram and µ ⊢ k(k ≤ n). If σ ∈ S(k) is a permutation of type µ, the
harater value is given by the formula:
(4) Σµ
(
λ(p,q)
)
=
∑
τ,τ∈S(k)
ττ=σ
(−1)|C(τ)|+rN τ,τ (p,q),
where N τ,τ is an homogeneous power series of degree |C(τ)| in p and |C(τ )| in q
whih will be dened in setion 2.
This theorem gives a ombinatorial interpretation of the oeients of Σµ, ex-
pressed as a polynomial in variables p and q. It is natural to wonder if there exists
suh an expression for free umulants. Sine Rl+1 is the term of graded degree l+1
of Σl (see [Bi3, Theorem 1.3℄), we have
6
:
Rl+1(λ(p,q)) =
∑
τ,τ∈S(l)
ττ=(1...l)
|C(τ)|+|C(τ)|=l+1
(−1)|C(τ)|+1N τ,τ (p,q);
=
∑
π∈NC(l)
(−1)|π|+1Nπ(p,q).(5)
The seond equality omes from the fat that fatorizations τ, τ of the long yle
(1 . . . l) suh that |C(τ)| + |C(τ )| = l + 1 are anonially in bijetion with non-
rossing partitions (see paragraph 1.3). Note that Nπ is simply a short notation
for Nσπ,σ
−1
π (1...l)
.
From now on, we onsider Σk and Rl as power series in two innite sets of
variables (p,q) and look at equality (2) in this algebra (equality as power series
in p and q is equivalent to equality for all Young diagram λ, whose size is bigger
than a given number). If we expand Kk(R2, . . . , Rk+1), we obtain an algebrai sum
of produt of power series assoiated to minimal fatorizations. In this artile, we
write eah term of the right side of (4) as suh a sum.
1.6. Generalized Kerov's polynomials. The theorems of paragraph 1.4 orres-
pond to the ase where µ has only one part. But, in fat, they have generalizations
for any µ ⊢ k.
Firstly, there exist universal polynomials Kµ, alled generalized Kerov's polyno-
mials, suh that:
(6) Σµ(λ) = Kµ(R2(λ), . . . , Rk+1(λ)).
Examples: Σ2,2 = R
2
3 − 4R4 − 2R
2
2 − 2R2;
Σ3,2 = R3 · R4 − 5R2 ·R3 − 6R5 − 18R3;
Σ2,2,2 = R
3
3 − 12R3 · R4 − 6R3 ·R
2
2 + 58R3 ·R2 + 40R5 + 80R3.
Seondly, although these polynomials do not have non-negative oeients, the
following generalization of theorem 1.4.2 holds:
6
A. Rattan has also given a diret proof of this result in [Ra℄.
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Theorem 1.6.1. Let µ ⊢ k and σ ∈ S(k) a permutation of type µ.
(7) Σ′µ :=
∑
τ,τ∈S(k)
ττ=σ
<τ,τ> trans.
(−1)|C(τ)|+1N τ,τ ,
where < τ, τ > trans. means that the subgroup < τ, τ > of S(k) generated by
τ and τ ats transitively on the set [k]. Then there exists a polynomial K ′µ with
non-negative integer oeients suh that, as power series:
(8) Σ′µ = K
′
µ(R2, . . . , Rk+1).
Examples: Σ′2,2 = 4R4 + 2R
2
2 + 2R2;
Σ′3,2 = 6R2 · R3 + 6R5 + 18R3;
Σ′2,2,2 = 64R3 ·R2 + 40R5 + 80R3.
Setions 2, 3 and 4 are devoted to the proof of this theorem.
The quantities Σ′ are not only pratial for the statement of this theorem, they
also appear as disjoint umulants [F, Proposition 22℄ for study of the asymptotis
of harater values in [n1℄. It is also easy to reover Σ from Σ′ by looking, for eah
deomposition, at the set partition of [k] in orbits under the ation of < τ, τ > (one
has to be areful about the signs):
(9) Σµ =
∑
Π partition of [l(µ)]

 ∏
{i1,...,il} part of Π
(−1)l−1Σ′µi1 ,...,µil

 .
If we invert this formula with (usual) umulants, then our positivity result on
generalized Kerov's polynomials is exatly the one onjetured by A. Rattan and
P. niady in [R℄.
1.6.1. Subdominant term for general µ. We an also ompute some partiular o-
eients in this general ontext:
For low degree terms, the rst part of theorem 1.4.4 is still true (it has been
proved in [R℄ in this general ontext) and the seond is true with K ′µ instead of
Kµ and with an additional ondition in the seond part : < τ, τ
−1σ > ats transi-
tively on [k].
The highest graded degree in K ′µ is |µ|+ 2 − l(µ). In the ase l(µ) = 2, we an
expliitly ompute the orresponding term.
Theorem 1.6.2. Let N(l1, . . . , lt;L) be the number of solutions of the equation
x1 + . . .+ xt = L, fullling the ondition that, for eah i, xi is an integer between
0 and li. Then, the oeient of a monomial
t∏
i=1
Rji of graded degree r+ s in K
′
r,s
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is:
(10)
r · s
t
|Perm(j)| N(j1 − 2, . . . , jt − 2; r − t).
This result gives the subdominant term for harater values on any xed permu-
tation:
Corollary 1.6.3. For any µ = (k1, . . . , kr) ⊢ k, one has:
Σµ =
r∏
i=1
Rki+1 +
r∑
i=1

(∏
h 6=i
Rh)

 ∑
|j|=i−1
(k − 1)k(k + 1)
24
|Perm(j)|
l(j)∏
i
(ji − 1)Rji




+
∑
1≤i1<i2≤r

( ∏
h 6=i1,i2
Rh)

 ∑
|j|=i1+i2
i1 · i2
l(j)
|Perm(j)| N(j1 − 2, . . . , jt − 2; i1 − t)
l(j)∏
i=1
Rji




+ lower graded degree terms.
Proof. In equation (9), the only summands whih ontain terms of degree |µ|+r−2
are the one indexed by the partition of [l(µ)] in singletons and those indexed by
partitions in one pair and singletons. 
1.7. Organization of the artile. In setion 2, we will assoiate a map to eah
pair of permutations. This will help us to dene the assoiated power series N .
In setion 3, for any map M , we write N(M) as an algebrai sum of power series
assoiated to minimal fatorizations. The setion 4 is the end of the proof of
theorem 1.6.1. Then, in setion 5, we will ompute some partiular oeients
(proofs of theorems 1.4.3, 1.4.4 and 1.6.2).
2. Maps and polynomials
In this setion, we dene the power series N τ,τ as the omposition of three
funtions:
S(k)× S(k)
§ 2.1
//
biolored labeled map
Forget
//
biolored graph
§ 2.2
// C[[p,q]]
2.1. From permutations to maps. Let us give some denitions about graphs
and maps.
Denition 2.1.1 (graphs). • A graph is given by:
 a nite set of verties V ;
 a set of half-edges H with a map ext from H to V (the image of an
half-edge is alled its extremity) ;
 a partition of H into pairs (alled edges, whose set is denoted E) and
singletons (the external half-edges).
• A biolored graph is a graph with a partition of V in two sets (the set of
white verties Vw and the set of blak verties Vb) suh that, for eah edge,
among the extremities of its two half-edges, one is blak and one is white.
• A labeled graph is a graph with a map ι from E in N⋆. Moreover, we say
that it is well labeled if ι is a bijetion of image [|E|].
• An oriented edge e is an edge e with an order of its two half-edges.
• An oriented loop is a sequene of oriented edge e1, . . . , el suh that:
 For eah i, the extremity vi of the rst half-edge of ei+1 is the same
as the extremity of the seond of ei (with the onvention el+1 = e1);
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Figure 2. Example of a biolored labeled map, with exatly one fae whose
assoiated word is 12345678
 All the vi's and the ei's are dierent (an edge does not appear twie,
even with dierent orientations).
We identify sequenes that dier only by a yli permutation of their orien-
ted edges.
• The free abelian group on graphs has a natural ring struture: the produt
of two graphs is by denition their disjoint union.
Denition 2.1.2 (Maps). • A map is a graph supplied with, for eah vertex
v, a yli order on the set of all half-edges (inluding the external ones) of
extremity v (i.e. ext−1(v)).
• Consider an half-edge h of a map M . Thanks to the map struture, there
is a yli order on the set of half-edges having the same extremity as h.
We all suessor of h the element just after h in this order.
• Sine a map is a graph with additional informations, we have the notion of
biolored and/or (well-)labeled map.
• A fae of a map is a sequene of oriented edge e1, . . . , ek suh that, for
eah i, the rst half-edge of ei+1 (el+1 = e1) is the suessor of the seond
half-edge of ei. As for loops, we identify the sequenes whih dier by yli
permutations of their oriented edges. Then eah oriented edge is in exatly
one fae.
• If F is a fae of a map is labeled and biolored, we denote by E(F ) the
set of edges appearing in F with the white to blak orientation. The word
assoiated to a fae is the word w(F ) of the labels of the elements of E(F )
(it is dened up to a yli permutation).
• A fae, whih is also a loop (all verties and edges of the fae are distint)
and whih does not ontain an external half-edge, is alled a polygon.
Remark 1. A map, whose underlying graph is a tree, is a planar tree. It has exatly
one fae.
2.1.1. Map assoiated with a pair of permutations. The following onstrution is
lassial (it generalizes the work of I.P. Goulden and D.M. Jakson in [GJ℄) but we
reall it for ompleteness.
Denition 2.1.3. To a well-labeled biolored map M with k edges and no external
half-edges, we assoiate the pair of permutations (τ, τ ) ∈ S(k)2 dened by: if i is
an integer in [k], e the edge of M with label i and h its half-edge with a white
(resp. blak) extremity, then τ(i) (resp. τ(i)) is the label of the edge ontaining the
suessor of h.
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It is easy to see that this denes a bijetion between well-labeled biolored maps
and pairs of permutations in S(k). Its inverse assoiates to a pair of permutations
(τ, τ ) the following biolored labeled mapM τ,τ : the set of white verties is C(τ), the
one of blak verties C(τ ), the set of half-edges {1w, 1b, . . . , kw, kb} is partitioned in
edges {iw, ib} and the yle (i1, . . . , il) of τ (resp. (j1, . . . , jl) of τ ) is the extremity
of the half-edges iw1 , . . . , i
w
l (resp. j
b
1, . . . , j
b
l ) in this yli order.
The following property follows straight forward from the denition:
Proposition 2.1.1. The words assoiated to the faes ofM τ,τ are exatly the yles
of the produt ττ .
Example 1. The map drawn on gure 2 is assoiated to the pair of permutations(
(15)(27)(3)(486), (174)(236)(58)
)
of produt (12345678). The word assoiated to
its unique fae is 12345678 as predited by proposition 2.1.1.
Note that the onneted omponents of M τ,τ are in bijetion with the orbits of
[k] under the ation of < τ, τ >. So, a fatorization is transitive if and only if its
map is onneted. In partiular, maps of minimal fatorizations of the full yle
(12 . . . k) are exatly the onneted maps with k + 1 verties and k edges, that is
to say the planar trees.
2.2. From graphs to polynomials.
Denition 2.2.1. Let G be a biolored graph and V its set of verties, disjoint
union of Vb and Vw. An evaluation ψ : V → N
⋆
is said admissible if, for any edge
between a white vertex w and a blak one b, it fullls ψ(b) ≥ ψ(w). The power
series N(G) in indeterminates p and q is dened by the formula:
(11) N(G) =
∑
ψ:V→N
admissible
∏
w∈Vw
pψ(w)
∏
b∈Vb
qψ(b).
Note that N is extended to the ring Abg of biolored graphs by Z-linearity. It is in
fat a morphism of rings (the power series assoiated to a disjoint union of graphs
is simply the produt of the power series assoiated to these graphs).
If τ and τ are two permutations in S(k), we put:
N τ,τ := N(M τ,τ ).
This denition is the one that appears in theorem 1.5.1. The main step of our
proof of Kerov's onjeture is to write the power series assoiated to any pair of
permutations as an algebrai sum of power series assoiated to forests (i.e. produts
of power series assoiated to minimal fatorizations).
Let G be a biolored graph and L an oriented loop of G. We denote by E(L) the
set of edges whih appear in the sequene L oriented from their white extremity to
their blak one. Let us dene the following element of the Z-module Abg:
(12) TL(G) =
∑
E′⊂E(L)
E′ 6=∅
(−1)|E
′|−1G\E′,
where G\E′ denotes the graph obtained by taking G and erasing its edges belong-
ing to E′ (it is a subgraph of G with the same set of verties). These elementary
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Figure 3. Illustration of denition of transformation TL
Figure 4. Example of an elementary transformation.
transformations are drawn on gure 3, where we have only drawn verties and edges
belonging to the loop L (so these shemes an be understood as loal transforma-
tions).
An example of suh a transformation is drawn in gure 4. G is the map of gure
2 (we forget the labels and the map struture) and L the loop 7, 2, 6, 4.
We have the following onservation property:
Proposition 2.2.1. If G is a biolored graph and L an oriented loop of G, then
(13) N
(
TL(G)
)
= N(G).
Proof. Let G be a biolored graph and Vw, Vb, E as in denition 2.1.1. We write
the series N(G) as the following sum:
N(G) =
∑
ψw:Vw→N⋆

 ∑
ψ:V→N⋆admissible
ψ/Vw=ψw
∏
w∈Vw
pψ(w)
∏
b∈Vb
qψ(b)

 ;
=
∑
ψw:Vw→N⋆
Nψw(G).(14)
Sine all the graphs in the equality (13) have the same set of verties Vw, it is
enough to prove that, for every ψw : Vw → N
⋆
, we have:
(15) Nψw
(
TL(G)
)
= Nψw(G).
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Let us x a partial evaluation ψw : Vw → N
⋆
. If we hoose a numbering w1, . . . , wl
(with respet to the loop order) of the white verties of L, then there exists an index
i suh that ψw(wi+1) ≥ ψw(wi) (with the onvention wl+1 = w1). Denote by e the
edge just after wi in the loop L. It is an erasable edge. So we have a bijetion:{
E′ ⊂ E(L), e /∈ E′
} ∼
→
{
E′′ ⊂ E(L), e ∈ E′′
}
E′ 7→ E′′ = E′ ∪ {e}.
But, this bijetion has the following property:
Nψw(G\E
′) = Nψw(G\(E
′ ∪ {e}).
Indeed the admissible evaluations whose restritions to white verties is ψw are the
same for the two graphs G\E′ and G\(E′ ∪ {e}). The only thing to prove is that,
if suh a ψ is admissible for G\(E′ ∪ {e}), it fullls also: ψ(be) ≥ ψ(wi), where be
is the blak extremity of e. This is true beause
ψ(be) ≥ ψ(wi+1) = ψw(wi+1) ≥ ψw(wi) = ψ(wi).
To onlude the proof, note that ardinals of E′ and E′ ∪ {e} have dierent
parity so they appear with dierent signs in G − TL(G). Their ontributions to
(15) anel eah other and the proof is over. 
Reall that N is a morphism of rings, so (Abg)/KerN is a ring.
Corollary 2.2.2. The ring (Abg)/KerN is generated by trees.
Proof. Just iterate the proposition by hoosing any oriented loop until there is no
loop left (if a graph is not a disjoint union of trees, there is always one). 
However, forests are not linearly independent in (Abg)/KerN .
3. Map deomposition
By iterating proposition 2.2.1 until there are only forests left, given a graph G,
we obtain an algebrai sum of forests whose assoiated power series is N(G). But
there are many possible hoies of oriented loops and they an give dierent sums
of forests. In this setion, we explain, how, by restriting the hoies, we hoose a
partiular one, whih depends on the map struture and the labeling.
3.1. Elementary deomposition. To do oherent hoies, it is onvenient to add
an external half-edge to our map. So, in this paragraph, we deal with biolored
maps with exatly one external half-edge h. They generate a free Z-module denoted
Abm,1.
IfM is suh a map, let ⋆ be the extremity of its external half-edge. An (oriented)
loop L is said admissible if:
• The vertex ⋆ is a vertex of the loop, that is to say that ⋆ is the extremity
of the seond half-edge hi,2 of ei and of the rst half-edge hi+1,1 of ei+1 for
some i;
• The yli order at ⋆ restrited to the set
{
h, hi,2, hi+1,1
}
is the yli order(
h, hi+1,1, hi,2
)
.
For example, the oriented loop L of gure 4 is admissible. If L satises the rst
ondition, exatly one among the oriented loops L and L′ is admissible (where L′
is L with the opposite orientation).
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Denition-Theorem 3.1.1. There exists a unique linear operator
D1 : Abm,1 → Abm,1
suh that:
• The image of a given map M lives in the vetor spae spanned by its
submaps with the same set of verties ;
• If L is an admissible loop of M , then
(16) D1(M) = D1
(
TL(M)
)
.
Note that this equality is meant as an equality between submaps of M , not
only as isomorphi maps ;
• If there is no admissible loops in M , then D1(M) = M .
Proof. If M is a biolored map, all graphs appearing in TL(M) have strily less
edges than M . So the uniqueness of D1 is obvious.
The existene of D1 will be proved by indution. Denote, for every N , A
N
bm,1
the submodule of Abm,1 generated by graphs with at most N edges. We will prove
that there exists, for every N , an operator DN1 : A
N
bm,1 → A
N
bm,1, extending D
N−1
1
if N ≥ 1, and satisfying the onditions asked for D1. The ase N = 0 is very easy
beause A0bm,1 is generated by graphs without admissible loops, so D
0
1 = Id. If our
statement is proved for any N , it implies the existene of D1: take the indutive
limit of the DN1 .
Let N ≥ 1 and suppose that DN−11 has been built. To prove the existene of
DN1 , we have to prove that, if M has admissible loops, then D
N−1
1
(
TL(M)
)
does
not depend on the hosen admissible loop L. To do this, let us denote by M⋆ the
submap of M ontaining exatly all the edges of M whih belong to some admissi-
ble loop of M . The maps M and M⋆ have exatly the same admissible loops. We
dene H = |E(M⋆)| − |V (M⋆)| + 1 (whih might be understood as the number of
independent loops in M⋆).
If H = 0, 1, the map M has at most one admissible loop, so there is nothing to
prove:
• If M has exatly no admissible loop, then DN1 (M) = M .
• If M has exatly one admissible loop L, then DN1 (M) = TL(M).
If H = 2 and if there is a vertex of valene 4 in M⋆ dierent from ⋆, then there
is at most one admissible loop. If H=2 and if ⋆ is a vertex of valene 4, then
there are two admissible loops L1 and L2 without any edges in ommun, so the
transformation with respet to these loops ommute, so
DN−1
(
TL1(M)
)
= TL2
(
TL1(M)
)
= TL1
(
TL2(M)
)
= DN−1
(
TL2(M)
)
.
If H = 2 and if ⋆ and an other vertex v have valene 3, there are three admissible
loops. InM⋆, there are three dierent paths c0, c1, c2 going (without any repetition
of verties or edges) from ⋆ to v. We number them suh that, if hi is the rst
half-edge of the path ci, the yli order at ⋆ is (h, h0, h1, h2). Let us denote by
Ei(0 ≤ i ≤ 2) (resp. by Ei¯) the set of edges appearing in ci oriented from their
blak vertex to their white one (resp. from their white vertex to their blak one).
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If I = {i1, . . . , il} ⊂ {0, 1, 2, 0¯, 1¯, 2¯}, we onsider the following element of Abg,1:
MI =
∑
∅6=E′
1
⊂Ei1 ,...,∅6=E
′
l⊂Eil
(−1)|E
′
1
|−1 . . . (−1)|E
′
l|−1M\
(
E′1 ∪ . . . ∪E
′
l
)
.
Let L1 = c0 · c1, L2 = c1 · c2 and L3 = c0 · c2 be the three admissible loops of M .
Their respetive sets of erasable edges are E0¯ ∪ E1, E0¯ ∪ E2 and E1¯ ∪ E2. So we
have (the gure 5 shows this omputation on an example, where all sets Ei are of
ardinal 1):
TL1(M) =
∑
E′⊂E1
E′ 6=∅
(−1)|E
′|−1M\E′ +
∑
E′⊂E0¯
E′ 6=∅
(−1)|E
′|−1M\E′
+
∑
E′⊂(E1∪E0¯)
(E′∩E1) 6=∅,(E
′∩E0¯) 6=∅
(−1)|E
′|−1M\E′;
= M0¯ +M1 −M1,0¯.
For eah graph appearing in M0¯, M1 there is only one admissible loop so D
N−1
1 is
just given by the orresponding elementary transform:
DN−11 (TL1(M)) = M0¯,1¯ +M2,0¯ −M2,0¯,1¯ +M1,0¯ +M1,2 −M1,2,0¯ −M1,0¯,
= M0¯,1¯ +M2,0¯ −M2,0¯,1¯ +M1,2 −M1,2,0¯.
For the other admissible loops, we obtain:
DN−11 (TL2(M)) = D
N−1
1 (M1¯ +M2 −M2,1¯),
= M0¯,1¯ +M2,1¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯ −M2,1¯,
= M0¯,1¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯;
DN−11 (TL3(M)) = D
N−1
1 (M0¯ +M2 −M2,0¯),
= M0¯,1¯ +M2,0¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯ −M2,0¯,
= M0¯,1¯ −M2,0¯,1¯ +M2,0¯ +M1,2 −M1,2,0¯.
If H = 2 and if there are two verties v and v′ of valene 3 distint from ⋆, the
proof is similar. We use the same notations, exept that:
• The paths c0, c1 and c2 go from v to v
′
.
• The vertex ⋆ is on c0. It does not matter to exhange c1 and c2.
• If the half-edge just before (resp. just after) ⋆ in c0 is denoted by h1 (resp.
h2), the yli order at ⋆ indues the order (h1, h, h2).
In this ase, there are only two admissible loops L1 and L3 in M and a little
omputation proves the theorem:
DN−11 (TL1(M)) = D
N−1
1 (M0¯ +M1 −M1,0¯),
= M0¯ +M1,0¯ +M1,2 −M1,2,0¯ −M1,0¯,
= M0¯ +M1,2 −M1,2,0¯;
DN−11 (TL0¯(M)) = D
N−1
1 (M0¯ +M2 −M2,0¯),
= M0¯ +M2,0¯ +M1,2 −M1,2,0¯ −M2,0¯,
= M0¯ +M1,2 −M1,2,0¯.
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Figure 5. One partiular ase of denition-theorem 3.1.1
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The proof is over in the ase H = 2.
The ase H ≥ 3 needs the two following lemmas:
Lemma 3.1.2. Let L be an admissible loop of M and e an edge of M\L. Then,
DN−11
(
TL(M)
)
= DN−11
(
DN−11 (M\{e}) ∪ {e}
)
,
where, for a submap M ′ ⊂M with the same set of verties whih does not ontain
e, M ′ ∪ {e} the map obtained by adding the edge e to M ′.
Proof. To ompute the left side of the equation, we hoose, for every graph in
TL(M), one of its admissible loop, apply the assoiated transformation and iterate
this. If, whenever it is possible, we hoose an admissible loop that does not ontain
e, the rst hoies done are also hoies of admissible loops for the map M\{e}.
After the assoiated transformations, we obtainDN−11 (M\{e})∪{e} and the lemma
follows. 
Lemma 3.1.3. If H ≥ 3 and if L1 and L2 are two admissible loops with L1∪L2 =
M , then there exists a third one L suh that L ∪ L1 6= M and L ∪ L2 6= M .
Proof. We hoose a numbering of the oriented edges of the loops so that the rst
half-edge of e1 has ⋆ for extremity. We suppose (eventually by exhanging L1 and
L2) that the rst half-edge of L1 is between h0 and the rst half-edge of L2 in the
yli order of ⋆. As L1 ∪ L2 = M , the loops L1 and L2 have an other vertex in
ommun than ⋆ (otherwise, M is a wedge of two yles and H = 2). Let v be the
rst vertex of L1 whih is also in L2 but suh that the paths from ⋆ to v given by
the beginnings of L1 and L2 are dierent. Let us onsider the sequene L equal to
the onatenation of the beginning of L1 (from ⋆ to v) and the end of L2 (from v
to ⋆). With this denition:
• All verties and edges appearing in L are distint. Moreover, L is an ad-
missible loop ;
• The edge before v in L2 belongs neither to L1 nor to L ;
• As H > 2, the ends of L1 and L2 (from v to ⋆) are dierent. So there is an
edge in the end of L1 whih belongs neither to L2 nor to L. 
Lemma 3.1.2 implies: if L1 and L2 are admissible loops suh that L1 ∪L2 6= M ,
we have:
D1
(
TL1(M)
)
= D1
(
TL2(M)
)
.
Together with lemma 3.1.3, this ends the proof of the theorem. 
Remark 2 (useful in paragraph 4.2). The denition of this operator does not really
need the maps to be biolored. It is enough to suppose that eah edge has a
privileged orientation. In this ontext, the erasable edges of a oriented loop are the
one whih appear in the loop in their privileged orientation and operator TL has
a sense. A biolored map an be seen this way if we hoose as orientation of eah
edge the one from the white vertex to the blak one.
3.2. Complete deomposition. It is immediate from the denition that every
map M ′ appearing with a non-zero oeient in D1(M) has no admissible loops.
Thus they are of the following form (drawn on gure 6):
The vertex ⋆ is the extremity of half-edges hi(0 ≤ i ≤ l), inluding the external
one h0, numbered with respet to the yli order. For i ≥ 1, hi belongs to an edge
POSITIVITY OF KEROV'S POLYNOMIALS 17
Figure 6. General form of the onneted omponent ontaining ⋆ of a map
appearing in D1(M).
ei, whose other extremity is vi. Eah vi is in a dierent onneted omponent Mi
(alled leg) of M\{h1, . . . , hl}. Note that we have only erased the half-edge hi and
not the whole edge ei so that eah Mi keeps an external half-edge.
If we have a family of submaps M ′i = Mi\{E
′
i} of the Mi we onsider the map
φM (M
′
1, . . . ,M
′
l ) = M\
⋃
{E′i} obtained by replaing in M eah Mi by M
′
i .
The outome of operator D1 is an algebrai sum of maps, whih are muh more
ompliated than planar forests. So, in order to write N(M) as an algebrai sum
of series assoiated to minimal fatorizations, we have to iterate suh operations.
We want to dene deompositions of maps assoiated to pairs of permutations,
so of well-labeled biolored maps without external edges. But it is onvenient to
work on a bigger module: the ring Ablm,≤1 of biolored labeled maps with at most
one external half-edge per onneted omponent.
Denition-Proposition 3.2.1. There exists a unique linear operator
D : Ablm,≤1 → Ablm,≤1
suh that:
(1) If M has only one vertex, then D(M) = M ;
(2) If M has more than one onneted omponents M =
∏
Mi, then one has
D(M) =
∏
D(Mi) ;
(3) If M has only one onneted omponent and no external half-edge, onsider
its edge e of smallest label. Let h be the half-edge of e of blak extremity.
We denote by M the map obtained by adding one external half-edge between
h and its suessor. Then D(M) = D(M) ;
(4) If M has only one onneted omponent with one half-edge but no admis-
sible loops, we use the notations of the previous paragraph. As the Mi are
onneted maps with an external half-edge, we an ompute D(Mi) (third
or fth ase). Then D(M) is given by the formula:
D(M) = φM (D(M1), . . . , D(Ml)),
where φM is extended by multilinearity to algebrai sums of submaps of the
Mi's.
(5) Else, D(M) = D(D1(M)).
Existene and uniqueness of D are obvious. The image of a map M by D is in
the subspae generated by its submaps with the same set of verties, no isolated
verties and no loops, i.e. its overing forests without trivial trees. Note also that
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Figure 7. Map M .
Figure 8. Maps involved in the omputation of the example.
forests are xed points for D (immediate indution).
Example 2. We will ompute D(M) where M is the map of the gure 7 (without
the external half-edge).
The map M belongs to the third kind, so we have to add an external half-edge as
on the gure. Now, M is a map of the fth type and we have to ompute D1(M):
this is very easy beause the two transformations assoiated with admissible loops
lead to the same sum of submaps whih do not ontain any admissible loop.
D1(M) = M\{1}+M\{2} −M\{1, 2};
So D(M) = D(M\{1}) +D(M\{2})−D(M\{1, 2}).
The map M\{1} is a map of the fourth type with only one leg M1, whih is drawn
at gure 8.
This map M1 is again of the fourth type (with one leg: the map M2 of the gure
8) so we have to ompute D(M2), whih is simply D1(M2) = M2\{5}. This implies
immediately that D(M1) = M1\{5} and:
D(M\{1}) = M\{1, 5}.
Similarly, D(M\{2}) = M\{2, 3}.
Now we look at the map M\{1, 2}. It has two onneted omponent (we have
to apply rule 2): one is a tree and has a trivial image by D, the other one M3
has no external half-edge. We have to add one external half-edge to M3 with the
third rule and obtain M4. Now, it is lear that D1(M4) = M4\{3}, so one has
D(M\{1, 2}) = M\{1, 2, 3}.
Finally
D(M) = M\{1, 5}+M\{2, 3} −M\{1, 2, 3}.
As we an see on the example, when we replae Mi by its image by several
elementary transformations in M , we obtain the image of M by the same transfor-
mations. So, by an immediate indution, the operator D onsists in applying to M
an elementary transformation TL (with restrited hoies), then one to eah map of
the result whih is not a forest, et. until there are only forests left. An immediate
onsequene is the D−invariane of N .
POSITIVITY OF KEROV'S POLYNOMIALS 19
Remark 3. Note that transformations indexed by loops whih are in dierent on-
neted omponents and/or in dierent legs of the map (fourth ase) ommute.
3.3. Signs. In this paragraph, we study the sign of the oeients in the expression
D(M). This is entral in the proof of theorem 1.6.1 beause we will show that
the oeients of K ′µ an be written as a sum of oeients of D(M), for some
partiular maps M .
Proposition 3.3.1. Let M ′ ⊂ M two maps with the same set of verties and
respetively tM ′ and tM onneted omponents. The sign of the oeient of M
′
in
(−1)tMD(M) is (−1)tM′ .
Proof. Due to the indutive denition of D using D1, it is enough to prove the
result for operator D1 in the ase where M is a onneted (tM = 1) biolored map
with one external half-edge. We proeed by indution over the number of edges in
M\M ′. IfM ′ = M , the result is obvious. Note that ifM ′ has a non-zero oeient
in D1(M), we have neessarily M\M
′ = {e1, . . . , el} where eah ei belongs at least
to one admissible loop.
First ase: There exists an edge e ∈ M\M ′ suh that M\{e} has at least
one admissible loop. Let us dene M1 = M\{e} and apply the lemma 3.1.2:
D1(M) = D1
(
D1(M1) ∪ {e}
)
. The submaps M ′′ of M1 ontaining M
′
an be
divided in two lasses:
• EitherM ′′∪{e} has the same number t of onneted omponents asM ′′. By
indution hypothesis, the sign of the oeient ofM ′′∪{e} in D1(M1)∪{e}
is (−1)t−1 ;
• Or M ′′ ∪ {e} has stritly less onneted omponents than M ′′. In this ase
{e} does not belong to any loops of M ′′ ∪ {e}, so every graph appearing
in D1(M
′′ ∪ {e}) does ontain {e}. In partiular, the oeient of M ′ in
D1(M
′′ ∪ {e}) is zero.
Finally, the oeient of M ′ in D1(M) is the same as in the sum of D1(M
′′ ∪ {e})
forM ′′ of the rst lass. So the result omes from the indution hypothesis applied
to M ′ ⊂ M ′′ ∪ {e} (whih an be done beause M ′′ ∪ {e} has stritly less edges
than M).
Seond ase: Else, up to a new numbering of edges of M\M ′, the map M ′ has l
onneted omponents M ′1, . . . ,M
′
l and, for eah i, the two extremities of ei belong
to M ′i and M
′
i+1 (onvention: M
′
l+1 = M
′
1).
Choose any admissible loop L, it ontains all the edges ei. Indeed, if we look at a
map of the kindM ′′ = M\E′, with E′ ( {e1, . . . , el}, all edges of {e1, . . . , el}\E
′
do
not belong to any loop ofM ′′ and are never erased in the omputation ofD1(M). So
the only term in TL(M) whih ontribute to the oeient ofM
′
is (−1)l−1M ′. 
4. Deompositions and umulants
In setion 3, we have built an operator D on biolored labeled maps whih leaves
N invariant and takes value in the ring spanned by forests. If we replae N τ,τ by
N(D(M τ,τ )) in the right hand side of equation (7), we obtain a deomposition of
Σ′µ as an algebrai sum of produts of power series assoiated to minimal fator-
izations. In order to have something that looks like (8), we regroup some terms
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Figure 9. Example of a well-labeled umulant map of resultant (1 . . . 17)
and make free umulants appear through formula (5). To do this, it will be useful
to enode these assoiations of terms into ombinatorial objets that we will all
umulant maps.
4.1. Cumulant maps.
Denition 4.1.1. A umulant map M of size k is a triple (MM,F, ι) where MM
is a biolored map with |E| − |V | = k, F = (F1, . . . , Ft) is a family of faes of MM
suh that
• The faes F1, . . . , Ft are polygons (see denition 2.1.2)
• Every vertex of MM belongs to exatly one fae among F1, . . . , Ft ;
and ι is a funtion from E\
⋃
i(E(Fi)) (the set E(F ) was introdued in denition
2.1.2) to N⋆ (see gure 9 for an example). As in the ase of lassial maps, if ι is
a bijetion of image [k], the umulant map is said well-labeled.
By denition, the number of onneted omponents of M is the one of MM and
its resultant σM is the produt of the yles assoiated to the faes of MM dierent
from F1, . . . , Ft.
4.1.1. Non-rossing partitions as ompressions of a polygon. Consider a polygon
with 2j verties, alternatively blak and white. We hoose an orientation, begin at
a blak vertex and label the edges 1′, 1, 2′, 2, . . . , j′, j. Given a non-rossing par-
tition π ∈ NC(j), we glue, for eah i, the edge i with the edge σπ(i)
′
(σπ is the
permutation of [Idj ; (1 . . . j)] anonially assoiated to π by proposition 1.3.1) so
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that their blak extremities are glued together and also their white ones. In eah of
these gluings we only keep the label without
′
. The result is the labeled biolored
planar tree assoiated to the pair
(
σπ, σ
−1
π (1 . . . j)
)
.
This onstrution denes a bijetion between NC(j) and the dierent ways to
ompress a polygon with 2j verties (with labeled edges) in a biolored labeled
planar tree with j edges. So we reformulate (5):
(17) Rj+1 =
∑
T tree obtained by ompression
of a polygon of 2j verties
(−1)|Vw(T )|+1N(T ),
as power series in p and q (where |Vw(T )| is the number of white verties of T ).
If we onsider a polygon without the labels 1′, 1, . . . , j′, j, the bijetion between
NC(j) and the dierent ways to ompress it as a tree is only dened up to a rota-
tion of the polygon but this formula is still true.
Given a umulant map M, onsider all maps M obtained from MM by om-
pressing eah Fi into a tree (we do not touh the edges - dotted in our example
- whih do not belong to any fae Fi). Suh maps M have the same number of
onneted omponents asM and are maps of pairs of permutations whose produt
is the resultant of M. The disjoint union of the trees obtained by ompression of
the fae Fi is a overing forest of M with no trivial trees (i.e. with only one vertex),
whih is denoted FM .
Example 3. The map M of the gure 10 an be obtained from the umulant map
of the gure 9 by ompressing eah polygon into a tree in a ertain way. The or-
responding forest FM an be seen on the gure by erasing the dotted edges.
Let M be a umulant map of resultant σ. Consider the funtion
NM :
{
(τ, τ ) ∈ S(k)× S(k) s.t. ττ = σ
}
→ C[[p,q]],
dened by:
• If the map M τ,τ is obtained from MM by ompressing in a ertain way
(neessarily unique) the faes F1, . . . , Ft, we put:
NM(τ, τ ) = N
(
FMτ,τ
)
.
• Else NM(τ, τ ) = 0.
This funtion fullls:
(18)
∑
τ,τ∈S(k)
ττ=σM
(−1)|C(τ)|+tMNM(τ, τ ) =
tM∏
i=1
Rji+1.
Proof. Use formula (17) in the right hand side and expand it: the non-zero terms
of the two sides of equality are exatly the same (with same signs beause and M
and FM always have the same number of white verties). 
Thanks to this property, this type of funtions are a good tool to put series
assoiated to forests together to make produt of free umulants appear.
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Figure 10. Example of a map obtained by ompressing the polygons of
the umulant map of gure 9.
Remark 4. Let M be a umulant map of resultant σ. The sets{
τ ∈ S(k) suh that NM(τ, τ
−1σ) 6= 0
}
and
{
τ ∈ S(k) suh that NM(στ
−1, τ ) 6= 0
}
are intervals IM and IM of the symmetri group. So they are isomorphi as posets
to produts of non-rossing partition sets (for the order desribed in paragraph
1.3). The power series NM(τ, τ
−1σ) is simply the one assoiated to the image of
τ by this isomorphism (this image is dened up to the ation of the full yle on
non-rossing partitions, so the assoiated power series is well-dened) and equation
(5) is a onsequene of this fat.
4.2. Multipliities. As for lassial maps in paragraph 3.2, we dene a deom-
position operator for umulant maps. Denote by Acm,≤1 the ring generated as
Z-module by the umulant maps with at most one external half-edge by onneted
omponent. If M is a umulant map, denote by M ′M the map obtained by repla-
ing, for eah i, the fae Fi by a vertex (this map is not biolored but eah edge
has a privileged orientation: the former white to blak orientation).
Denition-Proposition 4.2.1. There exists a unique linear operator
D : Acm,≤1 → Acm,≤1
suh that:
• If M ′M has only one vertex, then D(M) =M ;
• If M has more than one onneted omponents (M =
∏
iM
i
), then one
has D(M) =
∏
D(Mi) ;
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• If M has only one onneted omponent and no external half-edge, let h
be the half-edge of blak extremity of its edge with the smallest label. We
denote by M the umulant map obtained by adding one external half-edge
between h and its suessor (as some edges have no labels, the half-edge is
never in one of the faes Fi). Then D(M) = D(M)
• If M ′M has only one onneted omponent with one half-edge but no ad-
missible loops, denote by e1, . . . , el the edges leaving the same fae Fi0
as the external half-edge. The map MM\Fi0 has l onneted omponents
M1, . . . ,Ml, eah with an external half-edge (at the plae where ei leaves
Mi). These maps have a umulant map strutureMi = MMi . Then D(M)
is given by the formula:
D(M) = φM(D(M1), . . . ,D(Ml)),
where φM is the multilinear operator on algebrai sums of sub-umulant
maps of the Mi's dened as φM in paragraph 3.2.
• Else, onsider D1(M
′
M) thanks to remark 2. In eah map of the result,
replae the verties by faes Fi and denote the resulting sum of umulant
map by CM(D1(M
′
M)). Then,
D(M) = D(CM(D1(M
′
M))).
Denition 4.2.2. The multipliity c(M) of a umulant mapM is the oeient of
the disjoint union of the faes Fi in the deomposition D(M) multiplied by (−1)
tM−1
(it an be zero!).
Proposition 3.3.1 is also true for umulant maps and D. So c(M) is non-negative
if M is onneted.
If M is a map and FM a overing forest without trivial trees of M , denote
by MM,FM the umulant map obtained by replaing in M eah tree of FM by a
polygon. The orresponding mapM ′M,FM is obtained fromM by replaing all trees
of FM by a vertex. So the edges of M\FM are in bijetion with those of M
′
M,FM
.
Lemma 4.2.1. For any biolored labeled map M , one has
D(M) =
∑
FM⊂M
(−1)tFM−1c(MM,FM )FM ,
where the sum runs over overing forests of M with no trivial trees.
Proof. Let FM ⊂M be a overing forest with no trivial trees of a biolored labeled
map. The operator D applied to M onsists in making transformations of type
TL with restrited hoies until there are only forests left. Thanks to remark 3,
we hoose loops ontaining a vertex of T⋆ (the tree of FM ontaining the external
half-edge) as long as possible. As we are interested in the oeient of FM , we an
forget at eah step all maps that do not ontain FM . Now we notie that doing
an elementary transformation with respet to L and keeping only maps ontain-
ing FM is equivalent to applying formula (12) with E(L)∩(M\FM ) instead of E(L).
As edges ofM\FM are in bijetion with edges ofM
′
M,FM
, this new set of erasable
edges is a set of edges ofM ′M,FM . With our hoie of order of loops, this set of edges
of M ′M,FM is always the set of erasable edges of an admissible transformation. So,
omputing D(FM ) and keep only the submap ontaining FM is the same thing as
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omputing D(MM,FM ), exept that we have trees instead of the polygonal faes.
This shows that the oeient of FM in D(M) is the same as the one of the unions
of the faes Fi in D(MM,FM ). The lemma is now obvious with the denition of the
multipliity of umulant maps. 
With the notation of the previous paragraph, the lemma implies:
(19) N(D(M τ,τ )) =
∑
M umulant maps
of resultant σ
(−1)tM−1c(M)NM(τ, τ ).
Remark 5. By remark 4 and lemma 4.2.1, for every σ ∈ S(k), the family of intervals
IM, whereM desribes the set of umulant maps of resultant σ with multipliities
(−1)tM−1c(M), is a signed overing (the sum of multipliities of intervals ontaining
a given permutation is 1) of the symmetri group by intervals [π, π′] suh that
• The quantity |C(τ)| + |C(τ−1σ)| is onstant on these intervals ;
• The intervals are entered: |C(π−1σ)| = |C(π′)|.
Note that the power seriesN does not appear in this result but is entral in our ons-
trution. This interpretation of Kerov's polynomials' oeients was onjeturally
suggested by P. Biane in [Bi3℄.
4.3. End of the proof of main theorem. We use the D-invariane of N to write
Σ′µ as an algebrai sum of power series assoiated to minimal fatorizations:
Σ′µ =
∑
τ,τ∈S(k)
ττ=σ
<τ,τ> trans.
(−1)|C(τ)|+1N(D(M τ,τ ));
=
∑
τ,τ∈S(k)
ττ=σ
<τ,τ> trans.
(−1)|C(τ)|+1

 ∑
M umulant maps
of resultant σ
(−1)tM−1c(M)NM(τ, τ )

 .
The seond equality is just equation (19). Now, we hange the order of summa-
tion (note that transitive fatorizations have onneted maps, so appear only as
ompressions of onneted umulant maps) and use (18):
Σ′µ =
∑
M onneted
umulant map of
resultant σ
c(M)

 ∑
τ,τ∈S(k)
ττ=σ
(−1)|C(τ)|+tMNM(τ, τ )

 ;
=
∑
M onneted
umulant map of
resultant σ
c(M)
[
tM∏
i=1
Rji(M)+1
]
.(20)
This ends the proof of theorem 1.6.1 beause:
• the multipliity of a onneted umulant map is non negative ;
• the monomials in the Ri's are linearly independent as power series in p and
q.
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5. Computation of some partiular oeffiients
5.1. How to ompute oeients? In the proof of the main theorem, we have
observed that the oeient of the monomial
t∏
i=1
Rji+1 in K
′
µ is the sum of c(M)
over all onneted umulant maps M of resultant σ, with t polygons of respetive
sizes 2j1, . . . , 2jt.
But it is easier to look, instead of the onneted umulant map M, at the map
M0 obtained from MM by ompressing eah polygon in a tree with only one blak
vertex. Reall that, in this ontext, FM is the disjoint union of these trees. Thanks
lemma 4.2.1, the oeient of FM in D(M) is, up to a sign, equal c(M). Note that
eah pair (M,FM ), where M is the map of a transitive deomposition of σ and FM
a overing forest whose trees have exatly one blak vertex and at least a white
one, an be obtained this way from one umulant map M.
This remark leads to the following proposition, whih will be used for expliit
omputations in the next paragraphs:
Proposition 5.1.1. The oeient of monomial
t∏
i=1
Rji+1 in K
′
µ is the oeient
of the disjoint union of t trees with one blak and respetively j1, . . . , jt white verties
in
(−1)t−1
∑
τ,τ∈S(k)
ττ=σ,<τ,τ>trans.
|C(τ)|=t
D(M τ,τ ).
As remarked before for oeients of monomials of low degree, all the oeients
an be omputed by ounting some statistis on permutations in S(k) (whih an
be muh smaller than the symmetri group whose harater values we are looking
for).
5.2. Low degrees in R.
5.2.1. Linear oeients. A diret onsequene of proposition 5.1.1 is the (well-
known) ombinatorial interpretation of oeients of linear monomials in R: the
oeient of Rl+1 in K
′
µ (or equivalently in Kµ) is the number of permutations
τ ∈ S(k) with l yles whose omplementary τ = τ−1σ is a full yle, that is to say
exatly the number of fatorizations of σ, whose map has exatly one blak vertex
and l whites. Indeed, if M is a map with one blak vertex, it is onneted and has
only loops of length 2. So transformations with respet to these loops just onsist
in erasing an edge and D(M) is a tree with one blak vertex and as many white
verties as M .
5.2.2. Quadrati oeients. We have to ompute D(M), where M is a onneted
map with two blak verties. Denote w0, . . . , wu the white verties of M linked to
both blak verties. The rst step is the omputation of D1(M˜), where M˜ is M
with an external half-edge h (see denition 3.2.1).
We begin by transformations with respet to all loops of length 2 going through
the extremity ⋆ of h. So we suppose that every wi is linked by only one edge ei to
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Figure 11. Elementary deomposition of a map with two blak vertexes
⋆, but there an be more than one edge between wi and the other blak vertex v, so
we denote by fi the family of these edges. Let ei = {hi, h
′
i}, where the extremity of
hi is ⋆. With a good hoie of numbering for the wi, the yli order at ⋆ indues
the order h, h0, . . . , hu.
Lemma 5.2.1. With these notations, we have:
(21)
D1(M˜) =
u∑
i=0
M˜\{f0, . . . , fi−1, ei+1, . . . , eu} −
u∑
i=1
M˜\{f0, . . . , fi−1, ei, . . . , eu}.
An exemple for u = 3 is drawn on gure 11.
Proof. If u = 0, there is no admissible loop and this result is D1(M˜) = M˜ . The
ase u = 1 is left to the reader (it is an easy indution on the number of edge in f0,
the ase where f0 has two elements is ontained in the ase H = 2 in the proof of
denition-theorem 3.1.1). Then we proeed by indution on u by using the formula:
D1(M˜) = D1
(
D1(M˜\{eu}) ∪ {eu}
)
.
Suppose that lemma is true for u− 1:
D1(M˜\{eu}) ∪ {eu} =
u−1∑
i=0
M˜\{f0, . . . , fi−1, ei+1, . . . , eu−1}
−
u−1∑
i=1
M˜\{f0, . . . , fi−1, ei, . . . , eu−1}.(22)
The graphs of the rst line still have admissible loops. To ompute their ima-
ge by D1, we have to ompute the image of the submaps whose set of edges is
{ei, fi, eu, fu}, sine all other edges do not belong to any admissible loops. This is
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an appliation of the ase u = 1:
D1(M˜\{f0, . . . , fi−1, ei+1, . . . , eu−1}) = M˜\{f0, . . . , fi−1, fi, ei+1, . . . , eu−1}
+ M˜\{f0, . . . , fi−1, ei+1, . . . , eu−1, eu} − M˜\{f0, . . . , fi−1, fi, ei+1, . . . , eu−1, eu}.
Using this formula for eah i, the rst summand balanes with the negative term
in (22) (exept for i = u− 1) and the two other summands are exatly the ones in
(21). So the lemma is proved by indution. 
Now, in all maps appearing in D1(M˜), there are only loops of length 2, so the
end of the deomposition algorithm onsists in erasing some edges without hanging
the number of onneted omponents.
As explained in proposition 5.1.1, we have to look at the sizes of trees in the
two-tree forests (these forests ome from the seond sum of the right member of
(21)). If, in M , there are h1M white verties linked to ⋆ (inluding the wi) and h
2
M
to v, we obtain pairs of trees with h1 and h2 verties, where h1 and h2 take all
integer values satisfying the onditions:

h1 − 1 < h1M ;
h2 − 1 < h2M ;
h1 + h2 = |Vw(M)|.
So any permutation with two blak verties ontributes to oeients of Rh1Rh2 ,
where h1 and h2 verify the ondition above. If j 6= l, a permutation may ontribute
twie to the oeient of RjRl if the onditions above are fullled for j = h
1, l = h2
and for l = h1, j = h2. Finally, one has:
[RjRl]Kk =
{
1 if j 6= l
1/2 if j = l
}
·∑
τ,τ∈S(k)
ττ=σ,<τ,τ>trans.
|C(τ)|=2
δj≤h1
Mτ,τ
δl≤h2
Mτ,τ
+ δl≤h1
Mτ,τ
δj≤h2
Mτ,τ
,
whih is exatly the seond part of theorem 1.4.4 (the seond δ in the equation
above disappears if we onsider permuations with numbered yles).
5.3. High degrees in p,q. If the graded degree in p and q is high, the maps we
are dealing with have few loops. Therefore, it is easier to ompute their image by
D and to ount them.
Proof of theorem 1.6.2. Let r, s, t, j1, . . . , jt be integers suh that
∑
ji = r + s. As
in the whole paper σ ∈ S(k) is a permutation of type µ (here r, s). We an suppose
that 1 is in the support of the yle c1 of σ of size s.
We have to ount onneted maps with r+ s edges and r+ s verties, that is to
say, up to a hange of orientation, one loop L. So, eventually by replaing L by L′ (if
1 is in the word assoiated to the external fae, L must be going ounterlokwise),
D(M) = TL(M). Only maps M suh that, in D(M), there is (at least) a forest
with one blak vertex per tree, ontribute to oeients of Kerov's polynomials. In
suh maps, all verties of M\L are white and only the forest M\E(L) (see formula
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Figure 12. Maps ontributing to terms of graded degree r + s in K ′r,s.
(12)) satises the ondition above.
Let us onsider suh a map M . We an hoose arbitrarily a rst blak vertex
b1 of M (M will be said marked) and number b1, . . . , bt all its blak verties in the
order of L. Suppose that there are wi white verties of M\L linked to bi. Then M
ontributes only to the oeient of
∏
Rwi+2 in K
′
f1,f2
(where 2f1 and 2f2 are the
lengths of the two faes of M) with oeient 1.
We ount the number of marked labeled maps M ontributing to the oeient
of
t∏
i=1
Rji in K
′
r,s. They are of the form of the gure 12 with:
• The word (r1 + s1, r2 + s2, . . . , rt + st) is equal up to a permutation to
(j1 − 2, . . . , jt − 2)
• The length r1 + r2 + . . .+ rt of the fae Fr whih is on the left side of L, is
equal to r.
Suh a map an be labeled of r ·s dierent ways suh that its faes are the yles
of σ. Indeed, if we x one element in the support of eah yle of σ, suh a labeling
is determined by the edges labeled by these elements. We have r (resp. s) hoies
for the rst (resp. seond) one: the r (resp. s) edges whose labels are in the word
assoiated to the fae Fr (resp. Fs). As we deal for the moment with maps with a
marked blak vertex, all the numberings give a dierent map.
If we hoose a permutation j′ − 2 of the word (j1 − 2, . . . , jt − 2), non-negative
integers r1, s1, . . . , rt, st suh that
∑
i
ri = r− t,
∑
i
si = s− t and r+ s = j
′ − 2 and
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Figure 13. Maps ontributing to terms of graded degree k − 1 in Kk.
labels on the orresponding map, we obtain a marked map M ontributing to the
oeient of
t∏
i=1
Rji in K
′
r,s. To obtain the number of suh non-marked maps, we
have to divide by t (thanks to the labels, there is no problem of symmetry).
So the oeient of
t∏
i=1
Rji in K
′
r,s is
r · s
t
Perm(j)
∣∣{(r1, s1, . . . , rt, st)}∣∣,
where r1, s1, . . . , rt, st desribe the set of non-negative integers satisfying the equa-
tions 

r1 + s1 = j1 − 2;
.
.
.
rt + st = jt − 2;
r1 + . . .+ rt = r − t.
But, in the system of equations satised by the ri's and the si's, we an forget
the si's and only keep an inequality on eah ri (ri ≤ ji − 2), whih orresponds
to the positivity of si. So the ardinal of the set in the formula above is exatly
N(j1 − 2, . . . , jt − 2; r − t)

We use the same ideas for subdominant term in the ase l(µ) = 1.
proof of theorem 1.4.3. To ompute the oeients of a monomial of graded degree
k − 1 in Kk, we have to ount the ontributions of labeled maps with k edges,
k − 1 verties and one fae. As in the previous proof, if a map has a non-zero
ontribution, all verties whih do not belong to any loop are white. Suh maps
an be sorted in ve lasses: see gure 13 for types a and b, type c (resp. d) is type
b with one blak and one white (resp. two white) verties at the extremities and
type e is type a with a white entral vertex of valene 4 instead of a blak one.
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Thanks to the ase H = 2 in the proof of denition-theorem 3.1.1, the deom-
position of these maps is easy to ompute:
Types a and e: The two loops have no edges in ommun and their assoiated
transformations ommute ;
Types b, c and d: We obtain a result lose to the one of gure 5.
Here is the desription of the forests with t trees for eah type (it is quite surprising
that it does not depend on the labels).
Type a: In D(M), there is one forest F with one blak star per tree: in
addition to those whih do not belong to loops, there are two white verties
linked to the entral blak vertex and one to eah other blak vertex.
Type b: In D(M), there are two forests F1 and F2 with one blak star per
tree: in F1 (resp. in F2), in addition to those whih do not belong to loops,
there are two white verties linked to the vertex at the left (resp. right)
extremity and one to eah other blak vertex (inluding the right (resp.
left) extremity).
Type c: In D(M), there is one forest F with one blak vertex per tree: in
addition to those whih do not belong to loops, there is one white vertex
linked to eah blak vertex.
Types d and e: In D(M), there is no forest F with one blak vertex per tree.
Now we ompute the oeient of
t∏
i=1
Rji in Kk. We give all the details only for
the ontributions of maps of type a.
If we mark an half-edge of extremity the entral blak vertex in a mapM of type
a, we number the blak verties of M by following the fae of M beginning by this
half-edge (but not by the entral blak vertex). As in the previous proof, a map
ontributing to this monomial with a marked half-edge of extremity the entral
blak vertex (4 hoies) is given by:
• A permutation j′ of the word (j1, . . . , jt) (j
′
i is the number of verties of the
tree of F of blak vertex bi).
• The length of the rst loop, i.e. the label p ∈ [t] of the entral blak vertex.
• For eah blak vertex dierent from the entral one, we have to link j′i − 2
white verties that do not belong to loops. We have to x the number of
these verties whih are on a given side of the loop: there is j′i−1 possibility.
• Idem for the entral blak vertex exept that we have j′p − 3 white verties
to plae in 4 sides, so
(
j′p
3
)
possibilities.
• The labels of suh a map are determined by the hoie of one edge whih
has the label 1, so k possibilities.
Finally the ontribution of type a maps to the oeient of
t∏
i=1
Rji in Kk is
Ca =
k
4
∑
j′
[
t∑
p=1
j′p(j
′
p − 2)
6
t∏
i=1
(j′i − 1)
]
.
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The expression in the braket is symmetri in j′, so equal to its value for j:
Ca =
k
4
|Perm(j)|
t∏
i=1
(ji − 1)
t∑
p=1
jp(jp − 2)
6
.
We an nd similar arguments for types b and c:
• In type b, p1 and p2 are the labels of the blak verties at the extremities
if we numbered by following the fae beginning just after an extremity (6
possibilities to hoose where to begin) ;
• In type c, p1 is the label of the blak extremity and p2 of the blak vertex
preeding the white extremity if we begin just after the white extremity (3
possibilities to hoose where to begin), note also that in this type we have
to symmetrize our expression in j′.
We obtain:
Cb =
k
6
|Perm(j)|
t∏
i=1
(ji − 1)
∑
1≤p1<p2≤t
jp1(jp2 − 2)
4
+
jp2(jp1 − 2)
4
;
Cc =
k
3
|Perm(j)|
t∏
i=1
(ji − 1)
∑
1≤p1≤p2≤t
1
2
(
jp1
2
+
jp2
2
)
.
Finally, if we note
A =
k
24
|Perm(j)|
t∏
i=1
(ji − 1),
and split the summation in Cc into the ases jp1 < jp2 and jp1 = jp2 , the oeient
we are looking for is:
Ca + Cb + Cc = A

 t∑
p=1
jp(jp − 2) +
∑
1≤p1≤t
4jp1
+
∑
1≤p1<p2≤t
(
jp1(jp2 − 2) + jp2(jp1 − 2) + 2jp1 + 2jp2
) ;
= A

2 t∑
p=1
jp +
t∑
p=1
j2p +
∑
1≤p1<p2≤t
(
jp1jp2 + jp2jp1
) ;
= A

( t∑
p=1
jp
)2
+ 2
t∑
p=1
jp

 ;
= A
(
(k − 1)2 + 2(k − 1)
)
= A(k − 1)(k + 1),
whih is exatly the expression laimed in theorem 1.4.3. 
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