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SPEEDING THE CONVERGENCE OF SERIES 
INTRODUCTION 
In mathematics, many quantities can be calculated in closed 
form, i.e. by using a finite number of simple operations. Failing 
this we may have to use a rapidly convergent series to calculate the 
quantity. In a sense this is also a finite operation because we 
estimate the error due to truncating the series and then add up 
sufficient terms of the series to give whatever accuracy we desire. 
If all else fails, our only method of calculating some quantity 
may be to use a slowly convergent series in which a very large number 
of terms is required to give the necessary accuracy. This situation 
arises from time to time and a considerable number of methods exist 
in the research literature of mathematics for dealing with these 
series. The methods range from highly specialised methods which make 
use of some special property of the series, through varying degrees 
of generality, to very general methods which assume very little about 
the properties of the series. 
The work in this submission deals with fairly general series 
in which practically nothing is assumed. The main assumptions are 
that the ratio of successive terms varies slowly along the series and 
that the series is either summable or transformable to an equivalent 
summable series. The simplest case is the purely geometric or 
exponential series in which the ratio of successive terms is constant 
so the series can be summed in one step . 
2 
This broad class of series includes the rapidly convergent 
x . 
series, like the series for e , wh1ch do not need their convergence 
speeded . Next, we have the almost geometric both convergent and 
divergent series, like the binomial, logarithmic and hypergeometric 
series, and finally the highly divergent asymptotic series. A 
class of series not amenable to this general treatment are 
the Fourier or Sturm-Liouville series which are not simply altern-
ating or monotonic and need some special treatment, such as Shanks's 
e
2 
transformation or Wynn's change to complex variables, before 
summing. 
PREVIOUS WORK 
The best known linear transformation of a series is Euler's 
• transformation which uses finite differences and works best on 
a slowly convergent alternating series. Also a weighted form of 
Euler's transformation can be used on power series provided only 
that the ratio of successive terms is not close to +1. 
This transformation was vastly improved by A.C. Aitken in 
1926. In a small section of a paper about other matters he used a 
non-linear transformation in order to sum his series. Aitken's 
transformation was re-discovered in 1955 by D. Shanks who extended 
it and also used it to manipulate divergent series. 
The significance of this non ·linear transformation is two-
fold: (i) It considerably improves the convergence of series so 
we do not need to devise rapidly convergent or extended series to 
calculate functions or evaluate physical quantitites . 
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(ii) The method which turns slowly convergent series into 
rapidly convergent series also turns divergent series into 
convergent series. If we are careful to use unbiassed trans-
formations and justify our actions on grounds such as analytic 
continuation then we may use divergent series in practical 
calculations. 
/ 
Several other contributions to general methods for summing 
series are also cited in my papers. 
PRESENT WORK 
I first became interested in summing series when I wished 
to calculate the velocity of propagation of an oscillating sheet 
in a viscous liquid. In section 2(b) of my first paper, "Propulsion 
by Oscillating Sheets and Tubes in a Viscous Fluid", I summed a 
series for which four terms were known and which appeared to be 
convergent for bk < 1. I then claimed to know the result to within 
a few percent for b 2 k 2 < 2. My reason for doing so was that I was 
using Aitken's transformation. (At the time I attributed it to 
Shanks, not realising that Aitken had a prior claim.) If this 
transformation transforms all the later terms of the series into a 
rapidly convergent series and the transformation is unbiassed and 
the two series agree for bk < 1, then we obtain an analytic contin-
uation of the series beyond its original radius of convergence. 
Since then I have published two papers and a short article 
on accelerating the convergence of general series and have had two 
further papers accepted for p ublication. 
4 
The basic ideas I have developed for summing series are: 
(i) The series may be rearranged by term splitting and recombining. 
(ii) The s eries can be written like a G.P. as a power series in the 
ratio of successive terms. 
(iii) A general n-term formula must fit the first n terms of a 
series exactly. 
(iv) A weighting method may be used to construct more complicated 
formulae. 
Term splitting is an extremely simple but powerful general 
method of transforming series. It consists in splitting each term 
of a series into two parts of which the first part approximates to 
the sum of the remainder of the series starting at the term being 
split. The series is recombined by joining the second part of each 
term to the first part of the following term. This creates a new 
series whose first term is approximately equal to the sum of the 
series and whose remaining terms are all much smaller than the 
corresponding original terms. The method is simple enough for high 
school students to understand yet it forms a very e f fective general 
basis for most of the known methods of transforming series. It is 
described in my second paper , "Summing Series by Term Sp litting". 
To brie fly sketch the second princ iple let us take a 
s e ries, 
S 
and de fine the ratio of succe ssive terms as R , where 
n 
5 
R u l/u 
n n+ n 
then we can write 
which looks like a power series in the R's. 
As an example of the third principle, Aitken ' s approximation 
to the sum using two terms is 
If we compare these two series, assuming that they are rapidly 
convergent, we see that the first two terms agree exactZy. For this 
reason I wish to describe Aitken's formula as a generaZ formula. 
Furthermore, the third terms will almost agree if RO ~ Rl ' so 
Aitken's formula closely approximates to the original series if 
Rn varies slowly along the series. We also require that (l-RO) shall 
not be zero. We then qualify our statement to say that Aitken's 
formula is a general formula for series in which R varies slowly along 
n 
the series and R is not close to +1. 
n 
As an example of the fourth principle we can write Aitken's 
formula using U
o 
and ul as 
s - u + 
o 
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Similarly, using u l and u 2 ' 
S + + 
For a rapidly convergent series the errors in these two Aitken 
formulae are roughly in the ratio uO:ul or u l :u2 • Hence a 
weighted combination of these two formulae will have a much smaller 
error if we choose weights or u :-u 2 1 in order to cancel 
the errors. Thus, two better estimators of the sum are 
namely 
u +u 
o 1 
u +u 
o 1 
1 + W 
l-R 
o 
(l-R ) -R (l-R ) 
1 0 0 
where 
or 
w is -R 
o 
or 
l-R 
1 
-R 1 
(l-R ) -R (l-R ) 1 1 0 
It should be noted that this particular method of weighting was 
chosen to satisfy the second and third pr±nciples. 
These principles are developed in my third paper entitled 
"Summing Slowly Convergent Series". Section 2 may be omitted on 
first reading except for the definitions in the first four lines. 
This is because section 2 is almost identical with my fourth paper 
on "Summing a Common Type of Slowly Convergent Series of Positive 
Terms". 
In my third paper I derive two three-term formulae , one of 
which is Lubkin's, six four-term formulae and seven five-term 
formulae for summing series . The only restriction on the series is 
that the ratio of successive t erms varies slowly along the series. 
Furthermore, this ratio can be much closer to 1 than is the case 
with Euler ' s and Aitken ' s formulae . These formulae are more power-
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ful than Aitken's and Lubkin's and may be used repeatedly on 
a longer series and can be programmed into a computer. However, 
I do not expect that they will be much used unless some algorithm 
can be found to reduce their complexity. At present the complexity 
of these formulae outweighs their advantage in being slightly 
more powerful than Aitken's and Lubkin's formulae. Finally, although 
this work is not directly useful it has indirectly resulted in three 
useful formulae. 
The first of the three useful formulae, which was discovered 
as an offshoot of this work,is described in section 2 of my third 
paper or in my fourth paper on "Sununing a Common Type of Slowly 
Convergent series of positive Terms". This is a more specialised 
formula as it requires the further information that the terms of 
- k the series behave like n This reduction in generality is justified 
on the grounds that this is an important class of series which other-
wise is exceedingly difficult to sum. 
The second formula is a weighted Euler sum using the reciprocals 
of the terms of the series as weights and it is described in my 
fifth paper "A Formula for Accelerating the Convergence of a General 
Series". It was discovered while looking for a pattern in the 2 , 3, 
4 and 5-term formulae. It is not an exceedingly powerful formula and 
~-- --
it is not very useful for a slowly convergent series of positive terms. 
However, if we have available a reasonably large number of terms of 
an alternating series this transformation will derive a lot of 
information with very little effort in a single operation. For this 
reason it should become a popular transformation. 
· . . . 
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The third formula was also discovered while looking for a 
pattern in the 2 , 3, 4 and 5-term formulae. It is described in the 
sixth paper "A Formula for Summing Divergent Series". It is a more 
complicated formula than the previous one and is most effective in 
transforming an asymptotic series into another asymptotic series 
with a smaller , smallest term. If the asymptotic series is truncated 
at its smallest term the " sum" so obtained appears to be consistent 
with the values associated with the series by other processes , such 
as the value of a related integral. The easiest way found to use 
this formula is to calculate terms successively using an algorithm 
similar to that of P. Wynn for Shanks's determinants and simpler than 
the algorithm for Pade approximants. 
The seventh, and final paper , is a short article appealing 
to mathematicians to take some interest in divergent series. It is 
a general article and not a research paper and it is an attempt to 
inform a wider audience about some of the simpler aspects of my own 
and related work on summing series. 
J. Fluid M ech. (1966), vol. 25, part 4, pp. 787 - 793 
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Propulsion by oscillating sheets and tubes 
in a viscous fluid 
By J. E. DRUMM O N D 
The Australian National University, Canberra 
(Received 19 November 1965) 
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Taylor's formula for the velocity of an oscillating sheet in a viscous fluid is 
extended to larger amplitudes of motion and his formula for the velocity of 
a rotating or oscillating filament is proved to be valid for amplitudes of motion 
small but greater than the filament radius. A simple formula is derived for the 
velocity of a sheet or filament in any general oscillatory motion of small ampli-
tude. The forces and energy involved in oscillating tubes are calculated. 
1. Introduction 
Taylor (1951 , 1952) has treated the problem of motion of an infinite sheet in 
sinusoidal motion in a viscous liquid at low Reynolds number and has shown that 
there is a non-zero velocity at which the thrust developed equals the drag. 
A similar treatment of an infinitely long cylinder oscillating transversely or in 
a rotating spiral leads him to a similar result, but in this case his choice of mathe-
matical model makes his solution valid only for amplitudes of motion less than 
the radius of the cylinder. 
Taylor's (1951) result for the sheet is extended here to larger amplitudes of 
motion and a different choice of mathematical model for the filament shows that 
Taylor's (1952) result for the filament is also valid for amplitudes of motion still 
small but greater than the filament radius and consistent with Hancock's (1953) 
results for very thin filaments for all amplitudes of motion. 
2. The motion of an oscillating sheet 
(a) Taylor (1951) showed that an infinite sheet in steady transverse sinusoidal 
motion in a plane progressive wave of small amplitude propels a viscous liquid 
forward in the direction of the wave at a non-zero velocity. 
If we apply the same analysis to a sheet in a general transverse motion 
described by the lateral displacement, 
y = L bn cos (knx- (Tnt +a,,) (1) 
n 
we must relax Taylor'S condition that the sheet is inextensible except when all 
the components of the wave have the same velocity. 
However, if we write down the first-order terms for the fluid stream function 
and quate the normal component of fluid and sheet velocity to first and second 
order at the surface of the sheet, and, in place of the inextensibility conditions, 
50-2 
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we say that the velocity component parallel to the mean position of the sheet is 
periodic in both x and t to first order, then we obtain the fluid velocity at infinity 
v = ~ !lcn O"nb! +O(O"k3b4), (2) 
n 
provided no pairs of k and 0" are identically equal. 
The higher-order terms in the expression for v may be affected by the tangential 
motion (stretching or sliding) of the sheet, bnt not the first-order terms. 
We may interpret this result physically as follows: the normal component of 
the sheet's motion will push liquid in the direction of the normal and the tangen-
tial component of the sheet 's motion will drag liquid with it. If the sheet is 
inextensible and contains a wave of fixed shape of velocity V and wavelength L, 
while the arc length for the wavelength L is S, then at any point where the sheet 
is inclined at 8 to its mean surface the normal component of velocity is - V sin 8, 
and the tangential component of velocity is V(cos8-SjL). 
R esolving along the mean line of the sheet, the normal thrust tends to induce 
a velocity in the fluid which is the mean value of 
(3) 
while the tangential drag tends to induce a velocity in the opposite direction 
which may for large amplitudes tend to infinity. We may then conclude that the 
fluid velocity has an upper bound V and no lower bound can be given for an 
inextensible sheet whose amplitude of motion is large. _( I .• ' 
Furthermore, for small values of 8, li- ; 
Vsin2 8 ~ ~!kn O"n b! , 
n 
if 0" njkn is constant. Hence, for small amplitudes of motion , the velocity induced 
in the fluid is approximately that induced by the normal motion and the 
tangential effect is negligible. 
(b) Taylor'S (195 1) rigorous treatment of viscous motion due to an inextensible 
sheet in sinusoidal motion for bk < 1 gives the fluid velocity at infinity 
(4) 
on adding two more terms to Taylor's result. 
This series is convergent for bk < 1 and may be expected on physical grounds 
to have an analytic continuation for bk > l. 
On using Shanks's (1955) e1 operation repeatedly to improve the convergence 
of the series, we obtain the following values: 
b2k2 t t 1 2 
vlc/O" 0·0958 0·153 0·215 0·26 
while for the range 0 < bk < 1 these values may be fitted reasonably well by the 
formula 
0" 0'518b2k2 
V = Tc 1 + 1'406b2k2' 
is 
ty 
2) 
al 
of 
e 
e 
s 
e 
or 
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V = - -----~~-
k 1 + 1·224b2k2 
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(5) 
both formulae agreeing within a few per cent for b2k2 < 2, but being quite 
unreliable for larger amplitudes. These formulae may be compared with 
Hancock's (1953) formulae for plane and spiral waves in a thin filament. 
(c) Since any periodic motion with finite oscillation may be analysed into 
a Fourier series of discrete terms, the displacement given by equation (1) repre-
sents any periodic motion, and furthermore if y is as given in equation (1) then 
where the average is taken over both x and t. This is the liquid velocity given in 
equation (2). Hence we may conclude that, for any general oscillatory motion of 
a sheet in which the slope of the sheet is small, the first approximation to the 
velocity of the liquid relative to the sheet is 
V=Av(_OyfnJ). 
ax at (6) 
This formula may also be obtained for an oscillating filament from Hancock's 
(1953) vector formula. The corrected statement of the condition for finite energy 
in his formula (49) is 
1 f S !~ 2s -s {f(x)t+g(x) n +h(x) b }ds = 0, (7) 
where s is the arc length replacing the linear dimension x and similarly in his 
formula (51), while his formula (47) gives the surface velocity of the filament, 
which need not be in the direction of the filament but any direction, so his 
formula (50) may be generalized to 
-2J(x)t-g(x )n -h(x) b + V = U , (8) 
where U is the velocity of the filament and V is the fluid velocity at infinity. 
Hence 
and 
J(x) = !t . (V - U), g(x) = n . (V - U), 
h(x) = b .(V - U). 
Substituting in the energy integral, 
lim - [V-U-tt .(V -U) t ]ds=O. 1 fS 
S- ><X) 2s -$ 
(9) 
e Hancock (1953) also concludes in §3 that, apart from small end effects, finite 
filaments travel at the same speed as infinite filaments , so the above formula 
e 
will also hold for a finite filament with the limits of integration changed to the 
ends of the filament. 
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For small amplitudes of motion, suppose the filament is close to the x-axis and 
oscillating transversely in both the y- and z-directions, then 
Also V and t will be close to the x-direction and ds =j= dx so 
Substituting in the x-component of equation (9) we find 
V = _~Jl (OYOY + Oz~) dx 
l 0 oxot oxot 
for a filament oscillating with small amplitude of motion. 
3. The motion of a viscous fluid round a rotating helix 
(10) 
Let the helix consist of a cylinder of radius a twisted into a helix of radius b 
and wavelength 27T/k, rotated with frequency W/27T, so the equation of the arc of 
the helix is 
x = bcos(wt-kz), Y = bsin(wt-kz) 
for a helix rotating about the z-axis. 
Taylor (1952) gives the velocity of propagation of the helix through a viscous 
liquid and an incorrcct expression for the couple required to maintain this motion 
when the surface of the cylinder does not rotate, and points out that his analysis 
is valid only for small values of kb and for b < a, while it is exact for all values of 
ka. The reason for this is that, in the mathematical model used to represent the 
motion of the fluid , his functions would have singularities in the fluid for b > a. 
To avoid this difficulty we use a skew co-ordinate system with the centre of 
the cylinder as the origin of cylindrical (r , (:J) co-ordinates and z measured along 
the axis of the helix. The co-ordinate transformation from rectangular (x, y, z) 
co-ordinates is 
x = bcos ((:J-(:J') +rcos(:J, y = bsin((:J-(:J')+rsin(:J, z = {;, 
where (:J' = (:J+k{;-wt. 
The differential equations for the fluid velocity are then put in tensor notation, 
and then written out in terms of the skew co-ordinates, and a solution for the 
pressure p and velocity components Ur , Uo, u. is sought in the form 
p = ,uk(A1 sin(:J' + bkA 2 sin 2(:J' + ... ), 
U r = B l sinO' + bkB2 sin 20' + ... , 
Uo = 00 + 01 cos 0' + blc02 cos 2(:J' + ... , 
u. = Do+Dl cosO' +blcD2 cos 20' + ... , 
where the ABOD's are functions of r only and are bounded for a ~ r < 00 with the 
boundary condition on the surface of the cylinder r = a that the fluid velocity 
Ur = bwsinO', Uo = a.Q+bwcosO', u; = 0, 
d 
f 
• 
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which is the velocity of the surface of the helix , which rotates with angular 
velocity w while its surface skin rotates with angular velocity Q (Q = w for a rigid 
helix and Q = 0 for the case considered by Taylor (1952)). 
On substituting in the differential equations we find that the lowest-order 
terms in bk are Al = alKl(kr)/el , 
Bl = [b l Ko(kr) + cl K2(kr) + a 1 kr K l(kr)] /2el , 
Cl = [b l Ko(kr) - cl K 2(kr)] /2e1, 
Dl = [dlKl(kr)-alkrKo(kr)] /2el' 
where the 1Cs are modified Bessel functions while all bl , cl , d1 and el are constant. 
FIGURE 1. Cross- eetion of t ho helix . 
From the boundary and divergence conditions 
Co = a2Q/r and Do = 0 
to first order in kb and 
where 
a l = 2bwKl(2Kl +uKo)/u, 
bl = bw[u(K~-2K5)-2KlKo+4Ki!u], 
Cl = -bwK~u, 
dl = bwKo(2Kl +uKo), 
el = (Kl + uKo) (K~ - K5) + 2KoKi!u, 
u = ka, Ko = Ko(ka), Kl = Kl(ka), 
while to second order in kb 
The velocity of the fluid at infinity produced by rotating the helix is the constant 
term in Do. This is the ame result as derived by Taylor (1952), valid for all ka 
e 
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and a first-order approximation for small kb, but this analysis using spiral 
co-ordinates shows that the restriction b < a is not necessary. 
We now proceed to list some further results of the theory. If ka is small the 
fluid velocity at infinity is 
wkb2 (2K _ 1 k2a2 8K~ - 2Ko + 3 O(k )3) 
2Ko + 1 0 + 2 2Ko + 1 + a , (13) 
and the circulatory velocity of the fluid for large l' is 
a2Qjr+ 2b2wj(2Ko+ 1)1'+ O(ka), (14) 
while if ka is large the fluid velocity at infinity is 
W~b2 {I + k1a + 0 ((k~)2)}' (15) 
and the circulatory velocity of the fluid for large l' is 
(16) 
The couple required to produce this motion is obtainable from the resultant 
thrust and couple of the tractions on the skin of a section of the helix. If the 
contact between the skin and core of a circular section of the helix is smooth, 
then the only force between the skin and core will be a radial pressure, so the only 
action on the core "ill be a force through the centre of the section. The traction 
will also produce a couple acting only on the skin. 
The only action at ° in figure 1 is a force whose line of action is perpendicular 
to 00 and opposes the rotation. Its magnitude is 
1Tf.LbwuK1(uKi-uK~+ 2KoK1 + 8Ki/u)je1. 
The couple on the skin of the helix is 
-1Tf.L{4a2Q - b2WU2K1(K~ -lq + 2KoK 1/u)/e1}, 
and the resultant couple about the axis, 0, of the helix is 
-41Tf.L{a2Q+b2wK1(u2Ki-u2K5+4Ki)f2e1} = - 41Tf.L(rOo), 
and the energy output per unit length is 
1Tp{4a2Q2- b2Qwu2K1(K5 - Ki + 2KoK1ju)e1 
(17) 
( 18) 
(19) 
+ b2W2UK1(uKi-uK5 + 2KoK1 + 8Ki/u)}/e1 ~ 41Tf.Lb2w2j{Ko+ t) (20) 
for small ka. The case for Q = 0 was considered by Taylor (1952). He incorrectly 
used w~ instead of v~ in his equations (3.10) and (3.12) , and the expression for the 
couple in his equation (3.13) should be 
2 2 {Ko(Ka) - t} 41Tf.Lb2KU j{Ko(Ka)+t} instead of -41T/-wb K U Ko(Ka)+t . 
The former expression agrees with (19) above. The remainder of Taylor's paper 
is not affected by this error. 
4. 
If 
a 
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4. The motion of an oscillating tube in a viscous fluid 
In the case of a tube oscillating in a plane through its axis a set of skew 
co-ordinates may be used 
x = bcos(kl;-wt)+rcosO, y = rsinO, z = l; 
and the surface of the tube is r = a. 
The hydrodynamic equations can be expressed in terms of these skew 
co-ordinates and solved for small kb while a may be as large or as small as we 
please. Apart from the energy output per unit length the results agree with 
Taylor's (1952). 
If kb is small, the force exerted by the liquid on the tube is in the x-direction 
at right angles to the tube and in the opposite direction to the tube's transverse 
velocity and of magnitude 
7Tjtbw(8Ki+2uKoKl +u2(Ki-K5» (K1/e1)sin (kz-wt), (21) 
where u = ka and Ko and K1 are modified Bessel functions of argument ka. 
If ka is small the transverse force is 
47Tjtbw sin (kz - wt) /(Ko + t) 
and the average energy required per unit length to maintain the motion is 
• 
27Tjtb2W2/(Ko+t). (22) 
The corresponding value given by Taylor (1952) is half this, owing to the omission 
of a factor t before the quantities Band C in his equation (2.36). The consistency 
of the present result may be easily confirmed by comparison with the result for 
the helix for small ka. If the transverse velocity of the tube is 
v = bwsin(kz- wt), 
then the force on the tube is 
If such a force acts about the axis at a distance b from the axis, it produces 
a couple 
- 47Tjtbv/(Ko + t), 
which is the value of the couple on the helix for a velocity bw with Q = O. 
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SUMMING SERIES BY 
TERM SPUTTIt~G .................... J.E. DRUMMOND 
Or /JruIHmo,ItI,\ alt'durer III "'/'plled 
Ala/helllatiD' (I t A .. \ C .. Cal/hcrra. 
If yo u have ever tried to find 11 by summing the series 
~ -l/J + 4/5 - or III ~ by sUlllllling I - In + In - ... YOll will SOO Il 
~ive up . However, there are a number of Illl!lhods invented by Euler, Aitken, 
Shanks and others for making the se series more rapidly convergent and hence 
practically more useful. 
The following method is a general-melhod which provides a framework 
for discussing the effectiveness of the specialist methods. Al so , when the 
terms of the series consist of rational numbers it is both a useful and an 
amusing way of manipulating series. 
Term splitting 
Term splitting is a name for a general method of rearranging a series by 
sp litting each term into a first and a second part then recombining the second 
part of each term with the first part of the next term to form a term of the 
transformed series. 
I I I As an example, if In 2 = I - 2' + :3 - 4 + ... 
we split each term in half so the series becomes 
1+1 1+1 1+1 
-2- - -4- + -6- ... 
On reassembling the adjacent half terms we obtain 
In 2 = ~+~ {/2 - A+~- .. . }. 
In this case our se ries transforms to a first part of the firs t term and a new 
series which is more rapidly convergent than the original series. This is 
actually the first step in constructing the Euler Sum for the series. The 
Euler Sum was invented by the eighteenth cen tury Swiss-German mathe-
matician Leonhard Euler and was expressed in finite differences of ascending 
order, thus 
I 
+ 16(110 - 311 1 + 3112 - ".1) + .... 
Repea ted spJittings in half of the terms of each new serie s give a se ries of 
first terms which is the Euler Sum. After three spli ttings 
1n2 = !+_1_+_1_+1.2 .3{ __ 1_- __ 1_ + 1 _ ... } . 
2 2.22 3.23 23 1.2.3.4 2.3.4.5 3 .4 .5.6 
Here we have three terms of the Euler SUIll . 
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We may equally well use different splitting ratios and, depending On 
our skill , do better or worse than the Euler Sum. Two examples of splitting 
are 
In 2 = 
or 
In 2 3+1 5+3 7+5 9+7 
-4- - 2 .8 + 3.12- 4 .16 + .. . 
~ - ~ L . ~2 - 22 ~32 + 32~42 - . . . }. 
Both of these series are more rapidly convergent than the first splitting 
with equal ratios and may be further split. 
I f we are fortunate or happen to know the sum of a series we may 
obtain complete cancellation of the recombined terms. For the geometric 
series the splitting ratio is obviously "minus the common ratio" , so 
S I + a + a2 + aJ + a4 + . . . 
I -a+ l - a+ 2 1-a+ 
-- a-- a--(I - a) (I - a) (I - a) 
(I - a)-' { 1+(- a+a)+(-a2 +a2 )+ ... } 
(l - a) - I. 
Another well known series is 
.~ I + I + 1 + I + 
J 1. 2 D 3.4 4.5 ... 
2- J 3- 2 4 - 3 
1.2 +2.3+3,"4+ .. . 
~+[.=..!...+~J+ [2+~] + -1.2 1.2 2.3 2.3 3.4 ' " 
1+0+0+ .... 
Rules for term splitting 
The few examples above should indicate that term splitting is an 
am using game in which we can transform series almost at will into a large 
variety of other series. It also has its practical uses in that, by careful choice 
of the splitting ratios, we can speed up the summation of a new and unknown 
series to whatever accuracy we need. It also has theoretical interest in that a 
number of methods for summing series may be described as term splitting, 
hence their powers (a powerful method has a small residu al) may be 
compared by comparing the sizes of the residual series after regrouping. 
However, before we proceed, we need a theorem that the trans-
formation docs not alter the value of the series. A convenient theorem is 
If a series is cOllvergent and eitlter part of a split term tends to zero as we 
move along tlte series, tlten the sum of lite first term plus the transforllled 
series is equal to lite origillal series. 
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Also, if our aim is to make th e terms of the new series smaller than 
the corresponding terms of the original series. or increa,e its rate of 
convergence, we observe that the perfe ct choice of sp litting is as follows : 
if II,; is a typical term of a series S = Ul + U2 + U] + . . .. al/d the 
r,'sidual sum Rn = UIl +l +Un+2+ UI1+3+ "" then lin = RIl _t - Rn· 
If we use this as the splitting formula, S = (Ro - R 1) + (R 1 - R 2 ) + .. , , 
,0 , on regrouping, S = R o +(- R 1.fR 1)+( -i?2+ R 2)+" · = Ro. 
provided only that S is convergent or RII ~ 0 as 11 ~ 00. 
The prac tical importance of this result is that even when we do not 
know the SUnl or cannot achieve perfec t cance llat ion, we can make the 
transformed series small by using good approximations to RW_I and (-R,,) 
in splitting un ' 
Transformations of convergent series 
We nlay split the terms of a convergen t series in any way we please 
provided the split parts tend to zero as we move along the series. This 
enables us to construct a great variety of series. If we choose our splitting 
ratios so that they are close to ideal and at the same time some of the factors 
in the recombined terms cancel, we can construct more rapidly convergent 
and at the same time relatively simple series. 
One way of transforming the serie s for In 2 is 
In 2 I ~~_ ~ 4+2 +~ 5+3 _ ~ 6+4 + 
' 4 2 ' (, 3' X 4 ' 10 
3 I 1 6+2 1 7+3 I 8+4 
4 - 2(2.3 '-8- - 3.4 '10 + 4.5'12 - ... ) 
3( 1)+ I ( I ? + 3 I 10+4 1 11 +5 
4 1-4.3 2' 3.4,5'12-4 .5 .6'~+5.6 ,7'16 -" ') 
3(1_ 1 + 1,2 _3 ( 1 12+4 _ ) 
4 4.3 42.3.5) 4 4.5,6.7 '-16- ." 
etc. 
which converges faster than the Eu ler Sum. 
A well known series for 11 which is no t of much use because it is 
very slowly convergent is 
. 4 4 4 4 
rr = 4 - '3 + 5 - '7 + 9' - " .. 
By repeated splitting in half we obtain the Euler Sum , 
11 = 2 + ~ + 2.2 + 2.2.3 + 2.2 .3.4 + 
3 3.5 3.5.7 3.5.7,9 ,,, . 
If we divide each term into rational frac tio ns choosing a denominator which 
fits in wi th the o th er fac to rs in the dcnomina tor and nume rators whi ch help 
to simpli fy the resulting expression we may be able to produ ce a rapidly 
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convergent but not too complica ted series. One such attempt is to proceed 
as follows : 
5+1 17+3 1 9 +5 
11 = 4(1 - 6- - 310 + 514 - ... ) 
~ _ 4( _1 11 +3 __ I 13;l-5 + _ 1_ 15+7 _ ) 
3 3.5 14 5.7 18 7.9 22 ... 
2.5 2. 1 I + 4 ( I 17 + 5 I 19 + 7 + ) 
'3 - 3.5.7 .2 5.7 .9 ~ - 7.9.1126 .. , 
finally reducing to 
11 =. 2 . 5.0! _ ~+ 2.17 .2! _ 
1.3 3.5 .7 5.7.9.11 
This series is more rapidly convergent than the Euler Sum but the 
work of calculating the terms is roughly comparable for the same accuracy. 
Transformations of divergent series 
C.H. Hardy [I] wrote a textbook about divergent series and showed 
that meaningful and self-consistent rules can be used in their summation . 
The author , who was originally taught to avoid divergent series as hopeless, 
believes that they should be a useful adjunct to every mathematician's 
repertoire. Also , in recent years two authors, F. Rhodes [2] and 
R.E. Scraton [3] , have discussed the summation of some divergent series in 
Th e Ma thematical Gazette. 
Term splitting will also provide a meaningful sum for a divergent series, 
but we require a more rest rictive theorem than with convergent series. 
Theorems in this field are ei the r limited in usefulness or difficult to prove but 
a useful prac tical rule stat ed somewhat vaguely is as follows: 
for a divergent alternating series, treat the positive and negative terms ill tlte 
same way. 
The sign ificance of this restric tion is illustrated by the following example. 
Le t S I - 1 + 1 - I + I - 1 + ... 
= (2+1) _ (1+2) + (2+1) _ (1+2) + 
3 3 3 3 .. .. 
Using different splittings for the positive and negative terms, we get 
2 I I 2 2 2 
= 3 +(}-3) - (3 - 3)+ '" = 3; 
whereas with the same splittings we obtain the usually accepted 
S (1+1) _ (1+1)+(1+1) _ 2 2 2 .. . . 
I 1 I 1 I 1 
2 +(2 - 2 ) - ( 2 - 2 )+'" = 2 ' 
Next let S = I - 2 + 3 - 4 + 5 - 6 + .... 
Suppose we split n = [QI/+b) + [(I - a)n - bJ; then, for perfec t 
ca ncellation with the next term , we require 
(I - a)n - b a(n+I)+b, i.e., a = 1/2, b = - 1/4. 
Therefore S (I + 3)/4 - (3 + 5)/4 + (5 + 7)/4 - ... 
1/4, on regrouping. 
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Furthermore in the splitting formula we increase II by in going from a 
positive to a negative term and similarly in gOing from a negative to a positive 
term so the formula is unbiased. 
Similarly for an alternating sum of squares we get complete. cancellation 
withthenexttermifwewrite 112 = n(n-I)/2 +n(I1+I)/2 . 
Therefore S 12 - 22 + 32 - 42 + 5 2 _ .. .' 
= (0+1) - (1+3)+(3+6) - (6+10)+ ... 
= 0, on regrouping . 
This may be verified by splitting each term in half and regrouping three times 
which y ields the Euler sum. 
Finally 1
1
- e,-tdt/t O!- 1!+2! -3!+ ... 
O! . (J ; 1) _ I! . (J ; 2) + 2! . (I: 3) _ ... 
O!+{~ _~+~ _ } 2 2.3 3.4 4.5 ... 
which is a good start for the summation of this highly divergent series. 
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SUMr.lING SLOWLY CONVERGENT SERIES 
J . E. Drummond 
Abstract Several formulae are given for sWTh~ing slowly convergent 
series of positive terms . (i) - k If the terms behave like n where k is 
\1\ 
an exactly know~constant, a modification of Aitken ' s formula using two 
- k-2 
terms transforms the series into a series of terms like n provided 
k t- 1. (ii) For more general slowly convergent series a four term 
formula similar to Lubkin ' s three term formula is derivea . This is 
slightly more powerful but more complicated than Lubkin ' s formula . The 
two formulae may be used to make full use of any truncated series 
except 1, 2 and 5 terms . Several other 4 and 5 term formulae are also 
derived . 
1 . INTRODUCTION 
Two common classes of slowly convergent monotonic sequences or 
series of positive terms are the almost geometric series in which the 
ratio of successive terms is slightly less than 1 and the series whose 
-k 
terms behave like n summed over the integers, n, \vi th k > 1 . 
If \\Ie assume very little knowledge of any special properties of 
the series other than that the series is convergent and that any 
2 . 
modification we make to the series does not a l ter its sum t hen there 
are several general methods for transforming the series. The purpose 
of these transformations is to produce a more rapidly convergent series 
with the same sum while being economical in computer time and/or 
numb.e.r of terms of the series . 
The simplest of these general or semi- general transformations 
is the weighted Euler sum . If the series is known to approximate 
closely to geometric and the limiting ratio of successive terms is known 
to be R where 
(1.1) R lim (u l/u ) 
n+ n 
n~ 
then the series , 
I 00 (1.2) u n=O n 
may be transformed using a weighted Euler transformation into 
(1.3) u 
o 
l-R + 
u - Ru 1 0 
2 (l - R) 
+ 
This transformation may however fail to increase the rate of convergence 
if R is close to 1 . 
Two generalisations of Euler ' s transformation have been proposed 
by T.M. Cherry [2 ], one being 
(1.4) L 
r=O 
n+r C t f(n+r) 
n+r 
n 
t 
3. 
This combines a comparison series, ~ (t), which can be differentiated 
n 
and summed in closed form and a set of finite differences as in the 
Euler sum. In their actual application, Cherry's formulae become less 
general in that we require some knmvledge of the properties of the 
series in order to choose a comparison series, ~ (t), which closely 
n 
fits the larger terms of the original series. 
If less is known about the series then the series, L u 
n=O n 
may be transformed using Aitken's [1] transformation into a series 
L: u * where 
n 
(1. 5) 
taking u_ l 
u * 
n 
u 
n 
2 
u 
n 
un-un+l 
2 
+ 
u n+l 
O. This transformation is most effective when the ratio of 
successive terms (u l/u) varies slowly along the series and is again 
n+ n 
___ /V ___ e_~ ____ ~ _____ n_o_t _ c_l_o __ s_e __ t_o __ l~.I' The most difficult 
p a fa 9 f"(). f h 
of the smooth monotonic series to 
-k 
sum are the series whose terms behave like n and hence u l/u 
n+ n 
is 
close to 1 for large n. Two methods have been proposed for dealing 
with such series. The first is P. Wynn's [4] p-algorithm which is a 
set of recurrence relations for calculating successive approximations to 
the sum of the series assuming that the partial sums may be approximated 
by rational functions of n. It is discussed in section 2 and it appears 
to work best when k 2 . If k is known but not necessarily an integer 
then a modification of Aitken ' s formula is given in section 2 for summing 
the series and compared with Wynn's p-algorithm. 
411t. 6) 
4. 
The second method for dealing with series whose terms behave 
-k like n where k is not known has been given by S. Lubkin [3]. This 
is discussed in section 3 before going on to other similar formulae. 
If k is not known then k may be eliminated between two of the 
modifications of Aitken's formula to give Lubkin's formula. This 
formula assumes that the tail of a series, u + u 2 ... , is 
n+l n+ 
approximately 
u u (u - u ) 
n n+l n+l n+2 
u u - 2u u + u u 
n n+l n n+2 n+l n+2 
It may then be used to transform a series LU into a series LU ** where 
n n 
u u (u 1 - u 2) 
u** 
n n+l n+ n+ 
u -
n+l n+l u u - 2u u ~2+ u u n n+l n n+l n+2 
+ 
u u (u - u ) 
n+l n+2 n+2 n+3 
u u - 2u u + u u 
n+l n+2 n+l n+3 n+2 n+3 
Lubkin's formula is exact if u = A(n+a) !/(n+b)! where A, a and bare 
n 
constants and appears to be effective on a number of different slowly 
convergent series. 
Since Lubkin's estimator of the tail uses three terms of the 
series the new series derived from a truncated series has three less terms 
than the original series. The transformation may then be repeated on the 
new series producing a third series, reducing the number of terms by 
three each time until (i) less than three terms survive or (ii) 
oscillations at the start of the series make the transformation 
5 . 
unreliable or (iii) rounding off errors make the later terms of the series 
unreliable. 
A minor disadvantage with Lubkin's transformation is that if 
the number of known terms of the series is not a multiple of 3 , then we 
do not make full use of the first one or two terms of the series in improving 
the convergence . If we had a four term formula as good or better than 
Lubkin's formula then we could use Lubkin ' s formula repeatedly until the 
transformed series is reduced to 0, 4 or 8 terms then finish off with 0, 1 
or 2 applications of the four term formula. This accounts for all but a 
series of 1 , 2 or 5 known terms . Nothing can be done with one term while a 
two term series may be slightly improved using Aitken's formula and a five 
term formula might be occasionally used to make full use of a series trunc-
ated at 5 terms. On the other hand a four term formula which is derived 
below in section 4 can supplement and corroborate Lubkin 's formula . 
2 . 
- k SUMMING A SERIES LIKE L n WHEN k IS KNOWN 
Let u be a term of a series . 
n 
Let Z be the sum to infinity of the series starting with u , then 
n n 
Z = u + u + u + 
n n n+l n+2 
Let R be the ratio of succe ssive t e rms, u l u . 
n n+l n 
We first take a special series for which 
A (2.1) (n-k) (n- k+l) .... (n-2) n 
then 
(2 . 2) 
and 
(2 . 3) 
Hence 
(2 . 4) 
Now let 
(2.5) 
then 
(2.6) 
Aitken ' s 
(2 . 7) A 
n 
u 
n 
[1] 
A(k-l ) 
z -z 
n n+l (n-k) (n-k+l ) ... . (n-l) 
R 
n 
Z 
n 
u 
n 
z 
n 
T 
n+l 
Z 
n+l 
u lu 
n+l n 
n-l 
--= 
1 - kin . 
R 
k n 
1 + 
k - l k-l l-R 
u 
n 
k 
+ k - l 
u n
u
n+ l 
u - u 
n n+l 
u 
k T 
k - l n+l 
u u 
n n+l 
- u 
n+l n 
tail 
n 
approximant to the of a 
2 
u u u 
n n n+l 
u + 
u -u 
n+l n 
u -u 
n+l n n 
series, ~n,is 
+ T u 
n n+l 
6 . 
Now Aitken ' s approximant is exact for a G.P. but when the ratio of s u ccessive terms, 
R , is (1 - kin) 
n 
then Aitken ' s approximant underestimates the ~ail , Z , by a n+l 
factor (k-l)/k . If k is known we may correct for this by multiplying the 
second part of A by k/(k-l). 
n 
For the particular series given above this give s the sum 
exactlY,but if we have some other series for which n-
k 
is the dominant 
part of a term we may still transform the series in the same way . 
:] . 
To compare th;i.smodification of Aitken ' s transformation with 
Aitken's original transformation we first write o ut the two transformations: 
(2 . 8) 
and 
Z u + U + U + 
001 2 
(A + u 
o 0 
A + (u 
o 0 
u + 0 
( 
A ) + (A + u 
o 1 1 
A + A ) + (u 011 
k k 
-- T + u --T) 
k-l 1 k-l 1 1 
( k k T) + T2 + u 2 -k - l k - l 2 + oo ..... 
(2.9) (u k (u l 
k k k k 
+ -- T) + - k-l Tl + k-l T2) + (u 2 - k - l T2 + k-l T3 ) 0 k -l 1 
+ .... 
We thus transform the series into a large first term A or 
o 
(u
o 
+ kTl/(k-l) ) and a transformed series of smaller terms. 
The size of a typical term of t he transformed series may now be 
calcula ted using the formulae 2 . 7 and 2 . .5 for A and T 
n n+l 
If 
1 
then (u + A ) tV _1_ u A 
n k n n n+l k 
n kn 
and (u - k k T 2) 
(k+l) 
--T + -- tV 
n+l k-l n+l k - l n+ 12nk+ 2 
The significant difference between these transformations is the division of 
the original terms by n 2 which makes the terms of the second transformed series 
much smaller . The transformed series may be transformed a second time, but 
-k-2 
now the series behaves like L n so we take (k+2) / (k+l) times T thus 
n 
increasing k by 2 for each successive transformation. 
8. 
~'le demonstrate this on a slowly convergent series for 7T in table I 
using eight terms of the series 
J 
1 2 -1/2 
2 (l-x ) dx 
o 
1 2 1.3 4 (17 + ~ + ... )dx (2.10) 7T 
1 3 3.5 3.5 . 7 2 +-+--+---+ + ... , 
3 4.5 4 . 6.7 4.6.8.9 
and mUltiplying by 10
9 
to avoid tabulating decimals . This series wou1d 
require about 10
16 
terms to give an error of 10 in the tabulated values 
- 8 
or 10 in 7T. 
TAKE IN TABLE I 
If it is known that the first, third, fifth and seventh co1mnns are 
terms of series which behave like n-3/ 2 -7/2 -11/2 -15/2 ,n ,n , n then 
we multiply Aitken's approximant to Z l' namely T l' by 3/1, 7/5, 
n+ n+ 
11/9, 15/13 using the formulae at the bottom of the table to construct 
the table. The numbers marked with an asterisk at the top of each 
9 
column are summed to give 3141592641 which differs from 10 7T by 12. 
This method may be compared with Wynn ' s [4] p-a1gorithrn, 
(2.11) P (8 ) 
o m+r 
8 
m+r 
1 
TABLE 1 
e 
9 
Summing a series for 10 TI knowing that the terms behave like n -3/2 
u 3T 
n n 
2000 ,000000* 
333,333333 1 200 ,000000* 
150,000000 818,181818 
89,285714 661,764706 
60 , 763889 570,652174 
44,744318 509 , 159483 
34 , 705528 464 , 062500 
27,929686 429 , 163491 
T 
n 
u u /(u - u) 
n- l n n - l n 
u * 
n 
- 48484848* 
- 6417112 
- 1826818 
- 728802 
- 352665 
- 193480 
7T * 
n 
5 
- 10354391* 
-3575381 
- 1697558 
- 956649 
- 600104 
u * 
n 
lIT ** 
u ** 
n 
n 9 
361898* 
51006 72568* 
12106 19401 
3881 6981 
u - k(T +T l)/(k- l) 
n n n+ 
• 
1ST *** 
u *** 
n 
13 n 
- 2161* 
- 314 - 424* 
9. 
,5 P (S ) 
s m+r 
P (S ) + 
s-2 m+r+l p (S ) p (S ) 
s-l m+r+l - §-l m+r 
(s 2,3, ... ) 
where S is a partial sum of a series up to u and p is an estimate 
m+r m+r s 
of the sum of the infinite series . In particular 
S + 
n 
2u u 
n n+l 
un - u n+l 
On comparing this with equation 2.4 we see that the P-algorithm works 
best for a series for which k = 2 and is less efficient when k = 3/2 . 
The amount of computing for each term, u* , in the modified 
n 
Aitken formula is a subtraction, division and two multiplications for 
equation 2.6 followed by an addition and subtraction for each term 
in equation 2 . 9. A similar calculation using the p-algorithm requires 
using formula 2.11 twice hence uses two subtractions two divisions 
and two additions. 
To show the p- algorithm at its best we transform 12 terms of 
the series -2 Ln . Wynn [4] tabulated the calculation using his 
p-algorithm in his table 3 . If we use the modified Aitken formula knowing 
that k 2 then the first transformation using 2T is the same as 
n 
Wynn's set of values for P2 ' The second 
19 . 
* transformation using 4T 13 gives a column of 8 entries which may be 
n 
compared directly with P4. The corresponding entries at the bottom of the 
column are 
Wynn ' s P4 1. 64493389 
Modified Aitken 1 . 64493392 
1. 64493407 
In this example the modified Aitken formula has a slightly smaller 
error than P4 and a further small improvement occurs on P6 . P8 is not 
comparable because of rounding-off errors in Wynn ' s calculation . 
3 . GENERAL THREE TERM FORMULAE 
Before considering the four and five term formulae it seems 
appropriate to make some comments about general formulae and in particular 
Lubkin ' s three term formula. 
If T (u ,u l'u 2 ) 
n n n+ n+ 
is an estimator of the tail of a series , Z , 
n 
using the first three terms of Z and we wish T to be a good estimator for 
n n 
a wide variety of series, and Z is a linear function of its terms , then 
n 
we shall restrict T also to be a linear function of its terms. 
n 
If R 
n 
u llu then the series may be written as an accumulating 
n+ n 
series in the R ' s 
(3 . 1) 
and 
(3. 2) 
Z 
n 
T 
n 
u (1 + R + R R + R R lR 2+ .· . ) 
n n n n+l n n+ n+ 
u f (R , R ) 
n n n+l 
H. 
If the series is rapidly convergent and we expand T as an accumulating series 
n 
in the R' s then the expansion of a three term approximant must agree 
exactly with the first three terms of the expansion of the original series , 
i . e . 
(3 . 3) T 
n 
u (1 + R + R R + O(R 3 )) 
n n n n+l 
Furthermore the approximant will be a good approximant if the 
later terms , and , in particular the larger of the l ater terms , closely 
approximate to the corresponding terms of the or i ginal series for a wide 
range of types of series . 
As an example , Aitken ' s two term approximant may be expanded 
(3 . 4) A = u ?/ (u -u ) = u I ( l - R ) = u (1 + R + R2 + ... ) n n n n+l n n n n n 
This agrees with the first two terms exactly and i s in good agreement with 
the third term if Rn+l/Rnf\ is small. 
Now we construct a formula for summing series like 
- k L n , where 
k is unknown, by eliminating k between two consecutive approximants derived 
in equation 2.4 . 
If 
(3.5) Z 
n 
AI (n- k) (n- k+l) 
then 
(3.6) Z 
n+l 
Eliminating k , 
(3.7) 
k 
k-l 
u u 
n n+l 
u -u 
n n+l 
Z 
n+2 
Z 
n+l 
(n-2) u+u +u + ... 
n n+l n+2 
and Z 
n+2 
u (u -u ) 
n+2 n n+l 
u (u -u ) 
n n+l n+2 
k 
k-l 
u n+l u n+2 
u -u 
n+l n+2 
On using R this may be rearranged to give 
n 
(3.8) Z 
n 
L - u + u 
n n n+l 
1 - R 
+ u n 
n+2 l -2R +R R 
n+l n n+l 
This transformation is basically the same as the formula derived by 
12. 
S . Lubkin [3] .f Some of the important properties of Lubkin ' s formula are: 
(a) 
(3.9) 
(b) 
(c) 
(d) 
L 
n 
u 
n + U 1 + U 2 (l-R )/(l-2R 1 + R R 1) n+ n+ n n+ n n+ 
u + u l(l - R l)/(l-2R 1 + R R 1 ) 
n n+ n+ n+ n n+ 
u (l- 2R l+R )/(l- 2R +R R ) 
n n+ n n+l n n+l 
u + u T I(T - T ). 
n n+l n+l n+l n+2 
The sum is exact if R is constant and if R 
n n 
1 + kin. 
L uses the first three terms of the series Z . 
n n 
If L is expanded out as 
n 
an accumulating 
I series in the R ' s it agrees 
exactly with the first three terms of any series. To see this we compare 
the two expressions 
(3 . 10) 
(3.11) 
Multiply 
Z 
n 
L 
n 
u (1 + R + R R + . . . ) 
n n n n+l 
u (1 
n 
2R + R R 1) . 
n+l n n+ 
by the denominator of L and pick out terms with the same power 
n 
of R, then the first three terms agree, so L gives the first three terms 
n 
of any convergent series. Furthermore , the fourth term is 
u R R l(R 2-2R l+R) and the general term is 
n n n+ n+ n+ n 
u R R 
n n n+l R (R R -2R R +R R ) . n+p-l n+p n+p+l n+p n+l n n+l Hence L is a good fit n 
provided u (R R -2R R +R R ) 
n+p n+p n+p +l n+p n+l n n+l is small for all p. 
(e) Lubkin ' s formula may be written as a weighted extrapolation 
of Aitken ' s formula. This may be shown as follows: Aitken ' s approximation 
to z 1 using u and u is u / (l-R) and using uland u it is 
n+ n n+l n+l n n+ n+2 
u l/(l-R 1)· The ratio of the errors in these two expressions is 
n+ n+ 
or approximately un : u
n
+ l U : U n+l n+2 To eliminate the errors we 
combine these two expressions in the negative inverse ratio of the errors . 
If we want a three term formula we restrict ourselves to using only 
un un+ l and u n+2 so we may combine these two formulae in the ratio 
-Rn or - R
n
+l : 1 . If we want a formula which fits the first three terms 
of any series and sums any approximately geometric series (if R varies 
n 
slowly with n) we apply these weights to both the numerator and denominator. 
This gives two three-term formulae 
- R + 1 
n (3.12) 
un+l - R (l-R )+1. (l-R ) 
n n n+l 
and 
- R 
n+l + 1 
- R (l-R )+1. (l- R 
n+l n n+l) 
The first of these formulae appears to be very efficient in transforming 
divergent alternating series and transforms series like - k n to something 
like -1 -k-l k Ln . The second is Lubkin's formula which is more efficient 
again in transforming slowly convergent series. 
(f) Lubkin ' s formula transforms a series like -k L n into a series like 
-k-2 [(k+l) /6 (k-l)] Ln . To show this , 
L = u (1-2R +R ) / (1-2R +R R ) 
n n n+l n n+l n n+l 
series 
let u 
n 
-k 
n and 
then the nth term of the transformed 
u 
n 
* 
u -L +L 1 
n n n+ 
u [R -2R +R +R R -2R R +R R 1 
n+2 n n+l n+2 n n+l n n+2 n+l n+2 
(1- 2R l+R R 1) (1- 2R +R R ) 
n+ n n+ n+2 n+l n+2 
(k+l) u 2 
n+ 
6 (k-l)n L 
14. 
'"""' 
Hence, provided k ~ 1 which gives a divergent series any way , the terms 
of the series are divided by n 2 in the transformation. 
(g) Rounding-off errors are amplified in Lubkin's transformation 
of a slowly convergent series of positive terms. The reason for this 
is that the denominator of L is (1-2R +R R ) so when R is close to 1 
n n+l n n+l n 
the denominator is small and so a mp lifies errors. In a numerica l calculation 
with a truncated series this amplification of errors is first observed 
where R is closest to 1 at the end of the truncated series . n 
4 . FOUR-TERM FORMULAE FOR SLOWLY CONVERGENT SERIES 
If we start with two Lubkin transformations first using u , 
n 
u , 
n+l 
un+2 and secondly using un+l ' un+2 ' un
+
3 and writing R for R for a n+a 
brevity when there is no likelihood of confusion , then 
1 - R (4 . 1) L + u 0 u 
n+l + un+2 1- 2R +R R n n 101 
and 
1 - R (4. 2) u +L 2 u + un+l + un +2 n n+l n 1-2R2+RI R2 
The errors in using these two formulae will be in the ratio l:R if R is 
the r a tio of adjacent terms and if R is slowly varying . When we try to 
improve on these formulae by combining the numerators and denominators in 
(4 . 3) 
(4.4) 
the ratio -R:l we find that there is little improvement and the 
- 2 formula fails for series like Ln . 
An improvement can however be achieved if we weight the two 
Lubkin formulae in the ratio (R-R2 ) : (-l+R) instead of R:-l where R 
lS. 
and R2 are car eful l y chosen linear and quadratic functions of Ro ' Rl and 
Let 
u = u +u +u 
n n n+l n+2 
(l-R2 ) (l-La.R. )-(l-R ) (Ib . R. - Ec .. R.R.) l l 0 l l lJ l J 
(l-2R2+R1R2 ) (l-La.R. )-(l-2Rl +R Rl ) (Lb.R. - Lc . . R.R.) l l 0 l l lJ l J 
This is a four-term formula provided only that the subscripts i , j belong to 
the set 0, 1 , 2. If the ratios of successive terms , R or R. or R. 
l J 
are small and vary slowly along the series and U is expanded as an accUI,1Ulating 
n 
series in the R ' s then the early terms behave like a G.P. while the first 
four terms agree exactly with the original series for any a. , b. and c .. . 
l l lJ 
If we equate U = Z and multiply through by the denominator 
n n 
of U then the (p+6 )th terms of U and Z are in good agreement , provided 
n n n 
{R R 1 [R 2R - 2R R 2+R1R2) - La . R.R [R lR 2-2R2R 1+R1R2 ) p p+ p+ p + 3 2 p+ l l P p+ p+ p+ 
- L b.R .R [R R - 2R1R +RR) +Lc .. R.R . [RR - 2RR+RR1 )} l l P p+l p+2 p+l 0 1 lJ l J P p+l 1 p 0 
is small. 
For a geometric type of series where, say, R. = a+b/(n+i) this 
l 
expression is smallest if Lb = 1 and LC . . = La. . Also , for a rapidly 
i lJ l 
divergent or r .:;.pidly convergent series where , say , R. = A (n+i)A the above 
l ' 
e xpression is smallest for all p , A and A if L b. = 1 and LC. . La . . 
l lJ l 
16. 
For a slowly convergent series of positive terms where, say , 
-k 
u an we may calculate a typical term of the transformed series 
n 
* u u - U + U 
n n n n+l 
* and we find that u lu 
n n 
is of order n- 2 if La. 
1 
1 and La.+ Lb . 
1 1 
2LC . .• 
1J 
Finally, 
(4.5) 
u 
n 
* lu is of order n- 3 if 
n 
La. 
1 
L(i+j)c .. 
1J 
Lb. 
1 
LC .. 
1J 
1 
Lia. + Lib. + 3. 
1 1 
In order to minimise rounding-off errors in a numerical calculation we 
further wish to minimise the number of terms in the denominator of U • 
n 
Since U is of the form 
n 
(4.6) 
we require that the denominator should contain 4 terms linear in Ro' Rl , R2 
all negative, similarly, 6 quadratic, 4 cubic and one quartic term. There 
are six integral solutions satisfying the above conditions. The resulting 
six four-term formulae are: 
(4.7) Insert additional page here . 1 6 (a) 
These are all what one might call general formulae in the sense 
that they fit the first four terms of any series exactly and closely match 
any series in which R varies slowly with n, such as the asymptotic or 
n 
factorial, nearly geometric and inverse factorial series . They also 
transform a series like Lan -k into a series like 
-k-3 L bn . 
To compare the efficiencies of these four-term formulae with 
Lubkin's three-term formula when we have a truncated series and wiS.h to 
extract as much information as possible from the available terms, suppose 
we start with a series of 12 terms. In four transformations with Lubkin's 
8 formula using up three terms per operation we divide such terms by n 
e 16 (al e 
(1-R2 ) (l-Rl ) - (l-R ) (2R -R -R R ) (4.7) o 0 202 Uln u + u + u (1-2Rl +Ro Rl ) (2Ro -R2-RoR2 ) n n+l n+2 (1-2R2+R1R2 ) (l-Rl ) -
(1-R2) (1-2RO+Rl ) - (l-R ) (R -R R ) o 112 
U2n u + u + u (1-2Rl +RoRl ) (Rl -R1R2) n n+l n+2 (1-2R2+R1R2) (1-2Ro+Rl ) -
(1-R2) (l-Ro ) - (l-R ) (2R -R -R R ) o _1 2 ' 1 2 
U3n u + u + u n n+l n+2 (1-2R2+R1R2) (l-Ro ) - (1-2Rl +RoRl ) (2Rl -R2- R1R2) 
(l-R ) (l-R ) -2 0 (l-Ro ) (Ro - R1R2 ) 
U u + u n+l + un+2 (1-2R2+R1R2) (l-Ro ) (1-2Rl +RoRl ) (Ro -R1R2 ) 4n n -
(1-R2) (l-Ro ) - (l- Ro ) (Rl-R~) 
USn u + u + u n n+l n+2 (1-2R2+R1R2) (l-Ro ) (1-2Rl +RoRl ) (Rl-R~) -
(1-R2) (l-Rl ) - (l-R )(R _R2) 002 
U6n u + u + u n n+l n+2 (1-2Rl +RoRl ) (Ro-R~) (1-2R2+R1R2) (l-Rl ) -
Insert for page 16 
17. 
apart from a numerical constant. In three operations with a four -term 
9 formula we also use up 12 terms and divide each term by n apart from a 
numerical constant. Hence if n is large,the four-term formula transforms 
the original series into a new series of smaller t e rms than Lubkin's formula 
does at the expense of the same number of terms. 
-k - k-3 In the transformation from L an to L bn , the coefficient 
b contains a factor (k2_l) in the denominator so the sum becomes unreliable 
when k is near 1 or near -1. Both of these series are already divergent so 
this situation does not represent a defect in the formula. 
If n is small the size of the terms in the transformed series will 
depend on other details of u or initial stability considerations, so we 
n 
should look at some actual numerical examples. Also, since most, if not all 
of the well-known series become smoother as we move away from the start of 
the series we must prefer a weighting of the two Lubkin formulae which uses 
later rather than earlier terms. For this reason the formula above for USn which I 
shall call forfllUla U is regarded as the most stable of the six formulae. 
S 
Depending on the calculating facilities available USn may be 
represented in several different ways: 
(4.8) INSERT PAGE 17 (a) HERE 
(4.8) USn 
e 
u + U + u 
n n+l n+2 
2 (l-R ) (l-R - R +R ) 
012 2 
u + u 
n n+l 
22222 
l-RO-Rl-2R2+2ROR2+2Rl+R1R2+R2 - ROR1-ROR1R2-2R1R2+ROR1R2 
222 l - R - 2R - R R +2R R +R +R - R R 
o 201 0 2 1 2 1 2 
222 
l-Ro-Rl-2R2+2RoR2+2Rl+R1R2+ R2-RoRl-RoR1R2-2R1R2+ROR1R2 
or as a weighted sum of Aitken ' s formula 
u + u 
n n+l 
222 (1+Rl - R2 ) (l-RO) - 1 . (Rl+R2 - RoR2 -R2) + 1 . (Rl -R1 R2 ) 
222 (l-R ) (l-R ) - (l-R ) (R +R - R R - R ) + (l-R ) (R -R R ) 
2 0 1 1 202 2 0 112 
or as Lubkin's formula with a correction term 
u + u + u 
n n+l n +2 
l-R 
o 
u +u +u 
n n+l n+2 
1-2Rl +RoRl 
RO-2Rl+R2TRORl-2ROR2+R1R2 
2 l-Rl -R2+R2 
Ql 
l+Q _Q _ Q1Q2 (QO- 2Ql+Q2 ) 
012 Ql +Q2 - Q Q 1 2 
Q. 
1 
1 
l-R. 
1 
• 
17 (a) 
e. 
5. TWO EXAMPLES OF REPEATED TRANSFORMATIONS USING LUSKIN'S FORMULA 
AND FOR1'mLA Us 
In table 2 we take the first 17 terms of a formula for TI and 
transform it four times using Lubkin's formula. To avoid rounding-off 
18. 
errors the first two transformations were kept as rational fractions and 
the last two transformations were done to 16 figures in a programmable 
calculator before abbreviating. 
In table 3 a similar calculation was done using the formula Us 
avoiding rounding-off errors in the same way. Both methods use up 12 
terms and the residual series of 5 terms is slightly smaller for formula 
. ----------------------------Take in tables 2 and 3 
In tables 4 and 5 similar transformations are made to a series 
f9r TI 2/ 6. The transformations using formula Us exhibit some instability at 
the start of the series but where the series is smoother and n is larger, i.e. 
after the first three terms, the terms of the residual serie s produced by 
three r epetitions of formula U ~ are smaller than the t e rms produced by 
-' 
four repetitions of Lubkin's formula. 
Take in table s 4 and 5. 
TABLE 2 e 
Lubkin's transformations of 17 terms of the series n = 2 + 1/3 + 3/20 + 
u 
n 
2.0000 
. 3333 
.1500 
. 0893 
. 0608 
. 0447 
. 0347 
. 0279 
. 0231 
. 0195 
. 0168 
. 0146 
. 0129 
. 0115 
. 0103 
. 0093 
. 0085 
I 3 I 3 6 I 6 L u *Xl0 L *xl0 u **Xl0 L ** xl0 n n n n n 
1. 0476 
. 7846 70.3297 
. 6485 13.8809 23.4490 
. 5639 4.6784 9.7128 144 . 652 
. 5052 2 . 0528 5.0669 32 . 452 50.071 
. 4615 1.0563 3 . 0243 10.128 17 .740 
.4274 . 6050 1. 9719 3 . 891 7 . 643 
. 3998 .3743 1.3687 1. 726 3.762 
. 3770 . 2455 .9952 . 851 2.040 
.3576 . 1685 .7502 .455 1.190 
. 3410 . 1200 . 5820 . 260 . 736 
. 3264 .0880 .4622 .156 . 476 
.313 6 .0662 .3743 .098 .3 20 
.3022 .0509 . 3081 . 064 
.2919 .0399 
n = 2.000000 ,000000,00 + 1 . 047619,047619,05 + .070329,670329,67 
+ . 023449 ,045676 ,79 + . 000144 , 651830,94 + .000050,071449,18 
+ .000000,120494,77 + .000000,046061,84 + .000000,000093,28 + ... 
Formulae used: L ' n L - u n-l n-l using the second line of equation 3.9 and 
u * 
n 
u ***xl0 9 L'** *xl09 
n n 
120 . 495 
30 . 478 46.062 
9 . 500 15 . 677 
3 . 458 6 . 200 
1.418 2.748 
. 639 1. 332 
. 311 . 694 
.161 
u 
n L ' - L ' n n+l 
• 
u **** x l 0 12 
n 
93.28 
23 . 21 
6 . 98 
2 . 41 
.93 
e 
TABLE 3 
Transformations with formulae u5 of 17 terms of the series TI 2 + 1/3 + 3/20 + ... 
u 
n 
2 . 0000 
. 3333 
. 1500 
. 0893 
. 0608 
. 044 7 
. 034 7 
. 0279 
. 0231 
. 0195 
. 0168 
. 0146 
. 01 29 
.01l5 
. 0103 
. 0093 
. 0085 
u ' 5n 
. 8093 
. 658 7 
. 5691 
.5 083 
.4635 
. 4288 
. 4008 
. 3778 
. 3582 
. 3414 
. 3268 
. 3139 
. 3024 
. 292 1 
Formulae used : 
4 
u * x1 0 
n 
u ' * X10
4 
5n 
8 
u ** x10 
n 
u ' ** X10
8 
5n 
u
n
*** x1012 
- 6 . 3403 
- 2 .2179 
-. 8480 -1. 8018 
-. 3782 .8695 8 43.658 
-.1899 . 4866 46 . 880 
-. 1043 . 2959 7.742 10.786 
-. 0615 . 1914 1.955 3 . 041 - 26 . 80 
-. 0383 .1 298 . 632 1. 085 -10. 05 
-. 0249 . 0916 . 241 .452 - 2 . 91 
-. 0168 . 0667 . 104 . 211 -. 84 
-. 011 7 . 0498 . 049 .107 -. 26 
- .0084 .038 1 . 025 
-. 0062 
TI = 2 . 000000 , 000000 ,00 + .333333 ,33333 3 , 33 + . 809286,308039 , 43 . 000634 , 031303,72 
-. 000221 , 78 7959 ,71 - . 000180 ,181719 , 59 + . 000008,436578 , 34 + . 000000 , 468802,81 
+.000000,107859,88 - . 000000 ,000026 , 80 -
U I 
5n u5 (n_2) - un _ 2 - un _1 using the las t line of equation 4.8 
and u * 
n 
u - U I + U I 
n 5n 5(n+1) 
• 
e 
TABLE 4 
2 Lubkin's transformations of 17 terms of the series TI /6 1 + 1/4 + 1/9 + ... 
u L ' 
n n 
1 . 00000 
. 25000 . 62500 
. 11111 . 38889 
. 06250 . 28125 
. 04000 . 22000 
. 02778 .18056 
. 02041 . 15306 
. 01562 . 13281 
.01235 . 11728 
. 01000 .10500 
. 00826 . 09504 
. 00694 . 08681 
. 00592 .07988 
. 00510 . 07398 
. 00444 . 06889 
. 00391 . 06445 
. 00346 
Formulae used: L ' 
n 
3 L ' * "xl0 3 6 6 u *xl 0 u ** xl0 L'** xl0 
n n n n 
13 . 88889 
3 . 47222 6 . 00601 
1 . 25000 2 . 56148 27.692 
.55556 1.31868 7. 206 11. 443 
. 28345 .76553 2 . 404 4.263 
. 15944 . 48303 . 951 1.867 
. 09645 . 32402 .4 26 .918 
. 06173 . 22778 . 210 .493 
. 04132 .16616 .111 . 284 
. 02870 .12490 .063 .172 
. 02054 .09624 .037 .110 
. 01509 . 07572 .023 .072 
. 01134 . 06064 . 015 
. 00868 
L 1 - u 1 using the second line of equation 3.9 and n- n-
u ***Xl09 
.T.\ 
26 .61 2 
7.224 
2 . 346 
.874 
. 362 
.164 
.079 
.041 
u * 
n 
u 
n 
L / ***Xl0 9 u ****Xl01 2 
n n 
11.122 
3 .914 17.16 
1. 573 4.77 
.701 1. 53 
.33 9 .55 
.175 .22 
L ' + L ' 
n n+l 
e 
TABLE 5 
2 
Transformations with formula Us of 17 terms of the series 7T /6 1 + 1/4 + 1/9 + . . . 
U ' u 
n 5n 
1 . 00000 
. 25000 
.11111 . 39494 
. 06250 . 28387 
. 04000 . 22135 
. 02778 . 18134 
. 02041 .15 355 
.01562 .13314 
.01235 . 11752 
. 01000 .10517 
. 00826 . 09517 
. 00694 .08690 
. 00592 . 07996 
. 00510 . 07404 
. 00444 . 06894 
. 00391 . 06449 
. 00346 
Formulae used: U' 5n 
4 U , *x l04 u * xl0 
n 5n 
. 39925 
-.19827 
-. 11911 -. 04738 
-. 06235 -.30284 
-. 03370 -. 09323 
-. 01918 -. 05522 
-. 01148 -. 03537 
-. 00717 - . 02373 
- .00466 -. 01650 
-. 00313 - .01182 
-. 00216 - . 00869 
-. 00153 - . 00652 
-.00111 
U - u 5 (n-2) n - 2 - u n-l 
8 8 
u **xl0 U' ** x l0 
n 5n 
- 3745 .7 417 
1472 . 5717 
43 .11 09 52.4227 
6 . 6983 9 .1899 
1.6358 2.4971 
. 5136 . 8617 
.1905 .3 482 
. 0798 .1576 
.0367 
using the last line of equation 4 . 8 
and u * 
n 
u 
n U5~ + U5 (n+l) 
u *** xl012 
n 
- 1218 . 02 
54 . 20 
4.28 
. 42 
.03 
19 . 
6. FIVE-TERM FORMULAE 
Five-term formulae may be derived as a weighted extrapolation of 
Lubkin's or the four-term formulae . 
(6.l) 
u + 
n 
If we take three adjacent forms of Lubkin's formula , namely 
u 
n 
u 
n+l 
+ L 
+ L 
L 
n 
n+l 
n+2 
u + u + u 
n n+l n+2 
u + u + u 
n n+l n+2 
+ + u u u 
n n+l n+2 
l-R 
o 
l-2R +R R 101 
l-R 2 
l-2R2+R1R2 
l-2R +R 3 2 
l-2R +R R 323 
which have errors in the ratio 1:R:R2 and combine the numerators and 
. .22 denom1nators of the last term in the rat10 R :-2R:l where 2R and Rare 
linear and quadratic functions of Ro' Rl , R2 and R3 we do not greatly 
reduce the error in estimating the sum of a slowly convergent series of 
positive terms. In order to improve on the four-term formula we have 
223 234 
to use more complicated weights like (1-2R+R ) : (- 2R+4R -2R): (R -2R +R ). 
A simpler and more limited way of proceeding is to take two 
forms of one of the four-term formulae and combine these in the ratio 
2 (l-R) : (-R+R ). Thus if we take formula Ul using terms u n+l to un+4 and 
another formula U
l 
using terms u to u 3 and combine the numerators and 
n n+ 
denominators of the formulae in the ratio (l-Ea. R.): (-Eb.R.+Lc .. R.R.) 1 1 1 1 1J 1 J 
then the various conditions as b e fore imposed on the new formula require 
that 
(6.2) La. 
l 
L (i+j)c .. 
l] 
Lb . 
l 
Lc .. 
l] 
1 
Lia . + Lib. + 6 . 
l l 
The only solution to these equations with i, j 
a . , b . c . . positive integers is a = b = c 33 l l, l] 0 0 
20. 
0, 1 , 2 or 3 and 
1 with the other a's , 
b 's and c's all zero. The resulting weight is l-R : R 2 - R 
o 3 and the six 0 
four-term formulae give six five-term formulae 
(6.3) Insert page 20(a) here 
Finally if we look for more general combinations of three of Lubkin's 
formulae using quadratic weights , one other such formula has been found, 
namely 
(6.4) Insert page 20(b) here 
7. USE OF THREE AND FOUR-TERM FORMULAE FOR SPEEDING THE CONVERGENCE OF 
A SHORT SERIES 
If a short monotonic sequence or series is known for some quantity 
and it may be assumed that these are the first terms of a convergent series 
with some degree of smoothness , then the approximation may be improved by 
u s ing three or four-term formulae or a combination of both . 
In order that we may obs e rve the efficiency of the transformations 
these are demonstrated on a known series. In table 6 are listed the 
results of using Lubkin ' s three-te rm and the four-term formula Us on the 
monotonic series for TI . Where not all the terms are used the transformation 
is made to the later terms of the series to obtain the best result and the 
earlier unused terms are added on. 
(6.3) 
V 
2n 
V3n 
V 
4n 
V5n 
V6n 
V In 
e e 20(a) 
2 2 (l+R
2
- 2R
3
) (1-R
2
) (l-R ) - (l-R
2
) [( 2R
1
-H
3
-R
1
R
3
) (l-R )+(1-R
1
) (R - R
3
)] + ( l-R ) (2R - R - R R ) (R - R ) 
U +U l+U 2 a a a a a 2 a 2 a 3 
n M M 2 
(1 - 2R
3
+R2R3 ) (l-R2 ) (l-Ra ) - (1-2R2+R1 R2 ) [(2R1-R3-R1 R3 ) (l-Ra ) + (l-R1 ) (Ra - R3 ) 1 + (1-2R1 +RaRl) ( 2Ra - R2 - Ra R2 ) (Ra - R3 ) 
2 2 (1+R
2
- 2R
3
) (1-2R
1
+R
2
) (l-R
a
) - (1-R
2
) [R
2
(l-R
3
) (1-R
a
)+(1- 2R
a
+ H
1
) (R
a
- R
3
) ] + (l-Ra)R
1 
(1-R
2
) (R
a
- R
3
) 
U + U +U 2 2 
n n+l n+2 (l - 2R
3
+R
2
R
3
) (1 - 2R
1
+R
2
) (l-R
a
) - (l - 2R
2
+R
1
R
2
) [ R
2
(l-R
3
) (1-R
a
)+( 1-2R
a
+R
1
) (R
a
-R
3
)] + (1- 2R
1
+ R
a
R
1
)R
1 
(1-R
2
) (R
a
- R
3
) 
2 2 U +U +u (1+R2 - 2R3 ) (l-Ra ) (1-R1 ) - (l - R2 ) [(2R2-R3 - R2R3 ) (l - Ra)+( l- Ra ) (Ra -R3 )] + (l- Ra ) ( 2R1 - R2-R1 R2 ) (Ra - R3 ) 
n n+l n+2 2 2 
(l-2R
3
+R
2
R
3
) (l-R
a
) (l - R
1
) - (1-2R
2
+R
1
R
2
) [(2R
2
-R
3
-R
2
R
3
) (l-Ra)+ (l- R
a
) (R
a
-R
3
)] + (l- 2R
1
+R
a
R
1
) ( 2R
1
- R
2
- R
1
R
2
) (R
a
-R
3
) 
(l+R - 2R ) (l-R ) (l-R ) - (l-R ) [(R -R R ) (l-R ) + (l - H ) (R _ R2 )] 
+ 
2 3 a 1 2 123 a a a 3 
2 
+ (l-R
a
) ( R
a
- R
1
R
2
) (R
a
-R
3
) 
U U l+u 2 
n n+ n+2 (l - 2R +R R ) (l-R ) (l - R ) - (1 - 2R +R R ) [( R - R R ) (l-R )+(l-R ) (R -R )] + (1- 2R + R R ) (R - R R ) (R _ R2) 
323 a 1 212 123 a a a 3 1 a 1 a 1 2 a 3 
(l+R - 2R) (l-R ) (l-R ) - (l-R ) [(R _R2 ) (l-R )+(l-R ) (R _R2 )] 
U +U +U 2 3 a 1 2 2 3 a a a 3 
n n+l n+2 (1 - 2R +R R ) (l-R ) (l-R ) - (l - 2R +R R ) [(R _ R2 ) (l-R )+(l-R ) (R _ R2 )] + (1-2R +R R ) (R _ R2) (R _ R2) 
323 a 1 212 2 3 a a a 3 1 all 2 a 3 
2 2 
+ (l-R
a
) (R
1
-R
2
) (R
a
- R
3
) 
(l+R - 2R ) (l-R ) (l-R ) - (l-R ) [(R _ R2 ) (l-R )+(l-R ) (R _R2 )] + (l-R ) (R _R2) (R _ R2) 
U +U +l+u 2 2 3 a 2 2 1 3 a 1 a 3 a a 2 a 3 
n n n+ 2 2 2 2 
(1-2R3+R2R3 ) (l-Ra ) (1-R2 ) - (1-2R2+R1 R2 ) [( R1 - R3 ) (1- Ra )+(1-R1 ) (Ra -R3 )] + (1- 2R1 +Ra R1 ) (Ra -R2 ) (Ra - R3 ) 
(6 . 4) 
V7n u +u +u n n+i n+2 
, 
222 (1+R2 - 2R3 ) (i-Ra ) (i-Ri ) - 2 (1-R2 ) (l-Ra ) (Ri -R3 ) + (i-Ra ) (Ra -R2 ) ( Ri
- R
3
) 
222 (l - 2R +R2R3 ) (i-R ) (i-Ri ) - 2 (1 - 2R2+R R ) (l-R ) (R - R3 ) + (l-2R +R R ) (R - R2 ) (Ri-R ) 3 a 1 2 al  a 1 a 3 
20(b) 
2~ . 
TAKE IN TABLE 6 
Truncated series for TI 
2 + 1/3 + 3/ 20 + 
Number of terms used 
1 
2 
3 
4 
5 
6 
7 
Type 
TABLE 6 
of transformation 
None 
Aitken 
3- term 
3- term 
4- term 
3- term 
4- term 
4 - term 
3- term twice 
4 and 3- term 
3 and 4- term 
e 
Transformed sum 
2 . 0 
2 . 4 
3 . 05 
3 . 12 
3 .143 
3 . 13 
3.1420 
3 .141 8 
3.1414 
3.14161 
3 . 141594 
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SUMl'lING A COMJ'.10N TYPE OF SLOWLY CONVERGENT SERIES 
OF POSITIVE TERMS 
(Short title: SUMJ'.1ING SLOWLY CONVERGENT SERIES) 
J.E. Drununond 
Abstract 
- k If the terms of a series behave like n where k is an exactly 
known constant, a formula using two terms transforms the series into a 
-k- 2 
series of terms like n provided k ~ 1. The multiple use of this 
transformation is demonstrated in sununing three series. 
1. Introduction 
When the nth term of a series is a quotient of powers or poly-
nomials or y-functions in n and the ratio of successive terms is close to 
1 the series i s difficult to sum. The three main reasons for this are 
that a lot of terms of the series are needed, the individual terms are much 
smaller than the sum and rounding off errors in a numerical calculation 
can be troublesome. [1] 
Two methods for transforming such series are Lubkin ' s l transform-
\ 
[2] 
ation and ~vynn' S l p-algorithm which may be used to repeatedly transform the 
~. 
series or its corresponding sequence into more rapidly convergent forms. 
The following method bears a close resemblance to an improvement 
on vlynn' s p-algor i thm and is easier to use . 
2 . 
- 2 -
Derivation of the formula 
Let u be the nth term of a series. 
n 
Let Z be the sum to infinity of the series starting with 
n 
u, thus Z u + U + u + . . .. 
n n+l n+2 n n 
Hence 
and 
u 
n 
Z 
n 
We first take a special series for which 
A 
Z 
n (n-k) (n-k+l) . .. (n-2) 
A(k-l) 
(n-k) (n-k+l) . . . (n- l ) 
k u
n
_ l un 
k-l u - u 
n-l n 
k 
u +--
n k - l 
Un un+l 
u - u 
n n+l 
The particular series given above is summed exactly from a 
I 
knowledge of k and the first two terms of the series. However if we have 
some other series for which -k An is the dominant part of the nth term 
we may still transform the series as follows: -
Let Zl u + u + u 3 
+ 
I 2 
and take U
o 
o 
k u n-l un 
and define T so 
n k-l u - u 
n-l n 
o 2 
then by simple rearrangements we get 
where u * n u n 
provided that k ~ 1 and 
- 3 -
lim T 
n n~ 
3 
o. 
Also if u 'V 
n 
-k 
Fill we subst~tute in equations 2 and 3 to get 
u * 'V - [A(k+l)/12 ] (n_l)-k-2 
n 
for n > 1 and k ~ 1. 
The transformed series may be transformed a second time, but now the 
'" n-k- 2 series behaves like ~ so we change k to (k+2) in equation 2 and 
continue to increase k by 2 for each successive transformation. 
Several comments on the transformation formula are:-
(i) Equations (2) and (3) can be written into a calculator programme 
which stores k and calculates u * when u is inserted . n n+l 
(ii) Rounding off errors are magnified because of the factor (u -u 
n-l n 
in the denominator of T so where possible it is advisable to do at least 
n 
) 
the first transformation of the series exactly and the early transformations 
as accurately as possible . 
(iii) k may be estimated using three terms of the series. Thus when 
the equations (1 ) are approximately true we e liminate Z from them to obtain 
n 
an approximator 
(u -u) (u -u 1 ) 
n-l n n n+ 
2 
u u-u 
n-l n+l n 
- 4 -
(iv) If k is unknown it may be eliminated from equations (1) to give 
Lubkin's [1] formula 17 namely 
3. 
Z 
n 
u (1 - R 1) 
n n+ 
1 - 2R + R R 
n+l n n+l 
Demonstration of the formula 
where R 
n 
The use of equations 2 and 3 is demonstrated in table 1 on the 
first eight terms of a slowly convergent series for TI namely 
00 
TI I (2n) ! 
n=O 2n-l 2 2 (n!) (2n+l) 
9 
multiplied by 10 to avoid tabulating decimals. This series would require 
16 8 
about 10 terms to give an error of 10 in the tabulated values or 10- in TI. 
TAKE IN TABLE I IN SECTION 3 
If it is known that the first, third, fifth and seventh columns 
are terms of series which behave like n-3/ 2 , n-7/ 2 , n-ll/2 , n-15/ 2 then 
we take k = 3/2, 7/2 , 11/2, 15/2 in successive uses of equation 2 or use the 
equivalent formulae at the bottom of table 1 in order to construct the table. 
The numbers marked with an asterisk at the top of each column are summed 
to give 3,141,592,641 which differs from 109TI by 12 . 
TABLE I 
Summing a series for 109n kno~ing that the terms behave like n- 3/ 2 
u 
n 
2000,000,000* 
333,333,333 
150,000,000 
89,285,714 
60,763,889 
44,744,318 
34,705,528 
27,929,686 
3A 
n 
1200,000,000* 
818,181,818 
661,764,706 
570,652,174 
509,159,483 
464,062,500 
429,163,491 
A 
n 
u l u / (u 1-u) 
n - n n- n 
T 
n 
e 
u * 
n 
-48,484,848* 
-6,417,112 
-1,826,818 
-728,802 
- 352,665 
-193,480 
k A /(k-l) 
n 
7A */5 
n 
-10,354,391* 
- 3,575,381 
-1,697,558 
-956,649 
-600,104 
u ** n 
361,898* 
51,006 
12,106 
3,881 
u * 
n 
u 
n 
T + T 
n n+l 
e 
llA **/9 
n 
72,568* 
19,401 
6,981 
u *** 15A ***/ 13 
n n 
- 2,161* 
- 314 -424* 
-
- 5 -
4 . Comparison with other formulae 
The two transformations most closely related to this are those 
of Lubkin and Wynn . 
If we do not know k we may use Lubkin ' s transformation, the 
difference being that we use three terms of the series to reduce the size 
2 
of the terms by a factor (k+l)/ (6(k- l)n instead of using two terms and 
2 
a knowledge of k to reduce the size of the terms by a factor (k+l)/12n . 
The results of summing six terms of three series for which k is 1 . 5, 2, 
and 4 are given in table 2 . A comparison of columns A and C demonstrates 
the improvement resu lting from a knowledge of k . 
TAKE IN TABLE 2 IN SECTION 4 
Wynn ' s [2] p- algorithm for transforming a seque nce at the start 
of his section 2 is 
p (S ) 
s n 
4 
where S is the sum of a series from Uo to u inclusive and p for even s n n s 
is an estimate of the sum of the infinite series . His initial conditions 
are ideal if k = 2 and his three examples are of this type. However if k 
is known and is not 2 we can take as initial conditions Pk-3(Sn) = 0 , 
S 
n 
k 
S + 
n+l k-l 
(k-l)/u and 
n+l 
un+l un+2 
u - u 
n+l n+2 
TABLE 2 
Comparison of formulae 
I Six terms of 2n 2 2:2 (2n) ! /2 (n!) (2n+l) 
A B C 
Sum 2 . 6781273 2 . 6781273 2 . 6781273 
1st transformation 3 .1425424 3.1425424 3 . 1365079 
2nd transformation 3.1415737 3 . 1415715 3 . 1413978 
3rd transformation 3 . 1415952 
Infinite sum 
7T :; 3.1415'27 
II Six terms of 2: n- 2 
Sum 
1st transformation 
2nd transformation 
3rd transformation 
Infinite sum 
III Six terms of 2: 
Sum 
1st transformation 
2nd transformation 
3rd transformation 
Infinite sum 
A 
1.4913889 
1 . 6454293 
B 
1.4913889 
1 . 6454293 
C 
1.4913889 
1.6436111 
1.6449244 1.6449226 1.6448949 
1.64493 J O 1 . 64493~7 
1 2 ' J 
7T / 6 :; 1.6449141 
-4 
n 
A B C 
1. 08112353 1 . 08112353 1.08112353 
1.08233901 1. 08233901 1.08230690 
1 . 08232242 1 . 08232208 1 . 08232213 
1 . 08232~0- 1. 082323168 
4 
7T /90 = 1.08232323 
A Present formula , B Modified Wynn ' s p-a!gorithm, C Lubkin ' s formula . 
- 6 -
The first two steps in this modification of Wynn's formula are now identical 
with the transformation derived in section 2 but thereafter the two 
transformations give slightly different results. In the examples in 
table 2 a comparison of columns A and B shows that the present formula 
gives results slightly closer to the infinite sum than does the p-algoritillu . 
Also the amount of calculation done using equation 4 twice or equations 
2 and 3 is comparable but in using a programmable desk calculator where 
most of the time taken is in inserting numbers the p-algorithm is longer . 
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A formula for accelerating the 
convergence of a general series 
J.E. Drummond 
A weighted average of the partial sums of a series provides a 
quick and moderately powerful sum for any series in which the 
ratio of successive terms varies slowly along the series and 
this ratio is not close to +1. Some properties of the sum are 
examined. 
Let un be the n-th term of a series and Sn given by 
e be a partial sum of 
+ u 
n 
n terms of an infinite series, S . Aitken's [1] two 
term formula for the sum may be written 
and Lubkin's [2J three term formula may be written 
Tr ,r+2 = (Sr+2/Ur+2-2Sr+l/Ur+l+Sr/Ur)!(1/Ur+2- 2 /Ur+l+l/Ur) 
We now consider a generalization of these f ormulae, 
(1) T = s~r W.S . / s~r W. where 
rs i=O ~ r+~ i=O ~ 
and C~ is the binomial coefficient k!/i!(k- i) ! . 
~ 
T
rs 
is a weighted average of the partial sums of the series and may 
Recei ved 26 August 1971. Submitted from Applied 14athematics Division, 
Department of Scientific and Industrial Research, Wellington, New Zealand. 
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be compared with the Euler sum of a slowly convergent alternating series , 
This is a good approximation when the terms alternate and vary slowly in 
size . 
An approximation to the residual (S- T ) : Let T = S - E . rs rs rs If 
Si is a convergent sequence , then the truncation error (S- S .) tends to 'l-
zero as i ~ co and T rs 
is a weighted mean of the Si ' so E rs also 
tends to zero as rand s ~ co provided that the sum of the weights has 
a non- zero limit. 
(2) T 
rs 
R 
n 
then 
For a rapidly convergent series (that is all the 
T - T 
r +l , s +l rs E rs 
s - r 
Er+l, s +l * us +l l i =O 
IR I < 1 ) 
n 
on picking out the largest term in the difference. We may conclude from 
this formula that if the ratio of terms , Rn ' varies slowly with n then 
the (s- r) - th order finite difference of Rn will be small compared with 
Rn Hence the first finite difference of E
rs will be small compared 
with 
also will E rs 
If , furthermore , 
decr ease as s 
U 
S 
decreases rapidly as s increases, so 
increases with (s- r) constant, so we can 
neglect Er+l, s +l in our appr oximation and equation (2) gives an estimate 
of E Similarly for a rapidly di vergent series (that is all the 
rs 
IR I > 1 ) on picking out the largest term in the difference, 
n 
1 
I 
(4) 
so 
es, 
in 
If 
to 
o 
has 
.) 
f- . 
om 
then 
with 
ed 
s, so 
ecan 
imate 
1/ 
Accelerating convergence 71 
(4) 
S- 1' 
E -E *uR i: (_)irf. - 1'/R . 
1'S 1'+l,s+l l' l' i=O ~ 1'~ 
In both cases we compare the residual in the formula with the smallest term 
of the original series used in the weighting. If the divergent series has 
a meaningful sum , then the residual in the formula will be small if the 
(s-1')- th fi nite difference of the reciprocal of the R n is small compared 
with the reciprocal of R 
n 
If the transformation makes the series less 
divergent, E1'+l,S+l will be larger than E 1'8 while E will be the 1'S 
larger if the divergent series is converted to a convergent series , but in 
either case E1'8 will be comparable with the expression (4) . 
In operating on a slowly convergent or divergent series the expression 
for the residual is more complicated than (3) or (4) but for a slowly 
convergent alternating series, formula (1) approximates to the Euler sum 
which is known to be a good approximation for such a series . However , if 
u1' is the reciprocal of a polynomial in n , then in equation (1) , L W. ~ 
•
is the finite difference of a polynomial , so will be zero when (s-1' ) is 
suf L~lently large . In this case T1'S may be unbounded . Lubkin ' s formula 
I 
which is T1',1'+2 fails when un is the reciprocal of a linear functi on of 
n , but this is no loss because L n- l is itself a divergent· series . For 
a slowly convergent series of positive terms formula (1) is found to be 
unsatisfactory because the sum of the weights is small , but it works well 
on many other series. 
As an example we sum the series i: ( _ )nn l to show the simplicity and 
power of the sum . We tabulate (lO)I/U
n 
and (lO) !Sn/un; then we may 
introduce the binomial coefficients and calculate any T 1'8 as desired . 
The set TOn is listed in the third column of the table . Any one of these 
may be computed as desired and provides a relatively simple and moderately 
powerful method for summing a series . If greater accuracy is desired, it 
may be observed that the TOn column appears to be a convergent sequence , 
so formula (1) may be applied again to this sequence. In this case the 
72 J . E. Drummond 
labour involved becomes more comparable with that of the other more 
powerful methods such as r epeated use of Ai t ken ' s transform [IJ , Shanks ' 
en processes [ 4J, Wynn ' s E and p a l gorithms [5, 6J and Rut i shau se r ' s 
Q-D a l gorithm [3J . - Euler ' s transform is us eles s on this series . 
TABLE. ESTIMATES OF L (_ )nn ! 
(10) 1 In ! (lO) !Sn ln ! TOn 
3628800 3628800 
3628800 0 . 50000 
1814400 3628800 
. 57143 
604800 
- 2419200 . 58824 
151200 3024000 . 59330 
30240 
-3024000 .59508 
5040 3124800 
. 59578 
720 - 3182400 . 59608 
90 3231000 . 59621 
10 - 3269800 . 59628 
1 331820 . 59631 
As a second example we sum the series 
TI = 4 - 4/3 + 4/5 + ... . 
I n this example Rn (2n- l)/(2n+l) . Rn changes rapidly with n when n 
is emaIl , so any finite difference of R 
n 
or R- l 
n 
which includes terms 
with n near zero is not small . In this case we can do better by taking a 
lower or der finite difference further along the series. If we use 16 
ter ms it is best to calculate then we get an error of 1 in the 
10- th digit . This seri es is also particularly good for Euler ' s formula 
since R i s close to 1 
n 
However we lose strength if we include the 
first terms where R is not close to 1 
n 
On applying Euler ' s formula to 
the latter 10 or 11 of 16 terms , we get an error of 2 in the 9- th 
digi t . Aitken ' s formula develops the same weakness when R 
n 
is changing 
• 
5 ' 
r ' s 
~n n 
ng a 
the 
a 
a to 
- th 
ng 
· It 
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rapidly . With somewhat more labour and six repetitions of Aitken ' s 
transform we use up 12 terms of the series before Aitken ' s transform 
becomes unstable at the start of the series . At this stage the error is 
in the 14- th digit . Aitken ' s transform may be repeated but each 
repetition after the sixth uses up three terms because of the initial 
instability so the convergence is less rapi d . Aitken ' s method however 
remains the best of these three methods per number of terms used if the 
amount of effort used is not an important restriction . 
If we tabulate TIS as s runs from 2 to 16 we obtain a 
convergent sequence of estimates of TI using equation 1 and if desired we 
may repeat equation 1 on TIS to get a better estimate of the sum . 
Alternatively , we may tabulate Tr ,16 
as r runs from 1 to 15 and 
this time we obtain an asymptotic sequence with a minimum at r = 6 
mentioned above. Equation 1 may be repeated on this sequence to get a 
better estimate . 
In conclusion , equation (1) is a weighted Euler sum which may be used 
a suitable Euler weight is unknown . 
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A FORMULA FOR SUMMING DIVERGENT SERIES 
J.E. DRUMMOND 
Abstract: A formula is given for assigning sums to divergent series 
in which the ratio of adjacent terms varies slowly along the series. 
This formula consists of a weighted average of partial sums and is 
shown to be a general formula which can be easily calculated using a 
simple recurrence relation. It appears to be more powerful than a 
repeated Aitken or Shanks e l process as long as the transformed series 
remains divergent and it is also compared with the Pade approxirnants. 
It is demonstrated on a factor ial series, on a nearly geometric 
divergent series and for the extrapolation of a velocity formula for 
small amplitudes of motion. 
A FORMULA FOR SUMMING DIVERGENT SERIES 
by 
J.E. Drummond 
1. INTRODUCTION 
In classical analysis an infinite series 
if the sequence of its partial sums {S }, where 
N 
N 
L 
n=O 
a 
n 
00 
L a is termed divergent 
n o 
is divergent. As is well-known, there is no particular reason why 
Lim SN' even when it is convergent, should be taken as the only possible 
N~ 
definition of a sum for Ea ,many other limits being available and 
n 
appropriate in particular contexts. Generally speaking, however, if {SN} 
is convergent then all the commonly used sums of the series will coincide 
with its limit. In this case the sequence {S} may not afford the best 
N 
means of determining the sum of the series numerically and we may prefer 
an alternative method of summation which converges more rapidly. 
It is also well-known that an alternating series that is conditionally, 
but not absolutely convergent can be made to converge in the classical sense 
to any real number whatever, merely by altering the order of its terms. 
Between these extremes occur the summation methods that form a sequence of 
linear combinations (weighted sums) of the terms without altering their order, 
for instance the Euler transformation given below. 
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Originally these methods were developed to hasten the convergence 
of estimates of the sums of slowly convergent series, but when applied to 
divergent alternating series they are often found to converge, either 
absolutely or at least asymptotically, to a determinable limit which can 
meaningfully be accepted as the sumS of these series. 
For example, given a weakly divergent series with partial sums 
N 
L 
n=O 
n (-1) u 
n 
(u > 0) 
n 
in which the ratio u llu of successive terms is less than 3, the Euler 
n+ n 
transformation 
N 
L 1 
n=O 
n where 6 u
o 
is the n-th order forward difference of uO' provides a rapidly 
converging sequence whose limit coincides with 500 when this exists, and will 
be a self-consistent definition of a sum of the series when {5N} diverges. 
A more widely-applicable general method, due to Aitken (1), may be 
regarded as replacing the tail of a series,t , where n 
t 
n 
u - u + u 
n n+l n+2 
by a two-term estimate,T
n
, where 
2 T u I(u +u 1) 
n n n n+ 
. .. , 
If the original series is truncated, then each term except the last is split 
into two parts, giving 
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and the second part of each term is combined with the first part of the next 
term to form a new series of terms, 
The parts of terms at the end of the truncated serie~omitted by this 
transformation,combine naturally with the other terms already deleted by 
truncation . 
If the series is a convergent geometric progression (G.p.),then T = t , 
n n 
and hence u -T -T = 0 for all n. 
n n n+l 
Hence the Aitken transformation 
reduces the series to TO in one operation. If we wish, we may also use 
analytic continuation to define TO as the geometric sum for a divergent G.P . , 
provided only that u l/u ~ 1. 
n+ n 
Now let us describe a series for which the ratio u l/u tends n+ n 
~ . " to a bounded limit, R, when n + 00 , as nearly geometr~c and a series for 
which the ratio varies slowly along the series , such as an asymptotic series, 
h . ~ 
as locally nearly geometr~c . Then the terms, u*, of the transformed series, 
n 
where u* n 
u -T -T 
n n n+l 
will be smaller than the corresponding terms of the original series,not 
\\ ,~ \ \ 
only for ffnearly geometric but also for locally nearly geometric series. 
An examination of Table 1 shows that for at least one asymptotic series 
the Aitken sum of the first few terms appears to converge to the same number 
as is obtained by other methods. 
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Other comments about Aitken's method are listed below. 
* (1) The transformation may be repeated on the transformed series, S 2' N-
** giving a new first term and a new series, S . The series is N-4 
reduced by two terms at each transformation. This may be repeated 
until the series reduces to fewer than two terms or the process 
becomes unstable. 
(2) We may wish to sum a series in which the ratio of successive terms 
changes rapidly. This rapid variation usually occurs at the start 
of a series and the ratio of successive terms settles down to a 
slow variation further along the series. This may result in an 
unevenness or instability near the start of the successively trans-
* ** formed series S 2' S 4' ... N- N- This can easily be detected if 
the terms of the series are tabulated. The initial instability 
does not affect the sum of the series nor the values of the later 
terms of the transformed series. 
(3) Aitken's transformation does not alter the order of terms so it can 
be used to speed the convergence of conditionally convergent series. 
(4) We may alter the sum of a divergent series by a biased splitting 
and regrouping such as 
s = 1 - 1 + 1 - 1 + 1 -
2 1 1 2 2 1 
+ )-(-+ )+(-+ )- ... 
3 3 3 3 3 3 
2 
-+ 
3 
1 
3 
2 
- ) + 
3 
1 
3 
1 
3 
) - ... , 
where the positive and negative terms are split in different ways. 
However, both the Euler and the Aitken transformation are not sign-
dependent so they do not have any obvious bias which might affect the 
sum of a series . 
A second general method, due to S. Lubkin (3), is to use a three-term 
approximant, L , to the tail, t , of a series, where 
n n 
L = 
n 
- 5 -
u (1 + u l/u) 
n n+ n 
1 + 2u lu + U lu 
n+l n n+l n-l 
This is used in the same way as T to transform a series and effectively 
n 
speeds the convergence of a slowly convergent series of positive terms. 
However, on divergent alternating series, two applications of Lubkin's 
transformation, using up six terms of a series, do not reduce the size 
of the remaining terms as much as three applications of Aitken's method. 
Nevertheless, L can be written as a weighted mean of T and u I-T 1. 
n n n- n-
Hence Aitken and Lubkin sums of alternating series are the same. 
~ ~ 
A third general set of formulae, called e processes, was 
n 
derived by D. Shanks (5), assuming that each term of a series may be 
represented by a sum of n exponentials . The formulae were demonstrated 
on a number of convergent and divergent series. They are not sign-
dependent, so appear to be unbiassed and e l is Aitken's two-term formula. 
While e is exact for a series whose terms are a combination of n or fewer 
n 
exponentials, one of Shanks's examples shows that for other series e 2 
does not reduce the size of the transformed terms as much as a double 
four 
use of e
l
, both using up I terms. Shanks's formulae are complicated but 
P. Wynn (7) gives a recurrence relation for calculating the successive 
e 's. 
n 
The author's (2) own weighted Euler sum is another formula which 
is relatively simple and uses the reciprocals of the terms for weights in 
the Euler sum . It is identical with Aitken's or Lubkin's formula when two 
or three terms are used. It appears to sum divergent alternating series 
to the same sum as Aitken's formula, but the rate of convergence is s£ower. 
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On the other hand, it does not appear to suffer seriously from initial 
instability and is convenient when a reasonably large number of terms 
of the series is available. 
A different method again for summing series is the use of pad~ 
approximants (4,6) which are compared in section 3 (vi) with the new 
formula. 
While there are better specialist formulae, Aitken's (1) formula 
seems to be the best unbiassed general formula for summing a general 
divergent alternating series when we have a limited number of terms 
available
1 
and we assume only that the later terms of the transformed 
series alternate . 
The formula which follows is a weighted sum which appears to be 
mQre powerful initially in speeding the convergence or reducing the size 
of terms than Aitken's repeated formula; it is a general formula; it is 
not sign-dependent so appears to be unbiassed; it may be calculated 
either directly or from a recurrence relation with comparable labour to that for 
Aitken's formula and while it may, like other formulae, suffer from initial 
instability, this can easily be observed and avoided when it occurs. 
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2. THE FORMULA 
Let S denote the sequence 
ron 
S 
mn 
( n-m um - um+l + ... + -1) un (n .::. rn) 
Let R be the ratio of two successive terms, i. e . R 
r r u l u. Then r+l r 
an estimate of SO, oo ,using the terms u
m 
to un as weights , is 
T = P /Q 
mn mnmn7 
where 
P SOn + (R + Rm+l + ... + R l)SO 1 + (R2 + R R 1 + ... + R2 )S + 
mn m n- ,n- m m m+ n-2 O,n-2 
... + R n-m S 
m Om 
and 
Recurrence relations for generating P and Q are 
mn mn 
P SOm nun Qnun = 1 
P P + R P mn m+l,n m m,n-l 
Q
mn Qm+l,n + RmQm,n-l 
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3. PROPERTIES OF TIlE FORMULA 
(i) The estimators, T ,are weighted means of the truncated sums 
mn 
SOn' SO,n-l' ..•. , SOm with weights 
· .. , 
n-m R • 
m 
If this is compared with the author's (2) other weighted Euler sum,whose 
weights were n-m n~m 2 n-m 1,( l ) R
n
_l , ( 2 )Rn_l , •.• ,Rn_l 1 we see that the 
weighting function for divergent series uses the ratios of terms earlier 
in the series. 
(ii) The first estimator of Sooo is the trivial SOm and the second 
estimator is the Aitken formula or Shanks's e l . Thus Tmm = SOm and with 
a little rearranging the second estimator gives 
m+l 
SOm +(-1) um+l+RmSOm S +(_l)m+l u um+l T m 
m,m+l 1 + R Om + um+l u m ill 
2 
U 
S +(- Dm m O,m-l 
u + um+l m 
which we recognise as Aitken's transformation. 
say, 
(iii) If the ratios Rare CO:lstant and equal to R, / then P and Q~~ 
r mn uu, 
are binomials in (l+R) and 
T 
mn 
Proof: 
S +(_Om 
O,m-l u m 
(l+R)n-m-l 
(l+R)n-m 
If R 
r 
R for all values of r ) then Q 
mn 
(l+R)n-Ii.l. • 
• 
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Similarly 1 
P S Q +(_l)m u {(l-R +.. I 1 n-m-l n-m} 
ron O,m-l mn m m +\~) RmRm+l •• Rn_l ) + .• + Rm 
T 
mn 
S +(_l)ffi 
O,m-l u m 
(l+R)n-m-l 
(l+R)n-m 
(iv) TOn is a general formula in the sense that if the Rr are small 
and slowly varying and if TOn is expanded as a power series in the Rr 
starting from u
O
' then the (n+l) largest terms will coincide exactly 
with the first (n+l) terms of Sooo and the larger of the later terms 
form an approximate G.P .. Similarly, this holds if the R are large and r 
slowly varying and (_l)n( S -T ) is expanded as an inverse power series 
n On 
starting backwards from u . 
n 
Proof: If the Rr are small then Sam may be written as 
and 
If, on the other hand, the R are large then 
r 
and 
-5 = u (1 _ 1 
1 1 RO 
1 1 
u (1- - + -1 R 2 
o RO 
1 
3 + ... ) 
RO 
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Hence the two largest terms of our two-term approximant and the original series 
agree exactly whether the series is convergent or divergent. Also the other 
large terms will approximately agree if R varies slowly along the series u r 
If TOn,as defined in the formula,is expanded as a p~fer series,using RO to 
R l' where RO to R 1 are small and slowly varying and/the first (n+l) terms of 
n- n- , .tf 
TOn are the same as in the original series and the remainder can be summed, then 
POn T = On Q On 
n ( n+l n+l RO + ... (-V RO ... R
n
_l + -1) R /(HR», 
using an order of magnitude expression for the remainder in which R is comparable 
with the R. Also 
r P 
l,n+l 
T l,n+l Ql,n+l 
* is any positive number, a weighted mean is given by lfR 
PI 1 + R*POn ,n+ 
Q + R-'"Q l,n+l On 
U o l-RO + •. +(-1 ) RO [ 
n+l 
R 
n 
Q + R*Q l,n+l On 
R 
n 
Hence if R* is comparable with the members of the slowly varying to R and if setJ RO n' 
Ql,n+l ~ QOn' then the first (n+2) terms of the expansion agree exactly with the 
first (n+2) terms of the original series and the larger of the later terms form 
th is holas 
an approximate G.P •• SimilarlY'Afor the expansion in reciprocal powers. Finally, 
TOI is a general formula. Hence, using the recurrence formulae, T02 and T03 
and so on are all general formula~in the sense that the (n+l) largest terms 
of TOn and the original series coincide exactly and the other larger terms 
form comparable G.Ps .• 
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(v) The best choice of R* for Tmn for a divergent,almost geometric) 
alternating series is R • 
m 
Justification: The error in a formula which fits (n-m) terms of a series 
exactly is a fraction of the smallest term used, which is the first term 
for a divergent series, and the fraction will not change rapidly along the 
series if R varies slowly with m. Hence the ratio of errors in T 1 and 
m m,n-
T is approximately -R , so we can substantially reduce the error by 
m+l,n m 
combining them in the ratio R*:l,where R* is close to Rm. 
We also wish not to waste terms of the series, so in constructing 
T from T 1 and T 
mn m,n- m+l,n * we will only construct R from u to u or R m n m 
to R 1. In addition we wish to avoid the growth of rounding off errors 
n-
in calculations,so we want a positive denominator. This means that we cannot 
use forms like (2R
m 
- Rm+l) 7 which approximates R
m
_l but introduces negative 
terms into the denominator, so our only choice for a divergent series is 
* the single term R R 
m 
This choice of weight also requires that 
It can be seen in tables 2 and 3 that this soon ceases to 
be true at the start of the series, Qut the repeated transformations keep 
feeding in information from later terms of the series,where the transformation 
is better, thus damping down initial instability. 
On the other hand, if \ve had a convergent series, we should use the 
ratio of last term~j~e . Rn_l,in combining Tm,n-l and Tm+l,n to form T mn 
Hence if, after several transformations of a weakly divergent series, our 
residuals formed a convergent series,then this process would become less 
powerful. The second numerical example exhibits a rapid initial conver-
gence of this type , whi ch pet e r s out. 
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(vi) The formula in section 2 is similar to the Pade approximants (4,6). 
I t con tains' mbr.~ ten.;s and contains no nega ti ve terms in the denomina to;: . 
The Pade approximants for a series F(z) L 
r=O 
r 
a z 
r 
are the ratios 
of two polynomials. The [L, M] Pade approximant to F(z) is the quotient of 
two polynomials PL (z) and QM(z), of degree Land M respectively, L e, 
1 
chosen so that the power s eries expansion of [L,M} for small z agrees exactly 
L+M 
with the terms of F(z) up to z 
How, if S()oo is a power series in z,with u r 
r 
a z 
r 
then R = a z/a so 
r r+1 r , P mn is a polynomial of degree n or (n-1) and 
~ is a polynomial of degree (n-m) and we have deduced in section 2(iv) that 
n Tmn agrees exactly with the terms of Sooo up to z 
Hence the first row of the Pade table [n,O] and the T are the same 
nn 
n truncated sums of the series up to z The second row of the Pad~ table 
[n-1,n1 are the first Aitken or Shanks e1 transformation of the series,using 
the last two terms for the transformation. Thereafter the number of terms 
in T growsat twice the rate of the number of terms in [L,M] when we match 
mn 
more terms of the original series. 
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Thus if we use 4 terms of the series 
J 
then 
[1,2] - J 
and 
The similarities between the formulae are that they are both quotients 
of two polynomials and fit four terms of the original series exactly and 
appear to converge with comparable rapidity. The differences are that the 
Pade approx imants may be found-~from a relationship between five approx imants, 
_ ~.,hereas the P and Q are obtained from simplerrecurrence relations .. 
mn mn 
Also,. the denominators of the Pade approximants contain negative terms, so .they must 
be calculated more accurately to avoid rounding-off errors. 
4 . NUMERICAL EXAMPLES 
(i) The sum of alternating factorials. 
If we have an asymptotic series whose terms decrease at first, then 
as long as the terms are becoming smaller using a summation formula is 
no better than evaluating one more term of the series, since the truncation 
error is comparable with the first t erm omitted. Hence it only becomes 
profitable to use a summation formula on the terms which are not rapidly 
converging. 
• 
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As an example we take 
I 
l-x 
e dx/x 0.596347361 
O! - l! + 2! - 3! + 4! -
In table 1 we use Aitken's method repeatedly, first calculating 
T 
n 
_and the transformed series u' = u - T n n n -T n+l . 
then repeating this process. 
'l'he numbers left over at the start of each transformation are 
marked with a star and later added. 
TAKE IN TABLE 1 
Using 8 terms of the original series 
I = .5000000 + .0833333 + .0115377 + .0013372 + .. , 
the truncation error at this stage being .0001391. The new series ceases 
to be monotonic or becomes unstable after using 14 terms of the original 
series. 
In table 2 we list n, u , Rand T (= SOn/ l ) in the first four 
n n nn 
columns and __ ~alcul~te p . /Q using the r ecurrence relations. 
mn mn 
TAKE IN TABLE 2 
The fractions are all estimates of I which improve towards the top right 
corner of table 2. To compare them with the results using Aitken's formula, 
we write the sequence T01 ' T03 ' T05 and T07 
as a series 
Table 1. Repeated Aitken sum of factorials 
n u T u' T' 
utI Til 
n n n n 
n 
u' " T'" 
n n n 
1* 
0 1 2 
* 1 1 4 
1 -1 3 2.3 2.3.8 
2 2 
2 -2 -2.5 2.16 * 
4 3.4 3.4.15 3.4.8.14 
.0115377 
3 -6 
6 6 6.6 -6.26 * 
5 4.5 4.5.22 4.5.14.22 
-.0093617 .0029101 .0013372 
4 24 
24 -24 -24.7 24.38 
6 5.6 5.6.32 5.6.22.32 
.0125397 -.0034232 
120 120 120.8 -120.52 
5 -120 7 6.7 G.7.44 6.7.32.44 
720 -720 
6 720 - -8- 7.8 
7 -5040 
,e e e 
Table 2. Tmn for the sum of factorials 
n u n 
0 1 
1 - 1 
2 2 
3 -6 
4 24 
5 - 120 
6 720 
7 - 5040 
-
R 0 
1 
2 
3 
4 
5 
6 
7 
T 
on 
1 
1 
0 
-1 
2 
1 
- 4 
1 
20 
1 
-100 
1 
620 
1 
-4420 
1 
T 0,n+1 
1 
2 
2 
3 
2 
4 
4 
5 
0 
6 
20 
7 
-80 
8 
T 
n,n+2 
T 
n,n+3 
T 
n,n+4 T 0,0+5 
T 0,0+6 T 0,0+7 
3 9 31 121 
523 2469 
5 15 52 203 
877 4140 
6 22 90 402 
1946 
10 37 151 674 
3263 
10 46 222 1142 
17 77 372 1915 
16 84 476 
26 141 799 
20 140 
-37 235 
40 
50 
e 
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I .5000000 + .1000000 - .0039409 + .0003177 - ... , 
the truncation error at this stage being - .0000294. This series is 
more rapidly convergent than Aitken's and does not become unstable until 
18 terms of the original series are used. Even if we had used weights 
from the other end of the series, namely R* = R , giving the author's 
n-l 
weighted Euler sum, we still get a convergent process. Using the same 
terms we obtain 
I .50000 + .08824 + .00684 + .00100 + .... 
(ii) A nearly geometric series. 
The following is a demonstration that T is useful for divergent, altern-
mn 
ating, almost geometric series in which R increases with n. 
n 
Almost geometric, divergent series may be divided into two 
groups, one in which the ratio of successive terms rises to a constant 
limit greater than 1 and the other where the ratio of successive terms 
decreases to a constant limit greater than 1. 
If the series is a binomial with exponent (-1) or a G.P. such 
as s = 1-2+4-8+ . .. , then all the formulae give the sum in one 
operation as 1/3 without remainder. 
As an example of a series in which R increases we take the 
n 
logarithmic series. 
The function ~n (l+z) has a logarithmic singularity in the complex plane 
at z = -1 so we cannot expect to represent it as a rational function for 
all z. Even so we still obtain considerable convergence before the T 
mn 
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become unstable. As an example, we use 
234 5 
1.7918 ... = in(1 +5) = 5 - 5 /2 + 5 /3 - 5 /4 + 5 /5 -
In table 3, the values of n, 
un' Rand Sl or T are listed in the first fou~ - columns 
n n nn 
and the recurrence relation is used to generate the higher order T 
mn 
TAKE IN TABLE 3 
values. 
The successive sums for 2, 4 and 6 terms using Aitken's formula are 1.4286, 
1.7368 and 1.78627while f0r comparison T01 ' T03 and T05 are 1.4286, 1.7487 
and 1.7934. If further terms are calculated, Aitken's formula 
continues to provide a convergent sequ?nce but the ne~ formula provides a 
and 
sequence that overshootsAtnen oscillates. 
, 
The corresponding Pade approximants using the same terms are [1,2] 
These give ' 
1.4286, 1.7213 and 1.7787,which are comparable but [2 , 3 ] and [3, 4 ] • 
the 
not quite as good as\rel'eated Aitken and the T approximations. 
/\ mn 
As a second example of a series with increasing R we take the 
n 
binomial series for the inverse square root of 9: 
1: (1+8)-2 = 1-4+24-160+1120-8064+ ... = 1/3 = .333 
TAKE IN TABLE 4 
The details for T are given in table 4 and the sums for 2, 4 and 6 terms to 
mn 
three decimal places are: 
As an 
power 
Repeated Aitken 
~ 
Pade [n,n+lJ 
T 
o,2n-1 
example 
-3/2: 
of a series 
.200 . 299 
.200 .294 
.200 .298 
with decreasing R we 
n 
(1+8) _3 / 2 1-12+120-1120+10080 - 887 04 + 
.328 
.323 
.33 2 
take a binomial with 
... .037 
n 
0 
1 
2 
3 
4 
5 
Table 3. 
u 
n 
5 
- 25 
2 
125 
3 
-625 
4 
3125 
5 
-15625 
-6-
T 
mn 
R 
n 
5 
2 
10 
3 
15 
4 
20 
5 
25 
6 
for a nearly geometric series 
T 
nn 
5 
1 
-7.5 
1 
34.167 
1 
-122.08 
1 
502.92 
1 
-2101. 25 
1 
T 
n,n+l 
5 
3.5 
9.1667 
4.3333 
6.0417 
4.75 
14.583 
5 
-5.7639 
5.1667 
T 
n,n+2 
21. 667 
13.083 
36.597 
19.194 
37.240 
22.812 
52.569 
25.167 
e 
T 
n,n+3 
90.764 
51. 903 
159.23 
86.79 
192.22 
110.71 
T 
n,n+4 T n,n+5 
336.14 1688.3 
216.55 941.4 
722.99 
400.03 
TABLE 4. Calculation of an inverse square root 
n un R T T T T T T n nn n,n+l n,nt2 n,n+3 n,n+4 n,n+5 
0 1 4 1 1 7 47 316.7 2173 
T 5 Yi 157.7 988 6552 
1 
- 4 6 -3 3 19 128.7 906.0 
1 "7 ' 149/3 357.1 2601 
2 24 20/3 21 1 44/3 134.0 
1 23/3 532/9 458.3 
3 
-160 7 -139 8 181/5 
-1-
"8 321/5 
4 1120 36/5 981 -99/5 
-1- 41/5 
5 
-8064 
-7083 
1 
-
e 
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The new formula is inferior to the older formulae on this example. 
The sums using different formu lae on 6 terms are; 
Repeated Aitken .0385 
Pade [3,4] .0383 
.0551 • 
(iii) A velocity formula for an inextensible sheet oscillating 
sinusoidally in a viscous liquid. 
If a .is the angular frequency, k is the wave number and b is the 
amplitude, then the velocity, v, of the sheet relative to the fluid 
is given by 
a 
v =-2k [(bk)2 ~ (bk)4 + il (bk)6 _ 16913 (bk)8 + 16 32 12288 l ••• J 
Two transformations of this series are 
b2k2 + 288875 b4k4 _ 10143611 b6k6 
T 13 
a 299136 90937344 
- t3 k 1 + 644099 b2k2 + 1681 b4k4 299136 1444 
and 
b2k2 + 644099 b4k4 + 106369861 b6k6 T = a 299136 90937344 
03 2k 1 + 999323 b2k2 + 356313 b4k4+ 6859 b6k6 299136 92416 4096 
given by 
The original series appears to have a radius of convergenceA bk 9 . 93 and 
if we want a result,saY,to 3% accuracy the truncated power series 
may be used for · bk up to 0.6. When the series is transformed, 
T03 and T13 agree to better than 3% for amplitudes up to 1.l,which is 
beyond the original radius of convergence. 
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5. CONCLUSION 
* The choice of weight R 
= R in section 3 (v) was made to reduce m 
the error for a divergent series. When a new sequence or series is 
constructed using the transformation of section 2 and the original 
series is locally nearly geometric,the new terms are smaller 
than the original terms . If the later terms of the original series 
are more nearly geometric than the earlier terms,then the fractional 
reduction is greater further along the series,so the ratio of 
successive terms is also reduced. 
If the weights, R , that we use in the transformation decrease m 
along the original series,then in the second transformation we will use 
weights which are larger than ideal and so cause a slow convergence. 
On the other hand 1if the ratios, Rm' increase along the series and each 
transformation reduces the length of the series by one term, then we 
consistently use the smaller weights available. Hence for a while at 
least the new formula remains efficient. 
An examinatio~ of the numerical examples shows that for the asymptotic 
series the trans formation may be repeated 9 times and gives a sum accurate 
to 9 decimal places before it starts to show an instability or loss of 
efficiency. In the two examples of geometric series with increasing ratio, 
the instability starts earlier but the transformation is efficient until 
it becomes unstable and the instability can easily be observed by 
tabulating a few adjacent terms in the table of T It then appears that 
mn. 
the formula of section 2 is useful for divergent series in which the ratio of the 
terms increases along the series. 
The final example is a series which is truncated because of the 
difficulty of calculating later terms. A transformation of this series 
increases both its accuracy and range. 
. 
I 
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SUi'MING DIVERGENT SERI ES 
J.E. DRUMMOND 
1. SUMMING SERIES. Summing series is one of the skills of the practical 
mathematician. If the series is rapidly convergent and sufficient terms are available 
then the series can be summed to any desired accuracy, but if the series is slowly 
convergent or very few terms are available then there are a number of transformations 
available to speed the convergence of series. 
When the same transformations are applied to divergent series the divergent 
series are also found to transform into less rapidly divergent or into convergent 
series. Furthermore, these transformed series appear to give meaningful numbers. 
Hence a practical mathematician wishing to calculate some quantity need not 
spend a lot of time looking for a rapidly convergent or even a slowly convergent series . 
Instead, he merely needs to find a convenient series (convergent or divergent) which 
represents his quantity then transform it to a more rapidly convergent series . 
In the following I wish to briefly describe several very powerful transforma-
tions of series, then discuss a few difficulties and dangers that occur in the use of 
divergent series before finally urging mathematicians to make more use of divergent 
series. 
2. POWERFUL NON LINEAR TRANSFORMATIONS OF SERIES. Without wishing to 
cover the subject exhaustively I must first say that there are many special techniques 
for transforming series. There are also a number of comparison techniques and linearly 
weighted means which were invented by Euler, Cesaro, Vorono~ Holder and others . 
These latter methods are described in G. H. Hardy' s book "Divergent Series" and Karl 
Zeller's book "Theorie der Limitierungsverfahren". Of these, the Euler sum is probably 
best known and appears in books on numerical methods . 
A different technique called TERM SPLITTING (1) has been described by me and 
consists of splitting each term of a series into two parts, then recombining the second 
part of each term with the first part of the next term. If we can find a splitting rule 
which makes the first part of a split term approximately equal to the tail of the series 
starting with that term then we get almost perfect cancellation of all but the first 
part of the first term which is approximately equal to the sum of the series. 
If, for example, we start with an alternating power series, 
2 
a O - a1x + a 2x + 
get a new series 
and split each term in the ratio l:x then regroup, we 
If we sp lit repea tedly we obtain an Euler transformation with weights l:x , namely 
where b 
n 
( -1) n . na ( n) ( n ) u 0 = aO - 1 a1 + 2 a 2 
A better procedure is to split the terms of an alternating series (u O - u1 + u2 - ... ) 
in the ratio of successive terms to get a new series after recombining, namely 
(1) The Australian Mathematics Teacher, Vol 30, No 5 (1974) pp 179-183. 
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( 
u u 
n n+1 
u +u 
n n+1 u +u n+1 n+2 
The terms of this new series may be spli t repea t edly in the same way to give a non 
linear transformatiog used by A. C. Ai tken (2) and more recently described by Danie l 
Shanks (3) as an e 1 process . 
To compare the weighted Euler and Ai tken sums we take the slowly convergent 
series (4 - 4/ 3 + 4/ 5 - . .. J for IT . If we start with 10 terms it is best to 
repeatedly halve the last seven terms to obtain the Euler s um 3.14161 .. whereas '''ith 
Aitken ' s formula we obtain a sum 3.14159265 ... \.Jith more terms greater accuracy 
may be obtained . 
As an example of a dive rgent series t n 5 may be written as 
2 3 
(4 - 4 /2 + 4 /3 - . .. J With 10 terms it is bes t to use a weighted Euler transforma-
tion with weights 1:4 starting at the third term to obtain a sum 1.598 ... while the 
Aitken sum of the same ten terms is 1.609432 .. . and t n 5 = 1.609437 . . The Ai tken sum 
may also be us ed for asymptotic series. Thus 10 terms of the series ~(_]Jnn ~ sum t o 
f
"" - t 0.59634 . . as compared with the value 0 . 59635 .. for 
e e / dt. For the best Euler 
1 t 
sum we stop at half the smallest term giving an estimate of ~ for this se ri es . 
There are a number of other contributors to very powerful transformations of 
whom I shall only mention three, H. Pade (4), S . Lubkin (5) and P . Wynn (6), whose 
methods are comparable with Ai tken ' s and Shanks ' s and very much more pm"erful than t he 
general linear transformations. 
3 . AXIONS FOR DIVERGE~T SERIES. If we are given the fi r st few terms of a 
series and know nothing about the later terms then we cannot sum the series or even 
approximate to the sum . If, however, we may say that the se ries is transformable to 
a new series that is s ummable then we say that th e original series is summable in the 
sense of the transformation (e . g . the series L(-lJnn ~ has an Ai tken sum which 
f"" -t approximates t o e e / dt 1 t to 4 figure accuracy when 10 terms are used) . 
If these transformations of divergent series are to be useful the y mus t firs t 
be consistent. Hence they must at least satisfy some simple criteria . C.H. Hardy gives 
three axioms that they must satisfy: 
A. If La = 5 then Lka ks n n 
B. If ~ = 5 and Eb t then ~ (a + b J 5 + t n n n n 
C. If aO + a1 + " . = 5 th en a1 + = 5 - a O 
To thes e may be ad ded a regularity condition, namely that the transformation must not 
alter th e s um of a convergent series. Also a combination of axioms Band C is 
eq uivalent to a statement that the transformation of an alte rnating series i s unbiassed 
(2) Proc. Roy . Soc. Edin . 46 (1925-26) pp 289 - 305. 
(3) l. Math. Phys. 34 (1955) pp 1-42. 
(4) Pade approximants (1892) are described by H. S . i,all "Analytical Th ory of 
Continued Fractions". 
(5) l.R. ! . B.S. 48 (1952) pp 228-254 . 
(6) Math. Tables Aids Comp o 10(1956) pp 91-96. 
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towards th e posi tive or negative te rms . Thus a transformation independent of sign 
must satisfy the equation (a o - a1 + a 2 - a 3 + ... ) + (~ - aO + a 1 - a 2 + .. . ) = A 
The r eq uirement that th e transformatioffiof alternating series be unbiassed also follows 
from axiom A when k = -1. 
4 . AKALYTIC CONTINUATION A:\D THE REGULARITY CO\D I TIOl\. One source of 
divergent series is a power series outside its radius of co nve rgence . If s uch a 
series is transformed into another series , say by Euler's transforma t ion , then both 
series will have the same value when the first series is convergent, the later terms 
of the series tend to zero and the ,,,eighting ratio, l:x, is positive . As an example 
we take the power series for 'l.n(1+x) , namely 
234 
x x x 
x - '2 +'] - '4+ 
which converges for Ixl < 1 . 
The ",eighted Eu l e r transformation of the se ries using a constant ",eighting 
ratio 1:x is 
x 1 
l+x + 2 
x )2 + 13 
l+x + .. . 
which converges if R(x) > - ~ . If this latter series is constructea from th e former 
by repeated term splitting then ",e can easily shOl" that it has the same value as the 
original series on the real line 0 < x < 1, and less easily prove agreement over the 
",hole common region of convergence . The Euler transformation of the original series 
is an analytic continu ation of the original series over the new domain of convergence 
outside the original circle of conve r gence. 
Similarly, Aitken ' s transformation does not alter the value of a convergent 
series. Hence Aitken ' s transformation satisfies the regularity condition and, if the 
original series is a power series, the Aitken sum wi l l be an analyti c con tinuation of 
it outside the original circle of convergence . 
5 . U;;BIASSED TRA SFORNATIO:-<S. I ",ish to demonstrate ",ith examples that if a 
transformation is biassed or favours terms of one sign t h is may alter the calculated 
sum of a series . On the other hand.it may be possible to write a series in a ",ay 
consistent ",ith its origin so that one or more of the standard transformations give a 
sum co nsistent with the origin of the se ries . 
As an example, if the series (1 - 1 + 1 - 1 + ... ) is the analytic con-
tinuation of the power series (1 - x + x 2 _' x 3 + . .. ) when x = 1 or if the series is 
summed by anyone of a number of s tandard transformations its sum is ~ . If we use an 
obviously biassed trans formation in which I"e sJiit the positive terms in the ratio 
1: 2 and the negative terms in the ratio 2:1 ~nd regroup, then we obtai~ the trans-
formation from 
1+2 2+1 1 2-2 1-1 1 S - -- + to - + - + .. . 3 3 3 3 3 3 
2+1 1+2 2 1-1 2- 2 2 
while - 5 = - -- + - . .. goes to + 3 3 3 3 3 ] 
This transformation has a per iodicity 2 and favours the negative terms in bo th cases . 
The two valu s for S are contradictory a nd the transformation does not sa tisfy Hard v ' s 
axioms. 
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On the other hand if the series can be associated with the Fourier series 
(2//3) ~ sin (2nn/3) or is the analytic continuation of a different power series 
3467 2 (1 - x + x - x + x - x + ... ) which sums to 1/ f1+x+x ) then we should write the 
series in the form S· 1 - 1 + 0 + 1 - 1 + 0 + ... and use a transformation which 
does not have the period 3. If we split in half and regroup then 
1 0 1 1 0 1 !:.. S· S· 1 whereas the transformation s · -+ - -+ 2 + - ... 3' same 2 2 2 2 
1 0 1 1 1 1 2 H (1 2 3 5 give s us 5" = + - + + 0 - + + ... - x + x - x + . .. ) . 3 
x-+1 
I conclude that not only should the transformation be unbiassed or aperiodic 
or have a different period from the series or vary continuously along the series but 
the mechanism for producing the series should behave Similarly . 
6 . ERRORS OF LO\~ER ORDER. In summing asymptotic series which have no circle 
of convergence we meet with a difficulty of deciding what quantity the series represents. 
Thus when we attempt to represent a function as a series of inverse powers of x terms 
like e-
x 
are smaller than any inverse power of x when x is large, so may be unobserved . 
An example of this is the solu t ion of the differential equation 
dy + y A/ x 
dx 
The general solution is 
while the asymptotic series solution is 
1 1 2! 3! 
Y = A(; - 2 + ~ - ~ + .. . ) . 
x x x 
The general term, ke
x
, is of lower order than any reciprocal power of x when x is 
large negative so is not detected in the asymptotic series if x is negative. Near 
x = 0, y is unbounded. When x is positive the general term will dominate the other 
terms unless k = O. 
If we transform the asymptotic series by using Aitken ' s or Lubkin's or 
Pades transform when x is positive we find that, depending on the number of terms used, 
our approximants appear to approximate closely to the integral 
x f '" -t e e / tdt 
x 
with k = 0 and c = "' . 
It appears from this example that the powerful transformations mentioned 
above are mutually consistent in dealing with an asymptotic series but that by them-
selves they cannot inform us about any exponentially small term associated with the 
series or with the differential equation. 
7. CONCLUSION . The summation of divergent series is a useful technique that 
should be known to every practical mathematician . If we have a power series we can 
transform it to another series convergent outside the original circle of convergence . 
Furthermore if the terms of the series are complicated we sometimes need only f ind a 
f ew terms then convert them into a more rapidly convergent series . 
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