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Abstract
One of the most challenging fields of engineering is system control, which
was established with the aim of automating complex systems without human in-
teraction. Thus, by means of the feedback theory, it is intended to modify the most
critical system variables to the obtain the desired behavior. Event most of the ap-
plications are linear control-based, there exist some occasions where it becomes
necessary to apply other approaches for obtaining reasonable results. During the
last years, a new type of elements named intelligent materials have been disco-
vered and developed. They yield very interesting properties although they are
extremely difficult to control with classical techniques. Even they have a limited
number of applications due to their complexity, the actual increase in computer
power make them attractive. In such a way, the continuous improvement of their
size and performance have converted these intelligent materials into a future refe-
rence.
The aim of this dissertation is to suggest solutions to several problems con-
trolling SMA actuators. Due to their high hysteresis, a novel methodology for
their identification, adjustment and implementation in the control loop is presen-
ted improving the conventional linear methods. Thus, several experimental results
and comparisons among several control methods are presented. Furthermore, the
initial state search problem in the SMA actuator has been solved.
The presented contributions of this thesis have been tested and fully optimized
in order to be installed in a real time actuation platform. In such a way, a new field
of applications and future works is established suggesting a wide range of new
possibilities.





El control es una a´rea de la ingenierı´a, que nacio´ del deseo de automatizar
sistemas complejos, sin ninguna intervencio´n directa por parte del ser humano.
Para ello, utilizando el principio de realimentacio´n, se pretende conseguir que las
variables de intere´s de un sistema se acerquen a un comportamiento deseado. Aun-
que la gran mayorı´a de las aplicaciones utilizan control lineal, hay ocasiones que
se requieren de otras te´cnicas para conseguir resultados aceptables. Durante los
u´ltimos an˜os se han descubierto y desarrollado los denominados materiales inte-
ligentes, los cuales, presentan propiedades muy interesantes, pero por contra son
difı´ciles de controlar mediante las te´cnicas cla´sicas. Aunque, muchos de ellos han
limitado sus usos por esta complejidad, con las te´cnicas y potencia de co´mputo
actual, se vuelven muy atractivos. De este modo, y con la continua mejora en pres-
taciones y taman˜o, muchos de ellos se convertira´n en los referentes del futuro.
El objetivo de la presente tesis doctoral es proponer soluciones a varios de los
problemas de control en actuadores de tipo SMA. Debido a la elevada histe´resis
que presentan, se propone una metodologı´a para su identificacio´n, ajuste e imple-
mentacio´n sobre el bucle de control, que sobre todo, mejore las te´cnicas convencio-
nales de control lineal. Para ello, se muestran ensayos experimentales y compara-
tivas entre diversos me´todos de control, y se resuelve uno de los problemas ma´s
importantes de estos actuadores: la bu´squeda de un estado inicial.
Las contribuciones presentadas en esta tesis han sido probadas y optimizadas,
para su funcionamiento sobre una plataforma de actuacio´n en tiempo real. De este
modo, se facilita su aplicacio´n sobre futuros desarrollos y actuadores, abriendo un
amplio abanico de posibilidades.
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3Un actuador se define como aquel mecanismo capaz de convertir energı´a en
fuerza y movimiento. En cualquier proceso de disen˜o meca´nico resulta fundamen-
tal conocer y entender las posibles formas de actuacio´n. Mediante un exhaustivo
ana´lisis de los para´metros del sistema tales como la fuerza, el desplazamiento, la
frecuencia, el taman˜o o el consumo energe´tico, se podra´ seleccionar el tipo de ac-
tuacio´n que mejor se adapte a cada caso.
En la actualidad se encuentran a nuestro alcance los denominados materiales
inteligentes. Dichos materiales tienen la peculiaridad de variar sus propiedades
mediante estı´mulos externos, tanto fı´sicos como quı´micos, de manera reversible.
Aunque su descubrimiento es reciente, la comunidad cientı´fica au´na sus esfuerzos
para aplicar dichos materiales en el campo del desarrollo de sensores y actuado-
res. En funcio´n de los estı´mulos necesarios para su activacio´n y la reaccio´n de los
mismos, los actuadores se pueden dividir en cinco grandes grupos.
Los actuadores piezoele´ctricos (PZT) experimentan deformaciones meca´nicas
cuando son sometidos a campos ele´ctricos, efecto que tambie´n funciona de mane-
ra inversa. Sus desplazamientos son del orden del 0,1 % − 0,2 % y poseen un gran
ancho de banda. Por otro lado, tienen un bajo coeficiente te´rmico y como son ope-
rados por electricidad, se pueden aplicar directamente en circuitos electro´nicos y
su precio es bajo comparado con otros actuadores. Adema´s presentan las desven-
tajas de requerir altos voltajes del orden de kV , son bastante fra´giles y presentan
una elevada histe´resis.
Los materiales magnetostrictivos tienen la capacidad de cambiar su forma cuan-
do esta´n en presencia de campos magne´ticos, adema´s pueden cambiar su magneti-
zacio´n cuando se les aplica tensio´n meca´nica. Se pueden conseguir materiales con
estos efectos a bajo precio y adema´s su histe´resis no es elevada y sus desplaza-
mientos son del orden de 0,008−10mm. Su principal desventaja es la necesidad de
una fuente magne´tica controlada y tienen un mayor consumo energe´tico que los
PZT.
Los materiales electroestrictivos son similares a los anteriores, con la diferencia
de que so´lo experimentan elongaciones en la direccio´n del campo ele´ctrico, mien-
tras que los PZT pueden ser bidireccionales. Presentan como ventajas su rango de
operacio´n hasta frecuencias de kHz y deformaciones de hasta el 0,2 %, con una baja
histe´resis. La principal desventaja que presentan es la no linealidad en la elonga-
cio´n respecto al campo ele´ctrico.
4 Capı´tulo 1. Introduccio´n
Las aleaciones con memoria de forma (SMA) son actuadores activados te´rmi-
camente, cuyo tiempo de respuesta esta´ ligado a la velocidad de enfriamiento, lo
que las hace inadecuadas para aplicaciones de alta frecuencia. Su funcionamiento
se basa en las transformaciones de fase que suceden cuando son activadas te´rmica-
mente y que permiten recuperar su forma inicial aunque hayan sido deformadas.
Pueden sufrir deformaciones cercanas al 10 % y adema´s, en algunos casos pueden
ser entrenadas para funcionar de manera bidireccional. Su principal ventaja es su
simplicidad para ser actuados, ya que basta con una fuente de corriente, pero por
contra su frecuencia ma´xima de trabajo apenas llega a los 5Hz y presentan una
elevada histe´resis.
Las aleaciones con memoria de forma ferromagne´ticas (FSMA) son materiales
nuevos cuyo principio de operacio´n es similar a las anteriores so´lo que son acti-
vadas magne´ticamente, por lo que su rango de frecuencias de funcionamiento es
bastante mayor. Por contra, el coste y dificultad de producir estos campos es bas-
tante mayor que para el caso anterior.
Control no lineal
Dentro de estos grupos de actuadores, la presente tesis se centra en las SMA,
por las grandes deformaciones que pueden sufrir respecto a los dema´s tipos de
materiales inteligentes. La gran mayorı´a de aplicaciones de las SMA han sido bas-
tante sencillas y sin aplicar ningu´n tipo de control en bucle cerrado, pero con la
mejora de los sistemas embebidos y de la potencia de ca´lculo cada vez se esta´n
integrando mejores y ma´s eficientes me´todos de control, que permiten manejar va-
riables como la deformacio´n de manera precisa.
El principal problema para controlar este tipo de actuadores se da en las no
linealidades que presentan, mientras que la mayorı´a de los modelos matema´ticos
usados en la pra´ctica son lineales, lo que hace que haya que desarrollar nuevos
modelos y conceptos que se adapten a estos comportamientos poco deseados por
la gran mayorı´a de ingenieros [1].
Son muchos los avances conseguidos en la u´ltima de´cada, lo que queda refle-
jado en el nu´mero creciente de publicaciones y libros sobre control de sistemas no
lineales, pero au´n no esta´ resuelto el problema de controlar estos materiales y po-
derlos adaptar a cualquier aplicacio´n de manera sencilla. Se presenta como un reto
el conseguir avanzar en la aplicacio´n de los me´todos de control que permitan, en
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tiempo real, controlar estos sistemas para cada vez verlos ma´s presentes en nuestro
dı´a a dı´a.
La aplicacio´n sobre un sistema real de estos materiales inteligentes, junto con
las te´cnicas control adecuadas dieron lugar a esta tesis, que se enmarca dentro del
proyecto HYPER1 cuyo objetivo es ayudar en las tareas de rehabilitacio´n y/o recu-
peracio´n de las funciones motrices en los miembros del cuerpo humano, apoya´ndo-
se en el uso de la robo´tica [2].
1.1. Proyecto HYPER
El objetivo final del proyecto es crear robots de los denominados wearable-robots,
cuya traduccio´n literal es robots vestibles, y que principalmente esta´n pensados
para sustituir y/o ayudar las funciones del esqueleto humano. De aquı´ que en-
contremos el otro nombre wearable-exoskeletons, o exoesqueletos vestibles. Cuyas
caracterı´sticas principales son las de comodidad, facilidad de uso y portabilidad
Figura 1.1: Logo del proyecto HYPER. (Acro´nimo de) Dispositivos Hı´bridos Neuroprote´sicos y
Neurorobo´ticos para Compensacio´n Funcional y Rehabilitacio´n de Trastornos del Movimiento.
El proyecto HYPER pretende representar un avance significativo en la inves-
tigacio´n de dispositivos neurorobo´ticos y neuroprote´sicos en interaccio´n cercana
con el cuerpo humano, tanto en la rehabilitacio´n como en la compensacio´n funcio-
nal de trastornos motores en actividades de la vida diaria. El proyecto centrara´ sus
actividades en nuevos neurorobots (NR) vestibles y neuropro´tesis (NP) que combi-
nara´n estructuras biolo´gicas y artificiales con el objetivo de superar las principales
limitaciones de las soluciones robo´ticas actuales.
1Acro´nimo del proyecto “Dispositivos Hı´bridos Neuroprote´sicos y Neurorobo´ticos para Com-
pensacio´n Funcional y Rehabilitacio´n de Trastornos del Movimiento” fundado por el programa
Consolider-Ingenio 2010 financiado por el Ministerio de Ciencia e innovacio´n del Gobierno de Es-
pan˜a.
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Los principales objetivos del proyecto son la restauracio´n de la funcio´n motora
en pacientes con lesio´n medular, a trave´s de la compensacio´n funcional, y promo-
ver el re-aprendizaje del control motor en pacientes afectados por accidente cere-
bro vascular y para´lisis cerebral, por medio de un uso integrado de neurorobots y
neuropro´tesis.
El proyecto validara´ funcional y clı´nicamente el concepto de desarrollo de sis-
temas Humano-Robot hı´bridos, para la rehabilitacio´n compensacio´n funcional de
trastornos motores bajo el paradigma de asistencia bajo demanda. En HYPER, se
asume que el avance en las terapias de rehabilitacio´n fı´sica depende de la obtencio´n
de una comunicacio´n ma´s transparente, entre los sistemas humanos y las ma´qui-
nas, y por lo tanto, se explorara´n los diferentes niveles de actividad neural humana.
Adema´s se tratara´n preguntas fundamentales en la frontera del conocimiento
en diferentes disciplinas tecnolo´gicas y cientı´ficas. Estas preguntas son investiga-
das en seis lı´neas de investigacio´n: biomeca´nica, control neuromotor, tecnologı´as
de control, tecnologı´as de sensores actuadores y alimentacio´n, interfaces multimo-
dales cerebro-ma´quina y la adaptacio´n de sistemas hı´bridos a escenarios de apli-
cacio´n.
Dentro de las necesidades del proyecto HYPER, el grupo de la Universidad
Carlos III de Madrid tiene asignado el disen˜o y control de nuevos actuadores para
su aplicacio´n sobre el exoesqueleto final. Es por este motivo por el que ha surgido
esta tesis y mediante la cual se pretende cumplir con los requisitos de control de
actuadores dentro del proyecto.
1.2. Objetivos
El objetivo de la presente tesis consiste en desarrollar un me´todo de control
para un actuador de tipo SMA, cuya aplicacio´n final servira´ como ayuda al mo-
vimiento de los miembros superiores humanos y que esta´ enmarcada dentro del
proyecto HYPER. Para ello, el documento presenta la siguiente estructura:
Estudio de los me´todos ma´s importantes de modelado de histe´resis, de los
cuales se han seleccionado dos de ellos (Bouc-Wen y Prandtl-Ishlinskii) para
su aplicacio´n al actuador utilizado (SMA).
Desarrollo de un modelo de Prandtl-Ishlinskii ası´ como la identificacio´n de
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sus para´metros para actuadores de tipo SMA mediante algoritmos evoluti-
vos.
Desarrollo de un modelo de Bouc-Wen para su implementacio´n en el actua-
dor, ası´ como un ana´lisis de las variables del mismo. Por u´ltimo se presenta
un me´todo de ajuste del mismo basado en algoritmos evolutivos.
Disen˜o teo´rico de un regulador PID basado en el modelo Bouc-Wen.
Disen˜o e implementacio´n de un banco de pruebas sobre el que se desarrollan
dichos actuadores y los experimentos de la presente tesis.
Desarrollo de una solucio´n para el problema del estado inicial de los actua-
dores SMA y ca´lculos te´rmicos importantes para determinar su frecuencia de
funcionamiento.
Identificacio´n de la histe´resis de la SMA utilizada mediante ambos me´to-
dos presentados y desarrollo de una metodologı´a de control para cada caso.
Adema´s se presentan resultados y comparativas de cada una de las estrate-
gias utilizadas ası´ como el rendimiento para cada tipo de aplicacio´n.
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Los sistemas no lineales presentan comportamientos que no se pueden expre-
sar con ecuaciones de movimiento, evolucio´n o comportamiento lineales. Todo es-
to presenta inconvenientes para los investigadores, cientı´ficos, matema´ticos, etc. al
no poder aplicar las simplificaciones, suposiciones y aproximaciones que se utili-
zan para la resolucio´n de los problemas lineales.
Por otro lado, algunos sistemas no lineales tienen soluciones exactas o integra-
bles, mientras que en otros puede resultar imposible llegar a ellas. Un ejemplo de
este comportamiento cao´tico son las olas gigantes, circuitos magne´ticos, aleaciones
con memoria de forma, etc. cuyos fundamentos fı´sicos son tan altamente comple-
jos que hacen difı´cil su estudio a bajo nivel.
Entre estos feno´menos no lineales, la histe´resis ocupa un papel importante en
los actuadores basados en materiales inteligentes. En sı´, este feno´meno representa
la dependencia histo´rica en los sistemas fı´sicos. Si se piensa en deformar cualquier
material pla´stico, puede que este no vuelva al estado original al cesar la fuerza
aplicada, esto significa que el sistema presenta histe´resis de algu´n tipo. Ma´s es-
pecı´ficamente, el te´rmino se suele utilizar para materiales magne´ticos. Por ejemplo
al desconectar un micro´fono de una grabadora, los dominios magne´ticos del casete
grabado no vuelven a su configuracio´n original (la nueva posicio´n perdura en el
tiempo). Esto significa que se debe de tener una serie de precauciones en las tareas
de control de los dispositivos de este tipo, y por ello se estudiara´ en lo sucesivo
una metodologı´a para conseguir este propo´sito.
2.1. Te´cnicas de modelado de histe´resis
Es necesario modelar este tipo de no linealidades de modo que podamos estu-
diarlas y analizarlas, con herramientas matema´ticas. Es por esto por lo que existen
numerosos modelos y formulaciones matema´ticas que intentan ajustar este tipo
de feno´menos a expresiones analı´ticas. La eleccio´n de un modelo u otro depende
en muchos casos de la complejidad del problema a resolver, potencia de co´mputo
disponible, etc. pero lo que se esconde detra´s de todos ellos es asemejar lo obser-
vado con las expresiones que forman el modelo. Por este motivo todo modelado
de histe´resis en el fondo es una simplificacio´n del problema, y como tal, hace que
se pierda exactitud pero que a su vez permita manejarlo con una mayor destreza.
El modelo de Bouc-Wen es el que se estudiara´ en detalle en lo sucesivo, debido
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a la flexibilidad que proporciona en cuanto a tipos de histe´resis con los que es com-
patible. Es importante destacar que antiguamente este modelo apenas se utilizaba
por la complejidad computacional que requerı´a para un funcionamiento razona-
ble, pero en la Figura 2.1 se observa como se ha incrementado el intere´s por este
modelo en los an˜os actuales, especialmente en lo que a identificacio´n de histe´resis
se refiere y que sera´ objeto de estudio en la presente tesis.
Figura 2.1: Evolucio´n de las publicaciones acerca del modelo Bouc-Wen. Cortesı´a de Ikhouane et
al.[3].
Ma´s especı´ficamente el tema ma´s importante de un modelo de histe´resis es co-
nocer los para´metros del mismo, es decir, identificar la histe´resis observada en el
sistema fı´sico con la aproximacio´n al modelo elegido. Es por este motivo por el
cual se encuentran numerosas publicaciones acerca de este tema, utilizando muy
distintos tipos de algoritmos.
Trabajos sobre identificacio´n los podemos encontrar en [4] donde se utiliza un
algoritmo no recursivo de minimizacio´n del error. Un algoritmo recursivo de mı´ni-
mos cuadrados es el que se usa en [5], junto con el me´todo de Newton y filtros de
Kalman.
Algoritmos gene´ticos tambie´n se han utilizado para la determinacio´n de los
para´metros del modelo de Bouc-Wen en [6] entre otras. De especial intere´s es [7],
donde se usa un algoritmo de Evolucio´n Diferencial, donde la principal diferencia
respecto a los algoritmos gene´ticos convencionales esta´ en los mecanismos de mu-
tacio´n y cruce.
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Me´todos basados en redes neuronales se han utilizado en [8], donde se desa-
rrolla un modelo inverso de un amortiguador magnetoreolo´gico, utilizando una
red de percepcio´n multicapa y una identificacio´n basada en el modelo ARX.
La estimacio´n Bayesiana se utiliza tambie´n en numerosas referencias. Como
ejemplo en [9], donde se utiliza una versio´n modificada del filtro de Kalman y de
un filtro de partı´culas, para determinar los para´metros de un sistema de segundo
orden con histe´resis de tipo Bouc-Wen.
Por u´ltimo, te´cnicas de identificacio´n no parame´tricas se han descrito en [10],
donde la parte no lineal correspondiente a la histe´resis del sistema se describe me-
diante una combinacio´n lineal de funciones polino´micas con coeficientes descono-
cidos. Estos coeficientes se determinan utilizando un algoritmo de mı´nimos cua-
drados.
El presente trabajo pretende utilizar una te´cnica evolutiva basada en Evolucio´n
Diferencial (ED) para la identificacio´n de ciclos de histe´resis y ajuste a un modelo.
Debido a la rapidez de convergencia ası´ como a una facilidad de uso, que hace
viable su implementacio´n en un sistema tan complejo de por sı´, como puede ser
un material de tipo SMA.
2.2. Modelado de sistemas con histe´resis
Existen una gran cantidad de me´todos para tratar sistemas no lineales, sin em-
bargo no todos ellos son apropiados para determinados tipos de histe´resis. A con-
tinuacio´n se describen, de manera general, los me´todos existentes para modelar
distintos comportamientos de histe´resis, y que posteriormente se usara´n en las di-
ferentes estrategias de control que se proponen. Adema´s, primeramente se definen
una serie de conceptos importantes para el desarrollo de secciones posteriores.
2.2.1. Conceptos previos
En un sistema dina´mico tı´pico, el siguiente estado depende del presente y de la
entrada. La histe´resis hace que el estado futuro no so´lo dependa del estado actual
y de la entrada (si existe), sino tambie´n de los estados anteriores. Esto se origina
por el tipo de relacio´n entre la entrada y la salida. En un sistema convencional, una
entrada tiene una influencia directa en el estado, sin embargo en un sistema con
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histe´resis puede existir un retraso entre la entrada y el estado que dependera´ de
la historia pasada de la entrada, salida y el estado. Segu´n [11], se pueden conside-
rar dos tipos generales de comportamientos de histe´resis: histe´resis de retardo e
histe´resis activa, tal y como se observa en la Figura 2.2.
Figura 2.2: Tipos de histe´resis: (a) histe´resis de retardo (b) histe´resis activa.
La histe´resis de tipo retardo se puede describir mediante una relacio´n donde
una entrada u(t) genera una salida yL(t) cuando u(t) esta´ por debajo de un cier-
to valor α, y yH(t) cuando esta´ por encima de otro valor β, siendo α < β. Entre
ambos umbrales, el sistema mantendra´ el valor del u´ltimo que haya tomado. De-
bido a que so´lo se produce un cambio de la salida en ambos umbrales, este tipo
de histe´resis es denominado como histe´resis pasiva. Siguiendo la metodologı´a de
Mayergoyz [12], se puede representar este comportamiento con las siguientes ex-
presiones (2.1), restringidas a t ≥ t0 :
y(t) = H(α, β)[t0; y0;u(t)] (2.1)
Donde:
y(t) = y0; si α < u(τ) < β; para todo τ ∈ [t0; t]
Segu´n Visintin [13], se puede definir la histe´resis como:
Definicio´n: (Histe´resis)
Para cualquier tiempo t, la salida y(t) de un sistema no depende so´lo de su en-
trada u(t), sino tambie´n de su trayectoria previa (efecto memoria). Esta relacio´n
entrada-salida puede ser invariante con respecto a cambios en la escala temporal
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(independencia temporal). Cuando un sistema tiene efecto memoria con indepen-
dencia de la frecuencia de entrada, se dice que tiene histe´resis.
Definicio´n: (Independencia a cambios en escala temporal)
Cuando la relacio´n entrada-salida de un sistema es invariante respecto a los
cambios en la escala temporal, el sistema se denomina como independiente a estos
cambios de escala (rate independent).
Figura 2.3: Propiedad de independencia a los cambios en la escala temporal.
Definicio´n: (Efecto memoria)
Este efecto memoria implica que la salida para un instante dado t no se puede
determinar conociendo la entrada en ese instante, sino que se debe conocer la his-
toria de las entradas previas al sistema.
Definicio´n: (Efecto de saturacio´n)
Cuando se trata con un ciclo de histe´resis con saturacio´n, cuando la entrada
decrece de cierto valor α se dice que el sistema ha llegado al estado de saturacio´n
mı´nima, y aunque se siga disminuyendo la sen˜al de entrada no se vera´ afectada
la salida, ya que esta se encuentra en su valor mı´nimo. Ana´logamente si el siste-
ma tiene una saturacio´n positiva, cuando la entrada supere cierto valor β, no se
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vera´ incrementada la sen˜al de salida.
De acuerdo a las definiciones anteriores la histe´resis activa se puede clasificar,
en funcio´n de las no linealidades que presente, en los siguientes grupos [14]:
Histe´resis no saturada e independiente a la escala temporal (por ejemplo la
de los actuadores cera´micos).
Histe´resis saturada e independiente de la escala temporal (por ejemplo la de
los actuadores SMA).
Histe´resis no saturada y dependiente de la escala temporal.
Histe´resis saturada y dependiente de la escala temporal.
2.2.2. Metodologı´as existentes de modelado
Numerosos materiales tales como: ferromagne´ticos, magnetoestrictivos, pie-
zoele´ctricos, polı´meros electroactivos (EAPs), aleaciones con memoria de forma
(SMAs), fluidos electroreolo´gicos (ER) y fluidos magnetoreolo´gicos (MR) exhiben
comportamientos de histe´resis, y por ello se debera´n estudiar las te´cnicas adecua-
das para cada uno.
El problema principal para tratar estos tipos de problemas es la formulacio´n
matema´tica del modelo de histe´resis ası´ como el modelo inverso, para que puedan
ser utilizados en forma de compensadores de histe´resis en el bucle de control y
anular o reducir estos efectos no deseables. Otros variaciones de este esquema de
control se pueden encontrar en la literatura [15][16][17][18][19][20]. Varias mono-
grafı´as se han dedicado al modelado de problemas con histe´resis y al estudio del
comportamiento de sistemas dina´micos con histe´resis [21][12][13][22][23][24].
Los modelos de histe´resis se pueden clasificar en dos grandes grupos: los mo-
delos fı´sicos y los fenomenolo´gicos.
Modelos fı´sicos se construyen en base a principios fı´sicos que rigen el com-
portamiento del sistema, como el modelo de Tanaka [25], que explica las
transformaciones inducidas por tensio´n en las aleaciones con memoria de
forma.
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Modelos fenomenolo´gicos se disen˜aron para producir comportamientos si-
milares a los sistemas reales pero sin la necesidad de conocer o considerar sus
detalles fı´sicos. El modelo ma´s utilizado de este tipo es el de Preisach, donde
la histe´resis que se desea modelar se descompone en una suma de operadores
de tipo retardo. Estos modelos son capaces se reproducir comportamientos
similares a los observados en sistemas fı´sicos reales [12].
Para ilustrar el comportamiento complejo del problema, se puede considerar
un hilo SMA con diferentes cargas y describir los diferentes ciclos te´rmicos. Los
principales ciclos de este hilo se obtienen cuando se calienta el hilo desde la fase
martensita y despue´s se enfrı´a desde la fase austenita para diferentes cargas Fi-
gura 2.5 utilizando el perfil de potencia de entrada de la Figura 2.4(a). Los ciclos
te´rmicos ma´s complejos de Figura 2.6 corresponden al uso de diferentes cargas y
el perfil de potencia de entrada de la Figura 2.4(c).
Figura 2.4: Ejemplo de la energı´a suministrada al hilo de Flexinol para describir los principales e
intermedios ciclos te´rmicos ası´ como una mezcla de ambos. Cortesı´a de Teh [26].
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Figura 2.5: Perfil de histe´resis de los principales ciclos te´rmicos para la entrada de energı´a mostrada
en la Figura 2.4(a). Cortesı´a de Teh [26].
Figura 2.6: Perfil de histe´resis de los ciclos combinados te´rmicos para la entrada de energı´a mostrada
en la Figura 2.4(c). Cortesı´a de Teh [26].
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2.2.3. Clases de modelos de histe´resis
Para modelar estos comportamientos de histe´resis existen diversas metodo-
logı´as, que se pueden agrupar en:
Modelos constitutivos (basados en la fı´sica del sistema)
Esta clase de modelos de histe´resis esta´n basados en los principios fı´sicos de
los materiales. Tanaka [25] se basa en la meca´nica de medios continuos jun-
to con una variable interna para describir el comportamiento termomeca´nico
de la SMA, lo que permite formular la ecuacio´n meca´nica constitutiva y las
transformaciones cine´ticas del material. Liang y Rogers [27][28] extienden es-
tos modelos para describir las relaciones tensio´n-deformacio´n-temperatura.
Estos modelos esta´n fuertemente orientados a simular el comportamiento
fı´sico de los materiales [29] y por lo general son difı´ciles de aplicar para apli-
caciones de control. Dos de estos modelos son:
• Modelo de Tanaka (1986).
• Modelo de Brinson (1996) [14].
Modelos de tipo caja negra (fenomenolo´gicos)
Esta familia de modelos han sido muy utilizados para modelar diferentes cla-
ses de sistemas no lineales, entre los que se encuentran el comportamiento de
las SMA entre otros materiales inteligentes. E´stos intentan buscar una apro-
ximacio´n de la respuesta funcional del sistema ajustando los para´metros de
las funciones que los componen, tales como redes neuronales o sistemas de
lo´gica borrosa.
• Redes neuronales.
• Modelos basados en lo´gica borrosa.
Modelos basados en ecuaciones diferenciales (fenomenolo´gicos)
Esta familiar de modelos utilizan ecuaciones diferenciales para aproximar el
comportamiento de los sitemas con histe´resis. Entre ellos los ma´s utilizados
son:
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• Modelo de Bouc-Wen.
• Modelo de Duhem.
• Modeo de Jiles-Atherton.
Modelos basados en operadores (fenomenolo´gicos)
Los modelos basados en operadores intentan reproducir comportamientos
similares a los observados en los sistemas fı´sicos pero sin un conocimien-
to especı´fico de sus leyes fı´sicas. La idea general consiste en modelar las
no linealidades con una superposicio´n ponderada de sencillos operadores
de histe´resis. Estos operadores se definen mediante sencillas estructuras ma-
tema´ticas. Entre estos modelos se encuentran:
• Modelo de Preisach.
• Modelo de Krasnosel’skii-Pokrovskii.
• Modelo de Prandtl-Ishlinskii.
2.2.3.1. Modelos de tipo caja negra
Modelos basados en redes neuronales
La capacidad de las Redes Neuronales para aproximar funciones es un hecho
bien conocido (Funahashi [30]), y esta propiedad es la que se utiliza para mapea-
dos no lineales y para propo´sitos de control no lineal (Narendra y Parthasarathy
[31]). Para control de actuadores SMA, se ha demostrado la posibilidad de utilizar
redes neuronales para aprender los modelos inversos de sus ciclos de histe´resis
[32].
La habilidad de aproximacio´n de funciones mediante Redes Neuronales (RN)
ha sido ampliamente utilizada para modelar las no linealidades desconocidas de
diversos sistemas, o en otras situaciones para disen˜ar controladores que se aproxi-
man mediante RN [33]. Diferentes tipos de RN se han utilizado para estos propo´si-
tos: las RN de base radial y las RN multicapa son las ma´s utilizadas, pero tambie´n
las RN recurrentes y otros esquemas diferentes se pueden encontrar en la litera-
tura. Aparte de la eleccio´n de la estructura de la red, el proceso de entrenamiento
tiene un papel crı´tico, en lo que incluye el algoritmo de aprendizaje y la eleccio´n
de los datos.
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El conjunto de datos de entrada-salida necesario para que una RN aprenda
una funcio´n no lineal depende de distintos factores. Para sistemas no dina´micos,
muestras de entrada-salida (u(k), y(k)) pueden ser suficiente para conseguir un
modelado preciso, pero en caso de sistemas dina´micos, la salida puede depender
de la entrada actual y de las anteriores, pero tambie´n de las salidas anteriores. Pa-
ra sistemas con histe´resis todavı´a es ma´s complicado, porque el conjunto de datos
debe contener informacio´n sobre el estado del sistema, para determinarse si se en-
cuentra en la parte ascendente o descendente del ciclo. Asua et al. [32] utilizan la
siguiente estructura de RN para aprender el modelo inverso de la histe´resis pre-
sente en un hilo SMA de nitinol (Figura 2.7).
Figura 2.7: Estructura de RN utilizada para aprender el modelo inverso de la histe´resis presente en
un hilo SMA. Cortesı´a de Asua et al.[32].
Un problema complejo es la eleccio´n apropiada de los conjuntos de entrena-
miento. Segu´n Asua et al. [32] varios conjuntos experimentales de datos de entrada-
salida de los ciclos mayores y menores de histe´resis deben ser medidos a diferentes
frecuencias, y sera´n los utilizados durante la fase de entrenamiento.
En te´rminos generales es posible encontrar un modelo no lineal basado en RN
equivalente a los cla´sicos modelos lineales de entrada-salida: FIR, ARX, ARMAX y
OE utilizando las entradas al modelo lineal y sustituyendo las ecuaciones lineales
por una RN, dando ası´ lugar a modelos NNFIR, NNARX, NNARMAX Y NNOE,
tal y como se observa en las siguientes figuras.
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Figura 2.8: Modelo no lineal basado en una Red Neuronal de respuesta a impulso finito y una Red
Neuronal ARX.
Figura 2.9: Modelo no lineal basado en una Red Neuronal ARMAX.
La estructura no lineal del modelo, la arquitectura de la red, el me´todo de
aprendizaje y el conjunto de datos de entrenamiento proporcionan un amplio nu´me-
ro de posibilidades que se podra´n utilizar para aprender los comportamientos de
histe´resis. A pesar de la simplicidad de la idea, es una tarea compleja de conseguir
y adema´s se debe realizar con mucho cuidado para evitar problemas de identifica-
cio´n.
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Figura 2.10: Modelo no lineal basado en una Red Neuronal OE.
Modelos basados en inferencia borrosa
Los modelos basados en inferencia borrosa (FIS) son tambie´n aproximadores
universales de funciones y se pueden utilizar para modelar sistemas no lineales
de forma similar a las RN [34]. Dependiendo del sistema se pueden utilizar dife-
rentes estrategias. La idea ba´sica es modificar las funciones de pertenencia de las
premisas o las consecuencias de las reglas, para conseguir un error por debajo de
un umbral determinado entre la respuesta del modelo y los datos experimentales.
Modelos basados en lo´gica neuro-borrosa
Los sistemas basados en lo´gica neuro-borrosa son ba´sicamente sistemas de in-
ferencia borrosa implementados en una red neuronal. Ofrecen algunas ventajas
adicionales, pero los resultados conseguidos no son sustancialmente diferentes de
los obtenidos mediante RN.
2.2.3.2. Modelos basados en ecuaciones diferenciales
Modelo Bouc-Wen
El modelo de Bouc-Wen se caracteriza por ser muy versa´til y capaz de describir
un gran nu´mero de patrones de histe´resis. En los u´ltimos an˜os ha ganado populari-
dad, y se ha utilizado en numerosos problemas de ingenierı´a, incluyendo sistemas
de varios grados de libertad (MDOF). En concreto, una variante del modelo ha sido
utilizado para modelar el comportamiento de amortiguadores magnetoreolo´gicos
[35] [36].
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Puesto que es uno de los modelos utilizados en la presente tesis, se explicara´ de-
tenidamente en el Capı´tulo 4.
Modelo Duhem
El modelo de Duhem esta´ basado en ecuaciones diferenciales y se centra en el
hecho de que la salida so´lo puede cambiar sus caracterı´sticas cuando la entrada
cambia de direccio´n. La expresio´n analı´tica que relaciona la entrada-salida es la
siguiente [37].
w˙(t) = g+(v(t), w(t))(v˙(t))




v(t) es la entrada al sistema con histe´resis.
w(t) es la salida del sistema.
w0 es el valor inicial de la salida de la histe´resis.




Las pendientes de la curva de histe´resis se definen mediante las funciones g+ y
g−, donde los subı´ndices + y − denotan si la curva crece o decrece. Las funciones
g+ y g− son continuas en R2 y la entrada v(t) y la salida w(t) son continuas y
derivables en el intervalo [0, T ]. Cuando la entrada v(t) incrementa, la salida w(t)
tambie´n lo hace, a lo largo de un determinado camino. Cuando la entrada decrece,
la salida tambie´n lo hace a trave´s de otro camino diferente. Esta regla de salida





g+(v(t), w(t)) si v˙(t) > 0
g−(v(t), w(t)) si v˙(t) < 0
En [38], las funciones de pendiente que se utilizan para describir la histe´resis
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Utilizando las expresiones anteriores, la salida del ciclo principal de histe´resis
w se puede expresar como:















Segu´n Dutta et al. [39], la funcio´n de pendiente que representa al ciclo menor
se puede obtener multiplicando la funcio´n pendiente de ciclo principal por una
constante escalar n± en el intervalo [0, 1]:
gi±(v(t)) = ni±g±(v(t)) (2.5)
Donde i = 1...N y gi± son las funciones pendiente de cada uno de los ciclos
menores. Adema´s, la constante escalar ni± se puede expresar en te´rminos de la
funcio´n del ciclo principal h±. De este modo el modelo Duhem que representa la







h−−h+ g+(v(t)) si v˙(t) > 0
v−h−(v)
h−−h+ g−(v(t)) si v˙(t) < 0
Modelo Jiles-Atherton
El modelo de Jiles-Atherton se desarrollo´ especı´ficamente para modelar los
ciclos de histe´resis magne´ticos [40] y se basa principalmente en consideraciones
energe´ticas. Este modelo tiene en cuenta el movimiento de las paredes de Bloch
dentro del material. Presenta el inconveniente de requerir una identificacio´n muy
precisa de los para´metros del modelo para lograr unos buenos resultados. Debido
a la alta sensibilidad del modelo de histe´resis a los cambios de temperatura, ha
sido un campo activo de investigacio´n el conseguir una buena estimacio´n [41].
A pesar de su capacidad para modelar histe´resis magne´ticas no ha sido utiliza-
do en otros tipos de ciclos ya que sus principios son difı´cilmente aplicables a otros
campos, por ello no se estudiara´ en lo restante.
2.2.3.3. Modelos basados en operadores
Modelo de Preisach
El modelo de Preisach generaliza el concepto de ciclos de histe´resis como la
conexio´n paralela de varios operadores de histe´resis, a los que usualmente se les
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denomina hysterons, originalmente formulado en 1935 por Ferenc Preisach. Este
modelo ha sido ampliamente utilizado [42][43][44][45][46] y es particularmente
preciso en el campo ferromagne´tico, debido a que los materiales ferromagne´ticos
se pueden describir como un coleccio´n de pequen˜os dominios, cada uno magneti-
zado con un valor de h o −h. Una muestra de hierro, por ejemplo, contiene domi-
nios magne´ticos distribuidos aleatoriamente resultando un campo magne´tico total
de cero.
El hysteron elemental es el bloque principal del modelo de Preisach. Se puede
describir mediante dos operadores que se denotan como Rα,β . Este operador ele-
mental, presenta la relacio´n de entrada-salida que se observa en la Figura 2.11.
Figura 2.11: Operador de histe´resis del modelo de Preisach. Cortesı´a de Wikipedia.
El valor α define el umbral de apagado del operador de histe´resis. El significa-
do gra´fico es muy simple, si x es menor que α la salida y toma el valor ma´s bajo (0
o apagado en este caso). Si se aumenta x, la salida y, permanece en su valor ma´s
bajo hasta que x alcanza un valor β, punto donde la y conmutara´ al valor 1. Si se
sigue aumentando el valor de x no se producira´n ma´s cambios en la salida. Si por
el contrario x disminuye, y no volvera´ a su valor de 0 hasta que x no alcance el
valor α de nuevo. En este operador se observa como el estado siguiente tambie´n
depende del estado pasado.




1 si x ≥ β
0 si x ≤ β
k si α < x < β
(2.6)
Basado en este operador de histe´resis, el modelo de Preisach consiste en la agre-
gacio´n de numerosos operadores conectados en paralelo, ponderados y sumados
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como se observa en la Figura 2.12.
Figura 2.12: Composicio´n de operadores en el modelo de Preisach.
Cada operador de histe´resis tiene diferentes umbrales α y β adema´s de un fac-
tor de peso diferente µ. Cada operador se puede dibujar de acuerdo a los valores
(α, β) en lo que se denomina como plano Preisach. Adema´s, dependiendo de la
distribucio´n dentro de este plano, los pesos y la cantidad de hysterons, la histe´re-
sis podra´ modelarse con mayor o menor precisio´n.
Sobre el plano de Preisach, existe so´lo una u´nica representacio´n de la coleccio´n
de operadores (como puntos) sobre el semiplano P = {(α, β)|α ≥ β} (Figura 2.13).
Esta regio´n tiene un papel importante sobre el modelo, ya que representa una al-
ternativa ma´s clara de comprender su comportamiento ası´ como algunas de sus
propiedades.
Figura 2.13: Planos de Preisach. Cortesı´a de Benjamin [43].
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A medida que crece el nu´mero de operadores superpuestos (N), el modelo de
histe´resis se hace ma´s preciso (Figura 2.14), pero por contra se necesita un mayor
consumo de tiempo y recursos ma´quina. La funcio´n de densidad µ(α, β) describe
el nu´mero de hysterons con los valores (αi, βi). El comportamiento global de la
histe´resis del modelo de Preisach se expresa mediante la siguiente expresio´n:






Donde y(t) es el efecto de la combinacio´n ponderada de los hysterons para una
entrada dada u en el instante t. Para aplicaciones pra´cticas las integrales son con-
vertidas a sumas.
Se debe remarcar que el modelo de Preisach se ha utilizado por algunos autores
combinado con otros esquemas, como los de lo´gica borrosa [47][34] o redes neuro-
nales [48].
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Modelo de Krasnosel’skii-Pokrovskii
El operador de Preisach presenta algunas discontinuidades, mientras que el de
Krasnosel’skii-Pokrovskii introduce un operador continuo llamado K-P kernel pa-
ra evitar estos inconvenientes. Este operador es un caso especial del operador de
histe´resis generalizado y en el plano de Preisach es continuo, adema´s de presentar
ciclos menores dentro del ciclo principal de histe´resis [49] tal y como se observa en
la Figura 2.15.
Figura 2.15: Operador ba´sico de Krasnosel’skii-Pokrovskii.
Considerando el plano de Preisach sobre el que ocurre la histe´resis, U+ y U−
representan los ma´ximos y mı´nimos valores de saturacio´n de la entrada u(t) res-
pectivamente y el para´metro a es la constante de subida. Si se denota como C[0, T ]
al espacio de las funciones mono´tonas y continuas definidas a trozos en el interva-
lo temporal [0, T ], el operador K-P se define del siguiente modo:
kp(u, ξp) : C[0, T ]→ y[0, T ] (2.8)
Donde ξp representa la condicio´n inicial del operador y memoriza el valor ante-
rior extremo, y[0, T ] es el espacio de funciones de la salida. Para una entrada dada
u(t), el operador K-P kp(u, ξp) mapea los puntos (p1, p2) del plano de Preisach al
intervalo [−1, 1], y se puede expresar mediante:
kp(u, ξp)(t) =
{
ma´xp∈P{ξp, r(u(t)− p2)} si u(t) es no decreciente
ma´xp∈P{ξp, r(u(t)− p1)} si u(t) es no creciente (2.9)
30 Capı´tulo 2. Estado del arte
Donde r(x) es una funcio´n continua en la cual cuando la entrada u(t) cambia
su signo, el valor de la variable memorizada en ξp(t) se actualiza. Una posible elec-
cio´n para la funcio´n r(x) serı´a:
r(x) =

−1 si x < 0
−1 + 2x
a
si 0 ≤ x ≤ a
+1 si x > 0
(2.10)
Una importante diferencia respecto al operador de Preisach es que e´ste so´lo
tiene dos ramas, mientras que el operador K-P consiste en una familia de curvas
delimitadas por las envolventes r(u − p2) y r(u − p1). De forma similar al modelo
de Preisach, el modelo de Krasnosel’skii-Pokrovskii se puede expresar como la in-




µ(p1, p2)kp(u(t), ξp)dp1dp2 (2.11)
Donde el te´rmino µ(p1, p2) es la densidad de los operadores ba´sicos K-P que se
utiliza para ponderar sobre la salida total del operador K-P, tal y como se observa
en la Figura 2.16.
Figura 2.16: Modelo de Krasnosel’skii-Pokrovskii.
El operador ba´sico K-P incluye ma´s informacio´n sobre las no linealidades que el
modelo de Preisach, debido a que su kernel tiene un efecto memoria que recuerda
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los valores extremos pasados de las entradas y salidas de la histe´resis. Como con-
secuencia, el modelo K-P requiere menos operadores que el modelo de Preisach
para conseguir modelar un sistema con histe´resis de manera precisa.
Modelo de Prandtl-Ishlinskii
El modelo de Prandtl-Ishlinskii esta´ basado en la superposicio´n de operadores
elementales, y ha sido muy utilizado en los u´ltimos an˜os para modelar actuado-
res piezoele´ctricos [22][50][51]. En este modelo se utiliza el operador play como la
base para modelar cualquier histe´resis, aunque mediante alguna modificacio´n, es
capaz de describir caracterı´sticas complejas como la saturacio´n o dependencia de
la frecuencia [52], presentes en muchos actuadores.
Debido a que es uno de los me´todos utilizados para el modelado de la histe´re-
sis en actuadores SMA en esta tesis, se explicara´ detenidamente en el Capı´tulo 3.
2.3. Control de sistemas con histe´resis
Existen numerosas metodologı´as y esquemas de control de sistemas con histe´re-
sis, sin embargo no todos ellos son apropiados para las caracterı´sticas concretas de
cada uno de ellos. Por este motivo se va a comenzar por una vista general de los
me´todos ma´s comunes que se han utilizado para controlar sistemas no lineales.
En te´rminos generales, la histe´resis presente en actuadores inteligentes no se
conoce con exactitud, pero se puede modelar con los me´todos descritos en la sec-
cio´n anterior. Para el caso particular de los actuadores formados por aleaciones con
memoria de forma (SMA), el control en posicio´n y fuerza se ha estudiado amplia-
mente hasta llegar a aplicaciones pra´cticas en la u´ltima de´cada. Los comportamien-
tos no lineales y saturados de histe´resis que presentan durante las transformacio-
nes directa e inversa hacen que sea complicado controlarlos. Esto origina errores
en estado permanente y problemas de ciclo lı´mite cuando se utilizan controlado-
res convencionales para el control de trayectoria [53][54]. Adema´s, para sen˜ales
de referencia que varı´an lentamente, y con unos ganancias adecuadas, estrategias
de realimentacio´n tales como el control Proporcional-Integral (PI) pueden aportar
un rendimiento adecuado. No obstante con referencias que cambien ra´pidamente
pueden ocurrir movimientos oscilatorios sobre la trayectoria de referencia [55][54].
Debido a estas razones, las actuales investigaciones acerca del control de actuado-
res SMA han sido conducidas a me´todos no lineales.
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El problema de controlar sistemas con histe´resis ha sido abordado bajo diferen-
tes estrategias, entre las cuales se pueden encontrar: compensacio´n inversa, gra-
diente adaptativo inverso y control robusto adaptativo. Los esquemas de control
basados en compensacio´n inversa en lazo abierto y gradiente adaptativo requieren
un modelo de histe´resis para eliminar los efectos de la misma.
2.3.1. Te´cnicas de control existentes
Las te´cnicas principales que se utilizan para controlar actuadores inteligentes,
y en particular los actuadores SMA, se pueden diferenciar en las siguientes cate-
gorı´as:
1. Controladores lineales.
2. Controladores de modulacio´n de ancho de pulso (PWM).
3. Controladores no lineales.
2.3.1.1. Controladores lineales
Debido al comportamiento de histe´resis que presentan los actuadores SMA,
controladores sencillos como los proporcionales no son suficientes para conseguir
una precisio´n en posicio´n adecuada. Datos experimentales han mostrado que para
eliminar el error en re´gimen permanente siguiendo a una sen˜al de tipo escalo´n, se
necesita una alta ganancia pero a costa de aumentar el sobrepaso y la saturacio´n
del actuador.
Shameli et al. [56] utilizan una variacio´n no lineal de un controlador proporcio-
nal, integral y derivativo (PID) denominado PID-P3. La ley de control utilizada en
este controlador es la siguiente:
u(t) = KP · e(t) +KI ·
∫ t
0
e(τ)dτ +KD · e˙(t) +KT · [e(t)3] (2.12)
La simulacio´n del controlador PID-P3 muestra que para valores elevados de
error, el te´rmino cu´bico produce buenas acciones de control que consiguen reducir
el tiempo de establecimiento, mientras que para valores pequen˜os de error, este
te´rmino desaparece, comporta´ndose como un controlador PID convencional. No
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obstante, este controlador no ha sido todavı´a validado experimentalmente.
En publicaciones como la de Yang et al. [57], se usa un modelo de primer orden
para modelar la respuesta escalo´n de una viga compuesta con actuadores SMA en
su superficie. Los para´metros del modelo son determinados experimentalmente y
se utilizan para ajustar el controlador. Para controlar la respuesta del sistema se uti-
lizan dos me´todos, el primero es un controlador convencional PID y el otro es un
controlador en prealimentacio´n. Los resultados experimentales muestran un tiem-
po razonable de establecimiento y una gran sobreoscilacio´n para el control PID, y
un tiempo de establecimiento elevado para el control en prealimentacio´n.
En otras publicaciones como la de Popov et al. [58] se han utilizado dos contro-
ladores PID para controlar un actuador SMA, uno de ellos ajusta los para´metros
mediante la te´cnica Ziegler-Nichols (ZN) y el segundo se utiliza como un modelo
interno de control donde la SMA se modela mediante sucesivas series de cuatro
funciones de transferencia: una ganancia, una funcio´n de transferencia de primer
orden, una funcio´n de transferencia de segundo orden y un tiempo muerto. El
tiempo de respuesta que se obtiene mediante el control por modelo interno (IMC)
es sustancialmente mejor.
Asua et al. [32] concluyen que en sus resultados experimentales, el control PI
con anti-windup obtiene los mejores resultados para posicionamiento de actuado-
res SMA.
2.3.1.2. Controladores de modulacio´n de ancho de pulso (PWM)
Los controladores PWM se utilizan para una gran variedad de problemas. En el
contexto de los actuadores SMA se han mostrado como una solucio´n efectiva para
control en posicio´n reduciendo la energı´a consumida por el actuador. Ma and Song
[59] [60] han demostrado que utilizando la modulacio´n de ancho de pulso para el
control de actuadores SMA se ahorra la energı´a de actuacio´n manteniendo la mis-
ma precisio´n que en los controladres convencionales PD. Tambie´n se ha demostra-
do que el control PWM es muy robusto a perturbaciones externas. Adema´s mues-
tran como con una te´cnica PWM llamada modulador Pulse-Width-Pulse-Frecuency
(PWPF) junto con un control PD utilizado con esta modulacio´n, consume el 50 %
menos de energı´a respecto a no utilizarla.
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2.3.1.3. Controladores no lineales
Los controladores lineales debido a sus simples me´todos de disen˜o son va´li-
dos para muchos ma´s tipos de usos que los no lineales, sin embargo los resultados
experimentales utilizando controladores no lineales muestran que el control en
posicio´n consigue un seguimiento ma´s ra´pido y preciso que con los controladores
lineales.
Existen dos aproximaciones para disen˜ar controladores no lineales, los contro-
ladores basados en modelos y los controladores basados en el modelo inverso. Es-
tas aproximaciones no so´lo sirven para actuadores de tipo SMA, sino que tambie´n
se pueden aplicar a otros actuadores inteligentes como los piezoele´ctricos, piezo-
cera´micos y magnetostrictivos.
(a) Controladores basados en el modelo
Este tipo de controladores se disen˜an en base a las ecuaciones del modelo del
sistema. Se utilizan modelos representativos de hilos SMA para esta aproximacio´n,
como por ejemplo el modelo constitutivo unidimensional de Brinson [14] que rela-
ciona la tensio´n a las variables de estado de deformacio´n, temperatura y porcentaje
en volumen de martensita.
La principal dificultad de este tipo de controladores es la obtencio´n del modelo
del sistema. De hecho la mayor parte de las no linealidades del sistema o no se mo-
delan o se simplifican en gran cantidad. Cualquier proceso de modelado requiere
una etapa de validacio´n previa al disen˜o del controlador.
Asrafiuon y Jala [61] utilizan un modelo basado en el sliding mode control (SMC)
para plantear las leyes de control de actuadores SMA. Adema´s se plantea un mo-
delo del sistema combinando las ecuaciones del movimiento con las de transferen-
cia de calor por conveccio´n en la SMA, las leyes constitutivas y las ecuaciones de
transformaciones de fase. La ley de control propuesta utiliza en un robot planar de
tres eslabones para su posicionamiento.
Elahinia y Ahmadian [62] desarrollaron un modelo no lineal de un brazo rota-
torio de un grado de libertad y actuado por SMA. El modelo no lineal esta´ consti-
tuido por: el modelo no lineal dina´mico del brazo, un modelo de transformaciones
de fase de la SMA y un modelo no lineal de conveccio´n en la SMA. Este controla-
dor basado en temperatura tiene una estructura variable de control, mientras que
el basado en tensio´n utiliza el SMC.¡
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(b) Controladores basados en el modelo inverso
En esta aproximacio´n el compensador esta´ basado en el modelo inverso de
histe´resis. En un primer paso, se construye un modelo de histe´resis, basado en
los datos experimentales del sistema. El modelo de histe´resis se disen˜a para mini-
mizar el error entre la respuesta del sistema real y la del modelo. En un segundo
paso, se utiliza un controlador en lazo abierto en el cual la operacio´n inversa ajusta
la entrada al actuador para compensar la histe´resis del sistema. Despue´s de esta
compensacio´n, se produce una relacio´n lineal entre la entrada de referencia y la
salida del sistema [63]. En la pra´ctica el modelo inverso no puede cancelar com-
pletamente las no linealidades de los actuadores SMA, por ello algunos autores
utilizan un controlador realimentado junto con este controlador en prealimenta-
cio´n [64]. El uso de este controlador prealimentado puede acelerar la respuesta del
sistema y mejorar el ancho de banda en comparacio´n con un control PID, aunque
este u´ltimo aporta un mejor rendimiento cuando las sen˜ales de referencia son de
baja frecuencia [65].
La investigacio´n sobre la histe´resis en los actuadores SMA ha estado muy ac-
tiva durante las u´ltimas dos de´cadas, como se comento´ en las secciones previas.
De todas las te´cnicas desarrolladas para el modelado de histe´resis, so´lo los mode-
los fenomenolo´gicos se han utilizo en aplicaciones reales. No obstante, las razones
para elegir un me´todo de modelado vienen comu´nmente determinadas por la es-
trategia de control adoptada. En general, los me´todos ma´s utilizados son los que
son invertibles y aquellos que pueden aprender el comportamiento inverso de un
sistema con histe´resis. Las te´cnicas de modelado de histe´resis que se utilizan para
propo´sitos de control se pueden clasificar dentro de dos grandes grupos:
Controladores de tipo caja negra: Este grupo de controladores modelan la
histe´resis del actuador (o su inversa) como una caja negra o gris. Se explotan
las propiedades universales de aproximacio´n de las redes neuronales, siste-
mas de lo´gica borrosa y estructuras borrosas. Requieren de una gran canti-
dad de datos experimentales adecuados para cada caso. En Asua et al. [32]
se utiliza una red neuronal entrenada experimentalmente para cancelar las
no linealidades de un hilo SMA. La red neuronal se entrena para aprender
el comportamiento de histe´resis inverso, que posteriormente se usara´ en un
controlador PI con anti-windup para el control en posicio´n del actuador. Los
resultados muestran que comparando con el PI con anti-windup, cuando se
introduce la compensacio´n por red neuronal en el bucle de control, el error
de seguimiento y la accio´n de control disminuyen. En Kumagi et al. [66] se
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propone un controlador con prealimentacio´n que utiliza un sistema de infe-
rencia neuro-borrosa con un controlador PD.
Por otro lado, en Song et al.[67] se propone un controlador en prealimenta-
cio´n mediante una red neuronal para el seguimiento de un hilo de SMA sin
sensor de posicio´n. La red neuronal que se propone es un modelo inverso de
la histe´resis donde se muestra la relacio´n entre la tensio´n aplicada y el despla-
zamiento del actuador. Los experimentos han demostrado que los actuadores
SMA con este sistema de control pueden seguir una referencia sinusoidal sin
la necesidad de utilizarse un sensor de posicio´n. Desafortunadamente, so´lo
se aplicaron datos del ciclo principal de histe´resis para los procesos de en-
trenamiento y validacio´n, por lo que el controlador no se evaluo´ para ciclos
menores de histe´resis.
De manera similar, en Rezaeeian et al. [68] se centran en la aplicacio´n de los
controladores inversos ANFIS ası´ como su aplicacio´n en prealimentacio´n del
sistema, para un control de fuerza en actuadores SMA. Se encontro´ la misma
objecio´n que en el estudio anterior. En Kha y Ahn en [44] se investiga la posi-
ble aplicacio´n del modelo inverso de Preisach en combinacio´n con las estrate-
gias de realimentacio´n y prealimentacio´n para controlar los actuadores SMA.
Para el disen˜o de la prealimentacio´n se utiliza un modelo de Preisach basado
en lo´gica borrosa, y un controlador PID como realimentacio´n para regular el
error entre la salida deseada y la real del sistema. La lo´gica borrosa ofrece
un me´todo que se basa en la experiencia de expertos, an˜adiendo la inferencia
borrosa al modelo, la funcio´n inversa del modelo de Preisach produce una
mejora en el comportamiento de histe´resis, mayor precisio´n en el control y
por lo tanto el efecto de la histe´resis en los actuadores SMA se compensa.
Adema´s se observa que este controlador combinado proporciona un mejor
seguimiento que el esquema anterior en bucle abierto. El mismo esquema
con pequen˜as diferencias en realimentacio´n se aplica de manera satisfactoria
para el control de actuadores SMA en [44] por Ahn y Kha. Aunque en estas
dos publicaciones el modelo inverso se disen˜a en base al modelo de Preisach,
tambie´n se pueden seguir las regiones de ciclos menores de histe´resis en las
que la SMA no alcanza sus valores ma´ximos y mı´nimo de contraccio´n. Song,
Chaudhry y Batur [67] proponen controlar un actuador SMA mediante una
combinacio´n de redes neuronales en la prealimentacio´n y un controlador ba-
sado en el modo de deslizamiento en la realimentacio´n.
Controladores fenomenolo´gicos: Este grupo de controladores no lineales se
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basan en la inversio´n del modelo de histe´resis para construir un controla-
dor. La histe´resis se modela por uno de los me´todos de modelado de este
tipo de histe´resis, que ya se comentaron en secciones anteriores, Los modelos
de Preisach, Krasnosel’skii-Pokrovskii y los de Prandtl-Ishlinskii se basan en
operadores y su comportamiento general se define por la integral de nume-
rosos operadores sobre una regio´n especı´fica. Utilizando el inverso de estos
modelos fenomenolo´gicos como compensadores en prealimentacio´n se ob-
tienen resultados ma´s precisos.
Hughes y Wen [15] utilizan el modelo de Preisach inverso para controlar un
actuador SMA. En Ahn y Kha [44] el modelo inverso de Preisach se invierte
integra´ndolo nume´ricamente para utilizarlo en un control PID en lazo cerra-
do, de modo que se compensa la histe´resis del actuador SMA. Majima [69]
ha desarrollado un sistema de control compuesto de dos bucles de control:
un PID realimentado y otro bucle en prealimentacio´n que se utiliza para ob-
tener la entrada necesaria para el desplazamiento requerido. Esto se obtiene
mediante el modelado de la SMA basado en un modelo de Preisach.
La compensacio´n de histe´resis basada en el modelo inverso de Krasnosel’skii-
Pokrovskii se puede encontrar en [70], donde utilizan una parametrizacio´n
discreta inversa del modelo KP para compensar los efectos de la histe´resis.
Adema´s se utiliza una ley de control de temperatura (con la intensidad de
corriente como entrada) y un modelo de control de referencia. El principal
inconveniente del control en temperatura en SMA, es la dificultad que pre-
senta y lo que se modifica la misma en un ambiente abierto a la hora de
medirla.
El control en posicio´n de actuadores inteligentes se puede llevar a cabo me-
diante el modelo inverso de Prandtl-Ishlinskii, utiliza´ndolo como un contro-
lador en prealimentacio´n. El modelo de Prandtl-Ishlinskii tiene como ventaja
sobre el del Preisach su baja complejidad y la posibilidad de obtener analı´tica-
mente su inversa. Ru et al. [65] utilizan estos modelos para describir histe´re-
sis y el algoritmo LMS para estimar los pesos del ciclo principal de histe´resis
descrito por el operador de Prandtl-Ishlinskii. Posteriormente, un control in-
verso adaptativo en bucle abierto se situ´a previo al sistema para reducir su
histe´resis.
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2.3.2. Algunos esquemas de control para sistemas con histe´resis
Existen numerosos modelos de control en la bibliografı´a, pero muchos de ellos
no son aplicables o presentan problemas en su implementacio´n pra´ctica. Los ma´s
utilizados y que se presentara´n en detalle son los siguientes:
Control inverso directo.
Control por modelo interno.
Prealimentacio´n con modelo inverso.
Control o´ptimo.
Linealizacio´n por realimentacio´n.
2.3.2.1. Control inverso directo
La idea de control inverso directo consiste en identificar la dina´mica inversa
de un sistema para cancelar las no linealidades dina´micas, tal y como se observa
en la Figura 2.17. Esta idea ha sido utilizada en conjunto con redes neuronales y
puede ser entrenada como la inversa de un sistema para ser usada como controla-
dor. Esta aproximacio´n produce controladores de tipo Dead-Beat con un tiempo de
respuesta ra´pido, pero muy poco robustos y una alta sensibilidad al ruido y a las
perturbaciones. Otra fuente de problemas es que no siempre la dina´mica inversa
existe, y cuando lo hace, puede ser una tarea compleja y muy costosa para obtener
buenos resultados.
Figura 2.17: Esquema de control inverso directo.
Un enfoque de disen˜o tı´pico puede ser:
Comenzar generando un conjunto de datos va´lido de los experimentos.
Generar un modelo previo.
2.3. Control de sistemas con histe´resis 39
Inicializar el controlador con un entrenamiento general.
Utilizar un entrenamiento especializado sobre el modelo del sistema (off-line).
Utilizar un entrenamiento especializado sobre el sistema real (online).
Esta aproximacio´n es intuitiva y simple de implementar y el controlador que se
propone se puede optimizar para trayectorias especı´ficas en funcio´n del entrena-
miento realizado. Sin embargo sus aplicaciones pra´cticas son limitadas, porque:
No funciona en sistemas cuya inversa no sea estable.
Presenta problemas cuando los sistemas tienen histe´resis.
Presenta problemas con modelos de sistemas inversos no amortiguados.
Tiene una alta sensibilidad al ruido y las perturbaciones.
Presenta dificultades en la etapa de entrenamiento.
El esquema de control inverso directo, como todas las te´cnicas en lazo abier-
to, son muy sensibles al ruido, las perturbaciones y una dina´mica del sistema no
modelada correctamente. En algunos casos pra´cticos se ha adoptado un esquema
ligeramente modificado, tal y como se observa en la Figura 2.18, donde se incluye
un bucle en lazo cerrado como realimentacio´n.
Figura 2.18: Esquema de control inverso directo ligeramente modificado.
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2.3.2.2. Control por modelo interno
La idea de control con modelo interno consiste en utilizar un modelo de la plan-
ta para estimar las perturbaciones y un modelo inverso para controlar el sistema.
En la Figura 2.19 la realimentacio´n consiste en el error entre la salida del sistema y
la del modelo. En el caso de cero perturbaciones, el bucle de realimentacio´n sera´ el
error de modelado en la salida, que en el caso de un modelado perfecto este bucle
sera´n el efecto de las perturbaciones en la salida.
Figura 2.19: Esquema de control por modelo interno.
Como en el caso anterior, es difı´cil asegurarse de que el modelo interno este´ en-
trenado con un conjunto de datos adecuado. Adema´s se requiere estabilidad en
lazo abierto para que el sistema tambie´n lo sea en lazo cerrado. Algunas te´cnicas
de control utilizadas para las SMA, dividen el te´rmino G en dos partes, como se
muestra en la Figura 2.20. La primera parte HC se utiliza para linealizar el siste-
ma, mientras que el bloque GC es un controlador convencional. En este esquema,
el modelo estima el comportamiento lineal GL del sistema ma´s su modelo inverso
linealizado.
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Figura 2.20: Esquema de control por modelo interno con el sistema linealizado.
2.3.2.3. Prealimentacio´n con modelo inverso
La idea de control mediante prealimentacio´n consiste en utilizar el modelo in-
verso del sistema para general la sen˜al apropiada de control u(t) para obtener la
respuesta y(t) del proceso GP . En caso de sistemas lineales como el de la Figu-
ra 2.21, el controlador en prealimentacio´n sirve para eliminar o compensar algunas
perturbaciones o errores tanto predecibles como medibles.
Figura 2.21: Esquema de control mediante prealimentacio´n y realimentacio´n para compensar las
perturbaciones medibles.
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En la Figura 2.22 se observa el aspecto cla´sico de un esquema de control me-
diante prealimentacio´n y realimentacio´n. Gff (s), Gc(s) y Gp(s) denotan la preali-
mentacio´n, la realimentacio´n y la planta respectivamente. Este esquema de control
ha sido muy utilizado en la robo´tica, donde algunos de sus usos tı´picos son:
Figura 2.22: Esquema de control mediante prealimentacio´n y realimentacio´n.
Prealimentacio´n en aceleracio´n. la accio´n de la prealimentacio´n se utiliza pa-
ra compensar el pequen˜o comportamiento dina´mico de muchas plantas. En
la pra´ctica, la prealimentacio´n en aceleracio´n se varı´a en caliente mediante
una simple ganancia. Cuando esta´n bien ajustados, los errores de los ser-
vos son ma´s pequen˜os que los controladores cla´sicos con realimentacio´n. Los
errores crecen en movimientos bruscos (como por ejemplo en trayectorias
paso a paso con grandes tirones).
Prealimentacio´n basada en el modelo inverso. Si se utilizan los modelos
dina´micos inversos, la salida de la prealimentacio´n serı´a teo´ricamente la ade-
cuada para obtener la respuesta deseada. En la pra´ctica los modelos inversos
no reflejan la dina´mica inversa exactamente y es por ello por lo que la obten-
cio´n de este modelo es una tarea complicada.
Prealimentacio´n de perturbaciones. Otro uso tı´pico del esquema de control
con prealimentacio´n es el de compensar las perturbaciones externas. En el
caso ideal, la prealimentacio´n puede eliminar estos efectos en la salida y en
la mayorı´a de los casos, cuando existan errores de modelado, puede reducir
el efecto de estas perturbaciones medibles en la salida.
Este esquema de control se puede utilizar para controlar sistemas no lineales,
pero en este caso Gff = G−1p es un modelo inverso del sistema. De algu´n modo,
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un control directo inverso se puede entender como una prealimentacio´n en bucle
abierto. Los controladores basados en prealimentacio´n por inversio´n del modelo
no pueden corregir los errores de seguimiento causados por incertidumbres en la
planta [71]. Sin embargo, estos errores se pueden corregir con realimentacio´n. Por
ejemplo, la realimentacio´n tambie´n se puede utilizar para: aprender el modelo pa-
ra corregir la incertidumbre y posteriormente invertir el modelo mejorado o para
directamente aprender la entrada inversa correcta que por lo menos, en teorı´a, con-
sigue un seguimiento perfecto.
Mittal [72] implementa un controlador en bucle abierto con prealimentacio´n,
donde utiliza un modelo inverso de histe´resis para modelar un actuador electro-
magne´tico. Boerlage et al. [73] utilizan una red neuronal dentro de un controlador
en prealimentacio´n para controlar un actuador piezocera´mico. Sin embargo un es-
quema de control frecuente consiste en combinar los controladores en prealimen-
tacio´n y realimentacio´n sobre sistemas en bucle cerrado como en las publicaciones
de Balasubramanian [74] y Kung [75].
El controlador exacto inverso para la prealimentacio´n Gff = G−1p requiere una
inversio´n matema´tica que no siempre es fa´cil ni en sistemas con histe´resis ni en los
lineales. En sistemas que no son de fase mı´nima, la entrada inversa es no causal
[76]. Este modelo inverso tiende a ser no causal cuando hay mucha incertidumbre
en la planta sobre un amplio rango de frecuencias, lo que suele ser habitual para
altas frecuencias. Para evitar estos efectos no deseables, el uso de controladores en
prealimentacio´n que so´lo utilizan informacio´n del modelo en regiones de frecuen-
cia donde hay mucha incertidumbre no es suficiente.
2.3.2.4. Control o´ptimo
El uso del control o´ptimo en actuadores SMA se ha utilizado muy poco debido
a la dificultad para obtener el modelo de espacio de estados del sistema con histe´re-
sis. Ya que para que se obtenga se necesita una descripcio´n del modelo fı´sico del
comportamiento no lineal. Esto significa que muchas de las te´cnicas de modelado
no se pueden utilizar ya que necesitan modelos fenomenolo´gicos de entrada-salida
y que no informan del estado interno del sistema.
Lee y Mavroidis [77] utilizan un control de tipo LQR (regulador lineal cuadra´ti-
co). Adema´s para ser capaces de controlar los sistemas, utilizan modelos matema´ti-
cos que capturan los comportamientos de las SMA y capturan informacio´n sobre
la evolucio´n de las temperaturas del material, tensio´n y cambios de fase segu´n se
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refleja en el trabajo de Shu et al. [78] e Ikuta [79]. Donde utilizan un modelo fı´sico
que incluye tres variables de estado internas:
1. La temperatura dentro de la SMA. El modelo te´rmico de conduccio´n refleja
los cambios de temperatura dentro de la SMA, utilizando la potencia ele´ctrica
como calor de entrada y la conveccio´n con el ambiente como la salida de calor
del sistema.
2. La relacio´n entre la temperatura de la SMA y el ratio de martensita/austenita
ξa se modela la histe´resis de acuerdo a dos ecuaciones linealizadas, una para
el calentamiento y otra para el enfriamiento.
3. La tensio´n/deformacio´n entre el ratio de martensita y las propiedades meca´ni-
cas basadas en el modelo de sub-capas propuesto por Ikuta et al. [79] an˜adien-
do algunas caracterı´sticas del modelo de deformacio´n propuesto por Shu et
al. [78]. Donde se modela una deformacio´n unidimensional basa´ndose en las
leyes de Hooke.
Basa´ndose en estas tres variables de estado, Lee y Mavroidis [77] desarrollan un
regulador lineal cuadra´tico, donde utilizan una realimentacio´n lineal con entrada
u = −K · x para controlar el sistema. Adema´s se utiliza un filtro de Kalman para
estimar el vector de estados que no se puede medir directamente de los sensores.
Una te´cnica similar se usa tambie´n en [80].
2.3.2.5. Linealizacio´n por realimentacio´n
Esta te´cnica es muy frecuente en aplicaciones de robo´tica donde el modelo fı´si-
co del sistema se conoce, aunque es difı´cil de encontrar en el control de sistemas
con histe´resis. El problema de modelado de estos sistemas y los requerimientos
para conseguir una precisio´n en la caracterizacio´n de las no linealidades, limitan
la aplicacio´n de esta te´cnica en el control de actuadores de tipo SMA.
De forma general se puede aplicar a los sistemas no lineales de la forma:
x˙ = f(x) + g(x)u
y = h(x)
(2.13)
Donde x ∈ Rn es el vector de estados, u ∈ Rp es el vector de entradas e y ∈ Rm
es el vector de salidas. El objetivo final de este tipo de control es desarrollar una
entrada u, que consiga una relacio´n lineal entre la nueva entrada v y la salida.







A principios de los 70 se formulo´ una metodologı´a matema´tica para su aplica-
cio´n a transductores con histe´resis. Esta teorı´a se basaba en los llamados operadores
de histe´resis que describı´an este feno´meno como un mapeado entre distintos espa-
cios de funciones [81]. A partir de esta aproximacio´n, una rama de investigacio´n
basada en teorı´a de sistemas comenzo´ con el trabajo de los matema´ticos rusos M.
A. Krasnosel’skii y A. V. Pokrovskii. Este nuevo enfoque posibilita modelar histe´re-
sis complejas sin tener en cuenta la fı´sica del sistema.
Sin embargo, es al comienzo de los 90 cuando los ingenieros empiezan a utilizar
a gran escala esta teorı´a para linealizar sistemas con histe´resis. Se comenzo´ utili-
zando, sobre todo, el operador de Preisach para modelar y controlar actuadores de
estado so´lido, pero en los trabajos actuales se ha ido introduciendo el operador de
Prandtl-Ishlinskii , en particular para el modelado matema´tico y la descripcio´n de
actuadores piezoele´ctricos [82].
El modelo de Prandtl-Ishlinskii se basa en una superposicio´n de operadores ele-
mentales de tipo play o stop [83] y que son parametrizados con una simple variable:
su umbral. Se debe remarcar que el modelo PI es un subconjunto del modelo de
Preisach, que define la forma de una histe´resis segu´n una funcio´n de densidad. En
su forma general, no es capaz de reproducir ciclos asime´tricos ni tampoco feno´me-
nos de saturacio´n.
En actuadores como los SMA se muestran comportamientos de saturacio´n en
los ma´ximos o mı´nimos de la sen˜al de entrada, y aunque en su forma ba´sica estos
operadores no pueden describir este tipo de histe´resis, se pueden modificar tanto
la funcio´n de densidad, como los operadores de tipo play o stop para adaptarse a
estos feno´menos (operador generalizado de Prandtl-Ishlinskii).
Con estos modelos se busca eliminar o minimizar los efectos de histe´resis cons-
truyendo un modelo inverso que adema´s permita su uso en sistemas de tiempo
real mediante el uso de compensadores en prealimentacio´n [81]. Esto no se podı´a
conseguir con las metodologı´as basadas en el modelo de Preisach, ya que no se
pueden invertir analı´ticamente debido a la discontinuidad de los operadores que
utiliza, por ello el me´todo de Prandtl-Ishlinskii introduce unos operadores conti-
nuos de tipo play y stop permitiendo su inversio´n analı´tica. Una discusio´n detallada
acerca de estos operadores se puede encontrar en [22].
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Es importante mencionar que el principal propo´sito de utilizar un modelo analı´ti-
camente invertible, esta´ en proveer un ana´lisis de estabilidad en lazo cerrado sin
que se asuma un error inverso acotado. Lo cual hace que esta metodologı´a sea
bastante atractiva para el control de actuadores inteligentes en sistemas de tiempo
real.
3.2. Operador de histe´resis play operator
El operador de tipo play es la base de varios modelos de histe´resis, debido a que
es analı´ticamente invertible y bastante sencillo en su forma general. Sus propieda-
des principales son la de ser continuo e independiente de la frecuencia del sistema,
y presenta la forma que se observa en la Figura 3.1. Analı´ticamente, Cm[0, tE] es el
espacio de funciones continuas y mono´tonas definidas a trozos. Si para cualquier
entrada v(t) ∈ Cm[0, tE], existe un intervalo 0 = t0 < t1 < ... < tN = tE donde la en-
trada es mono´tona en cada uno de los sub-intervalos [ti, ti+1]. Entonces el operador
play queda definido por [22]:
Figura 3.1: Operador de histe´resis de tipo play. Cortesı´a de Al Janaideh et al.[83].

Fr[v](0) = fr(v(0), 0) = w(0),
Fr[v](t) = fr(v(t), Fr[v](ti))
Para ti < t < ti+1 y 0 ≤ i ≤ N − 1
(3.1)
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Donde:
fr(v, w) = ma´x(v − r,mı´n(v + r, w)) (3.2)
La notacio´n Fr[v](t) indica que la funcio´n F tiene como entrada v y adema´s re-
ferenciada al instante de tiempo t y con el umbral r. Tambie´n esta funcio´n se puede
definir en base a salidas previas de la misma mediante la notacio´n fr(v(t), Fr[v](ti))
donde la salida en un determinado instante viene determinada por la salida en el
instante anterior y la entrada actual. Esta notacio´n permitira´ su aplicacio´n de ma-
nera recursiva en posteriores desarrollos.
Debido a la naturaleza del operador, la definicio´n anterior esta´ basada en la
entrada v(t) ∈ Cm[0, tE] del espacio de funciones continuas mono´tonas y defini-
das a trozos. Sin embargo se puede extender al espacio C[0, tE] de las funciones
continuas [22].
3.3. Modelo de Prandtl-Ishlinskii
Este modelo utiliza el operador play Fr[v](t) para describir la relacio´n entre la
salida yp y la entrada v:




Donde p(r) es una funcio´n de densidad que cumple p(r) ≥ 0 que se suele iden-
tificar de manera experimental y q es una constante positiva. El modelo de Prandtl-
Ishlinskii con la funcio´n de densidad, transforma entradas del espacio C[t0,∞) a
salidas sobre el espacio C[t0,∞), o en otras palabras, entradas continuas de tipo
Lipschitz pasan tambie´n a ser salidas continuas de tipo Lipschitz [21].
Este modelo se ha aplicado histo´ricamente para reducir los efectos de histe´resis
en actuadores piezoele´ctricos [81], y su idea principal se basa en la aplicacio´n de
numerosos operadores de tipo play de manera superpuesta para describir ciclos de
histe´resis con mayor o menor complejidad, como se observa en la Figura 3.2. En
su forma general este operador de histe´resis no puede describir ciclos de histe´resis
no sime´tricos.
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Figura 3.2: Relacio´n de corriente-desplazamiento para un modelo de Prandtl-Ishlinskii de cuatro
operadores. Cortesı´a de Kuhnen [50].
3.3.1. Funciones de densidad y umbral del modelo de Prandtl-
Ishlinskii cla´sico
En esta seccio´n se exploran las propiedades del modelo de Prandtl-Ishlinskii
ası´ como algunas caracterı´sticas para su aplicacio´n a actuadores de tipo SMA. La
funcio´n de densidad utilizada suele tener la siguiente forma:
p(r) = ρe−τ ·r (3.4)
Donde τ es una constante y ρ es una constante positiva. La funcio´n umbral del
operador play se elige del siguiente modo:
rj = cj j = 1, 2, 3, ..., n (3.5)
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Donde c es una constante positiva. Los para´metros del modelo cla´sico de Prandtl-





Donde yp es la respuesta del modelo de Prandtl-Ishlinskii , ym es el desplaza-
miento medido del actuador, M es el nu´mero de datos considerado y que refleja
tanto el ciclo mayor como el menor de histe´resis. El resultado J es la funcio´n de
error para el vector de para´metros {X} = {τ, ρ, q, c}. Para resolver el problema de
optimizacio´n se utilizan las restricciones:
ρ, q, c > 0
En [84], se proponen los siguientes valores, obtenidos experimentalmente me-
diante la toolbox de optimizacio´n de MATLAB®.
Tabla 3.1: Para´metros identificados del modelo cla´sico de Prandtl-Ishlinskii en un actuador SMA
de un hilo. Cortesı´a de Al Janaideh [84].
Para´metro Valor
c 4,8735
ρ 37,442 · 10−3
τ 17,120 · 10−3
q 0,02681
Estos valores se utilizara´n como punto de partida para las optimizaciones que
se realizara´n en capı´tulos posteriores.
3.4. Modificaciones del modelo de Prandtl-Ishlinskii
Por la propia naturaleza del operador play, el modelo de Prandtl-Ishlinskii so´lo
puede predecir un nu´mero limitado de ciclos sime´tricos de histe´resis. Sin embargo,
feno´menos como la saturacio´n no se pueden describir, el cual se presenta en actua-
dores SMA. Gracias al operador generalizado que se observa en la Figura 3.3 esto
es posible, ya que utiliza varias funciones distintas para describir las curvas de car-
ga y descarga del actuador. Este nuevo modelo propuesto por Brokate y Sprekels
[22] y Visintin [13] modifica el operador play de modo que permite describir junto
con el modelo de Prandtl-Ishlinskii histe´resis asime´tricas. Aunque se propuso hace
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ma´s de 80 an˜os au´n no ha sido explorado y validado.
Figura 3.3: Relacio´n entrada-salida del operador de histe´resis generalizado. Cortesı´a de Al Janaideh
[85].
El operador play generalizado es no lineal, donde un incremento de la entrada
v causa otro incremento en la salida w sobre la curva γl, mientras que un decreci-
miento en la entrada lleva a lo mismo sobre la curva γr. De este modo se pueden
describir ciclos asime´tricos de histe´resis. Ambas curvas γl y γr son funciones con-
tinuas y crecientes con γl ≤ γr [86]. Analı´ticamente, el operador generalizado para
cualquier entrada v(t) ∈ Cm[0, tE] queda definido por [13]:
F γlr[v](0) = f
γ
lr(v(0), 0) = w(0)





Para ti < t < ti+1 y 0 ≤ i ≤ N − 1
(3.7)
Donde:
fγlr(v, w) = ma´x(γl(v)− r,mı´n(γr(v) + r, w)) (3.8)
La notacio´n F γlr[v](t) hace referencia a la funcio´n F con las curvas γl(v) y γr(v)
como las de subida y bajada respectivamente. Esta funcio´n queda determinada por
la entrada v y el instante de tiempo t. Para su aplicacio´n recursiva, al igual que en
el caso anterior, se puede definir fγlr(v(t), F
γ
lr[v](ti)) en funcio´n de la salida anterior
y la entrada actual.
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3.4.1. Operador play generalizado sime´trico
Por simplicidad, tambie´n se puede estudiar el operador sime´trico, para lo cual
si ambas curvas γl y γr son una misma funcio´n que presenta simetrı´a impar se
puede expresar el operador como:
F γr [v](0) = f
γ
r (v(0), 0) = w(0)





Para ti < t < ti+1 y 0 ≤ i ≤ N − 1
(3.9)
Donde:
fγr (v, w) = ma´x(γ(v)− r,mı´n(γ(v) + r, w)) (3.10)
Adema´s γ : R→ R es una funcio´n de envoltura continua, impar y estrictamen-
te creciente.
El operador generalizado tiene las siguientes propiedades matema´ticas:
Satisface la condicio´n de Lipschitz. Siempre que la funcio´n γ sea continua y
exista una constante K > 0 tal que [87]:
||γ(x)− γ(y)|| ≤ K||x− y|| ∀x, y ∈ Rn, γ : Rn → Rm (3.11)
Independiente de la frecuencia. Si se cumple:
F γr [v] o ϕ = F
γ
r [v oϕ] (3.12)
Donde ϕ es una funcio´n continua y creciente ϕ : [0, T ] y que satisface ϕ(0) = 0
y ϕ(T ) = T .
Valores extremos del operador. Para una entrada v(t) ∈ C[0, T ] y r ≥ 0:
ma´x
t∈[0,T ]









3.4.2. Modelo generalizado de Prandtl-Ishlinskii independiente
de la frecuencia
El modelo generalizado se formula usando el operador sime´trico generalizado
F γlr[v](t) para dar la salida:
yγ(t) = qγ(v) +
∫ R
0
p(r)F γr [v](t)dr (3.14)
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Mediante el uso de este operador, el modelo de Prandtl-Ishlinskii se puede
adaptar para ser utilizado en diferentes actuadores con ciclos de histe´resis asime´tri-
cos. Para propo´sitos de control, es necesario que se exprese la ecuacio´n (3.14) de
manera discreta, para entradas de tipo v(k) ∈ C[0, T ], con k pertenecientes al inter-
valo k = 0, 1, 2, ...N = T/h y un paso discreto de taman˜o h:




Observacio´n 1: El operador play se puede considerar como un caso espe-
cial del operador generalizado, donde este operador (3.9)-(3.10) se reduce
al cla´sico siempre que se utilicen ambas funciones de envoltura ide´nticas:
γl(v) = γr(v) = v.
Observacio´n 2: El modelo cla´sico de Prandtl-Ishlinskii es un caso especial del
modelo generalizado. Considerando γl(v) = γr(v) = v, el modelo generaliza-
do se reduce al cla´sico descrito en (3.3).
Observacio´n 3: El operador play generalizado de histe´resis tiene un efecto de
memoria no local, donde la salida del operador depende del valor actual de
la entrada y tambie´n de los valores anteriores de salida.
Esta nueva forma de expresar el operador, permite aplicarlo de manera super-
puesta en el bucle de control (en su forma inversa), segu´n se observa en la Figu-
ra 3.4.
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Figura 3.4: Aplicacio´n del operador de Prandtl-Ishlinskii, como superposicio´n de operadores ele-
mentales. Cortesı´a de Rakotondrabe [88].
3.4.3. Operador play generalizado dependiente de la frecuencia
La dependencia de la frecuencia de la salida se caracteriza introduciendo un
umbral dina´mico r¯ en el operador generalizado de Prandtl-Ishlinskii . El operador
resultante modificado puede describir los ciclos asime´tricos de histe´resis depen-
dientes de la frecuencia [84]. Este operador se puede expresar analı´ticamente para
entradas v(t) ∈ Cm[0, tE] como:
F γr¯ [v](0) = f
γ
r¯ (v(0), 0) = w¯(0)





Para ti < t < ti+1 y 0 ≤ i ≤ N − 1
(3.16)
Donde:
fγr¯ (v, w¯) = ma´x(γ(v)− r¯,mı´n(γ(v) + r¯, w¯)) (3.17)
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3.4.4. Modelo generalizado de Prandtl-Ishlinskii dependiente de
la frecuencia
El modelo generalizado de Prandtl-Ishlinskii dependiente de la frecuencia se
formula integrando el operador anterior junto con la funcio´n de densidad p(r¯). La










Donde n es el nu´mero de operadores generalizados independientes de la fre-
cuencia.
3.5. Modelo de Prandtl-Ishlinskii para actuadores SMA
Los resultados experimentales que muestra Janaideh [84] con las caracterı´sti-
cas de histe´resis de distintos actuadores inteligentes, son las que se observan en
la Tabla 3.2. En el caso de los actuadores SMA, pueden presentar ciclos sime´tricos
o asime´tricos dependiendo de la frecuencia y temperatura a la que este´n someti-
do. Puesto que son los que se utilizara´n para el desarrollo de la presente tesis, es
necesario determinar la metodologı´a de Prandtl-Ishlinskii que se aplicara´ para su
modelado ası´ como para la inversio´n del modelo para el caso de control.
Para poder reflejar las propiedades de no simetrı´a y saturacio´n se utilizara´ el
modelo de Prandtl-Ishlinskii generalizado con unas funciones de envoltura que
recojan el efecto de saturacio´n, las cuales se estudiara´n posteriormente.
De manera general, los modelos de Prandtl-Ishlinskii se pueden aplicar para
caracterizar ciclos sime´tricos, asime´tricos, dependientes de la frecuencia, etc. Los
cuales se resumen en la Tabla 3.3. En lo sucesivo, se considerara´ el me´todo gene-
ralizado de Prandtl-Ishlinskii como el adecuado para las tareas de control de ac-
tuadores SMA, principalmente por sus caracterı´sticas de saturacio´n y no simetrı´a,
descartando el dependiente de la frecuencia por an˜adir una complejidad que los
actuadores SMA no presentan.
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Tabla 3.2: Propiedades experimentales de histe´resis de varios actuadores inteligentes. En funcio´n











Piezocera´mico 3 3 3 7 7
Magnetostrictivo 3 3 7 3 3
SMA 3 — 3 3 3
Tabla 3.3: Propiedades de histe´resis de las diversas variantes del modelo de Prandtl-Ishlinskii. Cor-





Dep. frec. Sime´trico No
sime´trico
Saturacio´n
Cla´sico PI 3 7 3 7 7
PI dep. de la frec. 3 3 7 3 7
PI Generalizado 3 7 3 3 3
PI Gen. dep. frec. 3 3 3 3 3
3.6. Modelo inverso generalizado de Prandtl-Ishlinskii
La inversio´n de este modelo se expresa nume´ricamente de la siguiente forma:{







rˆj [v](k)) para v˙(k) ≥ 0







rˆj [v](k)) para v˙(k) ≤ 0
(3.20)
Donde
F+rˆj [v](k)) = ma´x(v(k)− r, w(k))
F−rˆj [v](k)) = mı´n(v(k) + r, w(k))
(3.21)
Si la funcio´n de envoltura presenta las caracterı´sticas de simetrı´a impar y con-
tinuidad nombradas anteriormente, se puede simplificar a:
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Donde basados en la descripcio´n previa del modelo generalizado de Prandtl-
Ishlinskii, los para´metros de esta funcio´n inversa siguen el modelo cla´sico y se





rˆj = qrj +
j−1∑
i=1
pi(rj − ri) (3.24)









Este me´todo sera´ el que se aplique en forma de control en prealimentacio´n para
disminuir los efectos de histe´resis en la SMA en posteriores capı´tulos.
3.7. Adaptacio´n a actuadores SMA
Para adaptar el modelo generalizado de Prandtl-Ishlinskii a la histe´resis pre-
sente en los actuadores SMA se deben ajustar y modificar las funciones de densi-
dad, umbrales y principalmente las envolturas utilizadas tanto para parte de carga
como para la descarga del actuador. Por ello se necesitan definir funciones que
cumplan con las caracterı´sticas de saturacio´n y sobre todo que sean invertibles.
3.7.1. Funciones de envoltura
El modelo de Prandtl-Ishlinskii , viene determinado en gran medida por la elec-
cio´n de las funciones de envoltura utilizadas, y es por ello por lo que es necesario
encontrar unas funciones que satisfagan las condiciones anteriores y que adema´s
se parezcan a las propiedades que se desean reflejar en el modelado.
Los actuadores de tipo SMA, tienen entre muchas otras caracterı´sticas la de sa-
turacio´n a partir de un determinado valor de temperatura. Las funciones conven-
cionales de envoltura no reflejan este comportamiento, y por ello no funcionara´n
correctamente en los extremos de control, por lo que es necesario otra funcio´n ade-
cuada para este propo´sito.
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Para el operador generalizado se sugieren las funciones siguientes, las cuales
son invertibles:
γr(v) = a0tanh(a1v + a2) + a3
γl(v) = b0tanh(b1v + b2) + b3
(3.26)
Donde a0 > 0, a1 > 0, a2, a3, b0 > 0, b1 > 0, b2, b3 son constantes que se identifi-
cara´n utilizando los datos experimentales.
3.8. Identificacio´n de los para´metros
La parte fundamental de esta seccio´n se centra en buscar los para´metros que
conforman el modelo de Prandtl-Ishlinskii mediante te´cnicas de optimizacio´n que
ajusten el modelo experimental al teo´rico. Considerando el problema de ca´lculo de
la distancia euclı´dea entre los conjuntos de puntos que representan la histe´resis del
actuador (desplazamiento vs posicio´n) modelada y medida experimentalmente (la
cual adema´s esta´ contaminada por ruido y valores atı´picos), la solucio´n propuesta
debe converger a un mı´nimo global, consiguiendo que ambos conjuntos se parez-
can lo mejor posible.
3.8.1. Optimizacio´n
De forma gene´rica, la optimizacio´n intenta resolver una serie de problemas en
los cuales se intenta elegir el mejor candidato de entre un conjunto de elementos
del espacio de bu´squeda. Lo que se intenta resolver, expresado de la forma ma´s
simple es:
min f(x)
x ∈ Ω ⊆ Rn (3.27)
Donde x puede ser un vector de n variables y representa las variables de decisio´n,
f(x) es lo que se denomina funcio´n objetivo y representa la calidad de las solucio-
nes. Por u´ltimo, Ω es el conjunto de restricciones que se le aplican a las soluciones
posibles del problema.
Para el caso estudiado la funcio´n objetivo a optimizar es el error en te´rminos
de semejanza entre los datos observados y los obtenidos para unos para´metros
60 Capı´tulo 3. Modelo de Prandtl-Ishlinskii
determinados. El espacio de bu´squeda varı´a entre cada problema en particular, y
se definira´ para cada caso.
3.8.2. Evolucio´n Diferencial
De entre todos los me´todos de optimizacio´n, el que se aplicara´ de aquı´ en
adelante es el de Evolucio´n Diferencial (ED), el cual pertenece a la categorı´a de
computacio´n evolutiva, y que principalmente se aplica a problemas complejos y se
caracteriza por encontrar soluciones de calidad en tiempos relativamente pequen˜os.
Adema´s este tipo de me´todos se conocen como metaheurı´sticos, ya que no nece-
sitan ningu´n conocimiento del problema en sı´ a resolver y son capaces de buscar
en espacios de soluciones muy grandes. Por contra este tipo de me´todos no ga-
rantizan una solucio´n o´ptima, ya que no se puede demostrar la optimalidad de la
solucio´n encontrada.
La principal ventaja por la que se elige este me´todo es que no es necesario utili-
zar funciones continuas, derivables y sin ruido, adema´s no necesita que la funcio´n
a optimizar sea derivable, como es el caso de los me´todos cla´sicos basados en el
gradiente y que no cumple el problema planteado.
El uso de estrategias evolutivas son una decisio´n correcta en problemas de op-
timizacio´n global como funciones multimodales con varios mı´nimos locales. Estos
optimizadores son probabilı´sticos, evitando el ca´lculo de derivadas para estimar la
solucio´n del problema de correspondencia. El uso de este tipo de algoritmos ha si-
do ampliamente utilizado en problemas de localizacio´n 3D como Martı´n-Monar et
al.[89] o Moreno et al.[90], pero en el campo de identificacio´n de sistemas no linea-
les no esta´n tan extendidos, aunque trabajos como el de Mei-Ju et al.[91] utilizan
otras te´cnicas como la optimizacio´n basada en filtro de partı´culas para esta iden-
tificacio´n, o una combinacio´n de programacio´n cuadra´tica y algoritmos gene´ticos
como utiliza Farrokh et al.[92].
Todos los algoritmos evolutivos evolucionan hasta conseguir el valor mı´nimo
de la funcio´n de coste. El disen˜o de esta funcio´n determina el rendimiento del
optimizador, pero en todos los casos representa el error de similitud entre ambos
conjuntos de puntos. El me´todo se basa en una poblacio´n que representa un mo-
delo de histe´resis de Prandtl-Ishlinskii mediante un conjunto de seis para´metros.
Este conjunto se define como miembro de la poblacio´n, donde cada para´metro co-
rresponde a uno de los genes del candidato. Se pueden enumerar como se muestra
en la Tabla 3.4.
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Tabla 3.4: Definicio´n de los genes de cada elemento de la poblacio´n.
FORMULACIO´N DE LA POBLACIO´N
Sı´mbolo Descripcio´n Sı´mbolo Descripcio´n
a0 Coef. funcio´n env. a1 Te´rmino ind. funcio´n env.
c Coef. funcio´n umbral ρ Coef. funcio´n densidad
τ Coef. funcio´n densidad q Multiplicador entrada
Ası´ que la poblacio´n evolucionara´ hasta encontrar estos valores que minimicen
el error de la funcio´n de coste, esta bu´squeda se realiza utilizando el algoritmo ED,
presentado por Storn y Price [93]. En esta seccio´n los principios ba´sicos de este
algoritmo se explican, pero si el lector desea profundizar en el problema, puede
encontrar una descripcio´n detallada en el Ape´ndice B.
Para la aplicacio´n de este me´todo, en primer lugar, se debe desarrollar un en-
sayo experimental que sirva como referencia para el ca´lculo del error sobre cada
miembro de la poblacio´n, y que se considera como ya obtenido en lo restante. El
pseudoco´digo aplicado se muestra en el Algoritmo 1.
La bu´squeda comienza con una poblacio´n de NP candidatos donde cada uno
representa una posible solucio´n. Como se explico´ anteriormente, cualquier ciclo















donde el subı´ndice i representa el nu´mero de elemento y el su´per ı´ndice k la ite-
racio´n. La poblacio´n inicial puede ser estoca´stica sobre el modelo inicial o forzado
a algu´n valor ya estimado. Sin duda, la seleccio´n de un buen modelo de histe´resis
consistira´ en una ra´pida y mejor convergencia a medida que el nu´mero de iteracio-
nes aumenta. Para cada candidato inicial se le asocia un valor de coste evaluando
la funcio´n (Lı´nea #3). La descripcio´n completa de la funcio´n de coste se presen-
ta en la siguiente seccio´n. El bucle principal empieza en la Lı´nea #5 y se ejecuta
hasta que el nu´mero ma´ximo de iteraciones max iterations se alcanza. Sin embar-
go, este bucle puede terminar si el valor de convergencia de la Lı´nea #20 se cumple.
Para cada iteracio´n k se lleva a cabo una bu´squeda, que empieza en la Lı´nea #6 y
genera una nueva poblacio´n para la siguiente iteracio´n. Para encontrar la solucio´n
o´ptima, los candidatos se perturban produciendo una variacio´n vi para cada uno
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Algoritmo 1 Evolucio´n Diferencial. Computa los para´metros de histe´resis de un ensayo
utilizando optimizacio´n evolutiva.
Require: Modelo experimental de referenciaM
1: for (i = 1 : NP ) do . Inicializacio´n de la poblacio´n
2: pop1i ⇐ init population(data initial pose) . Primera generacio´n de
poblacio´n
3: error0[i]⇐ fitness(M,V , pop1i ) . Primer ca´lculo de la funcio´n de coste
4: end for
5: for (k = 1 : max iterations) do
6: for (i = 1 : NP ) do
7: vki ⇐ popka + F · (popkb − popkc ) . Mutacio´n
8: for (j = 1 : D) do . D = Dimensio´n del candidato
9: uki,j ⇐ vki,j,∀pki,j < Crossover . Cruce
10: uki,j ⇐ popki,j,∀pki,j ≥ Crossover
11: end for
12: errork[i]⇐ fitness(M,V , popki ) . Computa el nuevo coste
13: if (ek[i] < ek−1[i] · τ) then . Seleccio´n con el umbral τ
14: popk+1i ⇐ uki,j
15: end if
16: end for
17: indexbest ⇐ minimum(ek) . Encuentra el mejor candidato
18: bestenergy ⇐ popk[indexbest] . Actualiza el mejor candidato
19: if (convergence(bestenergy) is true) then . Condicio´n de convergencia
20: return (bestenergy, k) . Devuelve el candidato o´ptimo
21: end if
22: end for
23: return (bestenergy, k) . Devuelve el mejor candidato encontrado
segu´n la siguiente fo´rmula:
vki = pop
k
a + F · (popkb − popkc ) (3.29)
donde popka, popkb y pop
k
c son tres candidatos aleatorios seleccionados en cada itera-
cio´n k. Los ı´ndices a, b y c son siempre diferentes al actual, i. La constante F es un
nu´mero real, que representa un factor de amplificacio´n que determina la intensi-
dad de las variaciones diferenciales (popkb − popkc ) y, como consecuencia, el ratio de
evolucio´n de la poblacio´n. Tiene un valor empı´rico en el rango (0, 1+), pero no ha
sido demostrado todavı´a que F > 1 consiga la solucio´n o´ptima del problema de
optimizacio´n. Es factible resolver problemas con F > 1, pero cada caso es mejor
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resuelto con mejore rendimiento del algoritmo para valores F < 1. Adema´s, el va-
lor de F = 1 no tiene sentido, ya que se empobrece la bu´squeda. Dependiendo de
estos tres elementos seleccionados durante el proceso de perturbacio´n, se encon-
trara´n diferentes resultados 1.
Uno de las caracterı´sticas ma´s valoradas de las estrategias evolutivas es la sen-
cillez de controlar y cambiar el comportamiento del proceso evolutivo. En este
punto, los algoritmos basados en ED amplı´an la diversidad de la poblacio´n utili-





i,2, . . . , u
k
i,D) (3.30)
donde cada para´metro depende de la probabilidad de cruce dada por:
uki,j =
{
vki,j si pki,j < Cr
popki,j en otros casos
(3.31)
Se selecciona un valor aleatorio en el intervalo [0, 1] sobre pki,j para cada uno de
los para´metros j del candidato i en la iteracio´n k, y se actualiza para cada vector de
prueba i. Ası´ que cada nuevo candidato uki,j se compara con popki (Lı´nea #13) para
establecer cual es mejor y pasar a ser un miembro de la siguiente generacio´n k+ 1.
En caso de que la evaluacio´n del elemento uki,j sobre la funcio´n de coste devuel-
va un resultado mejor que la poblacio´n actual popki , se reemplazara´ por uki,j (Lı´nea
#14). En caso contrario, el miembro actual se mantiene hasta la siguiente genera-
cio´n. Por u´ltimo, el mejor ı´ndice y valor de energı´a se actualizan hasta la siguiente
iteracio´n (Lı´neas #17-18). Si este valor de energı´a satisface el criterio de convergen-
cia se terminara´ el bucle, sino se continuara´ hasta la siguiente iteracio´n.
Como resultado, este algoritmo devuelve el mejor candidato encontrado des-
pue´s de k iteraciones requeridas para cumplir el criterio de convergencia, por lo
que se obtiene el mejor modelo de histe´resis que se asemeja a la obtenida experi-
mentalmente (Lı´nea #23).
3.8.3. Funcio´n de coste
Las funciones a utilizar para el caso de estudio son de un u´nico objetivo a opti-
mizar. Puesto que la calidad de las soluciones variara´ dependiendo de esta eleccio´n,
es el punto ma´s importante a tener en cuenta en el problema de optimizacio´n.
1El Ape´ndice B explica en profundidad el funcionamiento del algoritmo ED.
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Los dos tipos de funcio´n de coste que se plantean son las ma´s utilizadas para
este tipo de optimizaciones, presentando cada una de ellas una serie de ventajas e
inconvenientes. Adema´s se pueden combinar entre sı´ [94] para disen˜ar otras nue-
vas funciones.
Suma de las diferencias cuadra´ticas (Norma L2):
El coste en este caso viene dado por las diferencias cuadra´ticas entre todos los
puntos observados experimentalmente y los obtenidos en la iteracio´n corres-
pondiente del algoritmo ED. Esta funcio´n tiene la peculiaridad de penalizar
mucho a los puntos lejanos a la solucio´n, de modo que para ciertos proble-






Donde fobs, es la salida de histe´resis observada, mientras que fgen es la ob-
tenida en la generacio´n actual del algoritmo evolutivo, y N es el nu´mero de
elementos de las muestras.
Suma de las diferencias absolutas (Norma L1):
A diferencia del caso anterior, el coste en este caso viene determinado por
la diferencia en valor absoluto entre las funciones de histe´resis observadas y
calculadas. La penalizacio´n del coste para puntos cercanos a los candidatos a
solucio´n no es tan severa como en el caso anterior.
Computacionalmente es menos costoso hacer un valor absoluto a un produc-






De forma general la norma L2 es ma´s ra´pida en el ajuste, mientras que L1 es
ma´s precisa, pero se decidio´ hacer una serie de pruebas para determinarlo de
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manera empı´rica. Tras ellas, se eligio´ la funcio´n de coste basada en las dife-
rencias cuadra´ticas. Esta decisio´n surge de un compromiso entre la calidad
de los resultados y el tiempo de co´mputo. En concreto utilizando dicha fun-
cio´n, la calidad del ajuste (en te´rminos de funcio´n de coste) mejoraba en un








El modelo Bouc-Wen es una metodologı´a de modelado de sistemas que pre-
sentan histe´resis de algu´n tipo, cuyo comienzo es el temprano artı´culo de Bouc
[95], donde se propusieron una serie de funciones que describı´an el feno´meno de
la histe´resis. Como se observa en la Figura 4.1 para una misma abscisa x = x0 se
tendrı´an varı´as ordenadas, esto indica que F es una funcio´n que depende de su
estado anterior adema´s de las entradas para ese instante de tiempo. Si se considera
que x es una funcio´n del tiempo, el valor de la fuerza en ese instante dependerı´a
del valor del desplazamiento x en ese instante de tiempo, pero tambie´n de los va-
lores en instantes anteriores.
Figura 4.1: Fuerza en funcio´n del desplazamiento para una funcio´n con histe´resis. Cortesı´a de
Ikhouane et al.[3].
Este tipo de funciones con la forma definida en la figura anterior, es lo que
en la literatura actual se denomina rate-independent property. Los sistemas con esta
propiedad poseen una memoria persistente del pasado, despue´s de que los tran-
sitorios hayan desaparecido. Si una variable de entrada x describe un ciclo desde
x0 a x1 de ida y vuelta, la salida F(x) podrı´a tener un valor F0 inicial, y otro dis-
tinto F2 al finalizar. Los valores de F(x) dependen de los puntos por donde x ha
transcurrido, pero no de la tasa de cambio o frecuencia de x [96]. Muchos autores
definen la histe´resis, como aquella que tiene esta propiedad [13].
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Para definir la forma de F , Bouc en [95] consigue agrupar numerosos trabajos
















+ F(t) = p(t) (4.2)




Las ecuaciones (4.1) y (4.2) describen un oscilador armo´nico con histe´reris. Para
este sı´mil basta considerar p(t) como la fuerza de excitacio´n del sistema (depen-
diente del tiempo), F(t) la fuerza restauradora del sistema y x el desplazamiento
del mismo.
Tal y como se muestra en la ecuacio´n (4.1), la fuerza restauradora depende de
la posicio´n, estado, y si se encuentra en un estado de carga o descarga, etc. Estas
caracterı´sticas hacen que el sistema presente una histe´resis de tipo Bouc, y sera´ la
que se considerara´ a partir de ahora (oscilador armo´nico con un muelle).
El problema reside ahora en lo que Bouc en [95] hace denotar la dificultad de
dar una solucio´n explı´cita para la Ecuacio´n (4.1), debido a la no linealidad de la
funcio´n g. Por esta razo´n el autor propone el uso de una variante de la integral de
Stieltjes [97] para definir esta funcio´n F .
F(t) = µ2x(t) +
∫ t
β
F (V ts ) dx(s) (4.3)
donde β ∈ [−∞,+∞) es el instante de tiempo posterior a la definicio´n del des-
plazamiento y la fuerza. El te´rmino V ts es la variacio´n total de x en el intervalo de
tiempo [s, t]. La funcio´n F es elegida de forma que se satisfagan algunas propieda-
des matema´ticas compatibles con la propiedad de histe´resis. El siguiente ejemplo





−αiu αi > 0 (4.4)
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∣∣∣∣Zi − Aidxdt = 0 (4.6)
Las ecuaciones (4.5) y (4.6) son lo que ahora se conoce como modelo de Bouc.
Adema´s la ecuacio´n (4.6) se extendio´ en la referencia [98] para describir fuerzas
restauradoras con histe´resis de la siguiente forma:
z˙ = −α|x˙|zn − βx˙|zn|+ Ax˙ para n impar (4.7)
z˙ = −α|x˙|zn−1|z| − βx˙zn + Ax˙ para n par (4.8)
Las ecuaciones (4.7) y (4.8) constituyen la versio´n ma´s temprana de lo que ac-
tualmente se conoce como el modelo de Bouc-Wen.
4.2. Estabilidad BIBO
Segu´n la definicio´n dada en [99], sean u(t), y(t), h(t) la entrada, la salida y la
respuesta impulso de un sistema respectivamente. Si el sistema se encuentra ini-
cialmente en reposo, se dice que un sistema tiene estabilidad BIBO (Bounded-Input
Bounded-Output), si para una entrada acotada, la salida tambie´n es acotada. El si-
guiente ana´lisis matema´tico encuentra las condiciones que debe cumplir el sistema
para que sea BIBO estable. La salida del sistema se relaciona con u(t) y h(t) a trave´s




u(t− τ)h(τ) dτ (4.9)
La definicio´n de estabilidad BIBO establece que la salida debe ser acotada; es





∣∣∣∣ ≤ ∫ t
0
|u(t− τ)||h(τ)| dτ (4.10)
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|h(τ)| dτ ≤ N (4.12)
∫ t
0
|h(τ)| dτ ≤ Q (4.13)
La condicio´n anterior indica que para que el sistema sea BIBO estable se debe
cumplir que el a´rea bajo la curva |h(t)| debe ser finita. El ana´lisis se concentra aho-
ra en encontrar bajo que´ condiciones la integral anterior tendra´ un a´rea finita. Tal
y como se demuestra en [100], el a´rea de la respuesta a impulso es infinita. Dicha
conclusio´n viola el requisito de estabilidad BIBO de que el a´rea deba ser finita, lo
que lleva a concluir que para que exista estabilidad BIBO necesariamente los polos
del sistema deben estar en el semiplano izquierdo.
Se dice que un sistema es inestable si no es estable en el sentido BIBO.
4.3. Consideraciones preliminares
Cuando se utiliza el modelo Bouc-Wen para la descripcio´n de una histe´resis,
puede ocurrir que la similitud con los datos reales sea muy buena, pero esto no
necesariamente significa que se hayan conservado una serie de propiedades fı´si-
cas inherentes a los datos reales, que adema´s son independientes de la sen˜al de
excitacio´n del sistema. Es por ello por lo que a continuacio´n se presentan dos pro-
piedades que son compartidas por la mayorı´a de los sistemas meca´nicos y estruc-
turales con histe´resis y en algunos sistemas con histe´resis de tipo magne´tico, y que
debera´n estar consideradas en el modelo Bouc-Wen de un sistema real.
Propiedad 1: En este tipo de sistemas se observan sen˜ales acotadas tanto en
la entrada como en la salida, o lo que es lo mismo, presentan estabilidad de
tipo BIBO. Esta propiedad es observada en sistemas meca´nicos y magne´ticos,
siendo estables en lazo abierto.
Propiedad 2: Considerando que x es el desplazamiento de un sistema meca´ni-
co de un grado de libertad, conectado a un elemento o dispositivo que sumi-
nistre una fuerza “restauradora” φs(x) al sistema. Este elemento o dispositivo
contribuira´ a disipar la energı´a meca´nica del sistema, tal y como se observa
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en la pra´ctica. Por lo tanto el modelo Bouc-Wen debera´ reproducir esta disi-
pacio´n de energı´a, para representar adecuadamente el comportamiento fı´sico
de sistemas reales.
Una vez planteadas estas dos propiedades, se presenta, para ilustrar esta situa-
cio´n, el ejemplo de la Figura 4.2, donde aunque tiene estabilidad de tipo BIBO, no
se disiparı´a la energı´a meca´nica del sistema. Esto significa que, aunque este mode-
lo puede aproximarse muy bien a una histe´resis real, puede que no represente el
comportamiento de la histe´resis para cualquier tipo de entrada.
Figura 4.2: Ejemplo de modelo Bouc-Wen que no disipa energı´a. Cortesı´a de Ikhouane et al.[3].
4.4. El modelo Bouc-Wen
Considerando un sistema fı´sico, con una componente de histe´resis que se pue-
de representar por un mapa x(t) → φs(x)(t), donde φs se refiere a la histe´resis
real. Entonces el modelo Bouc-Wen que representara´ la histe´reris tiene la siguiente
forma:
φBW (x)(t) = αkx(t) + (1− α)Dkz(t) (4.14)
z˙ = D−1(Ax˙− β|x˙||z|n−1z − γx˙|z|n) (4.15)
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Donde z˙ denota la derivada temporal, n > 1, D > 0, k > 0 y 0 < α < 1. Tambie´n se
considera β + γ 6= 0.
Obviando las demostraciones matema´ticas correspondientes, presentadas por
Rodellar et al.[3], se pueden acotar los modelos de Bouc-Wen con estabilidad de
tipo BIBO en la Tabla 4.1, donde Ω representa el espacio de posibles valores que
puede tomar el conjunto de variables del modelo.
Tabla 4.1: Clasificacio´n de los modelos Bouc-Wen con estabilidad tipo BIBO. Cortesı´a de Ikhouane
y Rodellar [3].
Caso Ω Cota superior de |z(t)| Clase
A > 0, β + γ > 0, β − γ ≥ 0 R max(|z(0)|, z0) I
A > 0, β − γ < 0, β ≥ 0 [−z1, z1] max(|z(0)|, z0) II
A < 0, β − γ > 0, β + γ ≥ 0 R max(|z(0)|, z1) III
A < 0, β + γ < 0, β ≥ 0 [−z0, z0] max(|z(0)|, z1) IV
A = 0, β + γ > 0, β − γ ≥ 0 R |z(0)| V
El resto de casos ∅
Una clase se compone de un rango de para´metros del modelo de Bouc-Wen,
adema´s de un rango para la condicio´n inicial z(0). Para determinar si la salida z(t)
esta´ acotada, so´lo se observara´n los para´metros A, γ, β y n. Adema´s, es indepen-
diente que la entrada este´ acotada para que la salida tambie´n lo este´ (si x(t) es C1,
la salida siempre estara´ acotada si el conjunto Ω no es vacı´o y z(0) ∈ Ω).
Por u´ltimo, Ikhouane y Rodellar en [3] junto con Erlicher et al.[101] demuestran
que la clase I es la u´nica que adema´s de ser estable de tipo BIBO, es compatible con
el comportamiento de los sistemas reales. Adema´s es la u´nica clase consistente con
las leyes de la termodina´mica en cualquier sistema y por ello, en lo restante, sera´ la
considerada para fines de identificacio´n y parametrizacio´n.
4.5. Tipo de sen˜ales de entrada
En esta seccio´n se pretende definir un tipo de sen˜al de entrada, para la cual
la salida de histe´resis Bouc-Wen tiende asinto´ticamente a una solucio´n perio´dica.
Adema´s se dara´ la expresio´n matema´tica de esta solucio´n.
Se considerara´n las sen˜ales de entrada x(t) continuas en el intervalo [0, +∞) y
perio´dicas en el tiempo, como se observa en la Figura 4.3. Adema´s se supondra´ que
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las funciones tendra´n la primera derivada continua en todo el intervalo, con una
posible discontinuidad en el valor Xmax, cambiando en ese punto el signo de la
derivada.
Figura 4.3: Forma general de las sen˜ales de entrada. Cortesı´a de Ikhouane et al.[3].
Este tipo de entradas es denominado como wave T-periodic y se demuestra en [3]
que para este tipo de sen˜ales de entrada, el modelo Bouc-Wen converge asinto´tica-
mente a una solucio´n perio´dica de perı´odo T, para el caso del oscilador armo´nico
estudiado.
4.6. El modelo de Bouc-Wen normalizado
El comportamiento del modelo Bouc-Wen no se describe por un so´lo conjunto
de para´metros {α, k,D,A, β, γ, n} tal y como explica [3]. Un inconveniente de esta
propiedad se ve reflejado en los procedimientos de identificacio´n que utilizan da-
tos de entrada-salida, no pueden determinar dichos para´metros.
Para hacer frente a este problema, los usuarios de este modelo a veces fijan algunos
para´metros a valores arbitrarios. Por ejemplo en [102] el coeficiente (1 − α)Dk de
z(t) de la ecuacio´n (4.14) se fija a uno, y el para´metro D tambie´n es fijado a este
mismo valor. Otros autores comparan la forma del ciclo lı´mite, en vez de compa-
rar los valores identificados con los reales, tal y como se puede observar en [35].
Este feno´meno hace muy difı´cil comparar los resultados de diferentes te´cnicas de
identificacio´n comparando los para´metros que se obtienen. Es por este motivo por
el cual es necesario elaborar un modelo equivalente que defina de forma unı´voca
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el comportamiento de entrada-salida de este modelo, de modo que a su vez per-
mita comparar diversos me´todos de identificacio´n. Para este propo´sito, se define





Con este cambio es posible reescribir el modelo formulado en las ecuaciones (4.14)
y (4.15) a:
φBW (x)(t) = kxx(t) + kww(t) (4.17)









kx = αk > 0, kw = (1− α)Dkz0 > 0
(4.19)
Una vez expresado este nuevo modelo con tan so´lo cinco variables, y completa-
mente equivalente al anterior, sera´ mucho ma´s sencilla la tarea de identificacio´n de
los cinco para´metros que definen completamente este nuevo modelo Bouc-Wen,
teniendo en cuenta que w(0) = z(0)/z0.
Para este nuevo caso, el modelo de Bouc-Wen estable de Clase I queda reflejado
en la Tabla 4.2, donde adema´s se muestran las caracterı´sticas que deben cumplir
sus variables para que el sistema presente una estabilidad BIBO.
Tabla 4.2: Clasificacio´n de los modelos Bouc-Wen normalizados con estabilidad tipo BIBO y com-
patibles con los sistemas fı´sicos reales. Cortesı´a de Ikhouane et al.[3].
Caso Ω Cota superior de |w(t)| Clase
σ ≥ 1
2
R max(|w(0)|, 1) I
4.7. Integracio´n del modelo Bouc-Wen
Suponiendo el caso σ ≥ 1
2
, se definen las siguientes funciones ϕ−σ,n, ϕ+σ,n, ϕσ,n que
servira´n de ayuda para integrar la ecuacio´n (4.18), donde w ∈ (−1, 1). La funcio´n





1 + σ|u|n−1u+ (σ − 1)|u|n (4.20)











Por otro lado, todos los atributos de la funcio´n ϕ+σ,n muestran que se trata de




σ,n(−1),+∞)→ [−1, 1) (4.23)
Por otro lado, la funcio´nϕ−σ,n es tambie´n una biyeccio´n de (−1, 1] a (−∞, ϕ−σ,n(1)],
por lo que su inversa queda definida de la siguiente forma:
ψ−σ,n : (−∞, ϕ−σ,n(1)]→ (−1, 1] (4.24)
Para el caso de la funcio´n ϕσ,n, se puede demostrar que es creciente en el inter-
valo (−1, 1) desde −∞ a +∞, ası´ que es una biyeccio´n del intervalo (−1, 1) a R. Su
inversa se denota como:
ψσ,n : R→ (−1, 1) (4.25)
De este modo, el modelo Bouc-Wen se puede definir mediante sus curvas de
carga y descarga segu´n las siguientes expresiones:




σ,n[−ψσ,n(ρ(Xmax −Xmin))] + ρ(x−Xmin)) (4.26)
φ¯uBW (x) = kxx− kwψ+σ,n(ϕ+σ,n[−ψσ,n(ρ(Xmax −Xmin))]− ρ(x−Xmax)) (4.27)
Donde la sen˜al de entrada x ∈ [Xmin, Xmax] y las funciones φ¯lBW (x) y φ¯uBW (x)
definen el ciclo lı´mite del histe´resis y son C∞ en el intervalo [Xmin, Xmax].
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4.8. Identificacio´n del modelo Bouc-Wen normalizado
Debido a la complejidad del modelo es necesario definir una estrategia de iden-
tificacio´n que, basa´ndose en datos experimentales sea capaz de identificar los cinco
para´metros del modelo normalizado. Para ello se utilizara´ la te´cnica ED, ya presen-
tada en la seccio´n 3.8.
Las cinco variables a identificar hacen que las soluciones reales sean muy com-
plejas e incluso en algunos casos imposibles de conseguir, ya que muchas se basan
en me´todos experimentales que en la pra´ctica son difı´ciles de recrear. Es por ello
por lo que me´todos evolutivos de optimizacio´n son los adecuados a aplicar, para
simplificar y hacer factible la resolucio´n del problema planteado, tal y como se pre-
sentaron en el capı´tulo anterior.
Los para´metros que se desean ajustar son los del modelo Bouc-Wen normali-
zado (que se encuentra en las expresiones (4.16)-(4.18)): ρ, σ, kx, ky, n, con una serie
de restricciones del espacio de bu´squeda ası´ como unas condiciones iniciales de-
terminadas:
ρ > 0 σ > 1
2
kx > 0 kw > 0 n > 1 (4.28)
Adema´s la condicio´n inicial debe cumplir |w(0)| 6 1, entonces segu´n se de-
muestra en [3] |w(t)| 6 1 para todo t > 0.
4.8.1. Estrategia de optimizacio´n
Una vez definidos los para´metros a optimizar, lo que se pretende es que, el al-
goritmo de ED, genere la salida teo´rica para cada individuo de la poblacio´n con los
para´metros de esa iteracio´n. El proceso de ca´lculo de la salida de histe´resis es muy
costoso computacionalmente ya que se requiere integrar la funcio´n ω˙(t) mediante
las herramientas ya explicadas en la Seccio´n 4.7.
w˙ = ρ(x˙− σ|x˙(t)||w(t)|n−1w(t) + (σ − 1)x˙(t)|w(t)|n)
Para este proceso, al no existir una primitiva directa, se procede a la utiliza-
cio´n de me´todos nume´ricos en el ca´lculo de estas integrales. En concreto lo que se
implemento´ fue la creacio´n de unas lookup table o tablas de consulta (LUT) carga-
das en memoria, de modo que la evaluacio´n de una integral quede reducida a la
bu´squeda en una simple matriz. Por ello, la resolucio´n de las integrales definidas
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se realiza de manera mucho ma´s eficaz y ra´pida, lo cual se detallara´ posteriormen-
te.
Una vez calculada la salida de histe´resis teo´rica, cada individuo de la pobla-
cio´n computara´ el coste. La funcio´n que se optimizara´ sera´ el error o diferencia con
los datos reales observados. De este modo se ira´n calculando los para´metros de la
funcio´n que ma´s se asemeje a la observada en la experimentacio´n.
4.8.2. Funciones de coste
De manera ana´loga a las propuestas en la seccio´n 3.8.3, en este caso de elige la
funcio´n de coste basada en las diferencias cuadra´ticas. Esta decisio´n surge de un
compromiso entre la calidad de los resultados y el tiempo de co´mputo. En concreto
el tiempo aumentaba un 2 %, mientras que la calidad de los resultados en te´rminos
de funcio´n de coste se reducı´a un 5 % aproximadamente en el mismo nu´mero de
iteraciones.
4.8.3. Resolucio´n de integrales
Debido a la complejidad computacional para la generacio´n analı´tica de un ciclo
de Bouc-Wen se plantean diversos problemas a solventar para su implementacio´n
en el algoritmo de ED. La integral a resolver es la de la ecuacio´n explicada ante-
riormente.
w˙ = ρ(x˙− σ|x˙(t)||w(t)|n−1w(t) + (σ − 1)x˙(t)|w(t)|n) (4.29)
Integrales→LUT: La no existencia de primitivas directas hace que haya que
generar tablas de bu´squeda en cada nueva evaluacio´n, ya que a su vez estas
integrales dependen de los para´metros del ciclo BW (normalizado). Esto sig-
nifica que antes de computar el ciclo de Bouc-Wen, hay que calcular una serie
de integrales. E´stas son calculadas por una cuadratura de Simpson adaptati-
va y se almacenan en memoria, como se explicara´ en detalle ma´s adelante.
Interpolacio´n: Al estar trabajando con LUT para la evaluacio´n de integra-
les, habra´ que interpolar cada vez que se consulten, en este caso se utilizan
interpolaciones lineales.
Precisio´n: Al tener que definir unas LUT de bu´squeda, queda a eleccio´n del
usuario la precisio´n de generacio´n de las mismas, ası´ como de la salida del ci-
clo generado de BW. Para precisiones altas de ca´lculo de LUT, el algoritmo se
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ejecuta de forma muy lenta, y es por lo que se propone la modificacio´n de di-
chos para´metros para llegar a una situacio´n de compromiso calidad solucio´n
↔ tiempo de co´mputo.
Por este motivo y tras unos estudios previos se han establecido los siguientes
para´metros a configurar en el script generador del ciclo de manera analı´tica. Prin-
cipalmente se tuvo en cuenta la velocidad de ejecucio´n del algoritmo sin perder
calidad en los resultados. Bajar de los valores que se muestran a continuacio´n no
mejora la calidad pero si empeora notablemente el tiempo de ejecucio´n:
Precisio´n LUT = 0.01
Precisio´n ciclo generado = 0.001
Como resultados de este proceso de optimizacio´n se espera llegar a una solu-
cio´n similar a la observada en la experimentacio´n, y es por ello por lo que estable-
cen a continuacio´n una serie de pruebas para comprobar la calidad de la solucio´n
obtenida.
Para las pruebas que se presentan a continuacio´n se han utilizado los siguientes
para´metros fijos del algoritmo de ED.
F-VTR = 0.001 El valor a alcanzar de coste, (el algoritmo se parara´ cuando la
funcio´n de coste obtenga un valor menor que este para´metro).
I-itermax = 100 Valor ma´ximo de iteraciones (generaciones).
F-weight = 0.85 El taman˜o del paso de ED, su valor pertenece al siguiente
intervalo [0, 2].
Strategy = 3 Se utilizara´ en todas las pruebas presentadas la estrategia si-
guiente: DE/best/1 [103].
Antes de presentar los resultados es importante destacar que el ciclo de histe´re-
sis a parametrizar, se genero´ previamente mediante los algoritmos analı´ticos, a los
cuales se le introdujo un ruido gausiano.
El ciclo generado en lo restante es el que tiene los siguientes para´metros: ρ =
1,5||σ = 2||kx = 3||ky = 2||n = 1,5
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En vista de los resultados, se pueden sacar conclusiones acerca del comporta-
miento del algoritmo ED en funcio´n de la variable crossover probability. En la Fi-
gura 4.4 se observa como a partir de 15 generaciones apenas se reduce el error.
Adema´s en las generaciones previas se puede apreciar como el error se va redu-
ciendo a mucha velocidad, sin estar apenas constante en 5 ciclos antes de llegar al
ciclo 15, en donde pra´cticamente se podrı´a dar por concluida la parametrizacio´n.
Figura 4.4: Error Cuadra´tico vs Generaciones para un crossover = 0.4
En la Figura 4.5 el error para un crossover = 0.6 deja de decrecer a partir de la
tercera generacio´n. Ana´logamente en la Figura 4.6 se produce el experimento con
las mismas condiciones, con la diferencia de que tiene un crossover = 0.8. En dicho
caso se observa como el error disminuye de forma ma´s escalonada, siendo la va-
riacio´n de dicho error pra´cticamente nula a partir de la generacio´n 25.
Figura 4.5: Error Cuadra´tico vs Generaciones para un crossover = 0.6
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Figura 4.6: Error Cuadra´tico vs Generaciones para un crossover = 0.8
En la Figura 4.7 se incrementa el crossover hasta 0.9, y se observa una prime-
ra disminucio´n brusca a partir de la iteracio´n 4 y una segunda disminucio´n ma´s
sesgada a partir de la iteracio´n 15. Finalmente la Figura 4.8 produce un resultado
mejor que las anteriores reduciendo pra´cticamente el error a partir de la se´ptima
iteracio´n.
Figura 4.7: Error Cuadra´tico vs Generaciones para un crossover = 0.9
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Figura 4.8: Error Cuadra´tico vs Generaciones para un crossover = 1
Una vez concluido este ana´lisis, se puede remarcar como resultado que el para´me-
tro crossover no afecta sustancialmente los resultados. Au´n ası´ se establecera´ 0.9
como el valor a utilizar en lo sucesivo.
A continuacio´n se procede a variar los miembros de la poblacio´n en cada ite-
racio´n dejando el resto de para´metros sin modificar, de modo que se observe el
funcionamiento del algoritmo y la rapidez de convergencia en distintos casos.
Figura 4.9: Error Cuadra´tico vs Generaciones para una poblacio´n = 60
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Figura 4.10: Error Cuadra´tico vs Generaciones para una poblacio´n = 80
Figura 4.11: Error Cuadra´tico vs Generaciones para una poblacio´n = 100
En las figuras anteriores se ha experimentado con diferentes valores de la po-
blacio´n con el objetivo de analizar el comportamiento del error cuadra´tico. Tal y
como se observa en la Figura 4.9 para una poblacio´n = 60, el error disminuye de
manera muy escalonada, siendo en la iteracio´n 50 a partir de la cual el error es
pra´cticamente nulo. En la Figura 4.10 este resultado varı´a mucho ma´s bruscamen-
te, requiriendo u´nicamente 7 iteraciones para reducir el error. Finalmente, en la
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Figura 4.11 se observa que para una poblacio´n = 100, los resultados no varı´an sus-
tancialmente. Por lo tanto, teniendo en cuenta los anteriores resultados, se estable-
cera´ como para´metro o´ptimo de poblacio´n un valor igual a 80.
4.10. Espacio de soluciones
El me´todo anteriormente propuesto de ED, puede encontrar diversos mı´nimos
locales de la funcio´n de error propuesta. Por este motivo se propone un me´todo
de comprobacio´n del espacio de soluciones. E´ste consiste en calcular la distancia
euclı´dea entre cada solucio´n y el origen, segu´n se observa en la siguiente expresio´n:
d =
√




Tabla 4.3: Distancia de varias soluciones al origen, obtenidas de ejecutar el algoritmo ED repetidas
veces (sobre el mismo problema de ajuste de un ciclo Bouc-Wen).
error distancia
36 · 10−4 5.11
36 · 10−4 5.27
54 · 10−4 4.96
80 · 10−4 5.83
244 · 10−4 5.13
86 · 10−4 4.98
152 · 10−4 4.65
82 · 10−4 5.23
50 · 10−4 5.17
En la tabla anterior se muestra la distancia de todas las soluciones al origen en
un espacio de cinco dimensiones. Adema´s se muestra el error asociado para cada
caso, con el que concluyen las iteraciones de la ED. Se puede observar como la va-
riacio´n de la distancia varı´a relativamente poco, mientras que el error en algunos
casos se llega pra´cticamente a doblar. Estos resultados indican que mientras que el
espacio de soluciones es compacto en forma, el error presenta un comportamiento
algo ma´s variable. Lo que puede significar la presencia de mı´nimos locales.
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4.11. Sensibilidad de las variables ρ, σ, kx, ky y n
Es importante adema´s de la evaluacio´n del espacio de soluciones, la realizacio´n
de un estudio acerca del nivel de sensibilidad de cada una de las variables en el
ajuste del modelo propuesto. Para ello se propone forzar al algoritmo de ED para
que encuentre cada una de las variables en un intervalo determinado, y comprobar
de esta manera la calidad del ajuste final.
Para la realizacio´n de estos estudios se ha utilizado un crossover = 0,4 y el
resto de para´metros sera´n los establecidos anteriormente. Las Tablas mostradas
a continuacio´n son el resultado de varias ejecuciones del algoritmo ED sobre el
mismo problema, en el cual se ha variado so´lo el intervalo de bu´squeda de una de
las variables en cada caso.
Tabla 4.4: Resultados del ajuste, para diversas soluciones con el para´metro ρ en un intervalo.
error distancia lı´m. inferior ρ lı´m. superior ρ valor ρ
197 · 10−4 4.38 0 8 1.85
44 · 10−4 4.96 2 8 2.10
281 · 10−4 5.14 3 8 3.02
885 · 10−4 6.33 4 8 4.00
12256 · 10−4 9.61 5 8 5.00
Tabla 4.5: Resultados del ajuste, para diversas soluciones con el para´metro σ en un intervalo.
error distancia lı´m. inferiorσ lı´m. superiorσ valor σ
76 · 10−4 4.28 0 8 1.47
50 · 10−4 5.22 2 8 2.16
79 · 10−4 5.74 3 8 3.06
144 · 10−4 6.49 4 8 4.03
426 · 10−4 7.00 5 8 5.27
Tabla 4.6: Resultados del ajuste, para diversas soluciones con el para´metro kx en un intervalo.
error distancia lı´m. inferior kx lı´m. superior kx valor kx
22 · 10−4 4.79 0 8 3.57
10 · 10−4 4.60 2 8 2.03
14 · 10−4 4.61 3 8 3.05
27 · 10−4 5.02 4 8 4.05
256 · 10−4 7.26 5 8 5.00
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Tabla 4.7: Resultados del ajuste, para diversas soluciones con el para´metro ky en un intervalo.
error distancia lı´m. inferior ky lı´m. superior ky valor ky
39 · 10−4 5.11 0 8 1.12
37 · 10−4 5.23 2 8 2.33
82 · 10−4 5.14 3 8 3.94
10 · 10−4 5.54 4 8 4.55
34 · 10−4 5.63 5 8 5.00
Tabla 4.8: Resultados del ajuste, para diversas soluciones con el para´metro n en un intervalo.
error distancia lı´m. inferiorn lı´m. superiorn valor n
14 · 10−4 5.04 0 8 1.35
208 · 10−4 4.43 2 8 2.01
334 · 10−4 5.57 3 8 3.02
656 · 10−4 5.95 4 8 4.00
983 · 10−4 7.04 5 8 5.03
4.11.1. Conclusiones
En cuanto a la variable ρ, se observa en la Tabla 4.4 la alta sensibilidad de la
misma. Sabiendo que su valor real es 1.5 en cuanto se fuerza el intervalo en una
unidad mayor o menor a este valor, el error asociado al ajuste es pra´cticamente
inaceptable.
La variable σ presenta un comportamiento similar al descrito anteriormente.
Sabiendo que el valor real es 2, se observa en la Tabla 4.5 como la variable es sen-
sible a este intervalo pero no de una forma tan abrupta como la anterior, sino que
el error va aumentando de forma ma´s o menos lineal.
La variable kx presenta un comportamiento algo distinto a las anteriores. Te-
niendo en cuenta que su valor real es 3, se puede observar en la Tabla 4.6 como en
un intervalo cercano a su valor real apenas varı´a el error del ajuste, pero una vez
superado este umbral el error se dispara en un orden de magnitud.
En cuanto a la variable ky, el valor real de la misma es de 2. Como se observa
en la Tabla 4.7, apenas varı´a el error de ajuste a medida que la forzamos a distintos
intervalos. Esto significa que la forma del ciclo de histe´resis puede adaptarse va-
riando otras variables con pra´cticamente la misma precisio´n. Por lo tanto sera´ una
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de las que menos importancia se dara´ para ca´lculos posteriores.
Tal y como se puede observar en la Tabla 4.8, la variable n es muy sensible a
forzarla a un cierto intervalo, ya que el ajuste dispara el error final. Recordando
que el valor real que deberı´a tomar es de 1.5 segu´n el ciclo generado, ya cuando es
forzado al intervalo [2, 8] el error del ajuste se dispara en un orden de magnitud.
4.12. Disen˜o de un controlador PID para un sistema
con histe´resis BW
El me´todo utilizado para el disen˜o del controlador PID es analı´tico en un primer
momento, adema´s de estar apoyado por la herramienta de simulacio´n desarrolla-
da por MathWorks Simulink® en la cual se han probado numerosos disen˜os que se
mostrara´n en lo sucesivo.
Una vez descrito el modelo de Bouc-Wen se presenta la pregunta de si un sis-
tema que presente un tipo de variable con histe´resis de tipo BW, serı´a controlable
con un PID, y en caso afirmativo co´mo se realizarı´a la eleccio´n de los para´metros
de este controlador.
4.12.1. Me´todo propuesto
Se considera el sistema meca´nico de segundo orden descrito por:
mx¨+ cx˙+ φ(x)(t) = u(t) (4.31)
La fuerza restauradora φ se considera descrita segu´n el modelo de normaliza-
do de Bouc-Wen (4.17) y (4.18) expresado anteriormente, con la condicio´n inicial
w(0). Los para´metros son desconocidos. El desplazamiento x(t) y la velocidad x˙(t)
se pueden medir, mientras que la sen˜al w(t) del modelo normalizado no se puede
medir. La sen˜al de control u(t) se debe disen˜ar para este caso.
Los para´metros n ≥ 1, ρ > 0, σ ≥ 1
2
, kx > 0, kw > 0,m > 0, c ≥ 0 son des-
conocidos. El rango de para´metros corresponde a la Clase I, donde el modelo de
Bouc-Wen es estable y cumple con las leyes de la termodina´mica [104].
Una vez llegado a este punto, lo que se pretende es disen˜ar el regulador descri-
to en [3]. Para ello, primeramente se procede a definir las sen˜ales de referencia yr,
y˙r:
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yr es una sen˜al conocida que adema´s es suave y acotada, cuyas derivadas tam-









y(3)r (t) = 0
Adema´s exponencialmente van reduciendo su valor, de modo que existen unas
constantes a > 0, b > 0 tales que:
|y(i)r (t)| ≤ ae−bt para t ≥ 0 i = 0, 1, 2, 3
El objetivo del control es de manera global y asinto´tica, regular el desplaza-
miento x(t) y la velocidad x˙(t) hacia las sen˜ales de referencia yr, y˙r, manteniendo
la estabilidad de las sen˜ales en lazo cerrado. En este capı´tulo se probara´ como bajo
un control PID, los errores en desplazamiento y velocidad tienden a cero a medida
que el tiempo se incremente.
Para conseguir la regulacio´n de desplazamiento y velocidad se introducen las
siguiente variables:
x1(t) = x(t)− yr(t)





Se define el controlador PID segu´n la ley de control:
u(t) = −k0x0(t)− k1x1(t)− k2x2(t) (4.32)
Se conoce que los para´metros se situ´an en los siguientes intervalos: la masa se
encuentra en m ∈ [mmin,mmax] con mmin > 0, el coeficiente de amortiguamiento en
c ∈ [0, cmax], kx ∈ (0, kxmax ], kw ∈ (0, kwmax ], σ ∈ [1/2, σmax] y ρ ∈ (0, ρmax].
Para definir los tres para´metros del regulador que controle el sistema propuesto
en la expresio´n (4.31), hay que definir las siguientes constantes:
k2min =
√



















Una vez definidos estos valores se procede a la eleccio´n de los para´metros del
PID del siguiente modo:
1. Se elige un valor positivo para k1
2. Se elige k2 que cumpla k2 > k2min
3. Finalmente se coge 0 < k0 < k0max
Obviando las demostraciones pertinentes, se prueba que las sen˜ales de control
x0, x1, x2, w y la sen˜al de control u esta´n acotadas. Teniendo tambie´n l´ımt→∞ x(t) =
0 y adema´s l´ımt→∞ x˙(t) = 0.
4.12.2. Simulaciones del sistema propuesto
Una vez se ha explicado la teorı´a de disen˜o del regulador PID, se procede a la
simulacio´n del sistema completo, para comprobar si el sistema realmente se podrı´a
llevar a una serie de posiciones objetivo deseadas por el usuario y/o aplicacio´n co-
rrespondiente.
Para ello se aplico´ la anterior metodologı´a para conseguir un regulador PID
que cumpla con los requisitos de histe´resis ya mencionados. Adema´s es importan-
te denotar que, aunque varı´en los para´metros del regulador (dentro de los lı´mites
de disen˜o presentados en la seccio´n anterior), los resultados apenas varı´an, y es
por lo que no se presentan unos valores fijos con los que se han realizado las prue-
bas.
En la Figura 4.12 se observa el sistema ya simulado en Simulink®. En este mo-
delo todos los bloques corresponden al sistema planteado en la ecuacio´n (4.31),
donde el u´nico que no corresponde a dicho sistema es el llamado Referencia, que es
el que genera la sen˜al de referencia a seguir.
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Lo interesante de esta simulacio´n radica en observar como responde el sistema
ante ciertas sen˜ales de referencia del bloque nombrado anteriormente, y es por ello
por lo que se propone yr como la salida de un sistema lineal de segundo orden, tal
y como se plantea en [3]:
w20
s2 + 2ξw0s+ w20
Para los resultados que se mostrara´n en lo sucesivo, los valores escogidos para
este sistema fueron, w0 = 1 y ξ = 0,7 y la respuesta ante una entrada de tipo
escalo´n.
4.12.3. Resultados de la simulacio´n
La sen˜al de referencia escogida fue la combinacio´n de dos sistemas de segundo
orden, iguales y desplazados una constante, como se puede observar en la Figu-
ra 4.13, de modo que se simule como el sistema de segundo orden alcanza la posi-
cio´n x = 1, y tras 50 segundos se vuelve a cambiar al sistema de posicio´n a x = 2.
Adema´s observamos el error que se comente mediante este control en la variable
controlada del sistema (posicio´n).
En vista de los resultados para la regulacio´n en posicio´n, se comprueba como
para los datos escogidos para el PID, segu´n el proceso ya explicado, se consigue
alcanzar la sen˜al de referencia con pocas oscilaciones y de forma suave.
En cuanto a regulacio´n de velocidad, los resultados tambie´n son bastante bue-
nos, aunque el sistema tarda un poco ma´s en alcanzar la velocidad deseada que la
posicio´n, de ahı´ que la pendiente algo ma´s abrupta (se observa en la Figura 4.14),
pero el resultado sigue siendo bastante bueno para un sistema cuyos tiempos de
ciclo son bastante ma´s grandes.
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5.1. Introduccio´n a las SMA
Las SMA son un tipo de aleaciones meta´licas deformables, y que cuando son
sometidas a cambios de temperaturas en un determinado rango, recuperan el esta-
do inicial no deformado, teniendo la capacidad de generar fuerzas durante dicha
recuperacio´n, efecto que es denominado memoria de forma (SME). Por tanto, son
un tipo de actuadores controlables ele´ctricamente mediante el calentamiento por
efecto Joule, y con una actuacio´n silenciosa, aunque con una baja velocidad de res-
puesta. Adema´s, dentro de un determinado rango de temperaturas los materiales
que las conforman pueden ser deformados hasta casi un 10 % [105] volviendo a su
forma inicial cuando se descargan (Figura 5.1). Este efecto es el que se conoce como
superelasticidad.
Figura 5.1: Elongacio´n en una SMA. Cortesı´a de autosplice® [106].
El SME se descubrio´ en 1932, aunque hasta 1971 se creı´a comu´n para todas las
aleaciones sometidas a transformaciones martensı´ticas [107]. Las aleaciones ma´s
comunes que presentan este efecto son las que se presentan en la Tabla 5.1 , aunque
se continua haciendo un esfuerzo considerable para descubrir nuevos materiales
[108].
De todas las aleaciones anteriores so´lo dos sistemas de aleacio´n1, CuznAl y Ni-
Ti, y sus combinaciones con cantidades mı´nimas de otros elementos tienen una im-
portancia comercial considerable. Otras aleaciones son poco adecuadas para pro-
ducirse bien porque sus elementos son demasiado caros o porque so´lo se pueden
usar en su forma de monocristal [109].
1Las aleaciones basadas en Fe se utilizan so´lo para aplicaciones muy simples debido a su bajo
coste, tales como piezas de cierre o apriete.
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Tabla 5.1: Materiales con memoria de forma. Cortesı´a de Liang [110].
Aleacio´n Composicio´n Rango de T
as Hist.
de transformacio´n de transf.
(As) oC oC
AgCd 44 ∼ 49 de %Cd −190 ∼ 50 ∼ 15
AuCd 46,5 ∼ 50 de %Cd 30 ∼ 100 ∼ 15
CuAlNi 14 ∼ 14,5 de %Al peso −140 ∼ 100 ∼ 35
3 ∼ 4,5 de %Ni peso
CuSn ∼ 15 de %X −120 ∼ 30
CuZn 38,5 ∼ 41,5 de %Zn peso −180 ∼ −10 ∼ 10
CuZn X pequen˜o %X peso −180 ∼ −200 ∼ 10
(X=Si, Sn, Al)
InTl 18 ∼ 23 de %Tl 60 ∼ 100 ∼ 4
NiAl 36 ∼ 38 de %Al −180 ∼ 100 ∼ 10
TiNi 46,2 ∼ 51 de %Ti −50 ∼ 110 ∼ 30
TiNi X 50 de %Ni+X −200 ∼ 700 ∼ 100
(X=Pd, Pt) 5 ∼ 50 de %X
TiNiCu ∼ 15 de %Cu −150 ∼ 100 ∼ 50
TiNiNb ∼ 15 de %Nb −200 ∼ 50 ∼ 125
TiNiAu 50 de %Ni+Au 20 ∼ 610
TiPd X 50 de %Pd+X 0 ∼ 600 ∼ 50
(X=Cr, Fe) ∼ 15 de %X
MnCu 5 ∼ 35 de %Cu −250 ∼ −180 ∼ 25
FeMnSi 32 % de Mn y 6 % de Si en peso −200 ∼ 150 ∼ 100
FePt ∼ 25 de %Pt ∼ −130 ∼ 4
FePd ∼ 30 de %Pd ∼ 50
FeNi X pequen˜o %X peso
(X=C, Co, Cr)
Las propiedades de las aleaciones de NiTi y CuZn son bastante distintas al resto
debido a su diferente microestructura Tabla 5.2. Las aleaciones de NiTi presentan
mayor resistencia, ma´s deformacio´n recuperable, mejor resistencia a la corrosio´n
y mayor fiabilidad que las de CuZnAl, por ello son las elecciones esta´ndar para el
uso, entre otras, de aplicaciones espaciales. Para el caso particular de la presente
tesis, se utilizara´ la aleacio´n de Nitinol2 y todos los resultados sera´n en base a ella
2La palabra Nitinol derivo´ de las iniciales de Nı´quel y Titanio y tiene su origen gracias a sus
descubridores [107] en el Naval Ordnance Laboratory.
5.1. Introduccio´n a las SMA 99
sino se especifica lo contrario.
Tabla 5.2: Comparacio´n de las aleaciones NiTi/CuZnAl. Cortesı´a de Liang [109].
NiTi CuZnAl
Deformacio´n recuperable 8 % ma´x. 4 % ma´x.
Tensio´n recuperable 400MPa ma´x. 200MPa ma´x.
Nu´mero de ciclos 105 ( = 2 %) 102 ( = 2 %)
107 ( = 0,5 %) 105 ( = 0,5 %)
Resistencia a la corrosio´n Buena Problema´tica, rotura por corrosio´n
Facilidad de trabajo Mala Media
Procesado Malo Algo difı´cil
Las aleaciones con memoria de forma de Nitinol se desarrollaron por primera
vez en 1962-1963 en el laboratorio de Artillerı´a Naval de los Estados Unidos, y fue
en esta fecha cuando se descubrio´ su propiedad u´nica de memoria de forma por el
investigador William J. Buehler [111] del mismo laboratorio de White Oak (Mary-
land). Este efecto fue descubierto por casualidad en una reunio´n de la direccio´n
del laboratorio, en la cual una franja de Nitinol fue doblada numerosas veces y
posteriormente calentada con un encendedor por el Dr. David S. Muzzey, cuando
por sorpresa la tira recupero´ su forma inicial [112].
De forma general, los SMAs, no son los u´nicos materiales que poseen la pro-
piedad de memoria de forma, sino que se encuentran dentro de un grupo llamado
“Materiales con Memoria de Forma”, en el cual existen cuatro tipos de materiales,
cuyas diferencias radican en la forma de activacio´n ası´ como los rangos y propie-
dades:
Aleaciones meta´licas con memoria de forma (SMAs).
Aleaciones met. con memoria de forma inducida magne´ticamente (FSMAs).
Cera´micas con memoria de forma (SMCs).
Polı´meros con memoria de forma (SMPs).
Estos materiales no deben ser sobrecalentados, ya que se podrı´a perder su capa-
cidades de recuperacio´n y tampoco se deben elongar por encima del 5 %, aunque
el Nitinol pueden llegar a alcanzar un 10 % por riesgo de rotura. La fuerza ma´xima
a la que deberı´an ser sometidos sera´ de aproximadamente un tercio de su ma´xi-
ma fuerza de recuperacio´n, para que presenten un funcionamiento repetitivo y sin
perder sus capacidades de memoria de forma.
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5.1.1. Usos de las SMA
Las SMA han sido utilizadas en una gran variedad de aplicaciones, especial-
mente por sus caracterı´sticas termomeca´nicas, las que se revisara´n brevemente en
esta seccio´n, y que principalmente pertenecen a los campos: militar, seguridad y
robo´tica.
En el campo militar se han utilizado acopladores de Nitinol en los aviones de
combate F-14 desde finales de 1960. Estos acopladores unen las lı´neas hidra´ulicas
con fuerza y facilidad [113]. En cuanto al campo de la medicina, se pueden encon-
trar estos materiales en pinzas para extraer objetos extran˜os a trave´s de pequen˜as
incisiones, ganchos para sujetar los tendones a los huesos (utilizados para la ci-
rugı´a de hombro Orel Hershiser [114]) y alambres de ortodoncia (se reduce la nece-
sidad de volver a apretar y ajustar el alambre). En el campo de la robo´tica tambie´n
se pueden encontrar diversas aplicaciones, como por ejemplo en manos robo´ticas
[115]. Un factor que lo hace ma´s interesante es la baja conductividad ele´ctrica a
pesar de ser una aleacio´n de metal. En el campo de la construccio´n tambie´n se
pueden ver estos materiales, como por ejemplo para evitar el desprendimiento de
paredes o la separacio´n de los diferentes tramos de un puente.
Dos aplicaciones de mucho e´xito han sido la construccio´n de montura de gafas
y antenas de tele´fonos mo´viles. La ventaja de utilizar SMA es que despue´s de de-
formaciones severas, se puede volver a la forma original debido a la propiedad de
superelasticidad [116]. Adema´s, las uniones mediante SMA se han vendido duran-
te muchos an˜os [117] y ma´s de cien mil acoples del tipo mostrado en la Figura 5.2
han sido instalados en aviones de combate como el F-14 y no han reportado fallos.
Figura 5.2: Unio´n mediante SMA. Cortesı´a de Huang [108].
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Tambie´n se han utilizado en amortiguadores de vibraciones [118] y aisladores
[119] debido a la elevada friccio´n interna que presentan los SMA. Debido a que se
requiere un tiempo elevado para enfriar la SMA y para conseguir la transforma-
cio´n martensı´tica, estos materiales no son aplicables para un control de alta fre-
cuencia, pero si que se pueden usar en control de baja frecuencia o cuasi-esta´tico.
Maclean et al. [120] utilizan una SMA con control en realimentacio´n para controlar
las vibraciones de grandes estructuras. Rogers [121] demuestra que la frecuencia
natural de una viga en voladizo con un soporte de muelle de SMA puede cambiar-
se incrementando la rigidez del muelle cuando se caliente el SMA.
Debido a su excelente bio-compatibilidad, el Nitinol se ha utilizado para rea-
lizar numerosos instrumentos me´dicos. Por ejemplo, en [122] se fabrican ca´nulas
vasculares hechas de hilos de Nitinol que se pueden tejer para reforzar los va-
sos sanguı´neos. Adema´s el intere´s por los materiales con memoria de forma se
ha incrementado en los u´ltimos an˜os y en la actualidad, las aleaciones de NiTi se
emplean con e´xito en aplicaciones industriales sustituyendo a los actuadores con-
vencionales en muchos casos.
5.1.2. Tipos ba´sicos de actuadores SMA
Los actuadores SMA se clasifican en funcio´n de si sera´n controlados en un sen-
tido o en ambos, y por ello, sus formas de actuacio´n son las que se muestran en
la Figura 5.3. Aunque se pueden encontrar actuadores SMA de ambos sentidos,
debido al efecto de doble memoria de forma, su tensio´n es de la mitad que los ac-
tuadores de un so´lo sentido, y por ello se presentan otras soluciones basadas en un
montaje agonista-antagonista.
La Figura 5.3(a) muestra un actuador se un so´lo sentido, en el cual el actuador
es elongado inicialmente a temperatura baja y posteriormente calentado para
mover el elemento P en la direccio´n de la flecha.
La Figura 5.3(b) muestra un actuador con fuerza recuperadora capaz de mo-
ver el elemento P en ambos sentidos. El actuador SMA se deforma a baja
temperatura, antes de conectarlo al muelle. Una vez calentado, la fuerza de
recuperacio´n hace que se estire el muelle y se almacene energı´a. Cuando se
enfrı´a, la energı´a almacenada en el muelle se libera y hace que la SMA recu-
pere el estado anterior, completando el ciclo.
La Figura 5.3(c) muestra un actuador de dos sentidos, formado por dos ele-
mentos SMAc colocados de forma opuesta. El elemento P se puede mover
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en ambos sentidos combinando enfriamientos y calentamientos adecuados
sobre los dos actuadores.
Figura 5.3: Tipos ba´sicos de actuadores SMA. (a) Actuador de un sentido. (b) Actuador + fuerza
recuperadora. (c) Actuador de ambos sentidos. Cortesı´a de Huang [108].
Los actuadores SMA se han comercializado con las siguientes formas:
1. Hilos. Para movimientos lineales pequen˜os pero con alta fuerza.
2. Forma helicoidal. Para movimientos grandes y pequen˜as fuerzas, o grandes
rotaciones y pequen˜o par.
3. Tubo o barra de torsio´n. Para grandes rotaciones y pequen˜o par.
4. Tiras de SMA en voladizo. Para grandes desplazamientos y pequen˜as fuer-
zas.
5. Discos de tipo Beleville. Para pequen˜os movimientos lineales y grandes fuer-
zas.
De forma general, so´lo se pueden obtener de los SMA grandes deformaciones
o grandes fuerzas, pero no ambos.
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5.2. Funcionamiento del Nitinol
El Nitinol, mientras se encuentra por debajo de su temperatura de transicio´n
puede ser deformado y estirado con facilidad, sin dan˜o permanente (dentro de los
lı´mites de elasticidad). Una vez que el material ha sido deformado, si es calentado
por encima de su temperatura de transicio´n (ya sea por corriente ele´ctrica o una
fuente externa), la aleacio´n recupera su forma predeterminada deshaciendo la de-
formacio´n previa.
La razo´n por la que el nitinol presenta esta propiedad es que se trata de una
transformacio´n de fase cristalina, entre una de alta simetrı´a y orden (austenita),
en la que se presenta una estructura de cristal cu´bico de cuerpo centrado B2, y
otra de baja simetrı´a y menor orden (martensita), donde se tiene una estructura de
cristal monoclı´nica B19. En algunas publicaciones se muestra la existencia de otra
fase cristalina en algunas aleaciones de nitinol. Esta fase consiste en premartensita
conocida como fase R, con simetrı´a romboe´drica que aparece durante la transfor-
macio´n [123] [124]. Esta nueva fase es termoela´stica y martensı´tica, por lo que da
lugar al efecto de memoria de forma y la superelasticidad.
Figura 5.4: Fases de una SMA. (a) Austenita. (b) Martensita maclada. (c) Martensita demaclada.
Cortesı´a de Asua [125].
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En la Figura 5.4 se observa el porque´ de esta deformacio´n, donde cada cuadro
representa un grano del material con sus respectivos lı´mites . Los granos se orien-
tan sime´tricamente a lo largo de los lı´mites de grano, dando lugar a una estructura
muy organizada [126]. Esta configuracio´n permite el cambio del enrejado interno
de cada grano, al mismo tiempo que se mantiene la misma interfase con los granos
adyacentes. Es por esta razo´n por la cual las SMA pueden experimentar deforma-
ciones macrosco´picas mientras la estructura microsco´pica mantiene su orden.
El efecto de memoria de forma que se resume en la figura anterior, se descri-
be de la siguiente forma: enfriando desde austenita (Figura 5.4(a)), se forman las
variantes de martensita autoacomodadas (Figura 5.4(b)). Las fronteras de macla-
do migran durante la deformacio´n, dando lugar a una distribucio´n preferente de
las variantes de martensita (o en el caso extremo mostrado en la Figura 5.4(c), una
u´nica variante. Sin importar la distribucio´n de las variantes de martensita, so´lo hay
una posible estructura reversible (la de la (Figura 5.4(a)), y con la reversio´n a auste-
nita debe volver a la forma original [105]. Por ello, la acomodacio´n de forma debida
a los movimientos de la frontera de maclado puede realizarse solamente por una
estructura martensı´tica menos sime´trica y, cuando la austenita, de estructura ma´s
sime´trica, reaparece, la deformacio´n por maclado debe tambie´n desaparecer [127].
No existe una determinada temperatura de transformacio´n, sino un rango de
temperaturas denominadas Temperaturas de Transformacio´n fundamentales que
caracterizan estas aleaciones [128], como se observa en la Figura 5.5. En el proceso
de enfriamiento, la primera de estas temperaturas es la de inicio de transformacio´n
martensı´tica (Ms), a partir de la cual se empieza a formar martensita por tempe-
ratura. Esta transformacio´n termina a medida que decrece la temperatura a una
cercana a Mf (temperatura final de transformacio´n martensı´tica). Los otros dos
valores caracterı´sticos son la temperatura de inicio de transformacio´n austenı´tica
(As) y final de austenita (Af ). La formacio´n de esta fase austenita comienza a me-
dida que la aleacio´n durante el calentamiento alcanza la temperatura As. En este
momento se comienza a formar una estructura cristalina cu´bica centrada en las ca-
ras que se termina de formar en Af . Por otro lado se define pico de austenita (Ap) y
de martensita (Mp) como aquella temperatura a la cual se ha transformado el 50 %
del material.
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Figura 5.5: Temperaturas de transformacio´n para una SMA. (a) Final transformacio´n martensı´tica.
(b) Final transformacio´n austenı´tica.
La transformacio´n de la estructura cristalina de la SMA durante el efecto de me-
moria de forma, no es un proceso termodina´micamente reversible, ya que debido
a fricciones internas y a la aparicio´n de defectos estructurales, se da una disipacio´n
de energı´a. La consecuencia de estas irreversibilidades es la aparicio´n de histe´resis
en su comportamiento, lo cual hace que su manejo sea complejo y requiera de una
estrategia de control muy bien definida.
5.2.1. Memoria de forma simple
El efecto memoria de forma es el que se describe en la Figura 5.6, donde no hay
cambio en la forma de un elemento que se ha enfriado desde por encima de Af a
por debajo de Mf . Cuando este elemento se deforma a una temperatura inferior a
Mf permanecera´ con esta forma hasta que se caliente. La recuperacio´n de la misma
comenzara´ en As y se completara´ en Af . Una vez que el elemento ha recuperado
su forma en este punto, no habra´ ma´s cambios en la misma enfria´ndolo por debajo
de Mf , o lo que es lo mismo, el efecto memoria de forma so´lo ocurre una vez. Estas
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deformaciones pueden alcanzar valores de hasta el 10 % en aleaciones SMA.
Figura 5.6: Efecto de memoria de forma. Cortesı´a de Flor [105].
5.2.2. Doble efecto memoria de forma
El efecto doble memoria de forma se representa en la Figura 5.7, donde un ele-
mento que se encuentre contraı´do, si es calentado recuperara´ su forma original
extendida, por encima de Af , pero este efecto hace que su forma contraı´da se vuel-
va a recuperar una vez se enfrı´e por debajo de Mf . Este proceso se puede repetir
indefinidamente hasta que el material memorice otra configuracio´n.
Para conseguir este efecto de doble memoria, se necesita someter la SMA a un
tratamiento te´rmico de adiestramiento [129] [130]. Este proceso consiste en inducir
microtensiones en el material que tienden a perjudicar la nucleacio´n y crecimiento
del grano de la martensita, causando que algunas variantes se formen preferen-
temente. Al final, lo que se hace es someter numerosas veces al ciclo de memoria
simple, con lo que el material consigue recordar ambas formas.
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Figura 5.7: Efecto de memoria de forma simple vs doble por cortesı´a de Flor [105].
5.3. Efectos de la carga las transformaciones de fase
Adema´s de la memoria de forma debida a la temperatura, en las SMA tambie´n
se produce otro feno´meno llamado superelasticidad, mediante el cual se puede
cambiar el punto de inicio de transformacio´n martensı´tica Ms y por lo tanto acele-
rar su proceso so´lo aplicando una tensio´n a la misma.
5.3.1. Superelasticidad
La superelasticidad es un feno´meno [131] que refiere a la habilidad del NiTi de
volver a su forma original una vez retirada la carga que ha producido la defor-
macio´n, parecido a la reaccio´n que sufrirı´a una goma ela´stica. Este feno´meno se
produce por una formacio´n de martensita debido a la carga a una temperatura
mayor que Ms. Esta martensita se forma de forma paralela a la direccio´n de la
carga aplicada. Cuando se retira la carga, la martensita se transforma de nuevo en
austenita y la muestra recupera su forma original. Por ello se concluye que la carga
es la encargada de producir la transformacio´n en vez de la temperatura.
Esta martensita, se denomina martensita inducida por tensio´n (SIM), y la tem-
peratura de su formacio´n variara´ con la temperatura linealmente por encima de
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Donde P es la presio´n, T es la temperatura, ∆H el calor latente de transforma-
cio´n, y ∆V el cambio volume´trico en la transformacio´n. Tambie´n podemos expre-






Donde σ es la tensio´n aplicada, Ms la temperatura de formacio´n de martensita
y ε0 la deformacio´n de transformacio´n a lo largo de la tensio´n aplicada. Esta difi-
cultad para producir martensita por tensio´n, aumenta con la temperatura hastaMd,
que es la temperatura ma´s alta a la cual se podra´ obtener.
Representando esta relacio´n en forma de gra´fica tensio´n-temperatura, llamado
ratio de tensio´n se obtiene la Figura 5.8, donde se observa el cambio de las tempe-
raturas de transformacio´n en funcio´n de la tensio´n aplicada.
Figura 5.8: Diagrama tensio´n-temperatura. Variacio´n de las temperaturas de transformacio´n por
encima de Ms (a), y por debajo (b) Cortesı´a de Flor [105].
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5.4. Ventajas y desventajas de las SMA
Los actuadores basados en SMA suponen una alternativa a los actuadores con-
vencionales, especialmente para su uso en sistemas robo´ticos. La caracterı´stica que
los hace muy atractivos es la relacio´n fuerza-peso tan elevada que presentan. Un
sistema de actuacio´n basado en SMA se compone del actuador en sı´, ma´s un siste-
ma de calentamiento y enfriamiento. El calentamiento se suele conseguir mediante
una fuente externa de calor, o bien aportando una corriente ele´ctrica. Otra ventaja
es su funcionamiento totalmente silencioso.
Como todo sistema de actuacio´n, tambie´n presentan desventajas, entre las que
se encuentran su pequen˜a eficiencia, ya que la conversio´n entre la energı´a te´rmi-
ca proporcionada y el trabajo producido es muy mala. Considerando al actuador
como una ma´quina te´rmica, su eficiencia sera´ menor que la del ciclo de Carnot
trabajando entre esas temperaturas, o lo que es lo mismo, menor al 10 % [132].
Adema´s el ancho de banda de operacio´n es bastante pequen˜o, lo que significa que
son actuadores lentos en completar un ciclo de actuacio´n. Este tiempo depende
principalmente del enfriamiento del material.
La principal desventaja que presentan es su baja elongacio´n, ya que rara vez se
trabaja con contracciones mayores al 5 % con Nitinol. Esto significa que los sistemas
de actuacio´n necesarios para generar un movimiento amplio deben ser disen˜ados
para ampliar esta pequen˜a contraccio´n, lo que conllevara´ a un aumento del taman˜o
final del sistema completo. Por u´ltimo, otra de las desventajas es la dificultad de
controlarlas, ya que el su elevada histe´resis hace que la deformacio´n, temperatura
o transferencia de calor sean feno´menos no lineales.
5.5. Simulacio´n del comportamiento de la SMA
En esta seccio´n se propone un modelo matema´tico del comportamiento de un
actuador SMA para su uso en tareas de simulacio´n de sistemas de control. Para
ello se plantea el modelo propuesto por [133] en el cual, mediante un ana´lisis de
los flujos de energı´a dentro y fuera del actuador, se plantea un modelo que simula
la respuesta de los hilos SMA. Hay numerosas variables que tienen un impacto
directo sobre este comportamiento, tales como la geometrı´a, carga, condiciones
ambientales, etc. que se podra´n modificar una vez establecido el modelo, que a su
vez servira´ de base para los capı´tulos respectivos.
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5.5.1. Balance energe´tico
La activacio´n de la SMA queda definida solamente por la velocidad de enfria-
miento y calentamiento del material. Por otro lado hay numerosos factores que
determinan el comportamiento dina´mico del actuador tales como: la composicio´n
quı´mica, la geometrı´a, las temperaturas de transformacio´n, la posicio´n dentro del
ciclo de histe´resis y el ancho del mismo, la corriente ele´ctrica suministrada y su
forma, la carga meca´nica y las condiciones ambientales. Estos para´metros son es-
pecialmente importantes si la intensidad de corriente tiene un perfil que varı´a con
el tiempo, ası´ como condiciones variables de carga, y por ello no se pueden des-
preciar ni hacer simplificaciones, sino que para caracterizar el comportamiento de
la SMA se deben considerar todos los flujos de energı´a que pasan a trave´s de la
frontera, como se observa en la Figura 5.9.
Figura 5.9: Balance energe´tico en la SMA. Por cortesı´a Meier et al.[133].
La u´nica fuente de energı´a durante la etapa de calentamiento es la fuente exter-
na de corriente, que calienta la resistencia ele´ctrica de la SMARel. La baja influencia
de la conduccio´n debido al crimpado del hilo se puede despreciar. De acuerdo con
la primera ley de la termodina´mica, la ecuacio´n de estado para la energı´a interna
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(5.3)





+ hFW (TW − T∞) + mσradFW (T 4W − T 4∞)
− ρVW∆H
∣∣∣∣dξdt
∣∣∣∣− dWmecdt = 0
(5.4)
Donde cp es el calor especı´fico, FW la superficie de la SMA, I la corriente ele´ctri-
ca, Rel la resistencia de la SMA, T la temperatura ambiente, TW la temperatura del
hilo, VW el volumen, Wmec el trabajo meca´nico, ∆H el calor latente de transforma-
cio´n, h el coeficiente de conveccio´n, m la emisividad, ρ la densidad de la SMA, σrad
la constante de Stefan-Boltzmann, ξ la fraccio´n volume´trica de martensita.
Estas dos ecuaciones diferenciales de primer orden no pueden resolverse por
me´todos analı´ticos, por lo que la solucio´n se debe calcular de forma nume´rica uti-
lizando un me´todo de aproximacio´n.
5.5.2. Modelo nume´rico del sistema te´rmico
Las expresiones (5.3)-(5.4) y los para´metros relevantes del proceso se imple-
mentaron3 en MATLAB/SIMULINK® como se observa en la Figura 5.10. En es-
te modelo todos los para´metros son modificables e importados de un fichero de
constantes, el cual permite variar las condiciones de la simulacio´n de forma muy
flexible. Adema´s, utilizando la metodologı´a de bloques que ofrece el software uti-
lizado, se pueden probar varias sen˜ales de entrada en intensidad, ası´ como variar
sus frecuencia y valores extremos. El coeficiente de conveccio´n natural utilizado es
el que propone Yonas T. [134], obtenido de un ajuste experimental en condiciones
similares a las que se utilizara´n en la presente tesis.
Una vez ejecutado el modelo, se pueden obtener datos de cualquiera de las va-
riables de estado del sistema, o adaptarlo a cualquier sistema de actuacio´n para
llevar a cabo las simulaciones pertinentes. Este modelo es el que se utilizara´ en las
simulaciones de los me´todos de control propuestos en la presente tesis sino se es-
pecifica lo contrario.
3Este trabajo fue realizado con la generosa colaboracio´n de A´lvaro Villoslada.
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5.6. Banco de pruebas
Para la realizacio´n de la presente tesis se desarrollo´ un banco de pruebas que
permitiese probar todos los algoritmos de identificacio´n y control, en una prime-
ra versio´n se construyo´ el que se observa en la Figura 5.11, que posteriormente
evoluciono´ al mostrado en la Figura 5.12 (el usado en el desarrollo de esta tesis),
y que permite el control de tres SMA simulta´neas en tiempo real [135], ası´ como
el prototipado ra´pido de sistemas de control mediante el uso de una toolbox pro-
pia desarrollada para tal propo´sito4, utilizada en trabajos como el de Copaci [136]
o Flores [137]. La SMA mueve un dedo robo´tico que a su vez recupera la posi-
cio´n mediante un muelle. Mediante este sistema, se probara´n y validara´n todos los
algoritmos de control presentados durante la presente tesis. El banco permite pro-
bar varias configuraciones de actuadores SMA: actuador con una carga fija en su
extremo mo´vil, SMA con un muelle de recuperacio´n y la configuracio´n agonista-
antagonista de dos actuadores enfrentados (Figura 5.3(c)). Para la realizacio´n de
todos los ensayos se utilizo´ la configuracio´n con muelle recuperador sino se espe-
cifica lo contrario.
Figura 5.11: Banco de pruebas en su versio´n inicial.
4Parte del trabajo de investigacio´n en el Robotics Lab de Antonio Flores, basado en el disen˜o y
desarrollo de una metodologı´a de prototipado ra´pido y test sobre el propio hardware de control.
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Para medir la contraccio´n del hilo, el banco dispone de un sensor magne´tico
lineal basado en el efecto Hall, cuyo funcionamiento se basa en contar los pares de
polos distintos que transcurren cuando hay un movimiento de esta tira magne´tica
(Figura 5.13). Uno de los extremos del hilo SMA se encuentra fijo a la estructura del
banco, mientras que el otro se encuentra crimpado a una parte mo´vil con una tira
magne´tica sobre ella. Cuando el hilo se contrae, esta tira se desplaza, permitiendo
al sensor cuantificarlo con una resolucio´n de 0,488µm (Figura 5.14).
Figura 5.12: Banco de pruebas utilizado (izquierda). Detalle del muelle de recuperacio´n (derecha).
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Figura 5.13: Sensor de posicio´n lineal basado en el efecto Hall. Cortesı´a de iC-House GmbH.
Figura 5.14: Sensor de posicio´n (izquierda) e hilo SMA crimpado (derecha).
Los sistemas de actuacio´n se programan sobre un chip STM32F407 con un mi-
crocontrolador Cortex-M4 funcionando a 168MHz5. La consigna de control se tra-
duce finalmente a una sen˜al PWM que regula la corriente que circula sobre el hilo
SMA, calenta´ndolo de este modo hasta alcanzar la contraccio´n deseada. La pro-
gramacio´n y disen˜o de cualquier algoritmo de control se desarrollara´ mediante la
programacio´n visual Simulink® y la librerı´a propia desarrollada para el hardware
de control, lo que permite un ra´pido prototipado, generacio´n de co´digo y reduc-
cio´n de los tiempos de puesta en marcha sobre sistemas reales (Figura 5.15).
5Este tipo de hardware ya ha sido utilizado en otros proyectos del Robotics Lab, como la inte-
gracio´n sobre una plataforma de sensores de presio´n [138][139].
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Figura 5.15: Me´todo de modelado a trave´s de Simulink®. De izquierda a derecha: generacio´n del
co´digo necesario, compilacio´n del mismo para el hardware de control y carga automa´tica sobre la
placa.
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Uno de los problemas que plantean este tipo de materiales con histe´resis es
conocer el estado en el que se encuentran inicialmente del ciclo de histe´resis. De-
pendiendo de la historia de uso que hayan tenido, velocidades de enfriamiento,
u´ltima tensio´n a la que fueron sometidas, nu´mero de ciclos, etc. su comportamien-
to sera´ distinto. Es por estos motivos por los cuales es necesario partir desde un
estado conocido, llamado zero point antes de iniciar cualquier procedimiento de
identificacio´n y/o control.
La te´cnica aplicada para esta inicializacio´n consiste en aplicar una sen˜al sinusoi-
dal de amplitud decreciente y desplazada un offset determinado, como se observa
en la Figura 6.1. Su necesidad de aplicacio´n surgio´ por los numerosos problemas
que se encontraron en las tareas de identificacio´n, y en concreto por las diferen-
cias que se encontraban al comparar ensayos en dı´as diferentes, o sobre todo, en
distintos hilos de SMA. Por ello se disen˜o´ el siguiente proceso experimental de ini-
cializacio´n, cuya expresio´n matema´tica es la siguiente:
I(t)[A] = (at+ b) · sin(ωt) + C (6.1)
Figura 6.1: Sen˜al de entrada para el proceso de inicializacio´n.
Los para´metros a, b son los que corresponden a la amplitud de la sen˜al sinusoi-
dal, donde en funcio´n de la velocidad requerida para la inicializacio´n se variara´n
en mayor o menor medida. Por otro lado ω es la velocidad de la sen˜al.
La constante C es la que define el punto medio de trabajo de la SMA en intensi-
dad. Para poder representar un ciclo con parte de subida y bajada, partiendo desde
el origen, es necesario el ca´lculo o estimacio´n de este punto. Por simplicidad se ha
cogido el valor medio entre las intensidades ma´xima y mı´nima aplicadas, ya que
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como primera aproximacio´n es bastante acertada.
De forma ma´s intuitiva, lo que se esta´ haciendo es ir reduciendo los ciclos de
histe´resis que presenta el material hasta que se alcanza, en re´gimen permanente, el
punto buscado que se observa en la Figura 6.2, donde la fibra SMA se encontrarı´a
lista para ejecutar cualquier tarea, ya sea de control o identificacio´n.
Este proceso se ha realizado de forma muy lenta para evitar la aparicio´n de
otras no linealidades en el material, pero se puede acelerar bastante dependiendo
de la aplicacio´n. Para ello se debe proceder a variar las constantes a,b anteriores,
ası´ como ω, pero siempre se debe de prestar especial atencio´n a que la SMA realice
al menos 2 o 3 ciclos completos. La aplicacio´n de esta sen˜al previa a cualquier
ensayo de identificacio´n hace que se normalicen los mismos, ya que ası´ se tiene la
certeza de partir siempre del mismo punto del ciclo de histe´resis.
Figura 6.2: Bu´squeda del punto inicial de partida del ciclo de histe´resis (marcado en rojo).
Una vez se ha aplicado esta sen˜al, se debe observar la temperatura final de
la SMA, porque es posible no haber alcanzado un equilibrio y que e´sta continua-
se subiendo por un exceso de frecuencia en la sen˜al de entrada, es decir, podrı´a
suceder que los ciclos cada vez quedasen ma´s desplazados a la parte superior de-
recha en la Figura 6.2. De otro modo, lo que se plantea, es que si la velocidad es
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demasiado ra´pida, puede que la SMA no recupere lo suficiente, como se observa
en la Figura 6.3. La frecuencia ma´xima de trabajo dependera´, en gran medida, del
mecanismo de enfriamiento adoptado, o lo que es lo mismo, al equilibrio termo-
dina´mico en la SMA. A continuacio´n se propone un estudio para establecer los
valores, tanto de frecuencia como de intensidad necesarios para llevar a cabo la
bu´squeda del punto inicial.
Figura 6.3: Calentamiento (0.5s) y enfriamiento (0.5s) de una SMA siguiendo a una sen˜al de refe-
rencia hasta el 4% de contraccio´n para una SMA Dynalloy de tipo “HT” de 0,15mm de dia´metro.
6.1. Ca´lculos termodina´micos para la conveccio´n
La frecuencia ma´xima de trabajo esta´ principalmente relacionada con la velo-
cidad de enfriamiento debida a la conveccio´n de la SMA, es por ello por lo que se
plantean unos ca´lculos termodina´micos previos para la estimacio´n de la misma,
aunque tambie´n se consideran otros feno´menos como la radiacio´n. La pe´rdida de
calor por conduccio´n, entre el hilo y los mecanismos de crimpado se ha desprecia-
do para el ca´lculo de dicha frecuencia, esto es debido al mı´nimo contacto que existe
entre ambas superficies. Adema´s, es conocido de antemano la escasa importancia
que supone en feno´menos de transferencia de calor como el descrito, aunque no
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obstante se mostrara´ un pequen˜o estudio del orden de magnitud del mismo. El
balance energe´tico te´rmico queda reflejado en la Figura 5.9.
6.1.1. Pe´rdida de calor por conveccio´n
La colocacio´n de la SMA en todas las pruebas realizadas en esta tesis es en
posicio´n horizontal, esquema´ticamente el banco de pruebas de la Figura 5.12 se
representa en Figura 6.4 y por ello se aplican las correlaciones simplificadas si-
guientes [140] para calcular el coeficiente de conveccio´n hSMA (en re´gimen de flujo
laminar). Adema´s se tomara´n los para´metros y constantes del material presentes











Figura 6.4: Banco de pruebas con la SMA en posicio´n horizontal. 1. Parte fija. 2. Extremo mo´vil de
la SMA. 3. Sensor lineal magne´tico.
Donde ∆T es la variacio´n de temperatura media entre la SMA y el ambiente y
d el dia´metro de la SMA (para los ensayos se utiliza la de 0,15mm). En vista de la
Figura 6.5 se considerara´ 100oC como la temperatura ma´xima que se alcanza para
una SMA de tipo “HT”, y como la mı´nima temperatura durante la etapa de ini-
cializacio´n se considerara´ 50oC, que segu´n se observa, es la que recupera la SMA
hasta aproximadamente el 0,25 % de deformacio´n.
Entonces la temperatura media de la SMA se establece a 75oC, y la temperatu-
ra ambiente de 22oC, teniendo el actuador una longitud de 15cm. Por lo tanto el
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Figura 6.5: Temperatura frente a deformacio´n para una SMA Dynalloy de tipo ”LT” y de tipo
”HT”, comenzando en fase austenı´tica con una tensio´n de 172MPa. Cortesı´a de Dynalloy®[141].
Esta correlacio´n es va´lida para flujos laminares en los cuales se cumplen las si-
guientes condiciones:
{
10−6 < Rad < 109
Pr > 0,5
El nu´mero de Prandtl Pr es el que mide la relacio´n entre las difusividades vis-
cosa y te´rmica del fluido, y para el caso del aire se puede aproximar a 0,7.
Por otro lado se define el nu´mero de Grashof Gr como el que mide la relacio´n
entre las fuerzas de flotabilidad y las viscosas del fluido segu´n la siguiente expre-
sio´n:
Gr =




g es la aceleracio´n de la gravedad.
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β es el coeficiente de expansio´n te´rmica, que para gases ideales se puede
aproximar a 1
T∞ , donde T∞ es la temperatura media del aire que rodea a la
SMA y se aproximara´ a 25oC.
TSMA es la temperatura media de la SMA, y se considerara´ de 75oC.
D es el dia´metro de la SMA.
υ es la viscosidad cinema´tica del aire. A la temperatura de 25oC (298K) se





Sustituyendo en la expresio´n (6.3), se obtiene:
Gr =
9,8 · (75− 25) · (0,15 · 10−3)3
298 · (1,55 · 10−5)2 = 23,10 · 10
−3
Para calcular el nu´mero de Rayleigh Ra, se debe establecer:
Ra = Gr · Pr (6.4)
Sustituyendo los resultados anteriores se obtiene:
Ra = 0,7 · 23,10 · 10−3 = 16,17 · 10−3
Lo cual indica la validez de la correlacio´n propuesta. No obstante, la expresio´n
(6.2), es una simplificacio´n de la propuesta por Churchill & Chu [142], y debido
al nu´mero de Rayleigh tan bajo para el proceso de conveccio´n, ası´ como el dia´me-












La cual es va´lida para condiciones de flujo laminar, con temperatura de super-
ficie constante y:
{
10−5 < Rad < 1012
Pr > 0,5
Sustituyendo se obtiene:
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NuD =








Por otro lado y aplicando la expresio´n que relaciona el nu´mero de Nusselt con
la conveccio´n (6.6), donde kf denota la conductividad te´rmica del fluido, que para










Despejando se obtiene el coeficiente de conveccio´n:
hSMA =
0,5797 · 0,02





Este nuevo coeficiente sera´ el que se utilice en lo restante en lugar del simplifi-
cado. Experimentalmente, en [134], se propone la siguiente curva de ajuste para el
coeficiente de conveccio´n:






Siendo T [oC] la temperatura de la SMA. Para la temperatura considerada, esta
aproximacio´n resulta:






La similitud entre los resultados experimentales y el calculado teo´ricamente
valida los ca´lculos que se han realizado, y por lo tanto sera´n los utilizados en lo
restante.
Para el caso de una SMA con temperatura de transformacio´n ma´s baja (tipo
“LT”), repitiendo los ca´lculos de manera similar, se obtiene un coeficiente de con-
veccio´n un 1 % ma´s pequen˜o, que a efectos pra´cticos se considerara´ igual.
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Una vez determinada la constante de conveccio´n, se procede a calcular el flujo




= Q˙CONV = hAS(TSMA − T∞) [W ] (6.9)
Donde:
h es el coeficiente de conveccio´n del proceso, calculado anteriormente.
AS es el a´rea de la SMA en contacto con el aire.
TSMA es la temperatura media de la SMA, y se considerara´ de 75oC.
T∞ es la temperatura media del aire que rodea a la SMA y se se aproximara´ a
25oC.
Despejando en (6.9) se obtiene:
Q˙CONV = 27,32 · 10−2 [W ]
Para el tipo de SMA “LT” este valor es un 15 % menor.
6.1.2. Pe´rdida de calor por radiacio´n
La ley que rige la pe´rdida de calor neta por radiacio´n es la de Stefan-Boltzmann,
la cual se expresa de la siguiente forma:
P = Q˙RAD = ε · σ · AS · (T 4SMA − T 4∞) [W ] (6.10)
Donde:
ε es la emisividad de la superficie SMA, que se aproxima a 0,85.
σ es la constante de Stefan-Boltzmann: 5,67 · 10−8 [ W
m2K4
]
AS es el a´rea de radiacio´n (a´rea de la SMA en contacto con el aire).
TSMA es la temperatura media de la SMA, y se considerara´ de 75oC.
T∞ es la temperatura media del aire que rodea a la SMA y se se aproximara´ a
25oC.
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Despejando en (6.10) se obtiene:
Q˙RAD = 23,10 · 10−3 [W ]
Para el tipo de SMA “LT” este valor es un 18 % menor.
6.1.3. Pe´rdida de calor por cambio de fase
Durante el enfriamiento, adema´s de los dos procesos anteriores se produces
una cambio de fase de la aleacio´n Nı´quel-Titanio de fase austenita a martensita.







6.1.4. Tiempo mı´nimo de enfriamiento natural
Segu´n las ecuaciones (6.9)-(6.10), realizando las simplificaciones pertinentes se
puede establecer la siguiente ley de enfriamiento sin tener en cuenta el cambio de
fase:
ε · σ · AS · (T 4SMA − T 4∞) · tenf + hAS(TSMA − T∞) · tenf = ρ · V · Ce ·∆T (6.11)
Donde:











es el calor especı´fico de la SMA.
∆T es la variacio´n de temperaturas que sufre la SMA durante el enfriamien-
to, y se tomara´ como 50oC
Se considerara´ que el dia´metro de la SMA no cambia con la contraccio´n y su
longitud es tambie´n constante e igual a 15cm.
Sustituyendo, se obtiene:
23,10 · 10−3 · tenf + 27,32 · 10−2 · tenf = 71,47 · 10−2
tenf = 2,41s
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Ahora se va a calcular el tiempo necesario para que se de el cambio de fase, o de
otro modo, el tiempo necesario para que se extraiga de la SMA el calor suficiente
para terminar el cambio de fase de austenita a martensita:
ε · σ · AS · (T 4SMA − T 4∞) · tcfase + hAS(TSMA − T∞) · tcfase = ρ · V · Lt (6.12)
Sustituyendo se obtiene:
23,10 · 10−3 · tcfase + 27,32 · 10−2 · tcfase = 41,31 · 10−2
tcfase = 1,39s
La suma de estos dos tiempos se considera como el total para enfriar la SMA, y
resulta de ttot ≈ 3,8s. Adema´s se concluye que el enfriamiento viene determinado
en un 92 % por feno´menos de conveccio´n, mientras que en un 8 % por los debidos
a radiacio´n, lo cual indica la importancia de feno´menos convectivos en cualquier
proceso de enfriamiento al que este´ sometido la fibra SMA, frente a otros mecanis-
mos (en presencia de atmo´sfera).
Para el tipo de SMA “LT” este tiempo es un 17 % mayor aproximadamente.
Las temperaturas que definen la transformacio´n martensita-austenita [144] son
As, Af , Ms, Mf . Las cuales indican las temperaturas de inicio y las de final de las
respectivas transformaciones tanto durante la fase de calentamiento como en la de
enfriamiento, como se puede observar en la Figura 6.6.
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Figura 6.6: Temperaturas de inicio (As, Ms) y final (Af , Mf ) de la transformacio´n austenita-
martensita. Cortesı´a de Flor [105].
Por lo tanto el tiempo principal que define la frecuencia de trabajo sera´ el que
esta´ determinado como el necesario para enfriar la SMA de la temperatura Af a
Ms, ya que una vez se llega a esta temperatura, la transformacio´n con la SMA car-
gada se produce ma´s ra´pido de lo calculado anteriormente por los feno´menos que
se detallan a continuacio´n.
Por otro lado, hay factores como el de la superelasticidad, ya explicado en la
seccio´n 5.3.1 que reducen este tiempo de enfriamiento principalmente por dos mo-
tivos:
Generacio´n de martensita a una temperatura ma´s alta, lo cual hace que la
temperatura de inicio de transformacio´n sea ma´s alta, y por lo tanto el tiempo
para alcanzarla sea menor en el enfriamiento (Figura 5.8).
Cambio de fase ma´s ra´pido al producirse a mayor temperatura y por lo tanto
a mayor enfriamiento por conveccio´n. t′cfase < tcfase
En vista de los resultados queda claro que la temperatura ma´s importante y la
que define la frecuencia ma´xima es la de cambio de fase, ya que una vez se ha al-
canzado la transformacio´n sucedera´ de forma ra´pida. El tiempo crı´tico, sera´ aquel
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que transcurre desde que la SMA comienza a enfriarse hasta que se llega a la tem-
peratura de transformacio´n. Para el caso estudiado, se considera de 1,39s, aunque
si el cambio de fase se realizara a mayor temperatura, este valor se verı´a reducido.
Adema´s es importante calcular el tiempo necesario, para disminuir la SMA a
la temperatura Ms de 80oC desde 100oC, procedente de una contraccio´n al 4 % y
an˜adirlo a los calculados anteriormente:
tenf =
ρ · V · Ce ·∆T





35,52 · 10−2 + 32,29 · 10−3 = 0,73s
Si se an˜aden todos los tiempos necesarios de enfriamiento:
ttot = 0,73s+ 1,39s+ 2,41s = 4,53s
En vista de este resultado, la frecuencia de trabajo en los ensayos de identifica-
cio´n debera´ ser inferior a 0,25Hz (para esta SMA).
6.2. Pe´rdida de calor por conduccio´n
Aunque para el propo´sito que se estudiara´ en lo restante este feno´meno carece
de importancia, para otros entornos como misiones espaciales puede llegar a ser
el principal mecanismo de transferencia de calor. Esta pe´rdida de energı´a te´rmica
se debe al me´todo de crimpado que se observa en la Figura 6.7, donde la SMA se
introduce por un agujero pasante en un tornillo, que a su vez esta´ prensada por
medio de dos arandelas apretadas por una rosca de tipo mariposa.
Se puede simplificar el esquema de enfriamiento de este me´todo a so´lo una
pe´rdida de flujo de calor por la longitud existente entre el centro del agujero pa-
sante y el borde de la arandela, ya que el calor que se pierde por la cabeza y final
del tornillo se puede despreciar al presentar una resistencia te´rmica mucho ma´s
elevada.
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Figura 6.7: Me´todo de crimpado de la SMA, mediante un agujero pasante en un tornillo y presio-
nado por dos arandelas.
Si se aplica el principio de las resistencias te´rmicas para calcular el flujo de
calor perdido por este feno´meno, se puede establecer el siguiente circuito te´rmico
Figura 6.8.
Figura 6.8: Esquema de resistencias te´rmicas para la pe´rdida de calor por conduccio´n.
Si se establece la temperatura de la SMA en los extremos del crimpado interno a
70oC, como temperatura media entre las temperaturas mı´nima y ma´xima de trans-
formacio´n, y un grado menor en la parte exterior1 se puede concluir la siguiente
ley de transferencia de calor de Fourier [143]:







1No se pudo medir con mayor exactitud, pero en la pra´ctica hasta no alcanzar el re´gimen per-
manente, esta diferencia es bastante mayor. Para otras aplicaciones, como las espaciales, si es el
principal mecanismo de transferencia de calor, se buscara´ aumentar esta diferencia (para conseguir
trabajar a la mayor frecuencia posible del actuador).
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Donde kCRIMP es la conductividad te´rmica del material utilizado para crim-
par la SMA y LCRIMP la longitud de dicho material que hay entre la SMA y el






, con una LCRIMP = 3mm. Con lo cual, se concluye:
q˙COND = 50 · (70− 69)











Q˙TOT = q˙TOT · ACONTACTO = 46,7 · 10−3 [W ]
Este valor es un ca´lculo aproximado, para mejorarse deberı´a de medirse con
precisio´n las temperaturas en ambos lados del crimp, pero debido a su bajo valor
respecto a la conveccio´n, se podrı´a despreciar. No obstante para reducir las pe´rdida
por conduccio´n, en el caso de ser el mayor mecanismo de transferencia (caso de
misiones espaciales), se podrı´a cambiar el material de crimpado a un no conductor,
con lo que se reducirı´a en un orden de magnitud este resultado.
6.3. Ca´lculo del punto medio de trabajo
Segu´n se expreso´ en (6.1), se necesita estimar el punto medio de trabajo (C).
E´ste sera´ el que encuentre el equilibrio entre la mitad de la contraccio´n ma´xima
que sufra la SMA. Suponiendo un rango de trabajo del 4 %, entonces sera´ la co-
rriente que deje la SMA contraı´da al 2 % en re´gimen permanente, y por lo tanto se
consiga un equilibrio entre los flujos de calor con el exterior y el debido al cambio
de fase.
Aplicando las expresiones utilizadas anteriormente e igualando los flujos de
calor debidos a los feno´menos de radiacio´n y conveccio´n con el calor aportado por
la corriente, se puede establecer:
ε · σ · AS · (T 4SMA − T 4∞) + hAS(TSMA − T∞) =




I es la intensidad que circula por la SMA.
ρe es la resistividad de la SMA. Cuyo valor es ρmart ≈ 80 [µΩ · cm], ρaus ≈
100 [µΩ · cm].
l es la longitud de la SMA, y se considera constante e igual a 15cm.
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S es la seccio´n de la SMA.
Como la SMA, en ese equilibrio de transformacio´n al 2 % ya ha comenzado el
cambio de fase, se considerara´ una resistividad intermedia entre las dos, siendo
esta ρe = 90 [µΩ · cm].
Sustituyendo con los valores anteriores, se obtiene:
23,10 · 10−3 + 27,32 · 10−2 = 7,64 · I2
I = 197mA
Este valor ha sido calculado utilizando los valores de conveccio´n y radiacio´n
anteriores. En realidad serı´an menores, ya que al no estar la SMA a la temperatura
ma´xima del ciclo, el intercambio de calor con el ambiente serı´a inferior. Para me-
jorar este resultado, se deberı´a medir la temperatura en ese estado de contraccio´n,
y posteriormente recalcular los valores. Esto resultarı´a en una intensidad menor,
pero debido a la falta de medios experimentales se utiliza dicha aproximacio´n.
No obstante, para mejorar este valor teo´rico, se ha realizado un ensayo en el
cual se lleva la SMA hasta una contraccio´n del 2 %, y se mide para ese punto la
corriente necesaria para ello. Utilizando el banco de pruebas presentado en la sec-
cio´n 5.6, se lleva al actuador hasta la posicio´n deseada mediante una rampa se-
noidal (Figura 6.9). El resultado obtenido experimentalmente fue de 110mA de
consumo. La diferencia respecto al obtenido analı´ticamente es considerable, pero
se tomara´ como va´lido, ya que sera´n las condiciones sobre las que se aplicara´n las
te´cnicas de control propuestas a continuacio´n. Sabiendo que la frecuencia de reali-
zacio´n de los ensayos no sera´ superior a 0,25Hz.
Figura 6.9: Configuracio´n del banco de pruebas para el ensayo de contraccio´n al 2%. A la izquierda
la posicio´n real y referencia hasta la llegada al punto deseado de contraccio´n. En rojo la posicio´n
referencia y real de la SMA en unidades de sensor.
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El objetivo final de este trabajo de investigacio´n va enfocado al control de ac-
tuadores de tipo SMA y por ello, se plantean varias te´cnicas de control aplicadas a
un actuador real y posteriormente se comparara´n y mostrara´ las ventajas e incon-
venientes de cada una de ellas. Se utilizara´ un control PID convencional ajustado
de manera experimental sobre el banco de pruebas como referencia para compa-
rar con el resto de me´todos presentados. La sen˜al de referencia utilizada en todos
los casos es una onda senoidal ajustada a la frecuencia de enfriamiento lı´mite para
lograr un control adecuado tanto en enfriamiento como en calentamiento del ac-
tuador SMA (calculada en el Capı´tulo 6).
7.1. Control PID
El punto de partida de todos los me´todos de control que se presentara´n es el
PID convencional que se observa en la Figura 7.1. Este me´todo aplica la siguiente
consigna de control para asignar un valor a la intensidad (modulada en ancho de
pulso) aplicada a la SMA en cada instante de tiempo:
intensidad(PWM) = Kp · e(t) +Ki
∫ t
0




Kp : es la ganancia proporcional.
Kd : es la ganancia derivativa.
Ki : es la ganancia integral.
e(t) : la diferencia entre la posicio´n de referencia y la real en el momento actual.
t : Momento actual.
τ : Variable de integracio´n. Toma valores entre 0 y t.
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Figura 7.1: Esquema de control PID para la SMA alimentada en intensidad y realimentada en
posicio´n.
Este modelo de control se ajusto´ experimentalmente para minimizar las sobre-
oscilaciones y el error de seguimiento para una sen˜al de referencia senoidal de
0,25Hz. Su implementacio´n sobre el disen˜o de control del banco de pruebas es el
que se observa en la Figura 7.2.
Figura 7.2: Implementacio´n del control PID convencional sobre el banco de pruebas. En rojo el
sistema de control PID.
Los resultados que se obtienen de este seguimiento son los que se muestran en
la Figura 7.3.
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Figura 7.3: Control PID sobre una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro si-
guiendo una referencia senoidal de 0,25Hz con una contraccio´n ma´xima del 3% (calentamiento-
enfriamiento).
Se observa como la posicio´n sobreoscila durante la fase final del calentamien-
to, au´n con los valores del controlador ajustados. Este problema es debido a los
rozamientos de los hilos de nylon que mueven el dedo robo´tico, ya presentado en
la seccio´n 5.6 y que se observa en la Figura 5.12, pero que por motivos meca´nicos
no se pudieron resolver. Por otro lado, en la fase final de enfriamiento, no se logra
alcanzar la referencia, ya que no se dispone de una refrigeracio´n lo suficientemen-
te buena como para conseguir la total recuperacio´n, problema que se tendra´n con
todos los tipos de control utilizando la refrigeracio´n natural.
Para medir la calidad de este me´todo de control se utilizara´ la suma de diferen-
cias cuadra´ticas y su valor medio, cuyos valores sera´n los empleados para futuras
comparaciones entre los me´todos de control que se proponen en lo restante (Tabla
7.1).
Tabla 7.1: Errores en el control PID para una referencia senoidal de 0,25Hz sobre una poblacio´n de
200 muestras. El valor de posicio´n viene dado en unidades de sensor, cuya resolucio´n es de 0,488µm.
Suma dif. cuadra´ticas (L2) Error cuadra´tico medio
11728094 58640
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7.2. Metodologı´a de control mediante el modelo Bouc-
Wen
Esta estrategia se basa en lo expuesto en capı´tulos anteriores, donde mediante
te´cnicas de identificacio´n se obtienen en un primer paso los para´metros del mo-
delo de Bouc-Wen normalizado y en un segundo se disen˜a un controlador de tipo
PID para su implementacio´n en el bucle de control del sistema.
7.2.1. Identificacio´n I de la histe´resis Bouc-Wen de una SMA
Una vez el sistema se encuentra en el estado inicial (zero point), se procede a la
identificacio´n de la histe´resis, y consiste en excitar al sistema con dos sen˜ales trian-
gulares con una separacio´n entre ellas q como se observa en la Figura 7.4. Estas
entradas se aplicara´n en dos ensayos diferentes sobre la SMA (so´lo variando el va-
lor q), y se esperara´ varios ciclos hasta que se alcance un re´gimen con estabilidad
aceptable.
Figura 7.4: Sen˜ales triangulares desfasadas q para identificar la histe´resis.
A continuacio´n so´lo se seleccionara´n las partes de subida del ciclo de histe´resis
para ambas sen˜ales (Figura 7.5). Una vez filtradas estas sen˜ales se aplicara´ el pro-
ceso descrito en [3] para la identificacio´n de los para´metros de la histe´resis, cuya
implementacio´n en MATLAB®, se encuentra en el Ape´ndice A.
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Figura 7.5: Ciclo de histe´resis. En rojo, curva de subida (loading part) de un ciclo de histe´resis.
En la funcio´n implementada,
[kx,kw,rho,sigma,n]=identification(input,hyst1,hyst2,q)
el vector input corresponde a la parte de la sen˜al de entrada para el cual se con-
siguen las partes de subida del ciclo (parte creciente de la sen˜al triangular). Las
partes de subida del ciclo de histe´resis se introducira´n como hyst1, hyst2 ası´ como
el desplazamiento q entre ambas. El resultado de la ejecucio´n de este algoritmo
son las cinco variables del modelo Bouc-Wen normalizado, que se utilizara´n para
el posterior disen˜o del controlador PID.
7.2.2. Identificacio´n II de la histe´resis Bouc-Wen de una SMA
Tal y como se expreso´ en capı´tulos anteriores, la te´cnica de Evolucio´n Diferen-
cial funciona bastante bien en lo que a identificacio´n de para´metros se refiere, es
por ello por lo que se plantea la siguiente metodologı´a de identificacio´n:
Eleccio´n de una sen˜al de trabajo adecuada para llegar al re´gimen perma-
nente, donde el ciclo de histe´resis se repite de forma ide´ntica. Se sugiere la
utilizacio´n de sen˜ales sinusoidales y/o cuadradas, o una combinacio´n de am-
bas para aligerar el enfriamiento de la SMA.
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Determinacio´n de la frecuencia de trabajo de la SMA. Por motivos te´rmicos,
la velocidad de funcionamiento esta´ muy ligada al me´todo de enfriamiento
que se utilice, es por ello por lo que si se piensa utilizar conveccio´n natural
se debera´ de comprobar si es posible su uso.
Una vez aplicada la sen˜al durante varios ciclos hasta llegar a un ciclo esta-
ble, se extraera´n los datos correspondientes a la salida de histe´resis que se
este´ midiendo de un ciclo completo (subida y bajada).
Aplicacio´n del algoritmo de Evolucio´n Diferencial para la obtencio´n de los
para´metros, donde la funcio´n de coste sera´ la de diferencias cuadra´ticas (ve´ase
la ecuacio´n 3.32).
7.2.2.1. Sen˜al de entrada
Se eligio´ la sen˜al que se observa en la Figura 7.6, y en concreto la parte donde
vuelve a comenzar desde el zero point ya que se encuentra en un estado conocido
y ası´ se normaliza el inicio de todos los ensayos. Una vez llegado a este punto se
excita a la SMA para que haga el ciclo principal de histe´resis llegando a sus extre-
mos de funcionamiento, pero evitando sobrecalentarla. Para ello, aunque se parte
de una posicio´n ya contraı´da, se continua hasta el lı´mite, y una vez alcanzado se
relajara´ la SMA y volvera´ a contraer hasta cerrar el ciclo de histe´resis.
Figura 7.6: Sen˜al de intensidad de entrada para el proceso de identificacio´n con frecuencia de
0,25Hz.
7.2.2.2. Frecuencia del ensayo
La frecuencia utilizada es de 0,25Hz ya que como se demuestra en el Capı´tu-
lo 6 debe ser igual o menor a esta para que la relajacio´n sea completa en la fase
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de enfriamiento. Frecuencias mayores hara´n que en el extremo de contraccio´n se
sobrecaliente la SMA por no existir un equilibrio entre la conveccio´n y el tiempo
necesario para el enfriamiento, como se observa en la Figura 7.7. Este feno´meno
tambie´n puede suceder en el caso de seguir aportando calor una vez llegado al
ma´ximo de elongacio´n, ya que lo u´nico que se produce es un aumento de tempe-
ratura pero no de deformacio´n, lo que hace que el enfriamiento sea ma´s lento de
lo habitual y no se llegue a la recuperacio´n completa.
Figura 7.7: Saturacio´n de la SMA para una frecuencia de 3Hz.
7.2.2.3. Ciclo principal para la identificacio´n
Una vez se encuentra el actuador en la posicio´n deseada se captura el ciclo obte-
nido de aplicar otra sen˜al senoidal, llegando la SMA hasta la deformacio´n ma´xima
que se usara´ en su aplicacio´n final. El ciclo capturado es el que se utilizara´ el la
identificacio´n posterior y se observa en la Figura 7.8.
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Figura 7.8: Ciclo de entrada para el proceso de identificacio´n Bouc-Wen.
7.2.2.4. Identificacio´n de para´metros
Para la identificacio´n, se utilizo´ el algoritmo ED, con los para´metros siguientes:
I-itermax = 100 Valor ma´ximo de iteraciones (generaciones).
F-weight = 0.85 El taman˜o del paso de ED, su valor pertenece al siguiente
intervalo [0, 2].
F-CR = 0.6 Probabilidad de cruce, valor constante entre [0, 1].
Strategy = 2 Se utilizara´ en todas las pruebas presentadas, la estrategia si-
guiente: DE/local-to-best/1 [103].
Para el ca´lculo de la funcio´n de coste, se utilizo´ la diferencia cuadra´tica respec-
to al ciclo teo´rico en cada iteracio´n, obteniendo los siguientes resultados a medida
que evolucionaba el algoritmo ED Figura 7.9.
La identificacio´n no es muy precisa en los valores extremos de saturacio´n del
actuador, sin embargo este es el ciclo principal y los subciclos sin saturacio´n se
ajustara´n ma´s al modelo. El algoritmo se detuvo en apenas 100 iteraciones sin con-
seguir mejorar los resultados y los resultados que se obtuvieron son los siguientes:
ρ = 7,56||σ = 5,00 · 10−1||kx = 8,00 · 10−2||ky = 2,23||n = 7,38
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Figura 7.9: Evolucio´n del algoritmo ED para distintas iteraciones. (a) Ciclo real. (b) Primera itera-
cio´n. (c) De´cima iteracio´n. (d) Sexage´sima iteracio´n.
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7.2.3. Implementacio´n del modelo Bouc-Wen en el bucle de con-
trol
Una vez se han identificado los cinco para´metros del modelo Bouc-Wen nor-
malizado, se plantea una estrategia de control basada en un regulador PID. Los
para´metros de e´ste se calculara´n siguiendo el procedimiento ya explicado en la
Seccio´n 4.12 y sera´n especı´ficos so´lo para sen˜al de entrada utilizada en la identifi-
cacio´n del ciclo de histe´resis.
Con el nuevo ajuste del PID proporcionado mediante la identificacio´n llevada
a cabo, se obtiene la Figura 7.10, donde se observa que el control ha disminuido la
sobreoscilacio´n que presentaba el ajuste anterior, lo que teo´ricamente disminuira´ el
error de seguimiento.
Figura 7.10: Control PID sobre una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro si-
guiendo una referencia senoidal de 0,25Hz con una contraccio´n ma´xima del 3% (calentamiento-
enfriamiento).
Para medir la calidad del control, al igual que en el caso anterior se utilizara´ la
suma de diferencias cuadra´ticas y su valor medio y se obtienen los valores de la
Tabla 7.2.
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Tabla 7.2: Errores en el control Bouc-Wen para una referencia senoidal de 0,25Hz sobre una po-
blacio´n de 200 muestras. El valor de posicio´n viene dado en unidades de sensor, cuya resolucio´n es
de 0,488µm.
Suma dif. cuadra´ticas (L2) Error cuadra´tico medio
11694679 58473
7.3. Metodologı´a de control mediante el modelo Prandtl-
Ishlinskii
Esta estrategia se basa en lo expuesto en capı´tulos anteriores, donde mediante
te´cnicas de identificacio´n se obtienen en un primer paso los para´metros del modelo
de Prandtl-Ishlinskii y en un segundo se disen˜a un compensador en prealimenta-
cio´n para su implementacio´n en el bucle de control del sistema.
7.3.1. Propuesta inicial de modelo Prandtl-Ishlinskii
Se parte de la utilizacio´n del modelo generalizado sime´trico con funcio´n de en-
voltura lineal y diez operadores superpuestos de tipo play. El ensayo utilizado en
la identificacio´n es el mismo que en el caso anterior, so´lo que se variara´n entre uno
o varios ciclos adquiridos, siempre partiendo del estado de zero point aunque no se
observe en los resultados gra´ficos que se muestran.
Como primer ensayo (ensayo A) se utilizara´ un solo ciclo de histe´resis, como se
observa en la Figura 7.11, extraı´do de un ensayo del que se partio´ del punto inicial,
y se aplico´ una sen˜al senoidal durante varios ciclos del cual so´lo se utilizo´ uno de
ellos. Como segundo ensayo (ensayo B) se utilizara´n varios de los ciclos obtenidos
en el mismo ensayo anterior (Figura 7.12. En funcio´n de los requisitos del sistema,
se identificara´ la histe´resis con un ensayo u otro, y ambos sera´n los utilizados en
las comparativas y resultados restantes.
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Figura 7.11: Ciclo de histe´resis y sen˜al de entrada utilizados, una vez se encuentra en zero point el
actuador SMA Dynalloy de tipo ”HT” y con carga de 300gr.
Figura 7.12: Varios ciclos de histe´resis y sen˜al de entrada utilizados, una vez se encuentra en zero
point el actuador SMA Dynalloy de tipo ”HT” y con carga de 300gr.
7.3. Metodologı´a de control mediante el modelo Prandtl-Ishlinskii 149
A continuacio´n se procedera´ a la seleccio´n y ajuste de los para´metros del mo-
delo de Prandtl-Ishlinskii con funcio´n de coste diferencia cuadra´tica, y partiendo
de:
Nu´mero de operadores: 10.
Funcio´n de envoltura: γ(v) = a0 ·v+a1, con a0 > 0, a1 > 0 son los para´metros
a identificar.
I-itermax = 500 Valor ma´ximo de iteraciones (generaciones).
F-weight = 0.90 El taman˜o del paso de ED, su valor pertenece al siguiente
intervalo [0, 2].
F-CR = 0.8 Probabilidad de cruce, valor constante entre [0, 1].
Strategy = 1 Se utilizara´ en todas las pruebas presentadas la estrategia cla´sica
DE/rand/1 [103].
7.3.2. Identificacio´n de los para´metros del modelo Prandtl-Ishlinskii
con funcio´n de envoltura lineal
Partiendo de los para´metros anteriores y la funcio´n de envoltura lineal, se pro-
cede a la identificacio´n de los para´metros que conforman el modelo de Prandtl-
Ishlinskii generalizado sime´trico. En un primer paso, se identificara´n los para´me-
tros para el ensayo de varios ciclos, y posteriormente se afinara´ el resultado para
so´lo el ciclo principal de histe´resis.
Para todos los casos, el valor identificado de q fue muy pequen˜o, y por ello se
fijo´ a 0. Adema´s, de este modo se evitan problemas en el ca´lculo del modelo inver-
so que posteriormente se implementara´ segu´n las expresiones [3.22]-[3.25].
7.3.2.1. Ensayo B
Una vez se encuentra la posicio´n de la SMA en el estado requerido, se proce-
de a la aplicacio´n de la entrada mostrada en la Figura 7.12 (ensayo B), donde el
actuador recorre varios ciclos, comenzando por el principal de histe´resis. Segu´n
evoluciona el algoritmo ED, se observa como el ajuste va mejorando hasta llegar
al resultado de la Figura 7.13 (f), donde la parte superior del ciclo de histe´resis no
queda bien identificado.
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Figura 7.13: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 10 operadores
de tipo lineal en distintas iteraciones (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo
real. (b) Primera iteracio´n. (c) De´cima iteracio´n. (d) Vige´sima iteracio´n. (e) Iteracio´n 50. (f) Iteracio´n
400.
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Los resultados del ajuste son los mostrados a continuacio´n:
a0 = 3,90 · 101||a1 = 7,08 · 10−1||c = 6,82·
ρ = 3,77||τ = 3,01 · 10−1||q = 0
γr(v) = γl(v) = γ(v)||Fcoste = 188,98
Realizando el mismo ensayo con 30 operadores, se obtuvo el mismo error de
ajuste por lo que se procedera´ a reducir los mismos para llegar a una situacio´n
de compromiso entre error del ajuste y nu´mero de operadores utilizado. De forma
ana´loga, para 5 operadores lineales se consiguieron los resultados de la Figura 7.14.
Figura 7.14: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 5 operadores
de tipo lineal tras 500 iteraciones (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo
identificado. (b) Ciclo identificado (negro) y ciclo real (azul).
a0 = 3,18 · 101||a1 = 5,86 · 10−1||c = 5,54·
ρ = 1,06 · 101||τ = 5,17 · 10−1||q = 0
γr(v) = γl(v) = γ(v)||Fcoste = 189,11
Repitiendo los ensayos para distinto nu´mero de operadores se obtiene la gra´fica
mostrada en la Figura 7.15 , donde el valor de 5 operadores es el que se conside-
rara´ como el ma´s adecuado para este tipo de modelo.
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Figura 7.15: Error cuadra´tico vs nu´mero de operadores de tipo lineal para el ensayo B.
7.3.2.2. Ensayo A
Una vez se ha identificado la histe´resis mediante el error en el ajuste sobre va-
rios ciclos, se procede a la misma identificacio´n pero sobre el ciclo principal de
histe´resis del actuador. El objetivo de este nuevo procedimiento es mejorar los re-
sultados anteriores sobre un so´lo ciclo de histe´resis, para el caso de que se trabaje
con sen˜ales de amplitud constante y que el ciclo que describa el actuador sea repe-
titivo. El resultado que se obtiene es el que se observa en la Figura 7.16.
Una vez realizado el ajuste se obtienen los siguientes resultados, donde se ob-
serva la mejora respecto a la identificacio´n con el ensayo anterior. Realizando ma´s
identificaciones variando el nu´mero de para´metros para encontrar el valor mı´nimo
de operadores que garantice un resultado de calidad. Se obtienen los resultados de
la Figura 7.17, en el cual destaca el valor de 5 operadores para conseguir una cali-
dad adecuada, no mejorable de manera apreciable aumenta´ndose este valor.
a0 = 3,73 · 101||a1 = 1,81 · 10−5||c = 9,84·
ρ = 6,23 · 10−2||τ = 2,92 · 10−3||q = 0
γr(v) = γl(v) = γ(v)||Fcoste = 0,94
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Figura 7.16: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 10 operadores
de tipo lineal en distintas iteraciones (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo
real. (b) Primera iteracio´n. (c) Vige´sima iteracio´n. (d) Iteracio´n 400 (negro) sobre el ciclo real (azul).
Figura 7.17: Error cuadra´tico vs nu´mero de operadores de tipo lineal para el ensayo A.
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7.3.3. Identificacio´n de los para´metros del modelo Prandtl-Ishlinskii
con funcio´n de envoltura no lineal
Para identificar la parte de saturacio´n de la SMA, se procede a utilizar la fun-
cio´n de envoltura γ(v) = a0tanh(a1v+a2)+a3, ya propuesta en el Capı´tulo 3, la cual
a priori funciona mejor para ciclos que lleguen a los extremos de funcionamiento
de la SMA, o aquellos cuya frecuencia de funcionamiento haga que se sobrecalien-
te el actuador.
7.3.3.1. Ensayo B
Aplicando el algoritmo de ED para el ca´lculo de estos para´metros sobre el ensa-
yo B de varios ciclos Figura 7.18. Se observa como evoluciona el ajuste del modelo
hasta llegar al resultado (f), donde se ajustan los feno´menos de saturacio´n y relaja-
cio´n de forma adecuada. Las contracciones y relajaciones no logran diferenciarse,
recorriendo todas ellas la misma curva.
Los para´metros que se obtienen son los siguientes:
a0 = 4,93 · 101||a1 = 1,35 · 101||c = 4,86 · 101
ρ = 3,94 · 101||τ = 5,10 · 10−2||q = 0
a2 = 0||a3 = 0||γr(v) = γl(v) = γ(v)
Fcoste = 134,48
Aumentando el nu´mero de operadores a 30, se realiza el mismo ensayo B, para
observar si se encuentra una mejora en la calidad de ajuste del modelo. El resul-
tado tras quinientas iteraciones en el que se observa en la Figura 7.19, donde no
mejora el resultado anterior.
a0 = 3,54 · 101||a1 = 1,34 · 101||c = 3,48 · 101
ρ = 3,60 · 101||τ = 6,04 · 10−2||q = 0
a2 = 0||a3 = 0||γr(v) = γl(v) = γ(v)
Fcoste = 135,16
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Figura 7.18: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 10 operadores
de tipo tanh en distintas iteraciones (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo
real. (b) Primera iteracio´n. (c) De´cima iteracio´n. (d) Vige´sima iteracio´n. (e) Iteracio´n 50. (f) Iteracio´n
400.
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Figura 7.19: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 30 operadores
de tipo tanh (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo identificado. (b) Ciclo
identificado (negro) y ciclo real (azul) tras 500 iteraciones.
Al no mejorar el resultado se procede a disminuir el nu´mero de operadores pa-
ra buscar una solucio´n de compromiso entre el nu´mero de operadores y el tiempo
de co´mputo. De forma ana´loga se procede a realizar la misma identificacio´n pero
con 5 operadores, y se obtiene lo que se observa en la Figura 7.20.
Figura 7.20: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 5 operadores
de tipo tanh tras 500 iteraciones (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo
identificado. (b) Ciclo identificado (negro) y ciclo real (azul).
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a0 = 4,61 · 101||a1 = 1,06 · 101||c = 4,44 · 101
ρ = 1,71 · 101||τ = 5,57 · 10−2||q = 0
a2 = 0||a3 = 0||γr(v) = γl(v) = γ(v)
Fcoste = 135,68
Para el ajuste mediante la funcio´n de envoltura de tipo tanh no se consigue me-
jorar a partir de 2 operadores, lo que se observa en la Figura 7.21, y por lo tanto
sera´n los utilizados en las tareas de control para reducir el consumo de recursos
ma´quina.
Figura 7.21: Error cuadra´tico vs nu´mero de operadores de tipo tanh para el ensayo B.
7.3.3.2. Ensayo A
El objetivo de este ensayo es aplicar la identificacio´n sobre la curva del ciclo
principal de la Figura 7.11, con el objetivo de mejorarlo para el caso de trabajar
sobre los extremos de funcionamiento del actuador.
De forma ana´loga se obtiene la Figura 7.22, donde se observa como el ajus-
te para este ciclo principal es bastante ma´s preciso que el caso anterior, lo que
podra´ aplicarse posteriormente para las tareas de control en el caso de que los
valores de trabajo el actuador sean pra´cticamente los extremos del mismo. Los va-
lores finales del ajuste son:
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Figura 7.22: Evolucio´n del algoritmo ED para el modelo de Prandtl-Ishlinskii con 10 operadores de
tipo tanh en distintas iteraciones (Deformacio´n modificada vs Intensidad modificada). (a) Ciclo real.
(b) Primera iteracio´n. (c) De´cima iteracio´n. (d) Vige´sima iteracio´n. (e) Iteracio´n 50. (f) Iteracio´n 400
(negro) sobre el ciclo real (azul).
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a0 = 3,30 · 101||a1 = 8,79 · 10−2||c = 7,63 · 10−1
ρ = 1,21 · 101||τ = 8,30 · 10−2||q = 0
a2 = 0||a3 = 0||γr(v) = γl(v) = γ(v)
Fcoste = 0,85
En este caso, tras realizar varios identificaciones variando el nu´mero de ope-
radores de tipo tanh se obtiene Figura 7.23, donde se observa como para 10 ope-
radores se obtiene el menor error del ajuste y a partir de este nu´mero aumenta el
mismo, mantenie´ndose constante a partir de 20 operadores.
Figura 7.23: Error cuadra´tico vs nu´mero de operadores de tipo tanh para el ensayo A.
7.3.4. Implementacio´n del modelo Prandtl-Ishlinskii en el bucle
de control
Para implementar este modelo en el bucle de control se procede a la meto-
dologı´a del compensador de histe´resis en prealimentacio´n [145] [50], mediante el
modelo inverso al que se le an˜ade un controlador PID. El esquema de control im-
plementado es el que se observa en la Figura 7.24 y ya propuesto en el capı´tulo
3.6, que invirtiendo el modelo de Prandtl-Ishlinskii se consigue una intensidad en
prealimentacio´n que minimiza los efectos de histe´resis del modelo.
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Figura 7.24: Estrategia de control en prealimentacio´n mediante el uso del compensador de Prandtl-
Ishlinskii.
La implementacio´n sobre el banco de pruebas consiste en la suma del control
PID ma´s el bloque de Pradtl-Ishlinksii en prealimentacio´n de la SMA, tanto para
el modelo con funcio´n de envoltura lineal como el no lineal. El sistema completo
implementado sobre el software utilizado se observa en la Figura 7.25.
Figura 7.25: Implementacio´n del control en prealimentacio´n mediante el uso del compensador de
Prandtl-Ishlinskii (rojo) y un controlador PID convencional (azul) sobre el banco de pruebas.
Para el modelo de Prandtl-Ishlinskii con funcio´n de envoltura lineal, si se utiliza
una sen˜al de referencia senoidal, se obtiene el resultado de seguimiento observado
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en la Figura 7.26. En este caso se observa como el error ha disminuido al igual que
las sobreoscilaciones, con el resultado nume´rico del error presentado en la Tabla
7.3.
Figura 7.26: Control de Prandtl-Ishlinskii+PID con funcio´n de envoltura lineal y 10 operadores
siguiendo una referencia senoidal de 0,25Hz con una contraccio´n ma´xima del 3% (calentamiento-
enfriamiento), para una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro.
Tabla 7.3: Errores en el control de Prandtl-Ishlinskii+PID con funcio´n de envoltura lineal y 10
operadores, para una referencia senoidal de 0,25Hz sobre una poblacio´n de 200 muestras. El valor
de posicio´n viene dado en unidades de sensor, cuya resolucio´n es de 0,488µm.
Suma dif. cuadra´ticas (L2) Error cuadra´tico medio
9959809 49799
Ana´logamente, para el caso del modelo de Prandtl-Ishlinskii con funcio´n de
envoltura no lineal (tanh), se obtiene el seguimiento mostrado en la Figura 7.27 y
los errores de la Tabla 7.4. El resultado es similar al anterior, pero con una ligera
mejora en el principio de la etapa de calentamiento y principio de enfriamiento,
donde las sobreoscilaciones son menores y el tiempo de establecimiento menor.
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Figura 7.27: Control de Prandtl-Ishlinskii+PID con funcio´n de envoltura de tipo tanh y 2
operadores siguiendo una referencia senoidal de 0,25Hz con una contraccio´n ma´xima del 3%
(calentamiento-enfriamiento), para una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro.
Tabla 7.4: Errores en el control de Prandtl-Ishlinskii+PID con funcio´n de envoltura de tipo tanh y
2 operadores, para una referencia senoidal de 0,25Hz sobre una poblacio´n de 200 muestras. El valor
de posicio´n viene dado en unidades de sensor, cuya resolucio´n es de 0,488µm.
Suma dif. cuadra´ticas (L2) Error cuadra´tico medio
7105800 35529
7.4. Control basado en PID autoajustable
El siguiente me´todo de control se plantea como alternativo a los anteriores, en
el caso de necesitar un control menos fino y de fa´cil y ra´pida implementacio´n. El
funcionamiento consiste en auto-ajustar un regulador PID mediante el algoritmo
de ED descrito en [103] [93], sobre el que evolucionara´n las variables Kp, Ki y Kd
hasta encontrar el mejor valor segu´n la funcio´n de coste.
El esquema gene´rico a optimizar consiste en el control convencional mediante
un regulador PID como se observa en la Figura 7.30, donde la planta es el modelo
del actuador SMA que se desea controlar. Para la simulacio´n nume´rica de este tipo
de control se utilizo´ el modelo te´rmico del actuador SMA, al que se le an˜adio´ un
PID de valores variables para poder ser ajustado en cada iteracio´n del algoritmo
ED, tal y como se muestra en la Figura 7.28.
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Figura 7.29: Evolucio´n del algoritmo ED para el ajuste de un regulador PID en distintas iteracio-
nes. (a) Referencia en posicio´n. Ajuste en la quinta iteracio´n (b), vige´sima iteracio´n (c) y tras 100
iteraciones (d).
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Figura 7.30: Esquema general de ajuste de las variables del regulador PID.
Si se utiliza como error la diferencia cuadra´tica entre el valor de referencia y la
posicio´n calculada a trave´s del modelo te´rmico, se ajustara´n los para´metros del PID
a medida que avancen las iteraciones, obteniendo como resultado la Figura 7.29, y
que sera´n los para´metros del regulador que se implementara´n en el bucle de con-
trol.
7.4.1. Implementacio´n del modelo auto-ajustable en el bucle de
control
Los resultados que se obtuvieron del proceso detallado anteriormente no fue-
ron mejores que los del PID convencional, lo que resulta bastante lo´gico por la falta
de elementos que no se simularon en el modelo nume´rico propuesto (rozamientos,
pe´rdidas de calor por conduccio´n, rigidez del muelle variable, etc.), lo que llevo´ a
un regulador PID no ajustado con mucha sobreoscilacio´n y errores elevados.
El objetivo final de este me´todo de control es su implementacio´n sobre el ac-
tuador SMA y que mediante un ensayo de ajuste se obtengan las variables del re-
gulador automa´ticamente, sin proceso de identificacio´n, como en los modelos an-
teriores. Por este motivo, este modelo de control completamente automatizado se
implemento´ en el banco de pruebas, pero debido a la falta de potencia de co´mputo
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disponible en el hardware de control, la adquisicio´n de datos se realizo´ con un re-
tardo considerable, lo que descarto´ la validez de los mismos y del ensayo propues-
to. Sin embargo se ha planteado la posibilidad de desarrollar dichos experimentos
mejorando el hardware de control en futuras revisiones.
7.5. Respuesta a entrada escalo´n
En este apartado se estudian las distintas respuestas ante una entrada escalo´n
para los modelos de Prandtl-Ishlinskii con PID y el control Bouc-Wen. No se ha
incluido la respuesta al modelo PID puesto que el modelo de Bouc-Wen consiste
en este regulador ajustado segu´n la metodologı´a ya expuesta.
Para el caso del modelo Bouc-Wen se obtiene la Figura 7.31, donde se observa
como la posicio´n referencia no se llega a alcanzar en re´gimen permanente, tenien-
do un error del 1,1 % aproximadamente. El error cometido en el seguimiento, de
manera ana´loga a los casos anteriores se observa en la Tabla 7.5.
Figura 7.31: Respuesta ante entrada escalo´n utilizando el control Bouc-Wen hasta una contraccio´n
del 3,5%, para una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro. Tiempo de muestreo
0,02s.
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Tabla 7.5: Errores en el control Bouc-Wen ante entrada escalo´n de contraccio´n 3,5% sobre una
poblacio´n de 100 muestras. Tiempo de muestreo 0,02s. El valor de posicio´n viene dado en unidades
de sensor, cuya resolucio´n es de 0,488µm.
Suma dif. cuadra´ticas (L2) Error cuadra´tico medio
4,0803 · 109 4,0803 · 107
El control de tipo Prandtl-Ishlinskii, tanto para funcio´n de envoltura lineal co-
mo la de tipo tanh ofrecieron los mismos resultados ante este tipo de sen˜al de
entrada, por ello so´lo se presentan los relativos a la funcio´n de envoltura lineal en
la Figura 7.32. En este caso, la diferencia que se puede apreciar respecto al anterior
es una pequen˜a sobreoscilacio´n de apenas un 1 % del valor consigna, y un valor en
re´gimen permanente algo mejor que en caso anterior (0,7 %). Los errores de segui-
miento se detallan en la Tabla 7.6.
Figura 7.32: Respuesta ante entrada escalo´n utilizando el control Prandtl-Ishlinskii hasta una con-
traccio´n del 3,5%, para una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro. Tiempo de
muestreo 0,02s.
Tabla 7.6: Errores en el control Prandtl-Ishlinskii ante entrada escalo´n de contraccio´n 3,5% sobre
una poblacio´n de 100 muestras. Tiempo de muestreo 0,02s. El valor de posicio´n viene dado en
unidades de sensor, cuya resolucio´n es de 0,488µm.
Suma dif. cuadra´ticas (L2) Error cuadra´tico medio
3,9944 · 109 3,9944 · 107
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7.6. Fatiga por la accio´n de control
En esta seccio´n se pretende estudiar la suavidad de la sen˜al de intensidad apli-
cada al actuador SMA, en cada uno de los distintos tipos de control. Teo´ricamente
el material se deteriorara´ menos con un control menos brusco y por lo tanto la vida
u´til del actuador aumentara´1. Para ello se propone la siguiente medida de accio´n




|yi+1 − yi| , i = 1, 2, . . . , n (7.2)
Donde y es la intensidad aplicada a la SMA, ya sea en intensidad o en ancho de
pulso (PWM), en cada instante de tiempo y n el nu´mero de muestras de la medida.
Considerando el modelo de control basado en el PID sobre un ciclo completo
de calentamiento-enfriamiento, se obtienen los valores de consigna de control que
se observan en la Figura 7.33.
Figura 7.33: Sen˜al de entrada a la SMA modulada en ancho de pulso (PWM), para una referencia
senoidal (arriba en color azul) y la posicio´n real (arriba en color rojo). Utilizando el control PID,
sobre una SMA Dynalloy de tipo ”HT” de 0,15mm de dia´metro. Tiempo de muestreo 0,02s.
1No demostrado experimentalmente todavı´a. En futuras revisiones del banco de pruebas se
procedera´ a la realizacio´n del ensayo de fatiga por la accio´n de control.
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Para el caso de el control Prandtl-Ishlinskii con funcio´n de envoltura lineal, se
obtienen los siguientes resultados (Figura 7.34).
Figura 7.34: Sen˜al de entrada a la SMA modulada en ancho de pulso (PWM), para una referencia
senoidal (arriba en color azul) y la posicio´n real (arriba en color rojo). Utilizando el control Prandtl-
Ishlinskii con funcio´n de envoltura lineal y 10 operadores, sobre una SMA Dynalloy de tipo ”HT”
de 0,15mm de dia´metro. Tiempo de muestreo 0,02s.
Aplicando la expresio´n (7.2), se obtienen los resultados de la Tabla 7.7, en la que
se observa como para el caso del control Prandtl-Ishlinskii esta medida se reduce
en un 71 % respecto al PID. Lo que prolongara´ la vida esperada del material por
estar sometido a una menor fatiga por accio´n de control.
Tabla 7.7: MEC (Medida de la Extenuacio´n debida al Control) del control PID y Prandtl-Ishlinskii
ante entrada senoidal. Tiempo de muestreo 0,02s.
MECPID MECPrandtl
3297 958
7.7. Comparativa entre las estrategias de control
A modo resumen de todos los resultados obtenidos en la realizacio´n de es-
te capı´tulo, se propone la Tabla 7.8, donde se comparan los me´todos de control
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respecto al PID. Los errores de seguimiento se presentan tambie´n relativos a di-
cho control, utilizando para esta comparacio´n las raı´ces cuadradas de los errores
cuadra´ticos medios ya presentados anteriormente.
Tabla 7.8: Cuadro comparativo entre las estrategias de control PID, Bouc-Wen y Prandtl-Ishlinskii
con funcio´n de envoltura lineal y no lineal. Los valores de error son relativos al control PID.
Bouc-Wen Prandtl-Is. Prandtl-Is.lineal tanh
Identificacio´n Difı´cil Sencilla Sencilla
↑ coste comp. Alg. evolutivos Alg. evolutivos
Implementacio´n Sencilla Laboriosa Difı´cil obt.
algoritmo control (PID) ↓ coste comp. modelo inv.
Error seguim. Similar al
sen˜al seno PID 8 % menor 22 % menor
Menor sobreosc.
Error seguim. Igual que 1,2 % menor 1,2 % menor
escalo´n PID
Fatiga por Igual que 71 % menor 71 % menor
accio´n control PID
De las estrategias presentadas cabe destacar la menor fatiga por accio´n de con-
trol para ambos me´todos de Prandtl-Ishlinskii, lo que sumado a los mejores segui-
mientos de sen˜ales senoidales, hacen que sean los ido´neos en aplicaciones donde la
vida u´til del actuador sea un factor importante. Por otro lado, el ajuste del control
PID mediante la metodologı´a de Bouc-Wen, no ofrece resultados considerablemen-
te mejores que el ajuste experimental inicial del banco de pruebas, lo que descarta
su uso respecto a las te´cnicas anteriores.
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Durante esta tesis se han aportado tres contribuciones principales al control de
actuadores de tipo SMA, las cuales resuelven las siguientes dificultades: bu´squeda
de un estado inicial en el actuador, aplicacio´n del algoritmo ED para la identifica-
cio´n del modelo de Prandtl-Ishlinskii y del Bouc-Wen y por u´ltimo, la implemen-
tacio´n y comparativa de varias estrategias de control sobre el sistema real.
8.1. Bu´squeda del estado inicial
Uno de los problemas que existen a la hora de identificar los para´metros, de
un cierto sistema con histe´resis, es la bu´squeda de un determinado estado cono-
cido del que comenzar el proceso. Debido a la histe´resis que presenta el actuador
utilizado, conocer el estado en que se encuentra sin conocer su historia pasada, no
es sencillo. Adema´s, para inicializar los algoritmos de control, en muchos casos es
necesario partir de este estado conocido, ya que los modelos matema´ticos en los
que se basan parten de esta premisa.
Para la resolucio´n de este problema, se ha propuesto, probado y validado un
ensayo de inicializacio´n, que sera´ aplicado previo a cualquier tarea de identifica-
cio´n o control. La idea consiste en la aplicacio´n de una sen˜al de amplitud decre-
ciente, y que tras un tiempo determinado el actuador llegara´ a un estado conocido
denominado zero point. Este punto, para un mismo actuador, dependera´ so´lo de las
caracterı´sticas de la sen˜al aplicada, y por lo tanto sera´ estable para los propo´sitos
deseados.
8.2. Identificacio´n de histe´resis mediante ED
Una vez el actuador se encuentra en un estado conocido, se propone una identi-
ficacio´n basada en algoritmos evolutivos (ED). Mediante el uso de me´todos nume´ri-
cos, se realizan una serie de simplificaciones que permiten parametrizar el modelo
Bouc-Wen, y en concreto calcular los para´metros que forman el modelo de histe´re-
sis de la SMA, y que analı´ticamente no tenı´a solucio´n directa. Adema´s se presenta
un estudio de sensibilidad acerca de las variables del modelo.
Por otro lado se proponen dos modelos de Prandtl-Ishlinskii, tanto lineal como
no lineal, que presentan compatibilidad con el comportamiento de los actuadores
SMA. Despue´s de variar el nu´mero de operadores y otra serie de para´metros, sobre
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los ensayos de identificacio´n, se estudia el error cometido en cada ajuste.
8.3. Implementacio´n de los modelos en el bucle de con-
trol
Una vez se encuentra identificado el sistema, se procede al control del actuador
SMA mediante el uso de distintas te´cnicas, ası´ como una comparacio´n entre cada
una de ellas. Para el caso de modelo Bouc-Wen, se presenta un ajuste de un PID
mediante los para´metros que proporciona el modelo teo´rico. Tras su aplicacio´n so-
bre la SMA no se observan mejoras respecto al ajuste experimental de referencia
(PID).
Para el caso del modelo de Prandtl-Ishlinskii, se propone una metodologı´a ba-
sada en prealimentacio´n mediante el modelo inverso, ma´s una realimentacio´n PID.
Para ambos modelos (lineal y no lineal), se estudio´ el nu´mero de operadores ne-
cesario para encontrar un equilibrio entre tiempo de co´mputo y calidad del ajus-
te. Por u´ltimo, despue´s de una comparativa ante diversas sen˜ales de entrada, se
concluye que el me´todo de Prandtl-Ishlinskii mejora notablemente el control de
histe´resis de la SMA. Adema´s se mejora la durabilidad de la misma al presentar
un control ma´s fino, y por lo tanto aportar una menor fatiga te´rmica al material.
8.4. Trabajos futuros
El trabajo aquı´ descrito, al formar parte de un proyecto mayor, se debe integrar
y validar para su puesta en marcha sobre el sistema de actuacio´n final. Por este
motivo, a continuacio´n se plantean una serie de trabajos que a corto y medio plazo
sera´n se debera´n realizar:
Realizacio´n de un estudio de fatiga debido a la accio´n de control, para com-
parar el me´todo de Prandtl-Ishlinskii respecto al PID convencional y validar
los estudios presentados anteriormente.
Integracio´n de los algoritmos de identificacio´n sobre el propio hardware de
desarrollo, para poder funcionar de manera auto´noma ante cambios de la
SMA, sin depender de ningu´n PC externo.
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Desarrollo de una estrategia de control adaptativa basada en el modelo de
Prandtl-Ishlinskii y que funcione para varias frecuencias y tipos de SMA.
Desarrollo de una metodologı´a basada en control borroso, que ajuste entre
las te´cnicas presentadas, la ma´s adecuada para cada sen˜al de entrada.
Prueba de otras funciones de envoltura invertibles en el modelo de Prandtl-
Ishlinskii, cuya forma sea parecida al ciclo de histe´resis. Aunque el uso de la
funcio´n actual tanhmejora el comportamiento, respecto al modelo de funcio´n
lineal, su modelo inverso no parece mejorar en los casos donde la SMA no
trabaja en saturacio´n.
Disen˜o de unos dispositivos de enfriamiento para el actuador SMA. Para me-
jorar los algoritmos de control y aumentar la frecuencia de funcionamiento
de los mismos, se plantea el uso de dispositivos de enfriamiento por con-
veccio´n forzada basados en microventiladores y sopladores, aunque otros
me´todos como inmersio´n en aceite o contacto con grasas te´rmicas pueden
ser evaluados.
Migracio´n de los algoritmos de control del banco de pruebas al dispositivo
final que se presente en el proyecto HYPER.
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while (input(posicion1) <= xestrella)
posicion1 = randi(length(input)-2,1);
end

























La optimizacio´n es probablemente uno de los desafı´os ma´s importante con el
que cientı´ficos y economistas se han enfrentado en las u´ltimas de´cadas. ¿Cua´l es
la cantidad o´ptima de combustible en un coche de Fo´rmula 1? ¿Cua´l es la locali-
zacio´n exacta del robot Spirit tras meses movie´ndose por la superficie marciana?
Claramente, es necesario a dia de hoy disponer de herramientas que permitan a
los investigadores responder a estas y otras muchas preguntas de manera precisa,
concisa y robusta.
En principio, la optimizacio´n y minimizacio´n no deberı´a parecer un problema
complejo de analizar, por ejemplo, si un ganadero lleva 50 an˜os criando gallinas,
sabe perfectamente la cantidad de pienso que debe suministrar a sus animales para
alimentarlos al menor precio de coste y con la mayor produccio´n. Nadie le ha dicho
nunca cuantos kg debe darles y sin embargo considera perfecto el volumen aunque
cada an˜o posea un nu´mero variable de ellas. Sin embargo, no todos los problemas
son posibles de resolver a partir de la experiencia. Existen casos como por ejemplo
la seleccio´n de los para´metros que maximizan los niveles de produccio´n de una
central lechera (presio´n de las va´lvulas, temperatura de los componentes, veloci-
dad de la mezcla) que son complejos de determinar a priori. Es decir, no es posible
o conveniente,probar y equivocarse hasta dar con la solucio´n adecuada por tratarse
de problemas altamente complejos y caros. Es por ello que se le da la oportunidad
a las matema´ticas para guiarse en busca de la mejor solucio´n.
Se puede definir la optimizacio´n como el proceso de encontrar la mejor solucio´n
posible a un problema, bajo ciertas restricciones. Normalmente, existen D para´me-
tros en una funcio´n f(x) = f(x0, x1, x2, ...xD−1) que modifican su comportamiento
al intentar minimizarla. Esto significa que de alguna manera, para minimizar f
sera´ necesario comprender e interpretar el papel de cada variable dentro del siste-
ma global. En el caso de la Figura B.1 se plantea como objetivo encontrar el mı´nimo
de la funcio´n f(x, y) = e−(x2+y2).
Dado que se trata de una funcio´n monomodal, pues tan solo existe una solucio´n
o´ptima, resulta sencillo de encontrar su solucio´n por me´todos tradicionales como
puede ser el me´todo del gradiente, la secante o Gauss-Newton, fuerza bruta, Hoo-
ke and Jeeves en un entorno local. Si la optimizacio´n comienza cerca de un cuenco
o mı´nimo, estos me´todos dara´n resultados muy buenos. Adema´s, es posible im-
plementar un paso adaptativo que se reduzca a medida que la funcio´n se acerque al
mı´nimo.
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Figura B.1: Funcio´n monomodal. Bu´squeda del punto o´ptimo.
Normalmente los problemas surgen en los sistemas no lineales de los cuales se
desconocen su mecanismo interno. En estos casos, es muy comu´n encontrarse con
funciones que admiten ma´s de una solucio´n (o mı´nimo) local, creando un nuevo
problema: la convergencia hacia otras soluciones peores (mı´nimos locales) de los
algoritmos. Para solucionar este problema, sera´ necesario implementar funciones
de optimizacio´n que permitan realizar bu´squedas en un entorno global, contras-
tando ası´ los costes en toda las superficie y seleccionando el valor ma´s represen-
tativo de la misma. Este tipo de algoritmos son menos precisos, pero ofrecen la
ventaja de trabajar en funciones con numerosos mı´nimos locales como en el caso
de la Figura B.2.
B.2. Evolucio´n Diferencial
La evolucio´n diferencial es principalmente un me´todo de optimizacio´n que sur-
gio´ en 1995 a partir de un algoritmo gene´tico desarrollado por Kenneth Price. Se
trata de un optimizador basado en poblaciones que ataca el problema inicial me-
diante la evaluacio´n la funcio´n objetivo en mu´ltiples puntos iniciales seleccionados
aleatoriamente y evoluciona sobre las poblaciones anteriores de manera aleatoria.
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Figura B.2: Funcio´n multimodal a escala local. Bu´squeda del mı´nimo global.
B.2.1. Motivacio´n
Tal y como plantea [103], existen muchas formas de resolver el problema de op-
timizacio´n en funciones multimodales. Como es lo´gico, el principal problema que
surge al abordar este tipo de funciones es el punto de inicio o arranque. Antes de
desarrollar me´todos basados en algoritmos gene´ticos o evolutivos, se plantearon
soluciones ma´s sencillas pero menos robustas y precisas:
1. Recocido simulado (Simulated Annealing) – Realiza una bu´squeda heurı´stica en
el que en cada iteracio´n, se evalu´an los puntos cercanos y probabilı´sticamen-
te se decide si se pasa a un nuevo estado s′ o se mantiene en el mismo estado
s buscando los puntos de menor energı´a [146]. Este procedimiento se reali-
zara´ hasta que la energı´a sea menor a un valor establecido anteriormente.
Este me´todo posee como caracterı´stica importante que la probabilidad de
transicio´n siempre es mayor que cero, y por lo tanto, elimina la posibilidad
de estancarse en mı´nimos locales. Adema´s, a medida que se va acercando a
un mı´nimo global, la probabilidad disminuye asinto´ticamente.
2. Mu´ltiples puntos. Me´todos basados en la derivada– En los que se proponen varios
puntos iniciales y se estima la energı´a partiendo de todos ellos. Con ello se
consigue una optimizacio´n global. Normalmente estos me´todos aplican la
derivada, aunque no es estrictamente necesario, pudie´ndose aplicar te´cnicas
de bu´squeda directa en casos donde la funcio´n no es derivable [147].
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3. Mu´ltiples puntos. Me´todos de Clustering – Otra posibilidad que se ha planteado
es lanzar diferentes puntos y establecer unas agrupaciones o clusters de ma-
nera que se agrupan los puntos en funcio´n de su base de atraccio´n [148].
De esta manera, suponiendo que los mı´nimos se comportan como hiper-
elipsoides, es posible tras un clustering estimar el centro de los mismos y
decidir cual es el mı´nimo global. El problema que surge al utilizar este me´to-
do es el gran consumo de memoria que se produce pues requiere almacenar
todos los valores y posiciones que se van encontrando durante el proceso.
B.2.2. Funcionamiento
El me´todo de ED (Evolucio´n Diferencial) es un optimizador basado en poblacio´n
que resuelve el problema de la seleccio´n del punto inicial mediante el muestreo de
la funcio´n objetivo en mu´ltiples puntos seleccionados aleatoriamente. En el plan-
teamiento inicial se establecen el dominio de los para´metros de entrada xminm , xmaxm
desde los cuales se generara´n Np vectores sobre esta poblacio´n inicial tal como se
muestra en la Figura B.3. Cada vector se indexa de manera que adquiera un valor
entre 0 y Np − 1
Figura B.3: Evolucio´n Diferencial. Planteamiento inicial del problema.
Como en otros los me´todos basados en poblacio´n, ED genera nuevos puntos
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(perturbaciones) basado en puntos anteriores. Estas desviaciones no son reflexio-
nes tal y como plantean otras soluciones como CRS o Nelder–Mead [149], ni tam-
poco se basan en seleccio´n de puntos en funciones de probabilidad predefinidas,
como en los algoritmos de Montecarlo. La gran diferencia estriba en que en este
caso los nuevos valores se generan valie´ndose de tres individuos seleccionados
al azar. Dos de los elementos xr1, xr2 se restan multiplicados por un peso (tasa e
mutacio´n) F y se suman al tercero xr3 produciendo el vector de prueba
u0 = xr3 + F · (xr1 − xr2)
tal y como se muestra en la Figura B.4
Figura B.4: Evolucio´n Diferencial. Seleccio´n de la poblacio´n con valores aleatorios y generacio´n del
vector de prueba u0.
Posteriormente, en la etapa de seleccio´n, el vector de prueba u0 compite contra
todos los vectores de poblacio´n del mismo ı´ndice, que en el caso de la Figura B.5 es
el nu´mero 0. En dicha representacio´n se muestra el paso de seleccio´n y almacena-
miento en el que se marca el vector con menor coste como miembro de la siguiente
generacio´n. Este proceso se realizara´ repetidamente hasta que una poblacio´n deNp
vectores han competido contra un vector de prueba generado aleatoriamente. Una
vez que el u´ltimo vector de prueba ha sido probado, los vectores supervivientes de
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las Np competiciones entre pares pasan a ser los padres de la siguiente generacio´n.
Cuando alguna de las condiciones de salida se cumplan, el algoritmo termina.
Normalmente las restricciones son de tiempo, nu´mero de iteraciones/generacio-
nes o precisio´n alcanzada. Dependiendo del uso que se le quiera dar al algoritmo,
convendra´ usar una u otra condicio´n de salida. En el caso de este proyecto, dado
que la bu´squeda del o´ptimo se buscara´ una sola vez, la velocidad de convergencia
no es crucial, siendo la ma´xima prioridad la precisio´n (dado que una vez se en-
cuentre la red o´ptima se establecera´n los valores o´ptimos como pesos y bias de la
misma y no se volvera´ a optimizar).
Figura B.5: Evolucio´n Diferencial. Puesto que posee el menor coste, u0 reemplaza el vector con
ı´ndice 0 en la siguiente generacio´n.
B.2.2.1. Mutacio´n
Un proceso importante en el algoritmo de ED es la mutacio´n. E´sta consiste en
agregar un incremento generado aleatoriamente a una o ma´s variables de un vec-
tor solucio´n candidato. El objetivo de la mutacio´n es generar nuevos candidatos
tal y como se observa en la Figura B.4. Complementariamente a este proceso se
encuentra tambie´n el de cruce, que consiste en intercambiar informacio´n de los
vectores solucio´n a sus descendientes.
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B.2.3. Ventajas y desventajas del algoritmo de ED
Las principales ventajas de la ED son:
Capaz de trabajar con funciones objetivo no lineales, no diferenciables y mul-
timodales.
Algoritmo fa´cilmente paralelizable, especialmente u´til cuando la evaluacio´n
de la funcio´n objetivo es computacionalmente costosa.
No es necesario predefinir distribuciones de probabilidad como en el caso de
las estrategias evolutivas.
Suele converger a un valor o´ptimo (posiblemente global), de una manera con-
sistente a lo largo de una secuencia de ejecuciones independientes.
Por otro lado, la ED presenta una serie de desventajas propias de este tipo de
estrategias como son la posible convergencia inestable en algunos casos, o la pro-
babilidad de caer en puntos o´ptimos a nivel local.
B.2.4. Pseudo-Co´digo del optimizador
El siguiente extracto contiene el pseudo–co´digo para ED mostrando la sencillez
del mismo y la base del mismo.
while (criterio de convergencia no es alcanzado)
{





ui = xr3 + F*(xr1 - xr2);














Figura C.1: Caracterı´sticas de los hilos de Nitinol. Cortesı´a de DYNALLOY Inc. [150].
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