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Abstract—The problem of face alignment has been intensively studied in the past years. A large number of novel
methods have been proposed and reported very good performance on benchmark dataset such as 300W. However, the
differences in the experimental setting and evaluation metric, missing details in the description of the methods make
it hard to reproduce the results reported and evaluate the relative merits. For instance, most recent face alignment
methods are built on top of face detection but from different face detectors. In this paper, we carry out a rigorous
evaluation of these methods by making the following contributions: 1) we proposes a new evaluation metric for face
alignment on a set of images, i.e., area under error distribution curve within a threshold, AUCα, given the fact that the
traditional evaluation measure (mean error) is very sensitive to big alignment error. 2) we extend the 300W database
with more practical face detections to make fair comparison possible. 3) we carry out face alignment sensitivity analysis
w.r.t. face detection, on both synthetic and real data, using both off-the-shelf and re-retrained models. 4) we study factors
that are particularly important to achieve good performance and provide suggestions for practical applications. Most of
the conclusions drawn from our comparative analysis cannot be inferred from the original publications.
Index Terms—Face alignment, face detection, sensitivity
F
1 INTRODUCTION
THE study of face alignment, or faciallandmarks localisation, has made rapid
progresses in recent years. Several methods
have reported close-to-human performance on
benchmark datasets, e.g. the Automatic Fa-
cial Landmark Detection in-the-Wild Challenge
(300W), of which the images that are acquired
from unconstrained environments. However,
while there is much ongoing research in com-
puter vision approaches for face alignment,
varying evaluation protocols, lack descriptions
of critical details and the use of different ex-
perimental setting or datasets makes it hard to
shed light on how to make an assessment of
their cons and pros, and what are the important
factors influential to performance.
Face alignment is often served as an inter-
mediate step in commonly used face analysis
pipeline (face detection ⇒ face alignment ⇒
Yang and Robinson are with Computer Laboratory, University of
Cambridge, England.
Jia is with the University of Hong Kong, Hong Kong.
C.C. Loy is with Multimedia Laboratory, Chinese University of Hong
Kong, Hong Kong.
Project: https://www.cl.cam.ac.uk/ hy306/FaceAlignment.html
face recognition). Despite the fact that most
current face alignment methods [52], [49], [48],
[5], [28], [40] build on top of face detection,
few of them have discussed the face align-
ment sensitivity w.r.t face detection variation.
In Fig. 1, we show some face alignment ex-
amples of several state of the art models. In
the first row, the Headhunter [25] is applied
for face detection given its state of the art
face detection performance. In the second row,
face detection is from the best face detector. As
can be seen, the methods struggle to obtain
reasonable alignment results while face detec-
tion changes. Moreover, face detection jitter
is a very common phenomenon in reality. As
shown in Fig. 2, face detection jitters several
pixels in consecutive frames even there is no
face movement at all, which might be due to
very tiny lighting noise. Thus we believe it is
very meaningful to study the face alignment
sensitivity w.r.t face detection changes.
In this paper, we attempt to study recent
face alignment methods regarding above men-
tioned concerns in an empirical manner. We
first extend the 300W benchmark dataset and
form the 300W++ dataset by providing several
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2Fig. 1: Face alignment results given different
face detections. The upper row shows the re-
sults from HeadHunter [25] while the the lower
row shows the results from the best face de-
tection. From left to right, SDM [40], CFAN
[48], TREES [20], their corresponding best face
detection: Viola-Jones [34], IBUG [29] and dlib
[21].
Fig. 2: Viola-Jones Face detection jitter. Left,
sequence of still live face; right, sequence of
static face photo.
types of popular face detections, in addition to
its impractical tight face bounding boxes. For
the samples with missing face detections, we
fulfil them by using a deep ConvNet regression
model. We also point out the issue of using
overall mean error as an evaluation criterion
as it is too sensitive to big erroneous samples
and propose a new evaluation criterion, AUCα.
The extended dataset and the new evaluation
criterion will enable future comparison more
convenient and consistent. Then we focus on
performance evaluation and sensitivity analy-
sis of recent face alignment methods and make
the following contributions:
First, we compare the performance of pub-
licly available off-the-shelf face alignment mod-
els on the 300W++ dataset, on both their best
face detection and other face detections. We
carry out synthesised experiments by adding
artificial noises on the face detection (face cen-
tre shifts and scale changes) and study the
sensitivity w.r.t face detection (initialisation)
variation. In total, we have run more than 1000
groups of experiments on 11 representative
methods and demonstrate their relative merits
as well as their sensitivity w.r.t initialisation
changes.
Second, to have a fair comparison, we re-
train several best performing and typical meth-
ods by using the same data (training samples
and face detection), and by making other set-
tings such as augmentation number as similar
as possible. Then we compare their alignment
performance and their robustness against ini-
tialisation changes. In this way, we can have
a unbiased look at these methods and draw
useful and comparative conclusions.
Third, we revisit a typical cascaded face
alignment, Explicit Shape Regression (ESR)
[39], which brought a breakthrough record of
face alignment in both accuracy and speed. In
the spirit of the devil is in the detail, we study
how the performance is influenced by some im-
portant factors like initialisations and number
of cascades. Those findings are also useful to
other cascaded face alignment methods.
From our empirical study and in-depth com-
parison, it is able to have an overall picture
of the performance of recent face alignment
methods and to identify the aspects of the
different constructions which are important for
performance and which are not. Most of the
results/conclusions in this paper cannot be
inferred from the original publications alone.
For further comparison, we will release the
source code and 300W++ dataset and describe
all the implementation details (including some
that were omitted in the original publications
and that were obtained from personal commu-
nications with the authors). With the release of
the code and dataset, we wish to encourage:
1) the use the practical 300W++ benchmark to
make a fair evaluation of new contribution; 2)
the application of AUCα as a evaluation metric
over a testing set; 3) sensitivity analysis of a
face alignment model.
32 FACE ALIGNMENT METHODS
Papers on face alignment have flourished in
recent years. Based on whether a method uses
specific detector (local expert) for an individ-
ual landmark or not, we roughly group the
methods into two categories: local-based meth-
ods and holistic-based methods. The former
usually has explicit local expert model while
the latter does not. We investigate on recent
state of the art methods in both categories and
review some hybrid methods as well. More
holistic-based methods are studied as they are
more dominant in recent years. We attempt
to include as many as possible of the recent
advances, but it is hard to cover all of them
due to implementation difficulty and space
limit. Readers interested in other representa-
tive methods such as the original Active Ap-
pearance Models (AAM) [11] and others are
referred to [36], [9].
2.1 Local-based methods
Local-based methods usually consist of two
parts: local experts and spatial shape models.
The former describes how image around each
facial landmark looks like while the latter de-
scribes how face shape varies. There are three
main types of local experts: 1) Classification-
based approaches , e.g. SVMs [27], [7], [35]
based on various image features such as Gabor
[35], SIFT [23], Discriminative Response Map
Fitting (DRMF) by dictionary learning (Dict.L)
[4] and multichannel correlation filter (CF) re-
sponses [17]; 2) Regression-based approaches
like Support Vector Regressors (SVRs) [24],
Continuous Conditional Neural Fields (CCNF)
[6]; 3) Voting-based approaches, including re-
gression forests based voting [12], [15], [45] and
exemplar based voting [31], [30]. One typical
shape model is the Constrained Local Model
(CLM) [13], which has been widely adapted
with various local expert models. There are
some other shape models such as RANSAC in
[7], graph-matching in [50], Gaussian Newton
Deformable Part Model (GNDPM) [33], mix-
ture of trees [51] and Hierarchical Probabilistic
Model (HPM) [38]. Local-based method has
the advantage of making alignment assessment
through local likelihood. However, due to the
nature of model design, local-based methods
are computationally expensive especially when
the number of facial landmarks is high. More-
over, in such a method, it is usually a tricky
task to balance the local responses and global
constraints. In this paper we select three rep-
resentative local-based methods, namely the
CCNF [6], the GNDPM [33] and the DRMF
[4] for evaluation given their state of the art
performance among local-based methods.
2.2 Holistic-based methods
Holistic-based methods have gained higher
popularity than local-based methods in re-
cent years. Most of them work in a cascaded
way similar to the classical Active Appearance
Model (AAM) [11]. In such methods, the face
shape is often represented as a vector of land-
mark locations, i.e., S = (x1, ..., xk, ..., xK) ∈
R2K , where K is the number of landmarks.
xk ∈ R2 is the 2D coordinates of the k-th
landmark. Most current holistic-based methods
work in a coarse-to-fine fashion, i.e., shape
estimation starts from an initial shape S0 and
progressively refines the shape by a cascade of
T regressors, R1...T . Each regressor refines the
shape by producing an update, ∆S, which is
added up to the current shape estimate. It is
summarized in Algorithm 1 [16].
Algorithm 1 Cascaded Pose Regression
Require: Image I , initial pose S0
Ensure: Estimated pose ST
1: for t=1 to T do
2: f t = ht(I, St−1) . Shape-indexed
features
3: ∆S = Rt(f t) . Apply regressor Rt
4: St = St−1 + ∆S . update pose
5: end for
Despite different strategies are proposed in
recent years, most of them share the above
described framework. They differ from each
other mainly in three aspects: strategy of set-
ting initialisation; 2) shape-indexed features; 3)
regressor. Feature extraction and regression are
usually interdependent.
There are mainly three initialisation schemes:
random, mean pose, and supervised. The ran-
dom method usually selects one or several face
4TABLE 1: Local-based methods
Local Expert SVMs [27], [7], [50] Dict.L [4] SVRs [24] CF [17] RF [12], [15], [45] CCNF [6]
Shape Model CLM [13], [6], [12] Mix.Tree [51], [18], [47] DPM [33] GraphMatch. [50] RANSAC [7] HPM [38]
TABLE 2: Holistic-based methods and their properties.
Methods ESR [5] SDM [40] RCPR [8] IFA [5] TREES [20] CFAN [48] TCDCN [42] LBF [28] CFSS[52]
initialization random mean pose random mean pose mean pose supervised supervised mean pose random
features pixel diff. SIFT pixel diff. HOG pixel diff. auto-encoder pixel LBF SIFT
regressor random ferns linear random ferns linear random trees linear ConvNet linear linear
shapes from a set of training samples and then
rescale them w.r.t the provided face bounding
box via similarity transformation. The mean
pose initialization method calculates a mean
shape within the face box. The supervised
scheme usually calculate a initialisation shape
by using an auxiliary model (e.g. ConvNet)
that usually takes the image content in the face
bounding box as input.
A large variety of image features are utilized
as the shape indexed features, that include grey
scale pixel value comparison (e.g., [16], [39],
[8], [20]), hand-crafted features (like SIFT [23]
in [40], [52], [32] and HOG [14] in [46]) and
learned features (using Auto-encoders [48] or
ConvNet [42]).
The regressors also vary a lot in different
methods that include random ferns [16], [39],
[8], random forests [20], Support Vector Regres-
sor [5], [43] and Supervised Descent Method
(SDM) and its extensions [40], [5], [41], [52].
Recently, deep learning framework has also
been applied in the problem of face alignment,
which usually also works in a holistic and
coarse-to-fine manner for instance [42]. It has
been improved by Tasks Constrained Deep
Convolutional Network (TCDCN) [49], which
jointly optimises face alignment and correlated
tasks such as head pose estimation in a single
ConvNet framework. We list the recent holistic-
based methods that are going to be investigated
in this work and their corresponding properties
in Table 2. It is interesting to note that the com-
bination of features and regressors are either
non-linear features + linear regression or linear
features + non-linear regression, due to the fact
that the mapping from raw image to face pose
is a non-linear process.
2.3 Hybrid methods
There are several other hybrid face alignment
approaches such as occlusion detection based
methods [18], [44], combined local and holistic-
based method in [1], [44], weakly supervised
method [26], unified face detection and align-
ment method [10], Active Pictorial Model [3],
etc. Due to their different setting and limited
space, we leave their comparison as future
work.
3 DATA PREPARATION AND EVALUA-
TION METRIC
3.1 An extended dataset: 300W++
300W [29], created for Automatic Facial Land-
mark Detection in-the-Wild Challenge, has
been widely used as a benchmark dataset for
face alignment in recent years. As it only pro-
vides the training images for the challenge,
we follow the experiment setting of recent
methods [52], [28] for training/testing parti-
tion. More specifically, the training part consists
of AFW, the training images of LFPW and the
training images of HELEN, with 3148 samples
in total. The testing set consists of the test
images of LFPW, the test images of HELEN and
the images in the IBUG set, with 689 samples in
total. 300W provides the ground truth locations
of 68 facial landmarks.
It provides two types of ground truth face
bounding boxes. One is the tight bounding
box of the facial landmarks, and the other
is the detection outputs from the mixture of
trees model [51], which is very close to the
tight bounding box. In practice, it is difficult to
obtain such tight bounding box since the the
mixture of trees [51] model is very slow and
not very effective. Furthermore, many publicly
5available models are using more practical face
detectors, e.g. SDM uses Viola-Jones [34] face
detector. Many publications are lack of details
when comparing to other models. Thus we pro-
vide face bounding boxes from several popular
face detectors including the Viola-Jones [34]
detector from Matlab, the HeadHunter [25] and
HOG+SVM detector from dlib [21]. The ground
truth detection is called IBUG.
None of these detectors guarantees 100%
detection rate due to the difficulty of those
face samples. Taking the IBUG bounding box as
ground truth, the missing rate for V&J, Head-
Hunter and HOG+SVM are 16%, 5% and 8%
respectively. Some papers only make compar-
ison on the successfully detected faces, which
make further comparison hard as those sam-
ples missed by the detectors are usually diffi-
cult and very influential to the overall perfor-
mance. Some methods also use a global bias to
adjust different face detections [25], however,
as shown in Fig 4 the bias between differ-
ent face detections are face image dependent
thus it is inappropriate to use a single bias
for adjustment. Therefore, we propose a deep
convolutional network (ConvNet) regression
approach to fulfil the missing detections. More
specifically, we select reliable samples to train a
ConvNet that takes the image content from the
IBUG bounding box as input and predicts the
bounding box differences. The samples with
successful detections in the training set and
their mirrored samples are used for training the
ConvNet model. The process and the ConvNet
structure are illustrated in Fig. 3. After each
convolution and fully connected layer (except
the final one), ReLU non-linear operation is ap-
plied. In this way, for each training and testing
sample, we obtain three types of reliable face
detections (V&J, HeadHunter, HOG+SVM), in
addition to the IBUG bounding boxes.
We test the effectiveness of the ConvNet
using the samples in the testing set with suc-
cessful detections by the original detectors. The
results are shown in Table 3. Almost all samples
are with IOU > 0.5 (IOU: Intersection Over
Union). We checked the samples with IOU <
0.5 and found that it was caused by incomplete-
ness of a few faces. We obtain high average
IOU for all the three detectors and believe that
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Fig. 3: ConvNet structure specification for miss-
ing face detection fulfilment.
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Fig. 4: Different face detections on example
images.
the face detections fulfilled by our ConvNet
regression are accurate and reliable.
TABLE 3: Face regression by ConvNet.
Face detection Viola& Jones HeatHunter HOG+SVM
IOU > 0.5 (%) 99.99 100 99.99
Average IOU 0.92 0.90 0.89
The statistics of different face bounding
boxes of 300W++ are shown in Fig. 5. Accord-
ing to the conventional face detection measure
(IOU), most cross-method bounding boxes can
be regarded as correct detections since their IOU
values are usually bigger than 0.5. However,
as we will show in the experimental section,
such face detection variance will lead to very
different face alignment results.
IBUG V&J HOG+SVM HeadHunter
IBUG
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HOG+SVM
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Fig. 5: Different face bounding boxes in
300W++. Average IOU (upper) and percentage
(lower) of IOU > 0.5.
63.2 A new evaluation metric: AUCα
Similar to other methods in the literature,
landmark-wise face alignment error is first nor-
malised in the following way to make it scale
invariant:
ex =
||xˆ− xGT ||
DIOD
(1)
where ||xˆ − xGT || is the Euclidean distance
between the estimated location xˆ and the true
location xGT . DIOD is the inter-ocular distance,
i.e. Euclidean distance between two eye cen-
tres.
In recent years, with the rapid progress of
face alignment, most of the recent approaches
report a error level of e at around 0.05 or
smaller, that is close to human performance.
This is a proper error metric for one land-
mark or one face image. In order to evaluate
the performance of a set of images, there are
mainly two methods. One is the mean error,
sample-wise, landmark-wise or overall. The
other one is the Cumulative Error Distribution
(CED) curve, which is the cumulative distri-
bution function of the normalized error. Using
mean error to measure the performance is very
straightforward and intuitive given its single
value form. However, this measure is heavily
impacted by the presence of some big failures,
i.e., outliers, in particular when the average er-
ror level is very low. In other words, the mean
error measure is very fragile even if there are
just a few images with big errors. For example,
given a set of 500 evaluation samples, if there
are 5 failures with mean error at 1.0 and the rest
of them are with average mean error at 0.03,
then the overall mean error increases from 0.03
to 0.04, which is equivalent to 33% of increase.
Thus we argue that though the mean error is
widely used for face alignment evaluation like
[19], [3], [22], [28], [38], [49], [8], [37], [42], it
does not provide a big picture on which cases
the errors occur (minor big alignment error or
many inaccuracies). We will further validate
this argument in Section 4.1.
In terms of outliers handling, CED is a better
way. However, it is not intuitive given its curve
representation. It is also hard to use it in sen-
sitivity analysis. Therefore, we propose a new
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Fig. 6: The evaluation metric AUCα with vari-
ous values given α = 0.1 and α = 0.2.
evaluation metric called AUCα. It is defined as:
AUCα =
∫ α
0
f(e)de (2)
where e is the normalized error, f(e) is the cu-
mulative error distribution (CED) function and
α is the upper bound that is used to calculate
the definite integration. Given the definition of
the CED function, the value is AUCα lies in the
range of [0, α]. The value of AUCα will not be
influenced by points with error bigger than α.
In Fig. 6, we plot the several example values
of AUCα and their corresponding CED curves
to give readers an idea of our proposed metric.
In the rest of the paper, we will use AUCα as
the main metric for performance evaluation.
4 EXPERIMENTS
4.1 Basic comparison of off-the-shelf mod-
els
We first make a comparison of the state of the
art methods based on their off-the-shelf mod-
els, i.e., the models provided by the authors.
These models might trained in different set-
tings (e.g. the use of face detection, the number
of facial landmarks and training samples) and
some of them are lack of detailed descriptions.
It makes fair comparison of the model perfor-
mance difficult. However, it is still valuable
to evaluate their relative merits on the same
testing data and carry out sensitivity analysis
of these models w.r.t face detection variation.
We first identify the best face detection for
7each model either by the information provided
by the original paper, or by comparing their
performance or by communication with the
authors. The related information of each model
is shown in Table. 4. We note that the trained
model and the code of LBF 1 and RCPR 2 is
from open source implementation, not from the
original authors. The rest of the models are
all from the original authors. We also record
the run-time performance in the table. Since
the methods are implemented in different lan-
guages, the comparison here might not be very
fair. Most of the methods have comparable
speed to the original description, except the
LBF, possibly due to the re-implementation in
Matlab. As most of the models are trained to
detect 68 facial landmarks and some of them
detect a sub-set of them, we record and cal-
culate the landmark-wise error of all detected
landmarks, instead of using their common 49
landmarks. This gives a slight advantage to the
methods that detect only the inner points as the
landmarks along the face contour are generally
regarded more difficult. We do so in order to
keep consistent with the baseline dataset, also
to make future comparison more convenient.
We first plot the CED in Fig. 7 (a). As can
be seen, for methods that have very close per-
formance, it is not intuitive to evaluate them
using the curve plots. We plot our proposed
AUCα (with α = 0.2) in Fig. 7 (b), it is very
straightforward to illustrate the performance
of different methods. TREES model performs
the best, followed by CFAN, and three models
(RCPR, IFA, CFSS) have very similar perfor-
mance. We also plot the overall mean error
in Fig. 7 (c). As can be seen, the order is not
consistent with the reverse order of AUCα. For
example, the mean error of RCPR, CFSS and
TCDCN is lower than CFAN, however, from
the curve plot, we can observe CFAN performs
better than them when the error level is below
0.1, based on fact that a detection is usually
regarded as successful when error is smaller
than 0.1. CFAN and IFA have the similar mean
error value (7.66 vs. 7.90) but their performance
is quite different from each other. We further
1. LBF: https://github.com/jwyang/face-alignment
2. RCPR: https://github.com/ChrisYang/RCPR
conduct an experiment to show that the mean
error can be very easily influenced by big error
samples, even a small number of them. More
specifically, for each method, we excluded 5
top erroneous samples (they are all failures to
the method) out of 689 and then re-calculated
the mean error. The result is plotted in Fig. 7
(d). As can be seen, despite only 5 erroneous
samples are excluded (less than 1%), the value
of mean error changes very significantly, 0.73
in average, which is even much bigger than
the difference between several methods (e.g.
0.55 for CFAN vs. RCPR, 0.45 for TCDCN vs.
CFSS, 0.29 for SDM vs. LBF). It validates our
argument that mean error is not a effective
evaluation measure: 1) it sometimes does not
reveal the actual relative merits; 2) it is very
sensitive to big alignment error, especially on
dataset like 300W with some challenging sam-
ples that might result in big alignment errors.
On the contrary, our proposed AUCα is a more
effective and consistent metric.
4.2 Sensitivity analysis of off-the-shelf
models
4.2.1 Face centre shifts
We first evaluate the impact of face centre shifts
on the face alignment. Given a face bound-
ing box, we make random permutation of the
bounding box centre. More specifically, we set
a range of radius on how much the centre
shifts from the original location. The radius are
[0.01 : 0.02 : 0.21] of the face bounding box
scale (mean value of width and hight), which is
demonstrated by the circles in different colours
in Fig. 8 (11 radius in total). We keep the face
bounding box size unchanged. For each radius,
we randomly select 10 locations on the arc as
the new face centre to get 10 different bounding
boxes. We note that for a given method, the
shift is carried out on its best face bounding box
described in Table 4, and for the methods that
share the same best face bounding box, we use
the same set of randomly generated bounding
boxes for a fair comparison. The new bounding
boxes are fed to the face alignment models,
together with the image content to get the
alignment output. In this way, for each radius,
we get 10 groups of detection results. Then
8TABLE 4: Evaluated face alignment methods and their properties. (NC: Not Clear)
Methods SDM RCPR IFA LBF TREES CFAN TCDCN GNDPM DRMF CCNF CFSS
Best BB V& J V& J HOG+SVM IBUG HOG+SVM IBUG IBUG IBUG V& J IBUG IBUG
Landmarks # 49 68 49 68 68 68 68 49 66 68 68
Training set NC 300W 300W 300W NC NC CelebA + 300W 300W NC 300W+MPIE 300W
Run-time (FPS) 40 80 20 10 300 20 50 70 0.5 30 10
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Fig. 7: Performance comparison of different methods based on the best face detectors. (a)
cumulative error distribution. (b) plot of AUC0.2. (c) Mean error on all test images. (d) Mean
error on test set excluding the top 5 erroneous images.
we calculate the overall performance using
AUC0.2. For each radius, we calculate a mean
value from 10 runs. Thus for the 11 evaluated
methods, we ran 11x11x10 groups of experi-
ments for sensitivity analysis. The comparison
is shown in Fig. 8 (b). The performance of all
the evaluated methods drops while the face
shifts. Some methods like SDM, RCPR, CFSS,
CCNF are robust than others to small range
of face centre shits (less than 5% of the face
scale, which is very common in real scenarios).
There are some methods, e.g. CFAN, is very
sensitive to even a small amount of face centre
shifts. AUC0.2 value drops from 0.145 (original)
to 0.137 (3% shift), to 0.130 (5% shift) and to
0.121 (7% shifts). With 10% of face shift, its
performance drops from second best to second
worst. One can refer to Fig. 6 with curve plots
on various AUCα values to get an idea about
how much such change represents. GNDPM is
the second sensitive model while TREES model
becomes very sensitive w.r.t shift bigger than
10%.
Viola&Jones
Shift -0.10
Shift -0.21
(a)
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Fig. 8: Experiments on synthesised face centre
shifts. (a) Face centre shift synthesis. (b) AUC0.2
values vs. face centre shifts.
94.2.2 Face scale changes
We then evaluate the impact of face scale
changes on the face alignment. We re-scale
a face bounding box by a ratio that ranges
from 0.8 to 1.2, as shown in Fig. 9 (a). Again,
the rescaling is carried out on the best face
bounding box for each method. Compared to
the results on face centre shifts, most of the
evaluated models demonstrate better robust-
ness against scale changes, especially the best
performing methods, like TREES, RCPR and
SDM. However, similar to situation on face
centre shifts, CFAN is the most sensitive meth-
ods. The AUCα against the decreasing scales
or increasing scales forms a steep line. For
example, when the face scale is 10% smaller
(the IOU is still 0.8), AUC0.2 drops from 0.145
to 0.127. LBF model is also very sensitive to
scale changes, especially when scale increases.
RCPR, CFSS and IFA has similar original per-
formance but RCPR shows better robustness
vs. scale changes.
1.2
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Fig. 9: Experiments on synthesised face scale
changes. (a) Face scaling, with original face
bounding box highlighted by red shadow. (b)
AUC0.2 vs. face scale.
4.2.3 Experiments on real face detection shifts
In this section, we evaluate the face alignment
methods on various face detection results from
different real face detectors.
The results are shown in Fig. 10. As can
be seen, when the face detection is switched
away from the best detector, the performance
deteriorates in certain amount. The results from
similar face bounding boxes (like HOG+SVM
and Viola-Jones, with 75% average IOU) are
TREES SDM RCPR CCNF CFAN GNDPM IFA LBF TCDCN DRMF CFSS
IBUG
V&J
HOG+SVM
HeadHunter
0.1282 0.0823 0.1014 0.1223 0.1452 0.1159 0.1230 0.1294 0.1333 0.0608 0.1395
0.1432 0.1327 0.1402 0.1047 0.0481 0.0100 0.1308 0.0483 0.1058 0.1109 0.0899
0.1492 0.1325 0.1401 0.1180 0.0924 0.0717 0.1401 0.0972 0.1137 0.1097 0.1231
0.1346 0.1112 0.1300 0.1188 0.1108 0.0863 0.1263 0.1188 0.1060 0.0803 0.1340
0.015
0.030
0.045
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0.075
0.090
0.105
0.120
0.135
Fig. 10: Face alignment performance (AUC0.2)
of different models on various face detection
results. The result from best face box is high-
lighted in light blue.
close for most of the methods like TREES, SDM,
IFA and DRMF. But for sensitive methods like
CFAN and LBF, the results from similar face
bounding boxes are still very different (0.0924
vs. 0.0482 for CFAN and 0.0972 vs. 0.0483 for
LBF). In the extreme case, like the model of
GNDPM, when the face detector changes from
best IBUG to Viola-Jones, it hardly gives any
reliable result. The models trained with IBUG
show better results on HeadHunter than on
HOG+SVM and Viola-Jones due to their similar
bounding box definition. In general, none of
the evaluated method is able to keep its per-
formance when face detection shifts from its
best face detector, despite that fact that most
of them have high overlap ratio according
only from the perspective of face detection.
HeadHunter is one of the best performing face
detectors in the literature, nevertheless, since
none of the face alignment models are trained
with it, their performance degrades, especially
for those trained with Viola-Jones detectors
like SDM (0.1327 vs. 0.1113), RCPR (0.1402 vs.
0.1300) and DRMF (0.1110 vs. 0.0803). There-
fore, it is essential to keep the same face detec-
tor in training and testing stage, for either per-
formance evaluation or practical application.
4.3 Sensitivity analysis of re-trained mod-
els
By using the off-the-shelf model, we are un-
able to make a fair comparison cross different
methods due to the difference in experimental
setting, training data, and face detection. We
select four representative methods for a fairer
comparison by re-training their models using
their default setting on the same training data
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Fig. 11: Sensitivity w.r.t centre shift (Left) and
face scale (Right) of re-trained models.
and the same data setting. They are CFSS [52],
TREES [20], SDM [40] (re-implemented by [52])
and ESR [39]. The first two methods show very
good performance in our previous comparison.
The later two are the most popular methods
in recent years. We re-train the models on
300W++ training set using the HOG+SVM face
detection. We chose this as it is a very good
trade-off between effectiveness and efficiency.
As all of them are cascaded methods, we set the
random initialisation number to 20. We carry
out sensitivity analysis in a similar way as we
did before. The sensitivity against face centre
shift and face scale changes are demonstrated
in Fig. 11.
As can be seen, CFSS shows the best per-
formance in both localisation accuracy and
robustness against the initialisation variation.
TREES and SDM has very close performance,
better than the ESR. Similar to what we found
in previous experiment, face centre shift has
high influence on the performance while that
of scale change is lower.
By comparing to the performance of the
off-the-shelf models in Fig.7, we can further
observe that 1) the training setting has very
significant impact on performance as well, e.g.,
for TREES, the AUC0.2 drops from 0.149 to
0.123 due to different setting and possibly
training data difference; 2) the relative ranking
order of CFSS and TREES changes as CFSS
surpasses TREES in AUC0.2 under the same
setting. However, the computational expense
and model complexity of CFSS is much higher
than TREES as shown in Table 4.
4.4 Important factors
We study the important factors in holistic-
based methods. We choose Explicit Shape Re-
gression (ESR), as it is regarded as a break-
through face alignment method in both accu-
racy and efficiency and widely adapted ever
since. Two factors, namely initialisation method
and cascade level, are studied below.
4.4.1 Initialisation
ESR proposed a multiple-random-initialisation
scheme for performance boost. As we dis-
cussed in Sec.2.2, another (unsupervised) ini-
tialisation scheme is using Mean Shape (MS).
We carry out experiments to study how differ-
ent they are in practice. We trained two mod-
els, with the same augmentation number (20)
and one (RD) with all RD initialisations, the
other (MS) with 1 MS + 19 RD initialisations
. At testing stage, we recorded the results of
using N initialisations (final result is calculated
as the median value) in two schemes, one
(RD) with N RD and the other (MS) with
1 MS and N -1 RD. Thus we get 4 combi-
nations: RD(train)-RD(test), RD(train)-MS(test),
MS(train)-RD(test), MS(train)-MS(test). Since
randomness was involved in this process, we
repeated this experiment for 5 times. The re-
sults for N = {1, ..., 15} are shown in Fig. 12a.
We can draw three useful conclusions from the
results: 1) using MS in testing is always useful,
regardless how the model is trained (RD or
MS); 2) increasing the number of initialisations
leads to non-decreasing performance; 3) using
MS during training time has little impact on
the performance. Therefore in practical appli-
cations we suggest to always use MS as one of
the initialisations, given the fact that using just
one MS has similar performance to that from 4
RDs while being 4 times faster.
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Fig. 12: Important factors evaluation.
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4.4.2 Cascade levels
We further study the impact of cascade levels.
We first train model with deep cascade. Then
we test the performance of the model with var-
ious levels of cascade. The results for ESR and
TREES are shown in Fig. 12b. As can be seen,
deeper cascade can lead to non-decreasing per-
formance boost, at a cost of bigger model size
and longer run-time. This is opposed to the
finding of feature based AAMs [2], that deeper
iteration might lead to over-fitting. For prac-
tical application, using 10 cascade levels will
lead to a reasonable performance for both ESR
and TREES.
5 CONCLUSION
In this paper, we have presented our empirical
study on recent face alignment methods. We
first extended the 300W dataset and formed
the 300W++ dataset with more practical face
detections. We then proposed a new face align-
ment evaluation criterion AUCα that is very
effective in measuring the performance with
a single value. Based on this, we carried out
sensitivity analysis and comparative study of
several representative face alignment methods
including their off-the-shelf models and re-
trained models. We also studied several influ-
ential aspects in cascaded face alignment. From
a comprehensive empirical study, we drew
useful conclusions of current face alignment
methods and made insightful suggestions for
practical applications.
Due to limited space, a few aspects in face
alignment have not been studied in this paper,
e.g, what is the impact of training data to
model performance? How scalable and exten-
sible of a method? How to enhance the robust-
ness against initialisation variation? They are
all interesting and we will investigate in our
future work.
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