Abstract-The deployment of increasingly dense heterogeneous mobile networks can create high levels of interference among users that, combined with severely time-dispersive channels, can result in substantial performance degradation. To cope with both effects, in this paper, we propose an iterative block decision feedback equalizer (IBDFE) for single carrier (SC) transmissions that makes use of the correlation between the interference in the receiving antennas and minimizes the mean squared error (MSE) of the detected symbols. Our analytic and simulated performance results show that the proposed receiver can clearly outperform the conventional IBDFE and the linear interference rejection combining (IRC) detector in severely time-dispersive channels with strong cochannel interference.
I. INTRODUCTION
The increasing demand for higher data rates in wireless services requires a continuous improvement of broadband wireless communication systems to deal with the limited spectrum resources, dispersion of the channel, and interference between users. To tackle the intersymbol interference (ISI) caused by the channel time dispersion, most of the emergent wireless systems employ either orthogonal frequency-division multiplexing (OFDM) [1] or single carrier (SC) [2] transmission techniques. While OFDM allows simple receiver implementations, it suffers from a large peak-to-average power ratio (PAPR), which leads to amplification difficulties, making it more suitable for the downlink. For the uplink, the use of SC block transmissions with frequency-domain equalization (SC-FDE) is often preferred due to its lower PAPR, while still being robust in ISI-inducing channels [3] . This hybrid approach with OFDM for the downlink and SC for the uplink has been adopted by several wireless standards such as the Third-Generation Partnership Project (3GPP) Long-Term Evolution (LTE) [4] . Although it is possible to employ low-complexity linear receivers in SC schemes, the performance is far from the matched filter bound (MFB) [5] . To improve the performance, nonlinear schemes such as decision feedback equalizers (DFEs) can be used instead [6] with one of the most promising being the iterative block DFE (IBDFE) [7] - [9] based on the minimum mean squared error (MMSE) criterion. It employs feedforward and feedback filters implemented in the frequency domain and has been shown to be capable of performing close to the MFB in rich multipath propagation channels, particularly when combined with diversity techniques [5] , [10] .
In addition to the problem of channel dispersion, the deployment of denser heterogeneous systems where cells utilize the maximum available bandwidth can result in large levels of interference among users. This interference can be suppressed using several techniques such as coordinated scheduling, cooperative processing, or interference cancelation. Although techniques employed in spatial multiplexed receivers [11] - [14] can be used for removing interference, in addition to the main user, they also require estimating the interferers' streams, thus adding substantial complexity. Therefore, among several interference cancelation techniques, the linear interference rejection combining (IRC) [15] , which avoids explicit knowledge of the interferers' streams, is one of the most attractive due to its simplicity and direct extension to the conventional MMSE detector, and it has been studied for use in 3GPP LTE systems [16] - [19] . While linear IRC detectors applied in SC schemes will perform far from optimum in severely time-dispersive channels, the conventional IBDFE can suffer substantial performance degradation in the presence of interference. To cope with both effects, in this paper, we design a novel IBDFE for SC transmissions whose optimization takes into account the presence of correlated interference between multiple receiving antennas. To reduce the additional complexity over the linear IRC detector, a simplified method for updating the equalizer coefficients after the first receiver iteration is also presented. To evaluate the performance of the interference-aware IBDFE, analytical bit error rate (BER) expressions are derived. It is shown that the proposed receiver outperforms both the conventional IBDFE and linear IRC detectors in severely timedispersive channels with strong cochannel interference.
The remainder of this paper is organized as follows. Section II describes the structure of an IBDFE with several antennas and the respective signals involved at different locations in the receiver. Section III derives the receiver coefficients that minimize the MSE in the presence of correlated interference between the receiving antennas and presents expressions for simplified computation after the first iteration. In Section IV, analytical BER expressions for the IBDFE and an ideal equalizer are derived. Numerical results are then shown in Section V, followed by the conclusions in Section VI.
II. ITERATIVE RECEIVER ARCHITECTURE
The structure of the iterative receiver, which is a direct extension of the IBDFE proposed in [1] with several receive antennas (and similar to the one presented in [11] for only one user), is shown in Fig. 1 . It assumes the use of an SC transmission where each block of N modulated symbols s n (n = 1, . . . , N) is appended with a suitable cyclic prefix (CP), which is then removed at the receiver. Considering the presence of N I interferers and the use of N rx receiver antennas, the sequence of received samples after the N -point discrete Fourier transform (DFT) block can be written as
where Y k is an N rx × 1 vector containing the samples for the kth subcarrier received in the N rx antennas, H k is the N rx × 1 vector containing the frequency-domain channel coefficients for the different receive antennas, S k is the kth DFT sample of the main user's modulated symbols, H I k is the N rx × N I matrix whose entries correspond to the frequency-domain channel coefficients for the N I interferers in the different receive antennas (one column for each interferer), S I k is the N I × 1 vector whose elements are the kth DFT samples of the different interferers' symbols, and N k is the N rx × 1 vector containing noise samples in the frequency domain. It is assumed that both S k and N k are zero-mean complex random variables with
is the noise power spectral density). The elements of the interferers' vector S I k are also assumed to be zero-mean complex random variables with Fig. 1 , the estimates produced by the IBDFE in the frequency domain for iteration i (from a total of Q iterations) can be expressed asS
where F k represents a 1 × N rx vector containing the feedforward coefficients for subcarrier k, B k is the respective feedback coefficient, andŜ
is the kth DFT sample of the estimated blockŝ
. . , N) from the previous iteration after the decision device.
III. OPTIMIZATION FOR INTERFERENCE REJECTION
Here, we will derive the feedforward and feedback coefficients that allow optimum combining of the received signals in the presence of interferers and minimize the MSE between the estimated symbols and the transmitted symbols at the detection point of the receiver. The expressions for computation of the coefficients are then simplified to reduce the complexity of the receiver after the first iteration.
A. Derivation of IBDFE Coefficients
Let us first express the MSE as
Throughout this paper, (·) * denotes the complex conjugate, and (·) H denotes conjugate transpose. The coefficients F k and B k that minimize (3) are found under the constraint that the feedback component does not remove the desired signal component [1] , i.e.,
The minimization can then be achieved with the Lagrange multipliers method using the following function:
where λ is the Lagrange multiplier and Re{} denotes the real part. As this function is real valued with complex variables, its minimum can be found using
which leads to
In (10), ρ (i−1) is defined as
which can be regarded as a measure of the reliability of the data estimates used in the feedback loop, and γ (i) is selected to ensure that
to fulfill condition (7) . Concerning the expected value (10), it must be computed over a time period that is much lower than the reciprocal of the channel fading rate [15] . In this paper, we assume perfect knowledge of the interference-plus-noise covariance matrix at each transmission block (Estimation techniques for a real system such as LTE can be found in [16] and [17] ).
It is important to note that, in the first iteration of the proposed IBDFE, we have B k = 0 and
which corresponds to a linear IRC detector. Regarding the feedback symbolsŝ
n , we can employ soft decisions and compute them usinĝ (15) with Λ representing the set of constellation symbols and p(s n = s|s (i) n ) corresponding to the probability of the correct symbol s n being s conditioned on the equalizer outputs n . From (2), it is simple to verify thats n can be written ass
where ξ (i) n represents noise and interference (cochannel and ISI). We can approximate ξ
n as a zero-mean complex Gaussian random variable [8] and estimate its variance using 2 σ
with s
representing the hard decision symbol. The probability p(s n = s|s (i) n ) can then be expressed as
where K is a normalizing constant. For the particular case of quadrature phase shift keying (QPSK) modulation, and after some manipulations, we can rewrite (15) aŝ
with λ I n and λ Q n representing the in-phase and quadrature log likelihood ratios (LLRs), respectively. These LLR are given by (20) where Im{} denotes the imaginary part. From (19), we can obtain an estimate for E[S kŜ
It is possible to extend the application of the receiver to other constellations. In this case, E[S kŜ
|H k ] can be estimated following a similar approach to the one described in [20] .
B. Simplified Computation of Equalizer Coefficients
Due to ρ (i−1) changing along the iterations, the computation of the feedforward coefficients using (10) would require a new matrix inversion in every iteration. However, the matrix inversion can be avoided after the first iteration by exploiting the ShermanMorrison identity [21] . Defining the interference-plus-noise covariance matrix as
we can apply the Sherman-Morrison formula and write the matrix inverse in (10) as
Combining (23) with (10), (11) , and (13) and after some manipulations, we can express the feedforward coefficients as
the feedback coefficients as
and the normalizing parameter as
where
Although Γ k depends on a matrix inversion, it only has to be computed once. After the first iteration, the computation of F 
, which also allows a small reduction in the complexity of the equalization task. Table I compares the complexity in a number of complex multiplications of the interference-aware IBDFE implemented using both the direct and simplified coefficient computation methods. The "Equalization" column includes the complexity of the signal processing performed by the iterative receiver and the computation of the feedback symbols, whereas the "Coefficients Computation" column includes the complexity associated with F
k , and γ (i) . We have considered that the complexity associated with an N -point DFT/inverse DFT is (N/2) log 2 N and with the inversion of an N rx × N rx matrix is O(N rx ). In the last column of Table I , shown are the number of multiplications for the case of N = 1024, N I = 3, N rx = 4. Moreover, it is possible to observe that while the interference-aware IBDFE using a direct implementation results in about 195% of extra complexity over the IRC, the simplified computation method only requires about 32% more, which is a substantial reduction.
IV. PERFORMANCE ANALYSIS
According to (16) , the output of the IBDFE can be represented as the sum of the original symbol with a noise-plus-interference component. Using the Gaussian approximation for ξ (i) n , the BER dependent on a channel realization for QPSK modulation with Gray mapping can be written as (27), (28) with (4)- (6) and inserting these into (3) results in
It is often interesting to be able to compare the performance of the IBDFE with an ideal one where the feedback symbols are error free, i.e.,Ŝ
In this case, inserting (25) and (26) into (30) and noting that E[S kŜ
|H k ] = P S and ρ (i−1) = 1 allow us to reduce the expression to
Equations (29)-(31) can also be used to obtain the BER performance of the conventional linear FDE and IBDFE (described in [10] ) that deal with the cochannel interference as additional thermal noise. In this case, matrix Φ k must be defined as
where diag(v) denotes a diagonal matrix whose elements correspond to the components of vector v, These elements, β l (l = 1, . . . , N rx ), represent the inverse of the signal-to-interference-plus-noise ratio in each receive antenna l and can be computed using
is the channel variance of the ith interferer in the lth antenna and kth subcarrier.
V. PERFORMANCE RESULTS
To evaluate the performance of the proposed receiver, Fig. 2 shows the analytical and simulated BER performances as a function of the SNR per antenna for an uncoded SC transmission with N = 1024, a block duration of 67 μs, a CP with 16.7 μs, and QPSK modulation. The channel model adopted was the extended typical urban (ETU) model [22] with Rayleigh fading employed in the different taps (similar conclusions could be drawn for other severely time-dispersive channels with rich multipath propagation).
H ], and N 0 were assumed perfectly estimated at the receiver. One interferer contributing with an interference over thermal (IoT) level of 12 dB was considered, and two receive antennas sufficiently spaced apart so that they can be assumed uncorrelated were used. As a reference we also include in the graph the MFB and the curve of the ideal interferenceaware IBDFE. It is visible in the figure that the analytical results are very close to the simulated ones. Furthermore, we can also see that the interference-aware IBDFE is able to achieve a substantial performance improvement over the linear IRC (IBDFE with one iteration). The largest gains are attained after the first three iterations, enabling the performance curve to become close to the ideal IBDFE for low BERs and with a loss of only about 3 dB from the MFB (which does not include multiuser interference or ISI). H ] is computed. It is visible that both the interference-aware IBDFE and the linear IRC achieve the best performances when the expected value is taken over a period much less than the reciprocal of the fading rate. In this case, the interference-aware IBDFE not only has a substantially better performance than the linear IRC but it is also able to achieve an improvement over the conventional IBDFE receiver that is greater than the one achieved by the linear IRC over the linear MMSE. When the averaging window becomes longer, the performance of both receivers worsens significantly due to the interference on the different antennas being seen as uncorrelated (thus handled as additional thermal noise). In this case, they become equivalent to the respective conventional receivers. Fig. 4 shows the impact of the number of receive antennas for the same conditions of Fig. 3 . Only the curves for the linear receivers and IBDFEs with three iterations are included. As expected, increasing the number of receive antennas improves the performance of all the receivers (although the gradients increase only slightly due to the already high diversity gain achieved in the adopted frequency selective channel). Furthermore, it also lessens the gains provided by the iterative receivers over the linear ones due to the additional diversity, which reduces the negative impact of both the ISI and the interferer. However, even with several antennas, the gains provided by the IBDFE over the linear IRC can become quite substantial when the interference increases. This behavior is shown in Fig. 5 where the impact of different numbers of interferers is presented when four receive antennas are used. It is clear that the IBDFE achieves a large gain when three or even four interferers are present. 
VI. CONCLUSION
In this paper, we have proposed an IBDFE for SC transmissions whose feedforward and feedback filters are designed with the aim of minimizing the MSE in the presence of cochannel interference, which is often correlated between the receiving antennas. A simplified method for the computation of the filters' coefficients, which allows reduced complexity after the first iteration, was described. Analytical BER expressions were derived and it was shown that the proposed receiver achieves substantial performance gains over the conventional IBDFE and linear IRC detector in severely time-dispersive channels with strong cochannel interference levels.
I. INTRODUCTION
Two-way relaying networks (TWRNs) have received considerable interest over the last years since they overcome the half-duplex loss in conventional one-way relaying systems. Until now, the performance analysis for TWRNs has been well investigated in the literature [1] - [15] . For instance, the performance of a single-relay TWRN with and without cochannel interference has been investigated in [1] - [5] . On the other hand, for a multiple-relay two-way network, the relay selection that can be employed to provide diversity gain has been extensively studied in [6] - [15] . In this regard, the influence of imperfect (outdated) channel state information was studied in [11] , [15] , algorithms for efficient power allocation were proposed in [10] - [12] , and the problem of relay subset selection for multiple-input-multiple-output relaying was considered in [8] .
In some wireless applications, the lognormal channel model is used to capture the effect of shadowing in outdoor large-scale fading to describe the fading in indoor wireless environments as it is the case with the IEEE 802.15.3a channel model [16] . Furthermore, for a wireless communication system, the receiver often may be subject to the joint effects of fading and shadowing. For such shadowed fading channels,
