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ABSTRACT
Recent years have witnessed extensive studies on distance metric
learning (DML) for improving similarity search in multimedia in-
formation retrieval tasks. Despite their successes, most existing
DML methods suffer from two critical limitations: (i) they typi-
cally attempt to learn a linear distance function on the input feature
space, in which the assumption of linearity limits their capacity
of measuring the similarity on complex patterns in real-world ap-
plications; (ii) they are often designed for learning distance met-
rics on uni-modal data, which may not effectively handle the sim-
ilarity measures for multimedia objects with multimodal represen-
tations. To address these limitations, in this paper, we propose
a novel framework of online multimodal deep similarity learning
(OMDSL), which aims to optimally integrate multiple deep neural
networks pretrained with stacked denoising autoencoder. In partic-
ular, the proposed framework explores a unified two-stage online
learning scheme that consists of (i) learning a flexible nonlinear
transformation function for each individual modality, and (ii) learn-
ing to find the optimal combination of multiple diverse modalities
simultaneously in a coherent process. We conduct an extensive set
of experiments to evaluate the performance of the proposed algo-
rithms for multimodal image retrieval tasks, in which the encour-
aging results validate the effectiveness of the proposed technique.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval; I.2.6 [Artificial Intelligence]: Learning; I.4.7 [Image
Processing and Computer Vision]: Feature Measurement
General Terms
Algorithms, Experimentation
Keywords
deep learning; similarity learning; distance metric learning; online
learning; image retrieval
1. INTRODUCTION
Similarity search is a fundamental issue of multimedia informa-
tion retrieval research, which has been actively studied for years
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across several communities, including multimedia, signal process-
ing, computer vision, and machine learning [28, 22]. The crux of
similarity search lies in two key components: (i) effective feature
representation and (ii) proper similarity functions over the feature
space. On one hand, researchers in multimedia signal processing
and computer vision have spent a few decades in searching and
designing effective feature representations for content-based image
retrieval (CBIR) [41, 36], ranging from early global features [31]
(e.g., color, shape, and texture) to recent local features (e.g., SIFT
and SURF features [30, 3] and their bag of visual words represen-
tations [49, 48]). On the other hand, various similarity/distance
functions have been proposed for multimedia retrieval, such as typ-
ical Euclidean distance or cosine similarity. The key limitation of
these early studies is that they often assume a fixed rigid similar-
ity/distance function (e.g., Euclidean) for all applications, which
may not be always optimal. Recent years have witnessed a surge of
research efforts in Distance Metric Learning (DML) [50, 16, 15],
which applies machine learning techniques to optimize distance
metrics from training data or side information (e.g., logs of user
relevance feedback in CBIR [16]) for multimedia applications.
Although a variety of DML algorithms have been proposed [50],
most existing DML methods suffer from two critical limitations: (i)
They usually learn a linear distance metric in the forms of Maha-
lanobis distances, which can be viewed as learning a linear projec-
tion to map feature vectors into another feature space; their linear-
ity assumption however limits their capacity of measuring similar-
ity for complex patterns; (ii) They are often designed for learning
metrics on uni-modal data, i.e., either a single type of features or a
combined feature space by a simple concatenation of multiple types
of features, which could be sub-optimal for measuring similarity of
multimedia objects with multimodal representations (e.g., it may
fail to fully exploit the potential of all modalities whenever some
modality significantly dominates the rest).
To tackle the above challenges, we propose a novel framework
of Online Multimodal Deep Similarity Learning (OMDSL), which
applies deep learning techniques [13] to learn a flexible nonlinear
similarity function from images of multimodal feature representa-
tion via an efficient and scalable online learning scheme. Unlike
conventional methods, OMDSL applies machine learning to ad-
dress three key concerns in multimedia: (i) multimodal learning
— a unique and key challenge for learning with multimodal con-
tents in multimedia applications; (ii) deep learning — a powerful
technique for learning a nonlinear similarity function, going be-
yond conventional linear/shallow machine learning approaches in
multimedia retrieval studies; (iii) online learning — a family of ef-
ficient and scalable machine learning algorithms that are promising
for mining large-scale multimedia data. Thus, OMDSL is partic-
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ularly suitable for multimedia applications where data are multi-
modal, complex, large in size, and growing rapidly.
To the best of our knowledge, this is the first work that attempts
to explore deep neural networks together with online learning for
learning a nonlinear similarity function for multimodal image re-
trieval. As a summary, the main contributions of this paper include:
• a novel framework of Online Multimodal Deep Similarity
Learning (OMDSL), which learns both the optimal metrics
for each modality and the optimal combination of multiple
modalities from training data streams;
• an online learning algorithm to solve the multimodal deep
similarity learning task for multimodal image retrieval;
• theoretical bound analysis on the proposed algorithm;
• extensive empirical performance evaluation of the proposed
technique for CBIR.
The rest of this paper is organized as follows. Section 2 reviews
related work, Section 3 gives problem setting, Section 4 presents
the proposed framework and algorithm, Section 5 discusses exper-
imental results, and section 6 concludes this work.
2. RELATED WORK
Our research work lies in the interplay between multimedia in-
formation retrieval and machine learning. We refer readers to some
classical surveys of multimedia retrieval in [41, 28]. In the follow-
ing, we focus on reviewing several categories of key related works.
2.1 Content-based Image Retrieval
CBIR has been extensively studied for several decades [28, 41],
where conventional approaches usually choose rigid distance func-
tions on some low-level features for similarity search, such as Eu-
clidean distance or cosine similarity. The fixed rigid similarity or
distance functions often fail to tackle the CBIR due to the complex-
ity of visual image representation and the semantic gap challenge
between the low-level visual features and high-level human percep-
tion. Recent years have witnessed a surge of active research efforts
in designing various distance/similarity measures on some low-
level features using machine learning techniques, among which
some works focus on learning to hashing or compact codes [39, 34,
20, 7, 23], and some others can be categorized into distance metric
learning (DML). Our work is also related to multimodal/multiview
studies, which have been widely studied on image classification and
object recognition [51, 1, 12]. However, it is usually hard to apply
these techniques directly to CBIR because (i) image classes typi-
cally will not be given explicitly in CBIR tasks, (ii) even if classes
can be given, the number can be very large, (iii) image datasets for
CBIR tend to be much larger than those for classification tasks. We
thus exclude the direct comparisons to such existing works.
2.2 Distance Metric Learning
Distance metric learning has been extensively studied in both
machine learning and multimedia communities [50]. Existing DML
studies can be grouped into different categories according to var-
ied learning settings and methodologies. For example, in terms of
training data formats, many DML studies in machine learning typ-
ically learn metrics directly from explicit class labels [47], while
DML studies in multimedia mainly learn metrics from side infor-
mation in the forms of either pairwise constraints [16, 15] or triplet
constraints [8]. In terms of learning methodology, most existing
DML studies generally follow batch machine learning methods, ex-
cept that some recent DML studies begin to explore online learning
techniques [19, 21]. All these studies generally address uni-modal
DML, which differs from our multi-modal learning scheme. From
another learning perspective, DML aims to learn an optimal linear
projection that maps the input features into another feature space;
by contrast, we aim to learn a nonlinear projection via deep neural
networks. We also note that our work is different from some exist-
ing distance learning studies that learn nonlinear distance functions
using kernel methods [16, 32], which are often poorly scalable and
simply cannot scale up even for medium-scale applications. We
thus cannot include the direct empirical comparisons to these ex-
isting works. Finally, we note that our work is very different from
some existing multiview DML study [51] which is concerned with
classification tasks by learning metrics on training data with ex-
plicit class labels, making it difficult to be directly compared with
our method in experiments.
2.3 Multimodal Deep Learning
Our work falls into the category of deep learning (a.k.a. deep
neural networks) methodology, which has been actively studied in
machine learning recently. The goal of deep learning is to learn
multiple levels of representations through a hierarchy of neural net-
work architectures, where higher-level representation is expected
to help define higher-level concepts. Many recent studies [14, 13]
have found promising empirical results by applying deep learning
to tackle a variety of tasks across different application domains,
ranging from speech recognition [10], face recognition, to generic
object recognition [27] and image classification [53, 26], etc. Some
pioneering and representative studies of deep learning include Deep
Belief Nets (DBN) [13], Auto Encoder (AE) [5], Stacked Denois-
ing Autoencoder (SDA) [45], Deep Boltzmann Machine (DBM) [40]
and Deep Energy Model (DEM) [33]. A more comprehensive intro-
duction to deep learning can be found in [4] and references therein.
Recently, some studies [33, 43] have applied DBN or DBM to
learn cross-modality/multimodal features, e.g., audio versus visual
or textual versus visual. Our work differs considerably from these
studies, at least in two aspects: (i) their approaches aim to learn a
shared representation between modalities so as to infer some miss-
ing modality from others, e.g., to infer text from images; by con-
trast, our method aims to learn both the optimal nonlinear similarity
function for each modality and their optimal combination; (ii) our
problem setting is very different from the former studies [33, 43]
which usually deal with classification tasks and fine-tune the deep
neural networks using training data with explicit class labels; by
contrast, we address retrieval tasks by fine-tuning the deep neural
networks using triplet constraints. Due to the very different formu-
lations, it is difficult and nontrivial to apply the existing techniques
in our problem setting, and thus cannot compare with them directly
in our empirical study. Finally, we note that our work is also differ-
ent from some recent deep learning studies [34, 24] that apply deep
learning to optimize hashing codes, making it difficult and unfair
to be directly compared with our method.
2.4 Online Learning
In this paper, we explore online learning techniques to learn the
multimodal similarity functions from the streams of triplet con-
straints. Online learning, a family of efficient and scalable ma-
chine learning algorithms, has been extensively studied for years.
Unlike batch learning methods that usually suffer from expensive
re-training cost whenever new training data arrive, online learn-
ing works in a sequential fashion by performing highly efficient
(typically constant) updates for each new training data sequentially,
making it highly scalable for large-scale applications. In literature,
a variety of algorithm [6, 37, 9, 11, 52, 46] have been proposed
for online learning. The most well-known algorithms is the Per-
ceptron algorithm [37], which simply updates the weight vector of
the learning model by adding the incoming instance with a con-
stant weight whenever it is misclassified. In recent years, various
algorithms [29, 9] have been proposed to improve the Perceptron,
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Figure 1: Overview of the proposed multimodal deep similarity learning scheme for image retrieval
many of them usually follow the principle of large margin learning.
One notable approach is the Exponentiated Gradient online learn-
ing algorithm [6], which updates the classifier whenever it fails to
produce a large margin on the received instance and meanwhile
attempts to avoid too aggressive updates. In general, most exist-
ing online learning algorithms are designed for online classifica-
tion tasks by learning models from a sequence of training data with
class labels [18]. In this work, we apply the Exponentiated Gradi-
ent learning methodology to tackle the task of learning similarity
functions from a sequence of triplet constraints.
3. PROBLEM SETTING
We address the fundamental problem of learning a pairwise sim-
ilarity function for image retrieval from side information of pair-
wise/tripletwise image relationship. To formulate the learning task,
we define the similarity function S(x1,x2) for any two images
x1,x2 ∈ Rn, and assume a collection of training data instances
is given (sequentially) in the forms of triplet, i.e.,
{(xt,x+t ,x−t ), t = 1, . . . , T},
where each triplet indicates the tripletwise relationship of three im-
ages, i.e., image xt is more similar to image x+t in contrast to image
x−t , and T is the total number of triplets. The goal is to learn a sim-
ilarity function S(·, ·) that can always produce the similarity values
satisfying the tripletwise constrain as follows:
S(xt,x
+
t ) > S(xt,x
−
t ), (xt,x
+
t ,x
−
t );∀t; (1)
The above discussion generally assumes similarity learning is per-
formed on uni-modal data. We aim to generalize it for multi-modal
data, where each image can be represented by different types of
low-level feature descriptors (e.g., color, shape, or texture) and the
similarity of any two images can be computed by defining multiple
kinds of distance measures (e.g., cosine similarity, and Euclidean
distance, etc.). In particular, we assume there are mf types of fea-
ture descriptors and md kinds of measures, leading to a total of
m = mf ×md modalities, each of which applies one kind of dis-
tance measure to compute the similarity of two images based on
one type of feature descriptor.
The general idea of our multimodal similarity learning scheme
is to learn optimal similarity functions Si(·, ·) for each individual
modality (with respect to one specific distance measure), and mean-
while identify an optimal combination of them different modalities
to obtain the final multimodal similarity function:
S(x1,x2) ≡
m∑
i=1
θiSi(x
(i)
1 ,x
(i)
2 ), (2)
where θi ∈ [0, 1] denotes the combination weight for the i-th
modality and x(i)1 denotes the feature space of the i-th modality.
In the following, without loss of clarity, we will simplify notation
Si(x
(i)
1 ,x
(i)
2 ) as Si(x1,x2) by removing the superscript.
To simultaneously learn both the optimal combination weights
θ = (θ1, . . . , θm) and the optimal individual similarity functions
{Si|i = 1 . . . ,m}, we cast the multimodal similarity learning
problem into the following optimization task:
min
θ∈Δ
min
Si
1
2
m∑
i=1
‖Si‖2 + C
T∑
t=1
Lt((xt,x+t ,x−t );S), (3)
where Δ = {θ|∑mi=1 θi = 1, θi ∈ [0, 1], ∀i}, ‖Si‖ is a regular-
ization term that limits the model complexity, C > 0 and
Lt((xt,x+t ,x−t );S) = max(0, S(xt,x−t )− S(xt,x+t ) + 1),
which implicitly impose the constraints in (1) by introducing a mar-
gin factor +1 to ensure a sufficiently large difference. The crux of
the above multimodal similarity learning framework lies in how to
effectively define or construct the set of individual similarity func-
tions Si and how to efficiently resolve the resulting and often chal-
lenging optimization task.
4. MULTIMODAL DEEP SIMILARITY
LEARNING FRAMEWORK
4.1 Overview
Figure 1 illustrates the system flow of the proposed multimodal
deep similarity learning scheme for image retrieval. The goal is to
learn the similarity functions in the learning phase in order to fa-
cilitate the image ranking task in the retrieval phase. During the
learning phase, we assume triplet training data instances arrive se-
quentially, which is natural for a real-world CBIR system where
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users’ online relevance feedback are usually collected in a sequen-
tial manner [17].
Following the optimization framework in (3), one possible ap-
proach is to define Si using traditional distance metric learning for
optimizing the Mahalanobis distances:
Si(x1,x2) = −(x1 − x2)M (i)(x1 − x2), (4)
The optimization thus can be turned into the following:
min
θ∈Δ
min
M(i)0
1
2
m∑
i=1
‖M (i)‖2F + C
T∑
t=1
Lt((xt,x+t ,x−t );S), (5)
where ‖ · ‖2F denotes the Frobenius norm and M (i)  0 enforce
M (i) to be positive semi-definite (PSD) matrix.
By decomposing M (i) = Ai Ai, we reformulate Eqn.(4) as:
Si(x1,x2) = −(x1 − x2)Ai Ai(x1 − x2)
= −(Aix1 −Aix2)(Aix1 −Aix2)
= −Euclidean(φi(x1), φi(x2))2
where φi(x) = Aix. From this perspective, DML is equivalent to
learning a linear projection Ai, which maps x into a new represen-
tation. Unlike the regular DML, in this paper, we aim to go beyond
the linear projection by exploring deep neural networks to learn a
non-linear projection. Figure 2 shows the proposed architecture of
three-layer neural network, which works as follows: (i) we first
adopt Stacked Denoising Autoencoder to pretrain neural networks
for each feature space with unlabelled data for each modal, (ii) we
then finetune these neural networks by investigating a novel uni-
fied twofold online learning scheme: (a) learning to optimize the
parameters of neural networks on each individual modality; and
(b) meanwhile learning to find the optimal combination of multiple
diverse types of modality.
… …
……
Figure 2: The proposed architecture of multimodal deep neural
networks for learning multimodal similarity
4.2 Stacked Denoising Autoencoder
In this section, we briefly review Auto Encoder (AE) [5] and
it extensions, including Denoising Autoencoder (DAE) [44] and
Stacked Denoising Autoencoder (SDA) [45]. In our approach, we
explore SDA to pretrain deep neural networks with unlabelled data.
Auto Encoder (AE), also called Auto Associator or Diabolo net-
work, is trained to encode/map an input x to a hidden representa-
tion y such that x can be decoded/reconstructed from y. Consid-
ering the hidden layer is encoded by a nonlinear one-layer neural
network, we can set y = ϕ(x) = s(Wx + b) and denote by
z = ψ(y) = s(W ′y + c) the reconstruction from y, where z
has the same shape as x, and s(·) is a nonlinear function, e.g. the
sigmoid. Depending on the distributional assumptions on the input
given the code, we can apply diverse loss functions to measure the
reconstruction error, e.g., if assuming the distribution of p(x|z) is
Gaussian, we can adopt squared error as:
Lsq(x, z) = ‖x− z‖2;
if we assume x is either binary or binomial probability, we can pose
the loss function as the cross-entropy function:
Lce(x, z)=− logP (x|z)=−
∑
i
xi log zi + (1− xi) log(1− zi),
where xi and zi are the i-th entry of x and z individually. To
minimize the above reconstruction error, AE seeks to learn the pa-
rameters W , W ′, b and c on the training dataset. In particular, the
parameters are initialized randomly and then optimized by stochas-
tic gradient descent. The part (A) of Figure 3 illustrates the idea
for auto encoder.
Figure 3: (A) Autoencoder; (B) Denoising Autoencoder
Denoising Autoencoder (DAE) is a simple variant of the basic
autoencoder, which is trained to reconstruct a clean “repaired” in-
put from its noisy version. Formally, we firstly construct x’s noisy
version x˜ through a stochastic mapping x˜ ∼ qD(x˜|x), where qD is
a function to add noise into the original x, which will be specified
later. The noisy version x˜will be then mapped through AE to a hid-
den representation y = ϕ(x˜), where y is then used to reconstruct
a clean version of x˜ by z = ψ(y). Noted that the reconstruction
error L(x, z) but not L(x˜, z) is minimized in DAE. The part (B)
of Figure 3 illustrates the idea for denoising autoencoder. To con-
struct the map x˜ ∼ qD(x˜|x), Masking Noise strategy is exploited,
where a fraction ν of the elements of x (chosen randomly for each
example) is forced to 0.
Figure 4: Stacking Denoising Autoencoder
Stacked Denoising Autoencoder (SDA) is utilized to initialize a
deep network in the same way as stacking RBMs in deep belief
networks. It is important to notice that input corruption is only
used for the initial denoising-training of each individual layer, so
that it may learn useful feature extractors. Once the mapping ϕ has
thus been learnt, it will henceforth be used on uncorrupted inputs.
In particular no corruption is applied to produce the representation
that will serve as clean input for training the next layer. Figure 4
summarizes the complete procedure for learning and stacking ser-
val layers of denoising autoencoders. Once a stack of encoders has
thus been built, its highest level output representation can be used
as input to a standalone supervised learning algorithm. The param-
eters of all layers can then be simultaneously fine-tuned using a
gradient-based procedure such as stochastic gradient descent.
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4.3 Online Learning Algorithms
After introducing Stacked Denoising Autoencoder, we now pro-
pose a novel method to tackle the optimization of the objective (3)
with multiple deep models. Instead of directly solving the opti-
mization task of Eqn. (3) in a batch learning fashion, in this sec-
tion, we present an online learning algorithm to tackle the multi-
modal similarity learning task. The key motivations are twofold:
(i) solving Eqn.(3) directly can be computationally highly expen-
sive for a large amount of training data; and (ii) more seriously,
such a batch training process suffers from an extremely high re-
training cost as whenever there is a new training data, the entire
model has to be completely re-trained, making it non-scalable for a
real-world CBIR application.
Specifically, the key challenge of our learning task is how to de-
velop an efficient and scalable learning scheme that can optimize
both the similarity functions on each individual modality and mean-
while optimize the combinational weights of different modalities.
To this end, we propose to explore an online multi-modal similar-
ity learning algorithm. In particular, after initializing a set of deep
neural networks for mf features by applying Denoising Autoen-
coder, we explore online learning techniques to update similarity
function on each modality, i.e., once receiving a new arrived triplet,
we finetune individual deep neural network based on the similarity
functions, and then apply the Exponentiated Gradient online learn-
ing [6] to find the optimal combinational weights. We discuss each
of the two learning tasks in detail below.
Let us denote y = φ(x) the new representation of the image
feature x in one single feature space, i.e., y is obtained by applying
a nonlinear projection on x with an l-layer deep neural network,
we can apply diverse approaches to define the similarity functions:
Si(x1,x2) =
⎧⎪⎪⎨
⎪⎪⎩
yT1 y2
‖y1‖‖y2‖ (Cosine)
−‖y1 − y2‖2 (Euclidean)
e
−‖y1−y2‖2
2σ (RBF Kernel)
yT1 y2 (Linear Kernel)
Then, we explore the hinge loss function as follows:
Lγst ((xt,x+t ,x−t );Si) = max{0, γs − Si(xt,x+t ) + Si(xt,x−t )}
where γs is the parameter of margin and (xt,x+t ,x
−
t ) is the t-
th training triplet received. By defining (yt,y+t ,y
−
t ) as the new
representation of (xt,x+t ,x
−
t ) projected by deep neural networks,
we can compute the derivation of L with respect to yt,y+t ,y−t
individually as follows,
∂L
∂yt
=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
− 1‖y+t ‖‖yt‖
y+t +
1
‖y−t ‖‖yt‖
y−t
+(
yTt y
+
t
‖y+t ‖‖yt‖3
− y
T
t y
−
t
‖y−t ‖‖yt‖3
)yt (Cosine)
−2y+t + 2y−t (Euclidean)
yt−y+t
σ
e
−‖yt−y+t ‖2
2σ − yt−y
−
t
σ
e
−‖yt−y−t ‖2
2σ (RBF Kernel)
−y+t + y−t (Linear Kernel)
∂L
∂y+t
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− 1‖yt‖‖y+t ‖
yt +
yTt y
+
t
‖yt‖‖y+t ‖3
y+t (Cosine)
−2yt + 2y+t (Euclidean)
y+t −yt
σ
e
−‖yt−y+t ‖2
2σ (RBF Kernel)
−yt (Linear Kernel)
∂L
∂y−t
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
‖yt‖‖y−t ‖
yt − y
T
t y
−
t
‖yt‖‖y−t ‖3
y−t (Cosine)
2yt − 2y−t (Euclidean)
yt−y−t
σ
e
−‖yt−y−t ‖2
2σ (RBF Kernel)
yt (Linear Kernel)
We then follow the idea of Online Gradient Descent [54] to up-
date the parameters (W(l), b(l)) of the last layer of l-layer neural
network as follows:
W
(l)
t+1 ←W(l)t − η
∂L
∂W(l)
(6)
b
(l)
t+1 ← b(l)t − η
∂L
∂b(l)
(7)
where ∂L
∂W(l)
and ∂L
∂b(l)
are computed as follows, respectively:
∂L
∂W(l)
=
d∑
i=1
(
∂L
∂yi
∂yi
∂W(l)
+
∂L
∂y+i
∂y+i
∂W(l)
+
∂L
∂y−i
∂y−i
∂W(l)
)|
W(l)=W
(l)
t
∂L
∂b(l)
=
d∑
i=1
(
∂L
∂yi
∂yi
∂b(l)
+
∂L
∂y+i
∂y+i
∂b(l)
+
∂L
∂y−i
∂y−i
∂b(l)
)|
b(l)=b
(l)
t
where d is the dimension of the representation space, (y,y+,y−)
is the t-th arrived triplet, and yi is the i-th entry of y. Finally, we
can adopt backpropagation [38] to update the parameters of other
layers of deep networks.
Another key task of multi-modal DML is to learn the optimal
combinational weights θ = (θ(1), . . . , θ(m)), where θ(i) is set to
1/m at the beginning of the learning task. In our approach, we
apply the Exponentiated Gradient online learning algorithm [6] to
find the combinational weights sequentially. In particular, we de-
fine
st = (S1(xt,x
+
t )−S1(xt,x−t ), . . . , Sm(xt,x+t )−Sm(xt,x−t ))T ,
and formulate the optimization problem as follows:
θt+1 = argmin
θ
DKL(θ‖θt) + λt(θ) s.t. θ ∈ Δ (8)
whereDKL(u‖v) =∑i ui ln(uivi ) is the KL-divergence, and t(θ)
is a hinge loss defined as:
t(θ) = max(0, γ − θT st).
The above optimization aims to trade off two major concerns: (i)
the updated model should not be deviated too much from the pre-
vious model, which is measured by the KL-divergence between the
two models; and (ii) the updated model suffers a small loss on the
triplet training instance (xt,x+t ,x
−
t ). The trade-off is essentially
achieved by introducing the penalty cost parameter C > 0. In
general, it is hard to derive a closed-form solution for the above op-
timization. To further simplify the optimization, we approximate
the objective function by applying the first-order Taylor expansion
of t(θ) at θt, and thus turn the optimization into the following:
θt+1 = argmin
θ∈Δ
DKL(θ‖θt) + λ[t(θt) +∇t(θt)(θ − θt)] (9)
We can derive a closed-form solution in the following proposition.
PROPOSITION 1. The closed-form solution to the optimization
in (9) is:
θt+1,i =
θt,ie
−λ∇t(θt)i∑
j θt,je
−λ∇t(θt)j , i = 1, . . . ,m (10)
where ∇t(θt) = −st if t(θt) > 0 or ∇t(θt) = 0 if t(θt) = 0.
The above proposition can be obtained by following the idea of
Exponentiated Gradient learning in [6]. We omit the detail proof
because of the space limitation. From the results, we can see that
θ remains unchanged if θT st ≥ γ. That is, we will update the θ
whenever the current θ fails to rank the order of x+t and x
−
t w.r.t.
query xt correctly at a sufficiently large margin.
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Algorithm 1 OMDSL—Online Multimodal Deep Similarity Learning
1: INPUT:
• Unlabelled data: U
• Training Triplets: {(xt,x+t ,x−t )}t=1,2,...
2: Initialize weights: θ1,i = 1/m, ∀i = 1, . . . ,m
3: Pretrain mf l-layer deep networks with unlabelled data for
each feature space by adopting SDA (Fig. 4)
4: for t = 1, 2, . . . do
5: Receive: (xt,x+t ,x
−
t )
6: for i = 1, 2, . . . , m do
7: Update the parameters (W (l)(i) , b
(l)
(i)) of last layer of deep
networks by Eqn 8.
8: Adopt Backpropagation [38] to finetune other parameters
(W
(1)
(i) ,W
(l−1)
(i) , b
(1)
(i) , . . . , b
(l−1)
(i) )
9: end for
10: Compute: st,i = Si(xt,x+t )− Si(xt,x−t ), i = 1, . . . ,m
11: Compute: t(θt) = max(0, γ − θt st)
12: if t(θt) > 0 then
13: θt+1,i =
θt,ie
−λ∇t(θt)i
∑m
j=1 θt,je
−λ∇t(θt)j , i = 1, . . . ,m
14: end if
15: end for
Finally, Algorithm 1 summarizes the details of the proposed On-
line Multimodal Deep Similarity Learning (OMDSL) algorithm.
The space complexity of the algorithm is O(∑mj=1∑li=1 d(j)i−1 ×
d
(j)
i ), where d
(j)
0 = D
(j) is the dimension of j-th feature space,
and d(j)i (i = 1, . . . , l) is the dimension of i-th hidden layer repre-
sentation space of j-th deep networks. Because usually we choose
d
(j)
i × d(j)i−1 << D(j) × d(j)1 ; (i = 2, . . . , l), the first layer of deep
network will dominate the space complexity. By denoting D =
max(D1, . . . , Dm) and d = max(d(1)1 , . . . , d
(m)
1 ), the worst-case
space complexity is simply O(mDd), and the worst-case overall
time complexity of the algorithm is O(TmDd), which is linear
with respect to T — the total number of training triplets.
4.4 Theoretical Analysis
We now analyze the theoretical bounds of the proposed OMDSL
algorithm. In particular, our goal is to bound the number of mis-
takes suffered by the proposed algorithm, denote by M , which
measures the total number of cases where the model fails to predict
the triplet constraints over the entire sequence, formally defined as:
M =
T∑
t=1
I(S(xt, x
+
t ) < S(xt, x
−
t )) (11)
where I(·) is an indicator function that output 1 when the statement
holds and 0 otherwise. The following gives our theorem.
THEOREM 1. Assume ‖st‖∞ ≤ C and the OMDSL algorithm
runs with a learning rate of λ =
√
2 lnm
C2T
over a sequence of
triplets (x1,x+1 ,x
−
1 ), . . . , (xT ,x
+
T ,x
−
T ). Then, for any multimodal
similarity function S =
∑m
i=1 θiSi with ∀θ ∈ Δ, we have the fol-
lowing bound:
M ≤ 1
γ
T∑
t=1
Lγt ((xt,x+t ,x−t );S) +
C
γ
√
T lnm
2
(12)
PROOF. The key idea of this proof follows the principle of sim-
ilar proof in [6]. In particular, according to the definition of t and
its convexity property, we have
M =
T∑
t=1
I(S(xt, x
+
t ) < S(xt, x
−
t )) ≤ 1γ
T∑
t=1
t(θt) (13)
By applying the Taylor’s theorem to t, we can obtain
t(θt)− t(θ) ≤ −(θ − θt) · ∇t(θt) (14)
The next is to bound the right hand side of the above inequality. To
facilitate the analysis, we denote z = λ∇t(θt) and v = θt ·z−z.
We then have the following:
−(θ − θt) · z = −θ · z+ θt · z− ln(
m∑
i=1
θt,ie
vi) + ln(
m∑
i=1
θt,ie
vi)
= −θ · z− ln(
m∑
i=1
θt,ie
−zi) + ln(
m∑
i=1
θt,ie
vi)
=
m∑
j=1
θj ln e
−zj − ln(
m∑
i=1
θt,ie
−zi) + ln(
m∑
i=1
θt,ie
vi)
=
m∑
j=1
θj ln(
1
θt,j
θt,je
−zj
∑m
i=1 θt,ie
−zi ) + ln(
m∑
i=1
θt,ie
vi)
=
m∑
j=1
θj ln
θt+1,j
θt,j
+ ln(
m∑
i=1
θt,ie
vi)
= DKL(θ‖θt)−DKL(θ‖θt+1) + ln(
m∑
i=1
θt,ie
vi )
Plugging the above into (14) and summing over all t leads to:
T∑
t=1
[t(θt)− t(θ)] ≤ 1
λ
[DKL(θ‖θ1) +
T∑
t=1
ln(
m∑
i=1
θt,ie
vi)] (15)
where −DKL(θ‖θT+1) is omitted. To bound the right hand side
of the above inequality, we note that DKL(θ‖θ1) ≤ lnm, since
θ1 = (1/m, . . . , 1/m). And we need bound the second term in the
right hand side. Since ‖st‖∞ ≤ C, then |zi| ≤ λC; by applying
Hoeffding’s inequality, we can get
ln(
m∑
i=1
θt,ie
vi) ≤ λ2C2/2 (16)
As a result, we have the following
T∑
t=1
[t(θt)− t(θ)] ≤ lnm
λ
+
λC2T
2
= C
√
T lnm
2
(17)
Re-arranging the above inequality concludes the theorem.
The above theorem basically shows that the number of mistakes
suffered by the proposed algorithm is bounded by the rate ofO(√T ).
Moreover, assume the best similarity function among all modalities
is known in hindsight, e.g., assuming the i-th modality, we then
have the following corollary.
THEOREM 2. Assume ‖st‖∞ ≤ C and the OMDSL algorithm
runs with a learning rate of λ =
√
2 lnm
C2T
over a sequence of
triplets (x1,x+1 ,x
−
1 ), . . . , (xT ,x
+
T ,x
−
T ), we then have
M ≤ 1
γ
T∑
t=1
Lγt ((xt,x+t ,x−t );Si) +
C
γ
√
T lnm
2
(18)
where Si denotes the similarity function of the best modality.
The above follows immediately by setting θi = 1 and θj = 0 for
j = i. This above result bounds the relationship between the total
number of mistakes suffered by the proposed algorithm and the
cumulative loss suffered by the best modality known in hindsight.
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5. EXPERIMENTS
In this section, we conduct an extensive set of experiments to
evaluate the efficacy of the proposed algorithm for similarity search
on images with multimodal representations in CBIR.
5.1 Experimental Testbeds and Setup
We adopt four publicly available image data sets in our experi-
ments, including COREL [16], Caltech1011, Indoor [35]2, and Im-
ageCLEF3. For each database, we randomly split it into three dis-
joint partitions: a test set of 500 images, a validation set of 500
images, and the rest images for training. Besides, to examine the
scalability, we also include a large database “ImageCLEF+Flickr",
which includes the ImageCLEF set as a ground-truth subset and
additional 1-million Flickr images as background images.
To generate side information in the forms of triplet instances for
learning the similarity functions, we sample the sequence of triplets
from the images in the training set according to their ground truth
class labels. Specifically, we generate a triplet instance by ran-
domly sampling two images belonging to the same class and one
image from another different class. In total, we generate 100K
triplet instances for each standard dataset (except for the small-
scale and large-scale experiments).
To fairly evaluate different algorithms, we choose their parame-
ters using the same cross validation scheme. We adopt three-layer
neural networks with d1 = 100, d2 = 50 and d3 = 50 for all
modalities on OMDSL, and set the maximum iteration to 500 for
LMNN. To evaluate the retrieval performance, we adopt the stan-
dard mean Average Precision (mAP) and top-K retrieval accuracy.
5.2 Visual Features and Similarity Measures
We adopt both global and local feature descriptors for represent-
ing images. Before that, we have resized all the images to the scale
of 500× 500 pixels while keeping the aspect ratio unchanged. For
global features, we extract five types of features to represent an
image, including (1) color histogram and color moments (81 di-
mensions), (2) edge direction histogram (37 dimensions), (3) Gabor
wavelets transformation (120 dimensions), (4) local binary pattern
(59 dimensions), and (5) GIST features (512 dimensions). For lo-
cal features, we extract the bag-of-visual-words representation [49]
using two kinds of descriptors: (i) SIFT feature [30] and Hessian-
Affine interest region detector with a threshold of 500; and (ii)
SURF feature [3] and SURF detector with a threshold of 500. For
the clustering step, we adopt a forest of 16 kd-trees and search 2048
neighbors to speed up the clustering task. By combining different
descriptors (SIFT/SURF) and vocabulary sizes (200/1000), we ex-
tract four types of local features: SIFT200, SIFT1000, SURF200
and SURF1000. Finally, we adopt the TF-IDF weighing scheme
to generate the final bag-of-visual-words. For all experiments, we
normalize the feature vectors to the range of [0, 1].
For each query-instance pair, we adopt four similarity functions
to measure their similarity as described in Section 4.3, where we
choose γs = 0.25 for Cosine similarity, γs = 1 for Euclidean,
σ = 2, γs = 0.25 for RBF kernel, and γs = 1 for Linear kernel.
Finally, we explore a total of 36 modalities to measure the overall
image similarity for CBIR.
5.3 Comparison Algorithms
To extensively evaluate the efficacy of our algorithms, we com-
pare the proposed OMDSL algorithm for image retrieval, against
1http://www.vision.caltech.edu/Image_Datasets/Caltech101/
2http://web.mit.edu/torralba/www/indoor.html
3http://imageclef.org/
several representative distance metric learning algorithms, includ-
ing RCA [2], LMNN [47], OASIS [8]. We also evaluate a heuris-
tic baseline method with squared Euclidean distance, named as
“EUCL-*”. To adapt the existing DML methods for multimodal
image retrieval, we have implemented several variants of each DML
algorithm by exploring three fusion strategies [42, 25]: (i) “Best"
— applying DML for each modality individually and then selecting
the best modality, (ii) “Concatenation" — an early fusion approach
by concatenating features of all modalities before applying DML,
and (iii) “Uniform combination" — a late fusion approach by uni-
formly combining all modalities after metric learning.
5.4 Evaluation on Small-Scale Datasets
In this section, we build four small-scale data sets, named “Cal-
tech101(S)”, “Indoor(S)”, “COREL(S)” and “ImageCLEF(S)”, from
the corresponding standard datasets by first choosing 10 object cat-
egories, and then randomly sampling 50 examples from each cat-
egory. We adopt 5 global features described above as the multi-
modal inputs. To construct triplet constraints for online learning
approaches, we generate all positive pairs (two images belong to
the same class), and for each positive pair we randomly select an
image from the other different classes to form a triplet. In total,
about 10K triplets are generated for each dataset.
Table 1: Evaluation of the mAP performance.
Alg. COREL(S) Caltech101(S) Indoor(S) ImageCLEF(S)
Eucl-B 0.4431 0.4299 0.1726 0.4325
RCA-B 0.5097 0.4984 0.1915 0.4492
LMNN-B 0.4876 0.5462 0.1852 0.5231
OASIS-B 0.4445 0.5072 0.1884 0.4424
Eucl-C 0.5220 0.4306 0.1842 0.4431
RCA-C 0.6437 0.6156 0.2078 0.5927
LMNN-C 0.5816 0.5894 0.2027 0.5821
OASIS-C 0.5657 0.5441 0.2017 0.5618
Eucl-U 0.5220 0.4306 0.1842 0.4431
RCA-U 0.5625 0.4860 0.1894 0.4909
LMNN-U 0.6026 0.4282 0.2007 0.4647
OASIS-U 0.5679 0.5419 0.1989 0.5338
OMDSL 0.7379 0.7136 0.2430 0.7552
Table 1 summarizes the evaluation results on the small-scale data
sets. The postfix “-B” indicates that we learn metrics on each
modality (type of features) separately and then select the best sin-
gle metric as the final similarity function via cross validation. The
postfix “-C” indicates that we first concatenate all types of fea-
tures together, and then learn the metric on the combined feature
space, which is a kind of “early fusion” strategy. The postfix “-U”
indicates we first learn an optimal metric for each modality, and
then uniformly combine all distance functions for the final ranking,
which is a kind of “late fusion” strategy. Table 2 shows the running
time cost on the COREL(S) data set.
Table 2: Running time (in sec.) on COREL(S).
RCA-C LMNN-C OASIS-C RCA-U
5.07 1442.66 404.35 2.91
LMNN-U OASIS-U OMDSL —
858.94 376.77 300.27 —
We can draw several observations from the results in Table 1
and 2. First of all, the two kinds of fusion strategies, i.e., early
fusion (with postfix“-C”) and late fusion (with postfix“-U”), gen-
erally tend to outperform the best single metric approaches (with
postfix“-B”). This is primarily because combining multiple types
of features for retrieval could better explore the potential of all the
features, which validates the importance of the proposed technique.
Second, some of the uniformly combination algorithms (i.e., the
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late fusion strategy) failed to outperform the best single metric ap-
proach in some cases, e.g., “RCA-U” (compared with “RCA-B”)
and “LMNN-U” (compared with “LMNN-B”) on Caltech101(S).
This implies that linear concatenation is not optimal to combine
different kinds of features. Thus, it is critical to identify the ef-
fective features via machine learning and then assign them higher
weights. Third, among all the compared algorithms, the proposed
OMDSL significantly outperform the other algorithms, which val-
idates that nonlinear learning with deep networks can learn more
flexible similarity functions than traditional DML approaches. Fi-
nally, it is interesting to observe that OMDSL is even more efficient
than most algorithms including OASIS, which is mainly because of
the online learning strategy and the hidden layers of deep networks
lying in intrinsic lower-dimensional space.
5.5 Evaluation on the Standard Datasets
We further evaluate the algorithms on standard-sized datasets.
We exclude LMNN because of its extremely high computational
cost. Following the standard setup with 5 global features and 4
local features, Table 3 summarizes the mAP results, and Figure 5
presents the top-K precisions on two randomly selected datasets.
Table 3: Evaluation of the mAP performance.
Alg. COREL Caltech101 Indoor ImageCLEF
Eucl-B 0.1877 0.2187 0.0469 0.5523
RCA-B 0.2305 0.2837 0.0499 0.6010
OASIS-B 0.1958 0.3025 0.0522 0.6723
Eucl-C 0.2628 0.2259 0.0559 0.5752
RCA-C 0.2714 0.2473 0.0604 0.6272
OASIS-C 0.3202 0.3660 0.0726 0.7394
Eucl-U 0.2628 0.2259 0.0559 0.5752
RCA-U 0.2992 0.2413 0.0565 0.6161
OASIS-U 0.3594 0.3243 0.0705 0.6891
OMDSL 0.4769 0.4476 0.0990 0.8387
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Figure 5: Precision at Top-K results
From the results, we observed that the proposed OMDSL algo-
rithm considerably surpasses all the other approaches for all cases,
not only on mAP performance but also on top-K retrieval accuracy.
This clearly validates the efficacy of the proposed algorithm for
learning an effective similarity function on multi-modal data.
Table 4: Running time (in sec.) on “COREL”.
RCA-C OASIS-C RCA-U OASIS-U OMDSL
468.19 65060.93 184.3 8781.54 3976.07
Finally, Table 4 summarizes the average running time cost on the
COREL dataset with 100K triplet instances. The result shows that
OMSDL is considerably more efficient and scalable than OASIS,
making it practical for large-scale applications.
5.5.1 Deep Networks with Varied Numbers of Layers
To evaluate the impact of the number of layers in the deep net-
works for the proposed OMDSL algorithm, we construct five di-
verse deep networks with different numbers of layers, i.e., from
1-layer to 5-layer. Table 5 lists the dimensionality settings of the
hidden layers configured for each of them individually.
Table 5: Dimensionality settings of the hidden layers.
1-layer 2-layer 3-layer 4-layer 5-layer
50 100, 50 100, 50, 50 100, 50, 50, 50 100, 50, 50, 50, 50
We evaluate mAP performance on four datasets in Table 6. It is
interesting to observe that 3-layer and 4-layer deep networks tend
to achieve the best, primarily because too high layer structure leads
to overly flexible structure that might overfit the training data.
Table 6: Evaluation of the mAP of the proposed OMDSL with
diverse deep networks using varied numbers of hidden layers.
Alg. Caltech101 Indoor ImageCLEF COREL
1-layer 0.4374 0.0891 0.8155 0.4427
2-layer 0.4445 0.0982 0.8302 0.4698
3-layer 0.4476 0.0990 0.8387 0.4769
4-layer 0.4393 0.0993 0.8395 0.4787
5-layer 0.4390 0.0952 0.8381 0.4719
5.5.2 Evaluation of Pretraining
To examine the importance of pretraining, we conduct experi-
ments by randomly initializing the parameters of deep networks
with standard normal distribution, and then performing the same
finetune stage to refine deep networks. Table 7 shows the results.
Table 7: mAP on OMDSL without pretraining stage.
Alg. Caltech101 Indoor ImageCLEF COREL
2-layer w/o pre 0.3892 0.0786 0.7635 0.4123
3-layer w/o pre 0.3974 0.0774 0.7685 0.4203
Comparing Table 7 with Table 6, we observe that the perfor-
mance drops significantly without pretraining, which proves stacked
denoising autoencoder is helpful to initialize deep networks.
5.5.3 Analysis of Modality Weights
We now examine the combination weights of different modalities
learned by the proposed algorithm. Figure 6 visualizes the results
of weights θ for diverse modality learned on four different datasets.
From the results, we observe that GIST and Surf1000 features are
assigned much higher weights than the others on “Caltech101” and
“ImageCLEF”. This is primarily because “Caltech101” is an object
dataset and “ImageCLEF” is a medical image dataset, which could
be more sensitive to texture-related descriptors. By contrast, since
“Indoor” and “Corel” contain many pictures about natural scenes
and diverse categories, different modalities can make more or less
contributions for different scenarios, further validating the impor-
tance of finding the optimal combination by our method.
5.6 Evaluation on the Large-scale Dataset
To test its scalability, we apply the proposed algorithm on a
large-scale image retrieval application on “ImageCLEF+Flickr”,
which has over 1-million images and 300K triplet training data. Ta-
ble 8 shows the mAP performance of the five algorithms. Clearly,
our proposed algorithm OMDSL achieves the best mAP. Figure 7
presents the top-K precisions on ImageCLEF+Flickr. We can have
the similar observation that our proposed methods significantly out-
perform the state of the art, in terms of precision. In short, the
proposed algorithm significantly outperforms the state of the art, in
terms of both mAP and retrieval accuracy performance measures.
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Figure 6: The weights θ learned by OMDSL.
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Table 8: mAP on “ImageCLEF+Flickr”
Eucl-C RCA-C OASIS-C RCA-U OASIS-U OMDSL
0.5766 0.6163 0.7161 0.6219 0.7028 0.7592
5.7 Qualitative Comparison
Finally, to examine the qualitative retrieval performance, we ran-
domly sample some query images from the query set, and com-
pare the qualitative retrieval results. Figure 9 shows the qualitative
results on “COREL” and “Caltech101” datasets. In each block,
the first image is the query, and the results from the first to the
fourth line represents “Eucl-C”, “RCA-C”, “OASIS-C”, “RCA-U”,
“OASIS-U” and “OMDSL” respectively. The results show that
OMDSL generally returns more relevant results than the others.
There are also some failure cases, as shown in Figure 8, where
although all the returned images by “OMDSL” are facial images,
only the second belongs to the query person, while Euclidean dis-
tance returns three correct images (1st, 2nd and 5th place of the
top-5 list). We conjecture that the possible reasons include (i) the
adopted features are generic but not face-specific features; (ii) the
labeled data assume any two facial images belong to the same cat-
egory, which cannot differentiate two different persons.
6. CONCLUSIONS
This paper investigated the fundamental problem of learning sim-
ilarity functions for multimodal image retrieval. To address the lim-
itations of regular DML approaches, we proposed a novel frame-
work of Online Multimodal Deep Similarity Learning (OMDSL),
Eucl-C
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OASIS-C
RCA-U
OASIS-U
OMDSL
Figure 8: Example of a failure case from “Caltech101”
which integrates with multiple deep networks optimally through
an efficient and scalable online learning scheme. In particular,
OMDSL explores a unified two-stage online learning scheme by
(i) learning a flexible nonlinear similarity function for each indi-
vidual modality, and (ii) learning to find the optimal combination of
multiple modalities simultaneously via a coherent online learning
process. Extensive experiments were conducted on several pub-
lic image datasets, in which the encouraging results showed that
OMDSL is promising for multimodal similarity search. Although
our current experiments were focused on image retrieval, this work
is rather generic for any multimedia retrieval tasks. We plan to ex-
tend it to resolve other multimedia applications in the future.
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