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Abstract
We propose an action reﬁnement approach for real-time concurrent processes with urgent
interactions, where a partial-order setting, timed bundle event structures, is used as the system
model and a real-time LOTOS-like process algebra is used as the speciﬁcation language. We show
that the reﬁnement approach has the commonly expected properties: (1) The behaviour of the
reﬁned process can be inferred compositionally from the behaviour of the original process and
from the behaviour of the processes substituted for actions; (2) The timed extensions of pomset
trace equivalence and history preserving bisimulation equivalence are both congruences under
the reﬁnement; (3) The syntactic and semantic reﬁnements coincide up to the aforementioned
equivalence relations with respect to a cpo-based denotational semantics.
Keywords: Action reﬁnement, timed event structure, real-time process algebra, urgency.
1 Introduction
Action reﬁnement is an essential operation in the hierarchical speciﬁcation
methodology for concurrent systems, real-time or not. It allows the repre-
sentation of systems in a hierarchical way, changing the level of abstraction
by interpreting actions on a higher level by more complicated processes on a
lower level until the implementation level is reached [12,14,25].
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Action reﬁnement for classical concurrent systems without time constraints
has been thoroughly discussed in the literature [12,14]. However, timing is
vital to concurrent systems. How to carry out action reﬁnement for concurrent
systems with time information is considerably important. In particular, most
protocols are based on urgency mechanisms that are essential for the safety of
their behaviour [16].
The works [6,24,25] have proposed a theory of action reﬁnement for the
real-time LOTOS-like process algebras with timed event structures as the
model. However, in this work and all the other related previous work urgent
events are used only for the sole purpose of modelling timeouts, and thus have
to be labelled with internal actions and observable actions are forbidden. This
constraint is too restrictive to specify many real-life concurrent systems.
Let us take a look at an example. Figure 1 shows a timed character
terminal system, where dots denote events labelled with actions, open dots
denote urgent events, namely they have to happen at the minimal possible time
once enabled, rectangles denote timeouts, arrows denote causality relations,
and the intervals attached to the dots and arrows denote the ending time of
the corresponding actions and the delays of transitions, respectively.
input char
timeout error
display char
send char
(0, 5] (0, 10]
{5}
(2, 6
] (8, 18]
Fig. 1. A timed character terminal system
This system contains the following messages: A character is input in the
keyboard terminal and then is sent to the host and eventually the host echoes
the character on the user’s displayer terminal. Echo of the input character
should be in time, otherwise a timeout happens and an error occurrence in-
formation is given. Action send char should be urgent in order for the host
to display the character without delay. Moreover, the system incorporates
timing information as shown in the ﬁgure. For example, inputting character
may ﬁnish at some time instant in the interval (0, 5], and sending character
may ﬁnish at some time instant in the interval (0, 10], but when it is enabled
it must occur as soon as possible because of its urgency. The delay from the
end of sending to the end of displaying is in the interval (2, 6]. If the character
displaying does not start in 5 time units after the end of sending, a timeout
happens, which disables the occurrence of displaying.
At a more detailed level, the action of sending character is required to be
implemented by the following setting of Figure 2: There are two channels for
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sending the character. Channel-1 is ﬁrst chosen to execute the sending task,
and it may ﬁnish at some time instant in the interval (0, 5]. But if it fails to
start in 3 time units, then a timeout occurs and channel-2 is chosen to execute
this sending task. Finally, the sending terminates at time instant 5 no matter
which channel is used.
channel-1
channel-2
(0,5]
[0,2]
{3}
{5} {5}
timeout
terminate terminate
Fig. 2. A timed system used to reﬁne action send char
Three questions arise:
(1) How can action send char in the timed system of Figure 1 be reﬁned by the
timed system of Figure 2?
(2) How does the reﬁned system, when obtained, behave?
(3) Is there a corresponding reﬁnement operation at the language level?
The reﬁnement approaches of [6,24,25] do not provide answers to these
questions, since this character terminal system even does not have a legal
representation in that framework. To answer these questions, we put for-
ward in this paper a more general approach of action reﬁnement for timed
concurrent systems. A partial-order setting called timed bundle event struc-
tures [8,18,20] is used as the system model, and a real-time LOTOS-like pro-
cess algebra [3,4,16,17,18,19] is used as the speciﬁcation language. We deﬁne
the notions of action reﬁnement and analyse their characteristic properties,
where urgent actions can be not only the internal but also observable. Fur-
thermore, all observable actions, including urgent ones, are allowed to be
reﬁned. Our work thus furthers the work of [6,24,25]. Our work furthers as
well the work of [5,11,12] and the work of [27]. The former has studied action
reﬁnement for various untimed event structures, while the latter has deﬁned
a timed variant of prime event structures with a simple notion of reﬁnement.
We adopt the methodology to model action reﬁnement as an operator and
consider as usual two levels of action reﬁnement. One is called semantic and
the other syntactic [1,12,13,14]. We demonstrate that our reﬁnement oper-
ation has three properties as one commonly expected. Firstly, it is correct,
i.e., the behaviour of the reﬁned process is the reﬁnement of the behaviour
of the original process by the behaviour of processes used to substitute for
actions, and vice versa. Secondly, the timed versions of a linear-time equiva-
lence called pomset trace equivalence and a branching-time equivalence called
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history preserving bisimulation equivalence [10,12] are both congruences un-
der the reﬁnement. Finally, the semantic and syntactic action reﬁnements
coincide up to the aforementioned two equivalence notions with respect to a
cpo-based denotational semantics.
This paper is organized as follows. In Section 2, we introduce the process
model — timed bundle event structures, show how to describe their runs,
and deﬁne equivalence notions on such a model. In Section 3, we present
a real-time process algebra, and describe a denotational semantics in terms
of timed bundle event structures. We deﬁne in Section 4 both semantic and
syntactic action reﬁnements in timed bundle event structures and in the real-
time process algebra. The correctness, congruence and coincidence results
of the reﬁnement operations are given in Section 5. Section 6 concludes the
paper.
2 Process model
Throughout the paper, we assume a given set Obs of observable actions ranged
over by a, b, c, · · · , and an invisible internal action τ (τ ∈ Obs). Action√ (√ ∈
Obs∪{τ}) indicates the successful termination of a process. Let Act = Obs∪
{τ,√}. Moreover, we view actions as compound happenings having durations
in order to have a clean concept of action reﬁnement. Let function k : Act →
R
+ with k(τ) = k(
√
) = 0 assign durations to actions. Here, R+ = [0,∞) is
the set of non-negative reals, denoting the domain of time.
2.1 Timed bundle event structures
Event structures consist of events labelled with actions, together with rela-
tions of causality and conﬂict between events [28]. We employ bundle event
structures [20] and equip them with time information like [6,24,25].
A bundle event structure has a symmetric conﬂict relation to relate two
events, denoted , and a bundle relation to relate a set of events and a single
event, denoted →. The meaning of ee′ is that events e and e′ cannot both
occur in a single system run. X → e means that if event e happens in a
system run, exactly one event in set X has happened before and caused e. X
is called a bundle-set and all events in X must be in mutual conﬂict.
Time information is added to bundle event structures by using two delay
functions D and R to associate sets of time instants to events and bundles,
respectively. D(e) = T means that event e may ﬁnish at some time instant
in T . The interpretation of a bundle X → e with R(X, e) = T is that if an
event in X has ﬁnished at a certain time point then e is enabled and may
ﬁnish exactly after some time units in T .
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To specify events that are forced to occur as soon as they are enabled, a set
U is used to denote the urgent events. Unlike the model deﬁned in [6,24,25],
urgent events here consist of two classes. One class models timeouts, where
the events are always labelled with the internal action τ . The other events in
U constitute the second class, where the events are labelled with observable
actions, having the meaning that they have to occur as soon as possible once
they are enabled.
Deﬁnition 2.1.1 (Timed bundle event structure, tes for short)
A timed bundle event structure is a tuple (E, , →, l,D,R,U ,O) with
• E, a set of events,
•  ⊆ E × E, the irreﬂexive and symmetric conﬂict relation,
• →⊆ P(E)× E, the bundle relation,
• l : E → Act, the action labelling function,
• D : E → P(R+), the event delay function,
• R :→→ P(R+), the bundle delay function,
• U ⊆ E, the set of urgent events, and
• O ⊆ {e ∈ U | l(e) = τ}, the set of timeout events,
such that
(1) ∀X → e: (X ×X)\IdE ⊆ ,
(2) ∀e′ ∈ O, ∀e ∈ E: (X → e) ∧ (ee′)⇒ (X → e′) ∨ (Xe′), and
(3) ∀e ∈ O, ∃t ∈ R+ : (D(e) ⊆ {t}) ∨ (∃X : (X → e) ∧ (R(X, e) ⊆ {t})).
Here P(·) denotes the power-set function. Xe′ denotes (∀e′′ ∈ X : e′′e′) and
IdE = {(e, e) | e ∈ E}.
Constraint (1) requires that all events in a bundle-set are in mutual conﬂict.
This enables us to uniquely deﬁne a causal ordering between the events in a
system run. Constraints (2) and (3) are especially for modelling timeouts.
Constraint (2) restricts the global inﬂuence of timeout events on the system
run [16], and Constraint (3) ensures that timeout events can occur at a single
time instant only. The eﬀect of other urgent events will be reﬂected in the
system run modelling.
A tes is usually represented by a graph like the example shown in the in-
troduction. Event names and delays [0,∞) are usually omitted.
Example 2.1.1 Figure 1 and Figure 2 are two tes’s. For simplicity, in the
following we assume a=input char, b=send char, c=display char, d=error,
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b1=channel-1, b2=channel-2, and the timeout and successful termination ac-
tions are denoted by τ and
√
, respectively. In addition, k(a) = 1, k(b) =
5, k(c) = 1, k(b1) = 1 and k(b2) = 1.5.
We use E , possibly subscripted and/or primed, to denote a tes. TES
denotes the universe of tes’s. For E = (E, , →, l,D,R,U ,O), we also use EE ,
E and so on to stand for the components of E when necessary.
The initial events and successful termination events of E are denoted by
init(E) and exit(E), respectively. That is,
init(E) = {e ∈ E | ¬(∃X ⊆ E : X → e)}, exit(E) = {e ∈ E | l(e) = √}.
The system runs of a tes are described by sequences of events that are
timed. A timed event (of E) is a pair (e, t), where e ∈ E and t ∈ R+.
Here t is viewed intuitively as the time instant at which event e ﬁnishes.
Suppose σ is a ﬁnite sequence (e1, t1), · · · , (en, tn) of timed events of E , where
ei and ej are distinct whenever i = j. By E(σ) we denote the set of events
occurring in σ and T imeσ(ej) delivers the associated time instant of each ej ,
i.e., E(σ) = {e1, e2, · · · , en} and T imeσ(ej) = tj. σj = (e1, t1), · · · , (ej , tj) is
the jth preﬁx of σ (j ≥ 1).
In a system run, any two events that occur should not be in conﬂict, and
if a non-initial event happens in a run then the events that cause it should
have happened earlier. Let
en(σj) = {e | (e ∈ E\E(σj)) ∧ (∀ei ∈ E(σj) : ¬(eei)) ∧
(∀X → e : X ∩E(σj) = φ)}.
It is then the set of events that are enabled after the execution of σj .
We use Figure 3 to illustrate our basic philosophy about the event timing
and the application of timeouts in a system run. In the left-hand tes, l(ei) =
a, l(ej) = b, l(e0) = τ , and e0 is a timeout event. The fact that (ei, ti), (ej, tj)
is a run of E contains the information displayed in the right-hand ﬁgure.
ei ej
k(a)
a b
k(b)
ti - k(a) ≥ 0 ti Ti ti - k(a)≤ tj - k(b) ≤ ti+t tj Tj
k(b ) ≤ tj - ti  T
∈
∈
∈
a
bTi
Tj
T
{t}
τ
Fig. 3. Time requirements of a tes’ run
Stated in words:
(i) the time instant associated to the event is required to be in the time
instant set labelled to the event. It is the time instant at which the event
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ﬁnishes. i.e., ti ∈ Ti and tj ∈ Tj, and ti and tj cannot be smaller than
the execution durations of events ei and ej , which are supposed to be
exactly the durations k(a) and k(b) of the actions labelled to ei and ej ,
respectively. As a consequence, ti ≥ k(a), tj ≥ k(b). ti−k(a) and tj−k(b)
are then the time instants at which ei and ej begin to occur, respectively.
(ii) tj − ti is the exhausted time of the system run from the end of ei to the
end of ej. It is required to be in the time instant set attached to the
corresponding bundle. So tj − ti ∈ T . It cannot be smaller than the
execution time of ej , i.e., tj − ti ≥ k(b).
(iii) Timeout event e0 did not disable ej . This implies that the starting time
of ej must not be greater than the time at which e0 may occur. The
latter, according to our explanation, is ti + t. Hence tj − k(b) ≤ ti + t.
From this illustration, we see that if an event e is enabled after σj , then
tmσj (e) = [k(l(e)),∞) ∩ D(e) ∩ (∩X →e,ei∈X(ti + [k(l(e)),∞) ∩R(X, e)))
consists of all the potential time instants at which event e may ﬁnish. Here
t + T denotes the set {t + tj | tj ∈ T} for t ∈ R+ and T ⊆ R+. T − t and so
on used in the following are similarly deﬁned.
If e is an observable urgent event, namely if e ∈ U\O, then it is required
to occur as soon as it is enabled. That is, an observable urgent event must
ﬁnish at the minimal time instant in tmσj (e). When e is a timeout event then
tmσj (e) is a singleton. So this requirement is naturally satisﬁed by timeout
events.
Deﬁnition 2.1.2 (Conﬁguration)
If there exists a timed event sequence σ = (e1, t1), · · · , (en, tn) satisfying
(1) ej ∈ en(σj),
(2) tj ∈ tmσj (ej),
(3) (ej ∈ U) ⇒ (tj = min(tmσj (ej))), and
(4) ∀e ∈ en(σj) ∩ O : (eje) ⇒ (tj − k(l(ej)) ≤ tmσj (e))
for 1 ≤ j ≤ n, then the set of all the timed events occurring in σ is call a
(timed) conﬁguration of E .
When it is clear from the context, in the following we use σ again to repre-
sent a conﬁguration of a tes. By C(E) we denote the set of all conﬁgurations
of E . A conﬁguration σ of E successfully terminates if there exists e ∈ E(σ)
such that e is labelled with the successful termination action
√
. e ∈ E(σ) is
said to be maximal in σ if for any bundle-set X and e′ ∈ E, if e ∈ X and
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X → e′ then e′ ∈ E(σ). E is called well-labelled if E(σ) ∩ exit(E) is empty or
a singleton whenever σ is a conﬁguration of it. Let
maxt(E) = {t ∈ R+ | ∃σ ∈ C(E)∃(e, t) ∈ E(σ) : l(e) = √}.
It consists of all the time instants at which a successful termination run ﬁn-
ishes.
2.2 Equivalence notions
Equivalences are important means to compare the behaviour of concurrent sys-
tems. There are many diﬀerent equivalence notions in the literature [9,10,12].
We consider two types of equivalences, one is linear-time, called pomset trace
equivalence, and the other is branching-time, called history preserving bisim-
ulation equivalence. They are in fact timed extensions of the corresponding
equivalences deﬁned in [12].
Pomset trace equivalence is based on such an idea that the possible be-
haviour of a system may be represented as isomorphic classes of partially or-
dered multisets of actions (pomsets). History preserving bisimulation equiva-
lence is deﬁned to further record where choices are made and relate two events
only if they have the same causal history.
Deﬁnition 2.2.1 (Isomorphism)
Let σ1 ∈ C(E1), σ2 ∈ C(E2). σ1 and σ2 are said to be isomorphic, denoted
σ1 ≈ σ2, if there exists a bijection h : E(σ1) → E(σ2) such that for arbitrary
e, e′ ∈ E(σ1),
(1) T imeσ1(e) = T imeσ2(h(e)),
(2) l1|σ1(e) = l2|σ2(h(e)),
(3) e →1 |σ1e′ iﬀ h(e) →2 |σ2h(e′),
(4) e ∈ U1 iﬀ h(e) ∈ U2, and
(5) e ∈ O1 iﬀ h(e) ∈ O2.
Here →i (i = 1, 2) is used again to denote the reﬂexive and transitive clo-
sure of the relation →i on σi. e →i e′ if there exists a bundle-set X such
that e ∈ X and X →i e′. li|σ is the projection of li on E(σi), i.e., li|σi(e) =
li(e) for e ∈ E(σi). C(E1) ≈ C(E2) if for all σ1 ∈ C(E1) [σ2 ∈ C(E2)], there
exists σ2 ∈ C(E2) [resp. σ1 ∈ C(E1)] such that σ1 ≈ σ2.
Deﬁnition 2.2.2 (Pomset trace equivalence)
E1 and E2 are pomset trace equivalent, denoted E1 ∼=p E2, if C(E1) ≈ C(E2).
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A relation H ⊆ C(E1)×C(E2)×P(E1 ×E2) is called a history preserving
bisimulation between E1 and E2, if (φ, φ, φ) ∈ H and when (σ1, σ2, h) ∈ H
then
(1) h is an isomorphism between σ1 and σ2,
(2) σ1
a, t−→1 σ′1 ⇒ ∃σ′2, h′ : σ2 a, t−→2 σ′2, (σ′1, σ′2, h′) ∈ H and h′|σ1 = h,
(3) σ2
a, t−→2 σ′2 ⇒ ∃σ′1, h′ : σ1 a, t−→1 σ′1, (σ′1, σ′2, h′) ∈ H and h′|σ1 = h.
Here, as usual σ
a, t−→ σ′ holds if a ∈ Act, t ∈ R+, σ′\σ = {(e, t)} and l(e) = a.
Deﬁnition (History preserving bisimulation equivalence)
E1 and E2 are history preserving bisimulation equivalent, denoted E1 ∼=b E2, if
there is a history preserving bisimulation between E1 and E2.
As discussed in [12], pomset trace equivalence is the most discriminating
equivalence notion in linear-time semantics and is a congruence under the
action reﬁnement deﬁned in [12]. History preserving bisimulation equivalence
is strictly ﬁner than pomset trace equivalence and also a congruence under the
action reﬁnement deﬁned in [12]. For more detailed information of equivalence
notions, please see [9,10,12].
3 A real-time process algebra
3.1 Syntax
As mentioned before, let a ∈ Obs, A ⊆ Obs, λ be a relabelling function, and
t ∈ R+ and T ⊆ R+. Furthermore, let V ar be a set of process variables, and
x ∈ V ar.
Deﬁnition 3.1.1 (Expressions)
The set of (timed) expressions is generated by the following grammar:
P :: = 0 | 1T | aT .P | U(a)T .P | P ;P | P + P | P ‖√ P | P\A |
P [λ] | P t P | x | μx.P
This language is in fact the timed LOTOS-like process algebra [16,19]
without general multi-way synchronization and the interrupt operator. These
two operators are discussed in the conclusion. Most of these operators have
their standard meanings [15,26,16,19] and are intuitively explained as follows:
0 denotes inaction, the process that cannot perform any action. 1T rep-
resents that the process terminates successfully at a certain time point in T .
In the timed process algebra deﬁned in e.g. [17,18,19], the time attachments
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of successful termination processes are always [0,∞). Here we need to label
them with an arbitrary time set T , since actions are no longer instantaneous,
and so the time instants at which they may ﬁnish have to be speciﬁed.
aT .P denotes the preﬁx of a before P , where a ﬁnishes at some time instant
in T . U(a)T .P behaves the same as aT .P except that the event corresponding
to the preﬁx a is declared to be urgent. P\A behaves as P except that
the actions in A are abstracted, i.e., turned into invisible τ -actions. Since
actions are no longer instantaneous here, we should make some adjustment
for abstraction. Roughly speaking, aT is replaced by τT−k(a).τk(a). P [λ] deﬁnes
the relabelling of P according to λ.
P1;P2 denotes the sequential composition of P1 and P2. The control is
passed to P2 by the successful termination of P1. P1 +P2 indicates the choice
between the behaviours described by P1 and P2. P1 ‖√ P2 denotes the parallel
composition of P1 and P2. P1 and P2 must execute the action
√
of successful
termination simultaneously, while the other actions are performed indepen-
dently from each other. P1 t P2 initially behaves like P1, but if P1 does not
begin to perform an action before time instant t, then a timeout occurs and
control is passed to P2.
μx.P is a recursive expression, which can be understood through x := P ,
where x, and other process variables in V ar, may occur in P .
By TPA we denote the set of all expressions of our language. P, Pi are ex-
pressions, and Ap is the set of all observable actions occurring in P . The time
labels of actions, when they are [0,∞), are usually omitted in an expression.
Example 3.1.1 The following are expressions:
(a) P = a(0,5].U(b)(0,5].(c(2,6].05 d.0)
(b) Pb = (b1(0,5].13 b2(0,2].1)‖√1{5}
3.2 A denotational semantics
A denotational semantics of the real-time process algebra can be given in
terms of timed bundle event structures. This is done by deﬁning corresponding
operators on tes’s. Here we only give the deﬁnitions of abstraction and urgent
preﬁx operators since only these two operators are diﬀerent from our previous
work. For the other operators, we refer the reader to [16,17,25].
Abstraction. Because actions are not instantaneous anymore, abstraction
operator (\A) here has to be diﬀerent. Our idea to abstract an action a is
to insert two τ -events at the time points at which a starts and ﬁnishes. It is
formally deﬁned as follows.
E1\A  f(E1), where
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f is the reﬁnement function to be deﬁned in Section 4.1 with Act0 = Act\A,
and for a ∈ A, f(a) = (e√, φ, φ, {(e√,√)}, {(e√, {k(a)})}, φ, φ, φ).
That is, abstracting some actions from a tes is in fact a certain action reﬁne-
ment of the system. Our reﬁnement approach deﬁned in Section 4.1 imple-
ments our above idea exactly. We suggest the reader go back to this deﬁnition
after reading Section 4.1.
Urgent action preﬁx. This operator is a slight variant of the ordinary action
preﬁx and formally deﬁned as follows:
U(a)T .E1  (E1 ∪ {ea}, 1, →, l1 ∪ {(ea, a)},D,R,U1 ∪ {ea},O), where
a ∈ Obs ∪ {τ}, ea ∈ E1,
→= →1 ∪({{ea}} × E1),
D = {(ea, T )} ∪ (E1 × {[0,∞)}),
R = R1 ∪ {(({ea}, e),D1(e)) | e ∈ E1},
O = O1 if a = τ else O1 ∪ {ea}.
The denotational semantics of TPA is deﬁned by means of the operators
on TES. As usual we are interested in expressions that are closed. That is,
any process variable x that occurs in such an expression is in the scope of a
μx-operator. Let s be the following denotational semantics, which associates
to a closed expression a tes.
Deﬁnition 3.2.1 (Denotational semantics for TPA)
s(0) = (φ, φ, φ, φ, φ, φ, φ, φ),
s(1T ) = ({e√}, φ, φ, {(e√,√)}, {(e√, T )}, φ, φ, φ),
s(◦P ) = ◦s(P ), for ◦ ∈ {aT .,U(a)T ., \A, [λ]},
s(P1 ◦ P2) = s(P1) ◦ s(P2), for ◦ ∈ {; ,+, ‖√,t}, and
the semantic model of μx.P is deﬁned as the least upper bound of a set of tes’s
by using the standard ﬁxed-point theory for complete partial-order (cpo) [8].
For the details of s(μx.P ), please see [17,19,25].
Example 3.2.1 Let P and Pb be the expressions of Example 3.1.1, and E
and Eb be the tes’s of Example 2.1.1 (Figures 1 and 2). Then s(P ) = E and
s(Pb) = Eb.
4 Action reﬁnement
We adopt the methodology to model action reﬁnement as an operator. In
this section, we propose semantic action reﬁnement in the tes’s model and
syntactic action reﬁnement in the real-time process algebra. Their properties
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will be discussed in section 5.
4.1 Semantic action reﬁnement
Semantic action reﬁnement is carried out in the semantic domain, timed
bundle event structures. As in [6,7,24,25], we ﬁrst introduce the notion of
rooted tes associated with E , denoted r(E). It is deﬁned as τ{0}.E , namely
r(E) = τ{0}.E . The new event that corresponds to the preﬁx τ is called the
start-event of E (or r(E)), and denoted or(E). It can be understood as the
start point of the system, which is executing the internal silent action at time
instant zero.
Example 4.1.1 Figure 4(a) (equally, Figure 2) is a tes, and Figure 4(b) is
the rooted tes associated with it.
b1
b2
b1
b2
τ τ
τ
(0,5]
[0,2]
{3}
[0,2]
{3}(0,5]
{5} {5}
{5}
{5}
(a) (b)
Fig. 4. A tes and the rooted tes associated with it
The reﬁnement of an observable action a, say Ea, should be a tes. A sys-
tem run, if it is not a deadlock, should contain exactly one
√
-event. We thus
require that Ea is well-labelled. Our requirement on timing is that, the “dura-
tion” of Ea should be the duration of action a, i.e., each successful termination
run of Ea has to last exactly k(a) time units.
Now let Act0 be a subset of Act with {τ,√} ⊆ Act0, denoting the set of
actions that need not or cannot be reﬁned, The following is the deﬁnition of
(semantic) reﬁnement function.
Deﬁnition 4.1.1 (Reﬁnement function)
f : Act\Act0 → TES is called a reﬁnement function, if for any action a ∈
Act\Act0 the following conditions are met:
(1) f(a) is well-labelled, and
(2) maxt(f(a)) = {k(a)}.
We call f(a) the reﬁnement of action a. It deﬁnes a given subsystem used
to substitute for an abstract action. Note that we do not require the subsys-
tem deﬁned by f is a rooted tes though we actually use the rooted tes in the
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following reﬁnement operation. This is because in general the reﬁned subsys-
tem is given by the user and we should not impose to the user such restriction
that the subsystem must be rooted. Therefore we look the “rooting” opera-
tion as a pre-processing procedure rather than putting it into the reﬁnement
function. The deﬁnition of reﬁnement function is rather strict — processes
that are slower or quicker than the duration of action a are not allowed to be
valid reﬁnements of a. See [2] and [25] for the reasons.
Example 4.1.2 Let Eb be the tes of Figure 4(a) or Figure 2, Act\Act0 = {b},
and k(b) = 5, k(b1) = 1, k(b2) = 1.5 as aforementioned. Then f(b) = Eb is a
reﬁnement of action b.
From now on, let f represent a semantic reﬁnement function. We see how
f is used to reﬁne a tes. Our basic idea, as mentioned above, is to substitute
r(f(a)) for action a. For simplicity, in the following we use rfl(e) and rf(a)
to abbreviate r(f(l(e))) and r(f(a)), respectively.
Deﬁnition 4.1.2 (Reﬁnement of a tes)
The reﬁnement of E is deﬁned as f(E) = (Ef , f , →f , lf ,Df ,Rf ,Uf ,Of),where
• Ef = {(e, e′) | (e ∈ E) ∧ (l(e) ∈ Act0) ∧ (e′ ∈ Erfl(e))} ∪
{(e, e) | (e ∈ E) ∧ (l(e) ∈ Act0)},
• ∀(e1, e2) ∈ Ef∀(e′1, e′2) ∈ Ef , (e1, e2)f(e′1, e′2) ⇔
(e1 = e
′
1)⇒ (e2rfl(e1)e′2) ∨ (e2, e′2 ∈ exit(rfl(e1)) ∧ e2 = e′2),
(e1 = e′1)⇒
(e2 = e1) ∧ (e′2 = e′1)⇒ (e1e′1),
(e2 = e1) ∧ (e′2 = e′1)⇒ (e1e′1) ∧ (e2 ∈ {orfl(e1)} ∪ exit(rfl(e1))),
(e2 = e1) ∧ (e′2 = e′1)⇒ (e1e′1) ∧ (e′2 ∈ {orfl(e′1)} ∪ exit(rfl(e′1))),
(e2 = e1) ∧ (e′2 = e′1)⇒ (e1e′1) ∧ (e2 ∈ {orfl(e1)} ∪ exit(rfl(e1))) ∧
(e′2 ∈ {orfl(e′1)} ∪ exit(rfl(e′1))),
• ∀X ⊆ Ef∀(e1, e2) ∈ Ef , X →f (e1, e2) ⇔
(e2 = e1) ∧ (e2 ∈ Erfl(e1) \ {orfl(e1)})⇒
(π1(X) = {e1}) ∧ (π2(X) →rfl(e1) e2),
((e2 = e1) ∧ (e2 ∈ {orfl(e1)} ∪ exit(rfl(e1))))∨ (e2 = e1)⇒
(π1(X) → e1)∧(π2(X) = ∪e∈π1(X), l(e)∈Act0exit(rfl(e))∪(∪e∈π1(X), l(e)∈Act0{e})),
• ∀(e1, e2) ∈ Ef , (e2 = e1)⇒
(e2 ∈ exit(rfl(e1)))⇒ (lf(e1, e2) = lrfl(e1)(e2)),
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(e2 ∈ exit(rfl(e1)))⇒ (lf(e1, e2) = τ),
(e2 = e1)⇒ (lf (e1, e2) = l(e1)),
• ∀(e1, e2) ∈ Ef , (e2 = e1)⇒ (Df(e1, e2) = D(e1)),
(e2 = e1)⇒
(e2 = orfl(e1)) ⇒ (Df(e1, e2) = (D(e1)− k(l(e1)) ∩R+),
(e2 = orfl(e1)) ⇒ (Df(e1, e2) = [0,∞)),
• ∀X ⊆ Ef , ∀(e1, e2) ∈ Ef , (X →f (e1, e2))⇒
(e2 = e1) ∧ (e2 ∈ Erfl(e1) \ {orfl(e1)}) ∧ (π1(X) = {e1})⇒
(Rf (X, (e1, e2)) = Rrfl(e1)(π2(X), e2)),
(e2 = e1) ∧ (e2 = orfl(e1)) ⇒
(Rf (X, (e1, e2)) = (R(π1(X), e1)− k(l(e1))) ∩ R+),
(e2 = e1) ∧ (e2 ∈ exit(rfl(e1))) ∧ (π1(X) = {e1}) ⇒
(Rf (X, (e1, e2)) = [0,∞)),
(e2 = e1)⇒ (Rf (X, (e1, e2)) = R(π1(X), e1)),
• ∀(e, e′) ∈ Ef , (e, e′) ∈ Uf ⇔
(e = e′) ⇒ (e ∈ U),
(e = e′) ∧ (e ∈ U)⇒ (e′ ∈ Urfl(e)),
(e = e′) ∧ (e ∈ U)⇒ (e′ ∈ Urfl(e) ∨ e′ = orfl(e)),
• ∀(e, e′) ∈ Ef , (e, e′) ∈ Of ⇔
(e ∈ O) ∨ (e′ ∈ Orfl(e)).
Here π1(X) = {e | (e, e′) ∈ X} and π2(X) = {e′ | (e, e′) ∈ X}. Figure 5
illustrates how f(E) is obtained.
T
Ta Tb
Tc
a b
c
f
T- k(c)
Ta- k(a)
Tc- k(c)
Tb- k(b)
rf(a) rf(b)
rf(c)
τ
τ τ
τ τ
Fig. 5. Illustration of reﬁning a tes
The conﬂict relations and the bundle relations in the reﬁned tes have been
shown clearly in the ﬁgure. The deﬁnition of the set of events and the action
labels of events are also easily understood. Here we just say something about
the timing and the urgent and timeout events.
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For convenience, we assume without loss of generality k(a) ≤ Ta, k(b) ≤
Tb, k(c) ≤ Tc and k(c) ≤ T . According to our deﬁnition of reﬁnement function,
the running time of rf(a) should be exactly k(a) time units. So the start time
of rf(a) should be the start time of action a, i.e., Ta − k(a). For rf(b) and
rf(c) this is similar. In the original tes, the bundle delay from {a, b} to c is T .
In the reﬁned tes, this bundle turns to a bundle from exit(rf(a))∪exit(rf(b))
to the start-event of rf(c), which starts at time point Tc − k(c). Therefore,
according to our explanation on transition delays, this bundle delay should
turn to T − k(c).
The reﬁnements of urgent events and non-urgent events diﬀer by the ur-
gency of the start-events of the tes’s used to substitute for them, like rf(a)
and rf(b) shown in the ﬁgure. The start-event of rf(a) is set to be non-urgent
while the the start-event of rf(b) is urgent. By such substitution, we can keep
the coincidence of urgency between the original tes and the reﬁned tes. The
set of urgent events in the reﬁned tes consists of two parts, one is the urgent
events in the original tes that need not or cannot be reﬁned and the other is
the urgent events in the tes’s that substituted for actions to be reﬁned, where
the start-event is treated as urgent if the corresponding event in the original
tes is urgent. For the set of timeout events in the reﬁned tes, they are simply
the union of the timeout events in the original tes and the set of those in the
tes’s used to substitute for actions since timeout events cannot be reﬁned.
Example 4.1.3 Consider Example 2.1.1 again. Suppose E is the tes of Fig-
ure 1 and Act\Act0 = {b}, and f is the reﬁnement function deﬁned in Example
4.1.2. Then the reﬁnement f(E) of E is depicted in Figure 6.
a
d
c
(0, 5]
(2, 6
]
{5}
τ
(10, 18]
b1
b2τ
[0,2]
{3}
(0,5]
{5}
{5}
τ
τ
(0, 5]
τ
Fig. 6. Reﬁnement of Figure 1
4.2 Syntactic action reﬁnement
We now consider action reﬁnement in the real-time process algebra. In order
to make sure that there is no confusion of communication levels, we have to
sort out some “bound” actions. All the actions in a given expression P that are
abstracted and that are really relabelled, i.e., A∪dom(λ) when the abstraction
“\A” and relabelling “[λ]” appear in P , are not allowed to be reﬁned. Here
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dom(λ) = {a ∈ Act | λ(a) = a}. We use Sort(P ) to represent such a set of
actions occurring in P . Thus Sort(P ) ⊆ Act0.
Let g : Act\Act0 → TPA be a function. We are interested in the situation
when the semantic model s(g(a)) of g(a) is a reﬁnement of action a. Clearly
s(P ) is well-labelled for any expression P . So we only require g to satisfy this
additional condition: ∀a ∈ Act\Act0, maxt(s(g(a))) = {k(a)}.
Deﬁnition 4.2.1 (Reﬁnement function for expression P)
g is a reﬁnement function for 0, 1T and x,
g is a reﬁnement function for aT .P1 if g is a reﬁnement function for P1,
g is a reﬁnement function for U(a)T .P1 if g is a reﬁnement function for P1,
g is a reﬁnement function forP1 ◦P2 if g is a reﬁnement function for P1 and
P2, where ◦ ∈ {; ,+,t, ‖√},
g is a reﬁnement function for ◦P1 if g is a reﬁnement function for P1, and
for any a ∈ Act\Act0, Ag(a) ∩ Sort(P ) = φ, where ◦ ∈ {\A, [λ]},
g is a reﬁnement function for μx.P1 if g is a reﬁnement function for P1.
Example 4.2.1 Let P and Pb be the expressions of Example 3.1.1, Act\Act0 =
{b}, and k(b) = 5, k(b1) = 1, k(b2) = 1.5 as aforementioned. Let g : b → Pb.
Then s(g(b)) = f(b), where f(b) is the reﬁnement of action b deﬁned in Ex-
ample 4.1.2, and g is a reﬁnement function for P .
Now, the question is how g can be applied to expression P to obtain a
reﬁned expression. Our basic idea is that the reﬁned expression of aT .P1,
where a ∈ Act0, is deﬁned as the sequential composition of τT−k(a).g(a) and
the reﬁned expression of P1. Here the preﬁx τ can be understood as the start
point of system. Its time attachment T −k(a) can be explained similarly, and
it is set to be urgent if action a is urgent.
Deﬁnition 4.2.2 (Syntactic reﬁnement of expression P)
The reﬁnement g(P ) of expression P is deﬁned as follows:
g(0) = 0, g(1T ) = 1T , g(x) = x,
g(aT .P1) =
⎧⎨
⎩
aT .g(P1) if a ∈ Act0,
(τT−k(a).g(a)); g(P1) if a ∈ Act\Act0,
g(U(a)T .P1) =
⎧⎨
⎩
U(a)T .g(P1) if a ∈ Act0,
(U(τ)T−k(a).g(a)); g(P1) if a ∈ Act\Act0,
g(◦P1) = ◦g(P1), where ◦ ∈ {\A, [λ]},
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g(P1 ◦ P2) = g(P1) ◦ g(P2), where ◦ ∈ {; ,+,t, ‖√},
g(μx.P1) = μx.g(P1).
Example 4.2.2 For the P and g of example 4.2.1, we have
g(P )= a(0,5].g(U(b)(0,5].(c(2,6].05 d.0))
= a(0,5].((U(τ){0}.g(b)); g(c(2,6].05 d.0))
= a(0,5].((U(τ){0}.((b1(0,5].13 b2(0,2].1)‖√1{5})).(c(2,6].05 d.0))
= a(0,5].((U(τ){0}.(b1(0,5].13 b2(0,2].1)‖√1{5}).(c(2,6].05 d.0)).
5 Properties
We analyse in this section our reﬁnement operations. The proofs of these
results are similar to [25] and thus we only give the outline here. As men-
tioned in the introduction, we concentrate on three common issues of interest:
correctness, congruence and coincidence problems.
Let σ be a conﬁguration of E , f be a (semantic) reﬁnement function,
e ∈ E(σ) with l(e) ∈ Act0 and σe a conﬁguration of fl(e), satisfying that
σe successfully terminates if event e is not maximal in σ. The reﬁnement of
conﬁguration σ is deﬁned as:
σf = {((e, ej), tj) | e ∈ E(σ) and if l(e) ∈ Act0 then ej = e, tj = T imeσ(e)
else ej ∈ E(σe), tj = T imeσe(ej) + (T imeσ(e)− k(l(e)))}.
Theorem 5.1 (Correctness result) Let E ∈ TES, and f a reﬁnement func-
tion. Then C(f(E)) = {σf | σf is a reﬁnement of σ ∈ C(E)}.
Proof sketch: Let σf be a conﬁguration of f(E). We deﬁne π1(σf ) as
the projection of σf on E . For e ∈ E(π1(σf )) with l(e) ∈ Act0, we deﬁne
π2(σf , e) as the projection of σf on fl(e). Then we can proof that π1(σf ) ∈
C(E), π2(σf , e) ∈ C(fl(e)) and π2(σf , e) successfully terminates if e is not
maximal in E(π1(σf )). This means that σf is a reﬁnement of a conﬁguration
of E . On the other hand, if σf is a reﬁnement of a conﬁguration σ of E , it is
not hard to see that σf is also a conﬁguration of f(E), i.e., σf ∈ C(f(E)). So
we get the result as required.

Theorem 5.1 states that the conﬁgurations of the reﬁned tes f(E) are the
reﬁnements of conﬁgurations of E . Also, it is easy to see that the causality
relations in each σe are respected in the corresponding reﬁnement of σ. On
the other hand, the causality relations in σ are respected in the meaning that
if e causes e′ in σ, then some successfully termination event of σe causes the
minimal initial events of σe′. Theorem 5.1, together with this fact, indicates
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that the behaviour of the reﬁned tes can be inferred compositionally from the
behaviour of the original tes and from those tes’s substituted for actions. Our
semantic action reﬁnement is thus correct in this sense.
Theorem 5.2 (Congruence result) Let E1 and E2 be two tes’s, and f1 and f2
two reﬁnement functions. If E1 ∼=eq E2, and for any a ∈ Act\Act0, f1(a) ∼=eq
f2(a), then f1(E1) ∼=eq f2(E2), where eq ∈ {p, b}.
Proof sketch: This theorem follows from theorem 5.1 and the results that
for σf a conﬁguration of f(E), we have π1(σf ) ∈ C(E), π2(σf , e) ∈ C(fl(e))
and π2(σf , e) successfully terminates if e is not maximal in E(π1(σf )).

Theorem 5.2 indicates that pomset trace equivalence and history preserv-
ing bisimulation equivalence are both congruences under our semantic reﬁne-
ment. Such equivalence preserving property is important for action reﬁnement.
It shows that if two processes have a certain equivalence, then under our re-
ﬁnement operation they are still equivalent. In other words, adding more in-
formation to two system representations cannot invalidate equivalence. Thus
at the high level of system representations P and Q, any diﬀerence between
them that could arise after reﬁnement is already visible.
Theorem 5.3 (Coincidence result) Suppose that P ∈ TPA, g : Act\Act0 →
TPA is a syntactic reﬁnement function for P , and f : Act\Act0 → TES, f(a) =
s(g(a)) (a ∈ Act\Act0) a semantic reﬁnement function. Then f(s(P )) ∼=eq
s(g(P )), where eq ∈ {p, b}.
Proof sketch: The proof of this theorem relies on the following two lemmas:
Lemma 1. Let eq ∈ {p, b}, and suppose E1 ∼=eq E2 and E3 ∼=eq E4. Then
(1) ◦E1 ∼=eq ◦E2 (◦ ∈ {aT .,U(a)T ., \A, [λ]}),
(2) E1 ◦ E3 ∼=eq E2 ◦ E4 (◦ ∈ {; ,+, ‖√,t}).
Lemma 2.
(1) C(f(aT .s(P1))) =
⎧⎨
⎩
C(aT .f(s(P1))) a ∈ Act0,
C((τT−k(a).f(a)); f(s(P1))) a ∈ Act\Act0,
(2) C(f(U(a)T .s(P1))) =
⎧⎨
⎩
C(U(a)T .f(s(P1))) a ∈ Act0,
C((U(τ)T−k(a).f(a)); f(s(P1))) a ∈ Act\Act0,
(3) C(f(◦s(P1))) = C(◦f(s(P1))), ◦ ∈ {\A, [λ]},
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(4) C(f(s(P1) ◦ s(P2))) = C(f(s(P1)) ◦ f(s(P1))), ◦ ∈ {; ,+, t},
(5) C(f(s(P1)‖√s(P2))) ≈ C(f(s(P1))‖√f(s(P2))),
(6) C(f(s(μx.P1))) ≈ C(s(g(μx.P1))).
Both of the lemmas can be proved by checking the deﬁnitions directly.
The rest of the proof is done by induction on the expresses. For the case
of 0 and 1T , it holds obviously. Now suppose that it is true for P1 and P2.
Then for a ∈ Act0, we have
f(s(aT .P1)) = f(aT .s(P1)) ∼=eq (τT−k(a).f(a)); f(s(P1)) ∼=eq
(τT−k(a).s(g(a))); s(g(P1)) = s((τT−k(a).g(a)); g(P1)) = s(g(aT .P1)).
The case for a ∈ Act0 follows analogously.
Similarly, we have
f(s(U(a)T .P1)) ∼=eq s(g(U(a)T .P1)).
For ◦ ∈ {\A, [λ]},
f(s(◦P1)) = f(◦s(P1)) ∼=eq ◦f(s(P1)) ∼=eq
◦s(g(P1)) = s(◦g(P1)) = s(g(◦P1)).
For ◦ ∈ {; ,+, t, ‖√},
f(s(P1 ◦ P2)) = f(s(P1)) ◦ f(s(P2)) ∼=eq f(s(P1)) ◦ f(s(P2)) ∼=eq
s(g(P1)) ◦ s(g(P2)) = s(g(P1) ◦ g(P2)) = s(g(P1 ◦ P2)).

Theorem 5.3 demonstrates that our syntactic and semantic reﬁnement
operations coincide up to pomset trace and history preserving bisimulation
equivalences with respect to the cpo-based denotational semantics deﬁned in
section 3. By this theorem we can conclude that the above correctness and
congruence results also hold for our syntactic reﬁnement. This result has two-
fold applications as declared in [22,23]: the reﬁned semantic models can be
speciﬁed by syntactic action reﬁnement, and on the other hand the reﬁned
syntactic speciﬁcation can be implemented by semantic action reﬁnement.
Example 5.1 Let P be the expression of Example 3.1.1. g(P ) is then the
expression shown in Example 4.2.2. Let E be the tes of Example 2.1.1 (Figure
1). The f(E) is given in Example 4.1.3 (Figure 6). From Example 3.2.1, we
know s(P ) ∼=eq E . Furthermore we have f(E) ∼=eq f(s(P )) ∼=eq s(g(P )), where
eq ∈ {p, b}.
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6 Concluding remarks
In the full version of timed LOTOS-like process algebra [4,17,19], there is
also an interrupt operator and the parallel composition that allows multi-
way synchronization. Our parallel operator only allows synchronization on
action
√
. The reason for such a restriction is to simplify process algebraic
framework so that the concentration is put on the main purpose. Here we
give some supplement about the multi-way synchronization and the interrupt
operator.
Allowing multi-way synchronization, parallel composition P1‖AP2 where
A ⊆ Obs means that P1 and P2 must perform any action a ∈ A simultane-
ously. In such circumstance, similarly to [6] we have to consider the obser-
vational runs and equivalences. That is, we have to neglect the τ -events in
the process model for our results to hold: Theorem 5.1 holds for observational
conﬁgurations, and Theorems 5.2 and 5.3 hold for observational pomset trace
and observational history preserving bisimulation equivalences.
Additionally, in the deﬁnition of g being a reﬁnement function for expres-
sion P1‖AP2, we further require that Ag(a1) ∩ Ag(a2) = ∅ for any two distinct
a1 ∈ A and a2 ∈ Obs. Finally, for the reﬁnement of express P , we deﬁne
g(P1‖AP2) = g(P1)‖g(A)g(P2), where g(A) = ∪a∈AAg(a).
We use a simple example to illustrate this case. Let P = a(0,5].b(0,5].0 ‖{b}
U(b)[3,7].c.0, Pb = b1(0,1].1{2} ‖√ b2(0,2].1{2}. Suppose k(a) = k(c) = 1, k(b) =
2, k(b1) = 0.5, k(b2) = 1 and g(b) = Pb, f(b) = s(Pb), then the reﬁnement of P
is
g(P )= a(0,5].τ(0,3].(b1(0,1].1{2} ‖√ b2(0,2].1{2}).0 ‖{b1,b2}
U(τ)[1,5].(b1(0,1].1{2} ‖√ b2(0,2].1{2}).c.0,
and the semantic action reﬁnement f(s(P )) is show to the left of Figure 7.
The semantic model of g(P ) is depicted to the right of the ﬁgure.
a
b1
b2
b1
b2
a
c c
τ τ
τ
τ τ
τ
f ( s ( P ) ) s ( g ( P ) )
(0, 5] (1, 3]
{2}
(0, 1
]
(0, 2]
(0, 5]
(0, 3]
(1, 5] (0, 1]
(0, 1
]
(0, 2]
(0, 2]
{2}
{2}
Fig. 7. Action reﬁnement in multi-way synchronization expression
It is not hard to check that the above mentioned revised theorems all hold.
For instance, f(s(P )) and s(g(P )) are observational pomset trace equivalent
and observational history preserving bisimulation equivalent, i.e., semantic
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and syntactic action reﬁnement coincide up to these two equivalence notions.
For more detailed information, we refer the reader to [6].
It is convenient to use extended bundle event structures [16] to model the
interrupt operator. Because this operator depends strongly on the assumption
of atomicity of actions [14], we can view the actions involved with this operator
as unreﬁnable. Namely they are put into Act0. It is our future work to
investigate how the actions involved with the interrupt operator can be reﬁned,
i.e., how action reﬁnement can be deﬁned in extended bundle event structures.
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