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SUMMARY
To develop an Artificial Intelligence (AI) system that can understand the world around
us, it needs to be able to interpret and reason about the world we see and the language we
speak. In recent years, there has been a lot of attention to research at the intersection of
vision, temporal reasoning, and language. One of the major challenges is how to ensure
proper grounding and perform reasoning across multiple modalities given the heterogene-
ity resides in the data when there is no or weak supervision of the data. For example, (1)
in Vision-and-Language Navigation, how to ensure the navigation agent to identify which
part of the instruction has been completed or ongoing and which part is potentially needed
for the next action selection, and how to identify which direction to go by finding the part
of the instruction that corresponds to the observed images. (2) in visual understanding,
how to efficiently leverage object-level features for downstream visual understanding tasks
like action recognition and visual captioning, how to detect interactions/relationships when
there is no or weak supervision from classification labels or ground-truth image/video de-
scriptions.
In my thesis, the goal is to leverage spatial, temporal, and language inputs for both vi-
sual and textual understanding. I showed (1) how to equip the concept of self-monitoring
to a seq-to-seq model in order to develop a visual-textual co-grounded navigation agent
that can follow human commands in natural language format, (2) how to introduce the roll-
back concept to the seq-to-seq based navigation agent by leveraging the self-monitoring
mechanism that we proposed, (3) how to efficiently achieve object-level fine-grained video
understanding for both human action recognition and video captioning, and (4) how to
enforce the visual captioning models to generate grounded descriptions via a novel cycli-





The world around us is highly structured. This structure manifests itself in the spatiotempo-
ral data that captures the world around us, and in the natural language that describes it. To
develop an Artificial Intelligence (AI) system that can understand the world around us, it
needs to be able to interpret and reason about the world we see and the language we speak.
A machine or a system that possess the ability to learn and inference from both vision and
language modalities offer the unlimited possibility to advance in-depth understanding of
the natural world and provide helps in many real-world scenarios, for instance, in-house
robot assistant, large-scale video analysis system, etc.
Recent years, there have been a lot of attention on research at the intersection of vision,
temporal reasoning, and language, e.g., vision-and-language navigation (VLN) [1, 2, 3],
video classification and captioning [4, 5, 6], temporal localization [7, 8], etc. One of the
major challenges is how to ensure proper grounding and perform reasoning across multiple
modalities given the heterogeneity resides in the data when there is no or weak supervision
of the data. For example, (1) in VLN, how to ensure the navigation agent, which follows
navigational instructions, to identify which part of the instruction has been completed or
ongoing and which part is potentially needed for the next action selection, how to identify
which direction to go by finding the part of the instruction that corresponds to the observed
images, and identify which direction to go by finding the part of the instruction that cor-
responds to the observed surrounding images. (2) in image/video understanding, how to
efficiently leverage object-level features for downstream visual understanding tasks like ac-
tion recognition and visual captioning, how to detect interactions/relationships when there
is no or weak supervision from classification labels or ground-truth image/video descrip-
tions, and how to detect and reason beyond pairwise interactions.
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In my thesis, the goal is to leverage spatial, temporal, and language inputs for both
visual and textual understanding that aims at (1) developing navigation agents that can
follow natural language commands given by human, and (2) developing systems that can
automatically analyze large-scale visual data and describe the content of the image/video.
Specifically, for navigation agents, I showed (1) how to equip the concept of self-monitoring
to a seq-to-seq model in order to develop a visual-textual co-grounded navigation agent
that can follow human commands, and (2) how to introduce the regretful concept to the
seq-to-seq based navigation agent by leveraging the self-monitoring capability so that the
agent can perform a local search on a navigation graph. For systems that can analyze and
describe images and videos, (1) I first showed how to efficiently achieve object-level fine-
grained video understanding for both human action recognition and video captioning tasks
by leveraging the structured visual relationships resides in spatiotemporal data. (2) I then
demonstrate how to enforce the visual captioning models to generate grounded descriptions
for the visual content via an novel cyclical training regimen.
1.1 Vision-and-Language Navigation Agent
Enabling robots to autonomously navigate in complex environments has attracted consider-
able attention for decades [9, 10, 11, 12]. Key to a successful navigation system are sensors
that provide position information and maps that enable route planning based on the desti-
nation. However, the construction of maps and location-aware sensors like GPS limit the
use of such systems in novel and unseen environments. Instead, Vision-and-Language nav-
igation (VLN) [13], requiring the agent to follow natural language descriptions to navigate
in photo-realistic unknown environments, offers an easier way to transfer across environ-
ments. However, this is a particularly challenging problem, since it requires the agent to
effectively analyze both visual and textual signals, functioning as a route planner in lieu of
location sensors and maps, and to determine its current state and the distance to the goal.
In Chapter 3, we first introduce a self-monitoring agent with two complementary com-
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ponents: (1) visual-textual co-grounding module to locate the instruction completed in
the past, the instruction required for the next action, and the next moving direction from
surrounding images and (2) progress monitor to ensure the grounded instruction correctly
reflects the navigation progress. We test our self-monitoring agent on a standard bench-
mark and analyze our proposed approach through a series of ablation studies that elucidate
the contributions of the primary components.
Built upon the self-monitoring agent and inspired by the intuition of viewing the prob-
lem as a search on a navigation graph, we then propose to use the progress monitor as
a learnable heuristic for search. Specifically, two modules are proposed and incorporated
into an end-to-end regretful agent: 1) A learned mechanism to perform backtracking, which
decides whether to continue moving forward or roll back to a previous state — Regret
Module, and 2) A mechanism to help the agent decide which direction to go next by show-
ing directions that are visited and their associated progress estimate — Progress Marker.
Combined, the proposed approach significantly outperforms current state-of-the-art meth-
ods.
1.2 Object-Level Fine-grained Video Understanding
Video understanding tasks such as activity recognition and caption generation are crucial
for various applications in surveillance, video retrieval, human behavior understanding,
etc. Although recent state-of-the-art approaches for action recognition and video cap-
tioning have demonstrated significant improvements over standard datasets, they often fo-
cus on representing the overall visual scene (coarse-grained) as sequence of inputs that
are combined with temporal pooling, e.g., CRF, LSTM, 1D Convolution, attention, and
NetVLAD [14, 4, 15, 16], or use 3D Convolution for the whole video sequence [17, 18,
19]. These approaches ignore the fine-grained details of the scene and do not infer interac-
tions between various objects in the video.
In Chapter 5, we propose to efficiently learn higher-order interactions between arbi-
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trary subgroups of objects for fine-grained video understanding. Specifically, we present
a generic recurrent module — Recurrent Higher-Order Interaction Module, which dy-
namically discovers higher-order object interactions via an efficient dot-product attention
mechanism combined with temporal reasoning. We demonstrate the proposed concept and
associated approach on two mainstream video understanding tasks: action recognition and
video captioning. To the best of our knowledge, this is the first work modeling object
interactions and relationships on open domain large-scale video datasets.
1.3 Grounded Visual Captioning
Visual captioning is a challenging problem that involves generating a natural language sen-
tence to accurately summarize the content of an image or video. However, image and video
captioning models are frequently not well grounded [20], which often resulting model
bias [21] and hallucination of objects [22]. This makes captioning models less reliable
and trustworthy, which is essential if we hope that such models will have a significant
practical impact in the real world, e.g., assisting people in need [23].
In this thesis, I demonstrate how we can enforce the generated caption to be visually
grounded via a proposed cyclical training regimen. Our proposed method is based on the
one-to-one correspondence assumption, where each visually groundable word describes
one particular region(s), and each particular region(s) corresponds to one visually ground-
able word, which holds in current benchmark datasets and most of the real-world cases.
Specifically, we decompose the grounded visual captioning problem into a pair of dual
tasks: visual captioning and visually groundable word localization. During training, the
decoder described in 5.2 is first used for generating descriptions for image or video. We
then leverage a simple localizer that maps each word in a generated caption to region(s) in
an image or video. Finally, the decoder is required to reconstruct the ground-truth caption
using the localized region(s). This training regimen can regularize the decoder to generate
words that can be located to region(s) in the image by the localizer and being regenerated
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by the same decoder, therefore, leading to a visually grounded decoder. Our proposed
framework only requires learning one extra fully-connected layer (the localizer), a layer
that can be removed at test time. We show that our model significantly improves ground-
ing accuracy without relying on grounding supervision or introducing extra computation





2.1.1 Vision, Language, and Navigation
There is a plethora work investigating the combination of vision and language for a multi-
tude of applications [24, 25, 26, 27, 28], etc. While success has been achieved in these tasks
to handle massive corpora of static visual input and text data, a resurgence of interest fo-
cuses on equipping an agent with the ability to interact with its surrounding environment for
a particular goal such as object manipulation with instructions [29, 30], grounded language
acquisition [31, 32, 33, 34], embodied question answering [35, 36], and navigation [37,
38, 39, 10, 40, 41, 42, 43, 44, 11, 12, 45]. In this work, we concentrate on the recently
proposed the Vision-and-Language Navigation task [13]—asking an agent to carry out so-
phisticated natural-language instructions in a 3D environment. This task has application to
fields such as robotics; in contrast to traditional map-based navigation systems, navigation
with instructions provides a flexible way to generalize across different environments.
A few approaches have been proposed for the VLN task. For example, [13] address the
task in the form of a sequence-to-sequence translation model. [46] introduce a guided fea-
ture transformation for textual grounding. [3] present a planned-head module by combing
model-free and model-based reinforcement learning approaches. Recently, [2] propose to
train a speaker to synthesize new instructions for data augmentation and further use it for
pragmatic inference to rank the candidate routes. These approaches leverage attentional
mechanisms to select related words from a given instruction when choosing an action, but
those agents are deployed to explore the environment without knowing about what progress
has been made and how far away the goal is. In this thesis, we propose a self-monitoring
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agent that performs co-grounding on both visual and textual inputs and constantly monitors
its own progress toward the goal as a way of regularizing the textual grounding.
2.1.2 Navigation and Learned Heuristics
Several works in vision and robotics have explored the intersection of learning and plan-
ning. In robotics, planning systems must often explore large search trees for getting from
start to goal, and selection of the next state to expand must be done intelligently to re-
duce computation. Often fixed heuristics (e.g., distance to goal) are used, but these are
static, require known goal locations, and are used for optimal A*-style algorithms rather
than greedy best-first search, which is what can be employed on robots when maps are not
available [47]. Recently, several learning-based approaches have been developed for such
heuristics, including older works that learn residuals for existing heuristics [48], heuristic
ranking methods that enable refinement of new ones [49] as well as learning of a heuristic
policy in a Markov Decision Process (MDP) formulation to directly optimize search effort
by taking into account history and contextual information [50]. In our work, we similarly
learn to estimate a heuristic (progress monitor) and use it for action selection, showing
that the resulting estimates can generalize to unseen environments. We also develop an
architecture to explicitly learn when to backtrack based on this progress monitor (with a
Progress Marker to reduce the chance of choosing the same action again after backtracking
unless warranted), which further improves navigation performance.
2.1.3 Modern Reinforcement Learning.
Modern Reinforcement Learning (RL) methods like Advantage Actor Critic (A2C) or
Asynchronous Advantage Actor Critic (A3C) [51] methods are related to both our pro-
posed Self-Monitoring agent [1] and the proposed Regretful agent [52]. Specifically, the
progress monitor in the Self-Monitoring agent is similar to the value function in RL, and the
difference between progress marker of a viewpoint and current progress estimation (denote
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as ∆vmarkert,k , see Sec. 4.1.2) is conceptually similar to the advantage function. However,
the advantage function in RL serves as a way to regularize and improve the training of
the policy network. We instead associate the ∆vmarkert,k directly to all navigable states, and
this ∆vmarkert,k has a direct impact on the agent deciding next action even during inference.
While having an accurate value estimate for VLN with dynamic and implicit goals may
reduce the need for this formulation, we however believe that this is hardly possible be-
cause of the lack of training data. On the other hand, relating to the proposed end-to-end
learned regret module, Leave no Trace [53] learns a forward and a reset policy to reset the
environment for preventing the policy entering a non-reversible state. Instead of learning to
reset, we learn to rollback to a previous state and continue the navigation task with a policy
network that learns to decide a better next step.
2.2 Fine-grained Spatiotemporal Video Understanding
We discuss existing work on video understanding based on action recognition and video
captioning as well as related work on detecting visual relationships in images and videos.
2.2.1 Action Recognition
Recent work on action recognition using deep learning involves learning compact (coarse)
representations over time and use pooling or other aggregation methods to combine infor-
mation from each video frame, or even across different modalities [54, 55, 15, 16, 56]. The
representations are commonly obtained directly from forward passing a single video frame
or a short video snippet to a 2D ConvNet or 3D ConvNet [17, 18, 19]. Another branch of
work uses Region Proposal Networks (RPNs) to jointly train action detection models [57,
58, 59]. These methods use an RPN to extract object features (ROIs), but they do not model
or learn interactions between objects in the scene. Distinct from these models, we explore
human action recognition task using coarse-grained context information and fine-grained
higher-order object interactions. Note that we focus on modeling object interactions for un-
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derstanding video in a fine-grained manner and we consider other modalities, e.g., optical
flow and audio information, to be complementary to our method.
2.2.2 Video Captioning
Similar to other video tasks using deep learning, initial work on video captioning learn
compact representations combined over time. This single representation is then used as
input to a decoder, e.g., LSTM, at the beginning or at each word generation to generate a
caption for the target video [60, 61, 62]. Other work additionally uses spatial and temporal
attention mechanisms to selectively focus on visual content in different space and time
during caption generation [63, 64, 65, 66, 67]. Similar to using spatial attention during
caption generation, another line of work has additionally incorporated semantic attributes
[68, 69, 70, 71]. However, these semantic or attribute detection methods, with or without
attention mechanisms, do not consider object relationships and interactions, i.e. they treat
the detected attributes as a bag of words. Our work, SINet-Caption uses higher-order object
relationships and their interactions as visual cues for caption generation.
2.2.3 Interactions/Relationships in images
Recent advances in detecting visual relationships in images use separate branches in a
ConvNet to explicitly model objects, humans, and their interactions [72, 73]. Visual rela-
tionships can also be realized by constructing a scene graph which uses a structured rep-
resentation for describing object relationships and their attributes [74, 75, 76, 77]. Other
work on detecting visual relationships explore relationships by pairing different objects in
the scene [78, 79, 80, 81]. While these models can successfully detect visual relationships
for images, a scene with many objects may have only a few individual interacting objects.
It would be inefficient to detect all relationships across all individual object pairs [82],
making these methods intractable for the video domain.
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2.2.4 Interactions/Relationships in videos
Compared to the image domain, there is limited work in exploring relationships for video
understanding. Ni et al. [83] use a probabilistic graphical model to track interactions, but
their model is insufficient to model interactions involving multiple objects. To overcome
this issue, Ni et al. [84] propose using a set of LSTM nodes to incrementally refine the
object detections. In contrast, Lea et al. [85] propose to decompose the input image into
several spatial units in a feature map, which then captures the object locations, states, and
their relationships using shared ConvNets. However, due to lack of appropriate datasets,
existing work focuses on indoor or cooking settings where the human subject along with
the objects being manipulated are at the center of the image. Also, these methods only
handle pairwise relationships between objects. However, human actions can be complex
and often involve higher-order object interactions. Therefore, we propose to attentively
model object inter-relationships and discover the higher-order interactions on large-scale
and open domain videos for fine-grained understanding.
2.3 Grounded Visual Captioning
2.3.1 Visual captioning and grounding
Neural models for visual captioning have received significant attention recently [86, 5,
87, 88, 61, 89, 90, 91, 92, 93]. Most current state-of-the-art models contain attention
mechanisms, allowing the process to focus on subsets of the image when generating the
next word. These attention mechanisms can be defined over spatial locations [94], semantic
metadata [95, 96, 97, 98] or a predefined set of regions extracted via a region proposal
network [5, 99, 86, 87, 100, 101]. In the latter case, off-the-shelf object detectors are
first used to extract object proposals [102, 103] and the captioning model then learns to
dynamically attend over them when generating the caption.
Although attention mechanisms are generally shown to improve captioning quality and
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metrics, it has also been shown that they don’t really focus on the same regions as a human
would [104]. This make models less trustworthy and interpretable, and therefore creating
grounded image captioning models, i.e., models that accurately link generated words or
phrases to specific regions of the image, has recently been an active research area. A num-
ber of approaches have been proposed, e.g., for grounding phrases or objects from image
descriptions [105, 106, 107, 108, 109, 110], grounding visual explanations [111], visual
co-reference resolution for actors in video [91], or improving grounding via human super-
vision [112]. Recently, [109] presented a model with self-attention based context encoding
and direct grounding supervision that achieves state-of-the-art results in both the image and
video tasks. They exploit ground-truth bounding box annotations to significantly improve
the visual grounding accuracy. In contrast, we focus on reinforcing the visual grounding
capability of the existing captioning model via a cyclical training regimen without using
bounding box annotations and present a method that can increase grounding accuracy while
maintaining comparable captioning performance with state of the arts.
2.3.2 Cyclical training
Cycle consistency [113, 114, 115, 116] has been used recently in a wide range of do-
mains, including machine translation [115], unpaired image-to-image translation [114],
visual question answering [117], question answering [118], image captioning [116], video
captioning [119, 120], captioning and drawing [121] as well as domain adaptation [122].
While the cyclical training regime has been explored vastly in both vision and language do-




SELF-MONITORING NAVIGATION AGENT FOR VISION-AND-LANGUAGE
NAVIGATION
Recently, the Vision-and-Language (VLN) navigation task [13], which requires the agent
to follow natural language instructions to navigate through a photo-realistic unknown en-
vironment, has received significant attention [3, 2]. In the VLN task, an agent is placed in
an unknown realistic environment and is required to follow natural language instructions
to navigate from its starting location to a target location. In contrast to some existing nav-
igation tasks [9, 10, 11, 12], we address the class of tasks where the agent does not have
an explicit representation of the target (e.g., location in a map or image representation of
the goal) to know if the goal has been reached or not [37, 38, 39, 30]. Instead, the agent
needs to be aware of its navigation status through the association between the sequence of
observed visual inputs to instructions.
Consider an example as shown in Fig. 3.1, given the instruction ”Exit the bedroom and
go towards the table. Go to the stairs on the left of the couch. Wait on the third step.”, the
agent first needs to locate which instruction is needed for the next movement, which in turn
requires the agent to be aware of (i.e., to explicitly represent or have an attentional focus
on) which instructions were completed or ongoing in the previous steps. For instance,
the action ”Go to the stairs” should be carried out once the agent has exited the room
and moved towards the table. However, there exists inherent ambiguity for ”go towards
the table”. Intuitively, the agent is expected to ”Go to the stairs” after completing ”go
towards the table”. But, it is not clear what defines the completeness of ”Go towards the
table”. The completeness of an ongoing action often depends on the availability of the next
action. Since the transition between past and next part of the instructions is a soft boundary,










Which words are completed?
Which words are for next action?
Which direction matches words?
Exit the bedroom and go towards the table. Go to the 
stairs on the left of  the couch. Wait on the third step.
Action: Go to the stairs 
Figure 3.1: Vision-and-Language Navigation task and our proposed self-monitoring agent.
The agent is constantly aware of what was completed, what is next, and where to go, as it
navigates through unknown environments by following navigational instructions.
required to keep track of both grounded instructions. On the other hand, assessing the
progress made towards the goal has indeed been shown to be important for goal-directed
tasks in humans decision-making [123, 124, 125]. While a number of approaches have
been proposed for VLN [13, 3, 2], previous approaches generally are not aware of which
instruction is next nor progress towards the goal.
In this section, we propose an agent endowed with the following abilities: (1) identify
which direction to go by finding the part of the instruction that corresponds to the observed
images—visual grounding, (2) identify which part of the instruction has been completed or
ongoing and which part is potentially needed for the next action selection—textual ground-
ing, and (3) ensure that the grounded instruction can correctly be used to estimate the
progress made towards the goal, and apply regularization to ensure this —progress moni-
toring. Therefore, we introduce the self-monitoring agent consisting of two complementary
modules: visual-textual co-grounding and progress monitor.
More specifically, we achieve both visual and textual grounding simultaneously by in-
corporating the full history of grounded instruction, observed images, and selected actions
into the agent. We leverage the structural bias between the words in instructions used for
action selection and progress made towards the goal and propose a new objective function
for the agent to measure how well it can estimate the completeness of instruction-following.
We then demonstrate that by conditioning on the positions and weights of grounded instruc-
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tion as input, the agent can be self-monitoring of its progress and further ensure that the
textual grounding accurately reflects the progress made.
Overall, we propose a novel self-monitoring agent for VLN and make the following
contributions: (1) We introduce the visual-textual co-grounding module, which performs
grounding interdependently across both visual and textual modalities. We show that it
can outperform the baseline method by a large margin. (2) We propose to equip the self-
monitoring agent with a progress monitor, and for navigation tasks involving instruc-
tions instantiate this by introducing a new objective function for training. We demonstrate
that, unlike the baseline method, the position of grounded instruction can follow both past
and future instructions, thereby tracking progress to the goal. (3) With the proposed self-
monitoring agent, we set the new state-of-the-art performance on both seen and unseen
environments on the standard benchmark, with 8% absolute improvement in success rate
on the unseen test set. Code is available at https://github.com/chihyaoma/selfmonitoring-
agent.
3.1 Self-Monitoring Navigation Agent
3.1.1 Notation.
Given a natural language instruction with L words, its representation is denoted by X ={
x1,x2, . . . ,xL
}
, where xl is the feature vector for the l-th word encoded by an LSTM
language encoder. Following [2], we enable the agent with panoramic view. At each time





K is the maximum number of navigable directions1, and vt,k represents the image feature
of direction k. The co-grounding feature of instruction and image are denoted as x̂t and
v̂t respectively. The selected action is denoted as at. The learnable weights are denoted
withW , with appropriate sub/super-scripts as necessary. We omit the bias term b to avoid
1Empirically, we found that using only the images on navigable directions to be slightly better than using
all 36 surrounding images (12 headings × 3 elevations with 30 degree intervals).
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Exit the bedroom and go towards the
table. Go to the stairs on the left of the
couch. Wait on the third step.
feature         extraction
Textual grounding

















Figure 3.2: Proposed self-monitoring agent consisting of visual-textual co-grounding,
progress monitoring, and action selection modules. Textual grounding: identify which part
of the instruction has been completed or ongoing and which part is potentially needed for
next action. Visual grounding: summarize the observed surrounding images. Progress
monitor: regularize and ensure grounded instruction reflects progress towards the goal.
Action selection: identify which direction to go.
notational clutter in the exposition.
3.1.2 Visual and Textual Co-Grounding
First, we propose a visual and textual co-grounding model for the vision and language
navigation task, as illustrated in Fig. 3.2. We model the agent with a sequence-to-sequence
architecture with attention by using a recurrent neural network. More specifically, we use
Long Short Term Memory (LSTM) to carry the flow of information effectively. At each step
t, the decoder observes representations of the current attended panoramic image feature v̂t,
previous selected action at−1 and current grounded instruction feature x̂t as input, and
outputs an encoder context ht:
ht = LSTM([x̂t, v̂t, at−1]) (3.1)
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where [, ] denotes concatenation. The previous encoder context ht−1 is used to obtain
the textual grounding feature x̂t and visual grounding feature v̂t, whereas we use current
encoder context ht to obtain next action at.
Textual grounding. When the agent moves from one viewpoint to another, it is re-
quired to identify which direction to go by relying on a grounded instruction, i.e. which
parts of the instruction should be used. To capture the relative position between words
within an instruction, we incorporate the positional encoding PE(·) [126] into the instruc-
tion features. We then perform soft-attention on the instruction featuresX , as shown on the
left side of Fig. 3.2. The attention distribution over L words of the instructions is computed
as:
ztextualt,l = (Wxht−1)
>PE(xl), and αt = softmax(ztextualt ), (3.2)
where Wx are parameters to be learnt. ztextualt,l is a scalar value computed as the correlation
between word l of the instruction and previous hidden state ht−1, and αt is the atten-
tion weight over features in X at time t. Based on the textual attention distribution, the
grounded textual feature x̂t can be obtained by x̂t = αTt X .
Visual grounding. In order to locate the completed or ongoing instruction, the agent
needs to keep track of the sequence of images observed along the navigation trajectory.
We thus perform visual attention over the surrounding views based on its previous hidden
vector ht−1. The visual attention weight βt can be obtained as:
zvisualt,k = (Wvht−1)
>g(vt,k), and βt = softmax(zvisualt ), (3.3)
where g is a one-layer Multi-Layer Perceptron (MLP), Wv are parameters to be learnt.
Similar to Eq. 3.2, the grounded visual feature v̂t can be obtained by the weighted sum
over the visual features v̂t = βTt V .
Action selection. To make a decision on which direction to go, the agent finds the
image features on navigable directions with the highest correlation with the grounded nav-
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igation instruction x̂t and the current hidden state ht. We use the inner-product to compute
the correlation, and the probability of each navigable direction is then computed as:
ot,k = (Wa[ht, x̂t])
>g(vt,k) and pt = softmax(ot), (3.4)
where Wa are the learnt parameters, g(·) is the same MLP as in Eq. 3.3, and pt is the
probability of each navigable direction at time t. We use categorical sampling during train-
ing to select the next action at. Unlike the previous method with the panoramic view [2],
which attends to instructions only based on the history of observed images, we achieve both
textual and visual grounding using the shared hidden state output containing grounded in-
formation from both textual and visual modalities. During action selection, we rely on
both hidden state output and grounded instruction, instead of only relying on grounded
instruction.
3.1.3 Progress Monitor
It is imperative that the textual-grounding correctly reflects the progress towards the goal,
since the agent can then implicitly know where it is now and what the next instruction to
be completed will be. Thus, we propose to equip the agent with a progress monitor that
serves as regularizer during training and prunes unfinished trajectories during inference.
Since the positions of localized instruction can be a strong indication of the navigation
progress due to the structural alignment bias between navigation steps and instruction, the
progress monitor can estimate how close the current viewpoint is to the final goal by condi-
tioning on the positions and weights of grounded instruction. This can further enforce the
result of textual-grounding to align with the progress made towards the goal and to ensure
the correctness of the textual-grounding.
The progress monitor aims to estimate the navigation progress by conditioning on three
inputs: the history of grounded images and instructions, the current observation of the
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surrounding images, and the positions of grounded instructions. We therefore represent
these inputs by using (1) the previous hidden state ht−1 and the current cell state ct of
the LSTM, (2) the grounded surrounding images v̂t, and (3) the distribution of attention
weights of textual-grounding αt, as shown at the bottom of Fig. 3.2.
Our proposed progress monitor first computes an additional hidden state output hpmt
by using grounded image representations v̂t as input, similar to how a regular LSTM com-
putes hidden states except we use concatenation over element-wise addition for empirical
reasons2. The hidden state output is then concatenated with the attention weights αt on
textual-grounding to estimate how close the agent is to the goal3. The output of the progress
monitor ppmt , which represents the completeness of instruction following, is computed as:





where Wh and Wpm are the learnt parameters, ct is the cell state of the LSTM, ⊗ denotes
the element-wise product, and σ is the sigmoid function.
3.1.4 Training
We introduce a new objective function to train the proposed progress monitor. The training
target ypmt is defined as the normalized distance in units of length from the current viewpoint
to the goal, i.e., the target will be 0 at the beginning and closer to 1 as the agent approaches
the goal4. Note that the target can also be lower than 0, if the agent’s current distance from
the goal is farther than the starting point5. Finally, our self-monitoring agent is optimized
with a cross-entropy loss and a mean squared error loss, computed with respect to the
2We found that using concatenation provides slightly better performance and stable training.
3We use zero-padding to handle instructions with various lengths.
4The target is set to 1 if the distance to the goal is less than 3.
5Alternatively, we found that setting the target to 0 when the current distance is farther than the starting
point and using Sigmoid function achieve similar performance.
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where pk,t is the action probability of each navigable direction, λ = 0.5 is the weight
balancing the two losses, and ynvt is the ground-truth navigable direction at step t.
3.1.5 Inference
During inference, we follow [2] by using beam search. We propose that, while the agent
decides which trajectories in the beams to keep, it is equally important to evaluate the state
of the beams on actions as well as on the agent’s confidence in completing the given instruc-
tion at each traversed viewpoint. We accomplish this idea by integrating the output of our
progress monitor into the accumulated probability of beam search. At each step, when can-
didate trajectories compete based on accumulated probability, we integrate the estimated
completeness of instruction-following ppmt (normalized between 0 to 1) with action proba-
bility pk,t to directly evaluate the partial and unfinished candidate routes: pbeamt = p
pm
t ×pk,t.
Without beam search, we use greedy decoding for action selection with one condition.
If the progress monitor output decreases (ppmt+1 < p
pm
t ), the agent is required to move back
to the previous viewpoint and select the action with next highest probability. We repeat this
process until the selected action leads to increasing progress monitor output. We denote
this procedure as progress inference.
3.2 Dataset and Implementation Details.
R2R Dataset. We use the Room-to-Room (R2R) dataset [13] for evaluating our proposed
approach. The R2R dataset is built upon the Matterport3D dataset [127] and has 7,189
paths sampled from its navigation graphs. Each path has three ground-truth navigation
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instructions written by humans. The whole dataset is divided into 4 sets: training, validation
seen, validation unseen, and test sets unseen.
Evaluation metrics. (1) Navigation Error (NE), mean of the shortest path distance in
meters between the agent’s final position and the goal location. (2) Success Rate (SR), the
percentage of final positions less than 3m away from the goal location. (3) Oracle Success
Rate (OSR), the success rate if the agent can stop at the closest point to the goal along its
trajectory. (4) Success rate weighted by (normalized inverse) Path Length (SPL) [128], the
Success Rate trades-off against trajectory length.
3.2.1 Implementation details
We now discuss implementation details regarding input image features, network architec-
ture, and the training procedure.
Image feature. Similar to previous work, we use the pre-trained ResNet-152 on Ima-
geNet to extract image features. Each image feature is thus a 2048-d vector. The embedded
feature vector for each navigable direction is obtained by concatenating an appearance fea-
ture with a 4-d orientation feature [sinφ; cosφ; sinθ; cosθ], where φ and θ are the heading
and elevation angles. Following the work in [2], the 4-dim orientation features are tiled 32
times, resulting a embedding feature vector with 2176 dimension.
Network architecture. The embedding dimension for encoding the navigation instruc-
tion is 256. We use a dropout layer with ratio 0.5 after the embedding layer. We then encode
the instruction using a regular LSTM, and the hidden state is 512 dimensional. The MLP
g used for projecting the raw image feature is BN −→ FC −→ BN −→ Dropout −→ ReLU .
The FC layer projects the 2176-d input vector to a 1024-d vector, and the dropout ratio is
set to be 0.5. The hidden state of the LSTM used for carrying the textual and visual infor-
mation through time in Eq. 3.1 is 512. We set the maximum length of instruction to be 80,
thus the dimension of the attention weights of textual grounding αt is also 80. The dimen-
sion of the learnable matrices from Eq. 3.2 to 3.5 are: Wx ∈ R512×512, Wv ∈ R512×1024,
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Table 3.1: Performance comparison with the state of arts: Student-forcing [13], RPA [3],
and Speaker-Follower [2]. *: with data augmentation. leaderboard: when using beam
search, we modify our search procedure to comply with the leaderboard guidelines, i.e., all
traversed viewpoints are recorded.
Validation-Seen Validation-Unseen Test (unseen)
Method NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑
Random 9.45 0.16 0.21 - 9.23 0.16 0.22 - 9.77 0.13 0.18 -
Student-forcing 6.01 0.39 0.53 - 7.81 0.22 0.28 - 7.85 0.20 0.27 -
RPA 5.56 0.43 0.53 - 7.65 0.25 0.32 - 7.53 0.25 0.33 -
Speaker-Follower 3.88 0.63 0.71 - 5.24 0.50 0.63 - - - - -
Speaker-Follower*
(leaderboard)
3.08 0.70 0.78 - 4.83 0.55 0.65 - 4.87 0.53 0.64 -
- - - - - - - - 4.87 0.53 0.96 0.01
Ours (beam search)
(leaderboard)
3.23 0.70 0.78 0.66 5.04 0.57 0.70 0.51 4.99 0.57 0.68 0.51
- - - - - - - - 4.99 0.57 0.95 0.02
Ours* (beam search)
(leaderboard)
3.04 0.71 0.78 0.67 4.62 0.58 0.68 0.52 4.48 0.61 0.70 0.56
- - - - - - - - 4.48 0.61 0.97 0.02
Wa ∈ R1024×1024,Wh ∈ R1536×512, andWpm ∈ R592×1.
Training. We use ADAM as the optimizer. The learning rate is 1e− 4 with batch size
of 64 consistently through out all experiments. When using beam search, we set the beam
size to be 15. We perform categorical sampling during training for action selection.
3.3 Experiments
3.3.1 Comparison with Prior Art
We first compare the proposed self-monitoring agent with existing approaches. As shown in
Table 3.1, our method achieves significant performance improvement compared to the state
of the arts without data augmentation. We achieve 70% SR on the seen environment and
57% on the unseen environment while the existing best performing method achieved 63%
and 50% SR respectively. When trained with synthetic data6, our approach achieves slightly
better performance on the seen environments and significantly better performance on both
the validation unseen environments and the test unseen environments when submitted to the
test server. We achieve 3% and 8% improvement on SR on both validation and test unseen
environments. Both results with or without data augmentation indicate that our proposed
6We use the exact same synthetic data generated from the Speaker as in [2] for comparison.
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Table 3.2: Performance comparison with the state of arts without beam search: Student-
forcing [13], RPA [3], and Speaker-Follower [2]. *: with data augmentation.
Validation-Seen Validation-Unseen Test (unseen)
Method NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑
Random 9.45 0.16 0.21 - 9.23 0.16 0.22 - 9.77 0.13 0.18 -
Student-forcing 6.01 0.39 0.53 - 7.81 0.22 0.28 - 7.85 0.20 0.27 -
RPA 5.56 0.43 0.53 - 7.65 0.25 0.32 - 7.53 0.25 0.33 -
Speaker-Follower* 3.36 0.66 0.74 - 6.62 0.36 0.45 - 6.62 0.35 0.44 0.28
Ours* (Greedy Decoding) 3.22 0.67 0.78 0.58 5.52 0.45 0.56 0.32 5.99 0.43 0.55 0.32
Ours* (Progress Inference) 3.18 0.68 0.77 0.58 5.41 0.47 0.59 0.34 5.67 0.48 0.59 0.35
approach is more generalizable to unseen environments.
Note that both Speaker-Follower and our approach in Table 3.1 use beam search. We
additionally conduct experiments with progress inference (without beam search) introduced
in Sec. 3.1.5. The results are shown in Table 3.2. We can see that our proposed method
outperformed existing approaches with a large margin on both validation unseen and test
sets. Our method with greedy decoding for action selection improved the SR by 9% and
8% on validation unseen and test set. When using progress inference for action selection,
the performance on the test set significantly improved by 5% compared to using greedy
decoding, yielding 13% improvement over the best existing approach.
3.3.2 Textually Grounded Agent
Intuitively, an instruction-following agent is required to strongly demonstrate the ability to
correctly focus and follow the corresponding part of the instruction as it navigates through
an environment.
We thus record the distribution of attention weights on instruction at each step as indi-
cations of which parts of the instruction being used for action selection. We average all runs
across both validation seen and unseen dataset splits. Ideally, we expect to see the distribu-
tion of attention weights lies close to a diagonal, where at the beginning, the agent focuses
on the beginning of the instruction and shifts its attention towards the end of instruction as
it moves closer to the goal.
To demonstrate, we use the method with panoramic action space proposed in [2] as a
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Baseline (panoramic action space) Self-Monitoring
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Figure 3.3: The positions and weights of grounded instructions as agents navigate by fol-
lowing instructions. Our agent with progress monitor demonstrates the grounded instruc-
tion used for action selection shifts gradually from the beginning of instructions towards
the end. This is not true of the baseline method.
baseline for comparison. As shown in Figure 3.3, our self-monitoring agent with progress
monitor demonstrates that the positions of grounded instruction over time form a line sim-
ilar to a diagonal. This result may indicate that the agent successfully utilizes the attention
on instruction to complete the task sequentially. We can also see that both agents were able
to focus on the first part of the instruction at the beginning of navigation consistently. How-
ever, as the agent moves further in unknown environments, our self-monitoring agent can
still successfully identify the parts of instruction that are potentially useful for action selec-
tion, whereas the baseline approach becomes uncertain about which part of the instruction
should be used.
3.3.3 Ablation Study
We now discuss the importance of each component proposed in this work. We begin with
the same baseline as before (agent with panoramic action space in [2])7.
Co-grounding. When comparing the baseline with row #1 in our proposed method, we
can see that our co-grounding agent outperformed the baseline with a large margin. This is
due to the fact that we use the LSTM to carry both the textually and visually grounded con-
tent, and the decision on each navigable direction is predicted with both textually grounded
instruction and the hidden state output of the LSTM. On the other hand, the baseline agent
7Note that our results for this baseline are slightly higher on val-seen and slightly lower on val-unseen
than those reported, due to differences in hyper-parameter choices.
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Table 3.3: Ablation study showing the effect of each proposed component. All methods
use the panoramic action space. Note that, for methods using beam search during inference,
only the last selected trajectory is used for evaluating OSR and SPL. *: we implemented
the model from Speaker-Follower [2] with panoramic action space as baseline.














NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑
Baseline* 4.36 0.54 0.68 - 7.22 0.27 0.39 -
1 X X 3.65 0.65 0.75 0.56 6.07 0.42 0.57 0.28
2 X X X 3.72 0.63 0.75 0.56 5.98 0.44 0.58 0.30
3 X X X X 3.22 0.67 0.78 0.58 5.52 0.45 0.56 0.32
4 X X X 3.56 0.65 0.75 0.58 5.89 0.46 0.60 0.32
5 X X X X 3.18 0.68 0.77 0.58 5.41 0.47 0.59 0.34
6 X X 3.66 0.66 0.76 0.62 5.70 0.49 0.68 0.42
7 X X X 3.23 0.70 0.78 0.66 5.04 0.57 0.70 0.51
8 X X X X 3.04 0.71 0.78 0.67 4.62 0.58 0.68 0.52
relies on the LSTM to carry visually grounded content, and uses the hidden state output
for predicting the textually grounded instruction. As a result, we observed that instead of
predicting the instruction needed for selecting a navigable direction, the textually grounded
instruction may match with the past sequence of observed images implicitly saved within
the LSTM.
Progress monitor. Given the effective co-grounding, the proposed progress monitor
further ensure that the grounded instruction correctly reflects the progress made toward the
goal. This further improves the performance especially on the unseen environments as we
can see from row #1 and #2.
When using the progress inference, the progress monitor serve as a progress indicator
for the agent to decide when to move back to the last viewpoint. We can see from row
#2 and #4 that the SR performance can be further improved around 2% on both seen and
unseen environments.
Finally, we integrate the output of the progress monitor with the state-factored beam
search [2], so that the candidate paths compete not only based on the probability of selecting
a certain navigable direction but also on the estimated correspondence between the past
trajectory and the instruction. As we can see by comparing row #2, #6, and #7, the progress
monitor significantly improved the success rate on both seen and unseen environments and
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is the key for surpassing the state of the arts even without data augmentation. We can also
see that when using beam search without progress monitor, the SR on unseen improved
7% (row #1 vs #6), while using beam search integrated with progress estimation improved
13% (row #2 vs #7).
Data augmentation. In the above, we have shown each row in our approach contributes
to the performance. Each of them increases the success rate and reduces the navigation
error incrementally. By further combining them with the data augmentation pre-trained
from the speaker [2], the SR and OSR are further increased, and the NE is also drastically
reduced. Interestingly, the performance improvement introduced by data augmentation is
smaller than from Speaker-Follower on the validation sets (see Table 3.1 for comparison).
This demonstrates that our proposed method is more data-efficient.
3.4 Qualitative Results
We provide and discuss additional qualitative results on the self-monitoring agent navigat-
ing on seen and unseen environments. We first discuss four successful examples in Fig. 3.4
and 3.5, and followed by two failure examples in Fig. 3.6.
3.4.1 Successful Examples
In Fig. 3.4 (a), at the beginning, the agent mostly focuses on ”walk up” for making the first
movement. While the agent keeps its attention on ”walk up” as completed instruction or
ongoing action, it shifts the attention on instruction to ”turn right” as it walks up the stairs.
Once it reached the top of the stairs, it decides to turn right according to the grounded
instruction. Once turned right, we can again see that the agent pays attention on both the
past action ”turn right” and next action ”walk straight to bedroom”. The agent continues
to do so until it decides to stop by grounding on the word ”stop”.
In Fig. 3.4 (b), the agent starts by focusing on both ”enter bedroom from balcony” and
”turn left” to navigate. It correctly shifts the attention on textual grounding on the following
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instruction. Interestingly, the given instruction ”walk straight across rug to room” at step
3 is ambiguous since there are two rooms across the rug. Our agent decided to sneak out
of the first room on the left and noticed that it does not match with the description from
instruction. It then moved to another room across the rug and decided to stop because there
is a rug inside the room as described.
In Fig. 3.5 (a), the given instruction is ambiguous as it only asks the agent to take actions
around the stairs. Since there are multiple duplicated actions described in the instruction,
e.g. ”walk up” and ”turn left”, only an agent that is able to precisely follow the instruction
step-by-step can successfully complete the task. Otherwise, the agent is likely to stop early
before it reaches the goal. The agent also needs to demonstrate its ability to assess the
completeness of instruction-following task in order to correctly stop at the right amount of
repeated actions as described in the instruction.
In Fig. 3.5 (b), at the beginning (step 0), the agent only focuses on ’left’ for making the
first movement (the agent is originally facing the painting). We can see that at each step,
the agent correctly focuses on parts of the instruction for making every movements, and it
finally believes that the instruction is completed (attention on the last sentence period) and
stopped.
3.4.2 Failure Examples
In Fig. 3.6 (a) step 1, although the attention on instruction correctly focused on ”take a left”
and ”go down”, the agent failed to follow the instruction and was not able to complete the
task. We can however see that the progress monitor correctly reflected that the agent did
not follow the given instruction successfully. The agent ended up stopping with progress
monitor reporting that only 16% of the instruction was completed.
In Fig. 3.6 (b) step 2, the attention on instruction only focuses on ”go down” and thus
failed to associate the ”go down steps” with the stairs previously mentioned in ”turn right to
stairs”. The agent was however able to follow the rest of the instruction correctly by turning
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right and stopping near a mirror. Note that, different from Fig. 3.6 (a), the final estimated
completeness of instruction-following from progress monitor is much higher (16%), which
indicates that the agent failed to be aware that it was not correctly following the instruction.
3.5 Summary
We introduce a novel self-monitoring agent which consists of two complementary mod-
ules: visual-textual co-grounding module and progress monitor. The visual-textual co-
grounding module locates the instruction completed in the past, the instruction needed in
the next action, and the moving direction from surrounding images. The progress monitor
regularizes and ensures the grounded instruction correctly reflects the progress towards the
goal by explicitly estimating the completeness of instruction-following. This estimation
is conditioned on the positions and weights of grounded instruction. Our approach sets a
new state-of-the-art performance on the standard Room-to-Room dataset on both seen and
unseen environments. While we present one instantiation of self-monitoring for a decision-
making agent, we believe that this concept can be applied to other domains as well.
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Figure 3.4: Successful self-monitoring agent navigates in two different unseen environ-
ments. Given the navigational instruction located at the top of the figure, the agent starts
from starting position and follows the instruction towards the goal. The percentage of in-
struction completeness estimated by the proposed progress monitor gradually increases as
the agent navigates and approaches the goal.
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Figure 3.5: Successful self-monitoring agent navigates in (a) unseen and (b) seen envi-
ronments. (a) The given instruction is ambiguous as it only asks the agent to take actions
around the stairs. Since there are multiple duplicated actions described in the instruction,
e.g. ”walk up” and ”turn left”, only an agent that is able to precisely follow the instruction
step-by-step can successfully complete the task. Otherwise, the agent is likely to stop early
before it reaches the goal. (b) The agent correctly pays attention to parts of the instruc-
tion for making decisions on selecting navigable directions. Both the agents decide to stop
when shifting the textual grounding on the last sentence period.
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Figure 3.6: Failed self-monitoring agent navigates in unseen environments. (a) The agent
missed the ”take a left” at step 1, and consequently unable to follow the following in-
struction correctly. However, note that the progress monitor correctly reflected that the
instruction was not completed. When the agent decides to end the navigation, it reports
that only 16% of the instruction was completed. (b) At step 2, the attention on instruction
only focuses on ”go down” and thus failed to associate the ”go down steps” with the stairs
previously mentioned in ”turn right to stairs”. The agent was however able to follow the
rest of the instruction correctly by turning right and stopping near a mirror. Note that, dif-
ferent from (a), the final estimated completeness of instruction-following is much higher,
which suggests that the agent failed to correctly be aware of its progress towards the goal.
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CHAPTER 4
THE REGRETFUL NAVIGATION AGENT
Along with the self-monitoring navigation agent that we introduced in Chapter 3, dominant
approaches in VLN frame the navigation task as a sequence to sequence problem [13].
For example, several enhancements such as synthetic data augmentation [2], pragmatic
inference [2], and combinations of model-free and model-based reinforcement learning
techniques [3] have also been proposed. These methods can be separated into two regimes:
those that use beam search and obtain good success rate (with longer trajectory lengths) and
those that use greedy action selection (and hence result in very low trajectory lengths) but
obtain much lower success rates. In fact, there have recently been new metrics proposed
that balance these two objectives [128]. Intuitively, the agent should perform intelligent
action selection (akin to best-first search), without exhaustively exploring the search space.
For robotics application, for example, the use of beam search is unrealistic as it would
require the robot to explore a large number of possible trajectories.
In this chapter, we view the process of navigation as graph search across the navigation
graph and employ two strategies, encoded within the neural network architecture, to enable
navigation without the use of beam search. Specifically, we develop: 1) A Regret Mod-
ule that provides a mechanism to allow the agent to learn when to backtrack [129, 130]
and 2) We propose a Progress Marker mechanism that allows the agent to incorporate
information from previous visits and reason about such visits and their associated progress
estimates towards better action selection.
Specifically, in graph search a heuristic is used to make meaningful progress towards
the goal in a manner that avoids exhaustive search but is more effective than naı̈ve greedy
search. We therefore build on recent work [1] that developed a progress monitor which is a
learned mechanism that was used to estimate the progress made towards the goal (with low
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values meaning progress has not been made and high values meaning the agent is closer to
the goal). In that work, however, the focus was on the regularizing effect of the progress
monitor as well as its use in beam search. Instead, we use this progress monitor effectively
as a learned heuristic that can be used to determine directions that are more likely to lead
towards the goal during inference.
We use the Progress Marker in two ways. First, we leverage the notion of backtrack-
ing, which is prevalent in graph search, by developing a learned rollback mechanism that
decides whether to go back to the previous location or not (Regret Module). Second, we
incorporate a mechanism to allow the agent to use the estimated progress it computed
when visiting the viewpoints to choose the next action to perform after it has rolled back
(Progress Marker). This allows the agent to know when particular directions have already
been visited and the progress they resulted in, which can bias it to not re-visit states unless
warranted. We do this by augmenting the visual state vectors with the progress estimates
so that the agent can reduce the probability of revisiting such states (again, in a learned
manner).
We demonstrate that these learned mechanisms are superior to greedy decoding. Our
agent is able to achieve state-of-the-art results among published works both in terms of
success rate (when beam search is not used) and more importantly the SPL [128] metric
which incorporates path length, owing to our short trajectory lengths. In summary, our
contributions include: 1) A graph search perspective on the instruction-based navigation
problem, and use of a learned heuristic in the form of a progress monitor to effectively
explore the navigation graph, 2) an end-to-end trainable Regret Module that can learn to
decide when to roll back to the previous location given the history of textual and visual
grounding observed, 3) a Progress Marker that can enable effective backtracking and
reduce the probability of going to a visited location accordingly, and 4) state-of-the-art
results on the VLN task. Our code is available at https://github.com/chihyaoma/regretful-
agent.
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I know I came from there.  
Where should I go next?
My estimated 
confidence decreased.  
Something went wrong. 
Let’s learn this lesson 
and go back. 
Instruction: Exit the room. Walk past the display case 














Figure 4.1: Vision-and-Language Navigation task and our proposed regretful navigation
agent. The agent leverages the self-monitoring mechanism through time to decide when to
roll back to a previous location and resume the instruction-following task.
4.1 Regretful Navigation Agent
The progress monitor previously mentioned reflects the agent’s progress made towards the
goal, and consequently its outputs will decrease or fluctuate if the agent selects an action
leading to deviation from the goal. Conversely it will increase if it moves closer to the goal
by completing the instruction. We posit that such a property, while conceptually simple,
provides critical feedback for action selection. To this end, we leverage the outputs of
the progress monitor to allow the agent to regret and backtrack using a Regret Module
and a Progress Marker. (see Figure. 4.2). In particular, the Regret Module examines the
progress made from the last step to the current step to decide whether to take a forward
or rollback action. Once the agent regrets and rolls back to the previous location, the
Progress Marker informs whether location(s) have been visited before and rates the visited
location(s) according to the agent’s confidence in completing the instruction-following task.
Combining the two proposed methods, we show that the agent is able to perform a local
search on the navigational graph by (1) assessing the current progress, (2) deciding when
to roll back, and (3) selecting the next location after rollback occurs. In the following, we
elaborate these two components in detail.
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 Regret  module
Figure 4.2: Illustration of the proposed regretful navigation agent. Note that the progress
monitor is based on the self-monitoring agent in Chapter 3.
4.1.1 Regret Module
The Regret Module takes in the outputs of the progress monitor at different time steps and
decides whether to go forward or to rollback. In particular, we use the concatenation of
hidden state ht and grounded instruction x̂t as our forward embedding m
f
t , and more im-
portantly we introduce a rollback embeddingmrt to be the projection of the visual features
for the action that leads to the previously visited location. The two vector representations
are as follows:
mft = Wa[ht, x̂t] and m
r
t = g(vt,r), (4.1)
where Wa are the learned parameters, x̂t is the grounded instruction obtained from the
textual grounding module, and vt,r is the image feature vector representing a direction that
points to the previously visited location.
To decide whether to go forward or rollback, the Regret Module leverages the difference






t−1. Intuitively, if the difference is larger than a certain threshold ∆p
pm
t >
σ, the agent should decide to take a forward action, and vice versa. Since it is hard to decide
an optimal value for σ, we achieve this by computing attention weights αfrt and perform
a weighted sum on both forward and rollback embeddings. If the weight on rollback is
larger, the agent is likely to be biased to take an action that leads to the last visited location.










where Wr are the learnt parameters, [, ] denotes concatenation between feature vectors,
and mfrt represents the weighted sum of the forward and rollback embeddings. Note that
to ensure the progress monitor remains focused on estimating the agent’s progress and
regularizing the textual grounding module, we detach the output of the progress monitor
which is fed into the Regret Module and set it as a leaf in the computational graph.
Action selection. Similar to existing work, the agent determines which image features
from navigable directions have the highest correlation with the movement vector mfrt by





>g(vt,k) and pt = softmax(ot), (4.4)
whereWfr are the learned parameters and pt is the probability distribution over navigable
directions at time t. In practice, once the agent takes a rollback action, we block the action
that leads to oscillation.
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4.1.2 Progress Marker
The Regret Module provides a mechanism for the agent to decide when to rollback to a
previous location or move forward according to the progress monitor outputs. Once the
agent rolls back, it is required to select the next direction to go forward. It is thus essential
for the agent to (1) know which directions it has already visited (and rolled back) and (2)
estimate if the visited locations can lead to a path which completes the given instruction.
Toward this end, we propose the Progress Marker to mark each visited location with
the agent’s confidence in completing the instruction (see Figure 4.3). More specifically, we
maintain a set of memory M and store the output of the progress monitor associated with
each visited location; if the location is not yet visited, the marker will be filled with 1:
vmarkert,k =

ppmi , if k leads to a location i ∈M .
1, otherwise.
where i is a unique viewpoint ID for each location. We allow the marker on each location
to be updated every time the agent visits it.
The marker value on each navigable direction indicates the estimated confidence that
a location leads to the goal. We assign a value 1 for unvisited directions to encourage the
agent to explore the environment. The navigating probabilities between unvisited directions
depend on the action probabilities pt since their marker values are the same.
Action selection with Progress Marker. During action selection, in addition to the
movement vector mfrt that the agent can rely on in deciding which direction to go, we
propose to label the marker value to each navigation direction as indications of whether a
direction is likely to lead to the goal or to unexplored (and potentially better) paths. To
achieve this, we leverage the difference between the current estimated progress and the
marker for each navigable direction ∆vmarkert,k = p
pm
t − vmarkert,k . We then concatenate it to
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The difference ∆vmarkert,k indicates the chances of navigable directions leading to the goal
and further inform the agent which direction to select. In our design, lower ∆vmarkert,k
corresponds to higher chance for action selection. For instance, in step 4 in Figure 4.3, the
∆vmarkert,k for starting location and the last visited location are 0.08 and -0.02 respectively,
whereas an unvisited location will have -0.71, which eventually leads to 0.52 estimated




>vmarkedt,k and pt = softmax(ot) (4.6)
In practice, we tiled the difference n times before concatenating with the projected image
feature vt,k in order to account for imbalance. The marker value for the stop action is set to
be 0.
4.1.3 Training and Inference
We train the proposed agent with cross-entropy loss for action selection and Mean Squared
Error (MSE) loss for progress monitor. In addition to these losses, we also introduce an
additional entropy loss to encourage the agent to explore other actions, such that it is not
biased to actions with already very high confidence. The motivation is that, after training
an agent for a period of time, the agent starts to overfit and perform fairly well on the
training set. As a result, the agent will not learn to properly roll back during training since
the majority of the training samples do not require the agent to roll back. Introducing























Figure 4.3: Concept of the proposed Progress Marker (red flags). The agent marks each
visited location with estimated progress made towards the goal. The changes on the esti-
mated progress determines whether the agent should rollback or forward, and the difference
between the current estimated progress and the markers on the next navigable directions
























where pt,k is the action probability of each navigable direction, ynvt is the ground-truth
navigable direction at step t, λ = 0.5 is the weight balancing the cross-entropy loss and
MSE loss, and β = 0.01 is the weight for entropy loss.
Following existing approaches [1, 2, 13], we perform categorical sampling during train-
ing for action selection. During inference, the agent greedily selects the action with highest
action probability.
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Table 4.1: Performance comparison with the state of the arts with greedy decoding for
action selections. *: with data augmentation. Note that both Speaker-Follower [2] and
Self-Monitoring (Chapter 3) were originally designed to optimize the success rate (SR) via
beam search.
Validation-Seen Validation-Unseen Test (unseen)
Method NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑
Random 9.45 0.16 0.21 - 9.23 0.16 0.22 - 9.77 0.13 0.18 0.12
Student-forcing [13] 6.01 0.39 0.53 - 7.81 0.22 0.28 - 7.85 0.20 0.27 0.18
RPA [3] 5.56 0.43 0.53 - 7.65 0.25 0.32 - 7.53 0.25 0.33 0.23
Speaker-Follower [2]* 3.36 0.66 0.74 - 6.62 0.36 0.45 - 6.62 0.35 0.44 0.28
Self-Monitoring [1]* 3.22 0.67 0.78 0.58 5.52 0.45 0.56 0.32 5.99 0.43 0.55 0.32
Regretful 3.69 0.65 0.72 0.59 5.36 0.48 0.61 0.37 - - - -
Regretful* 3.23 0.69 0.77 0.63 5.32 0.50 0.59 0.41 5.69 0.48 0.56 0.40
Table 4.2: Ablation study showing the effect of each proposed components compared to
the prior arts. All methods here trained without data augmentation.
Regret Progress Validation-Seen Validation-Unseen
Method # Module Marker NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑
Speaker-Follower [2] 4.86 0.52 0.63 - 7.07 0.31 0.41 -
Self-Monitoring [1] 3.72 0.63 0.75 0.56 5.98 0.44 0.58 0.30
Regretful
1 X 3.88 0.64 0.70 0.58 5.65 0.47 0.59 0.37
2 X 3.76 0.63 0.73 0.57 5.74 0.44 0.59 0.32
3 X X 3.69 0.65 0.72 0.59 5.36 0.48 0.61 0.37
4.2 Experimental Results
4.2.1 Comparison with Prior Art.
We first compare the proposed regretful navigation agent with the state-of-the-art methods.
As shown in Table 4.1, our method achieves significant performance improvement over
the existing approaches. We achieved 37% SPL and 48% SR on the validation unseen set
and outperformed all existing work. Our best performing model achieves 41% SPL and
50% SR on validation unseen set when trained with the synthetic data generated from the
Speaker [2]. We demonstrate absolute 8% SPL improvement and 5% SR improvement on
the test server over the current state-of-the-art method. We can also see that our regretful
navigation agent without data augmentation has already outperformed the existing work on
both SR and SPL metrics.
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Table 4.3: Sanity check for verifying that the source of performance improvement is from
the agent’s ability to decide when to roll back.
Blocking Validation-Seen Validation-Unseen
Method Rollback NE ↓ SR ↑ OSR ↑ SPL ↑ NE ↓ SR ↑ OSR ↑ SPL ↑
Self-Monitoring [1]
3.72 0.63 0.75 0.56 5.98 0.44 0.58 0.30
X 3.85 0.64 0.75 0.58 6.02 0.44 0.60 0.34
Regretful
3.69 0.65 0.72 0.59 5.36 0.48 0.61 0.37
X 3.91 0.64 0.68 0.60 5.80 0.46 0.55 0.41
4.2.2 Ablation Study
Table 4.2 shows an ablation study to analyze the effect of each component. The first thing
to note is that our method is significantly better than the Self-Monitoring agent which uses
greedy decoding, even though it still has a progress monitor loss (although the progress
monitor is not used for action selection). A second interesting point is that when the
Progress Marker is available with the features of each navigable direction that have been
visited before, but the Regret Module is not available, performance does not increase sig-
nificantly (44% SR). Note that we also conducted an experiment with another condition,
where the progress monitor estimates were attached to the forward embedding, meaning
that the network could use that information to improve action selection. That condition
again was only able to achieve modest gains (45% SR), compared to our Regret Module
which was able to achieve 47% SR (and 48% when the Progress Marker was added). In all,
this shows that the key improvement stems from the design of the Regret Module, allowing
the agent to intelligently backtrack after making mistakes.
Does rollback lead to the performance improvement? Our proposed regretful agent
relies on the ability to regret and roll back to a previous location, further exploring the
unknown environment to increase the success rate. As a sanity check, we manually block
all actions leading to rollback for both the state-of-the-art Self-Monitoring agent and our
regretful agent1. The result is shown in Table 4.3. As can be seen, blocking rollback for
the Self-Monitoring agent produces mixed results, with worse NE but better metrics such




Figure 4.4: Percentage of unsuccessful examples involving rollback reduced by our pro-
posed regretful agent.
as OSR. The SR, however, is unchanged. On the other hand, blocking rollback for our
agent significantly reduces most metrics including NE, SR, and OSR especially on unseen
environments. This shows that blocking the ability to learn when to roll back degrades a
large source of performance increase, and this is especially true for unseen environments.
Number of unsuccessful examples reduced. We calculate the total number of unsuc-
cessful examples involves rollback action for both Self-Monitoring and our proposed agent
(in percentage). As demonstrated in Figure 4.4, our proposed regretful agent significantly
reduces the unsuccessful examples from around 43% to 38%, which correlates to the 4-5%
improvement on SR in Table 3.1 and 4.2.
Regretful agent in unfamiliar environments. The key to the performance increase
of an agent focusing on the rollback ability is not that the agent learns a better textual or
visual grounding, but that the agent learns to search especially when it is not certain which
direction to go. To demonstrate this, we train both the Self-Monitoring agent and our
proposed regretful agent only on synthetic data and test them on the unseen validation set
(real data). We expect the regretful agent to outperformed the Self-Monitoring agent across
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Table 4.4: Ablation study when trained using only the synthetic or real training data.
Oracle Navigation Error (ONE): the navigation error if the agent can stop at the closest
point to the goal along its trajectory.
Validation-Unseen
Method Synthetic Real ONE ↓ SR ↑ OSR ↑
Self-Monitoring
X 4.09 0.35 0.49
X 3.62 0.44 0.58
Regretful
X 3.47 0.41 0.58
X 2.26 0.48 0.61
all metrics since our agent is designed to operate in an environment where the agent is likely
to be uncertain on action selection. As shown in Table 4.4, when trained using only the
synthetic data, our method significantly outperformed Self-Monitoring agent. Interestingly,
when compared with the Self-Monitoring agent trained with real data, our agent trained
with synthetic data is slightly better on ONE, same on OSR, and marginally lower on SR.
We achieved slightly better performance on oracle metrics since stopping at the correct
location is not a hard constrain. This indicates that even though our regretful agent is not
yet learned how to properly stop at the goal (due to training on synthetic data only), the
chance that it passes/reaches the goal is slightly higher than Self-Monitoring agent trained
with real data. Further, when the regretful agent trained with real data, the performance
improved across all metrics.
4.3 Qualitative Results
4.3.1 Successful examples
We show the complete trajectory of the agents successfully deciding when to roll back and
reach the goal in unseen environments in Figure 4.5, 4.6, 4.7, and 4.8.
In Figure 4.5, we demonstrate that the agent is capable of performing a local search on
the navigation graph. Specifically, from step 0 to step 3, the agent searched two possible
directions and decided to move with one particular direction at step 4. Once it reached
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step 5, the agent decides to continue to move forward, and we observed that the progress
estimate significantly increased to 45% at step 7. Interestingly, unlike other examples we
have shown, the agent did not decide to roll back despite the progress estimate slightly
decreased from 45% to 40%. We reckon that this is one of the advantages of using a
learning-based regret module, where a learned and dynamically changing threshold decides
when to rollback. Finally, the agent successfully stopped in front of the microwave.
In Figure 4.6, the agent is instructed to walk across living room. It is ambiguous since
both directions seem like a living room. Our agent first decides to move into the direction
that leads to a room with a kitchen and living room. It then decided to roll back with
the progress monitor output slightly decreased. The agent then followed the rest of the
instruction successfully with the progress monitor steadily increased at each step after that.
Finally, the agent decides to stop with the progress estimate 99%.
In Figure 4.7, the agent first moved out of the room and walked up the stairs as in-
structed, but the second set of stairs makes the instruction ambiguous. The agent continued
to walk up the stairs for one more step and then decided to go down the stairs at step 4.
As the agent decided to turn right at step 6, we can see the progress estimate significantly
increased from 51% to 66%. Once the agent entered the TV room, the progress estimate
increased again to 82%. Finally, the agent successfully stopped with the progress monitor
output 95%.
In Figure 4.8, the agent failed to walk down the stairs at step 1. Because of the proposed
Regret Module and Progress Marker, the agent was able to discover the correct path to go
downstairs. Once walking down, the progress estimate increased to 39% immediately, and
as the agent goes further down, the progress estimate reached 98% by the time the agent
reached the bottom of the stairs. Finally, the agent decided to wait by the bamboo plant
with progress estimate 99%.
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4.3.2 Failed examples
We have shown how the agent can successfully utilize the rollback mechanism to reach the
goal, even though it is not familiar with the environment and likely to be uncertain about
some actions it took. Intuitively, the rollback mechanism can increase the chance that the
agent reaches the goal as long as the agent can correctly decide when to stop.
We now discuss two failed examples of our proposed regretful agent in unseen environ-
ments that highly resemble the successful examples in terms of the given instruction and
ground-truth path. Both examples demonstrate that the agent successfully rolled back to
the correct path towards the goal but failed to stop at the goal.
Specifically, in Figure 4.9, the agent reaches the room with the white cabinet as in-
structed but decided to move one step forward. The agent then decided to roll back to the
room correctly at step 5. However, this does not help the agent to stop at the goal resulting
in a failed run.
On the other hand, in Figure 4.10, we can see that the progress estimate at step 5
significantly dropped by 21%, and the agent correctly decided to roll back. The agent
then successfully reached the refrigerator but did not stop immediately. It continued to
move forward after step 8, resulting in an unsuccessful run.
Lastly, we discuss a failed example when the agent incorrectly decided when to roll
back. In Figure 4.11, the agent first followed the instruction to go down the hallway and
tried to find the second door to turn right. As the agent reached the end of the hallway at
step 4, it decided to roll back since there is no available navigable direction that leads to
turn right. The agent then decided to go down the hallway again with completely opposite
direction. However, the agent decided to roll back again at step 7 with the progress esti-
mate dropped to 18%. Although the agent eventually was able to escape from the hallway
leading to the dead end, it ends up unsuccessful.
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4.4 Summary
In this chapter, we have proposed an end-to-end trainable regretful navigation agent for the
VLN task. Inspired by the intuition of viewing this task as graph search over the navigation
graph, we use a progress monitor as a learned heuristic that can be trained and employed
during inference to greedily select the next best action (best-first search). We then propose
a Regret Module that is able to learn to decide when to perform backtracking depending
on the progress made and state of the agent. Finally, a Progress Marker is used to allow
the agent to reason about previous visits and unvisited directions, so that the agent can
choose a better navigable direction by reducing action probabilities for visited locations
with lower progress estimate. The resulting framework achieved state-of-the-art SR and
SPL compared to existing methods without using beam search on the public leaderboard.
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Figure 4.5: The first part of the instruction walk past the glass doors is ambiguous since
there are multiple directions that lead to glass doors, and naturally the agent is confused
and uncertain where to go. Our agent is able to perform local search on the navigation
graph and decides to roll back multiple times at the beginning of the navigation. At step
6, the agent performs an action turn right. Consequently, the progress estimate at step 7
significantly increased to 45%. Interestingly, the agent continues to move forward even
though the progress estimate slightly decreased from step 7 to step 8. We reckon that this
as one of the advantage of using a learning-based regret module as opposed to using a hard-
coded threshold. The agent then successfully follows the instruction and stops in front of
the microwave with progress estimate 89%.
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Steps: 0 / 6
Progress Monitor: 0.16
Forward
Steps: 1 / 6
Progress Monitor: 0.15
Rollback
Steps: 2 / 6
Progress Monitor: 0.11
Forward
Steps: 3 / 6
Progress Monitor: 0.29
Forward
Steps: 4 / 6
Progress Monitor: 0.65
Forward
Steps: 5 / 6
Progress Monitor: 0.91
Forward
Steps: 6 / 6
Progress Monitor: 0.99
Stop
walk across living room, at hallway on the right turn right and go down, Turn right at first door, enter pantry and stop in the middle of counter.
Figure 4.6: The agent first walk across living room, but decides to move into the direction
that leads to kitchen and dinning room. At step 1, the agent decides to roll back due
to a decreasing of the progress monitor output. The agent then followed the rest of the
instruction successfully with the progress monitor steadily increased at each step. Finally,
the agent decides to stop with the progress estimate 99%.
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Steps: 0 / 8
Progress Monitor: 0.14
Forward
Steps: 1 / 8
Progress Monitor: 0.21
Forward
Steps: 2 / 8
Progress Monitor: 0.31
Forward
Steps: 3 / 8
Progress Monitor: 0.54
Forward
Steps: 4 / 8
Progress Monitor: 0.43
Rollback
Steps: 5 / 8
Progress Monitor: 0.51
Forward
Steps: 6 / 8
Progress Monitor: 0.66
Forward
Steps: 7 / 8
Progress Monitor: 0.82
Forward
Steps: 8 / 8
Progress Monitor: 0.95
Stop
Walk up the stairs and take a right. Turn right and wait in the TV room.
Figure 4.7: The agent walked up the stairs as instructed at step 1, but the second set of
stairs makes the instruction ambiguous. The agent continues to walk up stairs but soon
realized that it needs to go down the stairs and turn right from step 4 - 6. When the agent
decides to turn right, we can see the progress estimate significantly increased from 51% to
66%. As the agent turned right to the TV room, the progress estimate increased again to
82%. Finally, the agent stops with the progress monitor output 95%.
48
Steps: 0 / 8
Progress Monitor: 0.06
Forward
Steps: 2 / 8
Progress Monitor: 0.19
Rollback
Steps: 3 / 8
Progress Monitor: 0.21
Forward
Steps: 4 / 8
Progress Monitor: 0.39
Forward
Steps: 5 / 8
Progress Monitor: 0.64
Forward
Steps: 6 / 8
Progress Monitor: 0.82
Forward
Steps: 7 / 8
Progress Monitor: 0.98
Forward
Steps: 8 / 8
Progress Monitor: 0.99
Stop
Steps: 1 / 8
Progress Monitor: 0.16
Forward
Walk down the hall way and make a right at the stairs and walk down the stairs. Make a hard left at the bottom of the stairs and wait by the Bamboo
plant.
Figure 4.8: The agent walks down the hall way to the stairs but failed to walk down the
stairs at step 1. With a small increase on the progress monitor output, the agent then decides
to roll back and take the action to walk down the stairs. Once walking down, we can see
the progress estimate increased to 39%, and as the agent goes further down, the progress
estimate reached 98% at the bottom of the stairs. Finally, the agent decides to stop near by
the bamboo plant with progress estimate 99%.
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Steps: 0 / 8
Progress Monitor: 0.13
Forward
Steps: 1 / 8
Progress Monitor: 0.27
Forward
Steps: 2 / 8
Progress Monitor: 0.58
Forward
Steps: 3 / 8
Progress Monitor: 0.83
Forward
Steps: 4 / 8
Progress Monitor: 0.97
Forward
Steps: 5 / 8
Progress Monitor: 0.95
Rollback
Steps: 6 / 8
Progress Monitor: 0.96
Forward
Steps: 7 / 8
Progress Monitor: 0.98
Forward
Steps: 8 / 8
Progress Monitor: 0.93
Stop
Pass the clock on your right, and keep walking straight. Make a right turn at the first right corner. Make another right at the next right corner that has a
white cabinet on its right. Stop inside the room.
Figure 4.9: Failed example. The agent starts to navigate through the unseen environment
by following the given instruction. It was able to successfully follow the instruction and
correctly reach the goal at step 4. The agent then decided to move forward towards the
kitchen and correctly decided to roll back to the goal. However, the agent did not stop and
continue to explore the environment and eventually stopped a bit further from the goal.
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Figure 4.10: The agent correctly followed the first parts of the instruction until step 4, but
it decided to move forward towards the hall. At step 5, the agent correctly decided to roll
back with the progress estimate decreased from 56% to 35%. The agent was then able to
follow the rest of the instruction successfully and reach the refrigerator at step 8. However,
the agent did not stop nearby the refrigerator and continued to take another two forward
steps.
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Figure 4.11: The agent followed the first part of instruction to go down the hallway. As
the agent reached the end of the hallway, it was not able to find the second door to turn left.
The agent then decided to roll back at step 4 with progress estimate decreased from 65%
to 61%. The agent continued to go back towards the hallway but decided to roll back again
at step 7. Although the agent was able to correct its errors made at the first few steps and
escape from the hallway leading to the dead end, it ends up unsuccessful.
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CHAPTER 5
OBJECT-LEVEL FINE-GRAINED VIDEO UNDERSTANDING
Video understanding tasks such as activity recognition and caption generation are crucial
for various applications in surveillance, video retrieval, human behavior understanding, etc.
Recently, datasets for video understanding such as Charades [131], Kinetics [132], and Ac-
tivityNet Captions [133] contain diverse real-world examples and represent complex human
and object interactions that can be difficult to model with state-of-the-art video understand-
ing methods [131]. Consider the example in Figure 5.1. To accurately predict cooking
on campfire and cooking egg among other similar action classes requires understanding of
fine-grained object relationships and interactions. For example, a hand breaks an egg, eggs
are in a bowl, the bowl is on top of the campfire, campfire is a fire built with wood at a
camp, etc. Although recent state-of-the-art approaches for action recognition have demon-
strated significant improvements over datasets such as UCF101 [134], HMDB51 [135],
Sports-1M [136], THUMOS [137], ActivityNet [138], and YouTube-8M [139], they often
focus on representing the overall visual scene (coarse-grained) as sequence of inputs that
are combined with temporal pooling, e.g. CRF, LSTM, 1D Convolution, attention, and
NetVLAD [14, 140, 15, 16], or use 3D Convolution for the whole video sequence [17, 18,
19]. These approaches ignore the fine-grained details of the scene and do not infer inter-
actions between various objects in the video. On the other hand, in video captioning tasks,
although prior approaches use spatial or temporal attention to selectively attend to fine-
grained visual content in both space and time, they too do not model object interactions.
Prior work in understanding visual relationships in the image domain has recently
emerged as a prominent research problem, e.g., scene graph generation [76, 77] and visual
relationship detection [72, 78, 73, 79, 81, 82]. However, it is unclear how these techniques
can be adapted to open-domain video tasks, given that the video is intrinsically more com-
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Attended interactionsInteractions between ROIsVideo frame
Action prediction: cooking on campfire , cooking egg , …
Figure 5.1: Higher-order object interactions are progressively detected based on selected
inter-relationships. ROIs with the same color (weighted r, g, b) indicating there exist inter-
object relationships, e.g., eggs in the same bowl, hand breaks egg, and bowl on top of
campfire (interaction within the same color). Groups of inter-relationships then jointly
model higher-order object interaction of the scene (interaction between different colors).
Right: ROIs are highlighted with their attention weights for higher-order interactions. The
model further reasons about the interactions through time and predicts cooking on campfire
and cooking egg. Images are generated from SINet (best viewed in color).
plicated in terms of temporal reasoning and computational demands. More importantly,
a video may consist of a large number of objects over time. Prior approaches on visual
relationship detection typically model the full pairwise (or triplet) relationships. While
this may be realized for images, videos often contain hundreds or thousands of frames.
Learning relationships across multiple objects alongside the temporal information is com-
putationally infeasible on modern GPUs, and performance may suffer due to the fact that a
finite-capacity neural network is used to model a large combinatorial space. Furthermore,
prior work in both image and video domains [83, 84] often focus on pairwise relation-
ships or interactions, where interactions over groups of interrelated objects—higher-order
interactions—are not explored, as shown in Figure 5.2.
Toward this end, we present a generic recurrent module for fine-grained video under-
standing, which dynamically discovers higher-order object interactions via an efficient dot-
product attention mechanism combined with temporal reasoning. Our work is applicable to
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Pairwise Interaction Higher-Order Interaction




Figure 5.2: Typically, object interaction methods focus on pairwise interactions (left). We
efficiently model the higher-order interactions between arbitrary subgroups of objects for
video understanding, in which the inter-object relationships in one group are detected and
objects with significant relationships (i.e. those that serve to improve action recognition or
captioning in the end) are attentively selected (right). The higher-order interaction between
groups of selected object relationships are then modeled after concatenation.
various open domain video understanding problems. In this paper, we validate our method
on two video understanding tasks with new challenging datasets: action recognition on
Kinetics [132] and video captioning on ActivityNet Captions [133] (with ground truth tem-
poral proposals). By combining both coarse- and fine-grained information, our SINet (Spa-
tiotemporal Interaction Network) for action recognition and SINet-Caption for video cap-
tioning achieve state-of-the-art performance on both tasks while using RGB video frames
sampled at only maximum 1 FPS. To the best of our knowledge, this is the first work of
modeling object interactions on open domain large-scale video datasets, and we also show

























Figure 5.3: Overview of the SINet for action recognition. Coarse-grained: each video
frame is encoded into a feature vector vc,t. The sequence of vectors are then pooled via tem-
poral SDP-Attention into single vector representation vc. Fine-grained: Each object (ROI)
obtained from RPN is encoded in a feature vector on,t. We detect the higher-order object
interaction using the proposed generic recurrent Higher-Order Interaction (HOI) module.
Finally, coarse-grained (image context) and fine-grained (higher-order object interactions)
information are combined to perform action prediction.
5.1 Fine-grained Action Recognition
5.1.1 Coarse-grained image context
As recent studies have shown, using LSTM to aggregate a sequence of image represen-
tations often results in limited performance since image representations can be similar to
each other and thus lack temporal variances [139, 132, 4]. As shown in Figure 5.3 (top), we
thus begin by attending to key image-level representations to summarize the whole video





), Xc = gφ(Vc) (5.1)
vc = αc Xc
> (5.2)
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where Vc is a set of image features: Vc =
{
vc,1, vc,2, ..., vc,T
}
, vc,t ∈ Rm is the image
feature representation encoded via a ConvNet at time t, and t ranges from
{
1, 2, ..., T
}
for
a given video length. gφ is a Multi-Layer Perceptron (MLP) with parameter φ, dφ is the
dimension of last fully-connected (FC) layer of gφ, Xc ∈ Rdφ×T is the projected image
feature matrix,
√
dφ is a scaling factor, and αc ∈ RT×T is an attention weight applied to
the (projected) sequence of image representations Vc. The weighted image representations
are then mean-pooled to form video representation vc.
5.1.2 Fine-grained higher-order object interactions
Traditional pairwise object interactions only consider how each object interacts with an-
other object. We instead model inter-relationships between arbitrary subgroups of objects,
the members of which are determined by a learned attention mechanism, as illustrated in
Figure 5.2. Note that this covers pair-wise or triplet object relationships as a special case,
in which the learned attention only focus on one single object. We define objects to be
a certain region in the scene that might be used to determine the visual relationships and
interactions.
Problem Statement. We define objects to be a certain region in the scene that might
be used to determine the visual relationships and interactions. Each object representation
can be directly obtained from an RPN and further encoded into an object feature. Note that
we do not encode object class information from the detector into the feature representation
since there exists a cross-domain problem, and we may miss some objects that are not
detected by the pre-trained object detector. Also, we do not know the corresponding objects
across time since linking objects through time can be computationally expensive for long
videos. As a result, we have variable-lengths of object sets residing in a high-dimensional
space that spans across time. Our objective is to efficiently detect higher-order interactions
from these rich yet unordered object representation sets across time.
In the simplest setting, an interaction between objects in the scene can be represented
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via summation operation of individual object information. For example, one method is to
add the learnable representations and project these representations into a high-dimensional
space where the object interactions can be exploited by simply summing up the object rep-
resentations. Existing approaches of modeling relationships which have been widely used
with images is by pairing all possible object candidates (or subject-object pairs) [72, 78,
79, 80, 81]. However, this is infeasible for video, since a video typically contains hundreds
or thousands of frame and the set of object-object pairs is too large to fully represent. De-
tecting object relationships frame by frame is computationally expensive, and the temporal
reasoning of object interactions is not used.
5.1.3 Recurrent Higher-Order Interaction Module
To overcome these issues, we propose a generic recurrent module for detecting higher-order
object interactions for fine-grained video understanding problems, as shown in Figure 5.4.
The proposed recurrent module dynamically selects object candidates which are important
to discriminate the human actions. The combinations of these objects are then concatenated
to model higher order interaction using group to group or triplet groups of objects.
First, we introduce learnable parameters for the incoming object features via MLP pro-
jection gθk , since the object features are pre-trained from another domain and may not
necessarily present interactions towards action recognition. The projected object features
are then combined with overall image content and previous object interaction to generate
K sets of weights to select K groups of objects1. Objects with inter-relationships are se-
lected from an attention weight, which generates a probability distribution over all object
candidates. The attention is computed using inputs from current (projected) object fea-
tures, overall image visual representation, and previously discovered object interactions
1The number K depends on the complexity of the visual scene and the requirement of the task (in this
case, action recognition). We leave dynamically selecting K to future work.
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(see Figure 5.4), which provide the attention mechanism with maximum context.
αk = Attention(gθk(Ot), vc,t, ht−1) (5.3)
where the input Ot is a set of objects: Ot =
{
o1,t, o2,t, ..., oN,t
}
, on,t ∈ Rm is the nth object
feature representation at time t. The gθk is a MLP with parameter θk, the parameters are
learnable synaptic weights shared across all objects on,t and through time t. vc,t denotes as
encoded image feature at current time t, and ht−1 is the previous output of LSTM cell which
represents the previous discovered object interaction. Formally, given an input sequence, a
LSTM network computes the hidden vector sequences h =
(
h1, h2, ..., hT
)
. Lastly, αk is
an attention weight computed from the proposed attention module.
Attentive selection module. Here we discuss two possible choices for the attention
module, as shown in Figure 5.5. Dot-product attention considers inter-relationships when
selecting the objects, and α-attention does not.
- Dot-product attention. In order to model higher-order interactions, which models
inter-object relationships in each group of selected objects, we use dot-product attention
since the attention weights computed for each object is the combination of all objects.
Formally, the current image representation vc,t and the last object interaction represen-
tation ht−1 are first projected to introduce learnable weights. The projected vc,t and ht−1 are
then repeated and expanded N times (the number of objects in Ot). We directly combine
this information with projected objects via matrix addition and use it as input to dot-product
attention. We added a scale factor as in [126]. The input to the first matrix multiplication
and the attention weights over all objects can be defined as:
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Figure 5.4: Recurrent Higher-Order Interaction module dynamically selects K groups
of arbitrary objects with detected inter-object relationships via learnable attention mech-
anism. This attentive selection module uses the overall image context representation vc,t,
current set of (projected) objects Ot, and previous object interactions ht−1 to generate kth
weights αk for kth selections. The higher-order interaction between groups of selected
objects is then modeled via concatenation and the following LSTM cell.
where Whk ∈ Rdθ×dh and Wck ∈ R
dθ×dvc,t are learned weights for ht−1 and vc,t, dθ is the
dimension of last fully-connected layer of gθk , Xk ∈ Rdθ×N is the input to kth attention
module, and
√
dθ is a scaling factor, αk ∈ RN×N is the computed kth attention. We omit
the bias term for simplicity. The attended object feature at time t is then calculated as
mean-pooling on weighted objects:
vko,t = αk (gθk(Ot))
> (5.6)























Figure 5.5: Attention modules: dot-product attention and α-attention. Both attention
mechanisms take input from overall image representation vc,t, current set of objects Ot,
and previous object interactions ht−1 computed from LSTM cell at time t− 1.
inter-relationships of a video frame at time t.
- α-attention. The α-attention uses the same input format as dot-product attention, but
the attention is computed using a tanh function and a fully-connected layer. The attended








where wk ∈ Rdθ is a learned weight, and αk ∈ R1×N is the computed kth attention. The
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We use the α-attention as a baseline to show how considering the inter-relationships of
objects (dot-product attention) can further improve the accuracy when ROIs are selected
separately.
Finally, for both attention mechanisms, the selected object candidates vko,t are then con-
catenated and used as the input to a LSTM cell. The output voi,t is then defined as the




where ‖ denotes concatenation between feature vectors. The last hidden state of the LSTM
cell hT = voi,T is the representation of overall object interactions for the entire video.
Note that by concatenating selected inter-object relationships into a single higher-order
interaction representation, the selective attention module tends to select different groups of
inter-relationships, since concatenating duplicate inter-relationships does not provide extra
information and will be penalized. For an analysis of what inter-relationships are selected,
please refer to Sec. 5.5.1.
5.1.4 Late fusion of coarse and fine
Finally, the attended context information vc obtained from the image representation pro-
vides coarse-grained understanding of the video, and the object interactions discovered
through the video sequences voi,T provide fine-grained understanding of the video. We
concatenate them as the input to the last fully-connected layer, and train the model jointly
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to make a final action prediction.
p(y) = softmax(Wp(vc‖voi,T ) + bp) (5.10)
where Wp ∈ Rdy×(dvc+dvoi,T ) and bp ∈ Rdy are learned weights and biases.
5.2 Fine-grained Video Captioning
We now describe how SINet can be extended from sequence-to-one to a sequence-to-
sequence problem for video captioning — SINet-Caption. Our goal in providing fine-
grained information for video captioning is that, for each prediction of the word, the model
is aware of the past generated word, previous output, and the summary of the video content.
At each word generation, it has the ability to selectively attend to various parts of the video
content in both space and time, as well as to the detected object interactions.
Our SINet-Caption is inspired by prior work using hierarchical LSTM for captioning
tasks [141, 64], and we extend and integrate it with SINet so that the model can leverage the
detected higher-order object interactions. We use a two-layered LSTM integrated with the
coarse- and fine-grained information, as shown in Figure 5.6. The two LSTM layers are:
Attention LSTM and Language LSTM. The Attention LSTM identifies which part of the
video in spatiotemporal feature space is needed for Language LSTM to generate the next
word. Different from prior work, which applied attention directly over all image patches in
the entire video [66], i.e., attended to objects individually, our attentive selection module
attends to object interactions while considering their temporal order.
Attention LSTM. The Attention LSTM fuses the previous hidden state output of Lan-
guage LSTM h2tw−1, overall representation of the video, and the input word at time tw−1 to









































Figure 5.6: Overview of the proposed SINet-Caption for video captioning. The Atten-
tion LSTM with α-attention is used to selectively attend to temporal video frame features.
The computed temporal attention is then used to attend to temporal object interactions
{h1, h2, ..., hT} (see Figure 5.4). Concatenation of the outputs of Attention LSTM, at-
tended video frame feature, and attended object interactions is then used as input for lan-
guage decoder LSTM.
to Attention LSTM can be defined as:
x1tw = h
2
tw−1 ‖ gφ(Vc) ‖WeΠtw−1 (5.11)
where gφ(Vc) is the projected and mean-pooled image features, gφ is a MLP with parameters
φ, We ∈ RE×Σ is a word embedding matrix for a vocabulary of size Σ, and Πtw−1 is one-
hot encoding of the input word at time tw − 1. Note that t is the video time, and tw is the
timestep for each word generation.
Temporal attention module. We adapt the regular soft-attention same α-attention
module as shown in Figure 5.5 to attend over projected image features gφ(Vc). The two
types of input for this temporal attention module are from outputs of the Attention LSTM




where h1tw is the output of Attention LSTM, Wh ∈ R
dφ×dh1tw and Wc ∈ Rdφ×dφ are learned
weights for h1tw and gφ(Vc). dφ is the dimension of the last FC layer of gφ.
Co-attention We directly apply the temporal attention obtained from image features on
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object interaction representations h =
(
h1, h2, ..., hT
)
(see Sec 5.1.2 for details).
Language LSTM. Finally, the Language LSTM takes in input which is the concate-
nation of output of the Attention LSTM h1tw , attended video representation v̂c,tw , and co-
attended object interactions ĥtw at timestep tw.
x2tw = h
1
tw ‖ v̂c,tw ‖ ĥtw (5.13)
The output of Language LSTM is then used to generate each word, which is a conditional
probability distribution defined as:
p(ytw |y1:tw−1) = softmax(Wph2tw) (5.14)
where y1:tw−1 is a sequence of outputs (y1, ..., ytw−1) and Wp ∈ R
Σ×d
h2tw is learned weights
for h2tw . All bias terms are omitted for simplicity.
5.3 Datasets and Implementations
5.3.1 Datasets:
Video understanding can be classified into two tasks: sequence-to-one and sequence-to-
sequence. In the following, we first describe the datasets used for these two problems
followed by the implementation details and training procedures of our SINet.
Kinetics dataset: To evaluate SINet on a sequence-to-one problem for video, we use
the Kinetics dataset for action recognition [132]. The Kinetics dataset contains 400 human
action classes and has approximately 300k video clips (833 video hours). Most importantly,
different from previous datasets which mostly cover sports actions [136, 135, 134], Kinetics
includes human-object interactions and human-human interactions. We sampled videos at
1 FPS only, as opposed to sampling at 25 FPS reported for Kinetics [132].
ActivityNet Captions dataset: To evaluate SINet-Caption on a sequence-to-sequence
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problem for video, we use ActivityNet Captions for video captioning. The ActivityNet
Captions dataset contains 20k videos and has total of 849 video hours with 100K total
descriptions. To demonstrate our proposed idea, we focus on providing fine-grained under-
standing of the video to describe video events with natural language, as opposed to iden-
tifying the temporal proposals. We thus use the ground truth temporal segments and treat
each temporal segment independently. We use this dataset over others because ActivityNet
Captions is action-centric, as opposed to object-centric [133]. This fits our goal of detecting
higher-order object interactions for understanding human actions. All sentences are capped
to be a maximum length of 30 words. We sample predictions using beam search of size
5 for captioning. While the previous work sample C3D features every 8 frames [133], we
only sampled video at maximum 1 FPS. Video segments longer than 30 secs. are evenly
sampled at maximum 30 samples.
5.3.2 Implementation Details:
We now discuss how to extract image and object features for both Kinetics and ActivityNet
Captions.
Image feature: We fine-tune a pre-trained ResNeXt-101 [142] on Kinetics sampled
at 1 FPS (approximately 2.5 million images). We use SGD with Nesterov momentum as
the optimizer. The initial learning rate is 1e − 4 and drops by 10x when validation loss
saturates for 5 epochs. The weight decay is 1e− 4 and the momentum is 0.9, and the batch
size is 128. We use standard data augmentation by randomly cropping and horizontally
flipping video frames during training. When extracting image features, the smaller edge
of the image is scaled to 256 pixels and we crop the center of the image as input to the
fine-tuned ResNeXt-101. Each image feature is a 2048-d feature vector.
Object feature: We generate the object features by first obtaining the coordinates of
ROIs from a Deformable R-FCN [143] (pre-trained on MS-COCO) with ResNet-101 [144]
as backbone architecture. We set the IoU threshold for NMS to be 0.2. Empirically, we
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Table 5.1: Prediction accuracy on the Kinetics validation set. All of our results use only
RGB videos sampled at 1 FPS. Maximum number of objects per frame is set to be 30.
Method Top-1 Top-5
I3D2(25 FPS) [17] (test) 71.1 89.3
TSN (Inception-ResNet-v2) (2.5 FPS) [14, 145] 73.0 90.9
Ours (1 FPS)
Img feature + LSTM (baseline) 70.6 89.1
Img feature + temporal SDP-Attention 71.1 89.6
Obj feature (mean-pooling) 72.2 90.2
Img + obj feature (mean-pooling) 73.1 91.1
SINet (α-attention) 73.9 91.5
SINet (dot-product attention) 74.2 91.7
found that it is important to maintain a balance of image and object features, especially
when image features were obtained from a network which was fine-tuned on the target
dataset. Thus, for each of the ROIs, we extract features using coordinates and adaptive
max-pooling from the same model (ResNeXt-101) that was fine-tuned on Kinetics. The
resulting object feature for each ROI is a 2048-d feature vector. ROIs are ranked according
to their ROI scores. We select top 30 objects for Kinetics and top 15 for ActivityNet
Captions. Note that we have a varied number of ROIs for each video frame, and video
length can also be different. We do not use the object class information since we may miss
some of the objects that were not detected, due to the cross-domain problem. For the same
reason, the bounding-box regression process is not performed here since we do not have
the ground-truth bounding boxes.
Training: We train SINet and SINet-Caption with ADAM optimizer. The initial learn-
ing rate is set to 1e − 5 for Kinetics and 1e − 3 for ActivityNet Captions. Both learning
rates automatically drop by 10x when validation loss is saturated. The batch sizes are 64
and 32 respectively for Kinetics and ActivityNet Captions.
5.4 Experimental Results
5.4.1 Action Recognition on Kinetics
2Results obtained from https://github.com/deepmind/kinetics-i3d
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Table 5.2: Comparison of pairwise (or triplet) object interaction with the proposed higher-
order object interaction with dot-product attentive selection method on Kinetics. The max-
imum number of objects is set to be 15. FLOP is calculated per video. For details on
calculating FLOP, please refer to Sec. 5.5.7.
Method Top-1 Top-5 FLOP (e9)
Obj (mean-pooling) 73.1 90.8 1.9
Obj pairs (mean-pooling) 73.4 90.8 18.3
Obj triplet (mean-pooling) 72.9 90.7 77.0
SINet (K = 1) 73.9 91.3 2.7
SINet (K = 2) 74.2 91.5 5.3
SINet (K = 3) 74.2 91.7 8.0
Does temporal SDP-Attention help? Several studies have pointed out that using temporal
mean-pooling or LSTMs may not be the best method to aggregate the sequence of image
representations for videos [14, 140, 15]. To overcome this issue, we use temporal SDP-
Attention instead of LSTM. As we can see from Table 5.1, using temporal SDP-Attention
has proven to be superior to traditional LSTM and already performs comparably with 3D
ConvNet that uses a much higher video sampling rate.
Does object interaction help? We first evaluate how much higher-order object inter-
actions can help in identifying human actions. Considering mean-pooling over the object
features to be the simplest form of object interaction, we show that mean-pooling over
the object features per frame and using LSTM for temporal reasoning has already out-
performed single compact image representations, which is currently the trend for video
classification methods. Directly combining image features with temporal SDP-Attention
and object features over LSTM further reaches 73.1% top-1 accuracy. This already outper-
forms the state-of-the-art TSN [145] method using a deeper ConvNet with a higher video
sampling rate. Beyond using mean-pooling as the simplest form of object interaction, our
proposed method to dynamically discover and model higher-order object interactions fur-
ther achieved 74.2% top-1 and 91.7% top-5 accuracy. The selection module with dot-
product attention, in which we exploit the inter-relationships between objects within the
same group, outperforms α-attention where the inter-relationships are ignored.
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Table 5.3: METEOR, ROUGE-L, CIDEr-D, and BLEU@N scores on the ActivityNet
Captions test and validation set. All methods use ground truth proposal except LSTM-
A3 [146]. Our results with ResNeXt spatial features use videos sampled at maximum 1
FPS only.
Method B@1 B@2 B@3 B@4 ROUGE-L METEOR CIDEr-D
Test set
LSTM-YT [62] (C3D) 18.22 7.43 3.24 1.24 - 6.56 14.86
S2VT [61] (C3D) 20.35 8.99 4.60 2.62 - 7.85 20.97
H-RNN [66] (C3D) 19.46 8.78 4.34 2.53 - 8.02 20.18
S2VT + full context [133] (C3D) 26.45 13.48 7.21 3.98 - 9.46 24.56
LSTM-A3 + policy gradient + retrieval [146]
(ResNet + P3D ResNet [18]) - - - - - 12.84 -
Validation set (Avg. 1st and 2nd)
LSTM-A3 (ResNet + P3D ResNet) [146] 17.5 9.62 5.54 3.38 13.27 7.71 16.08
LSTM-A3 + policy gradient + retrieval [146]
(ResNet + P3D ResNet [18]) 17.27 9.70 5.39 3.13 14.29 8.73 14.75
SINet-Caption — img (C3D) 17.18 7.99 3.53 1.47 18.78 8.44 38.22
SINet-Caption — img (ResNeXt) 18.81 9.31 4.27 1.84 20.46 9.56 43.12
SINet-Caption — obj (ResNeXt) 19.07 9.48 4.38 1.92 20.67 9.56 44.02
SINet-Caption — img + obj — no co-attention (ResNeXt) 19.93 9.82 4.52 2.03 21.08 9.79 44.81
SINet-Caption — img + obj — co-attention (ResNeXt) 19.78 9.89 4.52 1.98 21.25 9.84 44.84
Does attentive selection help? Prior work on visual relationships and VQA concate-
nate pairwise object features for detecting object relationships. In this experiment, we
compare the traditional way of creating object pairs or triplets with our proposed attentive
selection method. We use temporal SDP-Attention for image features, and dot-project at-
tention for selecting object interactions. As shown in Table 5.2, concatenating pairwise
features marginally improves over the simplest form of object interactions while increasing
the computational cost drastically. By further concatenating three object features, the space
for meaningful object interactions becomes so sparse that it instead reduced the prediction
accuracy, and the number of operations (FLOP) further increases drastically. On the other
hand, our attentive selection method can improve upon these methods while saving signifi-
cant computation time. Empirically, we also found that reducing the number of objects per
frame from 30 to 15 yields no substantial difference on prediction accuracy. This indicates
that the top 15 objects with highest ROI score are sufficient to represent fine-grained details
of the video. For detailed qualitative analysis of how objects are selected at each timestep
and how SINet reasons over a sequence of object interactions, please see Sec. 5.5.1.
We are aware of that integrating optical flow or audio information with RGB video can
further improve the action recognition accuracy [14, 17]. We instead focus on modeling
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object interactions for understanding video in a fine-grained manner, and we consider other
modalities to be complementary to our higher-order object interactions.
5.4.2 Video Captioning on ActivityNet Captions
We focus on understanding human actions for video captioning rather than on temporal
proposals. Hence, we use ground truth temporal proposals for segmenting the videos and
treat each video segment independently. All methods in Table 5.3 use ground truth tempo-
ral proposal, except LSTM-A3 [146]. Our performances are reported with four language
metrics, including BLEU [147], ROUGH-L [148], METEOR [149], and CIDEr-D [150].
For fair comparison with prior methods using C3D features, we report results with
both C3D and ResNeXt spatial features. Since there is no prior result reported on the
validation set, we compare against LSTM-A3 [146] which reports results on the validation
and test sets. This allows us to indirectly compare with methods reported on the test set.
As shown in Table 5.3, while LSTM-A3 clearly outperforms other methods on the test set
with a large margin, our method shows better results on the validation sets across nearly
all language metrics. We do not claim our method to be superior to LSTM-A3 because of
two fundamental differences. First, they do not rely on ground truth temporal proposals.
Second, they use features extracted from an ResNet fine-tuned on Kinetics and another
P3D ResNet [18] fine-tuned on Sports-1M, whereas we use a ResNeXt-101 fine-tuned on
Kinetics sampled at maximum 1 FPS. Utilizing more powerful feature representations has
been proved to improve the prediction accuracy by a large margin on video tasks. This
also corresponds to our experiments with C3D and ResNeXt features, where the proposed
method with ResNeXt features perform significantly better than C3D features.
Does object interaction help? SINet-Caption without any object interaction has al-
ready outperformed prior methods reported on this dataset. Additionally, by introducing an
efficient selection module for detecting object interactions, SINet-Caption further improves
across nearly all evaluation metrics, with or without co-attention. We also observed that in-
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troducing the co-attention from image features constantly shows improvement on the first
validation set but having separate temporal attention for object interaction features show
better results on second validation set (please see Sec. 5.5.6 for results on each validation
set).
5.5 Discussions and Qualitative Analysis
5.5.1 Qualitative analysis on Kinetics
To further validate the proposed method, we qualitatively show how the SINet selectively
attends to various regions with relationships and interactions across time. We show several
examples in Figure 5.9, 5.10, and 5.11. In each of the figure, the top row of each video
frame has generally multiple ROIs with three colors: red, green, and blue. ROIs with the
same color indicates that there exist inter-relationships. We then model the interaction be-
tween groups of ROIs across different colors. The color of each bounding box is weighted
by the attention generated by the proposed method. Thus, if some ROIs are not important,
they will have smaller weights and will not be shown on the image. The same weights are
then used to set the transparent ratio for each ROI. The brighter the region is, the more
important the ROI is.
Focus on object semantics. Recent state-of-the-art methods for action recognition
rely on single compact representation of the scene. We show that the proposed SINet
can focus on the details of the scene and neglect the visual content that maybe irrelevant
such as the background information. For example, in Figure 5.9, the model constantly
focus on the rope above the water and the person riding on wakeboard. The same goes for
Figure 5.10. The background scenes with ice and snow are ignored throughout the video
since it’s ambiguous and easy to be confused with other classes involve snow in the scene.
Adjustable inter-relationships selection. We notice that our SINet tends to explore
the whole scene early in the video, i.e. the attentions tend to be distributed to the ROIs that
cover large portion of the video frame, and the attentions become more focused after this
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exploration stage.
5.5.2 Qualitative analysis on ActivityNet Captions
In addition to the qualitative analysis on action recognition task, we now present the anal-
ysis on video captioning. Several examples are shown in Figure 5.12, 5.13, and 5.14. At
each word generation step, the SINet-Caption uses the weighted sum of the video frame
representations and the weighted sum of object interactions at corresponding timesteps (co-
attention). Note that, since we aggregate the detected object interactions via the LSTM cell
through time, the feature representation of the object interactions at each timestep can be
seen as a fusion of interactions at the present and past time. Thus, if temporal attention has
highest weight on t = 3, it may actually attend to the interaction aggregated from t = 1
to t = 3. Nonetheless, we only show the video frame with highest temporal attention for
convenience. We use red and blue to represent the two selected sets of objects (K = 2).
In each of the figures, the video frames (with maximum temporal attention) at different
timesteps are shown along with each word generation. All ROIs in the top or bottom images
are weighted with their attention weights. In the top image, ROIs with weighted bounding
box edges are shown, whereas, in the bottom image, we set the transparent ratio equal to the
weight of each ROI. The brighter the region is, the more important the ROI is. Therefore,
less important ROIs (with smaller attention weights) will disappear in the top image and be
completely black in the bottom image. When generating a word, we traverse the selection
of beam search at each timestep.
As shown in Figure 5.12, we can see that the SINet-Caption can successfully identify
the person and the wakeboard. These selections of the two most important objects imply
that the person is riding on the wakeboard — water skiing. We also observe that, in Fig-
ure 5.13, the proposed method focuses on the bounding boxes containing both person and
the camel. Suggesting that this is a video for people sitting on a camel. However, it failed to
identify that there are in fact multiple people in the scene and there are two camels. On the
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Figure 5.7: What interactions (verb) learned for video captioning. We verify how the
SINet-Caption distinguishes various type of interactions with a common object - horse. (a)
People are riding horses. (b) A woman is brushing a horse. (c) People are playing polo on
a field. (d) The man ties up the calf.
other hand, the SINet-Caption is able to identify the fact that there are two persons playing
racquetball in Figure 5.14.
5.5.3 Distinguish interactions when common objects presented
A common problem with the state-of-the-art captioning models is that they often lack the
understanding of the relationships and interactions between objects, and this is oftentimes
the result of dataset bias. For instance, when the model detects both person and a horse.
The caption predictions are very likely to be: A man is riding on a horse, regardless whether
if this person has different types of interactions with the horse.
We are thus interested in finding out whether if the proposed method has the ability to
distinguish different types of interactions when common objects are presented in the scene.
In Figure 5.7, each video shares a common object in the scene - horse. We show the verb
(interaction) extracted from a complete sentence as captured by our proposed method.
• People are riding horses.
• A woman is brushing a horse.
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• People are playing polo on a field.
• The man ties up the calf.
While all videos involve horses in the scene, our method successfully distinguishes the
interactions of the human and the horse.
5.5.4 Discussion on ActivityNet Captions
We observed that while higher-order object interactions did contribute to higher perfor-
mance on ActivityNet, the contributions were not as significant as when applied to the
Kinetics dataset (quantitatively or qualitatively). We hereby discuss some potential reasons
and challenges on applying SINet-Caption on the ActivityNet Captions dataset.
Word by word caption generation. In line with the work from question-answering,
machine translation, and captioning, we generate a language sentence describing a video
one word after another. At each word generation step, the SINet-Caption uses the last gen-
erated word, video frame representations, and their corresponding object interactions. As
we can see from both qualitative results from Kinetics and ActivityNet Captions, our pro-
posed method is able to identify the interactions within a very few video frames. However,
taking Figure 5.13 as an example, at the first word ”a”, our model has already successfully
selected the persons (both in light blue and red) on top of the camel (bright red). Yet, during
the following caption generation, the SINet-Caption was forced to look at the visual content
again and again. Introducing the gated mechanism [151] may mitigate this issue, but our
preliminary results do not show improvement. Further experiments toward this direction
may be needed.
Semantically different captions exist. Each video in the ActivityNet Captions dataset
consists of 3.65 (average) different temporal video segments and their own ground truth
captions [133]. These video captions have different semantic meanings but oftentimes
share very similar video content, i.e. the same/similar video content has several different
74
ground truth annotations. As a result, it may create confusion during the training of the
model. Again, taking Figure 5.13 as an example, we observed that the SINet-Caption
often focuses on the person who leads the camels (t = 1, 3, 15). We conjecture that this
is due to the fact that, within the same video, there exists another video segment with
annotation: A short person that is leading the camels turns around. Although within the
same video content, one of the ground truth focuses on the persons sitting on the camels,
another ground truth focuses on the person leading the camels. This seems to be the reason
why the trained network focuses on that particular person. Based on this observation,
we believe that future work in re-formulating these semantically different annotations of
similar video content for network training is needed, and perhaps it may be a better way to
fully take advantage of fine-grained object interactions detected from SINet-Caption. One
possibility will be associating semantically different video captions with different region-
sequences within a video [70].
5.5.5 Performance improvement analysis on Kinetics
The proposed SINet (K = 3) shows more than 5% improvement on top-1 accuracy in
136/400 classes and more than 10% improvement in 46 classes over baseline. We show
the classes that were improved more than 10% on top-1 accuracy in Figure 5.8. In addi-
tion to these classes, the proposed SINet in modeling fine-grained interactions specifically
improved many closely related classes.
• 7 classes related to hair that are ambiguous among each other: braiding hair, brush-
ing hair, curling hair, dying hair, fixing hair, getting a haircut, and washing hair.
We show 21% top-1 improvement on washing hair; 16% improvement on getting a
haircut.
• 4 classes related to basketball require the model to identify how the basketball are







































































































































































































































































































Top-1 accuracy improvement of SINet (K=3) over baseline
Figure 5.8: Top-1 accuracy improvement of SINet (K = 3) over baseline. 46/400 classes
that are improved more than 10% are shown.
Table 5.4: METEOR, ROUGE-L, CIDEr-D, and BLEU@N scores on the ActivityNet
Captions 1st and 2nd validation set. All methods use ground truth temporal proposal, and
out results are evaluated using the code provided in [133] with tIoU = 0.9. Our results
with ResNeXt spatial features use videos sampled at maximum 1 FPS only.
Method B@1 B@2 B@3 B@4 ROUGE-L METEOR CIDEr-D
1st Validation set
SINet-Caption — img (C3D) 16.93 7.91 3.53 1.58 18.81 8.46 36.37
SINet-Caption — img (ResNeXt) 18.71 9.21 4.25 2.00 20.42 9.55 41.18
SINet-Caption — obj (ResNeXt) 19.00 9.42 4.29 2.03 20.61 9.50 42.20
SINet-Caption — img + obj — no co-attention (ResNeXt) 19.89 9.76 4.48 2.15 21.00 9.62 43.24
SINet-Caption — img + obj (ResNeXt) 19.63 9.87 4.52 2.17 21.22 9.73 44.14
2nd Validation set
SINet-Caption — img (C3D) 17.42 8.07 3.53 1.35 18.75 8.41 40.06
SINet-Caption — img (ResNeXt) 18.91 9.41 4.28 1.68 20.49 9.56 45.05
SINet-Caption — obj (ResNeXt) 19.14 9.53 4.47 1.81 20.73 9.61 45.84
SINet-Caption — img + obj — no co-attention (ResNeXt) 19.97 9.88 4.55 1.90 21.15 9.96 46.37
SINet-Caption — img + obj (ResNeXt) 19.92 9.90 4.52 1.79 21.28 9.95 45.54
basketball, and shooting basketball. We observed 18%, 10%, 6%, and 8% improve-
ment respectively.
• Among 3 related to juggling actions: juggling fire, juggling balls, and contact jug-
gling. We obtained 16%, 14%, and 13% improvement respectively.
• Our model significantly improved the eating classes, which are considered to be the
hardest [132], because they require distinguishing what is being eaten (interacted).
We show improvement among all eating classes, including eating hot dog, eating
chips, eating doughnuts, eating carrots, eating watermelon, and eating cake. We
obtained 16%, 16%, 14%, 8%, 4%, and 4% improvement respectively.
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Table 5.5: FLOPs calculation on Kinetics sampled at 1 FPS. The calculation is based on
forward passing of one video.
Proposed method (K = 2) FLOP Object pairs FLOP
Project obj features
MLP gθk(oi,t)
15 x 2048 x 2048 x 2 0.13e9
MLP
105 x 4096 x 2048 0.9e9
15 x 2048 x 2048 x 2 0.13e9 105 x 2048 x 2048 0.4e9
15 x 2048 x 2048 x 2 0.13e9 105 x 2048 x 2048 0.4e9
Recurrent unit
Recurrent HOI (SDP-Attention)
Whht−1 2048 x 2048 x 2 8.4e6
Wcvc,t 2048 x 2048 x 2 8.4e6
MatMul 15 x 15 x 2048 x 2 0.9e6
MatMul 15 x 15 x 2048 x 2 0.9e6
LSTM Cell 8 x 2 x 2 x 2048 x 2048 134.2e6 LSTM Cell 8 x 2 x 2048 x 2048 67e6
Total
timesteps (T = 10) 10 x (MLP + Recurrent) 5.3e9 10 x (MLP + Recurrent) 18.3e9
5.5.6 ActivityNet Captions on 1st and 2nd val set
We report the performance of SINet-Caption on the 1st and the 2nd validation set in Ta-
ble 5.4. We can see that using fine-grained (higher-order) object interactions for caption
generation consistently shows better performance than using coarse-grained image repre-
sentation, though the difference is relatively minor compared to the results on Kinetics.
We discuss the potential reasons in Sec. 5.5.2. Combining both coarse- and fine-grained
improve the performance across all evaluation metrics. Interestingly, using co-attention
on detected object interactions shows better performance on the 1st validation set but has
similar performance on the 2nd validation set.
5.5.7 Model architecture and FLOP
We now describe the model architecture of the proposed recurrent higher-order module and
how the FLOP is calculated.
SINet architecture. We first project the image representations vc,t to introduce learn-
able feature representations. The MLP gφ consist of two sets of fully-connected layers each
with batch normalization and ReLU. It maintains same dimension (m = 2048) of the input
image feature. Thus, the coarse-grained representation of the video is a feature vector with
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2048 dimension. Inside the Recurrent HOI module, each of the MLP gθk has three sets of
batch normalization layers, fully-connected layers, and ReLUs. In the experiments with
two attentive selection module (K = 2), we set the dimension of the fully-connected layer
to be 2048. The concatenation of v1o,t and v
2
o,t is then used as the input to the following
LSTM cell. Empirically, we find out that it’s important to maintain high dimensionality for
the input to LSTM cell. We adjust the dimension of hidden layers in gθk given the num-
ber of K, e.g. we reduce the dimension of the hidden layer if K increases. In this way,
the inputs to LSTM cell have the same or similar feature dimension for fair experimental
comparison. The hidden dimension of the LSTM cell is set to be 2048. Before concate-
nating the coarse- (vc) and fine-grained (voi,T ) video representations, we re-normalize the
feature vector with batch normalization layer separately. The final classifier then projects
the concatenated feature representation to 400 action classes.
SINet-Caption architecture. We first use a single fully-connected layer with batch
normalization, dropout, and ReLU to project the pre-saved image features vc,t. The gφ
maps the feature vector from 2048 to 1024. We use two attentive selection modules for
video captioning task (K = 2). Each gθk consist of a batch normalization, fully-connected
layer, dropout layer, and a ReLU. It maps input object feature vector from 2048 to 512.





is used as input to the LSTM cell inside Recurrent HOI module. The hidden dimension of
this LSTM cell is set to be 1024. The dimension of word embedding is 512. We use ReLU
and dropout layer after embedding layer with dropout ratio 0.25. The hidden dimension of
both Attention LSTM and Language LSTM are set to be 512.
FLOP is computed per video and the maximum number of objects per frame is set
to 15. We compare the computed FLOP with traditional object interactions by paring all
possible objects. The results are shown in Table 5.5.
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Figure 5.9: Water skiing: Our SINet is able to identify several object relationships and
reasons these interactions through time: (1) the rope above the water (2) the wakeboard
on the water (3) human riding on the wakeboard (4) rope connecting to the person on the
wakeboard. From the distribution of three different attention weights (red, green, blue), we
can also see that the proposed attention method not only is able to select objects with differ-
ent inter-relationships but also can use a common object to discover different relationships
around that object when needed. We observed that our method tends to explore the whole
scene at the beginning of the video, and focus on new information that is different from the
past. For example, while video frame at first few frames are similar, the model focus on
different aspect of the visual representation.
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Figure 5.10: Tobogganing: Identifying Tobogganing essentially need three elements:
toboggan, snow scene, and a human sitting on top. The three key elements are accurately
identified and their interaction are highlighted as we can see from t = 1 to t = 3. Note that
the model is able to continue tracking the person and toboggan throughout the whole video,
even though they appear very small towards the end of the video. We can also noticed that
our SINet completely ignore the background scene in the last several video frames as they
are not informative since they can be easily confused by other 18 action classes involving
snow and ice, e.g. Making snowman, Ski jumping, Skiing crosscountry, Snowboarding, etc.
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Figure 5.11: Abseiling is challenging since there are similar classes exist: Climbing a
rope, Diving cliff, and Rock climbing, which involve ropes, rocks and cliffs. To achieve
this, the model progressively identify the interactions and relationships like: human sitting
the rock, human holding the rope, and the presence of both rope and rock. This information
is proven to be sufficient for predicting Abseiling over other ambiguous action classes.
Figure 5.12: The man is then shown on the water skiing. We can see that the proposed
SINet-Caption often focus on the person and the wakeboard, and most importantly it high-
light the interaction between the two, i.e. the person steps on the wakeboard.
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Figure 5.13: A man is sitting on a camel. The SINet-Caption is able to detect the ROIs
containing both persons and the camel. We can also observe that it highlights both the
ROIs for persons who sit on the camel and the camel itself at frame 3 and 9. However,
the proposed method failed to identify that there are multiple people sitting on two camels.
Furthermore, in some cases, it selects the person who leads the camels. This seems to be
because the same video is also annotated with another caption focusing on that particular
person: A short person that is leading the camels turns around.
Figure 5.14: Two people are seen playing a game of racquetball. The SINet-Caption is
able to identify that two persons are playing the racquetball and highlight the corresponding
ROIs in the scene.
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CHAPTER 6
GROUNDED VISUAL CAPTIONING WITHOUT LOCALIZATION
SUPERVISION
In Chapter 5.2, we present a captioning model that is capable of leveraging the object-level
relational reasoning for video understanding. However, visual captioning models are often
not grounded on the captions they generated [20], which likely lead to the hallucination of
objects that are not presented in the image or video [22], despite having high captioning
accuracy. That is, they often do not correctly associate generated words with the appropriate
image regions (e.g., objects) in the scene, resulting in models that lack interpretability.
Several existing approaches have tried to improve the grounding of captioning models.
One class of methods generate sentence templates with slot locations explicitly tied to spe-
cific image regions. These slots are then filled in by visual concepts identified by off-the-
shelf object detectors [87]. Other methods have developed specific grounding or attention
modules that aim to attend to the correct region(s) for generating visually groundable word.
Such methods, however, rely on explicit supervision for optimizing the grounding or atten-
tion modules [20, 109] and require bounding box annotations for each visually groundable
word.
In this chapter, we propose a novel cyclical training regimen that is able to significantly
improve grounding performance without any grounding annotations. The key insight of our
work is that current models use attention mechanisms conditioned on the hidden features of
recurrent modules such as LSTMs, which leads to effective models with high accuracy but
entangle grounding and decoding. Since LSTMs are effective at propagating information
across the decoding process, the network does not necessarily need to associate particular
decoded words with their corresponding image region(s). However, for a captioning model
to be visually grounded, the model has to predict attentional weights without knowing the
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word to localize.
Based on this insight, we develop a cyclical training regimen to force the network to
ground individual decoded words: decoding −→ localization −→ reconstruction. Specif-
ically, the model of the decoding stage can be any state-of-the-art captioning model; in
this work, we follow GVD [109] to extend the widely used Up-Down model [86]. At the
localization stage, each word generated by the first decoding stage is localized through
a localizer, and the resulting grounded image region(s) are then used to reconstruct the
ground-truth caption in the final stage. Both decoding and reconstruction stages are trained
using a standard cross-entropy loss. Key to our method, both stages share the same decoder,
thereby causing the localization stage to guide the decoder to improve its attention mecha-
nism. Our method is simple and only adds a fully-connected layer to perform localization.
During inference, we only use the (shared) decoder, thus we do not add any computational
cost.
We benchmark our proposed method on the challenging Flickr30k Entities image cap-
tioning dataset [152] and the ActivityNet-Entities video captioning dataset [109] on both
captioning and grounding performances. In addition to the existing grounding metric that
calculate the grounding accuracy for each object class [109], we further include a ground-
ing metric that compute grounding accuracy for each generated sentence. This new metric
on each sentence removes the stringency of the original evaluation metric (as we discuss in
Sec. 6.3) and provides an alternative way of measuring the grounding performance.
Despite the simplicity of our proposed method, we are able to significantly surpass
prior unsupervised models quantitatively and qualitatively on both datasets. We achieve
around 18% relative improvements in terms of bridging the gap between the unsupervised
baseline and supervised methods on Flickr30k Entites and around 34% on ActivityNet-
Entities. We further find that our method can even outperform the supervised method on
infrequent words, owing to its self-supervised nature.












Is          a woman? 
Is              a hat?
Is             a cup?
A woman with a black 
hat is holding a cup .
A woman with a black 
hat is holding a cup .
Localizing … Matched
Captioning … Localization
Figure 6.1: Visual captioning models are often not visually-grounded. As human, we
perform localization to check whether the generated caption is visually-grounded. If the
localized image region is incorrect, we update the model. However, without the ground-
truth grounding annotation, how does the model know the localized region is incorrect? To
overcome this issue, we propose to perform localization and reconstruction to regularize
the captioning model to be visually-grounded without relying on the grounding annotations.
for grounded visual captioning and present a cyclical training regimen that re-generates
sentences after re-localizing the objects conditioned on each word, implicitly imposing
grounding consistency. We evaluate our proposed approach on both image and video cap-
tioning tasks. We show that the proposed training regime can boost grounding accuracy
over a state-of-the-art baseline, enabling grounded models to be trained without bounding
box annotations, while retaining high captioning quality across two datasets and various
experimental settings.
6.1 Method
Notation. For a visual captioning task, we denote the input image as I (or input video as V )
and the target sentence as S. Each image (or video) is represented by spatial feature map(s)
extracted by a ResNet-101 model and a bag of regions obtained from Faster-RCNN [102]
as R = [r1, r2, ..., rN ] ∈ Rd×N . The target sentence is represented as a sequence of one-




We reimplemented the model used in GVD [109] without self-attention for region feature
encoding [5, 126] as our baseline. It is an extension of the state-of-the-art Up-Down [86]
model with the grounding-aware region encoding (see Sec. 6.2.3). Specifically, our base-
line model uses two LSTM modules: Attention LSTM and Language LSTM. The Atten-
tion LSTM identifies which visual representation in the image is needed for the Language
LSTM to generate the next word. It encodes the global image feature vg, previous hidden
state output of the Language LSTM hLt−1, and the previous word embedding et−1 into the
hidden state hAt .
hAt = LSTMAttn([vg;h
L
t−1; et−1]), et−1 = Weyt−1, (6.1)
where [; ] denotes concatenation, and We are learned parameters. We omit the Attention
LSTM input hidden and cell states to avoid notational clutter in the exposition.
The Language LSTM uses the hidden state hAt from the Attention LSTM to dynami-
cally attend on the bag of regionsR for obtaining visual representations of the image r̂t to
generate a word yt.
zt,n = Waatanh(Wah
A
t + rn), αt = softmax(zt), r̂t = Rα, (6.2)
where Waa and Wa are learned parameters. The conditional probability distribution over
possible output words yt is computed as:
hLt = LSTMLang([r̂t,h
A
t ]), p(yt|y1:t−1) = softmax(WohLt ), (6.3)
where y1:t−1 is a sequence of outputs (y1, ...,yt−1). We refer the Language LSTM and the
output logit layer as the complete language decoder.
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A person is sitting on a stone .






















?̂?# Attended ROIs ?̂?#
$ Localized ROIs
Figure 6.2: Proposed cyclical training regimen: decoding −→ localization −→ reconstruc-
tion. The decoder attends to the image regions and sequentially generate each of the output
words. The localizer then uses the generated words as input to locate the image regions.
Finally, the shared decoder during reconstruction stage uses the localized image regions to
regenerate a sentence that matches with the ground-truth sentence.
6.1.2 Proposed Method Overview
Our goal is to enforce the generated caption to be visually grounded, i.e., attended image
regions correspond specifically to individual words being generated, without ground-truth
grounding supervision. Towards this end, we propose a novel cyclical training regimen
that is comprised of decoding, localization, and reconstruction stages, as illustrated in Fig-
ure 6.2.
The intuition of our method is that the baseline network is not forced to generate a cor-
rect correspondence between the attended objects and generated words, since the LSTMs
can learn priors in the data instead of looking at the image or propagate information forward
which can subsequently be used to generate corresponding words in future time steps. The
proposed cyclical training regimen, in contrast, aims at enforcing visual grounding to the
model by requiring the language decoder (Eq. 6.3) to rely on the localized image regions
r̂lt to reconstruct the ground-truth sentence, where the localization is conditioned only on
the generated word from the decoding stage. Our cyclical method can therefore be done
without using any annotations of the grounding itself.
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Specifically, let ydt = Dd(r̂t; θd) be the initial language decoder with parameters θd
(Eq. 6.3), trained to sequentially generate words ydt . Let G(ydt ; θg) define a localizer unit
with parameters θg, that learns to map (ground) each generated word to region(s) in the
image, i.e., r̂lt = G(ydt ,R; θg). Finally, let ylt = Dl(r̂lt; θl) be a second decoder, that is
required to reconstruct the ground-truth caption using the localized region(s), instead of
the attention computed by the decoder itself. We define the cycle:
ylt = Dr(G(Dd(r̂t; θd),R; θg); θl), θd = θl, (6.4)
where Dd and Dl share parameters. Although parameters are shared, the inputs for the two
language decoders differ, leading to unique LSTM hidden state values during a run. Note
that the Attention LSTMs and logit layers in the two stages also share parameters, though
they are omitted for clarity.
Through cyclical joint training, both Dd and Dl are required to generate the same
ground-truth sentence. They are both optimized to maximize the likelihood of the correct
caption:
θ∗ = arg max
θd
∑
log p(ydt ; θd) + arg max
θl
∑
log p(ylt; θl), (6.5)
During training, the localizer regularizes the region attention of the reconstructor and the
effect is further propagated to the baseline network in the decoding stage, since the param-
eters of Attention LSTM and Language LSTM are shared for both decoding and recon-
struction stages. Note that the gradient from reconstruction loss will not backprop to the
decoder Dd in the decoding stage since the generated words used as input to the localizer
are leafs in the computational graph. The network is implicitly regularized to update its
attention mechanism to match with the localized image regions r̂t 7→ r̂lt. In Sec. 6.3.2, we
demonstrate that the localized image regions r̂lt indeed have higher attention accuracy than
r̂t when using ground-truth words as inputs for the localizer.
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6.1.3 Cyclical Training
We now describe each stage of our cyclical model in detail, as illustrated in Figure 6.3.
Decoding. We first use the baseline model presented in Sec. 6.1.1 to generate a se-




T ], where T is the ground-truth sentence length.
Localization. Following the decoding process, a localizer G is then learned to localize






>rn and βt = softmax(zlt), (6.6)
where et is the embedding for the word generated during decoding stage at step t, rn is
the image representation of a region proposal, and We and Wl are the learned parameters.
Based on the localized weights βt, the localized region representation can be obtained by
r̂lt = Rβ.
Reconstruction. Finally, the shared language decoder Dl relies on the localized region







t|yl1:t−1) = softmax(WohLt ), (6.7)
Given the target ground truth caption y∗1:T and our proposed captioning model parameter-













t |y∗1:t−1))1(y∗t=ylt)︸ ︷︷ ︸
reconstruction loss
(6.8)


























Figure 6.3: Proposed model architecture (left) and how the model operates during de-
coding, localization, and reconstruction stages (right). During the decoding stage, the soft-
attention module uses the hidden state of the Attention LSTM to compute attention weights
on image regions. During the localization and reconstruction stage, the soft-attention mod-
ule instead uses the generated word from decoding stage to compute attention weights on
image regions.
6.2 Datasets and Implementations
6.2.1 Datasets
We use the Flickr30k Entities dataset [152] and the ActivityNet-Entities dataset [109] for
evaluating our proposed approach. Flickr30k Entities contains 275k annotated bounding
boxes from 31k images associated with natural language phrases. Each image is anno-
tated with 5 crowdsourced captions. ActivityNet-Entities contains 15k videos with 158k
spatially annotated bounding boxes from 52k video segments.
6.2.2 Evaluation Metrics
Captioning evaluation metrics. We measure captioning performance using four language
metrics, including BLEU [147], METEOR [149], CIDEr [150], and SPICE [153].
Grounding evaluation metrics. Following the grounding evaluation from GVD [109],
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Ground-truth:
A man is hiking while holding a water bottle.
A man wearing a hat and hiking shoes is hiking.
Object words: {man, bottle, hat, shoes}
Predicted:
A man wearing a hat is hiking with a dog.
Object words: {man, hat, dog}
A: {man, hat, dog}
B: {man, bottle, hat, shoes}
C: {man, hat}
D: {man, hat}
























Averaged per object class
Grounding Metrics
Averaged per generated sentence
B1)**_789_:8;< = 0.10
B1*23_789_:8;< = 0.5
Figure 6.4: Illustration of Grounding metrics.
we measure the attention accuracy on generated sentences, denoted by F1all and F1loc. In
F1all, a region prediction is considered correct if the object word1 is correctly predicted and
also correctly localized. We also compute F1loc, which only considers correctly-predicted
object words. Please see illustration of the grounding metrics in Fig. 6.4.
In the original formulation, the precision and recall for the two F1 metrics are computed
for each object class, and it is set to zero if an object class has never been predicted. The
scores are computed for each object class and averaged by the total number of classes.
Such metrics are extremely stringent as captioning models are generally biased toward
certain words in the vocabulary, given the long-tailed distribution of words. In fact, both
the baseline and proposed method generate about 45% of the annotated object words within
the val set in Flickr30k Entities. The grounding accuracy of the other 55% of the classes
are therefore zero, making the averaged grounding accuracy seemingly low.
Measuring grounding per generated sentence. Instead of evaluating grounding on
each object class (which might be less intuitive), we include a new grounding evaluation
1The object words are words in the sentences that are annotated with corresponding image regions.
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metric per sentence to directly reflect the grounding measurement of each generated sen-
tence. The metrics are computed against a pool of object words and their ground-truth
bounding boxes (GT bbox) collected across five GT captions on Flickr30k Entities (and
one GT caption on ActivityNet-Entities). We use the same Precall, Recall, Precloc, and Recloc
as defined previously, but their scores are averaged on each of the generated sentence. As
a result, the F1loc per sent measures the F1 score only on the generated words. The model
will not be punished if some object words are not generated, but it also needs to maintain
diversity to achieve high captioning performance.
6.2.3 Implementation Details
Region proposal features. We use a Faster-RCNN model [102] pre-trained on Visual
Genome [154] for region proposal and feature extraction. In practice, besides the region
proposal features, we also use the Conv features (conv4) extracted from an ImageNet pre-
trained ResNet-101. Following GVD [109], the region proposals are represented using
the grounding-aware region encoding, which is the concatenation of i) region feature, ii)
region-class similarity matrix, and iii) location embedding.
For region-class similarity matrix, we define a set of object classifiers as Wc, and the
region-class similarity matrix can be computed as Ms = softmax(W>c R), which captures
the similarity between regions and object classes. We omit the ReLU and Dropout layer
after the linear embedding layer for clarity. We initializeWc using the weight from the last
linear layer of an object classifiers pre-trained on the Visual Genome dataset [154].
For location embedding, we use 4 values for the normalized spatial location. The 4-D
feature is then projected to a ds = 300-D location embedding for all the regions.
6.2.4 Network architecture.
The embedding dimension for encoding the sentences is 512. We use a dropout layer with
ratio 0.5 after the embedding layer. The hidden state size of the Attention and Language
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LSTM are 1024. The dimension of other learnable matrices are: We ∈ Rdv×512, Wa ∈
R1024×512,Waa ∈ R512×1,Wo ∈ R1024×dv ,Wl ∈ R512×512, where the vocabulary size dv is
8639 for Flickr30k Entities and 4905 for ActivityNet-Entities.
6.2.5 Training Details
We train the model with ADAM optimizer [155]. The initial learning rate is set to 1e − 4.
Learning rates automatically drop by 10x when the CIDEr score is saturated. The batch size
is 32 for Flickr30k Entities and 96 for ActivityNet-Entities. We learn the word embedding
layer from scratch for fair comparisons with existing work [109]. The hyper-parameters λ1
and λ2 are set to 0.5 after hyper-parameter search between 0 and 1.
Flickr30k Entities. In Flickr30k Entities, Images are randomly cropped to 512 × 512
during training, and resized to 512 × 512 during inference. Before entering the proposed
cyclical training regimen, the decoder was pre-trained for about 35 epochs. The total train-
ing epoch with the cyclical training regimen is around 80 epochs. The total training time
takes about 1 day.
ActivityNet-Entities. Before entering the proposed cyclical training regimen, the de-
coder was pre-trained for about 50 epochs. The total training epoch with the cyclical train-
ing regimen is around 75 epochs. The total training time takes about 1 day.
6.3 Experiments
6.3.1 Captioning and Grounding Performance Comparison
Flickr30k Entities. We first compare the proposed method with our baseline with or with-
out grounding supervision on the Flickr30k Entities test set (see Table 6.1). To train the
supervised baseline, we train the attention mechanism as well as add the region classifi-
cation task using the ground-truth grounding annotation, similar to GVD [109]. We train
the proposed baselines and our method on the training set and choose the best performing
checkpoints based on their CIDEr score on the val set. Our experimental results are re-
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Table 6.1: Performance comparison on the Flickr30k Entities test set: ATT-FCN [97],
NBT [87], Up-Down [86], GVD [109], and Baseline is our reimplementation of GVD. *:
our results are averaged across five runs. Only numbers reported by multiple runs are
considered to be bolded.
Grounding Captioning Evaluation Grounding Evaluation
Method supervision B@1 B@4 M C S F1all F1loc F1all per sent F1loc per sent
ATT-FCN 64.7 19.9 18.5 - - - - - -
NBT 69.0 27.1 21.7 57.5 15.6 - - - -
Up-Down 69.4 27.3 21.7 56.6 16.0 4.14 12.3 - -
GVD (w/o SelfAttn) 69.2 26.9 22.1 60.1 16.1 3.97 11.6 - -
GVD X 69.9 27.3 22.5 62.3 16.5 7.77 22.2 - -
Baseline* X 69.0 26.8 22.4 61.1 16.8 8.44 (+100%) 22.78 (+100%) 27.37 (+100%) 63.19 (+100%)
Baseline* 69.1 26.0 22.1 59.6 16.3 4.08 (+0%) 11.83 (+0%) 13.20 (+0%) 31.83 (+0%)
Cyclical* 69.4 26.9 22.3 60.8 16.6 5.11 (+24%) 14.15 (+21%) 15.15 (+14%) 35.56 (+12%)
Table 6.2: Performance comparison on the ActivityNet-Entities val set: GVD [109] and
Baseline is our reimplementation of GVD. *: our results are averaged across five runs.
Only numbers reported by multiple runs are considered to be bolded.
Grounding Captioning Evaluation Grounding Evaluation
Method supervision B@1 B@4 M C S F1all F1loc F1all per sent F1loc per sent
GVD 23.0 2.27 10.7 44.6 13.8 0.28 1.13 - -
GVD (w/o SelfAttn) 23.2 2.28 10.9 45.6 15.0 3.70 12.7 - -
GVD X 23.9 2.59 11.2 47.5 15.1 7.11 24.1 - -
Baseline* X 23.1 2.13 10.7 45.0 14.6 7.30 (+100%) 25.02 (+100%) 17.88 (+100%) 60.23 (+100%)
Baseline* 23.2 2.22 10.8 45.9 15.1 3.75 (+0%) 12.00 (+0%) 9.41 (+0%) 31.68 (+0%)
Cyclical* 23.7 2.45 11.1 46.4 14.8 4.68 (+26%) 15.84 (+29%) 12.60 (+38%) 44.04 (+43%)
ported by averaging across five runs on the test set. We report only the mean of the five
runs to keep the table uncluttered. When compared to the existing state of the arts, our
proposed baselines achieve comparable captioning evaluation performances and grounding
accuracy. Using the resulting supervised baseline as the upper bound, our proposed method
with cyclical training statistically achieves around 20 to 25% relative grounding accuracy
improvements for both F1all and F1loc and 10 to 15% for F1all per sent and F1loc per sent with-
out utilizing any grounding annotations or additional computation during inference.
ActivityNet-Entities. We adapt our proposed baselines and method to the ActivityNet-
Entities video dataset (see Table 6.2). We can see that our proposed method significantly
improved the grounding accuracy around 25% to 30% relative grounding accuracy im-
provements for both F1all and F1loc and around 40% for F1all per sent and F1loc per sent.
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Table 6.3: Grounding performance when using better object detector on the Flickr30k
Entities test set (results are averaged three runs). Fully-supervised method (Sup.) is used
as upper bound, thus its numbers are not bolded.
Grounding Captioning Evaluation Grounding Evaluation
Method supervision B@1 B@4 M C S F1all F1loc F1all per sent F1loc per sent
Unrealistically perfect object detector
Baseline X 75.6 32.0 25.3 75.6 22.3 23.19 (+100%) 52.83 (+100%) 51.43 (+100%) 90.76 (+100%)
Baseline 75.1 32.1 25.2 76.3 22.0 20.82 (+0%) 48.74 (+0%) 43.21 (+0%) 77.81 (+0%)
Cyclical 76.7 32.8 25.8 80.2 22.7 25.27 (+188%) 54.54 (+142%) 46.98 (+46%) 81.56 (+29%)
Grounding-biased object detector
Baseline X 65.9 23.4 21.3 53.3 15.5 8.23 (+100%) 23.95 (+100%) 28.06 (+100%) 66.96 (+100%)
Baseline 66.1 23.5 21.2 52.4 15.4 5.95 (+0%) 17.51 (+0%) 18.11 (+0%) 42.84 (+0%)
Cyclical 65.5 23.3 21.2 52.0 15.4 6.87 (+40%) 19.65 (+33%) 20.82 (+27%) 50.25 (+31%)
6.3.2 Analysis
Are localized image regions better than attended image regions during training? Con-
sidering our intuition described in Sec. 6.1, we expect the decoder to be regularized to
update its attention mechanism to match with the localized image regions r̂t 7→ r̂lt. This
indicates that the localized image regions should be more accurate than the attended image
regions by the decoder during training. To verify this, we compute the attention accuracy
for both decoder and localizer over ground-truth sentences following [105, 156]. The at-
tention accuracy for localizer is 20.4% and is higher than the 19.3% from the decoder at
the end of training, which confirms our hypothesis.
Grounding performance when using a better object detector. In Table 6.1 and 6.2
we showed that our proposed method significantly improved the grounding accuracy for
both image and video captioning. These experimental settings follow the widely used
procedure for visual captioning systems: extract regional proposal features and generate
visual captions by attending to those extracted visual features. One might ask, what if we
have a better object detector that can extract robust visual representation that are better
aligned with the word embeddings? Will visual grounding still an issue for captioning?
To answer this, we ran two sets of experiments (Table 6.3): (1) Perfect object detector:
we replace the ROIs by ground-truth bbox and represent the new ROIs by learning embed-
ding features directly from ground-truth object words associated with each ground-truth
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bbox. This experiment gives an estimate of the captioning and grounding performance if
we have (almost) perfect ROI representations (though unrealistic). We can see that the
fully-supervised method achieves an F1all of only 23%, which further confirms the diffi-
culty of the metric and the necessity of our grounding metric on a per sentence level (note
that F1loc per sent shows 90%). We can also see that baseline (unsup.) still leaves room for
improvement on grounding performance. Surprisingly, our method improved both cap-
tioning and grounding accuracy and surpasses the fully-supervised baseline except on the
F1loc per sent. We find that it is because the baseline (sup.) overfits to the training set, while
ours is regularized from the cyclical training. Also, our generated object words are more
diverse, which is critical for F1all and F1loc. (2) Grounding-biased object detector: we ex-
tract ROI features from an object detector pre-trained on Flickr30k. Thus, the ROI features
and their associated object predictions are biased toward the annotated object words but do
not generalize to predict diverse captions compared to the original object detector trained
from Visual Genome, resulting in lower captioning performance. We can see that our pro-
posed method still successfully improves grounding and maintains captioning performance
in this experiment setting as well.
How does the number of annotations affect grounding performance? In Figure 6.5,
we present the average F1-score on the Flickr30k Entities val set when grouping classes ac-
cording to their frequency of appearance in the training set3. We see that, unsurprisingly, the
largest difference in grounding accuracy between the supervised and our proposed cycli-
cal training is for the 50 most frequently appearing object classes, where enough training
data exists. As the number of annotated boxes decreases, however, the difference in per-
formance diminishes, and cyclical training appears to be more robust. Overall, we see that
the supervised method is biased towards frequently appearing objects, while grounding
performance for the proposed approach is more balanced among classes.
Should we explicitly make attended image regions to be similar to localized image
3We group the 460 object classes in 10 groups, sorted by the number of annotated bounding boxes.
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Figure 6.5: Average F1all-score per class as a function of class frequency.
regions? One possible way to regularize the attention mechanism of the decoder is to
explicitly optimize r̂t 7→ r̂lt via KL divergence over two soft-attention weights αt and βt.
The experimental results are shown in Table 6.4 (Attention consistency). We use a single
run unsupervised baseline with a fix random seed as baseline model for ablation study.
We can see that when explicitly forcing the attended regions to be similar to the localized
regions, both the captioning performance and the grounding accuracy remain similar to the
baseline (unsup.). We conjecture that this is due to the noisy localized regions at the initial
training stage. When forcing the attended regions to be similar to noisy localized regions,
the Language LSTM will eventually learn to not rely on the attended region at each step for
generating sequence of words. To verify, we increase the weight for attention consistency
loss and observed that it has lower grounding accuracy (F1all = 3.2), but the captioning will
reach similar performance while taking 1.5x longer to reach convergence.
Is using only the generated word for localization necessarily? Our proposed local-
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Table 6.4: Model ablation study on the Flickr30k Entities val set.
Captioning Eval. Grounding Eval.
# M C S F1all F1loc
Baseline (Unsup.) 22.3 62.1 16.0 4.18 11.9
Cyclical 22.2 62.2 16.2 5.63 14.6
- Attention consistency 22.3 61.8 16.2 4.19 11.3
- Localizer using hA 22.2 61.8 16.1 4.58 11.3
Table 6.5: Performance comparison on the Flickr30k Entities test set. All results are
averaged across five runs.
Captioning Evaluation Grounding Evaluation
Method B@1 B@4 M C S F1all F1loc F1all per sent F1loc per sent
Baseline 69.1 26.0 22.1 59.6 16.3 4.08 11.83 13.20 31.83
Cyclical 69.4 26.9 22.3 60.8 16.6 5.11 14.15 15.15 35.56
Cyclical (1) 69.7 27.0 22.2 60.1 16.5 5.14 14.32 15.36 36.33
Cyclical (2) 69.9 27.5 22.4 62.0 16.6 5.13 13.99 16.30 38.45
izer (Eq. 6.6 and Figure 6.3) relies on purely the word embedding representation to locate
the image regions. This forces the localizer to rely only on the word embedding without
biasing it with the memorized information from the Attention LSTM. As shown in the Ta-
ble 6.4 (localizer using hA), although this achieves comparable captioning performance, it
has lower grounding accuracy improvement compared to our proposed method.
Can words that are not visually-groundable handled differently? In the proposed
approach, all the words are handled the same regardless of whether they are visually-
groundable or not. Yet, typically words that are nouns or verbs are more likely to be
grounded, and words like ”a”, ”the”, etc, are not visually-groundable.
We explored a few method variants to handle nouns and verbs differently. Mainly, we
explored with two variants. Cyclical (1): the reconstruction loss is only computed when
the target word is either nouns or verbs. Cyclical (2): the localized region representation
will be invalid (set to zero) if the target word is neither nouns nor verbs.
The experimental results are shown in Table 6.5, 6.6, and 6.7. For the first variant,
Cyclical (1), we observed that the captioning performance stays the same while grounding
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Table 6.6: Performance comparison on the ActivityNet-Entities val set. All results are
averaged across five runs.
Captioning Evaluation Grounding Evaluation
Method B@1 B@4 M C S F1all F1loc F1all per sent F1loc per sent
Baseline 23.2 2.22 10.8 45.9 15.1 3.75 12.00 9.41 31.68
Cyclical 23.7 2.45 11.1 46.4 14.8 4.68 15.84 12.60 44.04
Cyclical (2) 23.9 2.58 11.2 46.6 14.8 4.48 15.01 11.53 40.30
Table 6.7: Grounding performance when using better object detector on the Flickr30k
Entities test set (results are averaged three runs).
Captioning Evaluation Grounding Evaluation
Method B@1 B@4 M C S F1all F1loc F1all per sent F1loc per sent
Unrealistically perfect object detector
Baseline 75.1 32.1 25.2 76.3 22.0 20.82 48.74 43.21 77.81
Cyclical 76.7 32.8 25.8 80.2 22.7 25.27 54.54 46.98 81.56
Cyclical (2) 75.8 32.2 25.6 79.0 22.4 25.65 55.81 48.99 85.99
accuracy has a small improvement. On the other hand, for the second variant, Cyclical
(2), we can see that all captioning scores are improved over baseline with CIDEr improved
2.4. We can also see that grounding accuracy on per sentence basis further improved as
well. We then conducted further experiments on both ActivityNet-Entities and Flickr30k
Entities with unrealistically perfect object detector, but the improvements however are not
consistent. In summary: on the Flickr30k Entities test set, we observed that CIDEr is better
and grounding per sentence better, on the ActivityNet-Entities val set, the captioning per-
formances are about the same but grounding accuracy became worse, and on the Flickr30k
Entities test set with unrealistically perfect object detector, captioning performances are
slightly worse but grounding accuracy improved.
6.4 Human Evaluation on grounding
We conduct a human evaluation on the perceptual quality of the grounding. We asked 10
human subjects to pick the best among two grounded regions (by baseline and Cyclical)
for each word. The subjects have three options to choose from: 1) grounded region A is
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better, 2) grounded region B is better, and 3) they are about the same (see Figure 6.6 for
example). Authors or other colleagues familiar with the proposed method were excluded
from the study. Each of the human subjects were given 25 images, each with a varying
number of groundable words. Each image was presented to two different human subjects
in order to be able to measure inter-rater agreement. To avoid being biased towards the
“object words” defined in the dataset for automatic grounding evaluation, for the study we
define a word to be groundable if it is either a noun or verb. The order of approaches was
randomized for each sentence.
Our experiment on the Flickr30k Entities val set showed that: 28.1% of words are more
grounded by Cyclical, 24.8% of words are more grounded by baseline, and 47.1% of words
are similarly grounded.
We also measured inter-rater agreement between each pair of human subjects: 72.7%
of ratings are the same, 4.9% of ratings are the opposite, and 22.4% of ratings could be
ambiguous (e.g., one chose A is better, the other chose they are about the same).
We would also like to make a note that the grounded words judged to be similar largely
consisted of very easy or impossible cases. For example, words like mountain, water, street,
etc, are typically rated to be ”about the same” since they usually have many possible boxes
and is very easy for both models to ground the words correctly. On the other hand, for
visually ungroundable cases, e.g., stand appears a lot and the subject would choose about
the same since the image does not cover the fact that the person’s feet are on the ground.
We see that the human study results follow the grounding results presented in the paper
and show an improvement in grounding accuracy for the proposed method over a strong
baseline. The improvement is achieved without grounding annotations or extra computa-
tion at test time.
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A and B are about 
the same
Figure 6.6: Demonstration of our human evaluation study on grounding. Each human
subject is required to rate which method (A or B) has a better grounding on each highlighted
word.
6.5 Qualitative Analysis
We additionally conduct qualitative analysis for comparing the baseline (Unsup.) and the
proposed method in Figure 6.8. Each highlighted word has a corresponding image region
annotated on the original image. The image regions are selected based on the region with
the maximum attention weight in αt. We can see that our proposed method significantly
outperformed the baseline (Unsup.) in terms of both the quality of the generated sentence
and grounding accuracy.
In Figure 6.9, 6.10, 6.11, 6.12, 6.13, 6.14, 6.15, and 6.16, we illustrated the sequence
of attended image region when generating each word for a complete image description.
At each step, only the top-1 attended image region is shown. This is the same as how the
grounding accuracy is measured. Please see the description for Figure 6.9 - 6.16 for further
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A man sits on a chair in front of 
a lake.
A man in a red shirt is standing 
on a wooden platform.
A girl in a purple sweater is 
jumping on rocks.
A man in a yellow jacket and blue 
helmet riding a bike.
An Asian woman is holding a red 
umbrella and walking down the 
sidewalk.
A man in a black shirt is holding 
up a flag.
A young girl in a pink shirt and jeans
is walking down a brick wall.
A man in an orange shirt and a 




























Figure 6.7: Correct (top) examples and examples with errors (bottom) from the proposed
method.
discussions on the qualitative results.
In addition, we also discuss a number of correct and incorrect examples of our pro-
posed method in Figure 6.7. We observe that while the model is able to generate grounded
captions for the images, it may sometimes overlook the semantic meaning of the generated
sentences, for example, ”A young girl [...] walking down a brick wall”. Similarly, the
model can overlook the spatial relationship between the objects, for instance, ”A man [...]
is holding up a flag”.
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Baseline: A young girl in a 




Proposed: A young girl wearing a 
winter hat and a purple coat is 





Proposed: A group of men in white 
uniforms are standing in a field with 





Baseline: A group of people are 
watching a game.
people
Baseline: Four skiers are skiing 
down a snowy mountain.
skiers
mountain
Proposed: A skier is jumping over a 




Baseline: A white horse is 
jumping over an obstacle.
horse
obstacle
Proposed: A white horse with a 
rider in a blue helmet and white 






Figure 6.8: Generated captions and corresponding visual grounding regions with compari-
son between baseline (left) and proposed approach (right). Our proposed method is able to
generate more descriptive sentences while selecting the correct regions for generating the
corresponding words.
Figure 6.9: A group of men in white uniforms are standing in a field with a crowd watching.
We can see that our proposed method attends to the sensible image regions for generating
visually-groundable words, e.g., man, uniforms, field, and crowd. Interestingly, when gen-
erating standing, the model pays its attention on the image region with a foot on the ground.
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Figure 6.10: A young girl wearing a winter hat and a purple coat is smiling at the camera.
The proposed method is able to select the corresponding image regions to generate girl,
hat, and coat correctly. We have also observed that the model tends to localize the person’s
face when generating camera.
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Figure 6.11: A white horse with a rider in a blue helmet and white shirt jumping over a
hurdle. While the model is able to correctly locate objects such as horse, rider, helmet,
shirt, and hurdle, it mistakenly describes the rider as wearing a blue helmet, while it’s
actually black, and with white shirt while it’s blue.
Figure 6.12: A man in a red shirt is standing on a wooden platform. Our method correctly
attends on the correct regions for generating man, shirt, and platform.
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Figure 6.13: A man in a yellow jacket and blue helmet riding a bike. The proposed method
correctly generates a descriptive sentence while precisely attending to the image regions
for each visually-groundable words: man, jacket, helmet, and bike.
Figure 6.14: A man in an orange shirt and a hat is standing next to a blue wall. While our
method is able to ground the generated sentence on the objects like: man, shirt, hat, and
wall , it completely ignores the person standing next to the man in the orange cloth.
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Figure 6.15: A girl in a white shirt and black pants is jumping on a red couch. Our method
is able to ground the generated descriptive sentence with the correct grounding on: girl,
shirt, pants, and couch.
Figure 6.16: A man in a blue robe walks down a cobblestone street. Our method grounds
the visually-relevant words like: man, robe, and street. We can also see that it is able to





The Vision-and-Language Navigation (VLN) task entails an agent following navigational
instruction in photo-realistic unknown environments. Unlike previous static vision and
language tasks, this challenging task demands that the agent be aware of which instruction
was completed, which instruction is needed next, which way to go, and its navigation
progress towards the goal. While existing approaches utilize an attentional mechanism
on the instructions, we qualitatively show that the resulting focus may not tend to track
which instruction is next nor progress towards the goal. To overcome this issue, an ideal
navigation agent should (1) be aware of the current state, i.e., which part of the instruction
is completed and what will be next, (2) estimate which navigation direction represented
by an image matches with the part of the instruction to be carried out, and (3) ensure the
grounded instruction correctly reflects the progress toward the goal. To do so, we introduce
a self-monitoring agent with two complementary components in Chapter 3: (1) visual-
textual co-grounding module to locate the instruction completed in the past, the instruction
required for the next action, and the next moving direction from surrounding images and
(2) progress monitor to ensure the grounded instruction correctly reflects the navigation
progress. We test our self-monitoring agent on a standard benchmark and analyze our
proposed approach through a series of ablation studies that elucidate the contributions of
the primary components. Using our proposed method, we set the new state of the art by a
significant margin (8% absolute increase in success rate on the unseen test set).
In developing the self-monitoring navigation agent, we discussed two scenario for run-
ning the inference of the trained navigation agent: with or without beam search. While in
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both inference modes, our proposed self-monitoring navigation agent achieve state-of-the-
art performances, but relying on beam search, which thoroughly explores a large number
of trajectories, is unrealistic for applications such as robotics.
In Chapter 4, inspired by the intuition of viewing the problem as search on a navigation
graph, we propose to use a progress monitor developed as a learnable heuristic for search.
We then propose two modules incorporated into an end-to-end architecture: 1) A learned
mechanism to perform backtracking, which decides whether to continue moving forward
or roll back to a previous state (Regret Module) and 2) A mechanism to help the agent
decide which direction to go next by showing directions that are visited and their associ-
ated progress estimate (Progress Marker). Combined, the proposed approach significantly
outperforms state-of-the-art methods using greedy action selection, with 5% absolute im-
provement on the test server in success rates, and more importantly 8% on success rates
normalized by the path length.
In Chapter 3 and 4, we demonstrated how to enforce the navigation agent to be more
grounded in both textual and visual information. After improved the grounding in VLN,
in Chapter 5, we then discuss how to ground high-level video concepts like human actions
or sentence descriptions into regions and their interactions in the spatiotemporal domain.
Specifically, we propose to efficiently learn higher-order interactions between arbitrary sub-
groups of objects for fine-grained video understanding. We demonstrate that modeling
object interactions significantly improves accuracy for both action recognition and video
captioning, while saving more than 3-times the computation over traditional pairwise rela-
tionships. The proposed method is validated on two large-scale datasets: Kinetics and Ac-
tivityNet Captions. Our SINet and SINet-Caption achieve state-of-the-art performances on
both datasets even though the videos are sampled at a maximum of 1 FPS. To the best of our
knowledge, this is the first work modeling object interactions on open domain large-scale
video datasets, and we additionally model higher-order object interactions which improves
the performance with low computational costs.
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In Chapter 5.2, we proposed a captioning model that can leverage the object-level re-
lational reasoning for video understanding. However, when automatically generating a
sentence description for an image or video, it often remains unclear how well the generated
caption is grounded, or if the model hallucinates based on priors in the dataset and/or the
language model. The most common way of relating image regions with words in caption
models is through an attention mechanism over the regions that are used as input to predict
the next word. The model must therefore learn to predict the attentional weights without
knowing the word it should localize. This is difficult to train without grounding supervi-
sion since recurrent models can propagate past information and there is no explicit signal to
force the captioning model to properly ground the individual decoded words. In Chapter 6,
we help the model to achieve this via a novel cyclical training regimen that forces the model
to localize each word in the image after the sentence decoder generates it, and then recon-
struct the sentence from the localized image region(s) to match the ground-truth. The initial
language decoder and the proposed reconstructor share parameters during training and are
learned jointly with the localizer, allowing the model to regularize the attention mecha-
nism. Our proposed framework only requires learning one extra fully-connected layer (the
localizer), a layer that can be removed at test time. We show that our model significantly
improves grounding accuracy without relying on grounding supervision or introducing ex-
tra computation during inference for both image and video captioning tasks.
7.2 Prospective Research Directions
7.2.1 Vision-and-Language Navigation
In this thesis, we proposed many approaches for problems that required grounding to be
improved. In this section, we will discuss some prospective research directions to each
of the problem and finally discuss self-supervised representation learning as a research
direction that could be universally applicable for all visual-textual grounding problems.
In VLN, our ultimate direction is to have an actual AI agent performing navigation
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or object manipulation in the real world. This requires several important research explo-
rations. For example, first, extending VLN setting to various virtual environments and
developing methods that can transfer trained agents from one virtual environment to an-
other virtual environment. This transfer could mean: (1) visual transfer, which has the
same type of environment like houses with the same navigation task; (2) environmental
transfer, which could be transferring an agent trained in house environment to office en-
vironment; (3) task transfer, which transfers learned sub-tasks to perform compositions of
the sub-tasks.
On the other hand, it is also essential to test a trained agent by deploying it to the real
world. In addition to the challenges like visual transfer or environmental transfer, this also
requires that the virtual environment should have the same local motion for the agent as the
real-world robot. A number of efforts are indeed paving the road for this research direction,
e.g., PyRobot [157], Habitat [158], Gibson [159, 160], etc.
7.2.2 Visual Captioning
To make a visual captioning system applicable to the real work, the trained model needs
to be trustworthy. While improving visual grounding accuracy of the captioning model
certainly makes it becomes more trustworthy, the relative improvement on the captioning
metrics is still small. Yet, it is also known that captioning metrics many times do not re-
flect the quality of the generated sentence description, and many state-of-the-art methods
already outperformed humans on various captioning metrics. To the best of my knowledge,
research directions that continue to improve the captioning evaluation metrics seem to be
the steps needed shortly, which will further enable us to exam how improving grounding
accuracy affects the captioning performance. Lastly, our proposed cyclical training regi-
men enables us to train the visual captioning model without grounding annotations. This
gives us an opportunity to train such a model on much larger datasets, which do not have
grounding annotations, like Conceptual Captions dataset with three million images [161],
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to further exam how does grounding accuracy changes when transferring captioning model
from a larger dataset to our target dataset.
7.2.3 Self-supervised Representation Learning
All tasks and problem sets that I tackled in this thesis involve various usages of visual repre-
sentations, e.g., visual representations from region proposal network for action recognition
and visual captioning models or image representations of navigable directions in virtual
environments for navigation agents. Our proposed methods assumes these representations
are (mostly) fixed through out the model training. However, these representations can
largely affect the downstream task performances, especially on grounding between visual
and textual representations. Ideally, we would like the visual representation to be univer-
sally generalized. However, currently, they were obtained from networks pre-trained from
ImageNet or MS-COCO, which seems to be less ideal.
On the other hand, self-supervised learning methods aim at learning generalized repre-
sentations regardless of the downstream tasks. These methods learn visual representations
without biased to certain downstream tasks, which arguably could learn more generalized
visual representations. Besides, the overall goal of this thesis is to leverage information
from both vision and language domains. Recently, in the language side, researchers have
made significant progress toward learning generalized language representation by using
self-supervised learning, e.g., GPT [162], BERT [163], etc. To make progress for domains
at the intersection of vision and language, significant progress in self-supervised learning
for vision is much needed.
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