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REPRESENTATION STABILITY FOR CONFIGURATION
SPACES OF GRAPHS
DANIEL LU¨TGEHETMANN
Abstract. We consider for two based graphs G and K the sequence of graphs
Gk given by the wedge sum of G and k copies of K. These graphs have an action
of the symmetric group Σk by permuting the K-summands. We show that
the sequence of representations of the symmetric group Hq(Confn(G•);Q), the
homology of the ordered configuration space of these spaces, is representation
stable in the sense of Church and Farb. In the case where G and K are trees
(with loops), we provide a similar result for glueing along arbitrary subtrees
instead of the base point. Furthermore, we show that stabilization alway holds
for q = 1.
1. Introduction
For a topological space X and a finite set S we define the ordered configuration
space of X with particles S as
ConfS(X) := {f : S → X injective} ⊂ map(S,X).
For n ∈ N we write n := {1, 2, . . . , n} and Confn(X) := Confn(X).
Let G be a finite connected graph (by which we mean a 1-dimensional CW-
complex), then we are interested in the homology of Confn(G), the ordered con-
figuration space of n particles in G. In [Lu¨14] we showed that at least one of the
Hk(Conf•(G);Q) for k ≥ 0 cannot be representation stable. In this paper we show
that by stabilizing the graph instead of the number of particles we get representation
stability.
Let G0 be a finite graph and let Ki ⊂ Gi for 1 ≤ i ≤ ` be pairs of finite
graphs such that each Ki is also a subgraph of G0. Denote by Γ = ΓG0 :=
{(K1, G1), . . . , (K`, G`)}. Let G = GΓ : FI×` → Top be given by
GΓ(j1, . . . , j`) := G0 unionsqK1 Gunionsqj11 · · · unionsqK` Gunionsqj`` ,
i.e. by gluing the copies of the graphs Gi to G0 via the shared subgraph Ki. To
define the images of morphisms, notice that each summand Gi can be labeled by a
number between 1 and ji. For a map φ : ji ↪→ j′i we define the induced map to send
the summand with label m ∈ ji to the summand with label φ(m) via the identity.
Meta Question. For which Gi, Ki, q and abelian group A is the A[FI
×`]-module
HAq,nΓ := Hq(Confn(GΓ);A)
finitely generated?
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2 DANIEL LU¨TGEHETMANN
For A = Z we also write HΓq,n. Part of this question asks how “local” the
homology of configuration spaces of graphs is. In the case of trees with loops (i.e.
graphs that can be constructed by glueing copies of S1 to a finite tree) we proved a
rather strong kind of locality in [CL16] by describing an explicit generating system
of products of 1-classes, and by refining the generating system we can prove in that
case that the answer to the question above includes all trees with loops.
Theorem A. If each of the graphs Gi for 0 ≤ i ≤ ` is a tree with loops, then
H
Γ
q,n is finitely generated in degree (ζ, ζ, . . . , ζ) for each q, n ∈ N, where ζ = ζn,q =
min{2n, n+ 3q}.
For general graphs, we restrict ourselves to the first homology and recover an
analogous statement:
Theorem B. For any choice of graphs Gi and Ki the FI-module H
Γ
1,n is finitely
generated in degree (n+ 3, n+ 3, . . . , n+ 3) for each n ∈ N.
Finally, wedging arbitrary graphs along a single vertex also gives representation
stability.
Theorem C. If each graph Ki is a single vertex v ∈ G0 then HΓq,n is finitely
generated in degree (n+ 3, n+ 3, . . . , n+ 3) for each q, n ∈ N.
Remark 1.1. If at least one of the Ki has valence at least three inside Gi, then
the proof of Theorem C actually shows that the FI-module is generated in degree
(n+ 1, . . . , n+ 1).
Corollary 1.2. In the same situation as in the theorems above, choose any non-
decreasing (component-wise) functor
F : FI→ FI×`,
then the FI-module H
Γ
q,n ◦ F is finitely generated. In particular, the sequence
Hq(Confn(GΓ ◦ F );Q)
is representation stable and therefore the dimension of the sequence of vector spaces
is eventually polynomial.
Corollary 1.3. Let G,K be finite graphs with base point and define
Gk := G ∨K ∨ · · · ∨K︸ ︷︷ ︸
k times
.
Then the FI-module Hq(Confn(G•)) is finitely generated in degree n+3. In particular,
the sequence Hq(Confn(G•);Q) is representation stable and therefore the dimension
of the sequence of vector spaces is eventually polynomial in k.
Remark 1.4. The fact that the dimension of this sequence is bounded from above by a
polynomial can be seen more easily if G and K are trees: from [Ghr01, Theorem 2.6,
p. 8] we know that the rank of the first homology of star graphs is polynomial in the
number of edges. This implies that the size of the generating set for Hq(Confn(Gk))
described in [CL16, Theorem 2, p. 2] is polynomial in k, giving a polynomial upper
bound for the rank. More recently, it was proved that for a very general class
of graph stabilizations the corresponding sequence of homology of configuration
spaces is representation stable (although without computing the explicit degree),
see [RW17, Theorem G, p. 4].
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Remark 1.5. In a previous version of this paper, we studied stabilization of graphs
along an interval or a circle. The proofs used results from [CL16], which had to
be corrected. Without those results, it is much more tedious to compute the exact
degree of stability, which is why we do not treat those types of stabilization in this
paper as the statements were merely meant as a showcase on how to use the proof
techniques for related problems. It is, however, easy to see that the homology of
configuration spaces of such stabilizing graphs are representation stable of some
(unknown) degree, for a straightforward proof see e.g. [RW17, Theorem G, p. 4].
1.1. Acknowledgements. The author was supported by the Berlin Mathematical
School and the SFB 647 “Space – Time – Matter” at Berlin. I would like to thank
Peter Patzt and Elmar Vogt for fruitful discussions.
2. Representation stability and FI×`-modules
In [CF13], Church and Farb introduced the concept of representation stability.
We now recall the concept in the case of the symmetric group Σk, for more details
see [CF13, Section 2.3, p. 19].
Let {Vk}k∈N be a sequence of Σk-representations over Q with linear maps
φk : Vk → Vk+1
which are homomorphisms of QΣk-modules. Here we consider Vk+1 as QΣk module
by the standard inclusion Σk ↪→ Σk+1.
To describe stability for such a sequence, we need to compare Σk-representations
to Σk′ -representations for k
′ > k. Recall that the irreducible representations of Σk
over the rational numbers are in one to one correspondence to partitions λ of k.
Given a partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λ` ≥ 0) of k, define for k′ − k ≥ λ1 the
irreducible Σk′-representation V (λ)k′ to be the one corresponding to the partition
(k′ − k, λ1, . . . , λ`). Each irreducible representation can be written like this for a
unique partition λ. For more details, see [CF13, Section 2.1, p. 14] and [FH91].
Definition 2.1 ([CF13, Definition 2.3, p.20]). The sequence {Vk} is (uniformly)
representation stable if, for sufficiently large k, each of the following conditions holds.
• φk : Vk → Vk+1 is injective.
• The QΣk+1 submodule generated by φk(Vk) is equal to Vk+1.
• Decompose each Vk into irreducible representations
Vk =
⊕
λ
cλ,kV (λ)k
with multiplicities 0 ≤ cλ,k ≤ ∞. Then there exists an N ≥ 0 such that for
each λ, the multiplicity cλ,k is independent of k ≥ N .
This reduces the description of the infinite sequence of Σk-representations to a
finite calculation.
In [CEF15], Church-Ellenberg-Farb introduced the notion of FI-modules, which
we now recall. Let FI be the category with objects all finite sets and morphisms
all injective maps. We often consider the skeleton of this category given by the
restriction to the finite sets n := {1, . . . , n} for n ≥ 0.
Definition 2.2. Let R be a commutative ring. An R[FI]-module V• is a functor
V• : FI→ RMod.
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It is said to be finitely generated in degree ` if there exists a finite set X of elements
in ⊔
S∈FI
|S|≤`
VS ,
such that the smallest sub-FI-module containing all these elements is V•. Here, |S|
is the cardinality of S.
For sequences of finite dimensional representations, the notion of a finitely
generated FI-module is a generalization of representation stable sequences by the
following result:
Theorem 2.3 ([CEF15, Theorem 1.13, p. 8]). An FI-module V• over a field
of characteristic 0 is finitely generated if and only if the sequence k 7→ Vk is
representation stable and each Vk is finite dimensional.
This result reduces the uniform decomposition of the representations Vk to finding
a finite set of generators. Furthermore, Church-Ellenberg-Farb proved that the
dimension of representation stable sequences grows polynomially:
Theorem 2.4 ([CEF15, Theorem 1.5, p. 4]). Let V• be an FI-module over a field
of characteristic 0. If V• is finitely generated then the sequence of characters χV• is
eventually polynomial. In particular, dimVk is eventually polynomial in k.
In order to describe stabilization in multiple directions we look at the product
category FI×` consisting of ` ≥ 1 copies of the category FI. An FI×`-module is then
a functor FI×` → RMod, the notion of finite generation is defined analogously.
To define such a module, it is sufficient to define it on the skeleton consisting
of the objects (j1, . . . , j`) for ji ∈ N and the morphisms between them. In the
introduction we defined GΓ for those objects. To define the images of morphisms,
notice that each summand of Gi can be labeled by a number between 1 and ji. For
a map φ : ji ↪→ j′i we define the induced map to send the summand with label m ∈ ji
to the summand with label φ(m) via the identity.
Clearly, if V is a finitely generated FI×`-module and F : FI→ FI×` is any non-
decreasing functor, then the FI-module F ∗V := V ◦ F is finitely generated: since F
is non-decreasing, each component of F is either eventually constant or unbounded.
3. Generators for the homology of configuration spaces of graphs
In this section, we give an overview over the results of [CL16] that we need in
this paper.
3.1. Configurations in trees with loops. We need the following definitions from
the mentioned paper.
Definition 3.1. A homology class σ ∈ Hq(Confn(G)) is called the product of classes
σ1 ∈ Hq1(ConfT1(G1)) and σ2 ∈ Hq2(ConfT2(G2)) if it is the image of σ1⊗σ2 under
the map
Hq(Confn(G1 unionsqG2))→ Hq(Confn(G))
induced by an embedding G1 unionsqG2 ↪→ G. Analogously, we define iterated products.
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Definition 3.2. For k ≥ 3 let Stark be the star graph with k leaves, let H be the
tree with two vertices of valence three and let S1 be the circle with one vertex of
valence 2. We call a class σ ∈ H1(Confn(G)) basic if there exists a piecewise linear
embedding ι of H, S1 or Stark for some k into G such that σ is in the image of the
induced map H1(Confn(ι)).
We will use the following result:
Theorem 3.3 ([CL16, Theorem D, p. 3]). Let G be a finite graph. Then the first
homology of Confn(G) is generated by basic classes. If G is a tree with loops, then
H∗(Confn(G)) is free and generated by products of basic classes.
Remark 3.4. We will also use that the embeddings of H can be chosen such that
they contain precisely two essential vertices, which can be arranged by splitting
an H-graph containing k such vertices into k − 1 of them, each containing exactly
two vertices. Also, after fixing those two vertices, we can choose the edges of the
embedded H-graph arbitrarily: in the proof of the theorem above we only needed
that the valence of the vertices is at least three. The cycles given by different choices
of edges differ by cycles in the stars of the corresponding vertices. See [CL16] for
details.
3.2. The combinatorial model. In this paper, we will use the same combinatorial
model of the configuration space of a graph as in [CL16]. We only briefly sketch the
construction, for more details see [CL16] and [Lu¨14].
Definition 3.5 (Cube Complex, see [BH99, Definition I.7.32]). A cube complex K is
the quotient of a disjoint union of cubes X =
⊔
λ∈Λ[0, 1]
kλ by an equivalence relation
∼ such that the quotient map p : X → X/∼ = K maps each cube injectively into K
and we only identify faces of the same dimensions by an isometric homeomorphism.
Remark 3.6. The definition above differs slightly from the original definition by
Bridson and Ha¨fliger, in that it allows two cubes to be identified along more than
one face.
Proposition 3.7 ([CL16, Proposition 2.3, p. 4]). Let G be a finite graph and
n ∈ N. Then Confn(G) deformation retracts to a finite cube complex of dimension
min{n, |V≥2|}, where V≥2 is the set of vertices of G of valence at least two.
The basic idea of the combinatorial model is to keep all particles on any single
edge equidistant at all times. Moving one of the outmost particles from an edge to
an empty essential vertex is then given by decreasing the distance of this particle
from the vertex, while simultaneously increasing the distance between the particles
on this edge. Once the particle reaches the vertex, all remaining particles on the
edge will be equidistant again.
More formally, the 0-cubes of the combinatorial model are all those configurations
where all particles in the interior of each edge cut the edge into pieces of equal length.
A k-dimensional cube is given by choosing such a 0-cell, k distinct particles sitting on
distinct vertices and for each of those particles an edge incident to the corresponding
vertex. The i-th dimension of the cube [0, 1]k then corresponds to moving the i-th
of those k particles from their position on the vertex onto the edge, where at time
zero the particle is on the vertex and at time 1 it is on the edge. Remember that
if there are already particles on the edge then they continuously squeeze together
to make room for the new particle (it is also possible that two particles move onto
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the same edge from different sides). Such a choice of k movements determines a
k-cube if and only if we can realize the movements independently, namely if no
two particles move towards the same vertex. This describes the cube complex as a
subspace of the configuration space.
Each vertex can only be involved in one of those combinatorial movements at the
same time, so the dimension of this cube complex is bounded above by the number
of essential vertices.
For an example, see Figure 1. When we write Confn(X), we from now on mean
the combinatorial model, unless stated otherwise.
1
2
12
1
2
Figure 1. The combinatorial model of Conf2(Y ). Each edge
corresponds to the movement of a single particle from the essential
vertex onto one of the three edges. Moving along the embedded
circle the two particles move alternatingly onto the edge that is not
occupied by the other particle.
4. Proof of the main theorems
We first prove Corollary 1.3 for star graphs by hand.
Proposition 4.1. Corollary 1.3 is true for G the point and K the interval [0, 1]
with 0 as base point.
Remark 4.2. For n = 2 the argument presented below is easily modified to show
that H1(Conf2(G•)) is generated in degree n+ 2 = 4. Since n+ 3 ≤ 2n for n > 2,
this shows that H1(Confn(G•)) is generated in degree 2n, which will be used in the
proof of Theorem A.
Proof of Proposition 4.1. The combinatorial model of this configuration space is a
graph (c.f. [Ghr01, Theorem 2.6, p. 8], [Lu¨14]), so we only need to consider 1-cycles.
Choose any subgraph Star3 ⊂ Stark. Let C be a 1-cycle, then the claim is that we
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can write C as a sum of cycles where each particle uses at most one edge outside of
Star3.
Let x be a particle and choose a 0-cube ν of C where x sits on the vertex of the
star. If this does not exist, then x is fixed and therefore uses at most one edge and
we have nothing to prove for this particle. Now move along a path γ of 1-cubes in
the cycle until x sits on the vertex again and there exists a continuation such that
the next 1-cube would move x onto an edge of Stark −Star3 for the second time.
We denote the corresponding terminal 0-cube of γ by ν′. Now choose the following
path γ′ back to ν, during which x always stays in Star3: move x onto an edge e1 of
Star3 and keep it there. Follow γ back ignoring the movement of x and using the
connectedness of the configuration space of Star3 to move x out of the way if other
particles need to move along e1. Finally, move x back to the vertex.
This decomposes C into two cycles: the cycle γγ′ and C with γ replaced by
γ′−1. In the first of those two cycles the particle x only visits one edge not in Star3.
Continuing this process, we eventually exhaust all 1-cubes of C and get a sum
decomposition of C where in each summand x visits only Star3 and at most one
additional edge.
Since we did not increase the number of edges outside of Star3 visited by any
other particle, we can repeat this for every x and get a sum decomposition of C of
the required form.
Consequently, for each N ≥ n+3 we can generate H1(Confn(GN )) by cycles such
that each one of them is supported in some subgraph Starn+3 ↪→ GN . Therefore,
the ZΣN -span of the image of the map
H1(Confn(Gn+3))→ H1(Confn(GN ))
is the whole module and the FI-module H1(Confn(G•);Z) is finitely generated in
degree n+ 3. 
Proof of Theorem A. Let n > 1 and let (k1, . . . , k`) be such that each ki is at least
ζ = min{2n, n + 3q}. By Theorem 3.3, the homology of Confn(G(k1, . . . , k`)) is
generated by products of basic cycles. By Remark 3.4, we can assume that the
embedded H-graphs contain exactly two vertices because ki > 3 and therefore the
valence of all internal vertices is at least three. In the following, we will say that
a particle meets a copy of some Gi if it moves into the part not contained in G0,
namely the part Gi −Ki.
Each H-class meets at most 3 copies of each Gi by Remark 3.4. Since each
H-class consists of m ≥ 2 particles, we have 3 ≤ ζm,1.
Each star class with m particles can be written as a linear combination of
generators such that each is using only ζm,1 different edges by Proposition 4.1 and
Remark 4.2. Therefore, each summand visits at most ζm,1 distinct copies of each of
the Gi.
The only embedded copies of S1 are given by self loops at one of the vertices, so
each S1-class meets at most one of the copies of one of the Gi.
Each of the non-moving particles meets at most one of the copies. Hence, we can
generate the whole homology by classes which each meet at most
ζm1,1 + · · ·+ ζmq,1 + (n−m1 − · · · −mq) ≤ min{2n, n+ 3q} = ζn,q
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different copies of each of the Gi. This implies that the Z[Σk1 × · · · × Σk` ]-span of
the image of
Hq(Confn(G(ζ, . . . , ζ)))→ Hq(Confn(G(k1, . . . , k`)))
is the whole module, finishing the proof. 
Proof of Theorem B. By Theorem 3.3, the homology group H
Γ
1,n is generated by
basic classes. Fix (k1, . . . , k`) such that ki ≥ n+ 3 for each i. Each H-class meets
at most three copies of each Gi by Remark 3.4. Star classes involving k particles
can be written as sums of other star classes, each meeting at most k + 3 copies
of each of the Gi by Proposition 4.1. Every S
1-class can be written as a sum of
S1-classes such that each of them meets at most two copies of each of the Gi: choose
a spanning tree for each connected component of G(1, . . . , 1) ⊂ G(k1, . . . , k`) and
extend it to spanning trees for the connected components of G(k1, . . . , k`). The
inclusion G(1, . . . , 1) ↪→ G(k1, . . . , k`) is a pi0-isomorphism, so this construction
ensures that this forest restricted to the union of G(1, . . . , 1) and a copy of one of
the Gi still gives a spanning forest. The cycles corresponding to the edges outside
of that spanning forest thus stay inside this copy and G(1, . . . , 1), so they meet at
most two copies of each Gi.
The non-moving particles meet at most one copy each, so each class can be
written as a sum of classes meeting at most n+ 3 copies of each of the Gi. 
For the proof of Theorem C we need the following definition:
Definition 4.3 ([Lu¨17, Definition 3.6, p. 41]). For finite sets T ⊂ S, a finite graph
G and a subset K ⊂ G define
ConfS,T ((G,K)) = {f : S ↪→ G | f(T ) ⊂ K} ⊂ ConfS(G).
Additionally, we use the following result, whose proof we sketch here for the
readers convenience.
Proposition 4.4 ([LRM18, Proposition 5.6, p. 8]). For each n ≥ m and each
graph G with at least one essential vertex there exists a map
Confm(G)→ Confn(G)
which composed with the forgetful map
Confn(G)→ Confm(G)
is homotopic to the identity. In particular, we have that H∗(Confm(G)) is a direct
summand of H∗(Confn(G)).
Sketch of proof for the case n = m+ 1. We define the map between the combina-
torial models as follows: Choose an essential vertex v and three edges e1, e2, e3
incident to v.
For each k-cube in the combinatorial model of Confm(G) where no particle moves
from e1 towards v simply add particle n = m+ 1 onto e1 between v and all other
particles on e1.
Given a cube where one particle p moves from e1 towards v we consider the
following sequence of movements: move particle n via v onto e2, move p via v
onto e3, move n back onto e1 and finally move p onto v. These movements are
independent of the movements of the other particles in the chosen cube, so we can
replace the movement of p with this sequence. This defines a union of cells in the
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combinatorial model of Confn(G), and we define our map to stretch the cube we
started with onto this strip of cells, see Figure 2. It is straightforward to check that
this gives a continuous map with the desired properties. 
1
2
→
13
2
1
3
2 1
3
2 1
3
2
Figure 2. Replacing a 2-cell by a strip of 2-cells to construct a
map Conf2(G) → Conf3(G). The vertical direction in the cubes
corresponds to the movement of particle 2, the seven small rectangles
above are stretched to the seven squares below.
Proof of Theorem C. From now on, we will assume that each Gi has at least one
edge, i.e. Gi 6= Ki, and we will write G = G(k1, k2, . . . , k`) for some fixed numbers
k1, . . . , k` ≥ n+ 3. Choosing three edges incident to v, the subgraph of G consisting
of v and these three edges intersects at most three Gri outside of G0 := G(0, . . . , 0)
and is called the base graph of G and is denoted by Gbase.
For this proof only we say that a cellular chain
X ∈ Cq(Confn(G)) = Ccellq (Confn(G))
representing a homology class is bounded of degree 0 ≤ m ≤ n if it is in the image
of the map
Cq
(
Confn,m(G,Lm)
)→ Cq(Confn(G)),
induced by the inclusion, where Lm is some subgraph of G given by the union of
Gbase and m different G
r
i . A homology class in Hq(Confn(G)) is bounded of degree
m if it can be represented by a cellular chain with this property, and the homology
group Hq(Confn(G)) itself is said to be bounded of degree m if it is generated by
all classes bounded of this degree.
We will proceed by proving that Hq(Confn(G)) is bounded of degrees m = 0, . . . , n
via induction on m. For the base case m = 0 there is nothing to prove, so let’s
assume that m > 0 and that Hq(Confn(G)) is bounded of degree m − 1. It now
suffices to show that each class bounded of degree m− 1 can be written as a sum of
classes which are bounded of degree m.
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Let X be a q-dimensional cellular chain representing such a class, then by
definition the particles 1, 2, . . . ,m− 1 meet only a graph Lm−1 given by the union
of the base graph and m − 1 different Gri . Let particle m be on some subgraph
Gr0i0 − {v} of G− Lm−1 for some cell of X, and define Lm := Lm−1 ∪Gr0i0 . If such
a cell would not exist, then X itself is bounded of degree m and there would be
nothing to show.
Otherwise, consider X as a cellular chain of Confn,m−1(G,Lm−1). Let XLm be
the part of the linear combination X given by all cells where particle m does not
leave Lm. The boundary Y = ∂XLm has the particle m fixed on the vertex v and
by ∂Y = ∂2XLm = 0 we see that Y represents a class in Hq−1(Confn,m(G,Lm−1)).
As XLm bounds Y , this is the trivial homology class, and we claim that there exists
a cellular chain
X ′Lm ∈ Cq(Confn,m(G,Lm−1)) ⊂ Cq(Confn,m−1(G,Lm−1))
that bounds Y without the particle m meeting the complement of the base graph
Gbase.
The class [Y ] is trivial in Hq−1(Confn,m(G,Lm−1)), so its image under the
projection
Hq−1
(
Confn,m(G,Lm−1)
)→ Hq−1(Confn−{m},m−1(G,Lm−1))
is also trivial. Choosing an explicit bounding chain for the image of Y under
the corresponding map of cellular chain complexes, we can use Proposition 4.4
to put the particle m onto an edge e of Gbase incident to v, giving a chain in
Cq
(
Confn,m(G,Lm−1)
)
bounding a chain Y˜ that is almost equal to Y : the particle
m is fixed on the edge e instead of v (in Y no particle moves towards v). Therefore,
Y˜ is homologous in Confn,m(G,Lm−1) to Y , giving the required chain X ′Lm .
Now XLm − X ′Lm is a chain where m does not leave Lm, so it represents a
homology class that is bounded of degree m, and in X − (XLm −X ′Lm) (the rest of
X) the particle m does not meet Gr0i0 − {v}. Repeating this procedure eventually
leads to a decomposition of X into chains that are bounded of degree m.
By induction, the homology is generated by classes that are bounded of degree n,
and since those classes meet at most n+ 3 different Gri (or n + 1 if Gbase can be
choosen to be contained in a single Gri ), this concludes the proof. 
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