Separate-and-conquer type rule induction algorithms such as Ripper, solve a K > 2 class problem by converting it into a sequence of K − 1 two-class problems. As a usual heuristic, the classes are fed into the algorithm in the order of increasing prior probabilities. Although the heuristic works well in practice, there is much room for improvement. In this paper, we propose a novel approach to improve this heuristic. The approach transforms the ordering search problem into a quadratic optimization problem and uses the solution of the optimization problem to extract the optimal ordering. We compared new Ripper (guided by the ordering found with our approach) with original Ripper (guided by the heuristic ordering) on 27 datasets. Simulation results show that our approach produces rulesets that are significantly better than those produced by the original Ripper.
, fuzzy rough set [4, 20, 25] , neural networks [12] to extract rules from data.
Divide-and-conquer algorithms greedily find the split that best separates data in terms of some predefined impurity measure such as information gain, entropy, Gini index, etc. After dividing examples according to the best split, the algorithms conquer each part of the data by finding next best splits recursively. In this case, previously learned splits in the parent nodes directly influence the data of the descendant nodes. Divide-and-conquer algorithms use stepwise-improvement [6, 17] , neural networks [11] , linear discriminant analysis [10, 14, 26] , support vector machines [2, 23] to learn trees from data. This paper is mainly related with the algorithms following separate and conquer strategy. According to this strategy, when a rule is learned for class C i , the covered examples are removed from the training set. This procedure proceeds until no examples remain from class C i in the training set. If we have two classes, we separate positive class from negative class. But if we have K > 2 classes, as a heuristic, every class is classified in the order of their increasing prior probabilities, i.e., in the order of their sample size. The aim of this paper is (i) to determine the effect of this ordering on the performance of the algorithms and (ii) to propose a better algorithm for selecting the ordering.
Ripper, arguably one of the best algorithms following separateand-conquer strategy, learns rules to separate a positive class from a negative class. In the example above, Ripper first learns rules to separate class iris-setosa from both classes iris-versicolor and irisvirginica, then learns rules to separate class iris-versicolor from class iris-virginica. The ordering of classes is selected heuristically and may not be optimal in terms of error and/or complexity. In Fig. 1 we see an If (x 1 < 3) and (x 2 < 1) Then class = Else If (x 1 > 1.5) and (x 2 < 1.5)
If (x 1 < 1.5) Then class = Else class = example case, where two different orderings produce two different rulesets with the same error but different complexity, one composed of four rules with six terms, other composed of three rules with four terms. Although we prefer the second ordering, the heuristic may lead us to the first ordering.
In this paper, we propose an algorithm to find the optimal class ordering. Pairwise error approximation (PEA) assumes that the error of an ordering is the sum of K(K − 1)/2 pairwise errors of classes. We train a random set of orderings and use the test error of them as training data to estimate the pairwise errors. Given the estimated pairwise errors, the algorithm searches for the optimal ordering exhaustively.
In the earlier version of this work [1] , we proposed unconstrained quadratic optimization for extracting the optimal ordering; this present paper extends (i) the quadratic optimization by both formulation and explanation, (ii) the experiments significantly to include newer results on significantly more datasets. In the former publication, the quadratic optimization is not constrained and therefore can be easily (but sometimes wrongly in terms of pairwise error estimations) solved by just taking derivatives. In this paper, we constrain the quadratic optimization problem, and now the pairwise error estimations must obey the constraints. This paper is organized as follows: In Section 2, we explain the rule induction algorithm Ripper. In Section 3 we explain our novel PEA algorithm. We give our experimental results in Section 4 and conclude in Section 5.
Ripper
Ripper learns rules from scratch starting from an empty ruleset. It has two phases: in the first phase, it builds an initial set of rules, one at a time, and in the second phase, it optimizes the ruleset m times [8] .
The pseudocode for learning ruleset from examples using Ripper is given in Fig. 2 to represent all the rules in the ruleset, plus the description length of examples not covered by the ruleset. Ripper uses DescLen = ||k|| + k log 2 n k
bits to send rule r with k conditions, where n is the number of possible conditions that could appear in a rule and ||k|| is the number of bits needed to send the integer k [8] . If there are no remaining positive examples (line 7) rule adding stops. After learning a ruleset, it is optimized twice (line 18). Fig. 3 shows the pseudocode of growing a rule. Learning starts with an empty rule (line 2), and conditions are added one by one. At each iteration, the algorithm finds the condition with maximum information gain on the dataset D (line 4) by using the information gain defined as follows
where N is the number of examples, N + is the number of true positives covered by rule R and N , N + represent the same descriptions for the candidate rule R . s is the number of true positives after adding the condition in R [19] . When the best condition is found, we add that condition to the rule (line 5). We stop adding conditions to a rule when there are no negative examples left in the grow set (line 3).
The pseudocode for pruning a rule is given in Fig. 4 . We search for a condition whose removal causes the most increase in rule value metric (lines 9-12) and if such a condition is found, we remove it (lines 14 and 15). Rule value metric is calculated by
where N + and N − are the number of positive and negative examples covered by R in the pruning set D. We stop pruning when there is no more improvement in rule value metric (line 4). 
Pairwise error approximation
In the training of Ripper, the ordering of classes is selected heuristically and may not be optimal in terms of error and/or complexity. A common approach that is used in covering algorithms is training the classes in the order of their increasing prior probabilities. At each iteration of the covering algorithms, the examples (even false positives) covered by the rule are removed from the training set. Removing examples during the training causes order dependencies between rules [3] . The last learned rule is dependent on the previous rules and their covered examples.
Our proposed algorithm, pairwise error approximation, assumes that the expected error of an ordering, that is, the expected error of the Ripper algorithm trained with that ordering, is the sum of K(K − 1)/2 pairwise expected errors of classes. The algorithm then tries to estimate the expected error contribution of each pair of classes. More formally, the expected error of the Ripper algorithm with ordering π is defined as
where π j represents jth class in permutation π and e π j π k represents the error contribution of separation of class π j from class π k . For example, the expected error of the ordering (three class problem) is defined as
e π j π k contains two types of instances (see Fig. 5 ):
• False positives, instances of class π k covered by the rules of class π j , in other words, given class confusion matrix C, the element c kj .
• False negatives, instances of class π j covered by the rules of class π k , in other words, given class confusion matrix C, the element c jk . Since we cannot estimate e jk from a single ordering, we run Ripper algorithm T times with T random orderings π (i) and get the test errors E π (i) . Average estimation error over T runs is then defined as
An ordering with K classes has K(K − 1)/2 different e jk pairs. Since the number of all possible pairs is K(K − 1), each e jk will appear T/2 times in T random orderings approximately.
In order to minimize the average estimation error, we form the following quadratic programming problem Min.
whereê jk 's are unknown variables and N j represents the number of examples of class j. After solving the quadratic program, we have the error contributions of all class pairsê jk and can estimate the error of any ordering π (i) using Eq. (4) without actually running Ripper with that ordering π (i) . Not only that, we can also search all possible class orderings to get the best ordering exhaustively π best = arg min
The pseudocode of PEA is given in Fig. 6 . The algorithm tries to estimate the expected error contribution of each pair of classes. There are K(K − 1)e jk pairs for a dataset with K classes. It initially generates T random orderings (line 4). Ripper is trained with these T orderings via 10-fold cross-validation (line 5). We construct the quadratic program QP using the test errors of these T orderings (line 6). After solving QP (line 7), the best ordering is obtained by searching over all possible orderings exhaustively (lines 8-15).
The time complexity of PEA is O (TCdN log N) If the number of classes in a dataset is large (K > 15), searching the best ordering exhaustively (lines 8-15) becomes unfeasible. In those cases, one can resort to any heuristic algorithm to solve the exhaustive search problem, which is actually a traveling salesman problem with K cities. Note that, when we use any heuristic algorithm, the ordering found may not be the best ordering.
Experiments

Setup
We did our experiments on 24 datasets taken from UCI repository [5] . We also used 3 bioinformatics datasets (leukemia1, leukemia2, srbct) which contain cancer-related gene expression data [21] . The details of the datasets are given in Table 1 . We use 10-fold crossvalidation to generate training and test sets and we repeat experiments 10 times with different seeds to avoid the randomness factor. For simple datasets, where the number of classes is small (K ≤ 5), we did an exhaustive search over all possible K! orderings. For complex datasets, where the number of classes is large (K > 5), we take T = 50, that is, we run Ripper algorithm with 50 random orderings π (i) .
Primary assumption
In the first part of our experiments, we tested our primary assumption, that is, the expected error of the Ripper algorithm trained with any ordering, is the sum of K(K − 1)/2 pairwise expected errors of classes. Actually, this assumption can be rephrased in another way, the pairwise expected errors of classes (e jk ) are nearly equal in all possible class orderings.
To validate our assumption, we calculate the actual e jk 's for each ordering in each experiment using the confusion matrices of the test results. Table 2 shows the average contribution of pairwise errors (e jk ) to the average test error for each ordering on 3-class datasets. Each cell contains the average of 10 × 10 = 100 e jk 's. In order to test for equality, for each e jk and for each experiment, we did 10-fold paired-t-test between each pairs of ordering. The null hypothesis for H 0 (e jk , π (u) , π (v) ) : e jk in π (u) = e jk in π (v) (9) For example, on 3-class datasets, there are 6 possible e jk 's, and for each e jk , there are 3 possible orderings to choose from and we repeat the experiments 10 times, so there are a total of 6 × 3 × 10 = 180 pairwise tests. For 3-class datasets, on iris, leukemia1, leukemia2, and wine, the assumption is almost correct, if we look the values in each column on those datasets, the pairwise errors do not change much from one ordering to another. Pairwise statistical tests also agree with these results, namely, in 97, 88, 95, and 94% of the cases, the null hypothesis is accepted. On four other datasets, the assumption is partially correct, on balance, hayesroth, and splice, in 53, 52, 50% of the cases, the null hypothesis is accepted. Lastly, three datasets, cmc, tae, and wave do loosely satisfy the assumption; only 29, 32, and 33% of the cases, the null hypothesis is accepted.
For 4-class datasets, the situation is similar. On car dataset, 66% , on srbct dataset, 94%, and on vehicle dataset, 33% of the statistical tests between pairwise errors are accepted. We can conclude that although there are exceptional cases, in general, our assumption about pairwise errors is correct. 
Accuracy of pairwise-error estimation
In the second part of our experiments, we check if our estimations of pairwise errors (ê jk ) and their true values (e jk ) match. Tables 3  and 4 show the average contribution of pairwise errors (e jk ) to the average test error, and their averaged estimated values (ê jk ) found using quadratic programming on 4 and 3 class datasets respectively. For 3-class datasets, on iris, leukemia1, leukemia2, splice, wave, and wine, the estimated and the true values of pairwise errors are close to each other. On the other hand, on balance, cmc, hayesroth, and tae, the estimated values are way off the true values. For 4-class datasets, on car and srbct, the estimation works well, whereas on vehicle at least 5 of the estimated values do not match the true values.
When we combine these results with the previous results, we can say that, if the primary assumption is correct, our algorithm estimates e jk 's well. If the primary assumption is loosely correct, there is a high chance that, the algorithm will fail to estimate e jk 's. But note that, even if we fail to estimate e jk 's, our algorithm may correctly estimate the expected error of orderings π (i) .
Accuracy of test error estimation
In the third part of our experiments, we compare the performance of Ripper trained with our estimated best ordering (π best ), found by using algorithm PEA in Fig. 6 , with the performance of Ripper trained with heuristic ordering (π heuristic ).
For simple datasets, we have the test errors of all possible orderings, therefore we can position π best according to π heuristic . For each dataset, we assign ranks to all K! orderings so that the best gets the rank of 1, the second gets the rank of 2, and so on. We then calculate average ranks of both π best and π heuristic over 10 experiments. Table 5 shows those average ranks with respect to all K! orderings. We also compare the rank performances using Wilcoxon signed-rank test and show statistically significant differences in boldface. First of all, although the heuristic work well for some datasets such as hayesroth, leukemia1, and splice, as the number of classes increases, the performance of π heuristic decreases, which supports our motivation. For example, on balance, cmc, tae, and wave, the number of possible orderings is 6 and the rank of the heuristic ordering is larger than 3, worse than the rank of a random ordering. When the number of classes increases, on car and vehicle datasets, the number of possible orderings is 24 and the rank of the heuristic ordering is near 20, which is significantly worse than a random ordering, which will have a rank of 12.
Second, since our algorithm is informed about all performances of all orderings, as expected, the performance of π best is better than π heuristic . In 7 out of 14 datasets, Ripper algorithm trained with π best is assigned statistically significantly better ranks than the Ripper algorithm trained with π heuristic .
For complex datasets, we take T = 50, that is, we run Ripper algorithm with 50 random orderings π (i) . In this case, since we cannot know the rank performance of Ripper trained with orderings π best or π heuristic (K! is very large), we compare the test errors of the algorithms trained with those orderings. Table 6 shows those average test errors. We also compare the expected errors using paired-t test and show statistically significant differences in boldface.
In this case, although PEA is only informed about a small sample of performances of all orderings, it finds significantly better orderings than the heuristic ordering. In 7 datasets out of 13 datasets, Ripper algorithm trained with π best is statistically significantly better than the Ripper algorithm trained with π heuristic , where the reverse occur only on one dataset. Another important point is, on equally distributed datasets, where the number of instances in each class is the same, heuristic ordering is the same as the random ordering, and in those cases (segment, optdigits, pendigits), PEA is significantly superior compared to the heuristic ordering.
Conclusion
Current heuristic approach used in Ripper that orders the classes in a dataset according to their sample sizes, usually does not give the most accurate classification. In this paper, we propose a novel algorithm to improve this heuristic. Our proposed algorithm PEA, although not guarantees to find a better ordering, is usually better than Ripper proper and can be improved by including more random orderings in the optimization.
This study is an important step for understanding the impact of the training ordering of classes on the performance and thus can be extended via taking each ordering as a classifier and get better classifiers by producing intelligent ensembles of these orderings. The ensemble idea is based on weak classifiers, which are slightly better than random classifiers. Using PEA, we not only can estimate best rule classifiers based on best orderings they are trained upon, but also estimate "worse" classifiers based on worse orderings they are trained upon. Combining those "worse" classifiers may lead us to better ensembles.
