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Résumé – Afin de faire face aux nouveaux besoins des applications d’imagerie numérique et au volume croissant de données qu’elles mani-
pulent, des techniques de compression de plus en plus élaborées sont requises, donnant naissance à de nouveaux standards tels que le tout
récent JPEG2000 pour le codage des images fixes. Dans cet article, nous nous intéressons à l’implantation sur architecture matérielle d’une
chaîne de compression d’images à base de composants virtuels réutilisables. Face à la complexité des algorithmes à implanter et à la variété
des profils d’applications supportés par JPEG2000, les méthodes traditionnelles de conception au niveau RTL trouvent leurs limites, c’est
pourquoi nous proposons de rehausser le niveau d’abstraction de la spécification et de bénéficier des nouveaux outils de synthèse
d’architecture du commerce afin d’introduire la notion de flexibilité architecturale d’un composant virtuel. Nous présentons ici l’application
de notre méthodologie, développée dans le cadre du projet RNRT MILPAT, à la conception d’un composant virtuel de haut niveau pour la
transformation en ondelettes discrète bidimensionnelle.
Abstract – Digital imaging applications have to deal with increasingly large images and require more and more efficient compression tech-
niques. Recent standards for still image coding, such as JPEG2000, aim at fulfilling these new requirements. In this paper, we focus on the
design of an image compression system based on reusing virtual components. We believe that traditional methods for hardware design at the
RT level suffer from heavy limitations that prevent them from efficiently addressing the complex algorithms to implement and the high flexibi-
lity required by the various application profiles supported by JPEG2000. This is the reason why we propose to raise the abstraction level of
the specification and benefit from the emerging commercial behavioral sysnthesis tools in order to introduce the notion of architectural flexi-





Les applications d’imagerie numérique tendent à manipuler
des images de dimensions croissantes. Le stockage et la
transmission via des canaux de communication de tels volu-
mes de données imposent des contraintes fortes sur le dimen-
sionnement des support de mémorisation et de
communication. La compression devient une étape indispen-
sable, permettant de réduire le nombre de bits nécessaires à la
représentation de l’information portée par une image et de
tirer le meilleur parti des capacités de stockage et des bandes
passantes disponibles.
Cependant, le fait de comprimer les images produites par
un dispositif d’acquisition ou de traitement introduit de nou-
velles contraintes liées aux performances du processus de
compression lui-même. D’une part, les méthodes de compres-
sion non réversibles, intéressantes du point de vue des forts
taux de compression qu’elles autorisent, se traduisent par des
pertes d’information qui peuvent nuire à la qualité des ima-
ges : selon les besoins des utilisateurs, un juste compromis
doit être trouvé entre taux de compression et qualité. D’autre
part, plus les images ont une taille importante, plus la com-
pression nécessitera de temps de calcul et de quantité de mé-
moire. La réduction de la durée du processus de compression
tend généralement à préférer aux solutions logicielles une
implantation sous forme d’accélérateurs matériels à base de
circuits spécifiques du type ASIC ou FPGA. Lorsque les algo-
rithmes de compression le permettent, la minimisation de la
quantité de mémoire se fait en spécifiant un motif de traite-
ment « au fil de l’eau », capable de produire les données de
l’image compressée au fur et à mesure que les données image
source lui sont présentées dans un ordre prédéterminé.
Cependant, les algorithmes de compression d’image – et
ceux mis en place dans le standard JPEG2000 en sont une
bonne illustration – tendent à devenir de plus en plus com-
plexes afin de répondre aux deux exigences contradictoires
d’élever le taux de compression tout en conservant une bonne
qualité de restitution. Spécifier une architecture matérielle
compatible avec la norme JPEG2000 exige un effort de
conception conséquent tant pour la spécification de
l’architecture que pour sa validation. De plus, la variété des
paramètres correspondant aux différents profils d’application
du standard JPEG2000 apparaît comme un obstacle à la mise
en place d’une stratégie de réutilisation de blocs fonctionnels
– blocs « transformation en ondelettes » ou « codeur arithmé-
tique », par exemple – déjà conçus par ailleurs sous forme de
composants virtuels. Les méthodes de conception tradition-
nelles au niveau RTL ne permettent pas en effet d’atteindre le
degré de flexibilité escompté et nécessiteraient de coûteuses
et multiples conceptions de composants virtuels corres-
pondant à chaque profil.
L’approche que nous proposons consiste à rehausser le ni-
veau d’abstraction des composants virtuels en tirant profit des
nouveaux outils de synthèse d’architecture émergeant sur le
marché. L’objectif visé est d’une part de faciliter la spécifica-
tion et la validation de ces composants au niveau fonctionnel,
et d’autre part d’introduire une notion de flexibilité architec-
turale, autorisant l’instanciation, à partir d’une même des-
cription de haut niveau, d’architectures variées répondant à
différents jeux de paramètres fonctionnels et respectant diffé-
rentes contraintes de performances – en termes de nombre de
portes, vitesse de traitement, quantité de mémoire, consom-
mation, etc.
Dans cet article, nous présentons l’application de notre
méthode, développée dans le cadre du projet RNRT MILPAT,
à la spécification sous forme de composant virtuel d’un algo-
rithme de  transformation en ondelettes discrète bidimension-
nelle intégrant dans une même description générique les
paramètres supportés par la norme JPEG2000.
2. Normes de compression d’image
Parmi les techniques de compression des images fixes, la
plus répandue est la norme JPEG (Joint Photographic Ex-
perts Group, ITU-T T.81) qui a su répondre aux besoins de
nombreuses applications, notamment dans le domaine de la
photographie numérique et de la transmission de fichiers
images sur Internet (80% des images disponibles sur le web
sont au format JPEG). Des limitations ont cependant été
constatées, consistant notamment en l’apparition d’artefacts
de blocs aux forts taux de compression. L’impact de ces alté-
rations  sur la qualité des images est ressenti plus fortement
dans les domaines où une excellente qualité de restitution est
exigée. C’est le cas par exemple de l’imagerie spatiale [7], de
l’imagerie médicale, et de la photographie numérique.
Le comité JPEG a ainsi décidé de créer une nouvelle
norme, JPEG2000, intégrant des techniques plus performan-
tes afin de répondre aux nouveaux besoins [1]. Les exigences
formulées par les utilisateurs potentiels, en termes de perfor-
mances attendues et de fonctionnalités souhaitées, ont été
regroupées en un ensemble de profils correspondant chacun à
un domaine d’application : Internet, photographie numérique,
imagerie médicale, télécommunications mobiles, imagerie
SAR, télédétection optique, etc. La constitution de ces diffé-
rents profils a servi de support à la sélection d’algorithmes














FIGURE 1. (a) Banc de filtre 1D pour une décomposition dyadique
par convolution ; (b) structure lifting équivalente
La norme JPEG2000 utilise un procédé de décorrélation
basé sur la transformation en ondelettes discrète (DWT) – et
non plus la transformation en cosinus discrète (DCT) – avec
codage spécifique des sous-images [2][3]. Elle fournit égale-
ment une structure d’organisation des données compressées
très flexible. Les stratégies adoptées pour améliorer la qualité
aboutissent à des algorithmes de compression de forte com-
plexité. Du fait de la variété des techniques mises en place
pour répondre aux différents profils, JPEG2000 s’apparente
plus à une « boîte à outils » qu’à un schéma de codage unique.
3. La transformation en ondelettes discrète
3.1 Principe
La transformation en ondelettes discrète (DWT) bidimen-
sionnelle repose sur la notion d’analyse multirésolution d’une
image [4]. Celle-ci est décomposée en un ensemble de sous-
bandes représentant l’information portée par l’image source à
différents niveaux de résolution : l’image d’approximation
(LLN) est une version réduite et lissée de l’image initiale tan-
dis que les images de détails – « horizontaux » (LHn),
« verticaux » (HLn), « diagonaux » (HHn) avec 1 ≤ n ≤ N)
contiennent uniquement des informations relatives à la texture
locale et aux contours des régions de l’image, à une résolution
n donnée et selon une direction donnée. L’algorithme de
MALLAT [5] permet d’obtenir ces sous-images par application
récursive, d’abord sur l’image source puis sur l’image
d’approximation obtenue à chaque niveau, d’un banc de fil-
tres passe-bas/passe-haut appliqué successivement selon les
lignes et les colonnes de l’image à transformer.
La méthode connue sous le nom de « Lifting Scheme » [6],
applicable dans le cas des transformations en ondelettes
biorthogonales, consiste à remplacer la paire de filtres passe-
bas/passe-haut par une structure en échelle mathématiquement
équivalente (FIGURE 1). Les avantages de cette méthode com-
parée à l’algorithme de MALLAT sont d’une part une réduction
de la complexité calculatoire, et d’autre part une exploitation
plus efficace de la mémoire nécessaire au stockage des résul-
tats partiels de calcul.
A la différence de la DCT, la DWT ne fournit pas une mé-
thode de décomposition unique. La norme JPEG2000 ex-
ploite cette flexibilité en donnant le choix entre deux
ondelettes biorthogonales [2] : l’ondelette 9/7 pour la com-
pression irréversible, et 5/3 pour la compression réversible.
En outre, la profondeur d’exploration des niveaux de résolu-
tion est laissée au libre choix de l’utilisateur.
3.2 Transformation en ondelettes lifting au fil
de l’eau
L’algorithme de transformation en ondelettes au fil de
l’eau que nous avons développé est basé sur la méthode du
lifting scheme avec l’ondelette 9/7. L’image à transformer
étant parcourue par blocs de M×N pixels de la gauche vers la
droite et du haut vers le bas, le processus de traitement réalise
pour chaque bloc image source un calcul partiel de la DWT
2D multi-niveaux et donne naissance, d’une part à un bloc de
M×N éléments de l’image transformée, et d’autre part à un
ensemble de résultats partiels de calculs qui devront être
mémorisés afin d’être réutilisés lors de la transformation de
blocs ultérieurs.
Certains choix algorithmiques auront une influence signifi-
cative sur les performances en vitesse et en surface de
l’architecture générée : le fait de spécifier une transformation
sur des blocs de taille M×N autorise au premier niveau de
décomposition N transformations horizontales à s’effectuer en
parallèle, suivies  de M transformations verticales également
parallélisables. D’autre part, l’écriture d’un motif de trans-
formation lifting 1D pour chaque transformation  horizontale
ou verticale autorise soit une implémentation de type séquen-
tiel, dans laquelle les pas de lifting (Pi) et de dual lifting (Ui)
(FIGURE 1) s’enchaînent les uns après les autres ; soit une
implémentation de type pipeline, autorisant l’exécution en
parallèle des calculs correspondant aux Pi et Ui [11].




Un Composant Virtuel, ou IP pour Intellectual Property,
se définit comme un ensemble de fichiers (modèle abstrait
pour évaluation au niveau système, description synthétisable,
bancs de test, scripts, etc.) permettant l’intégration d’un bloc
fonctionnel préconçu – souvent acheté à un fournisseur exté-
rieur – dans le flot de conception d’un système à implanter
sur ASIC ou FPGA. Les formats de description et degrés
d’abstraction d’un composant virtuel font l’objet de recom-
mandations et standards, en particulier de la part du groupe
VSIA (Virtual Socket Interface Alliance) [8], visant à garantir
la « réutilisabilité » d’un bloc – adéquation entre les perfor-
mances annoncées par le fournisseur et celles obtenues par
l’utilisateur ; aptitude à interagir avec l’environnement dans
lequel il sera implanté –, à  standardiser les flots de concep-
tion et d’intégration d’un composant [9], et à fournir un cadre
fiable pour le commerce électronique des composants vir-
tuels. Le niveau d’abstraction le plus élevé admis par VSIA
correspond aux composants virtuels dits soft, dont la descrip-
tion synthétisable est fournie au niveau transfert de registre
(RTL), et destinés à des outils de synthèse RTL tels que De-
sign Compiler de Synopsys.
Une telle description, bien que paramétrable dans un do-
maine limité, ne possède pas de réelle flexibilité architectu-
rale. C’est pourquoi nous proposons de rehausser le niveau
d’abstraction des descriptions en introduisant la notion de
composant virtuel comportemental, décrit sous une forme
algorithmique dans un langage de haut niveau (VHDL, Sys-
temC, etc.) et destiné à être synthétisé par des outils de syn-
thèse d’architecture (HLS pour High-Level Synthesis) du
commerce – capables de produire, automatiquement et en
respectant un jeu de contraintes d’optimisation, une architec-
ture RTL à partir d’une description de niveau comportemen-
tal. Le style de description adopté autorise un haut degré de
flexibilité par le biais d’un jeu de paramètres génériques.
Outre une description algorithmique de la fonction réalisée, 
un composant virtuel comportemental doit comporter une
description de son protocole d’entrée/sortie, ainsi qu’un mo-
dèle flexible de la mémoire nécessaire au traitement.
4.2
 
Application à la conception d’une architec-
ture flexible pour la DWT 2D
Comme nous avons pu l’observer, la variété des paramè-
tres envisageables dans le cas d’une fonction telle que la DWT
est un défi à la spécification d’architectures matérielles pour
JPEG2000 : une architecture universelle aurait une forte
complexité et serait surdimensionnée par rapport à une appli-
cation donnée ; en revanche, la spécification d’architectures
distinctes bien adaptée  à chaque profil d’utilisation nécessite-
rait de nombreuses et coûteuses « re-conceptions ».
L’approche proposée dans le cadre du projet RNRT MIL-
PAT consiste à mettre à profit les nouveaux outils de concep-
tion de haut niveau afin de permettre la génération
automatique d’une variété d’architectures spécifiques à partir
d’une unique description générique [11]. Cette description est
rédigée dans le langage VHDL restreint aux instructions de
niveau comportemental [10].
Le composant virtuel se décompose en quatre unités inter-
connectées : l’Unité de Traitement prend en charge la partie
calculatoire de la DWT ; l’Unité de Contrôle gère l’état de la
transformation (localisation spatiale du bloc à traiter dans
l’image) ; l’Unité de Communication spécifie l’interface entre
le VC et le système dans lequel il s’insère ; l’Unité Mémoire
de Travail gère les accès à la mémoire de stockage des résul-
tats de calculs partiels de transformations 1D verticales.
Les paramètres permettant d’adapter l’architecture à une
application donnée peuvent être répartis en plusieurs catégo-
ries : 1 - Format des données manipulées (taille des images,
taille des blocs, nombre de bits par pixel) ; 2 - Paramètres
algorithmiques (choix de l’ondelette, niveaux de résolution,
parallélisme des motifs lifting 1D) ; 3 - Adaptation à
l’environnement d’intégration (taille des ports d’entrée/sortie,




Nous avons procédé à la synthèse de l’Unité de Traitement
à l’aide de l’outil de synthèse de haut niveau Monet, de
Mentor Graphics, pour différents jeux de paramètres : a)
nombre de niveaux de décomposition en ondelettes (1 ou 2
dans les résultats que nous présentons) ; b) degré de parallé-
lisme des motifs de transformation 1D : séquentiel suivant les
deux directions spatiales (S/S), parallèle horizontalement et
séquentiel verticalement (P/S), parallèle horizontalement et
verticalement (P/P) ; c) cadence de traitement.
Nous nous sommes restreints dans un premier temps à un
modèle d’entrées/sorties dans lequel les données image
source et transformée (blocs de 2×2 pixels pour une transfor-
mation sur 1 niveau ; de 4×4 pixels pour 2 niveaux) sont
échangées avec l’Unité de Traitement sous forme de paquets
de quatre pixels à raison d’un paquet par cycle.
Le TABLEAU 1 présentent les performances maximales que
peut atteindre l’Unité de Traitement en supposant qu’un cal-
cul élémentaire du type « lifting step » s’exécute en un cycle.
La quantité de mémoire nécessaire pour la DWT verticale est
donnée dans le cas d’une image de largeur égale à 256 pixels.
Les FIGURES 2 et 3 illustrent les performances obtenues après
synthèse comportementale, pour différents degrés de parallé-
lisme et différentes contraintes de temps.
Les solutions obtenues permettent de délimiter l’espace
d’exploration architecturale et offrent à l’utilisateur du VC la
possibilité de sélectionner le bon compromis vi-
tesse/surface/quantité de mémoire en fonction des contraintes
de l’application. La synthèse d’architecture nous a permis
d’obtenir, pour chaque degré de parallélisme, des solutions
dont la vitesse maximale est très proche de la limite estimée
(TABLEAU 1). Quelle que soit la contrainte de temps, les ar-
chitectures construites sur le motif « P/P » présentent la sur-
face la plus importante et nécessitent la plus grande quantité
de mémoire : ce motif est intéressant uniquement dans le cas
d’applications exigeant une très grande vitesse de traitement.












N = 1 N = 2 N = 1 N = 2 N = 1 N = 2
S/S 2,5 1,25 8 24 1024 1600
P/S 1,5 0,75 22 66 1024 1600
P/P 0,5 0,25 22 66 2816 4224
A partir des courbes présentées en FIGURES 2 et 3 nous
avons pu exhiber un jeu de solutions correspondant aux ar-
chitectures les moins volumineuses et les moins coûteuses en
mémoire pour une contrainte de temps donnée. Nous les
avons réparties en trois classes dont nous résumons les ca-
ractéristiques dans le TABLEAU 2.
TABLEAU 2. Classes de solutions architecturales















Rapides P/P <  1,5 50 à 75 < 0,75 210 à 230
Moyennes P/S 1,5 à 2,5 45 à 48 0,75 à 1,25 160 à 180
Lentes S/S > 2,5 < 45 ≥ 1,25 < 155
6. Conclusion
L’approche que nous avons mise en place dans le cadre du
projet MILPAT nous a permis de spécifier à un haut niveau
d’abstraction un composant virtuel réutilisable pour la trans-
formation en ondelettes 2D, autorisant à partir d’une unique
description paramétrable la génération d’une variété
d’architectures adaptées à différents profils d’utilisation.
Cette méthode repose d’une part sur les outils de synthèse
d’architecture du commerce, et d’autre part sur un modèle de
spécification au niveau comportemental qui se veut général et
indépendant des outils et des langages. Des travaux futurs
nous permettront de valider notre méthodologie, notamment
en envisageant la synthèse de l’algorithme de transformation
en ondelettes par d’autres outils du commerce, comme Beha-
vioral Compiler de Synopsys.
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FIGURE 2. Performances des solutions architecturales pour une
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FIGURE 3. Performances des solutions architecturales pour une
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