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a b s t r a c t
Wepropose an algorithm for coordinating access to a shared broadcast channel in an ad hoc
network of unknown size n. We reduce the runtime necessary to self-organize access to the
channel over the previous algorithm of Cai, Lu andWang. The runtime of that algorithm is
O(n). The goal of our work is to improve the constant factor in this estimation. Apart from
the experimental evidenceof algorithmquality, weprovide a rigorous probabilistic analysis
of its behavior.
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1. Introduction
We consider an ad hoc network consisting of processing units, called stations, that communicate through a shared radio
channel. The stations are in a small proximity, so each pair of stations can hear each other. For the sake of simplicity we
may also assume that the clocks of all stations are synchronized. We assume that the network is neither coordinated by any
external unit nor by an internal structure established in a self-organization process.
The problem we consider here is the coordination of data transmission through the shared radio channel. We assume
that some stations are active in the sense that they wish to transmit data over the shared channel. Themain difficulty is that
it is unpredictable which stations are active — every station knows only its internal state.
Our goal is to design a protocol such that each of the active stations gets its own time slot for transmission over the shared
channel. Of course, this can be achieved in a similar way as in the case of Ethernet. However, communication bandwidth
of radio networks is limited; in fact, it is the most important bottleneck of wireless systems. For this reason it is necessary
to keep the time overhead of coordination chores as small as possible, and devote the communication capacity, which has
been saved, for workload data. For a radio network, the Ethernet mechanism is not efficient enough — it wastes a lot of
communication time (which is not a big problem for wired environments).
The scenario that we proceed with is that active stations are assigned the subsequent IDs 1, . . . , n. Then these IDs can
be used to transmit data: station i uses the ith transmission period. So, in fact, we reduce the considered problem to the
problem of initialization.
As already said,we consider single-hop networks: amessage sent by one station can be received by all stations.Moreover,
we assume that each station is capable of sensing the carrier. It means that a station can identify the channel status as either
busy (if at least one station is sending a signal) or idle (if no station is sending a signal). While carrier sensing is a standard
✩ A preliminary version of this paper has appeared in [J. Cichoń, M. Kutyłowski, M. Zawada, Adaptive Initialization algorithm for ad hoc radio networks
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Fig. 1. Slot organization according to the algorithm of Cai, Lu and Wang [4].
feature of modern wireless devices [10], the signal is received with a certain delay due to the distance between the stations.
So, if a station finds that the channel is idle, it is not necessarily true, because in the meantime some station might have
started sending a signal. This makes it hard to design a protocol that coordinates who will transmit within a slot. On the
other hand, if two or more stations broadcast messages within the same time, then a collision occurs i.e. interference of
signals makes the messages unreadable.
For the sake of simplicity, we assume that there is a leader in the network that will send acknowledgments. We skip the
details of leader selection (for details see for instance [4]).
1.1. Previous algorithms
Theproblem stated in this paper has been already considered both from a theoretical and a practical point of view. Nakano
and Olariu [8] proposed the following basic algorithm that resembles the Ethernet mechanism. The algorithm works, if the
number of stations n is known. Within a time slot each active station sends a message with probability 1/n. If exactly one
station has transmitted, then it receives the smallest unused ID. This procedure is repeated for the stations having no ID
until no such active station is left. The protocol terminates in time e · n + O(√n log n) with probability exceeding 1 − 1n .
The second protocol from paper [8] can be applied, when the number of stations is unknown. At the beginning all stations
are in the same group. The stations assign themselves into different groups, the groups are split and finally each station is
in a different group. The protocol terminates in time 10n3 + O(
√
n log n) with probability exceeding 1 − 1n . In [9], a hybrid
method for known n is proposed. It has runtime≈ 2.15 · n. A serious drawback of the protocols [8,9] is the assumption that
stations which are transmitting can check if a collision has occurred in the communication channel. However, in a standard
technical setting this is hard to achieve.
Cai, Lu and Wang [4] proposed an initialization algorithm that utilizes carrier sensing. Execution time is split into slots.
During a slot a single active station is selected with high probability. Then, the station selected sends aworkload message. In
more detail: a slot is divided into three minislots (see Fig. 1): initial period (IP), transmission period (TP), acknowledgment
period (AP). In period IP one station is chosen (with high probability), next the period TP is used for sending the workload
message of this station, and finally during period AP correctness of transmission is acknowledged to the station that has
transmitted.
In order to select the station for transmission duringminislot TP each active station chooses a backoff period uniformly at
randomwithinminislot IP. In themoment indicated by the backoff, the station checks whether the communication channel
is busy. If carrier is detected, then the station does not transmit within this slot. Otherwise, it starts to send carrier signal
and continues until the end of TP. During TP it sends its workload message. Of course, it may happen that after the station
with the smallest backoff starts sending carrier signal, the second station monitors the channel and detects no carrier, due
to signal propagation delay. In this case both stations will transmit and a collision will occur. In this way the time of TP will
be wasted.
If the minislot IP is long, then probability of collision is small (exact values depend on actual propagation delays), but
the time overhead due to minislot IP is large. If we reduce the length of IP, then the overhead is reduced, but the number of
trials increases due to more frequent collisions. The runtime achieved depends on propagation delay (see Table 2).
1.2. Our approach
The general organization of our algorithm is a little bit different than that of the algorithm from [4]. Our strategy is to
select a whole group of active stations and assign them consecutive IDs that are used afterward to schedule communication.
We repeat this until all active stations receive IDs. The advantage is that in the case of some failure due to a collision, time
is wasted within the initialization procedure and not within the workload transmission time. We also adjust automatically
the number of active stations.
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Initialization-Algorithm
var N: integer init 1
id : integer ∪ {undef } init undef
p∗ : const float
1. repeat forever
2. wait for begin of a slot
3. γ := rand(0, 1)
4. if γ ≤ p∗ then send 〈msg〉
5. until γ > p∗
6. wait for begin of the next slot
7. receive AP message 〈msg〉 from the leader
8. if msg = SILENCE then
9. repeat
10. wait for begin of the next slot
11. if version = 1 then γ := rand(0, 1)
12. if version = 2 then γ := √rand(0, 1)
13. channel := status of the channel at moment (α − 1)γ
14. if channel = IDLE then transmit 〈carrier〉 for the rest of this slot
15. receive AP message 〈msg〉 from the leader
16. if msg = SINGLE then
17. if channel = IDLE then // my packet has been transmitted
18. set id := N and leave
19. N := N + 1
20. end
21. until msg = SILENCE
22. else
23. repeat
24. wait for begin of the next slot
25. receive AP message 〈msg〉 from the leader
26. until msg = SILENCE
27. repeat
28. wait for begin of the next slot
29. receive AP message 〈msg〉 from the leader
30. if msg = SINGLE then N := N + 1
31. until msg = SILENCE
32. end
Fig. 2. Pseudocode of our algorithm executed by a single station, parameter version indicates the first or the second version of choosing backoff values.
If the (unknown) number of active stations is n, then the expected runtime of our initialization algorithm is (1 + C) · n
(see Section 3.5), whereC is a parameter depending on the propagation delay described in Section 3.5 in a quite complicated
way. Our scheme outperforms [4] concerning the constant in front of n. In this time estimation 1 denotes the time necessary
for an acknowledgment message of a single station. The algorithm is of the Las Vegas type, so if a station receives an ID for
sending data it guarantees a collision free transmission.
2. Algorithm description
In this section we present the crucial part of our solution, that is, the initialization algorithm. The remaining standard
details can be easily established.
Execution time is divided into slots. Each slot consists of two parts: the first one is used for transmissions by the active
stations according to the protocol. The second part of a slot is devoted to sending acknowledgments by the leader.
In order to be able to compare the results easily, we use notation from paper [4]: we assume that the acknowledgment
part has length 1, the whole slot has length α. Let λ be the maximum propagation delay of a signal in the network [4]
normalized to the length of the acknowledgments. The transmission radius for the stations in the single-hop ad hoc network
is limited in practical situations and is usually less than 1000m, so λ 	 1. Let δ = λ
α−1 be the relative length of propagation
delay.
Nowwe give an informal description of our algorithm. The pseudocode executed by a single station is presented in Fig. 2.
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The main loop from line 1 is executed until the station becomes initialized, that is, it gets an ID. This may happen in
line 18: at this moment the variable id is set, it holds the ID obtained by the station in the initialization process. The variable
N holds the smallest free ID. Initially it equals 1 and is incremented every time some station is initialized.
From the conceptual point of view, the algorithm executes a number of stages corresponding to executions of the main
loop; during a stage a group of stations receive their consecutive numbers. Lines 1–5 of the pseudocode are responsible
for selecting this group. In line 8 it is checked, if the station belongs to the group. If not, then the lines 23–31 are executed
for keeping track which ID numbers are assigned within the group. If yes, assigning the ID is performed in lines 9–21 and
follows the general idea of the algorithm from paper [4].
Now let us consider the procedure from lines 1–5 in which a group of stations is selected. From a global point of view
some number of trials is executed there. During each trial a station ‘‘tosses a biased coin’’ and wins with probability p∗. We
consider the winners — the stations that have won during each trial so far. At each trial the number of winners decreases
and finally at some trial all the remaining winners loose. These stations form a group of stations called the final winners. The
main point is that the size of the group of final users depends mainly on the probability p∗ .
Determining whether a station is a final winner is based on the acknowledgment received at the end of the trial which
occurs after the trial during which the station has lost (lines 6–7). For this purpose each winner transmits carrier signal
during the first part of the trial. So, if there is some station which transmits a message (line 4), then the acknowledgment
for this slot contains the message BUSY. Hence, those stations which received the message SILENCE and were winners in the
last trial belongs to the group of final winners.
In line 8 a station checks if it is a final winner. If yes, then the loop in lines 9–21 is executed. Otherwise the lines 23–31 are
executed. In the first case, the station is assigned an ID and leaves the set of stations that are participating in initialization
process. In the second case the station is keeping track of what happens. First, it waits until the group of final winners is
selected — lines 23–26 correspond to this task. Then in lines 27–31 the station increments its counter N each time a station
receives an ID.
Let us turn our attention to the procedure of assigning IDs to the final winners. For this purpose the final winners execute
a procedure based on the algorithm from [4]: each of, saym, the final winner generates a backoff value γi ∈ [0, 1] uniformly
at random (line 11) and senses the channel at time γi within the slot (line 13). If the channel is busy, then the station is not
trying to get ID in this slot. Otherwise, it starts sending a carrier signal. Therefore it can be guaranteed that a single station
transmits in the slot, only if γ(2)−γ(1) > δ, where γ(1), . . . , γ(m) denote the backoff values after sorting them. The probability
of this event is (1 − δ)m (see [5]). In lines 17–18, a station is assigned an ID. Two conditions must be fulfilled in order to
make it happen: in line 13 the station has to find the channel in the state IDLE and, in line 15, the leader has to confirm that
the status of the channel is SINGLE. If a station detected a carrier while executing line 13 and the acknowledgment indicated
status SINGLE, then the station knows that some other station receives the ID. So N has to be incremented (line 19).
The loop in lines 9–21 is repeated until all final winners have transmitted successfully. This moment can be detected
easily: this is the first slot such that no carrier signal is sent. Indeed, every final winner with no ID either transmits carrier
or detects that somebody is already transmitting. Therefore there is no carrier only in the case that no final winner without
an ID is left.
In the first version of our algorithm we follow the strategy of choosing backoff values uniformly at random (line 11).
However, we may choose other probability distributions and check for performance results. Surprisingly, uniform
distribution is not the best one. The second version of the algorithm (see line 12) uses a certain non-uniform distribution.
We shall see that this version of the algorithm achieves better runtime efficiency.
2.1. Problems
While it is quite obvious that the algorithm presented is correct, it is unclear which choice of parameters yields the best
results. The first central question is the choice of probability p∗. If p∗ is small, then the group of final winners is selected fast
— we do not waste much time for lines 2–7. However, then the group of final winners is larger than in the case when p∗ is
large. So the procedure in lines 9–21 is executed longer. It is not clearwhich choice of parameters is the best one. Complexity
of the problem is increased by the fact that execution time in lines 9–21 depends also on δ.
We see that an analysis of algorithm’s behavior for diverse choices of parameters is the crucial issue here. The rest of this
paper is devoted to this problem.
3. Analysis of the algorithm
We assume that the reader is familiar with the concepts of complex functions (the reader can also consult the literature,
see for instance [3]).
3.1. The number of final winners
The first problem of the analysis of the algorithm is that the number of final winners is a random variable. Our goal in
this subsection is to examine probability distribution of this variable.
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First we calculate the probability distribution of the number of winners after k tosses of a biased coin. Let p be the
probability of throwing a head and X(n) denote the number of winners after each of n stations tosses a coin only once.
Obviously, X(n) follows the binomial distribution B(n, p). Let
Bn(z) = EzX(n) =
∑
k
P [X(n) = k] · zk.
ThenBn(z) = (1 − p + pz)n. We need to generalize this observation for arbitrary numbers of tossing a coin.
Let us fix the probability p. The following random variables and functions describe the basic properties of the analyzed
algorithm:
(i) Xk(n) is the number of stations which are winners after k trials, when we start with n stations;
(ii) Y (n) is the number of final winners, when we start with n stations;
(iii) Yn(z) = E[zY (n)] ;
(iv) T (n) is the number of trials such that the number of winners becomes 0, when we start with n stations.
It is easy to check that the random variable Xk(n) follows the binomial distribution B(n, pk). Therefore, the following
result holds:
Lemma 1. Let k ≥ 0 andBkn(z) = E[zXk(n)]. ThenBkn(z) = (1 − pk + pkz)n.
By i we denote the imaginary unit. For a complex number z we denote by (z) the real part of z . Let Γ stand for the
gamma function. We denote by B(x, y) the Euler beta function defined by the formula
B(x, y) = Γ (x)Γ (y)
Γ (x + y) .
The function B(n + 1, z) is analytic everywhere except for z = 0,−1,−2, . . . and its residue at z = −k equals
Res [B(n + 1, z)|z = −k] =
(
n
k
)
(−1)k
(see e.g. [1]).
Lemma 2. E[Y (1)] = 1, E[Y (2)] = 21+p and
E[Y (n)] = (1 − p)
p log(1/p)
+ 2 n(1 − p)
p log(1/p)
·
∞∑
k=1

[
B
(
n, 1 + 2kπ i
log(p)
)]
, (1)
for all n > 2.
Proof. We split the function Yn(z) = ∑nt=1 P[Y (n) = t] · zt into the sum of functionsYkn(z), namely we put
Yn(z) =
∞∑
k=1
Ykn(z), (2)
where
Ykn(z) =
n∑
t=1
P[X1(n) > 0, . . . , Xk−2(n) > 0, Xk−1(n) = t, Xk(n) = 0] · zt .
Obviously, P[X1(n) > 0, . . . , Xk−2(n) > 0, Xk−1(n) = t, Xk(n) = 0] equals P[Xk−1(n) = t, Xk(n) = 0]. Furthermore, we
have
n∑
t=1
P[Xk−1(n)= t, Xk(n) = 0] · zt =
n∑
t=1
P[Xk−1(n) = t] · P[X(t) = 0] · zt
=
n∑
t=1
P[Xk−1(n) = t] · (1 − p)t · zt = (1 − pk−1 + pk−1(1 − p)z)n − (1 − pk−1)n.
The last equality follows from Lemma 1: we substitute z by (1 − p)z and take into account that we start summation from
t = 1 but not from t = 0. Therefore
Ykn(z) = (1 − pk−1 + pk−1(1 − p)z)n − (1 − pk−1)n. (3)
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We calculate E[Y (n)] by computing the derivative of the function Yn(z) at the point z = 1:
E[Y (n)] = Y′n(1) =
∞∑
k=1
(Ykn(1))
′ =
∞∑
k=1
npk−1(1 − p)(1 − pk)n−1
= n(1 − p)
∞∑
k=1
pk−1(1 − pk)n−1 = n(1 − p)
p
∞∑
k=1
pk(1 − pk)n−1.
Therefore E[Y (1)] = 1 and for n > 1 we get
E[Y (n)] = n(1 − p)
p
∞∑
k=0
(
pk ·
n−1∑
l=0
(n−1
l
)
(−1)lpkl
)
(4)
= n(1 − p)
p
n−1∑
l=0
(n−1
l
)
(−1)l
∞∑
k=0
pk(l+1)
= n(1 − p)
p
n−1∑
l=0
(n−1
l
)
(−1)l 1
1 − pl+1 .
We have just obtained a formula for E[Y (n)]. The claimed value E[Y (2)] = 21+p can be easily derived from it. The problem is
that in a general case this formula is not very useful for numerical computations. Therefore we continue our considerations.
Consider f (z) = 1
1−p−z+1 as a complex function for z ∈ C. It is analytic except for zk = 1+ 2kπ ilog(p) and k ∈ Z. If n > 2, then
we can use the method of treatment of alternating sums of the form
∑
k
(n
k
)
(−1)kak attributed by D. Knuth to S. O. Rice (see
[7]) and we get
n∑
k=0
(
n − 1
k
)
(−1)k 1
1 − pk+1 = −
∞∑
k=−∞
Res [B(n, z)f (z)|z = zk] .
For k ∈ Z it is easy to check that
Res [B(n, z)f (z)|z = zk] =
⎧⎪⎪⎨⎪⎪⎩
1
n log(p)
for k = 0,
Γ (n)Γ (zk)
Γ (n + zk) log(p) for k = 0.
Since Γ (z) = Γ (z) and z + z = 2[z], we get equality (1). 
3.2. Runtime of selecting final winners
While in the previous subsection we have inspected the number of final winners, here we turn our attention to the
question of how many trials are required so that no winners are left. Formally, the event that after k rounds there is no
winner and there are some winners after round k − 1 is the event
X1(n) > 0, . . . , Xk−2(n) > 0, Xk−1(n) > 0, Xk(n) = 0. (5)
Let Hn = ∑nk=1 1k denote the nth harmonic number. Let us recall that the nth harmonic number is given asymptotically
by the formula Hn ∼ n log n + γ + O(n−1), where γ ≈ 0.5772 is the Euler–Mascheroni constant.
Lemma 3. For each n and k
P[T (n) = k] = (1 − pk)n − (1 − pk−1)n. (6)
Moreover, E[T (1)] = 11−p , E[T (2)] = 1+2p1−p2 and
E[T (n)] = 1
2
+ Hn
log(1/p)
+ 2
log(1/p)
∞∑
k=1

[
B
(
n + 1, 2kπ i
log(p)
)]
, (7)
for n > 2.
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Proof. We use in the proof the functions Ykn(z) defined in the proof of Lemma 2. From equation (3) we get:
P[T (n) = k] = P[X1(n) > 0, . . . , Xk−1(n) > 0, Xk(n) = 0]
= P[Xk−1(n) > 0, Xk(n) = 0] = Ykn(1) = (1 − pk)n − (1 − pk−1)n.
This formula and the equality
∑∞
k=1 k · xk = x(1−x)2 allows us to derive the formulas for E[T (1)] and E[T (2)]. The general
case is more complicated, since we have no closed form for E[zT(n)]. We have
E[T (n)] =
∞∑
k=1
k · ((1 − pk)n − (1 − pk−1)n)
=
∞∑
k=1
k ·
n∑
i=0
(n
i
) · (−1)i · ((pk)i − (pk−1)i)
=
n∑
i=1
(n
i
)
(−1)i
( ∞∑
k=1
k(pi)k −
∞∑
k=1
k(pi)k−1
)
=
n∑
i=1
(n
i
)
(−1)i
(
pi
(1 − pi)2 −
1
(1 − pi)2
)
= −
n∑
i=1
(n
i
)
(−1)i 1
1 − pi .
Consider f (z) = 11−p−z as a complex function of z ∈ C. It is analytic except for zk = 2kπ ilog(p) , k ∈ Z. If n > 2, then using Rice
method we get
n∑
k=1
(
n
k
)
(−1)k 1
1 − pk = −
∞∑
k=−∞
Res [B(n + 1, z)f (z)|z = zk] .
It is easy to check that
Res [B(n + 1, z)f (z)|z = zk] =
⎧⎪⎪⎨⎪⎪⎩
−1
2
− Hn
log(1/p)
for k = 0,
B(n + 1, zk) 1log(p) for k = 0,
from which we get (7). 
3.3. Wasted slots in the second part of a stage
Let us recall that the negative binomial distribution NB(m, q) has the density function
f (k;m, q) =
(
k + m − 1
m − 1
)
qm(1 − q)k
and gives the probability ofm − 1 successes and k failures inm + k − 1 trials, and success on the (m + k)th trial in a series
of independent and identically distributed Bernoulli trials, where q is the probability of success in a single trial. If a random
variable has the distribution NB(m, q), then E[X] = m 1−qq (see [6]).
We denote by L1(m) the number of slots in whichmore than one station transmits, i.e. the number of slots that have been
wasted for assigning IDs, if we start withm stations and execute the code from lines 9–21 of our algorithm. Directly from the
definition we conclude that the random variable L1(m) is estimated from the above by the negative binomial distribution
NB(m, (1 − δ)m).
Lemma 4. If n > 2, then E[L1(Y (n))] is bounded from above by the following expression:
(1 − p)
(p − δ) log( 1p )
+ 2n(1 − p)
(p − δ) log( 1p )
·
∞∑
k=1

[(
1 − δ
p − δ
) 2π i
log(p)
B
(
n, 1 + 2kπ i
log(p)
)]
−
(
1 − p
p log( 1p )
+ 2n(1 − p)
p log( 1p )
·
∞∑
k=1

[
B
(
n, 1 + 2kπ i
log(p)
)])
. (8)
Proof. Since we know that the random variable L1(m) is bounded above by a random variable with the negative binomial
distribution NB(m, (1 − δ)m) and our goal is to find an upper estimation for E[L1(Y (n))], so for simplicity we assume that
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L1(m) has the distribution NB(m, (1− δ)m). Therefore, for a givenm, we have E[L1(m)] = m · 1−(1−δ)m(1−δ)m . However,m itself is
a random variable. We proceed as follows:
E[L1(Y (n))] =
∞∑
k=0
k · P[L1(Y (n)) = k]
=
∞∑
k=0
n∑
i=0
k · P[L1(i) = k] · P[Y (n) = i] =
n∑
i=0
E[L1(i)] · P[Y (n) = i]
=
n∑
i=0
i ·
(
1
(1 − δ)i − 1
)
· P[Y (n) = i] =
n∑
i=0
i · (1 − δ)−i · P[Y (n) = i])− E[Y (n)].
To calculate the sum
∑n
i=0 i · (1 − δ)−i · P[Y (n) = i], we define an auxiliary function
L(z) =
n∑
i=0
i · ((1 − δ)z)−i · P[Y (n) = i].
(So
∑n
i=0 i · (1 − δ)−i · P[Y (n) = i] = L(1).). Then
L(z) = −z · ∂
∂z
n∑
i=0
((1 − δ)z)−i · P[Y (n) = i] = −z ∂
∂z
Yn
(
1
(1 − δ)z
)
.
By (2) and (3) we get after an easy calculation that
L(z) = z n(1 − p)
(1 − δ)z2 ·
∞∑
k=1
pk−1 ·
(
1 − pk−1 + p
k−1(1 − p)
(1 − δ)z
)n−1
= n(1 − p)
(1 − δ)z ·
∞∑
k=1
pk−1 ·
(
1 − pk−1 · (p − δ)
(1 − δ)z
)n−1
.
Now, by similar transformation as in the case of (4) we get:
L(1) = n(1 − p)
1 − δ ·
∞∑
l=0
(
n − 1
l
)
(−1)l
(
p − δ
1 − δ
)l 1
1 − pl+1 .
Let us consider the complex function f (z) = ( p−δ1−δ )−z · 11−p−z+1 . It is analytic except for zk = 1 + 2kπ ilog(p) , for k ∈ Z. If n > 2,
then using the Rice method we get
n∑
k=0
(
n − 1
k
)
(−1)k
(
p − δ
1 − δ
)k 1
1 − pk+1 = −
∞∑
k=−∞
Res [B(n, z)f (z)|z = zk] .
A simple calculation shows that
Res [B(n, z)f (z)|z = zk] =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 − δ
n(p − δ) log(p) for k = 0,
B(n, zk)
(
p − δ
1 − δ
)−zk 1
log(p)
for k = 0.
Summing up all residues, using Lemma 2 and the equalityE[L1(Y (n))] = L(1)−E[Y (n)], we obtain the required result. 
3.4. Non-uniform choice
Let us consider the second version of our algorithm where stations use non-uniform distribution (see line 12 of the
pseudocode). Let F(x) be the cumulative distribution function defined as follows
F(x) =
⎧⎨⎩0, for x < 0,x2, for 0 ≤ x ≤ 1,1, for x > 1. (9)
A single station transmits in a slot, if γ(2) − γ(1) > δ, where γ(1), . . . , γ(m) denote the backoff values generated by the final
winners after sorting them. We denote the probability of this event by P(δ, n). That is
P(δ, n) = P(γ(2) − γ(1) > δ). (10)
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Lemma 5. Let a final winner generate a backoff value Xi ∈ [0, 1] from cumulative distribution function F(x) defined by (9). Then
P(δ, n) = (1 − δ2)n + n · δ · Bδ2
( 1
2 , n
)− √π · δ · Γ (n + 1)
Γ (n + 12 )
, (11)
where Bz(x, y) =
∫ z
0 t
x−1(1 − t)y−1dt is the incomplete beta function. Moreover
P(δ, n) ≥ (1 − δ2)n + n · δ ·
√
π
c(n − 1) · Φ
(
δ
√
c(n − 1)
)
− δ ·√π(n + 1), (12)
where c = log(1 − δ2)/δ2 and Φ(x) = (2/√π) ∫ x0 e−t2dt.
Proof. First recall some facts (compare [6]). Suppose that X1, X2, . . . , Xn are independent random variables with pdf f (x) and
corresponding cdf F(x). Let X(1), X(2), . . . , X(n) be ordered statistic. Then, the joint pdf of X(1) and X(2) is given by
f12(x, y) = n(n − 1)f (x)f (y)[1 − F(y)]n−2 .
Therefore,
P(δ, n) =
∫ 1−δ
0
∫ 1
x+δ
f12(x, y)dydx = n
∫ 1−δ
0
f (x)(1 − F(x + δ))n−1dx.
Hence, for the distribution F(x) given by (9) we have
P(δ, n) = 2n
∫ 1−δ
0
x(1 − (x + δ)2)n−1dx.
After elementary but tedious calculations we obtain
P(δ, n) = (1 − δ2)n + n · δ · Bδ2
( 1
2 , n
)− √π · δ · Γ (n + 1)
Γ (n + 12 )
.
Let c = log((1 − δ2)−1)/δ2. It easy to see that 1 − t ≥ e−ct for 0 ≤ t ≤ δ2. Therefore,
Bδ2
(
1
2
, n
)
=
∫ δ2
0
(1 − t)n−1√
t
dt ≥
∫ δ2
0
e−c(n−1)t√
t
dt =
√
π
c(n − 1) · Φ
(
δ
√
c(n − 1)
)
,
where Φ(x) = (2/√π) ∫ x0 e−t2dt is the standard error function. Recall that
1
(n + 1)1−λ <
Γ (n + λ)
Γ (n + 1) <
1
n1−λ
for 0 < λ < 1 and n = 1, 2, 3, . . . (see [2, formula (1.54)]). So we get
Γ (n + 1)
Γ (n + 12 )
<
√
n + 1.
Therefore we finally get
P(δ, n) > (1 − δ2)n + n · δ ·
√
π
c(n − 1)Φ
(
δ
√
c(n − 1)
)
− δ√π(n + 1),
so the lemma is proved. 
We consider now the second part of the stage for the second version of the algorithm. Let L2(m) be the random variable
denoting the number of slots in which more than one station transmits. L2(m) is upper bounded by the negative binomial
distributionNB(m, P(δ,m)). Using formula for the expected value of negative binomial distributionwe get immediately the
following estimation:
Lemma 6. E[L2(Y (n))] ≤ ∑nm=0 m ( 1P(δ,m) − 1) P[Y (n) = m].
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3.5. Total runtime
Let S(n) be the number of overhead slots necessary to assign IDs to all n stations, that is, all slots except those in which
a station receives an ID. We begin with a recurrence relation for S(n).
Lemma 7.
E[S(n)] = E[T (n)] + E[Li(Y (n))] +
n∑
r=1
P[Y (n) = r] · E[S(n− r)], (13)
for i = 1, 2.
Proof. Let Ω be the probability space which models the run of one stage of our algorithm. Then the run of the whole
algorithm is modelled by the space ΩN. Let ω = (ω1, ω2, . . .) ∈ ΩN. Then
(i) T (n)(ω1) is the number of slots in the first part of the stage;
(ii) Y (n)(ω1) is the number of final winners;
(iii) Lj(r)(ω1) is the number of slots in the second part of the stage.
Notice that if r is a number of stations with assigned IDs at first stage then at the beginning of next stage n − r stations are
without assigned IDs. Hence
S(n)(ω) = T (n)(ω1) +
n∑
r=1
1[Y (n)(ω1)=r] · (Lj(r)(ω1) + S(n − r)(ω2, ω3, . . .))
= T (n)(ω1) +
n∑
r=1
1[Y (n)(ω1)=r] · Lj(r)(ω1) +
n∑
r=1
1[Y (n)(ω1)=r] · S(n− r)(ω2, ω3, . . .)).
Notice also that
E
[
n∑
r=1
1[Y (n)=r] · Lj(r)
]
=
n∑
r=1
P(Y (n) = r) · E[Lj(r)|Y (n) = r] = E[Lj(Y (n))].
The random variables 1[Y (n)(ω1)=r] and S(n − r)(ω2, ω3, . . .) are independent, so we obtain
E
[
n∑
r=1
1[Y (n)(ω1)=r]S(n − r)(ω2, ω3, . . .)
]
=
n∑
r=1
P[Y (n) = r]E[S(n − r)].
Therefore
E[S(n)] = E[T (n)] + E[Lj(Y (n))] +
n∑
r=1
P[Y (n) = r]E[S(n− r)]. 
Equipped with all technical results obtained so far we are ready to provide final formulas for runtime estimation. The
goal is to provide numerically effectivemethods. However, the obtained formulas are quite complicated from a human point
of view.
Theorem 8. Let U be an upper bound of the number of active stations. Let a ≤ n ≤ U. Then
E[S(n)] ≤ Ca(p, δ,U) · n + Da(p, δ),
where
Ca(p, δ,U) = max
a≤m≤U
{
1
E[Y (m)]
}
· max
a≤m≤U
{E[T (m) + Li(Y (m))]} , (14)
and
Da(p, δ) = max
1≤m<a
E[S(m)]. (15)
Proof. Let us simplify the notation. Throughout the paper let Da stand for Da(p, δ) and Ca for Ca(p, δ,U). Directly by the
definition of Da(p, δ) we have E[S(n)] ≤ Da for n = 0, 1, . . . , a− 1. Let us assume that the inequality E[S(k)] ≤ Ca · k+Da,
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Fig. 3. The number D9(p, δ) for p ∈ [0, 0.5] and δ ∈ [0, 0.1].
holds for all k = a, . . . , n − 1. Let Hj(m) denote T (m) + Lj(Y (m)). By Lemma 7, we get
E[S(n)] = E[Hj(n)] +
n∑
r=1
P[Y (n) = r] · E[S(n− r)] ≤ E[Hj(n)]
+
n∑
r=n−a+1
P[Y (n) = r] · Da +
n−a∑
r=1
P[Y (n) = r] · (Ca · (n − r) + Da)
= E[Hj(n)] +
n∑
r=1
P[Y (n) = r] · Da + Ca ·
n−a∑
r=1
(n − r) · P[Y (n) = r]
≤ E[Hj(n)] + Da + Ca · (n − E[Y (n)])
= E[Hj(n)] − Ca · E[Y (n)] + Ca · n + Da
= E[Hj(n)] − 1min
a≤m≤U
E[Y (m)] · maxa≤m≤U{E[Hj(m)]} · E[Y (n)] + Ca · n + Da
≤ max
a≤m≤U E[Hj(m)]
⎛⎝1 − E[Y (n)]
min
a≤m≤U E[Y (m)]
⎞⎠+ Ca · n + Da
≤ Ca · n + Da. 
3.6. Optimal probability p∗
By Theorem 8, the number (1 + Ca(p, δ,U)) · n + Da(p, δ) is an upper bound of the expected number of all slots used
by our algorithm for n ∈ {a, . . . ,U}. We numerically checked that the values of the function Da(p, δ) are bounded by the
number 30 for all p ∈ [0, 0.5] and δ ∈ [0, 0.1] (see Fig. 3). Therefore we will omit this factor in further considerations.
Our goal now is to use derived formulas for a search for an optimal value of probability p = p∗ from an algorithm
description. We shall derive p∗ by the formula
p∗(δ,U) = argmin
0≤p≤1
Ca(p, δ,U). (16)
We are going to use Theorem 8 to find the value p∗(δ,U) for given δ, U and the bound a. However, it is difficult to use
Theorem 8 directly. We process as follows:
(i) we find a reasonable approximation C∗(p, δ,U) of the function C9(p, δ,U),
(ii) for a given δ and U , we find the probability p˜ = p˜(δ,U) which minimizes the function C∗(p, δ,U),
(iii) we calculate the value C9(˜p, δ,U).
Notice that this procedure does not yield the optimal probability, but only a reasonable one. However, numerical
experiments show that probabilities obtained are close to optimal ones. To build a reasonable approximation C∗(p, δ,U)
we consider the restriction of formulas (1), (7) and (8) to the first 10 terms of its infinite series part. This allows us to find
numerically the values p∗(δ,U) in a reasonable computation time.
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Table 1
Version 1: results for δ = 0.001 and n ≥ 10
U p∗(δ,U) (1 + C∗(p∗, δ,U)) · n Runtime of simulations
100 0.037678 ≤ 1.3271 · n ≤ 1.3168 · n
1000 0.0267521 ≤ 1.3998 · n ≤ 1.3398 · n
10 000 0.0232507 ≤ 1.4677 · n ≤ 1.3482 · n
Fig. 4. Simulation results for n = 1, . . . , 1000 stations, delay δ = 0.001, probability p∗ = 0.02675 and U = 1000. The left-hand side diagram shows the
mean number of slots used, the right-hand diagram depicts standard deviation observed.
Table 2
Version 2: results for λ = 0.005 and n ≥ 10
U p∗ δ∗ Our algorithm Algorithm from [4]
100 0.0423848 0.0235993 ≤ 1.5927 · n ≤ 1.6162 · n
1000 0.0267521 0.0221062 ≤ 1.6381 · n ≤ 1.7497 · n
10 000 0.0232507 0.0210236 ≤ 1.7647 · n ≤ 1.9199 · n
Table 3
Version 2: results for λ = 0.005 and n ≥ 10
U p∗ δ∗ Our algorithm
100 0.0423848 0.0235993 ≤ 1.4904 · n
1000 0.0267521 0.0221062 ≤ 1.5201 · n
10 000 0.0232507 0.0210236 ≤ 1.5295 · n
3.7. Comparisons with previous results and experimental data
The estimation of the probability p∗ derived in the previous section aswell as the estimation of the total expected number
of slots are quite precise as they are confirmed by experimental data (see Table 1 and Fig. 4).
Up to now, we have considered the length of the slot as α ≥ 1. Since δ = λ
α−1 , we have α = 1+ λδ . Hence the normalized
time cost for initializing the network equals
α · (1 + C∗(p∗, δ,U)) · n =
(
1 + λ
δ
)
(1 + C∗(p∗, δ,U)) · n.
Since we want to minimize the normalized time cost, we choose both the parameters δ∗ and p∗ as follows:
(δ∗, p∗) = argmin
δ,p
(
1 + λ
δ
)
(1 + C∗(p, δ,U)).
Table 2 compares the execution time of our algorithm with the algorithm from [4] for different parameter values.
Finally, let us note that it is possible to substitute lines 2–8 (Fig. 2) by a procedure developed in [5]. Then we have further
significant improvements (see Table 3).
4. Future work
It is possible to improve further the algorithmdiscussed in this paper. First, wemayuse a better (for our purposes) density
of probability than the uniform version or that defined by Eq. (9) and using the line 12 of the pseudocode. We know that
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there are such densities and that substantial improvements can be achieved. However, we have not yet finished all of the
necessary calculations and simulations and we do not know the optimal density function.
Another way of improving the algorithm under discussion is to estimate the number of stations. This can be done in
O(log n) time. Then the estimate may be used for a better choice of probability p∗.
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