Abstract. We study finite difference schemes for nonlinear degenerate parabolic equations in several space dimensions, and prove an error estimate for a semi-discrete scheme. We prove that the local L 1 -error is bounded by C∆x 2 19+d , where d is the dimension of the space, and ∆x the mesh size. The estimates are based on a kinetic formulation of the scheme. This paper is a continuation of [7] , in which the one dimensional case was considered.
Introduction
We are interested in finite difference schemes for nonlinear strongly degenerate convection diffusion equations of the form:
where Π T = (0, T ) × R d and u : R d → R is the unknown scalar function that is sought. The initial function u 0 is a given integrable and bounded function while the flux function f : R → R d and the diffusion function A : R → R are given functions satisfying f, A locally C 1 ; A(0) = 0; A is nondecreasing.
By strongly degenerate it is meant that we allow A ′ (u) = 0 for all u in some interval [α, β] ⊂ R. The class of equations under consideration therefore contains the heat equation, the porous medium equation, the two phase flow equation and conservation laws. In the nondegenerate (uniformly parabolic) case of problem (1.1) it is well known that it admits a unique classical (smooth) solution. However strongly degenerate equations must be considered in the weak sense and will in general possess discontinuous (shock wave) solutions. As in the case of conservation laws it is necessary to introduce the notion of entropy solution in order for (1.1) to be well posed.
This work is a continuation of our paper [7] where we analyzed the one dimensional case. For a general introduction and background, we refer to that paper, but repeat some salient points here. We are interested in estimating the error of upwind finite difference schemes approximating solutions to (1.1), for simplicity written
(A(u α+ei ) − 2A(u α ) + A(u α−ei )) .
Here, α = (α 1 , . . . , α d ) ∈ Z d is a multi-index, and we have assumed that the components of flux functions f are monotone, f i ′ ≥ 0. Let u ∆x be the piece-wise constant interpolant of u α . We are interested in finding a number γ such that
In the hyperbolic case, i.e., A ≡ 0, a famous result of Kuznecov [9] says that γ = 1/2 is the largest such constant. For general A and in one space dimension, in [6] it was established that (1.2) holds with γ = 1/11, which was later improved in [7] to γ = 1/3. The works [6, 7] as well as [9] , used the classical Kružkov [8] doubling of the variables technique. In this work we apply a kinetic formulation. Kinetic formulation of general (anisotropic) degenerate parabolic equations were first introduced by Chen and Perthame [3] , and they proved well-posedness of the Cauchy problem in the anistropic case, i.e., when the term ∆A in (1.1) is replaced by ∇(A(u)∇u) for a symmetric matrix A. In this paper the main part of the analysis is carried out under the assumption that A ′ > 0. Hence, following Carrillo no information is lost upon working with A(u) instead of u. The kinetic formulation applied in this paper is thus the kinetic formulation of the function A(u). This new formulation although restricted to the case of isotropic, non-degenerate diffusion allows for a simpler proof of the L 1 contraction property. In particular certain error terms connected with the regularization of the χ function are not present. In [7] the crucial part of the analysis had to do with sending the parameter ε connected with the regularization of the Kružkov entropies to zero independently of the discretization ∆x. In this paper the regularization of the entropies is replaced by the regularization of the χ function labeled χ ε , and as before the critical problem is to send ε to zero independently of ∆x. It turns out that in one space dimension our estimates are such that we can send ε → 0 independently of the other parameters, and obtain γ = 1/3 as in [7] . In several space dimension, we have not been able to achieve this. In fact, one of the features of the application of the kinetic formulation is that the error term related to the lack of a chain rule for finite differences is expressed in terms of the regularized kinetic entropy defect measure. This is however true only in the one dimensional case. In several space dimensions the kinetic entropy defect measure is split into directional components. The lowered rate is thus connected with the lack of regularity estimates on these separate components of the kinetic entropy defect measure. For details, compare Estimate 2 (the general case) and Estimate 3 (one dimension).
Finally we remark that although we consider only the semi-discrete scheme (1.5), our proofs carries out almost verbatim also for the fully discrete fully implicit scheme considered by Evje and Karlsen in [5] .
The remainder of this paper is organized as follows: In Sections 1.1 and 1.2, we define entropy solutions, present the difference scheme and state our main result. In Section 2 we give the kinetic formulation of (1.1), and the kinetic reformulation of the scheme, as well as give a sketch of the proof of L 1 contraction. Section 3 is devoted to the proof of the main theorem, based on a long series of estimates. Finally, we prove some relevant facts about the approximate solution u α in Appendix A.
1.1. The viscous approximation and entropy solutions. Set A η (u) := A(u)+ ηu for any fixed η > 0, and consider the the parabolic problem
It is well known that (1.3) admits a unique classical (smooth) solution. We collect some relevant (standard) estimates from [14] .
, and let u η be the unique classical solution of (1.3). Then for any t > 0,
η be the unique classical solution of (1.3). Then for any t 1 , t 2 > 0,
These results imply that the family {u η } η>0 is relatively compact in
for some constant C which does not depend on η, see [5] . Moreover, u is an entropy solution according to the following definition.
Definition 1.
An entropy solution of (1.1) is a measurable function u = u(t, x) satisfying:
, the following entropy inequality holds:
The uniqueness of entropy solutions is proved in [1] .
1.2. The semi-discrete finite difference scheme. Let f = (f 1 , . . . , f d ), and let ∆x denote the mesh size. For simplicity we consider a uniform grid in R d consisting of cubes with sides ∆x. For a multi-index α = (α 1 , . . . , α d ) ∈ Z d , we let I α denote the grid cell
where x j+1/2 = (j + 1/2)∆x for j ∈ Z. Let e k ∈ Z d be the vector with value one in the k-th component and zero otherwise. Then we define the forward and backward discrete partial derivatives in the k-ht direction as
holds for all u and v. We shall also assume that F can be written
and that F 1 and F 2 are Lipschitz continuous, so that F
Let F k be a numerical flux function corresponding to f k for k = 1, . . . , d. The semi-discrete approximation of (1.1) is the solution of the scheme
See Appendix A, in particular Lemmas 22 and 23, regarding existence and properties of a solution to this infinite system of ODEs. Define the piecewise constant (in x) function u ∆x by
Our main result is the following:
Theorem 1 (Main Theorem). Let u be the entropy solution to (1.1) and u ∆x be defined by (1.6), where u α is the solution to (1.5), and F i are numerical monotone two point fluxes corresponding to f i , according to Definition 2. Assume that the initial function u 0 is in
Then, for any positive R and T , there exists a constant C depending only on f , A, u 0 , R and T , such that
for all t ∈ [0, T ].
A Kinetic reformulation on the parabolic level
Whenever A is strictly increasing, no information is lost if we work with A(u) instead of u. It turns out that this change of variables enables a simplified proof of the contraction principle. This should be compared with the classical doublingof-the-variables argument in [1] and the kinetic proof in the non-isotropic case in [3] . Lemma 3. Assume that A ′ ≥ η > 0 and define B = A −1 . Let u be the solution of (1.1). Define g by g(A(z)) = f (z) for all z ∈ R. Let S ∈ C 2 (R) and
Proof.
Similarly we obtain ψ ′ A (u) = S ′ (A(u)). Finally we observe that
The above entropy formulation, may be rephrased in terms of the χ function defined by
Recall that for any locally Lipschitz continuous Ψ :
Lemma 4. Assume that A ′ > 0 and B = A −1 . Let u be the solution of (1.1).
and g satisfies g(A(z)) = f (z) for all z ∈ R.
Proof. By Lemma 3 and (2.1)
2.1. Sketch of the L 1 -contraction property. Let us sketch the derivation of the L 1 -contraction property at the parabolic level. The error estimate will be derived by the same line of reasoning. Following [3, 12, 11] we introduce the microscopic contraction functional Q.
Furthermore, we claim that
To see this, let S ∈ C 1 0 (R). By letting σ = ξ − v we obtain
Suppose A ′ > 0 and let u and v be solutions of (1.1) with initial values u 0 and v 0 respectively. Since χ(u, ξ) = χ(A(u); A(ξ)) and χ(v, ξ) = χ(A(v); A(ξ)) it follows by the change of variables ζ = A(ξ) that
Since |χ(A(u; ζ))| = sign (ζ) χ(A(u); ζ) it follows by Lemma 4 that
where
The function v satisfies an analogous equation. By Leibniz rule and Lemma 4
Note that
It follows that
By adding (2.4), the corresponding equation for v and subtracting two times (2.5), we obtain
This term is often referred to as the dissipation. So far, computations have been formal, but are valid when considered in the distributional sense. To conclude the L 1 -contraction principle by Lemma 5 we need to show that
This will however require the application of the chain rule, and the following argument will be dependent on regularization of the χ function. Let us anyway perform some formal computations to argue why this is plausible. Note that
Integration by parts yields
Similar computations apply to the second term. Formally
Integration of Equation (2.6) yields the contraction property. Upon mollification in ζ, this formulation does not add an extra error term connected with the dissipation term as would be the case if we did not perform the change of variables ζ = A(ξ), see [3] .
2.2.
A kinetic reformulation of the semidiscrete scheme. The first task is to find a kinetic formulation of the semi-discrete scheme. Recall that the numerical flux F splits. That is
The following lemma is a substitute for the chain rule.
For any g ∈ C 1 (R) and any real numbers a, b and c
Proof. For any ζ ∈ R, integration by parts yields
Take the two equations obtained by setting ζ be equal to a and b and subtract one from the other.
To make the discrete notation as close to the continuous notation as possible we introduce the discrete gradient
and
Proof. Since {u α } is a solution of (1.5) it follows that
Consider the term on the right of (2.7). Let
Fix i and apply Lemma 6 with g = A, a = u α and b = u α−ei and u α+ei . Adding the two equations yields
Hence (2.7) turns into
By equation (2.1)
Consider the right hand side. For any g ∈ C(R)
The result follows.
For a function u : R d → R we define the shift operator S y by S y u(x) = u(x + y). Furthermore we introduce the finite difference quotients
S ±∆xi u − u ∆x where ∆x i = ∆xe i . Let us perform the change of variables ζ = A(ξ) for the semi-discrete scheme.
Let {u α } be the solution to (1.5) and let u ∆x be defined by (1.6).
Let ζ = A(ξ) and note that χ(u α ; ξ) = χ(A(u α ); A(ξ)). The terms on the left hand side are straightforward to verify. Now,
A similar computation shows the second equality involving n for all x ∈ R. That is, J is a symmetric mollifier on R with support in [−1, 1]. For any σ > 0 we let
In general the dimension of the argument will define n, so to simplify the notation we write J σ instead of J ⊗n σ . Let ψ : R 2 → R be a continuous function and u and v be in L 1 (R). Then we define
This notation generalizes in an obvious way to functions of several variables.
Lemma 9. For ε > 0 let
Then:
(ii) For all u and ξ
Next we prove (ii). Let σ = ζ − ξ. By the symmetry of J ε
By (2.3) it follows that
Note that χ(−ξ; σ) = −χ(ξ; −σ). Hence
It follows that
Since (χ(ξ; ζ) − χ(ξ; −ζ)) is antisymmetric in ζ and J ε is symmetric it follows that T 2 = 0. Now
To prove (iii), note that
For any ε > 0 and any
for all u, ζ ∈ R. Now we are ready to give mollified versions of Lemma 4 and 8. As the mollified will be defined on a slightly smaller region, we let Π
Lemma 10. Assume that A ′ > 0. Let u be the solution of (1.1) and define
where R f ε is defined by (2.9), and
Proof. Start by Lemma 4. Take the convolution of equation (2.2) with J ε and apply (2.9). Finally take the convolution with J r ⊗ J r0 .
Lemma 11. Under the same assumptions and with the same notation as in Lemma 8,
′ and add and subtract to obtain the result.
Error estimate
Instead of working directly with the microscopic contraction functional Q from Lemma 5 we introduce the regularized version L ε . For u, v and ξ ∈ R let
where sign ε and χ ε are defined in Lemma 9. One may show that
This equality is however not applicable in our case due to the nonlinearity of A, but see Lemma 19.
Lemma 12.
Assume that A ′ > 0. With the notation of Lemma 10 and 11, define
Proof. By definition
By Lemma 10 and 11
ε,r,r0 ) dζ
Similarly for T 2 we obtain
We compute T 1 + T 2 term by term, and thereby explain each of the terms (3.3) -(3.11) in the lemma. We start with
which gives the last term in (3.2).
To make the second derivative terms a complete derivative we need to add and subtract. Hence we may write
By Lemma 9 it follows that
ε,r,r0 dζ, which explains (3.4) and (3.5) Similarly
dζ, which explains the presence of (3.6) and (3.7).
Performing integration by parts we obtain, using Lemma 9,
which explains the two last terms in E ∆x,ε,r,r0 . Similarly
which explains the terms (3.8) and (3.9). Finally, integration by parts yields
which is the term (3.10).
3.1. Treatment of the dissipative term. The following results are concerned with the lack of a chain rule in the discrete setting. The goal is to find an upper bound on the term (3.11) in Lemma 12. "Formally", this term should be negative.
Lemma 13. Let a and b be two real numbers. Then there exists real numbers τ = τ ε (a, b, ζ) and θ = θ ε (a, b, ζ) such that τ and θ are between a and b, and
Furthermore, whenever a = b:
14)
Proof. To prove (3.13), note that
By the mean value theorem there exists a τ between a and b such that
Equation (3.12) follows in a similar way. The proof of (i) is immediate. Let us prove (ii). By (i)
It remains to observe that
Hence (iii) follows by (i). To prove (iv), observe that the expression on the right hand side of (ii) is symmetric in a and b.
Lemma 14. With the notation of Lemma 8, for each
, ζ) where τ ε , θ ε is defined in Lemma 13. Then:
Proof. By the definition of n ∆x A , (2.8) (recall that S y commutes with function evaluation)
Hence (i) follows by Lemma 13. To prove (ii), note that by Lemma 13
). The same argument applies to θ − ∆x,i . Lemma 15. Let E ∆x,ε,r,r0 be defined in Lemma 12. Then
for all positive ∆x, ε, r and r 0 , where
Proof. By Lemma 14,
Using Lemma 14 once more,
Adding and subtracting we obtain 
, where
This holds for all (t,
This proves the lemma.
3.2.
Estimates. This section is concerned with the bounds on the "unwanted" terms in Lemmas 12 and 15. Let us first state three lemmas which we will use in the subsequent analysis. First is a simple application of Young's inequality for convolutions.
Lemma 16. Let ψ : R 2 → R be a measurable function. Let u and v : R d → R be measurable functions satisfying
Proof. Observe that
By Hölder's inequality,
By Young's inequality for convolutions,
. Equation (3.17) follows as
The next lemma is at the heart of the matter.
Lemma 17. For real numbers a and b, let τ = τ ε (a, b, ζ) and θ = θ ε (a, b, ζ) be as in Lemma 13 .
loc (R) and that there exists a function f ∈ W 1,1
Proof. Assume that a < b. By Lemma 13 and Fubini's Theorem
, integration by parts yields
Then statement (i) follows as
By Lemma 13
, we may conclude that
This implies statement (ii), since
Finally we show statement (iii). By the triangle inequality and Young's inequality for convolutions 
The estimate follows by (3.19).
Lemma 18. Let f ∈ C(R) and let R f ε : R 2 → R be defined by (2.9). Then
Assume that A ′ ≥ η > 0 and let g be defined by g
To prove (3.21) observe that
The result follows as
Let us prove (3.22) . Take
By (3.20)
Due to the symmetry of J ε
Let λ(a, b; ω) = χ(b; ω)χ ε (a; ω) − χ(a; ω)χ ε (b; ω) To find the support of λ(a, b; ω) we first observe that λ(a, b; ω) = −λ(b, a; ω). This reduces the situation to the following cases:
Next follows a series of estimates, each of which bounds the terms on the right hand side of Lemma 12, i.e., (3.3) -(3.11) .
Proof. Let us first make an observation regarding the similarity of these terms. By Lemma 13, statement (iv) (recall also the definition of θ ± ∆x,i and τ ± ∆x,i in Lemma 14)
Recall that ρ ε,r,r0 = χ ε (A(u); ·) * J r0 ⊗ J r . It follows that
By Lemma 17, statement (ii)
(3.23)
By Lemma 16
The estimate follows from (3.24) and (3.23).
Estimate 2. Let R ± 2 be defined in Lemma 15. Then there exists a constant C = C(d, J) such that
Proof. Let us consider R + 2 . The term R − 2 is treated the same way. By Lemma 17
By Young's inequality for convolutions
Applying Lemma 16, with
Estimate 3. Let R ± 1 be defined in Lemma 15 and suppose d = 1. Then there exists a constant C = C(J) such that
Proof. We consider R 
where n A,ε,r,r0 is defined in Lemma 10. The mapping ζ → n A,ε,r,r0 (t, x, ζ) belongs to W 1,1 loc (R) for each fixed (t, x) ∈ (r 0 , T − r 0 ) × R. Due to Lemma 10, 18 and 9 lim
in L 1 (R) for each fixed (t, x), where
By Lemma 17, statement (iii)
We consider each term separately. Let B(ζ) = ξ or equivalently A(ξ) = ζ. It follows that
By Lemma 16 it follows that
By Lemma 16 
Then there exists a constant
Remark 1. The BV norm may be replaced by an L 1 norm in exchange for an extra factor r −1 .
Proof. We estimate
. By Young's inequality for convolutions
Using Taylor expansions with remainders
). See for instance [7, p. 25] . Hence
The same estimate applies to ϕ i 2 . Estimate 5. Let T be the term (3.9) from Lemma 12. That is
Then there exists a constant C = C(d, J) such that
Remark 2. At the cost of an extra factor r −1 , the BV norm may be replaced by an L 1 norm.
A similar estimate applies to ϕ i 2 . Estimate 6. Let T 1 and T 2 be the terms from (3.8) in Lemma 12. That is
for k = 1, 2.
Remark 3. As in the above estimates the BV norm may be replaced by an L 1 norm at the cost of an extra factor r −1 .
Proof. Consider T 1 . We can change variables ζ = A(ξ) which yields
Then observe that
We consider each component separately,
from which the estimate follows. Similar arguments yield the result for T 2 .
Estimate 7. Consider the terms (3.4), (3.5) (3.6) and (3.7) from Lemma 12. Suppose A ′ > η and let B = A −1 . Let
for any function f , and R f ε is defined in equation (2.9). Then
3.3. Proof of main results. The next result should be compared with Lemma 5.
for any u and v, and where L ε is given by (3.1). Then
Proof. Using Lemma 5 and noting that Q(u, v, ξ) = Q(A(u), A(v); A(ξ)) we obtain by a change of variables
From the proof of Lemma 5 and the equality |χ(u; ξ)| = sign (ξ) χ(u; ξ)
Finding that the measure of the support of the integrand is bounded by 4ε for T 1 , T 2 and T 3 we conclude that |T | ≤ 16ε B ′ ∞ , the result follows since B ′ ∞ ≤ η −1 . To prove the inequality for M , note that
Changing variables, we get
And since sign (ζ) χ(w; ζ) = sign (A(ζ)) χ(A(w); A(ζ)), we find that
Each of the three integrands are bounded by 2 and have support where |A(ζ)| < ε, i.e., where |ζ| ≤ ε/η, hence |M | ≤ 8ε/η. The proof of the bound on |N | is similar.
Proof of Theorem 1.
Define φ =φ * J ⊗n and note that φ(x) = 1 for x ∈ B(0, R). Note thatφ is weakly differentiable and satisfies
It follows that |∇φ(x)| ≤
φ(x). Now,φ is not two times weakly differentiable. Hence we have to rely on the mollifier to obtain a constant C > 0 such that |∆φ(x)| ≤ Cφ(x) for all x ∈ R d . First observe that
It follows that |∆φ| ≤ where the constant C only depends on the initial data, A and f .
Proof of Lemma 20. We prove (3.25), Gronwall's inequality then implies that Λ(τ ) ≤ Λ(r 0 ) + τ e Cτ Λ(r 0 ) + E Finally, the term (3.10) is non-positive. The fraction ∆x/r will turn out to be uniformly bounded (in fact vanishingly small), so we can overestimate it by a constant. Thus the bounds (3.28) -(3.29b) give the following estimate for E ∆x,τ ε,r,r0 , semigroup S(t) on ℓ 1 . We want to show that this semigroup is ℓ 1 contractive. This follows by the theory presented in [4] given that A is accretive. Recall that A is accretive if α sign (u α − v α ) (A(u) − A(v)) α ≥ 0.
for any u and v in ℓ 1 (Z d )( [10, 13] ).
Lemma 21. The operator A :
Let ∂ 1 F i and ∂ 2 F i denote the partial derivatives of F i with respect to the first and second variable respectively. Since F i is continuously differentiable there exist for each (α, i) some number τ α,i such that
and similarly a number θ α,i such that
Let w α = u α − v α then Consider T 1 first.
