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Abstract 
The question whether the classical arc-sine law of Paul Ltvy for the proportion of time spent 
by a Brownian particle on the positive half-line can be extended to generalized higher-order 
processes governed by signed and complex measures is studied. Both even and odd-order 
processes are considered, corresponding to heat-type equations with both real and imaginary 
coefficients. Finally, several mixtures of the earlier cases are analyzed as well. 
Ke), words: Arc-sine law; Feynman-Kac functional; Signed measures; Complex measures; 
Higher-order heat-type equations 
1. Introduction 
The classical arc-sine law for standard Brownian motion {B(t): t 2 0) says that the 
measure of the set of continuous Brownian paths staying on the positive half-line for 
a proportion of time less than or equal to c( is given by 
(1.1) 
This result, whose original derivation dates back to Livy (1939), can also be derived 
using an identity of Spitzer (1956) or the Feynman-Kac formula. Subsequently, the 
arc-sine law was shown to be valid for generalized processes related to signed 
measures on path space associated with 2nth order heat-type equations with n 2 2 
(Hochberg, 1978). It has recently been shown that the arc-sine law does not hold for 
*Corresponding author 
0304-4149/94/$07.00 0 1994 Elsevier Science B.V. All rights reserved 
SSDI 0304.4149(93)E0082-P 
214 K.J. Hochberg, 15. Orsingherj Sfochastlc Processes and their Applications 82 11994) 273-292 
signed processes related to third-order heat-type equations with real coefficients 
(Orsingher, 1991). 
In this paper, we first consider processes governed by signed and complex measures 
related to partial differential equations of the form 
au vu 
g=cn,x, (1.2) 
for positive integers n and possibly complex coefficients c,. 
For n = 2k and cZk = (- l)k+‘, eq. (1.2) reduces to the one studied by Hochberg 
(1978). For n = 2k and cZk = ( - 1) ‘+ ‘i, we show in Section 3 that the arc-sine law still 
holds for the associated process {x(t)}, which is governed by a complex measure on 
path space. 
For n = 2k + 1 and cak+ 1 real, the arc-sine law for 
Tt = meas {s < t: x(s) > 0) (1.3) 
does not hold. In this case we obtain the Laplace transform of E(eeBrt) via the 
Feynman-Kac functional. A simplified version of this formula is presented for 
k = 1,2,3, and we conjecture an analogous succint expression for the general odd- 
order counterpart of the arc-sine law. 
Finally, the case of odd n with purely imaginary coefficients can be reduced to the 
previous one via a change of the time variable. 
We then consider certain mixtures of the earlier cases related to equations of the 
form 
$=(- l)“‘1~~2(_i)n+1%!, n = 1,2, . . . (1.4) 
We show that the arc-sine law still holds for the case n = 2 and conjecture that it is 
valid also for all n = 2k (k = 1, 2, . ). However, for n = 3 we obtain a counterpart of 
the arc-sine law which can be expressed in terms of the superposition of independent 
random variables, one of which has distribution given by the counterpart to the 
arc-sine law for a third-order process associated with Eq. (1.2). 
Motivation for extending our earlier work on signed processes to generalized 
processes of all orders governed by signed and complex measures has come from at 
least two diverse sources. Gardiner and Chaturvedi (1977) introduced a method called 
the Poisson representation for studying stochastic master equations describing fluctu- 
ation phenomena in chemical reactions. In a series of papers with several colleagues 
(Chaturvedi et al., 1977; Gardiner and Chaturvedi, 1977; Gardiner et al., 1979) they 
have shown that in several specific examples this technique leads to Fokker-Planck 
equations of order greater than two, with resulting higher-order noise related to 
equations of type (1.2) and (1.4). 
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In addition, Berger and Sloan (1982, 1985) have presented a method of generalized 
characteristics for solving Cauchy problems of the form 
a24 
dt = Au> 
4x, 0) =f(x) 
(1.5) 
for admissible differential operators A of arbitrary integral order and initial functions 
f: In this, one first finds a solution 4,(.) of an associated characteristic equation, where 
(c,(t), x E R”, t 2 0} is a diffusion on a signed probability space defined via equations 
of type (1.2). A solution of (1.5) is then given by 
4x, t) = ML(~)X (1.6) 
where L is a generalized expectation operator. 
It thus seems natural to investigate processes of any integral order governed by 
either signed or complex measures on path space associated with Eqs. (1.2) and (1.4). 
2. Signed and complex measures and their associated processes 
We first consider processes related to the partial differential equations 
(2.1) 
for functions u = u(x, t) that are n times continuously differentiable in the variable x, 
where n is an arbitrary positive integer and c, is a possibly complex coefficient. 
Such processes are governed by signed and complex measures on path space that 
are constructed from the fundamental solution p(x, t) of the initial-value problems 
given by Eq. (2.1) with u(x, 0) = S(x), where 6(x) is the Dirac delta function. In the case 
n = 2k, c, = ( - l)k+ ‘, k = 1,2, . . , such signed processes were studied in Hochberg 
(1978). In the case where c, is a complex coefficient, the process is governed by 
a complex measure constructed in an analogous way. 
The fundamental solution to the initial-value problem for Eq. (2.1) with 
u(x, 0) = S(x), under the boundary conditions 
akP(x, l)
------0 asIxj-+cc fork=O,l,..., n-l, 
aXk 
is given by 
(2.2) 
p(x, t) = 2 s +cO e-i*~e(-iWcddn. _ m (2.3) 
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The solution p(x, t) has the obvious properties that 
s 
tn: 
p(x, t)dx = 1 
-CC 
(2.4) 
and 
p(x, t) = p(t_ 1’nX, l)t_ l’n. (2.5) 
Moreover, for n = 2k, the function p(x, tj is symmetric in x. In addition, p(x, t) 
belongs to the Schwartz class Y of infinitely differentiable rapidly decreasing func- 
tions f(x) with 
(2.6) 
for each k, j 2 0. 
For equations of the form (2.1) with coefficients c, whose fundamental solution is 
not in the Schwartz class Y, the Fourier transform given in (2.3) is to be understood as 
a C”-functional on the distribution space 9’. This is the case, for example, when c, = i 
and n = 3. 
Signed and complex-valued measures P are constructed on a set of real-valued 
functions x : t E [IO, cc ) + x(t), called the sample paths of the process, in a manner 
similar to that described by Hochberg (1978). In particular, for cylinder sets C of the 
form 
C={X:UjIX(tj)lbj,j=l,...,n}, O<tl< “’ <tj< .” <t,, (2.7) 
the finitely additive measure P is defined by 
bl 
P(C) = .” 
s s 
bn ri p(xj-xj_,,tj-tj~I)dxj, (2.8) 
a1 a, j=l 
where to = 0, x0 = 0, and xj corresponds to x(tj). The measure P is countably additive 
on the field of sets generated by x(tj), j = 1, 2, . , n, for fixed tj and n finite. The full 
measure P extended to all of path space is of infinite total variation; the proof is 
essentially the same as that in Krylov (1960) and Hochberg (1978) for the case n = 2k. 
We can also define expectations 
Ef= fdP. 
s 
(2.9) 
If we let P,(x E E) = P(x + a E E) and let 9 be the field of x(tJ (i = 1, 2, . . . , n) for 
fixed finite n and 0 I t 1 I ... I t, = T, then the measure P is Markovian in the sense 
that 
P,{x(t + T) E dy 1 F} = Pb{x(t) E dy}, where h = x(T). 
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3. The arc-sine law and the Feynman-Kac formula 
The arc-sine law for Brownian motion and for signed, symmetric processes can be 
derived using the identity of Spitzer (1956). This technique does not apply to nonsym- 
metric distributions, including those studied here for odd values of n. However, the 
arc-sine law, or its counterparts in the event that no arc-sine law holds, can be derived 
from the FeynmanKac formula. Since this formula will serve as an important tool in 
our analysis, we review here a statement of this basic result. 
Theorem 3.1 (Feynman-Kac). Let V he a bounded piecewise continuous function: and 
let f E C”. Then the initial-value problem 
aw -_=c 
at 
?!!_ I/w 
n axn 
w (x, 0) = f(x) 
has solution 
where 
k 
X n p(Xj-Xj-l,tj-tj-l)dXj 
j= 1 
(3.1) 
(3.2) 
(3.3) 
and0 = t,, < ... < tj < ... < tk = t, x,, = x and xj corresponds to x(tj), the existence 
of the limit being part of the assertion. 
Many proofs of the Feynman-Kac formula have appeared in the literature, some 
specialized to the second-order case (Kac, 1949; Simon, 1979). The formula holds, 
however, more generally (Kyrlov, 1960; Hochberg, 1978; Orsingher, 1991) including 
the cases arising from the higher-order heat-type equations treated here. If we set 
T&x) = &{f(x(t))) (3.4) 
for f in the domain of the operator A = c, P/ax”, then {T,: t 2 0} is clearly a semi- 
group of operators satisfying Tt, +12 = TC, Tt,. If we then define 
&f(x) = -k{ev( - s,' V(x(~)ido)/(rV)~}, (35) 
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it follows from the Markovian property described above that {S,: t 2 0) forms 
a semigroup of operators as well which shares the same center as {r,}. It then follows 
as in Varadhan (1968) that 
4% 0 = &ox) 
satisfies Eq. (3.1). 
(3.6) 
Our aim in this paper is to obtain the distribution of 
T1 = meas{s < t: x(s) > 0}, 
considered as a function of the time t, in various cases. For f = 1 and 
(3.7) 
v= 
i 
P> x > 0, 
0, x < 0, 
Eq. (3.2) becomes 
= E,{eeprt}, (3.9) 
where I,(.) denotes the indicator function of the set A. 
The function w(x, t) is a solution of 
aW 
c, g - fiw, for x > 0 
-z 
at 
: 
anw 
cn gp, for x < 0, 
and the Laplace transform 
s cc W(x, 1”) = em"'E,.emBrt) dt 0 
(3.8) 
(3.10) 
(3.11) 
then solves the equation 
VW 
-l++(i”+p)w=c,~’ x>o, 
-l+lW=c,&$ 
(3.12) 
x < 0. 
Considering solutions of (3.12) which vanish as )x 1 --, cu and the match-up conditions 
at x = 0, we obtain the explicit form of the double Laplace transform W of T1. 
In most of the cases dealt with below, the form of W(0, 2) is 
W(0, A) = l nyn + p)’ -n’ O<a<l, (3.13) 
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whose inverse Laplace transform is of the form 
s f w(0, t) = H e-Ds 0 f(t - s)l -= ds. 
The value of the constant H can be determined from the formula 
f 
cc 1 
e --afXtY & L 
T((x + Y + 1)/x) 
Y+l a(Y+ 1)/X ' 
y> -1 
0 
(Magnus and Oberhettinger, 1948, p. 7). From this it is easy to derive that 
fr,W = F x”(t _l_+ 
4. Processes governed by complex measures 
In this section, we consider processes governed by complex-valued measures related 
to the equation 
The density (2.3) is then given by 
s +CZ e-iax e _ m 
(4.1) 
When k = 1, the integral (4.2) can be expressed as a Fresnel integral and evaluated as 
e -iW2dw = & (1 - i)eix2’4t. 
By means of a time transformation t’ = it, Eq. (4.1) reduces to 
(4.3) 
(4.4) 
for which the arc-sine law is known to hold. 
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The property that the arc-sine law holds as well in terms of the original time 
variable t follows from the fact that Eq. (3.10) is transformed into 
I aZkB 
a6 
(- uk+‘* + i/G for x > 0, 
-= 
at1 ( 
(_ l)k+‘!?$f for x < 0, 
, 
and therefore (3.13) is transformed into 
@(O, 2) = &)> 
whose inverse is 
iC(O, t’) = H 
(4.5) 
(4.6) 
(4.7) 
where the value of the constant H can be determined from formula (3.15). Returning to 
the original time variable t = - it’, we obtain again Eq. (3.14) with c( = l/2. 
We now devote special attention to the third-order equation with imaginary coefficient 
au . ah 
z=‘ax”, (4.8) 
for which the density p(x, t) exists as an asymmetric C”-functional on 9’. It is a result 
of this asymmetry that the arc-sine law does not hold in this case. 
A process connected with such an equation can be more intuitively understood 
when viewed heuristically as the limit of a suitable random walk with displacements 
2 having the following complex-valued distribution: 
~(2 = + Ax) = z + i, p(Z = - Ax) = 5 - i, 
(4.9) 
p(Z=2Ax)= -t-f, P(Z= -2Ax)= -;+;, 
On the basis of reasoning similar to that leading to the heat equation, we can obtain 
Eq. (4.8). We note that E{Z3} = - 6i(Ax)j. 
Application of the Feynman-Kac technique to derive the distribution off f given in 
(1.3) now involves solving the Eq. (3.12) with n = 3 and c, = i, whose general solution 
has the form 
1 c,eolix + cze02@ + c3eMx + - x > 0, 
W(x, n) = 
i. + /?’ 
dleol’* + dZeoz6* + d3e036x + i_ x < 0, 
(4.10) 
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where ( = QZJ, 6 = $4 and 
{ 
2(k - 1)rri 
tIk = exp y + 3 
I 
) k = 1, 2, 3, (4.11) 
are the cubic roots of - i. 
Since 0, = i, the boundedness condition on (4.10) yields 
: 
1 cleiix + c2efJ2:x + ~ 
;1 + /I’ 
x > 0, 
W(x, A) = 
dIeidx + d3e8jdx + k, 
(4.12) 
x < 0. 
Whereas the determination of the function W(x, 1) depends on the evaluation of 
four arbitrary constants, only three relationships can be established from the condi- 
tions at x = 0. This difficulty can be circumvented by reverting to a time transforma- 
tion t’ = it, which rotates the characteristic roots away from the imaginary axis. Then, 
all such roots will have nonzero real parts, and the total number of roots appearing 
after application of the boundedness condition will coincide with the number of 
matching conditions at x = 0. 
Although the arc-sine law does not hold here, we obtain a counterpart of it, which 
we state in the following theorem. 
Theorem 4.1. For processes governed by the complex-valued measure associated with 
Eq. (4.8), the random variable I-, dejined in (1.3) possesses the distribution 
Proof. Eq. (3.10) with II = 3 and cj = i becomes 
aw 
at’ -/Iw+i$, x > 0, 
aW . ah 
at=‘@ x < 0. 
Following the time change t’ = it, (4.14) becomes 
a% - = i/i@ +
at1 ax3' 
x >o, 
(4.13) 
(4.14) 
(4.15) 
a$ a% _- 
57 - ax3' x < 0. 
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The Laplace transform (4.10) of the solution to Eq. (4.15) at x = 0 is 
@(O, 2) = &+ 
this can be verified directly, as shown in Orsingher (1991). 
It can be checked that 
3 1’ 
tqo, t’) = K s eiBY 0 p@qjdy. 
(4.16) 
(4.17) 
Returning to the original time variable t = - it’ and performing a simple change of 
variable y = iz in the integral, we obtain the stated result. 0 
For processes governed by equations of the form (1.2) with n = 2k + 1, 
czk+i= +i,k=2,3 ,..., the difficulty encountered above caused by purely imagin- 
ary roots of + i arises again, but can be similarly circumvented by the change of time 
variable t’ = it. 
5. The general odd-order process 
We now consider the general odd-order process related to the equation 
al4 
azn+ 1 
u 
5 = f &zn+l 
n= 1,2, (5.1) 
for which the density (2.3) can be expressed as 
‘0, r) = & 
s 
; exp( - iax k ( - l)“+lia’“+it)da 
CC 
1 Cc 
zz- 
s 
cos(ctx T( - l)“+‘a2”+‘t)da. (5.2) 
n 0 
For the distribution of the random variable Tr defined in (1.3), we now have the 
following result. 
Theorem 5.1. For processes governed by measures with density (5.2) associated with 
Eq. (5.1) with positive coefficient, we have 
s cc e-"'Eo{epBrr} dt = 0 L_il _ (1 _ (qq’czn+l)) 
[32n+ l,] [Son+ “1 
X 
c n 
k=[(2n+1)/4]+1 j=[(2n+1)/41+1 
j#k 
(5.3) 
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where yj = (/z + p)l’@n+ l), 6 = (A)l/@+ l), 13~ = ei[2”j’(2n+ lJ1 are the (2~ + 1)st roots of 
unity, and [I] means, as usual, the integral part of 1. 
Proof. We first observe that the Laplace transform W of 
w(x, t) = E,{e-pr’J 
is a solution of 
a2n+l 
-l+(i+P)W=&, when x > 0, 
a2nt 1 w 
-l+AW=p 
aX2n+l ’ 
when x < 0, 
which has a general solution of the form 
I 
f cjeeJqx + -& when x > 0, 
W(x, It) = i;,” 
1 djeBJdX + f when x < 0. 
j=O 
Since the real part of Bj is positive only for 
O<&<z and ;<&<27~, 
(5.4) 
(5.5) 
the boundedness condition therefore implies 
1 
[$(2n+l)] 
c 
1 
Cje @,9x __ when x > 0, 
w(x’ ‘) = 
j=[(Zn+l)/4]+1 +2+8' 
[(2n+ 1)/4] 
C dje’16x + f djeeJdX + k, 
(5.6) 
when x < 0. 
j=O j=[$(Zn+l)]+l 
Upon imposing the 2n + 1 conditions 
akw;@k+> 4 = akw;@;> n) (k = 0, 1, .,, ) 2n), 
we obtain the system 
[$(2n+l)] 
c 
j=[(2n+ 1)/4]+ 
[$(2n+ l)] 
c 
j=[(Zn+1)/41+ 
[(2n + 1)/41 
cj = jgo dj + ?I 
j= 3(2nt 
c4 
I(2n + 1)/41 
cjO$qk = 1 dj6jksk + 
j=O 
d@clk JJ ’ 
l)]il 
k = 1. . . . 
(5.7) 
,2n, 
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which can be solved readily using Vandermonde determinants, yielding 
~=&!e(&) for~=[~]+l,...,[~(2,. l)], 
jfk 
where 
i 
@,(/2 + p)ii(zn+ 1) 
Kj = 
fori=[F]+ 1;...,[:(2.+ I)] 
otherwise. 
Inserting (5.8) into the first expression of (5.6), we get 
1 
W(0, 3,) = __ 
i 
K.i 
i+B Kj - Kk 
j#k 
I . I 
(5.8) 
(5.9) 
In order to obtain the stated result, some additional manipulations are necessary. 
Since Oj are the roots of unity we have 
2n 
%2n+l 
- 1 = n (a - Oj), 
j=O 
and therefore 
2n 
4 
&!pj = i 
) 0 
2n+l n$o(& ei) $ 
=- -. 
j= 1 
l-f 1-i 
(5.10) 
We can thus write the product appearing in (5.9) as 
j#k 
C32n+ ‘)I (1 - Q _ ,v/q 
1 - (i1ld)l),-j) j=((2nz)/4]+1 (1 -‘o:mjJ ’ 
(5.11) 
j#k 
A simple change of the running index allows us to employ (5.10) and thus obtain the 
stated result. 0 
Remark 5.1. In some instances it is more useful to use an alternative formula obtained 
by using the second expression in (5.6) and taking the left-sided limit at x = 0. This 
results in 
(5.12) 
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wherej and k run over the intervals from 0 to [(2n + 1)/4] and from [j(2n + l)] + 1 
to 2n. 
Remark 5.2. These rather complicated expressions can be considerably simplified and 
thus better understood in some particular situations. For example, when n = 2, 
formula (5.3) reduces to 
=&pF (5.13) 
In the case n = 3, the summation in (5.3) involves four terms each composed of three 
factors, whereas the summation in (5.12) involves only three terms each composed of 
two factors. 
We therefore use the formula of Remark 5.1, which involves the following summa- 
tion: 
c n (‘1 :z’yy 
k=O,1,6 j=O,1,6 
j#k 
=[(I -$)(l -$I+1 -(I,)(1 -O_,) 
+(1-~/3,)(1-$+8U(l-B_,) 
+(+r)( 1 - 6 8-2 ) (1 - 0,)(1 - 0,) ]I (2 - 02 - O-,)(2 - 01 - 0-r). 
(5.14) 
After much manipulation the numerator can be shown to equal 
[l +;+(;)‘I (2 - 8, - Q-,)(2 - f!ll - &,), 
so that 
(5.15) 
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Remark 5.3. It is worthwhile noting that formula (5.3) for n = 1 results in 
s cc e-“‘E,(eCprC)dt = 0 (5.16) 
as was shown in Orsingher (1991). 
Remark 5.4. In light of the previous two remarks, we conjecture that formulas (5.3) 
and (5.12) yield the general result 
1 
s 
cc II 1/(2n+l)’ n= 1,3,... 
e-“‘Eo(e-~r,)& = “‘+‘(’ + p’ ’ (5.17) 
0 
[JL?l(A + p)“+ l]l/(Zn+l) n = 29% ‘.. . 
Analogous calculations for processes related to Eqs. (5.1) with negative coefficients 
should lead to the formula 
I 
1 
s 
cc 
ee’fEO(e-BTC) dt = 
[In”@ + /3)“+1]1/(2”+1) y1 = 1,3, .‘. 
1 
(5.18) 
0 
[P”(A + p)“]1/(2”+1) n = 23% ... . 
It is now straightforward to calculate the distribution of T1 along the lines of 
Eqs. (3.13))(3.16). 
6. Superposition of processes 
In this section, we consider processes related to equations of type (1.4) which 
involve mixtures of the processes analyzed until now. We begin with the case n = 2, 
for which Eq. (1.4) becomes 
au a% 2 
at = ax4 
+2i$. (6.1) 
We note that (6.1) can be obtained by considering a random walk with steps of length 
1, = + k Ax, k = 1,2,3, taken at time intervals At and possessing the complex 
distribution 
P{13= f3Ax) = -b-ii 
P{lz= *2Ax}=i+$i 
P{li = + Ax} =a - (13/12)i 
(6.2) 
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It should be noted that the real part of this distribution concerns a random walk with 
steps 1, connected with the equation 
au a4u -- 
at = ax4’ 
It is easy to see that p(x, t) now has the form 
J 
+oO 
exp( - iax - a4t - 2i&)dcr, _ 
cc 
(6.3) 
whose properties of symmetry and scaling follow immediately. 
The Feynman-Kac functional 
w(x, t) = EX{exp( - Ji V(x(s))ds)fotL))) (6.4) 
with respect to a process governed by Eq. (1.4) solves the initial-value problem 
g=(- 1)“+1!$!&2(_ij.i1!$_ VW, 
(6.5) 
w(x, 0) = f(x), 
where, as usual, V is a bounded, piecewise continuous function and f E C2”. 
We use the function w(x, t) to prove the following theorem. 
Theorem 6.1. The random variable T1 = meas{s < t: x(s) > 0}, where the process 
{X(S), s 2 01 is governed by the complex measure related to Eq. (6.1), has distribution 
given by the classical arc-sine law. 
Proof. According to the Feynman-Kac formula, the Laplace transform 
J 
m 
W(x, 2) = e-“‘w(x, t) dx 
0 
of 
w(x, t) = E,{exp( - 0 
s 
‘I is x(s) >o,WW : o 
= E,{e-prC}, 
solves 
a4W a2w 
-l+Q+@)IV= -ax4+2137 x>O 
a4w a2w 
-l+iW= --++l~ 
ax2 ’ 
x < 0. 
(6.6) 
(6.7) 
(6.8) 
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With A=l+Jm, B=-l+Jm, A’=l+m, and 
B’ = - 1 + m, the general solution of (6.8) can be written as 
I 
i CjeidJx + & for x > 0, 
W(x, n) = j;’ 
jT1 djei*ix + i for x < 0, 
where 
(6.9) 
(6.10) 
and 8; (j = 1,2,3,4) has the same form with A and B replaced by A’ and B’, 
respectively. Because of the boundedness of W, c1 = c4 = d, = d, = 0. 
We evaluate the remaining constants by imposing the continuity conditions 
$(o+, 2) = zxw 7(0-,1), k=0,1,2,3, 
thus obtaining after considerable calculations 
W(O, 2) 
1 
= n+B i 1 +’ 6;s; 83 62 - i 63 - 62 [ (6; - S,)(SL$ - 6,) (6; - S,)(SL$ - 63) II .
(6.11) 
Additional computations yield 
so that 
W(0, A) = J&j. q 
Remark 6.1. We conjecture that an identical result holds for processes governed by 
equations (1.4) when n = 2k. This is because of the symmetry of the distributions 
governing the processes. 
Remark 6.2, In the case considered above, one coefficient of the derivative with 
respect to x is real and one is purely imaginary. Then the expressions A and 
B appearing in the proof are (both) always real valued. We note that if both 
coefficients are real or both are complex, the values of A and B will sometimes be 
complex, thus complicating somewhat the derivation of the distribution of Tt. 
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We now look at the process governed by the measure connected with equation 
au a% a% _=-- 
at ax6 2p (6.12) 
which is Eq. (1.4) when n = 3 and the minus sign is chosen. In contrast to the previous 
case, the arc-sine law does not hold. Instead, we show that the random variable Tt can 
be expressed as the superposition of two independent random variables. 
Theorem 6.2. For processes connected with Eq. (6.12) we have 
s 
a, 
e-“‘E,(e-pr’)dt = 
0 
(6.13) 
Proof. In view of the Feynman-Kac formula, the Laplace transform W(x, 2) of 
w(x, t) = E,{emprt} 
is a solution of 
a6w a3w 
-l+(A+B)W=7-&-2ax”’ x>o, 
a6w 2a3w 
-1+1w=g- S’ x < 0. 
(6.14) 
Taking into account the conditions of boundedness, we can write the general 
solution of (6.14) as follows: 
W(x, 2) = cze i62x + c3eid3x + c5eidsx + l/(n + fi), x > 0 dieid;” + dqei64x + dgeid6x + l/n, x<o (6.15) 
where 
6j = *e(2in/3)(j-1), j = 1, 2, 3, 
fie(in/3)(2j- 11, j = 4, 5, 6. 
A, B, A’ and B’ are as in the proof of Theorem 6.1, and Sl has the same form as 6j with 
A and B replaced by A’ and B’. 
After the six constants in (6.15) are evaluated by imposing the usual continuity 
conditions at x = 0. we obtain 
(6.16) 
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where 
V3 
e1 = (6, - 6,)(6, - 6,)(6> - S,)(X$ - 6,)(6’, - 6,)’ 
6365 
e2 = (6, - S,)(S, - s,)(s; - 6,)(x$ - S,)(& - 6,)’ 
6265 
e3 = (6, - 63)(6, - d,)(iy - S,)(& - 63)(& - 63)’ 
In order to obtain the stated result we need the following relationships, which were 
obtained after lengthy calculations: 
J*+pq(*-*)*{:j;i(~-fi)+A+gm+~(yF-g-i)} 
(B’+A)(A+B)(A’-A) (6.1;) 
w3 
(62 - M~3 - &wl - M& - U& - 65) 
=~(~+$i-g5,(~+gi,(yi-@, 
(A’ + B)(A + B)(B’ - B) 
Combining the expressions in (6.17) into a single fraction and using the facts that 
B’+A=A’+B=JTT2+JTTGq, 
A+B=2dm, 
A-A’=B-B’=Jm-fil, 
we obtain a numerator which is given by 
- m(A + B) + AvA(I1+B) + vm. 
We now observe that 
and 
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q 
(6.18) 
Remark 6.3. Although we have not been able to invert the Laplace transform just 
derived, it is clear from (6.13) that the random variable T1 can be represented as the 
sum of two independent random variables, one of which has distribution given by 
(4.13), which is related to the third-order equation. 
The expression (6.13) allows us to obtain explicitly the mean value of the random 
variable Tr, which reflects inherently the asymmetry of the associated process, as 
demonstrated below. 
Corollary 6.1. For Tt related to Eq. (6.12), we have 
(6.19) 
Proof. The Laplace transform of the mean value of Tt satisfies 
s 
m 
e-“‘Eo{r,}dt = - 
0 
The first term is clearly the Laplace transform of t/2, whereas the second term is the 
Laplace transform of 
as can be verified with some effort. 
We note that the second term of (6.19), which reflects the asymmetry of the process, 
is positive. 0 
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