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Topological nodal-line semimetals exhibit double or fourfold degenerate nodal lines, which are protected by
symmetries. Here, we investigate the possibility of the existence of triply degenerate nodal lines in metals. We
present two types of triply degenerate nodal lines, one topologically trivial and the other nontrivial. The first type
is stacked by two-dimensional pseudospin-1 fermions, whose surface states are dependent on the geometry of
the lattice and the surface termination. Such a metal has a nesting of Fermi surface in a range of filling, resulting
in a density-wave state when interaction is included. The nodal line can split into four Weyl nodal lines under
perturbations. The second type is a vortex ring of pseudospin-1 fermions. In this system, the pseudospins
form Skyrmion textures, and the surface states are fully extended topological Fermi arcs. The vortex ring can
evolve into a pair of vortex lines that are not closed in the first Brillouin zone. A vortex line cannot singly exist,
reminiscent of the fermion doubling. The properties in an external magnetic field are studied for both cases.
I. INTRODUCTION
The topological semimetal (TSM) is a system where the
conduction and valence band touch in the Brillouin zone (BZ).
The touching could be discrete points or lines which can yield
zero-dimensional or one-dimensional Fermi surfaces, respec-
tively. The well-know examples of touching points are Weyl
and Dirac nodes which can be described by Weyl and Dirac
Hamiltonian, respectively. In the Weyl TSM, a Weyl node can
be regarded as a monopole in momentum space which carries
a positive or negative chirality charge, with the net charge in
the BZ being zero, so Weyl nodes must emerge in pairs with
opposite chirality in crystals. The Dirac node is a fourfold de-
generate point, which can be regarded as two overlapped Weyl
nodes with opposite chirality. Weyl and Dirac TSMs exhibit
exotic properties owing to the special band structures, such
as Fermi-arc surface states [1–5] stretched between two Weyl
points in the surface BZ and chiral anomaly [6–12] in bulk.
These systems have been intensively researched in both theo-
retical [13–22] and experimental [2, 23–27] communities. Be-
yond Weyl and Dirac nodes, the three-, four-, six- and eight-
band touchings are also allowed by space group symmetries in
spin-orbit coupled crystals with time-reversal symmetry [28].
The systems with line-like band touching are commonly
termed topological nodal line semimetals (TNLSM), and the
symmetry-protected nodal lines exhibit various forms, such
as a line running through the BZ but resetting at its bound-
ary [29–31], or a loop inside the BZ [32–34], or even a
chain [35, 36] or a link [37–39]. Breaking the protecting sym-
metry, the nodal line evolves into a full gap or several nodal
points. The nodal lines can exist in a system with or without
spin-orbit coupling (SOC). When SOC is present, the system
usually requires an additional symmetry, the glide symmetry
for the nodal line to exist [40, 41]. Based on the structure
features of nodal lines, generally, we can continuously tune
the parameters to deform the nodal line and even encounter
∗ wangly39@mail.sysu.edu.cn
† yaodaox@mail.sysu.edu.cn
a topological transition [40, 42–44]. A lot of theoretical ef-
forts have been devoted [45–51] and some realistic materi-
als [31, 52–55] have also been reported to realize the TNLSM
phase. Nodal line systems also present some specific topolog-
ical physics such as drumhead-like flat surface bands [49, 56].
A Dirac (Weyl) node in TSM can be regarded as a quasipar-
ticle which corresponds to a massless relativistic Dirac (Weyl)
fermion with spin-1/2 in the context of particle physics.
In contrast, in condensed matter physics, the existence of
fermions with higher pseudospin [28, 57] is allowed due to
lesser symmetry constraint. For example, some lattices with
specific space group symmetry host pseudospin-1 fermions,
such as kagome [58], triangular-kagome [59] and some optical
lattices [60–62]. In these systems, a flat energy band crosses
the touching point (or line) and presents a triply degenerate
pseudospin-1 fermion [63]. When the Fermi level crosses the
triply degenerate point or line, these systems present a 2D pla-
nar Fermi surface, so these systems are topological metals.
The pseudospin-3/2 fermion is also allowed by space group
symmetries, which is from a four-band touching. These four
bands can be divided into two groups by their different Fermi
velocities or helicities 3/2 and 1/2. Constructing a closed
surface enclosing the touching point, we obtain the Chern
numbers ±3 and ±1 for helicity 3/2 and 1/2 bands, respec-
tively. Therefore, in contrast with the Weyl and pseudospin-1
fermion which has topological charge ±1 and ±2, respectively,
the pseudospin-3/2 fermion has a total topological charge
±4 [64, 65].
In this paper, we consider a star lattice model which
presents a pseudospin-1 fermion [66]. In the AA-stacked 3D
star lattice, these touching points evolve into a touching line
(pseudospin-1 nodal line) when the interlayer hopping ampli-
tudes on different sites are equal. We find that the pseudospin-
1 nodal line splits into four Weyl nodal lines when the inter-
layer hopping amplitudes on different sites are different but
host inversion symmetry. A 3D effective model is presented
here to describe the pseudospin-1 nodal line. For the suffi-
ciently small interlayer hopping which can be considered as a
perturbation, we also derive a 3D effective Hamiltonian by the
perturbation theory to describe the splitting. The other triply
degenerate nodal line system investigated in this work is a vor-
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FIG. 1. (a) The star lattice, the thick lines and thin lines represent
the inter-triangle and intra-triangle hopping, respectively. The red
parallelogram denotes a unit cell, with its six sites labeled. (b) The
first Brillouin zone of the star lattice, with b1 and b2 representing the
primitive reciprocal vectors.
tex ring model, which can evolve into a couple of vortex lines.
However, such a vortex line can not exist on its own in the lat-
tice model, similar with the fermion doubling of Dirac (Weyl)
fermions [67, 68].
II. PSEUDOSPIN-1 NODAL LINE
A. Pseudospin-1 fermions in 2D
Pseudospin-1 fermions have been shown to exist in various
lattices [58–62]. Here, we start from the star lattice [69, 70],
which can be regarded as a honeycomb lattice with each site
replaced by a triangle, as shown in Fig. 1(a). The red parallel-
ogram denotes a unit cell with six sites that form six sublat-
tices. We consider only one orbit on each site and assume the
lattice constant a = 1. The first Brillouin zone (B.Z.) is shown
in Fig. 1(b), in which b1 and b2 are the primitive vectors in
the reciprocal space, and Γ labels the center of the B.Z. while
K and K′ label two inequivalent corners.
We consider both the intra-triangle hopping and the nearest-
neighbor inter-triangle hopping, with amplitude t and t′, re-
spectively. The tight-binding Hamiltonian is
H0 = −t
∑
<i j>σ
c†iσc jσ − t′
∑
i jσ
c†iσc jσ + h.c., (1)
where c†iσ (ciσ) creates (annihilates) an electron with spin σ at
site i, and < i j > and i j  represent the intra-triangle hop-
ping and the nearest-neighbor inter-triangle hopping, respec-
tively. Taking the Fourier transformation, we get the Hamil-
tonian in momentum space H0 = ∑kσ Ψ†σ(k)H0(k)Ψσ(k),
where Ψσ(k) = (c1kσ, c2kσ, ..., c6kσ)T , with cikσ annihilating
an electron on sublattice i with momentum k and spin σ. We
will not consider the spin degree of freedom until further spec-
ified. The band structure is obtained by diagonalizing H0(k),
as shown in Fig. 2, which contains two flat bands. By tuning
the ratio t′/t, the lower flat band touch a dispersing band either
above or below it. At a critical value t′ = tc ≡ 1.5t, a triply
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FIG. 2. Band structures of the 2D star lattice with (a) t′ = 1.3t and
(b) t′ = tc = 1.5t. The red lines depict the spectrum of the effective
Hamiltonian.
degenerate point with three bands touching is achieved, form-
ing a pseudospin-1 Dirac-Weyl fermion, which is our focus.
At high energies, Dirac points emerge at K and K′.
An effective Hamiltonian near the degeneracy can be de-
rived by the k · p method [59], which is
H2De f f (k) = 0 + vkxS x + vkyS y, (2)
where S i’s are three out of eight Gell-Mann matrices
S x =
 0 0 i0 0 0−i 0 0
 , S y =
0 0 00 0 i
0 −i 0
 , S z =
0 −i 0i 0 0
0 0 0
 , (3)
which satisfy the angular momentum algebra [S i, S j] =
ii jkS k. The parameters are 0 = −0.5t and v =
√
3
8 t. When t
′
is away from tc, the band structure can be described by adding
an extra term −∆ 0 00 −∆ 0
0 0 ∆
 (4)
where ∆ is a function of t′ − tc. Fig. 2 shows the band struc-
ture for t′ , tc and t′ = tc, where the spectrum of the 2D
pseudospin-1 Hamiltonian is depicted in red lines.
B. Pseudospin-1 nodal line in 3D
Next, we consider a 3D lattice formed by AA-stacking of
the 2D star lattice, which we call the 3D star lattice. The
Hamiltonian in momentum space is obtained by introducing
a kz-dependent term
Hz =
∑
mkσ
2tmz cos kzc
†
mkσcmkσ, (5)
where tmz represents the amplitude of the nearest-neighbor in-
terlayer hopping at sublattice m (m = 1, ..., 6, see Fig. 1(a)).
Now, we assume all sublattices have equal interlayer hopping,
i.e. tmz = tz, then we obtain the 3D band structure, which, at
a fixed kz, has a pseudospin-1 fermion at (0, 0, kz) and Dirac
points at the corners of the 2D slice of the 3D hexagonal B.Z..
Along the kz-axis, the pseudospin-1 fermions form a triply de-
generate nodal line, which we will call pseudospin-1 nodal
3FIG. 3. (a) The Fermi surface of the 3D star lattice at half filling. (b)
The pseudospin-1 nodal line, with ky = 0.
line. Obviously, by adding a kz-dependent term to the 2D
Hamiltonian (2), we can obtain the 3D effective Hamiltonian
for the pseudospin-1 nodal line,
H3De f f (k) = 0 + vkxS x + vkyS y + 2tz cos kz. (6)
We show the Fermi surface (FS) at half filling in Fig. 3(a) and
the pseudospin-1 nodal line in Fig. 3(b) where ky = 0.
According to the 2D effective Hamiltonian, we calculate the
Berry phase on a curve which encloses the triply degenerate
point in kz = 0 plane, the integration along the loop is 2pi. In
3D, evidently, the Berry phase on a loop which encloses the
nodal line is also 2pi since the 3D system can be regard as a
stacking of 2D systems along kz.
The pseudospin-1 nodal line may split into Weyl nodal lines
under perturbation. For instance, in our 3D star lattice, when
not all tiz’s are equal, but inversion symmetry is still conserved,
i.e. t6z = t
1
z , t
5
z = t
2
z and t
4
z = t
3
z (see Fig. 1(a)), the pseudospin-
1 nodal line splits into four Weyl nodal lines, as shown in
Fig. 4(a) for kz = 0. The Weyl nodal lines are formed in
two orthogonal directions in momentum space. For clarity, in
Fig. 4(b-d) we plot the dispersion along ky = kx, ky = −kx and
the kx-axis in kz = 0 plane, respectively. Such a splitting can
also occur in a Lieb-kagome lattice [71]. If the interlayer hop-
ping amplitudes are small and can be treated as a perturbation,
we get a 3D effective Hamiltonian with the following term in
place of the last term of Eq. (6),
H′(kz) =

− u12 − u22 u12√3 −
u2
2
√
3
0
u1
2
√
3
− u2
2
√
3
− u16 − u26 − 2u33 0
0 0 − u13 − u23 − u33
 (7)
where ui = 2tiz cos kz for i = 1, 2, 3. The spectra of the effec-
tive Hamiltonian with this perturbation are shown in Fig. 4 by
the red lines. The splitting into four Weyl nodal lines can be
understood in the following way:
C. Landau level structure
Here we study the Landau levels (LLs) of the pseudospin-1
nodal-line system in a magnetic field. The canonical momen-
tum should be replaced by the gauge-invariant kinetic mo-
mentum, i.e. P → Π = P + eA(r) where P = ~k. We
use the vector potential A(r) = (−By, 0, 0) which generates
a homogeneous magnetic field B along z-direction. Since r
and P satisfy the commutation relations [ri, P j] = δi ji~ and
[ri, r j] = [Pi, P j] = 0 where i, j = x, y, defining lB =
√
~
eB
as the magnetic length, we obtain [Πx,Πy] = −i ~2l2B . Then
we introduce the ladder operators aˆ = lB√
2~
(Πx − iΠy) and
aˆ† = lB√
2~
(Πx + iΠy), which satisfy the commutation relation
[aˆ, aˆ†] = 1. In terms of the ladder operators, the Hamiltonian
in a magnetic field can be written as
HBe f f = kz +
v√
2lB
 0 0 i(aˆ
† + aˆ)
0 0 (aˆ† − aˆ)
−i(aˆ† + aˆ) −(aˆ† − aˆ) 0
 , (8)
where kz = 0 + 2tz cos kz, and we have set ~ = 1. Let us
temporarily neglect the kz term and assume the eigenvalues
and eigenstates of Hamiltonian (8) are En and ψn, respectively,
where ψn = (u1n, u2n, u3n)T is a three-spinor wave-function.
They satisfy the eigenequation HBe f fψn = Enψn. Explicitly,
we have
iv√
2lB
(aˆ† + aˆ)u3n = Enu1n,
v√
2lB
(aˆ† − aˆ)u3n = Enu2n,
v√
2lB
[
−i(aˆ† + aˆ)u1n − (aˆ† − aˆ)u2n
]
= Enu3n.
(9)
Substituting the first two equations to the third yields
v2
l2B
(2aˆ†aˆ + 1)u3n = E2nu3n, (10)
which has the solution u3n = cn|n〉 for n ≥ 0, where |n〉 is the
eigenstate of the number operator aˆ†aˆ with eigenvalue n and
cn is a coefficient depending on n, and
En = λ vlB
√
2n + 1, (11)
where λ = ±1. Utilizing the first two of Eq. (9) we can get the
spinor wave-function
ψnλ =
1
Ξn

iλ(
√
n + 1|n + 1〉 + √n|n − 1〉)
λ(
√
n + 1|n + 1〉 − √n|n − 1〉)√
2
√
2n + 1|n〉
 , (12)
where Ξn = 2
√
2n + 1 is the normalization factor and | − 1〉 =
0. We note that En = 0 also is a solution of the eigenequation,
with the corresponding eigenfunction
ψ′ =
√
2
2
i|0〉|0〉
0
 . (13)
Retrieving the dropped term kz , eventually, we have the LLs
of Hamiltonian (8)
Enkz = kz , kz + λ
v
lB
√
2n + 1. (14)
Unlike in graphene where the zero-energy LL contributes
to a half-integer anomaly in the Hall conductivity [72, 73], in
4FIG. 4. Schematic pictures of the splitting of the pseudospin-1 nodal
line in the presence of H′(kz). (a) Dispersion in kz = 0 plane. (b,c,d)
Dispersion in kz = 0 plane along ky = kx, ky = −kx and the kx-axis,
respectively. The red lines represent the spectrum of the effective
Hamiltonian. The inter-layer hopping parameters are t1z = 0.05t, t
2
z =
0.25t and t3z = 0.15t.
the 2D pseudospin-1 system, the zero-energy flat band is non-
topological and does not contribute to the Hall conductivity.
Therefore, the Hall conductivity of the 2D pseudospin-1 sys-
tem is given by σH = 2ne2/h where the factor of 2 is from
spin [57]. In the 3D pseudospin-1 nodal line system, when
the Fermi level is in the 3D gap, the Hall conductivity is
σxy =
2ne2
h
∫
dkz
2pi
=
2ne2
hc0
(15)
where c0 is the lattice constant in the z-direction [74–76]. Ex-
perimentally, the three-dimensional quantum Hall effect has
been observed in bulk zirconium pentatelluride (ZrTe5) crys-
tals [77].
D. Geometry dependent surface states
We choose a slab of the 3D star lattice to be infinite in the x-
and z-directions but finite in the y-direction to study the sur-
face states of the pseudospin-1 nodal line system. The projec-
tion of the slab in the xy-plane is shown in Fig. 5(a), in which
we label the layer number and the site number. For a fixed
kz, we calculate the band structure of the slab and have the re-
sults shown in Fig. 5(b). For clarity, we only show the bands
near the triply degenerate nodal line. A couple of bands that
are colored red deviate from the bulk bands which form the
pseudospin-1 structure, and we recognize them as the bands
of the surface states by inspecting the wave function of those
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FIG. 5. (a) Star lattice with layer number and site number labeled.
(b) Band structure along kx for a slab finite in the y-direction, with
kz = pi4 . The surface bands are colored red. (c, d) The squared wave
function of the surface state as a function of the layer number and the
site number, respectively. Three states with different kx’s are shown,
corresponding to the three crosses in (b).
states. In Figs. 5(c) and (d) we show the squared wave func-
tions of the states corresponding to the crosses in Fig. 5(b)
which are exponentially localized at the surface. ψ(kx, n) is the
wave function, where n is the site number shown in Fig. 5(c),
and |ψ(kx, L)|2 is defined as the sum of |ψ(kx, n)|2 over n in the
Lth layer. The surface states are non-topological and are de-
pendent on the geometry of the lattice as well as the surface
termination[78]. For example, in the stacking of Lieb lattices
where pseudospin-1 fermion also exist, there are no surface
states.
E. FS nesting insensible of filling and spin density wave
We have presented the FS of the 3D star lattice at half fill-
ing in Fig. 3(a), which consists of two closed Fermi pockets
and two flat pieces. Away from half filling, upon tuning the
chemical potential µ, one pocket becomes larger and the other
becomes smaller, while the two flat pieces remain, whose po-
sitions depend on µ. The two flat pieces are perfectly nested,
with nesting vector Q =
(
0, 0, 2 arccos( µ+0.5t2tz )
)
. As is well
known, the FS nesting could induce density wave orders when
interaction is taken into account [79, 80].
We consider a Hubbard model with HamiltonianH = H0 +
Hz +HI , where H0 and Hz are given by Eq. (1) and Eq. (5),
respectively, and HI is the interacting Hamiltonian. So the
5Hubbard Hamiltonian can be written as
H =
∑
i jασ
(
ti jc
†
iασc jασ + h.c.
)
+ U
∑
iα
niα↑niα↓, (16)
where niασ = c
†
iασciασ, i and j label two neighbour unit cells
in 3D, α = 1, ..., 6 label the six sites (orbits) in each unit cell,
and U is on-site Coulomb interaction.
Taking the mean-field approximation, in momentum space,
we obtain the following mean-field Hamiltonian
H =
∑
kσ
Ekc
†
kσckσ +
U
2N
∑
kk′σ
[
〈c†kσck+Qσ〉c†k′σ¯ck′−Qσ¯
+ 〈c†k′σ¯ck′−Qσ¯〉c†kσck+Qσ
]
,
(17)
where Ek is the band energy and N is the number of unit cells,
σ¯ is the opposite spin to σ, and we have dropped a constant
term. Since both two Fermi pieces (see Fig. 3(a)) stem from
the same energy band (corresponding to the lower flat band
for each kz), the nesting has no impact on other bands, hence,
in Eq. (17) we consider only one band.
In the spirit of the nearly free electron approximation, in our
work, we consider only k which nearby the two flat FS pieces
(labelled by the subscripts 1 and 2 respectively). The nesting
property of FS is given by 1k = −2k = k, where k is the
energy measured from the Fermi energy and k is measured
from the Fermi surface piece 1 or 2. We define real order
parameters ∆σ = U2N
∑
k σ〈c†1kσc2kσ〉 = σ∆. Then Eq. (17)
becomes
H(k) =
∑
kσ
k
(
c†1kσc1kσ − c†2kσc2kσ
)
+
∑
kσ
∆σ¯
(
c†1kσc2kσ + c
†
2kσc1kσ
)
,
(18)
which can be diagonalized by the Bogoliubov transformation
γ1kσ = ukc1kσ − vkc2kσ
γ2kσ = ukc2kσ + vkc1kσ,
(19)
with the relation u2k + v
2
k = 1. Making the off-diagonal terms
obtained from the transformation vanishing, we get
H(k) =
∑
kσ
ξk(γ
†
1kσγ1kσ − γ†2kσγ2kσ), (20)
where γ†1kσ (γ
†
2kσ) creates a quasi-particle near the FS piece
1 (2) with spin σ. The quasiparticle energy spectrum ξk =√
2k + ∆
2 demonstrates that a gap has developed near the
Fermi level, from which the system has an energy gain and
the ground state is a spin density wave.
III. PSEUDOSPIN-1 VORTEX RING
A. The vortex ring model
We study another system which possesses a triply degen-
erate nodal line, namely the pseudospin-1 vortex ring model.
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FIG. 6. Pseudospin textures in the ky = 0 plane for (a) the vortex ring
phase in the continuous model, (b) the DW phase in the continuous
model, and (c) the vortex ring phase in the tight-binding model. Red
dots and asterisks represent the vortex ring and the triply degenerate
points, respectively.
The pseudospin-1/2 vortex ring model has been investigated
in Ref. 43. In the following, we extend it to the pseudospin-1
case. The Hamiltonian reads
H(kx, ky, kz) = − 1mz kxkzS x − 1mz kykzS y
+ 12mr (k
2
x + k
2
y − k2z − ∆)S z,
(21)
where mz and mr are parameters related to the Fermi veloc-
ity and are set to 1 hereinafter. We choose the three spin-1
matrices to be
S x = 1√2
0 1 01 0 1
0 1 0
 , S y = 1√2
0 −i 0i 0 −i
0 i 0
 ,
S z =
1 0 00 0 0
0 0 −1
 ,
(22)
which are different from those in Sec.II, since the diago-
nal matrix S z is more convenient for the subsequent calcula-
tions. This Hamiltonian describes a pseudospin-1 nodal ring
structure in the kz = 0 plane with radius k0 =
√
∆ when
∆ > 0. It can be obtained by rotating a 2D Hamiltonian
H2D(kx, kz) = −kxkzS x + ((k2x − k2z − ∆)/2)S z around the kz
axis. Tuning ∆ towards 0, the nodal ring shrinks into a point
at ∆ = 0, and for ∆ < 0, two triply degenerate points emerge
at KW± = (0, 0,±
√|∆|), that is the Dirac-Weyl (DW) phase.
In Fig. 6, we plot the pseudospin textures of the vortex ring
and DW phases. Considering the rotational symmetry about
the kz-axis, we only present the results in the ky = 0 plane.
For the vortex ring phase, two vortices with winding number
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FIG. 7. The normalized Berry curvature in (a) the vortex ring phase,
in kz = 0 plane; (b) the vortex ring phase, in kx = 0 plane; (c) the
critical point (∆ = 0), in kx = 0 plane; and (d) the DW phase, in
kx = 0 plane. The red circle and dots denote the vortex ring, the
red asterisks denote the triply degenerate points, and the magenta dot
denotes the quadratic band touching.
±1 appear at (±√∆, 0, 0), respectively, as shown in Fig. 6(a).
We also observe the Skyrmion structure in any kz , 0 plane.
In Fig. 6(b), as we can see, in the DW phase two triply degen-
erate points respectively serve as the source and drain, and the
pseudospin flux flows from KW− to KW+.
We also depict the normalized Berry curvature of the high-
est band in Fig. 7 for the vortex ring phase, the DW phase, and
the critical point where ∆ = 0. In the DW phase, the two triply
degenerate points can be regarded as the source and drain of
the Berry curvature, as one can see in Fig. 7(d), which is sim-
ilar to Weyl semimetal phase in the pseudospin-1/2 case. The
behavior of vortex ring in Berry curvature field can be under-
stood by Fig. 7(c) where two triply degenerate points overlap
(∆ = 0) and the three bands touch quadratically. We also cal-
culate the planar Chern composition (PCC) [43] which is the
integration of the Berry curvature in a 2D cut of the first B.Z..
For the vortex ring phase, we obtain C = 2 in different kz , 0
planes. In the DW case, in different kz planes we obtain C = 0
when |kz| <
√|∆| and C = 2 for |kz| >
√|∆|. For both phases,
we get C = 0 in an arbitrary plane perpendicular to the kx(ky)-
axis that does not contain any node.
B. Tight-binding realization and surface states
Now we provide a tight-binding model corresponding to the
continuous model and calculate the surface states. Assume the
lattice constants are a and b in the z and x (y) directions, re-
x
z
a
b
1(1)
1(1)
-1(-1)
-1(-1)
-1(1)-1(1)
1(-1)
A-sublattice with α, γ orbits y
z
b
i(-i)
i(-i)
-i(i)
-i(i)
-1(1)-1(1)
1(-1)
B-sublattice with β orbit
FIG. 8. Schematic of the hoppings in the tight-binding Hamiltonian
in the xz- (left) and yz-plane (right). The lattice consists of two sub-
lattices A and B, and there exist three orbits in each unit cell. The
parameters outside (in) the brackets on dashed lines denote the nor-
malized amplitudes of the hopping processes which α (γ) orbit par-
ticipates in. a and b are the lattice constants along z and x (y) direc-
tions, respectively.
spectively. The tight-binding Hamiltonian is HTB(k) = h(k)·S
where
hx(k) = − 2~2ab αpisin (αpi) sin (bkx) sin (akz/2),
hy(k) = − 2~2ab αpisin (αpi) sin (bky) sin (akz/2),
hz(k) = ~
2
b2
αpi
sin (αpi)
(
2 − cos (bkx) − cos (bky)
+ cos (αpi) − r
)
− ~2a2 (1 − cos (akz)) .
(23)
In the tight-binding model, the vortex ring is not circular any-
more due to the underlying lattice. At small α, expanding HTB
near the nodal ring (kz = 0 and kr = αpi/b), we can recover
the Hamiltonian (21) when r = 1. Noteworthily, no real α
can turn the Hamiltonian (23) into the DW phase when r = 1.
Therefore, to discuss the two phases both in real α space, we
introduce a tunable parameter r.
We characterize the pseudospin texture of the tight-binding
Hamiltonian in Fig. 6(c). When kz locates at the interval (−pi,
pi) we recover the texture in the continuous model (Fig. 6(a)).
However, it has period 4pi in the kz-direction because of the
existence of the sin (akz/2) term, so the picture in the interval
kz ∈ (pi, 3pi) has no counterpart in the continuous model.
In real space, the tight-binding lattice contains two sublat-
tices A and B, as shown in Fig. 8. Each site of A-sublattice
contains two orbits (α and γ) and each site of B-sublattice con-
tains one (β). There is no hopping between neighbour β orbits
in our model. Note that there exist complex hopping ampli-
tudes in the yz-plane, so that the amplitudes of the reversed
hopping possesses are the complex conjugate.
We calculate the band structures of the tight-binding model
in slab geometries. We first study a slab that is infinite in the y-
and z-directions but finite in the x-direction. In the vortex ring
phase, at kz , 0, two surface bands on each surface cross the
bulk energy gaps, corresponding to a PCC C = 2, as shown in
Fig. 9(a) with α = 0.5 and r = 1. For the DW phase where we
set α = 0.25 and r = 0.5, when |kz| >
√|∆|, as one can see in
Fig. 9(c), two surface bands on each surface cross the gaps, in
correspondence with C = 2. However, there are no topolog-
ical surface states in the interval |kz| <
√|∆|, corresponding
7-π
b
0 π
b
E
(a)
-π
b
0 π
b
E
(b)
-π
b
0 π
b
E
(c)
-π
b
0 π
b
E
(d)
FIG. 9. Band structures of the tight-binding model in slab geometries
along the ky-direction. The slab is finite in the x-direction in (a-c),
and is finite in the z-direction in (d). (a) and (d) are for the vortex
ring phase, with kz = pi4a and kx =
3pi
4b , respectively. (b) and (c) are for
the DW phase, with kz = pi4a and kz =
3pi
4a , respectively. The red and
blue lines represent the chiral and trivial surface states, respectively.
to C = 0, as shown in Fig. 9(b), although two energy bands
(blue lines) deviate from the middle flat band due to bound-
ary effects. We also consider a slab finite in the z-direction,
whose the lower and upper surfaces are both A-sublattices.
We find no topological surface states in such a slab for both
the vortex ring and the DW phases. As an example we show
the band structure in the kx-ky plane in the vortex ring phase
in Fig. 9(d).
C. Landau level structure
To obtain the LL structure of pseudospin-1 vortex ring sys-
tem in a magnetic field B in the z-direction, we continue to use
the above mentioned vector potential A as well as the ladder
operators. Then we get the Hamiltonian in a magnetic field
HB =
E
2
B(aˆ
†aˆ + 12 ) − δ2 −PzEBaˆ 0−PzEBaˆ† 0 −PzEBaˆ
0 −PzEBaˆ† δ2 − E2B(aˆ†aˆ + 12 )
 ,(24)
where EB =
√
eB~, Pz = ~kz and δ = P2z + ∆.
Due to the existence of the S z term, HB cannot be diago-
nalized analytically for an arbitrary n. In order to obtain the
LLs, we use a numerical method [81]. Let the eigenvalues
and eigenstates of HB be En and ψn = (αn, βn, γn)T , respec-
tively, where βn = bn|n〉, i.e. it satisfies aˆ†aˆβn = nβn. Mak-
ing use of the eigenequation HBΨn = Enψn and the relations
0 1 2 3 4
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2
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0 1 2 3 4
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FIG. 10. LLs of pseudospin-1 vortex ring model. (a) and (b) illustrate
the vortex ring case with ∆ = 1 at kz = 0.5 and kz = 1.5, respectively.
(c) and (d) illustrate the DW case with ∆ = −1 at kz = 0.5 and
kz = 1.5, respectively. Blue lines denote the LL E−1 and red lines
denote E0,±.
aˆ†|n〉 = √n + 1|n + 1〉 and aˆ|n〉 = √n|n − 1〉, the form of the
eigenstates can be restricted as
ψn =
an|n − 1〉bn|n〉
cn|n + 1〉
 , (25)
where an, bn and cn are the normalization factors. We
first consider the n = −1 case, and obtain ψ−1 =
(0, 0, |0〉)T and E−1 = (δ − E2B)/2. When n = 0, we
get E0,± = 14
(
−3E2B + δ ±
√
9E4B + 2E
2
B(8P
2
z − 3δ) + δ2
)
and
ψ0,± = (0, b1|0〉, c1|1〉)T where b1 = −PzEB/
√
P2zE
2
B + E
2
0,±
and c1 = E0,±/
√
P2zE
2
B + E
2
0,±. For n > 0, the LLs are given
by diagonalizing the Hamiltonian
Hn =

E2B(n − 12 ) − δ2 −EBPz
√
n 0
−EBPz √n 0 −EBPz
√
n + 1
0 −EBPz
√
n + 1 δ2 − E2B(n + 32 )
 .(26)
We plot LLs of Hamiltonian (26) as a function of the mag-
netic field in Fig. 10. Different from the pseudospin-1 nodal
line system (the 3D star lattice), due to the existence of the
S z term, the degeneracy of the flat band is lifted, leading to a
series of LLs. A particular LL whose energy is linearly de-
pendent on the magnetic field always exists, corresponding to
E−1 = (δ − E2B)/2. In the vortex ring phase, the separation
between the middle group of LLs and the other groups in-
creases with kz, and the LLs E−1 and E0,+ always emit from
the upper group while E0,− from the middle group, as shown
8in Fig. 10(a) and Fig. 10(b). In particular, the n = −1 state is
a particlelike state at small fields, but transmutes into a hole-
like state at sufficiently large fields. In the DW phase, when
|kz| <
√|∆|, E0,+ emits from the middle group while E−1 and
E0,− from the lower group, as shown in Fig. 10(c); and when
|kz| >
√|∆|, E0,+ and E−1 emit from the upper group while E−1
from the middle group, as shown in Fig. 10(d).
D. Fermion doubling of pseudospin-1 vortex lines
In the pseudospin-1 vortex ring Hamiltonian (21), if we
drop k2y in the S z-term, we obtain the Hamiltonian
HL0(k) = −kxkzS x − kykzS y + 12(k
2
x − k2z − ∆)S z. (27)
Compared with the vortex ring model, this Hamiltonian
presents two straight vortex lines along kx = ±
√
∆ in the
kz = 0 plane. In an arbitrary kz , 0 plane, we obtain the
PCC C = 2. Expanding HL0 near the two vortex lines, we get
HL1,±(k) = −kxkzS x − kykzS y ± δ (kx ∓ δ) S z. (28)
We calculate the PCC of HL1,± and get C = 1 in any kz ,
0 plane. Therefore, each vortex line contributes half Chern
number of the PCC of HL0. In a lattice model, such a vortex
line cannot singly exist. The presence of two of them can
either make the PCC with C = 2, or yield a topologically
trivial system with C = 0. This is the fermion doubling of
vortex lines.
IV. SUMMARY
We have investigated two types of triply degenerate nodal
lines. For the first type, we use the 3D AA-stacked star lat-
tice as an example to show that the stacked 2D pseudospin-1
fermion can form a triply degenerate nodal line. We derived
an effective Hamiltonian to describe the pseudospin-1 nodal
line, and studied the splitting into Weyl nodal lines, the sur-
face band structures, the 3D quantum Hall effect in a strong
magnetic field and the instability to the SDW state due to FS
nesting. Specifically, unlike in other systems where SDW only
occurs at half filling, the SDW here can occur as long as the
middle band of the pseudospin-1 band structure is partially
filled due to the existence of two flat FS pieces in this range
of filling.
The second type is a pseudospin-1 vortex ring model. In
this model, by continuous tuning a parameter ∆ from positive
to negative, the system changes from the nodal ring phase to
the DW phase. We also provided a tight-binding realization on
a lattice, which can be further researched by optical lattices.
The surface band structures and LLs of the vortex ring system
have been obtained, and we also characterized the pseudospin
structures and the Berry curvature in both the nodal ring and
the DW phases. If we stretch the ring such that it is not closed
in the first BZ, we can get two open nodal lines. In the contin-
uous model, these two nodal lines give the PCC C = 2 at an
arbitrary kz plane except for kz = 0. We also found that each
one of these two nodal lines can exist singly in the continuous
model and contributes C = 1 at different kz , 0 planes, but
it cannot exist on its own in the lattice model, realizing the
fermion doubling of nodal lines.
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