In this paper, a boundary-value problem for the 3-D wave equation with Caputo and Bessel operators is investigated. Sufficient conditions on the initial data are established for the existence of a unique solution to the considered problem.
Introduction.
The field of fractional calculus is concerned with the investigation of integrals and derivatives of arbitrary orders. The basic concepts had been speculated upon by mathematicians such as Leibniz and Euler, but it was not until about 30 years ago that fractional calculus gained specialized interest. This interest grew as applications of fractional calculus to physics, biology, engineering, and other fields were discovered and developed (see [3] - [6] ). Today, there are numerous books and conferences devoted solely to fractional calculus and its applications (see [7] - [9] ).
The study of fractional diffusion-wave equations (FDWEs) is a subfield of fractional calculus that arises when one substitutes the first and second-order time derivatives in the diffusion and wave equations, respectively, with a fractional derivative of order α, 0 < α < 2. In (see [10] ), Mainardi defined the fractional diffusion and fractional wave equations in two dimensions by ∂ α u ∂t α = c ∂ 2 α ∂x 2 , where fractional diffusion is when 0 < α < 1 and the fractional wave equation is when 1 < α < 2, and c > 0. Note that the fractional derivative
∂t α has several definitions, such as those by Caputo, Riemann-Liouville, Weyl, and Riesz (see [7] , [11] , [12] ). FDWEs have been shown to model many processes more accurately than classical equations, and, thus, it is desirable to find analytical and numerical solutions [21] .
The current literature contains many papers concerned with solving FDWEs of various forms. Some of these differences include the boundary conditions, whether the problem is being considered in arbitrary dimension, and the definition of fractional derivative used (see [13] - [18] ). It has also been considered when the wave equation slightly modified, such as having a finite linear combination of time-fractional derivatives (see [16] ), or where the constant term is replaced by a function of a given form (see [19] ).
We note works [22] , [23] , where direct and inverse problems for PDE with Caputo and Bessel operators were investigated.
In this paper, we will be consider the following partial differential equation c D α 0t u(x, y, t) = u xx + 1 x u x + u yy + f (x, y, t)
of fractional order 1 < α < 2 defined on Ω = {(x, y, t) : 0 ≤ x, y ≤ 1, 0 ≤ t ≤ T } with boundary conditions lim x→0 xu x = 0 u(1, y, t) = 0 (2) u(x, 0, t) = 0 u(x, 1, t) = 0
and initial conditions u(x, y, 0) = ϕ(x, y) u t (x, y, 0) = ψ(x, y).
(For definitions, see section 2). We will find a formal solution, prove uniqueness, establish sufficient conditions for existence, and prove continuous dependence on initial conditions. A variant of the system we consider with zero initial conditions has appeared in [14] , though this paper only writes down a formal solution. The generality of our system, proofs of uniqueness, existence, and continuous dependence are original. Furthermore, this paper is purposefully written with an attention to detail, aiming to be accessible to mathematicians interested in fractional derivatives but without an in-depth background in fractional calculus. The paper is structured as followed. In Section 2, basic definitions and properties of the Mittag-Leffler function and Caputo fractional derivative are given, as well as a proof of the solution to a Cauchy problem that arises in finding a formal solution to our FDWE. In Section 3, a formal solution to the problem obtained using the method of separation of variables. In Section 4, the uniqueness of the solution is proved. In Section 5, sufficient conditions for the existence of the solution are determined. Lastly, in Section 6, continuous dependence of our solution on the initial conditions is shown.
Preliminaries 2.1. Basic Definitions
The Caputo fractional derivative operator of order α, where n ∈ N and n − 1 < α < n, is defined by
In this paper we will be working with the specific case of 1 < α < 2 and a = 0, giving
It has the following relationship with the Reimann-Liouville fractional derivative (see [11] eq. 2.166)
where
is the Riemann-Liouville fractional derivative operator of order α, where n ∈ N and n − 1 < α < n.
An important function in the solution of many differential equations involving fractional derivatives is the Mittag-Leffler function, a generalization of the exponential function. It is defined for all α > 0 and β ∈ R by
and has the useful properties that
( [11] , eq. 1.82), and for α > 0,
Here
Here, (8) -(10) follow nicely from direct calculations. Further, for all α > 0 and β ∈ R
and for all ν, β > 0, 1
( [11] , eq. 1.100) where by standard convention 1 Γ(0) is understood to be 0. Finally, the Mittag-Leffler function has the following bound, given in [11] eq. 1.148
which holds for α < 2, all real β, and for all z ∈ C such that | arg(z)| ≤ µ for some µ with πα/2 < µ < min{π, πα}. Note, in particular, that this holds for all real z for any α < 2. We will also come across the Bessel functions in our paper. For all p ∈ Z, the Bessel function of the first kind of order p is defined by the series
Also, the Bessel function of the second kind of the 0-th order is given by the series
where C > 0 is Euler's constant [20] . We will make use of a number of special properties of the Bessel functions. First, direct calculations show that J 0 (0) = 1 and J n (0) is finite for all n ∈ Z. Additionally, J 0 is known to be bounded (see, for instance, [20] , Ch. 8, Section 9). By [20] , eq. 7.9-7.10, for all p ∈ R,
Additionally, for any p ∈ R,
which are [20] , eq. 7.1-7.2. Facts about the zeros of the Bessel function and bounds that can be placed on its integrals will become relevant in section 5, and will be given as needed.
Cauchy Problem
The Cauchy Problem given by the fractional differential equation
with initial conditions
appears repeatedly when solving time-related systems in the problem considered in this paper. Our aim is to show that for 1 < α < 2,
is a solution to (19) which satisfies (20) . The following solution is also available, for example, in [3] . Substituting (21) to the fractional derivative yields
Consider the first term of (22) . We will show that c D α
Using relation (6) with n = 2 and a = 0 demonstrates that
From property (7) with k = 0, γ = α, and β = 1 we have
Thus,
Evaluating at x = 0 gives
, so the problem is reduced to showing that
is a solution to (19) .
Use relation (6) with n = 2 and a = 0 to see
Further, by property (7) with k = 0, γ = α, and β = 2,
, so the problem is further reduced to showing that
We will need the following well-known equation,
We proceed by evaluating the derivative that appears in (23) . By (24),
To simplify the integrand on the right hand side, use (7) with γ = 1, k = 0, and β = α to see
Now we want to consider the second derivative
By changing variables so that z = t − z and applying (24),
Finally, consider the second term of (30). In the inner integral, change variables by z = t − z to see
Now by Fubini's theorem,
In the inner integral, setting ξ = t − z yields
Using (11) again with ν = 2 − α and β = α − 1 and
Thus, from equation (23) we now have
After using integration by parts on the above integral, we see
We have now reduced (23) to
Thus, it remains only to show that
Indeed, by (8)
so (31) holds. Finally, we have seen that (21) is a solution to (19) . It remains to show that
Certainly
Further,
Consider the first term of (32). By (8) ,
Evaluating at
Thus, (32) is reduced to
Considering the first term of (33) shows
Finally, consider the last term of (33). By the Fundamental Theorem of Calculus,
Thus we also have that y ′ (0) = b 1 . Therefore (21) is a solution to (19) - (20).
Problem Formulation and Formal Solution
We will be considering the system given by (1)- (4) in this paper.
We search for solutions of the form u(x, y, t) = v(x, y, t) + w(x, y, t). Here v(x, y, t) satisfies the homogeneous problem given by the differential equation
with boundary and initial conditions
and w(x, y, t) satisfies the non-homogeneous problem with homogeneous boundary conditions given by the differential equation
Once we have found such v(x, y, t) and w(x, y, t), then u(x, y, t) = v(x, y, t) + w(x, y, t) will be a solution to the original problem.
Homogeneous Problem
Consider the homogeneous problem given by (34)-(37). We use the method of separation of variables. Suppose u(x, y, t) = Z(x, y)T (t).
Then,
Using the fact that we are searching only for nonzero solutions, we rearrange to see that
Here, the left-hand side depends only on t and the right-hand side depends only on x and y. The only way for these to be equal for all x, y, and t is for each to be constant. We denote such a constant by −µ. We now search for solutions to the spatial problem given by (42),
We now apply the method of separation of variables for the spatial problem. Suppose Z(x, y) is of the form X(x)Y (y). Then,
Using the fact that we are searching for nonzero solutions, we rearrange to see that
where λ is a constant by the same argument as in (42). Next, consider the function Y (y). Combining (43) and (36) we see that
and that Y satisfies
It is well-known and simple to verify that this problem has nontrivial solutions Y n (y) = sin(nπy) and λ n = −(nπ) 2 where n varies over N. Now consider the function X(x). From (35) and (43) we see that X must satisfy
and the boundary condition
Note that this is Bessel's equation with p = 0. By [20] , Ch. 8, Section 5, X must have the form
Denote γ = (µ − λ) 1/2 . We now apply the boundary condition at 0 with the goal of eliminating the Y 0 term. Taking the limit as x → 0 and applying (15) shows that
We now use the representation of Y 0 given by (14) . Term-by-term differentiating yields that
Now, since the summation term clearly converges uniformly, we can swap the limit and summation. Since every term of the summand is 0 at x = 0, we obtain
The last equality follows from J n (0) being finite for all integer n and the fact that lim x→0 (x ln x) = 0. Finally, we know that J 0 (0) = 1, therefore,
To satisfy the condition lim x→0 xX ′ (x) = 0, we must have c 2 = 0. Thus, X(x) must have the form c 1 J 0 (γx). To satisfy the condition X(1) = 0, we must have that γ is a zero of J 0 (x). Denoting the m th zero of J 0 (x) by γ m , we obtain the general solution
where m varies over N.
Finally, we turn to the time problem given by our separation of variables:
Combining the results from the previous two sections we see that the only possible values of µ are given by
where m and n are natural numbers. This is the Cauchy problem discussed in section 2.2 with λ = −µ m,n and f (x) = 0. Hence, a general solution for any given µ m,n is given by
where A m,n and B m,n are constants. Bringing together the results from our separations of variables we see that our solution to the homogeneous problem must have the form
where C m,n and D m,n are constants. We now determine these coefficients by applying our initial conditions. Since the Bessel functions {J 0 } are orthogonal with weight x, we use the L 2 inner product with weight x throughout this process and the rest of the paper. Since x is positive, continuous, and only zero at a single point, this is an equivalent inner product to the standard one. At t = 0,
The last equality is due to the fact that
Now, for any l, k ∈ N, by taking the L 2 inner product with J 0 (γ l x) sin(kπy) and using the orthogonality of
hence for any l, k ∈ N,
To deduce the values of D m,n , we use (8) and note that
Then applying our initial condition,
By identical reasoning to that used when determining the C m,n , we see that for any l, k ∈ N,
This fully characterizes the solution to the homogeneous problem.
Non-Homogeneous Problem
Now we tackle the remaining non-homogeneous problem given by (38) and (39)-(41). The first step in this process will be to represent the source function f (x, y, t) in a summation of the form To do this, we will need the following well-known lemma. 
u(x, y, t) = m,n∈N
Here, note that the F m,n are determined and 
Now, plugging into the differential equation for the nonhomogenous case yields
By the computations done in the homogeneous case, we see that Now, for any l, k ∈ N, taking inner products with J 0 (γ l x) sin(kπy) and using the convergence of sums and linearity of the inner product shows that
Using the orthogonality of {J 0 (γ l x) sin(kπx)} shows that for all m, n ∈ N,
which is the Cauchy problem described in section 2.2 with λ = µ m,n and f (t) = F m,n (t). Hence, we see that
where b m,n are constant. We now determine these coefficients. Since u(x, y, 0) = 0 and 
Since the family of functions {J 0 (γ m x) sin(nπy)} are orthogonal, this shows that the b m,n must be identically 0. To handle the values of c m,n , first note that
Then, the fact that u t (x, y, 0) = 0 combined with (46), (51), and identity (8) gives that
As before, since {J 0 (γ m x) sin(nπy)} is an orthogonal family of functions, the constants c m,n must be identically 0. This now gives us a final solution to the nonhomogeneous problem
Combining the solutions to the homogeneous and nonhomogeneous problems gives that a formal solution to the original problem given by (2) -(4),
where C m,n , D m,n , and F m,n are given by (45), (47), and (48), respectively.
Uniqueness
We claim that any continuous solution to the problem (1), (2) -(4) must be unique. To see this, suppose that u(x, y, t) and u ′ (x, y, t) solved this problem. Then, their difference s(x, y, t) = u(x, y, t) − u ′ (x, y, t) would be a solution to We are now in the same situation as we were in the nonhomogeneous problem, with f (x, y, t) = 0. The argument we used in the nonhomogeneous case now shows that
Thus u = u ′ .
Existence
We turn our attention now to showing that the formal solution given by (53) and (54) is well-defined and converges under proper assumptions on f , ϕ and ψ. In particular, we will demonstrate the following result.
Theorem. The formal solution given by (53)-(54) to the problem given by (1)- (4) is well-defined provided that:
1. f tt is continuous and f (x, y, 0) = 0; 2. f yyyxx is bounded and for all (x, y, t) ∈ Ω, f (x, 0, t) = f (x, 1, t) = f yy (x, 0, t) = f yy (x, 1, t) = f yyy (0, y, t) = f yyy (1, y, t) = f yyyx (0, y, t) = 0; 3. f yxxxx is bounded and for all (x, y, t) ∈ Ω, f (x, 0, t) = f (x, 1, t) = f y (0, y, t) = f y (1, y, t) = f yx (0, y, t) = f yxx (0, y, t) = f yxx (1, y, t) = f yxxx (0, y, t) = 0; 4. ϕ yyyxx is bounded and for all x, y ∈ [0, 1], ϕ(x, 0) = ϕ(x, 1) = ϕ yy (x, 0) = ϕ yy (x, 1) = ϕ yyy (0, y) = ϕ yyy (1, y) = ϕ yyyx (0, y) = 0; 5. ψ satisfies the same assumptions as ϕ.
The order of partial derivatives that ϕ and ψ must have exist could be changed, but doing so would require the boundary conditions they satisfy to change similarly. For the sake of simplicity, we leave them in this single case. Note also that five times continuous differentiability on ϕ and ψ implies the conditions demanded here.
Section 3 demonstrates that (53)- (54) is a solution to (1)- (4) if the differential operator
can be applied term-by-term. To show this, it suffices to show that the series representing u(x, y, t) converges uniformly on [0, T ] and that the formal series given by u xx , 1/xu x , u yy , and u tt all converge uniformly on [ǫ, T ] for all ǫ > 0. The remainder of this section will be devoted to demonstrating this by applications of the Weierstrass M-test. We begin by giving a handful of useful simple facts that will be used throughout the bounding procedure. for all m, n, and t.
Proof. With f and f m,n as given, ||f || ∞ is well-defined and finite by the compactness of D and continuity of f . Now, for any t, x|f (x, y, t)| 2 dxdy
2. and if
Note here that if f being continuously differentiable or having a bounded derivative is enough to satisfy the requirement that
Proof. This is a simple application of integration by parts. ✷
The analogous bounding feature for J 0 (x) is contained in [20] , Ch. 8, Section 19, and we state without proof.
0) = 0, and f 2k is bounded, then there is a constant C > 0 such that for all m,
where M = max(f (2k) (x)) and γ m is the m-th positive 0 of J 0 (x). We next give some useful facts about F m,n and its derivatives. Note that from the representation of F m,n in (50),
which is the (m, n)-th Fourier coefficient of f t (x, y, t) with respect to the family {J 0 (γ m x) sin(nπy)}. Similarly, F 
We bound (55) below. This argument will take two steps. To bound the component involving J 0 , note that as a consequence of [20] , eq. 14.1, there is a C 1 > 0 such that
for all m ∈ N. Next, we use the fact from [20] , Ch. 8, Section 10 that
is a nonzero, positive number, and hence that
for all m ∈ N. Thus, taking C 3 to be (C 1 C 2 )/γ 1 , for any m ∈ N,
This completes our bounding of the x-component of (55).
To handle the y-component, note that
is evidently a positive real number. Hence, 
where each C is a positive constant independent of m and n. An identical argument can be applied to |D m,n | and |F m,n | to create similar bounds. We now prove the uniform convergence of (53)-(54). Since sin(nπy) and J 0 (γ m x) are both strictly bounded by constants, we can place the immediate bound
on the modulus of the terms of (53)-(54). Furthermore, since E α,1 (−µ m,n t α ) and E α,2 (−µ m,n t α ) are real for real t, decrease as t increases, and E α,1 (0) = E α,2 (0) = 1, we see that for all m, n and t ∈ R,
and since T is a fixed constant, we see from (61) that
where C 6 is a positive constant. We begin by bounding the contributions of |C m,n | and |D m,n | to (63). Using the assumptions that ϕ yyy is continuous and ϕ(x, 0) = ϕ(x, 1) = ϕ yy (x, 0) = ϕ yy (x, 1) = 0, we can apply Lemma 3 three times with respect to y to (60) and obtain
Now, since ϕ yyy is boundedly twice-differentiable with respect to x, and ϕ yyy (0, y) = ϕ yyy (1, y) = ϕ yyyx (0, y), √ xϕ yyy satisfies the same assumptions. Hence, converges by the p-test, m,n∈N |C m,n | is dominated by an absolutely convergent numerical series and hence is uniformly convergent by the Weierstrass M-test. The proof of the uniform convergence of m,n∈N |D m,n | is identical, and uses the same assumptions on ψ.
We now handle the contribution of the integral part to (63), which is given by
After using (8) to integrate by parts, we rewrite each term of (66) as
(67) We handle each term in (67). For the second, Bessel's inequality ab ≤ a 2 + b 2 demonstrates that
Using the Parseval's identity and the fact that µ m,n ≥ mn now shows that
completing the argument for the second term. For the first term, lemma 2 and the assumption that f t (x, y, t) is continuous allows us to bound F ′ m,n (ξ) by a constant independent of m and n. Thus, for any ǫ > 0,
If we take ǫ = µ −1/3 m,n , then this shows
As 1 < α < 2 and µ m,n > 1, we see (µ m,n )
Since 4/3 > 1, the p-series test demonstrates that
Hence, combining (69) and (71), we see that (67) is dominated by an absolutely convergent series, thus is uniformly convergent. We have now shown that series given by (53) is uniformly convergent.
We next handle the uniform convergence of u tt on [δ, T ] for a fixed δ > 0. First, we compute u tt (x, y, t). Using (8) and (9),
Lastly, following the computation done from (23)- (27) and using the assumption that f (0) = 0, we see that
We have now shown that
Our concern is now to bound each term |T ′′ m,n (t)J 0 (γ m x) sin(nπy)| above. Since J 0 (γ m x) sin(nπy) is uniformly bounded by a constant, we immediately have that
We thus prove the uniform convergence of u tt by bounding each of the following terms with absolutely convergent numerical series:
First consider (72). Applying (10) and the facts that 1 < α < 2 and t > δ on [δ, T ],
where C 17 is a constant independent of m, n. Due to our previous results, this shows that (72) is bounded above by an absolutely convergent numerical series. Analogously,
|D m,n |, which proves that (73) is also bounded above by an absolutely convergent numerical series.
Finally, we consider (74). Integrating by parts with dv = z α−2 E α,α−1 (−µ m,n z α ) and using (9) and (10) we see that
The first term in (76) is satisfactorily bounded by the same argument used in (68)-(69). For the second term, begin by noting that (12) shows
After using Lemma 2 to estimate F m,n by a uniform constant, the integral term of (76) then becomes bounded by
Now, since 1/Γ(0) is understood to be 0,
and since α > 1, this demonstrates that
This demonstrates that z −1 E α,0 (−µ m,n z α ) can be continuously extended to the entirety of [0, t]. Furthermore, since E α,0 is diminishing as its argument decreases, for all n, m ∈ N and z ∈ [0, t],
which is finite by the compactness of [0, t]. Thus, for any ǫ ∈ (0, 1], applying (10) shows
and since 1 < α < 2,
finishing the last portion of the bounding of (74). This completes the proof of the uniform convergence of u tt .
We next show that the series u yy (x, y, t) is bounded above termwise by an absolutely convergent numerical series on [δ, T ] for an arbitrary δ > 0. Taking the derivative twice with respect to y shows that
By placing a constant estimate on J 0 (γ m x) sin(nπy), we obtain that each term is bounded above by
As before, we bound this expression in three parts:
(nπ)
For (79), note that since we only consider t ∈ [δ, T ] an application of (10) demonstrates
as µ m,n ≥ n 2 for all n. For (80), an analogous argument shows that
As we have previously sufficiently bounded |C m,n | and |D m,n | in the proof of the convergence of u, this finishes everything for u yy except (81). For (81), notice that as in (77),
This demonstrates that (nπ)
We have now arrived at exactly the integral that appears in (78), and hence can follow the same argument to have its value bounded by C 25 (µ m,n ) −1/4 , leaving us with (nπ)
We now apply the conditions we placed on f to eliminate the (nπ) 2 term. Throughout the following argument, let ξ ∈ [δ, T ] be given. Note that at the start of this section, F m,n (ξ) was bounded by
Since f yyy is assumed to exist, and f (x, 0, t) = f (x, 1, t) = f yy (x, 0, t) = f yy (x, 1, t) = 0, applying lemma 3 three times yields that
Now, as f yyyxx exists, is bounded and satisfies f yyy (0, y, t) = f yyy (1, y, t) = f yyyx (0, y, t) = 0, the same holds of √ xf yyy . Hence, by lemma 4, and discussion of the zeros of J 0 (x),
Bringing together (86) and (87) thus demonstrates that
and since ξ was arbitrary, ||F m,n || ∞ has the same bound. Therefore, (nπ)
which is a sufficient bound to complete the bounding of (81) and thus the uniform convergence of u yy .
Next, we show the uniform convergence of the series that represents a term-by-term application of 
Note that (18) was used to compute the derivative of J 0 γ m x here. Using property (16) of the Bessel function, we rewrite the sum as
Once we estimate away J 0 (γ m x), J 2 (γ m x), and sin(nπx) with a uniform constant, the terms that we must bound above in order to apply the Weierstrass M-test are
For (88) and (89), an analogous argument to as in (82)-(83) demonstrates that
Now, since |C m,n | and |D m,n | have been bounded above by terms in absolutely convergent series in the proof of u's convergence, this fulfills our obligation for (88) and (89). (t − ξ) α−1 E α,α (−µ m,n (t − ξ) α )F m,n (ξ)dξ ≤ C 34 1 (µ m,n ) 5/4 m 3/2 , which bounds (94) above with an absolutely convergent numerical series. This completes the convergence of u xx and the section on existence.
Stability
We now demonstrate that our solution depends continuously on the choice of initial conditions. To do this, it suffices to show an estimation of ||u(x, y, t)|| in terms of ||ϕ||, ||ψ||, and ||f || with no additive constants. This is due to the linearity of the homogeneous and nonhomogeneous problems: if u solves (1)- (4) with ϕ, ψ, and f given, and u ′ solves (1)- (4) with ϕ ′ , ψ ′ , and f ′ given, then u − u ′ is given by the solution to (1)- (4) with ϕ − ϕ ′ , ψ − ψ ′ , and f − f ′ given. Our approach is largely similar to the methods used in existence. Since any solution to the original problem (1)- (4) In the case that 0 ≤ t ≤ 1, certainly t 2 ≤ 1, and therefore |D m,n tE α,2 (−µ m,n t α )| 2 ≤ |D m,n | 2 .
Similarly, when t ≥ 1 then t 2 ≤ t 2α , and we again obtain the above estimate. Since the E α,1 term can be bounded above by 1, combining our estimates yields ||u(·, ·, t)|| 
We are now in precisely the situation of (78), and following the same argument shows that for any ǫ ∈ (0, 1],
Here, the factor of T demonstrates that the estimate that we obtain on u will be dependent on the geometry of the domain. To obtain an estimate that depends minimally on the domain, we minimize this factor by taking completing the non-homogeneous case.
