We use a Grassmannian framework to define multi-component tau functions as expectation values of certain multi-component fermi operators satisfying simple bilinear commutation relations on Clifford algebra. The tau functions depend on both positive and negative flows and are shown to satisfy the 2n-component KP hierarchy. The hierarchy equations can be formulated in terms of pseudo-differential equations for n × n matrix wave functions derived in terms of tau functions. These equations are cast in form of Sato-Wilson relations. A reduction process leads to the AKNS, two-component Camassa-Holm and Cecotti-Vafa models and the formalism provides simple formulas for their solutions.
Introduction
Tau-functions are the building blocks of integrable models. The Grassmannian techniques have been shown in the past to be very effective in theory of tau-functions. In this paper we exploit a Grassmannian approach to constructing tau functions in terms of expectation values of certain fermi operators constructed using boson-fermion correspondence. This formalism provides a systematic way of constructing multi-component tau functions for multi-dimensional Toda models, which, in this paper, embed both positive and negative flows.
The set of Hirota equations for the tau functions is obtained by taking expectation value of both sides of bilinear commutation relation for l, k ∈ Z + 1/2, i, j = 1, ..., n, λ, µ = +, −.
We rewrite Hirota equations in terms of formal pseudo-differential operators acting on matrix wave functions derived from the tau functions. This method gives rise to a general set of Sato-Wilson equations.
Next, we impose a set conditions on the tau function which define a reduction process. Under this reduction process the pseudo-differential equations for the wave functions describe flows of dressing matrices of the multi-dimensional Toda model. In the case of 2 × 2 matrix wave functions these equations embed the AKNS model and the two-component version of the Camassa-Holm (CH) model for, respectively, positive and negative flows of the multi-dimensional 2 × 2 Toda model. In this way we achieve to provide a tau-function representation for the negative as well as positive sector of the AKNS model. Section 2 is meant as an informal review of semi-infinite wedge space and Clifford algebra. In this setup, in Section 3, we formulate the multi-component tau functions as expectation values of operators satisfying the bilinear identity. This formalism contains the Toda lattice hierarchy as a special case. Section 4 shows how to rewrite the formalism in terms of pseudo-differential operators acting an wave function. We arrive in this way in a set of general equations of Sato-Wilson type. The objective of the next Section 5 is to introduce a a general reduction process leading to a multi-dimensional Toda model with positive and negative flows acting on n × n matrix wave functions explicitly found in terms of components of the tau functions from Section 3. The Grassmannian method provides in this section explicit construction of matrices solving the Riemann-Hilbert factorization problem for GL n .
As shown in Section 6 the model obtained in Section 5 embeds both AKNS and the 2-component Camassa-Holm equations. Further reduction uses an automorphism of order 4 and as described in Section 7 reduces flow equations to Cecotti-Vafa equations. In Section 8, we use the Virasoro algebra constraint to further reduce the model by imposing homogeneity relations on matrices satisfying Cecotti-Vafa equations.
The particular advantage of our group-theoretical construction is that it leads to solutions of the AKNS and the 2-component Camassa-Holm equations and Cecotti-Vafa equations in terms of relatively simple correlation functions involving fermi operators defined according to the fermi-bose correspondence. These solutions are constructed in Section 9 and 10, respectively.
Semi-infinite wedge space and Clifford algebra
Following [9] , we introduce the semi-infinite wedge space F = Λ It is clear that F is an irreducible Cℓ-module such that
Think of the adjoint module F * in the following way, it is the vector space with a basis consisting of all semi-infinite monomials of the form . . .
2 ) also act on F * by contracting and wedging, but in a different way, viz.,
We introduce the element m| by
such that 0|ψ ± j = 0 for j < 0 . We define the vacuum expectation value by 0|0 = 1, and denote A = 0|A|0 .
2) with i 1 < i 2 < . . . < i k < 0 and j 1 < i 2 < . . . < j ℓ < 0 form dual basis of F and F * , i.e.,
We relabel the basis vectors v i and with them the corresponding fermionic operators (the wedging and contracting operators). This relabeling can be done in many different ways, see e.g. [10] , the simplest one is the following (j = 1, 2, · · · , n):
(n−2j+1) , and correspondingly: ψ
.
Notice that with this relabeling we have:
Define partial charges and partial energy by
Total charge and energy is defined as the sum of partial charges, respectively the sum of partial energy. Introduce the fermionic fields (0 = z ∈ C):
Next, we introduce bosonic fields (1 ≤ i, j ≤ n):
where : : stands for the normal ordered product defined in the usual way (λ, µ = + or −):
One checks (using e.g. the Wick formula) that the operators α (ij) k satisfy the commutation relations of the affine algebra gl n (C) ∧ with the central charge 1, i.e.:
and that α (ij) k |m = 0 if k > 0 or k = 0 and i < j.
The operators α
satisfy the canonical commutation relation of the associative oscillator algebra, which we denote by a:
and one has α (i)
0 is the operator that counts the j-th charge. The j-th energy is counted by the operator −
The complete energy is counted by the sum over all j of such operators. In (8.1) we will define another operator L 0 , which will also count the complete energy. In order to express the fermionic fields ψ ±(i) (z) in terms of the bosonic fields α (ii) (z), we need some additional operators Q i , i = 1, 2, . . . , n, on F . These operators are uniquely defined by the following conditions:
They satisfy the following commutation relations:
We shall use below the following notation
One easily checks the following relations:
[α
These formula's lead to the following vertex operator expression for ψ ±(i) (z). Given any
where
We have
Note that
Tau functions as matrix elements and bilinear identities
Let A be an operator on F such that
Note that if A ∈ GL ∞ then this A satisfies (3.1). So in the n-component case
Here Res z i f i z i = f −1 . Define the following functions
..,kn (t, s) we shall write τ β α (t, s) for α = (α 1 , α 2 , . . . , α n ) and a similar expression for β. We will also use |α| = α 1 + α 2 + · · · + α n , |α| i = α 1 + α 2 + · · · + α i , |α| 0 = 0 and ǫ j = (0, . . . , 0, 1, 0, . . . , 0), a 1 on the j th place.
If the operator A satisfies (3.1), then so does A. Following Okounkov [13] we calculate in two ways
and in a similar way
Using this we rewrite (3.4):
(3.5) For n = 1 this is the Toda lattice hierarchy of Ueno and Takasaki [14] .
We now rewrite the left-hand side of (3.5) to obtain a more familiar form. For this we replace z by z −1 and write u, resp. v for t ′ , resp. s ′ , we thus obtain the following bilinear identity. 
From the commutation relations (2.1) one easily deduces the following
Another way of obtaining solutions, which are related to two matrix models, is as follows (see e.g. [7] ). Let dµ(x, y) be a measure (in general complex), supported either on a finite set of products of curves in the complex x and y planes or, alternatively, on a domain in the complex z plane, with identifications x = z, y =z. Then, for each 1 ≤ j, k ≤ n and λ, ν = +, − the operator A = e B with
satisfy (3.1). In the case that n = 2, if one chooses j = 1, k = 2 and λ = +, ν = − and defines for the above A
(1)
then these tau-functions satisfy (3.6).
Wave functions and pseudo-differential equations
We will now rewrite the equations (3.6) in another form. Note that for
these are the equations of the 2n-component KP hierarchy, see [9] . One obtains equation (66) of [9] if one chooses
, where
are the 2n-component KP tau-functions, viz for (α, −β) = ρ and (γ, −δ) = σ they satisfy the 2n-component KP equations:
In [9] one showed that one can rewrite these equations to get 2n×2n matrix wave functions.
Here we want to obtain two n × n matrix wave functions. We assume from now on that (4.1) holds for j = 0. Denote (s = 0, 1):
Replace t
1 + y 1 then some of the above functions also depend on x 0 and x 1 we will add these variables to these functions and write e.g.
. Introduce the wave functions, here x is short hand notation for x = (x 0 , x 1 )
Then (3.6) leads to
One can also deduce the following 6 equations, for a proof see the appendix A:
10) where
First reduction and the generalized AKNS model
Assume from now on that our tau functions satisfy
This holds e.g. when
Substituting this in (4.2), gives
Now from the second equation of (A.3) and (4.7) we deduce that
Hence this implies that
In a similar way we deduce from (A.7) and (4.8) that
Hence also
Remark: Note that the above does not imply that both
Next, using this reduction and (A.5) then (A.11) turns into
Now, use (4.6) to see that (A.15) turns into
Taking the coefficient of ∂
0 of this equation we thus get
and hence (5.7) turns into
In particular ∂P
Substituting this in (5.8) we obtain
Note first that from (5.10) one deduces that
Clearly also
Using (4.5) we rewrite (A.10):
(5.11) N.B. This summation starts with 0.
In particular,
In a similar way we deduce, using (4.6), from (A.13):
(5.13) N.B. This summation starts with 1.
We will now combine (4.7), (4.8), (5.3 -5.6) and (5.11 -5.14). For this purpose we replace ∂ 0 by the loop variable z and ∂ 1 by the loop variable z −1 . We write P (0) (α, β, x, t, u, z) = P +(0) (α, β, x 0 , x 1 , t, u, z) and
and thus obtain for fixed α and β (P (j) (x, t, u, z) = P (j) (α, β, x, t, u, z)):
Which are the generalized AKNS equations (2.5-10) of [1] . Write
and from now on
We thus obtain the following equations:
(5.17)
From this one easily deduces the following equations for M 0 :
0 M i , then from (5.17) we get:
(5.19)
Note that for x 0 = x 1 = 0 we have
(5.20)
AKNS and the two-component Camassa-Holm model
We still assume that A satisfies (5.1), hence that we have the reduction of the previous section. We consider the case n = 2 and define
1 ,s = 2u
Now Let E = E 11 − E 22 and define
then (5.16) turns into:
Now (5.17) turns into:
We will now describe transition from the matrix equations (6.2) to the 2-component Camassa-Holm (CH) model. The matrix P 1 is parameterized by q = −2(P 1 ) 12 , r = −2(P 1 ) 21 and Tr(P 1 E) = −(ln τ 0 0 ) y , where r and q are variables of the AKNS model and τ 0 0 is its tau function. Furthermore, A 2 + BC = 1/16. Calculating Tr((P 1 ) y E) using the first equation of (6.2) we get
Next, from the second equation of (6.2) we find
and by taking Tr((P 1 ) s E):
By comparing eqs. (6.3) and (6.5) we deduce that A y = (rq) s /2. From the third equation of (6.2) we derive: 6) or in components:
and r sy = 4rA, q sy = 4qA . (6.8)
In view of the fact that the determinant of the matrix M 0 EM −1 0 /4 is equal to the constant, −1/16, we choose to parameterize this matrix in terms of two parameters, A and f , which enter expressions for B and C as follows:
Recalling eq. (6.4) we easily find
Using the first two identities of equation (6.7) and the fact that
we derive expressions for re f ± qe −f as follows:
(6.11) and
Taking a derivative of relation re f − qe −f = f y with respect to variable s we find, in view of (6.10), that:
or re f + qe −f = 2g , (6.14)
where we defined:
Comparing two expressions (6.12) and (6.14) for the quantity re f + qe −f we find the following relation
By adding and subtracting (6.14) and (6.11) we get
Plugging these expressions into the second relation in eq. (6.10) yields:
Thus,
Plugging definition (6.15) of g into relation (6.16) leads to:
Inserting on the right hand side of the above identity the value of A from equation (6.18) and multiplying by −4 yields
where we again used value of A from equation (6.18). Note that eq. (6.20) is written solely in terms of f . For a quantity u defined as:
with κ being an integration constant, it holds from relation (6.20) that
Let us now denote the product f 2 s f y by m. Then from relations (6.21) and (6.22) we derive
Taking a derivative of m = f 2 s f y with respect to s yields
In terms of the basic quantities u and ρ = f s of the two-component Camassa-Holm model equations (6.22) and (6.24) take the following form
Performing an inverse reciprocal transformation (y, s) → (x, t) defined by relations:
for an arbitrary function F , we find that equations (6.25), (6.26) and (6.27) become 
A second reduction and the Cecotti-Vafa equations
In order to obtain the Cecotti-Vafa equations we define an automorphism of order 4 on the Clifford algebra by ω(ψ
then ω(ψ ±(j) (z)) = iψ ∓(j) (−z) and
For the derivation of the last equation see [11] . Next, let ω(|0 ) = |0 , and ω( 0|) = 0|, then this induces also an automorphism on the representation spaces F and F * . It is straightforward to check that
−k , one easily deduces that from (2.2) and (2.3) that
Assume for the second reduction that our A, which commutes with Ω, also satisfies
then one deduces from (7.2) that
On the other hand if we use the definition (3.3) for the tau-functions one deduces
From now on lets writet
m , then combining the above two equations, one has when (7.3) holds:
In particular
Now substituting this in (4.3) for α = β = 0 we obtain that
Assume from now on that A satisfies (5.1) and (7. 3), viz. that both reductions hold, then from (4.5), (4.6), (5.2) we deduce that
then using the definition (5.15) one finally obtains
2m = 0, this gives the following equations for P 1 , M 0 , M 1 andP 1 :
Now denote
then the equations (7.6) and (5.19) give the following system of Cecotti-Vafa equations (ee e.g. [1] , [3] , [6] ):
(7.7)
Homogeneity
Sometimes one wants to obtain solutions of the Cecotti-Vafa equations that satisfy certain homogeneity condition (see e.g. [6] ). For this we introduce the L 0 element of a Virasoro algebra. The most natural definition in our construction of the Clifford algebra is the one given in terms of the oscillator algebra.
It is straightforward to check that
Moreover, one also has [L 0 , ψ
k . Assume from now on that our operator A that commutes with Ω is homogeneous of degree P with respect to L 0 , i.e.,
We then calculate
It is straightforward to see that this is equal to
On the other hand using
we also have:
in particular
Assume now that we also have imposed the first and second reduction, then one has
and thus also EP 1 =P 1 .
m = 0 for all m > 1 and all 1 ≤ j ≤ n one has that the β ij , m ij and β ij not only satisfy (7.7), but also
for t j = t
1 and u j = u (j)
1 . Note that in section 10 we will construct explicit solutions of (7.7). These solutions are however not homogeneous, so they do not satisfy (8.7). We will construct such solutions in a forthcoming publication.
Explicit construction of solutions in the AKNS case
We will construct an operator A that satisfies (3.1) and (5.1) in the Camassa-Holm case, i.e., the case that n = 2. Now using Proposition 3.2, we see that the element
satisfies condition (3.1). Using (2.4) and the definition of the fermionic fields, we see that
Thus A k also satisfies (5.1). Since we want τ 0 0 = 0, we take A 2k and will assume that
We now want to calculate τ 0 ǫ i −ǫ j and τ ǫ j ǫ i , for 1 ≤ i, j ≤ 2 in order to get some solutions related to the Camassa-Holm equation. Let us start with τ 0 0 :
So we have to calculate explicitly:
Note that the above expression takes only values −1, 0 or 1. Thus
Now τ 0 ǫ i −ǫ j for i = j has the same expression, except that we have to take the summation over
and replace the σ by (−) i σ(j, ℓ 1 , ℓ 2 , . . . , ℓ 2k , i) .
For τ ǫ j ǫ i , where i can be equal to j, we find
We now give the simplest of such expressions. We take k = 1 and put all t
1 u
1 −2t
2 ,
In order to determine M 0 , M 1 and P 1 , see (5.20), we also calculate
Now make the change of variables (6.1) and choose t 
1 =ȳ + y, t
1 =ȳ − y, u (ȳ−y)(s−s)
Note that in the calculation of M 0 , M 1 and P 1 , see (5.20) , T (y, s) drops out. Thus
One has det
and M 0 , M 1 and P 1 satisfy (6.2). The above solutions should in principle be closely related to the ones obtained in [2] using vertex method. Finally, we give the Camassa-Holm function f for this case:
1 a
2 z 1 e
We give expression for tau functions for k = 2. Again we set t
and use T (t, u) and T ij (t, u, z k , z l ) with i, j = 1, 2, (k, ℓ) = (1, 3), (k, ℓ) = (2, 4). For brevity we will denote
Then, the τ 0 0 function is given by 
21 T
2,4 12
In the following formulas for remaining tau functions we choose indices i, j = 1, 2 so that i = j. Then
If we make the change of variables (9.5) then the formula's (9.3) change into (9.6) and the same formula's hold for the tau functions. Another way to construct solutions is as follows. It is probably much harder to determine the corresponding tau-functions in this way. We take an arbitrary element of the loopalgebra of sl 2 (C). Such an element is given by
where a(z), b(z) and c(z) are arbitrary functions. Then the element A = e g commutes with the action of Ω and satisfies (5.1). Hence the corresponding tau-functions will satisfy AKNS.
Explicit construction of solutions in the Cecotti-Vafa case
We will construct an operator A that satisfies (3.1), (5.1) and (7.3). We generalize the construction of the previous section. Using Proposition 3.2, we see that the element (a
and hence A k also satisfies (7.3). Let us calculate for k = 1 the corresponding tau functions. One finds 1 and put all higher times equal to zero, we find that
and that
, where (10.2) still holds. These β ij , m ij andβ ij satisfy (7.7). For the case that k = 2 we describe the tau functions
The authors are grateful to A. Yu. Orlov for useful discussions.
A Appendix A
In this appendix we want to proof the equations (4.5) -(4.10). For the proof of these equations we need the following lemma:
Lemma A.1
if and only if
This Lemma is a consequence of Lemma 4.1 of [9] . We rewrite (4.4):
First, applying the Lemma to (A.1) gives
Now putting s = t, u = v, x 1 = y 1 , we obtain
this implies (4.5), one thus also has:
If we apply the Lemma in the other way we obtain (α, β, x, t, u, ) T .
(A.14)
Since we have replaced in the wave matrices u 
