Force splitting or multiple timestep ͑MTS͒ methods are effective techniques that accelerate biomolecular dynamics simulations by updating the fast and slow forces at different frequencies. Since simple extrapolation formulas for incorporating the slow forces into the discretization produced notable energy drifts, symplectic MTS variants based on periodic impulses became more popular. However, the efficiency gain possible with these impulse approaches is limited by a timestep barrier due to resonance-a numerical artifact occurring when the timestep is related to the period of the fastest motion present in the dynamics. This limitation is lifted substantially for MTS methods based on extrapolation in combination with stochastic dynamics, as demonstrated for the LN method in the companion paper for protein dynamics. To explain our observations on those complex nonlinear systems, we examine here the stability of extrapolation and impulses to force-splitting in Newtonian and Langevin dynamics. We analyze for a simple linear test system the energy drift of the former and the resonance-related artifacts of the latter technique. We show that two-class impulse methods are generally stable except at integer multiples of half the period of the fastest motion, with the severity of the instability worse at larger timesteps. Extrapolation methods are generally unstable for the Newtonian model problem, but the instability is bounded for increasing timesteps. This boundedness ensures good long-timestep behavior of extrapolation methods for Langevin dynamics with moderate values of the collision parameter. We thus advocate extrapolation methods for efficient integration of the stochastic Langevin equations of motion, as in the LN method described in paper I.
I. INTRODUCTION
The primary difficulty in computer simulation of large physical systems is efficient treatment of the wide range of temporal and spatial scales present in the underlying models. In the field of biomolecular dynamics, the high-frequency, low-amplitude degrees of freedom dictate a timescale in allatom models of 10 Ϫ15 s ͑1 fs͒. However, large-scale motions of biological interest-such as protein folding-occur on timescales of seconds, many orders of magnitude longer. For a general recent review of methods for biomolecular dynamics, see Ref. 1. Recognizing this formidable range-of-scales problem in simulation and modeling, various timestepping algorithms for numerical dynamics have been introduced. These methods seek to separate spatial scales of the model, treating each at the appropriate temporal scale and combining these levels as accurately and efficiently as possible.
The popular Verlet algorithm 2 is based on a secondorder finite-difference discretization of the acceleration in Newton's equations of motion. The method requires calculation of the forces of interaction ͑the gradient of the potential energy E, a function of the system coordinates͒ at each timestep. Effectively, the forces are considered constant during each timestep interval. The numerical stability of Verlet depends critically on the period of the fastest motion in the system. This stability requirement limits the timestep sizeand hence force recalculation frequency-to the range 0.5 to 1 fs for biomolecular systems modeled with all degrees of freedom flexible. As the system size grows, the number of interactions increases as N 2 , where N is the number of atoms, and force calculations involving all atom pairs dominate the other operations. Notwithstanding the amount of computational work involved, the Verlet method is often regarded as the ''gold standard'' for molecular dynamics simulations. The integrator is symplectic, 3 preserving geometric properties ͑such as time reversibility and phase-space volume͒ present in the exact solution of these equations for conservative Hamiltonian systems. 3 This preservation likely accounts for the good energy conservation along the computed trajectories observed in practice. This behavior in turn renders the Verlet scheme most suitable for low-accuracy long-time simulations of conservative systems.
Nearly two decades ago, multiple timestep ͑MTS͒ methods were introduced 4, 5 in an effort reduce the computational cost of molecular simulations. Assuming that forces due to distant interactions can be held constant to a good approximation over long intervals, ordinary timestepping procedures are modified simply: The long-range forces are evaluated less often than the short-range terms; between updates, these slow forces are incorporated into the discretization as constants from step to step. However, this force extrapolation approach disrupts the energy-preserving features of the unmodified timestepping algorithms. Therefore, force splitting via extrapolation did not gain wide acceptance in dynamic schemes.
Work continued on MTS methods in a variety of contexts, 6, 7 However, recently it has become clear that, like Verlet, considerations of numerical stability also limit the allowable timestep in impulse MTS methods. Namely, rapid energy growth has been observed [10] [11] [12] when the interval between slow-force updates approaches and exceeds 5 fs. This barrier, occurring around half the period of the fast motion in biomolecules when all degrees of freedom are allowed ͑e.g., an O-H bond stretch͒ can be explained by resonance. 13, 14 This resonance refers to an integrator-induced artifact that occurs at particular discretization timesteps related to internal periods of the simulated physical system. See Ref. 13 for a thorough analysis of resonance by the implicit-midpoint scheme and Ref. 14 for a discussion of nonlinear resonance in molecular dynamics.
The presence of these resonances limits the outermost timestep, ⌬t ͑i.e., interval of slow-force update͒, in MTS schemes and thus the overall speedup that can be achieved in practice over a standard Verlet trajectory. When bond lengths are constrained via SHAKE, 15 this artifact is delayed to a timestep related to the light-atom bending modes with period around 20 fs. 16 Other implementational details of the MTS protocol can also delay resonance to larger outer timesteps. The stability of impulse MTS methods has also been studied for a linear system by García-Archilla, Sanz-Serna, and Skeel. 17 This work offers insight into the nature of instabilities and introduces several ''mollified'' impulse methods which employ averaging or other smoothing techniques to extend the outer timestep slightly.
In paper I, 18 we introduced an efficient method for biomolecular dynamics that does not suffer from this resonance limitation. Named LN for its origin in a Langevin/Normalmode scheme, 16, 19, 20 the method combines force splitting and Langevin dynamics. LN Results show 18 very good agreement of LN trajectories with small-timestep trajectories for proteins in vacuum and a large water system. The reference simulations used a small timestep of ⌬ϭ0.5 fs, the innermost timestep in LN, as in MTS methods. 11, 21 In addition, speedup factors of 10 or more are possible for the larger systems since the outermost timestep (⌬t) can be increased to 48 fs or more. 18 The success of the LN method in overcoming resonancerelated instabilities is the subject of this analytical paper. at moderate values of the Langevin collision parameter ␥ appears less sensitive to timesteps near half the fastest period but produces trajectories with exaggerated energies and temperatures for timesteps near that period. 18 Better numerical behavior could be achieved by increasing ␥ by a factor of 2 or more, but this is undesirable due to substantial damping of the internal modes, especially those of lower frequencies. 18 In contrast, the LN method is stable at moderate ␥ across a wide range of outer timesteps, without apparent sensitivity to the periods of fast motion present in the system. As already emphasized, this favorable feature is not a consequence of the linearization treatment of local forces; the replacement of linearization by direct force evaluations results in similar behavior ͑Barth and Schlick, unpublished data͒.
In this article we explain these observations on complex nonlinear systems 18 by studying the stability of impulse and extrapolation MTS methods on a simple model problem with two force classes. We emphasize that realistic nonlinear potentials ͑for proteins͒ were already tested in paper I; results were so striking that we seek here analytical explanations. Without loss of generality, we formulate impulse and extrapolation MTS methods based on the simple first-order symplectic-Euler method 3 ͑see paper I 18 for a Verlet-based MTS method͒. Intermediate techniques described by Scully and Hermans 22 and more recently by Hermans ͑private communication͒, developed to correct the effect of constant extrapolation of the slow forces over long timesteps, are also discussed.
We formulate, for each method applied to a simple onedimensional linear system, the propagation of the dynamics from one timestep to the next as multiplication by a propagation matrix. We compute the propagation matrix eigenvalues and examine the relationship between these eigenvalues and the periods of motion in the linear system, outer timestep lengths for the MTS methods, and ultimately the numerical stability of the methods.
This theoretical stability analysis gives insight into the energy drift observed in extrapolation treatments and the timestep barrier associated with impulse methods. We show, in particular, that extrapolation suffers less dramatically from such a barrier. We then extend the analysis and demonstrate that extrapolation methods are suitable for the efficient simulation of systems modeled by the stochastic Langevin equations of motion. Indeed, these ideas have been successfully applied to the simulation of biomolecular systems by the LN method, presented in paper I. 18 Although we consider the first-order symplectic-Euler integrator here, our analysis can be easily generalized to Verlet/leapfrog, as well as higher-order methods, and the conclusions are similar. Analogous results with Verlet and further insights into resonance problems will be reported separately.
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II. THE SYMPLECTIC-EULER METHOD AND LINEAR STABILITY
We consider the linear model described by the following system of first-order differential equations:
The variables X and V denote the scalar position and velocity, respectively, for a particle of unit mass. We assume that 2 Ӷ 1 to represent motion components differing in characteristic timescales. The solution of system ͑1͒ has the form Xϭexp(␣Ϯiͱ 1 ϩ 2 t), where ␣ is a real constant and i ϭͱϪ1. Note that the LN method 18 applies force splitting to a linearized system like ͑1͒.
We formulate MTS integrators based on the symplecticEuler discretization, 3 given by
where ⌳ϭ 1 ϩ 2 and ⌬ is the timestep. The integer superscript n refers to the discretized-equation approximation at time n⌬. To establish the methods and notation used later, we examine the stability of the symplectic-Euler method applied to the test system of equation ͑1͒. The step-to-step propagation operator ⌽:͕V n ,X n ͖→͕V nϩ1 ,X nϩ1 ͖ can be described by the following matrix equation:
The 2ϫ2 product matrix
defines the method and determines its stability. Namely, the integrator is stable for values of ⌬ and ⌳ for which the eigenvalues of A lie on the closed unit disk in the complex plane. Formally, we say the spectral radius ͑A͒ ͑the maximum, in absolute value, of the eigenvalues of A͒ is bounded by unity: (A)р1. Here, the eigenvalues of A can be computed as
or by splitting the expression into real and imaginary parts, as
It follows that for ⌬ in the open interval ͑0, 2/ͱ⌳͒, the eigenvalues have nonzero imaginary parts, occur in complex conjugate pairs, and are of modulus one-that is, lie on the unit circle in the complex plane. For increasing ⌬у2/ͱ⌳, the eigenvalues are strictly real; one value tends to zero while the other grows without bound. Thus ⌬ϭ2/ͱ⌳ is the maximum stable timestep for the method. This is analogous to the well-known condition for stability of the Verlet method for a harmonic oscillator: 2/ or P/, where P is the oscillator's period. The fact that all stable timesteps correspond to propagation matrix eigenvalues with modulus one is related to the structure-preserving properties of the symplectic method. 3 The determinant of this matrix ͑equal to the product of the two eigenvalues͒ is one, implying the preservation of volume in phase space. In the one-dimensional system considered here, volume preservation is equivalent to symplecticness. Figure 1 illustrates the relationship between the propagation matrix eigenvalues and the stability of the symplecticEuler scheme for ⌳ϭ400. Panel ͑a͒ shows the magnitude of both eigenvalues as a function of the timestep ⌬. This magnitude departs from unity at the timestep ⌬ϭ2/ͱ⌳ϭ0.1; for larger timesteps, one eigenvalue tends to zero and the other grows in magnitude beyond one. The other panels show the complex eigenpairs for selected timesteps represented as vectors. On the unit circle, points correspond to the eigenvalues computed for timesteps ⌬ϭ0.001n for integers n in the range ⌬ϭ0 to ⌬ϭ0.1. We see that the two eigenvalues begin on the real axis at one for ⌬ϭ0 ͑b͒ and, as ⌬ increases, travel as complex conjugate pairs in opposite directions around the unit circle ͓parts ͑c͒-͑e͔͒. At the stability threshold of ⌬ϭ2/ͱ⌳, the two eigenvalues converge on the real axis at Ϫ1 ͑f͒, remaining on the real axis thereafter and departing from the unit circle ͑g͒. This behaviorcomplex eigenvalues converging to a point on the real axis-is associated with instabilities for each of the methods considered in the remainder of the paper.
III. STABILITY OF IMPULSE AND EXTRAPOLATION TREATMENTS
We now consider the stability of impulse and extrapolation force-splitting methods for Newtonian and Langevin dynamics in turn.
A. Newtonian dynamics
An impulse MTS method treats the slow component ͑as-sociated with 2 ͒ of the force at timesteps k times larger than those for the fast ( 1 ) components. A discretization scheme based on system ͑3͒ above is
Impulse Method
nϩ1 ϭX k . ͑The index i above and hereafter should not be confused with the complex number.͒ The associated propagation matrix A I for this method is given by
͑5͒
It can be shown that the determinant of the matrix A I is always one, just as in the case for symplectic-Euler. Thus, this formulation results in a symplectic method. We shall see, however, that the impulse formulation suffers from resonance-related instabilities at certain timestep lengths. For   FIG. 1 . Propagation-matrix eigenvalue magnitudes for the symplectic-Euler method given by equation ͑3͒ applied to the linear test system, ⌳ϭ400, plotted versus the timestep, ⌬ϭ0.001n for integers n ͓panel ͑a͔͒, and the two eigenvalues plotted as vectors in the complex plane for selected ⌬ ͑b͒-͑g͒. The method is stable for 0р⌬р2/ͱ⌳ϭ0.1, and in this interval, the eigenvalues occur in complex conjugate pairs, ͑b͒-͑f͒. For ⌬Ͼ2/ͱ⌳, the eigenvalues of the propagation matrix depart from the unit circle along the real axis ͑g͒, one growing without bound and the other approaching zero. On the unit circle in parts ͑b͒-͑g͒, points correspond to eigenpairs for ⌬ equal to integral multiples of 0.001. timesteps short enough to avoid these instabilities, the structure-preserving properties of this method make it most suitable for Newtonian dynamics.
To avoid the impulses proportional to k⌬-and perhaps lessen the effects of resonance-related instabilities-we hold the slow component of the force constant over k steps. This approach results in the following alternative treatment:
As before, the slow force ( 2 X 0 ) is evaluated at intervals k⌬, but in contrast to the impulse method, this constant force contributes to the numerical dynamics at every inner step ⌬.
Defining the extrapolation matrix E as
we obtain the relevant propagation matrix A E in terms of A above and E for a step of length k⌬ for the extrapolation method:
In Figure 2 we illustrate behavior of the impulse and extrapolation variants of the symplectic-Euler scheme for the case of 1 ϭ400 and 2 ϭ1. In the central panel, we show the eigenvalue magnitudes of the associated propagation matrices-A I and A E , respectively-as a function of the timestep. The period associated with each exponential component of the solution, e iͱt , is Pϭ2/ͱ. Hence for 1 ϭ400, the period P 1 Ϸ0.314 in our units, and for 2 ϭ1, P 2 ϭ2, 20 times larger.
For the results in Figure 2 , we use ⌬ϭ0.001 ͑the inner timestep͒ and k⌬ for the outer timestep. The maximum outer timestep shown ͑unity͒ corresponds to about three times the period of the fast motion. We see from the figure that the impulse method is unstable at certain timestepsintegral multiples of half the fastest period. The severity of these corruptions increases with k, approximately as e Ϯ 2 k⌬/(2ͱ 1 ) . This can be seen from the lower panel of Figure 2 , which extends the middle view to larger outer timesteps approaching the period of the slow motion ͑2͒. Impulses clearly lead to serious artifacts at certain timesteps. For other timesteps, however, the impulse method is stablethe eigenvalues have magnitude one. Still, for a large nonlinear system, it is likely that once a resonant timestep is reached, good numerical behavior cannot be reestablished by increasing the timestep.
14 That is, avoiding resonant timesteps is virtually impossible due to many clustered vibrational modes and intricate coupling between them.
For the extrapolation method, in contrast, we note deviations from unit eigenvalues except at integral multiples of the fast period. Since both eigenvalues exceed one in magnitude, the determinant of A E is also greater than one, implying that the method is not volume-preserving or symplectic. This explains the energy drift observed in practice for such methods. The sinusoidal pattern of the extrapolation plot has amplitude 2 / 1 ͑0.0025 here͒; therefore, the larger the separation of frequencies, the more benign the numerical artifacts in practice.
At half-period multiples, spikes are also seen for the extrapolation method, but they do not increase in magnitude as k increases. The upper magnified views of Figure 2 show, for the extrapolation and impulse methods, the spikes in detail for k⌬ near This boundedness associated with the extrapolation approach, together with the discussion in the next section, explains the good behavior of LN at large timesteps observed in practice. 18 Interestingly, a method which lies between these two force-splitting extremes was proposed by Scully and Hermans, 22 and recently modified Hermans ͓J. Hermans ͑pri-vate communication͔͒. These extrapolative/correction methods seek to improve the behavior of the low-order extrapolation by introducing corrections to the velocity ͑and in the original method to the position as well͒ after extrapolation:
Omission of the position correction ͑enclosed by square brackets in the last line above͒, constitutes the recent modification, resulting in a scheme we call the Extrapolate/Correct V method. The propagation matrix associated with this method is
͑7͒
To express the propagation matrix for the Extrapolate/Correct V,X method, we first introduce the following extrapolation matrix:
Then the propagation matrix for this method can be expressed as 
͑8͒
Behavior of these two methods for our model problem can be seen in Figure 3 . The magnified inset shows small deviation from unit eigenvalues for k⌬ less than about one quarter the period of the fast motion. This result likely explains the good behavior in practice for the methods at moderate timesteps, as well as the slight energy damping ͑asso-ciated with eigenvalues less than unity͒ for the original extrapolation/correction method ͓J. Hermans ͑private communication͔͒. At large timesteps, however, both schemes suffer from sinusoidal oscillations with increasing amplitude, as well as spikes at multiples of half the period; these spikes grow in height with increasing k.
B. Langevin dynamics
The stochastic Langevin framework has been used as the underlying dynamical model in a number of molecular modeling contexts, [24] [25] [26] [27] [28] [29] [30] [31] [32] as well as a stabilizing influence from a numerical point of view. 16, 19, 20, 33 With this in mind, we now extend the stability discussions above to Langevin dynamics.
We consider the Langevin equations of motion
with the friction parameter ␥. The random force R is a stationary Gaussian process with statistical properties given by ͗R͑t͒͘ϭ0, ͗R͑t͒R͑tЈ͒͘ϭ2␥k B TM␦͑tϪtЈ͒, where T is the temperature, k B is Boltzmann's constant, and ␦ is the Dirac ␦-function. As before, we assume a unit mass matrix M.
The symplectic-Euler method applied to this equation becomes
where again ⌳ϭ 1 ϩ 2 . The corresponding step-to-step propagation can be described compactly as
͑11͒
This expression resembles those given in equations ͑5͒ and ͑6͒-a multiplication of the vector ͓V n , X n ] T by a matrix with entries involving X, V, ⌳, k, ⌬, and ␥. It differs from those deterministic formulations in the addition of a vector of random variables not dependent on ⌳, X, and V. We follow Kloeden and Platen 34 in examining the method's stability independent of the random vector, and define the stability matrix for the Langevin integrator as the propagation matrix for a damped oscillator with linear friction coefficient ␥ :
Here the superscript L denotes the generalization to Langevin dynamics of the stability matrix A defined in equation ͑3͒. As before, the method is stable at values of ⌬, ⌳, and ␥ for which the spectral radius is bounded by unity. Similarly, the stability of the impulse and extrapolation MTS methods applied to the Langevin equations ͑9͒ is determined by the eigenvalues of the matrices We have already observed in Figure 2 that the oscillation in the propagation matrix eigenvalues for the extrapolation method has amplitude 2 / 1 ͑with a peak of 1ϩ2 2 / 1 at odd multiples of half the fast period͒ and approximately the same period as the motion associated with 1 , (P ϭ2/ͱ 1 ). The spectral radius of the exact flow of the damped oscillator should decay ͑due to friction͒ like e Ϫ␥t/2 . Thus for a given value of ␥, the exponentially decaying eigenvalue oscillations should be bounded above, for all ⌬t, by exp͕Ϫ͑␥⌬t ͒/2͖͓1ϩ͑ 2 2 ͒/ 1 ͔.
Substituting half the period of the fastest motion for ⌬t, and requiring the eigenvalue magnitudes to be restricted to unity or less, we have 1уexp͕Ϫ͑␥ ͒/͑ 2ͱ 1 ͖͓͒1ϩ͑ 2 2 ͒/ 1 ͔.
We next solve the inequality for ␥ :
to obtain the minimum value ␥ which assures stability of the extrapolation method at all outer timesteps ⌬tϭk⌬. Figure 4 shows eigenvalue magnitudes for the two schemes for 2 ϭ1 and three ratios: 1 / 2 ϭ20,100,400 ͑or a period ratio of 20, 10, and ͱ20, respectively͒. The ␥ values 0.28, 0.13 and 0.065 in Figure 4 were calculated in each case from formula ͑15͒.
The eigenvalue magnitudes decrease with the outer timestep. In Langevin dynamics, this effect is compensated by the restoring force R in equation ͑9͒. The greater rate of damping for larger ␥, as is physically correct, is evident ͑note the different lower ordinate value in each ␥ panel͒. The figure also suggests that instability results when ␥ is too small. This has been observed for the LN method. 18 The dependency on the ratio 1 / 2 emerges from the other parts of the figure. Figure 4 further shows that the Langevin/impulse approach is stable for the chosen ␥, since the eigenvalues do not exceed unity in magnitude. However, the large deviations from the damped oscillator spectral radius of e Ϫ␥t/2 can result in stable, but incorrect Langevin trajectories. This is demonstrated in Figure 5 , where the root-mean-square fluctuations in velocity are plotted versus the outer timestep for two values of ␥. We see that a larger value of ␥ is required by the impulse method than by extrapolation. This behavior has been noted in practice in paper I 18 for a protein and a water system; namely, a Langevin/impulse MTS method at outer timestep near the period of the fastest motion produces trajectories with erroneously high energy and temperature averages at moderate values of ␥. This artifact can only be remedied by increasing ␥ by more than a factor of 2.
IV. SUMMARY AND CONCLUSIONS
We have analyzed, for a simple linear test system, the behavior of impulse and extrapolative dual-timestep approaches. It is clear that impulse treatments lead to resonances, or corrupted behavior, at outer timesteps which are related to multiples of half the period associated with the fastest motion, even though the inner timestep remains small. This limits the speedup gains in symplectic MTS versions used for biomolecular dynamics to factors around five. 11, 21 The extrapolation treatment does not suffer from these dramatic effects, but reveals mild sinusoidal departures from structure-preserving properties. Hence, we suggest that extrapolative treatments are most suitable for long timesteps in the context of Langevin dynamics, where the damping and stochastic terms exert a stabilizing influence. Moreover, the additional terms of the Langevin equation can be small, just sufficient for stability. We have used ␥ in the range 10-20 ps Ϫ1 in LN for good numerical behavior, as well as good agreement with Newtonian dynamics.
1, 18 Recently suggested 22 hybrids of impulse and extrapolation techniques slightly improve numerical behavior of extrapolation methods at small timesteps but exhibit serious instabilities which grow with increasing timestep.
Clearly, our results can be generalized to more complicated reference integration schemes, 23 to more than two timestep classes ͑where resonance is likely delayed to a larger outer timestep͒, and possibly to simple nonlinear systems. Still, the linear test cases analyzed here already suggest the basic guidelines we seek. Behavior in practice for multiscale nonlinear systems can only be tested by computer simulations proper.
