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Abstract
We introduce the Farrell–Jones Conjecture with coefficients in an additive category with G-action. This
is a variant of the Farrell–Jones Conjecture about the algebraic K- or L-theory of a group ring RG. It allows
to treat twisted group rings and crossed product rings. The conjecture with coefficients is stronger than the
original conjecture but it has better inheritance properties. Since known proofs using controlled algebra
carry over to the set-up with coefficients we obtain new results about the original Farrell–Jones Conjecture.
The conjecture with coefficients implies the fibered version of the Farrell–Jones Conjecture.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The Farrell–Jones Conjecture predicts that the algebraic K- or L-theory of a group ring RG
can be described in terms of the K- respectively L-theory of group rings RH , where H ranges
over the family of virtually cyclic subgroups of G, compare [7]. More formally the conjecture
says that the assembly map
HG∗ (EFG;KR) →K∗(RG),
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of virtually cyclic subgroups of G. Here HG∗ (−;KR) is a G-equivariant homology theory and
EFG denotes the classifying space for the family of subgroups F . A group is called virtually
cyclic if it contains a cyclic subgroup of finite index. For more explanations see [12]. There is a
similar formulation for L-theory.
The goal of this paper is to define, and prove in many cases, a “Farrell–Jones Conjecture with
coefficients in an additive category with G-action.” A precise formulation is given in Section 3
and makes essential use of Definition 2.1. The conjecture with coefficients is a generalization
of the original conjecture. The special case where the additive category with G-action is the
category of finitely generated free R-modules equipped with the trivial G-action corresponds to
the usual Farrell–Jones Conjecture.
The reason for considering this sort of generalization of the Farrell–Jones Conjecture is
twofold. First, the conjecture with coefficients has better inheritance properties.
Theorem 1.1. The Farrell–Jones Conjecture with coefficients in an additive category with
G-action passes to arbitrary subgroups and more generally it “pulls back” under arbitrary
group homomorphisms, where of course the family needs to be pulled back as well. But even
more is true: the injectivity and surjectivity part of the conjecture have these inheritance proper-
ties independently.
For a precise statement see Conjecture 3.2, Corollary 4.3 and Theorem 4.5.
Second, we obtain as a special case of the conjecture with coefficients the correct conjecture
for the K-theory of twisted group rings and more generally crossed product rings. For example
let G operate through ring homomorphisms on the ring R, i.e. we have a group homomorphism
α :G → Aut(R), and let RαG denote the twisted group ring. Then of course one expects that
K∗(RαG) can be assembled from the K∗(RαH), where H ranges over the virtually cyclic sub-
groups of G. Our conjecture makes this precise, compare Conjecture 6.18.
Recall that crossed product rings play an important role in Moody’s Induction Theorem, see
[14] and Chapter 8 in [15].
Of course all this is only useful if there are techniques which prove the more general con-
jecture. Many results on the Farrell–Jones Conjecture (without coefficients) use the concept of
controlled algebra and the description of the assembly map as a “forget-control map.” In Sec-
tion 7 we extend these concepts to the case with coefficients and formulate a “forget-control
version” of the Farrell–Jones Conjecture with coefficients. By simply inspecting existing proofs
in the literature, see Section 8, one obtains results about the Farrell–Jones Conjecture with coef-
ficients. Combined with the inheritance properties we obtain the following new results about the
original Farrell–Jones Conjecture.
Corollary 1.2. Let G be the fundamental group of a closed Riemannian manifold of strictly
negative sectional curvature and let Γ be a subgroup of G. Then for every ring R the assembly
map
HΓ∗ (EVCycΓ ;KR) →K∗(RΓ )
is an isomorphism.
This is an extension of the main result from [3]. It follows from Theorem 4.5, Remark 3.3 and
Theorem 8.1.
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a ring. Then the assembly map
HΓ∗ (EF inΓ ;KR)→ K∗(RΓ )
is split injective.
This generalizes [18] and uses the fact proven in [19] that hyperbolic groups in the sense of
Gromov satisfy the assumptions of Theorem 8.2.
Corollary 1.4. Let G be group of finite asymptotic dimension that admits a finite model for the
classifying space BG. Let Γ be a subgroup of G. Then for every ring R the assembly map
HΓ∗ (EΓ ;KR) →K∗(RΓ )
is split injective.
This is a generalization of [1] and follows because of the inheritance properties immediately
from Theorem 8.3.
In [7] Farrell and Jones develop the Fibred Isomorphism Conjecture, a different generalization
of the Farrell–Jones Conjecture, which also has better inheritance properties. The fibred version
is however not so well adapted to proofs which use controlled algebra as opposed to controlled
topology. The precise relationship between the Fibered Farrell–Jones Conjecture and the Farrell–
Jones Conjecture with coefficients is discussed in Remark 4.4.
In the context of topological K-theory of C∗-algebras there is an analog to the Farrell–Jones
Conjecture with coefficients 3.2, the Baum–Connes Conjecture with coefficients. Of course the
development of a Farrell–Jones Conjecture with coefficients was motivated by this analogy.
The reader should be warned that the Baum–Connes Conjecture with coefficients is know to
be wrong [8]. At present it is not clear whether the Farrell–Jones Conjecture with coefficients 3.2
fails for the groups considered in [8].
The paper is organized as follows:
1. Introduction
2. The category A ∗G T
3. The Farrell–Jones Conjecture with coefficients
4. Inheritance properties
5. L-theory
6. Crossed products
7. Controlled algebra
8. Applications
9. The Swan group action
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2. The categoryA ∗G T
In the following we will consider additive categories A with a right G-action, i.e. to every
group element g we assign an additive covariant functor g∗ :A → A, such that 1∗ = id and
composition of functors (denoted ◦) relates to multiplication in the group via g∗ ◦ h∗ = (hg)∗.
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define a new additive category denoted A ∗G T as follows. An object A in A ∗G T is a family
A = (At )t∈T
of objects in A where we require that {t ∈ T |At = 0} is a finite set. A morphism φ :A → B is a
collection of morphisms
φ = (φg,t )(g,t)∈G×T ,
where
φg,t :At → g∗(Bgt )
is a morphism inA. We require that the set of pairs (g, t) ∈G×T with φg,t = 0 is finite. Addition
of morphisms is defined componentwise. Composition of morphisms is defined as follows. Let
φ = (φg,t ) :A → B and φ′ = (φ′g,t ) :B → C be given then the composition ψ = φ′ ◦ φ :A → C
has components
ψg,t =
∑
h,k∈G,g=kh
h∗(φ′k,ht ) ◦ φh,t . (2.2)
The reader could now pass immediately to Section 3 in order to see how the Farrell–Jones
Conjecture with coefficients is formulated.
Remark 2.3 (Naturality of A ∗G T ). The construction A ∗G T is natural in A, i.e. if F :A→A′
is an additive functor which is equivariant with respect to the G-action then
(
F ∗G T (A)
)
t
= F(At ) and
(
F ∗G T (φ)
)
g,t
= F (φg,t)
defines a functor F ∗G T :A ∗G T →A′ ∗G T . If the functor F is an equivalence of categories,
then F ∗G T is an equivalence of categories.
If f :T → T ′ is a G-equivariant map then
(A ∗G f (A))t ′ =
⊕
t∈f−1(t ′)
At and
(A ∗G f (φ))g,t ′ =
⊕
t∈f−1(t ′)
φg,t
defines (almost) a functor A ∗G f :A ∗G T →A ∗G T ′. The minor problem, that this definition
involves the choice of a direct sum, can be resolved by redefining an object in A ∗G T to be an
object A as before together with a choice of direct sum ⊕s∈S As for every subset S of T . We
prefer to ignore this problem.
Example 2.4 (Trivial action). A ring R can be considered as a category with one object. Let R⊕
denote the additive category obtained from R by formally adding sums, compare [13, Exercise 5,
p. 194]. This is a small model for the category of finitely generated free R-modules. If we equip
R⊕ with the trivial right G-action then there is a canonical identification
R⊕ ∗G T = RGG(T )⊕,
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construction of the assembly map by Davis and Lück. This identification is natural with respect
to maps of G-sets T → T ′. Let us specialize to the case where T = G/H . Then the inclusion of
the full subcategory consisting of objects A = (AgH ), with AgH = 0 for gH = eH , induces an
equivalence
Ff (RH) 	 R⊕ ∗G G/H. (2.5)
Here Ff (RH) denotes the category of finitely generated free RH -modules.
Example 2.6 (Twisted group rings). Suppose the group G acts via ring homomorphisms on R,
i.e. we are given a group homomorphism α :G → Aut(R). Then the twisted group ring RαG is
defined to be RG as an abelian group with the twisted multiplication determined by gr = α(r)g
for r ∈ R and g ∈ G. There is a right G-operation defined on the category of R-modules, where
g∗M = resα(g) M , i.e. g∗M has the same underlying abelian group but the R-module structure
is twisted by α, i.e. r ·resα(g) M m = α(g)(r)m for r ∈ R and m ∈ M . Let Ff (R) denote a small
model for the category of finitely generated free right R-modules. One can arrange that Ff (R)
is closed under the G-operation. We show in Section 6 that there is an equivalence of categories
Ff (R) ∗G pt 	Ff (RαG)
and that more generally
Ff (R) ∗G G/H 	Ff (Rα|HH).
Example 2.7 (Group extensions). Suppose K is a normal subgroup of Γ and let p :Γ →
Γ/K = G denote the quotient homomorphism. If the group extension 1 → K → Γ → G → 1
splits we can choose a group homomorphism s :G → Γ such that p ◦ s = id. If we define
α(γ ) :RK → RK as conjugation with s(γ ) we see that the group ring RΓ can be written as
a twisted group ring RKαG, compare Example 2.6. If however the extension is non-split and s
is only a set-theoretical section (with s(1) = 1) then the group ring RΓ is a crossed product ring
RΓ = RKα,τG,
and no longer a twisted group ring, compare [15] and Section 6 below. In particular γ 
→ α(γ )
no longer defines an action of G = Γ/K on RK and correction terms, expressible in terms of
the cocycle τ(γ, γ ′)= s(γ )s(γ ′)s(γ γ ′)−1 will appear.
The language developed above absorbs these extra difficulties. We will see that we can work
with an honest action if we are working in the context of actions on additive categories. By (2.5)
we have
Ff (RK) 	→ R⊕ ∗Γ Γ/K.
The category on the right should be thought of as a “fat” version of the category Ff (RK) of
finitely generated free RK-modules, which has the advantage that it carries an honest naturally
defined right Γ/K-action. Now applying −∗Γ/K pt should be thought of as forming a “fattened”
twisted group ring, compare Example 2.6. In fact we have an additive equivalence
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∼=→R⊕ ∗Γ×Γ/K (Γ/K × pt)
	→R⊕ ∗Γ pt = RΓ⊕
by an application of Proposition 2.8(i) respectively (ii) below.
Let K and G be groups. If A is an additive category with right K-action and S is a K-G biset.
Then A ∗K S can be equipped with a right G-action as follows. If A = (As)s∈S is an object and
φ = (φk,s)(k,s)∈K×S is a morphism in A ∗K S then for g ∈G we define g∗A and g∗φ by
(g∗A)s = Asg−1 and (g∗φ)k,s = φk,sg−1 .
Proposition 2.8.
(i) Let K and G be groups. Suppose A is an additive category with right K-action, let S be
a K-G biset and let T be a left G-set. Then there is an additive isomorphism of additive
categories
(A ∗K S) ∗G T
∼=→A ∗K×G (S × T ).
Here in order to form the category on the right-hand side we let K × G act from the right
on A via the projection to K , and from the left on the set S×T by (k, g)(s, t) = (ksg−1, gt)
for (k, g) ∈K ×G and (s, t) ∈ S × T .
(ii) Let N be a normal subgroup of G. Let A be an additive category with a right G-action
such that N acts trivially. Let T be a left G-set such that N operates freely. Then there is
an additive functor which is an equivalence of categories
A ∗G T 	→A ∗G/N (N\T ).
(iii) Let H be a subgroup of G and A be an additive category with right G-action. We denote by
resH A the additive category A considered with the H action obtained by restriction. Then
for an H -set T the map T → G ×H T defined by t 
→ (1G, t) induces an equivalence of
additive categories
(resH A) ∗H T →A ∗G (G×H T ).
Proof. (i) The functor F : (A ∗K S) ∗G T →A ∗K×G (S × T ) is given by
(
F(A)
)
(s,t)
= (At )s and
(
F(φ)
)
(k,g)(s,t)
= (φg,t )k,s .
Note that if φ :A → B is a morphism in (A ∗K S) ∗G T then φg,t :At → g∗(Bgt ) is a morphism
in A ∗K S and (φg,t )k,s : (At )s → k∗((g∗Bgt )ks) is a morphism in A. The target of this last
morphism is
k∗
(
(g∗Bgt )ks
)= k∗((Bgt )ksg−1)= k∗(F(B)(ksg−1,gt))= (k, g)∗(F(B)(k,g)(s,t))
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is a correct target for F(φ)(k,g)(s,t). Clearly, F is an isomorphism of categories. To verify that F
is indeed an additive functor is lengthy but straightforward.
(ii) Let p :T → N\T denote the projection and consider A ∗G p :A ∗G T →A ∗G (N\T ),
see Remark 2.3. Next we define an additive functor F :A∗G (N\T )→A∗G/N (N\T ). For both
these categories objects are given by sequences (At )t∈T of objects in A indexed by T and we
define F as the identity on objects. Let φ :A → B be a morphism in A ∗G (N\T ). For g ∈ G,
n ∈N and t ∈ T φgn,Nt is a morphism
ANt → (gn)∗BgnNt = g∗BgNt
and we define F on morphisms by
(
F(φ)
)
gN,Nt
=
∑
n∈N
φgn,Nt .
Then the composition F ◦ (A ∗G p) is full and faithful and hence an equivalence of additive
categories.
(iii) It is straight forward to check that this functor is full and faithful. 
Let Φ :K → G be a group homomorphism. For a given additive category A with right
K-action we define indΦ A, a category with right G-action, as
indΦ A=A ∗K resΦ G.
This is a special case of the construction discussed before Proposition 2.8. Here resΦ G denotes
G considered as K-G biset via Φ . Our main motivation for Proposition 2.8 was the following
corollary which will play a key role when we will study inheritance properties for Isomorphism
Conjectures.
Corollary 2.9. Let A be an additive category with a right K-action. For a group homomorphism
Φ :K → G and a G-set T there is an additive functor which is an equivalence of categories
(indΦ A) ∗G T 	→A ∗K (resΦ T ).
Proof. According to Proposition 2.8(i) and (ii) we have an isomorphism respectively an equiva-
lence
(A ∗K resΦ G) ∗G T
∼=→A ∗K×G (G× T ) 	→A ∗K G×G T =A ∗K resΦ T . 
3. The Farrell–Jones Conjecture with coefficients
Let K−∞ : Add Cat → Sp be the functor that associates the non-connective K-theory spec-
trum to an additive category (using the split exact structure). This functor is constructed in [16].
See [4, Sections 2.1 and 2.5] for a brief review of this functor and its properties. Let G be a
group and OrG be the orbit category of G, whose objects are transitive G-sets of the form
G/H and whose morphisms are G-equivariant maps. For any OrG-spectrum E, i.e. for any
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complexes by
HG∗ (X;E)= π∗(X+ ∧OrG E),
where X+ ∧OrG E denotes the balanced smash product of X+ = mapG(?,X+) considered as a
contravariant OrG-space and the covariant OrG-spectrum E. For more details see [6, Section 4].
For a group G and a family F of subgroups, i.e. a collection of subgroups that is closed under
subconjugation, there is a G-CW-complex EFG with the property that for a subgroup H of G the
set of fixed points EFGH is empty if H /∈ F and contractible if H ∈ F , see, for example, [11].
The triple (E,F ,G) is said to satisfy the Isomorphism Conjecture if the so called assembly map
HG∗ (EFG;E)→ HG∗ (pt;E) = π∗
(
E(G/G)
)
induced by the projection EFG→ pt is an isomorphism, see [6, Definition 5.1]. In this paper we
will use the following OrG-spectra.
Definition 3.1. Let A be an additive category with right G-action. The OrG-spectrum KA is
defined by
KA(T ) = K−∞(A ∗G T ).
Conjecture 3.2 (Algebraic K-theory Farrell–Jones Conjecture with coefficients). Let G be a
group and let VCyc be the family of virtually cyclic subgroups of G. Let A be an additive cate-
gory with a right G-action. Then the assembly map
HG∗ (EVCycG;KA)→ HG∗ (pt;KA)
is an isomorphism.
Remark 3.3. If A= R⊕ then by Example 2.4 KA can be identified with the functor introduced
in [6, Section 2]. In particular Conjecture 3.2 implies the original conjecture by Farrell and Jones
in [7]. (The formulation of Davis and Lück has been identified with the original formulation of
Farrell and Jones in [9].)
4. Inheritance properties
By definition a family of subgroups of a group G is a collection of subgroups closed under
taking subgroups and conjugation. If Φ :K → G is group homomorphism and F is a family of
subgroups of G then we define a family of subgroups of K by setting
Φ∗F = {H ⊂ G | H is a subgroup of K and Φ(H) ∈F}.
Remark 4.1. The K-CW-complex resΦ EFG is a model for the classifying space EΦ∗FK , be-
cause it satisfies the characterizing property concerning the fixed point sets.
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right K-action and let F be a family of subgroups of G. Then the assembly map
HG∗ (EFG;KindΦA)→ HG∗ (pt;KindΦA)
is equivalent to the assembly map
HK∗ (EΦ∗FK;KA) → HK∗ (pt;KA).
Proof. Because of Corollary 2.9 and since K−∞ preserves equivalences we have equivalences
of OrG-spectra KindΦA
	→ KA ◦ resΦ and therefore for every G-space X a natural isomorphism
HG∗ (X;KindΦA)∼= HG∗ (X;KA ◦ resφ).
For a K-space Y define indΦ Y to be the quotient of G × Y by the right K action given by
(g, y)k = (gΦ(k), k−1y). For every G-space X there is an isomorphism
resΦ X
?+ = mapK(?, resΦ X)+
∼= mapG
(
indΦ(?),X
)
+
∼= mapG(??,X)+ ∧OrG mapG
(
indΦ(?), ??
)
+
= X??+ ∧OrG mapG
(
indΦ(?), ??
)
+
of contravariant pointed OrK-spaces. Here and in the next display ? denotes functoriality in
OrK and ?? denotes functoriality in OrG. For every covariant functor F from K-sets to spectra
there is an isomorphism of covariant OrG-spectra
mapG
(
indΦ(?), ??
)
+ ∧OrK F(?) ∼= mapK
(
?, resΦ(??)
)
+ ∧OrK F(?)
∼= F ◦ resΦ(??).
Combining these isomorphisms with associativity of balanced smash products we obtain an iso-
morphism of spectra
resΦ X+ ∧OrK F ∼= X+ ∧OrG F ◦ resΦ
and in particular a natural isomorphism
HK(resφ X;KA) ∼= HG(X;KA ◦ resΦ).
It remains to observe that resΦ pt = pt and that resΦ EFG is a model for EΦ∗FK . 
Proposition 4.2 has the following immediate consequence.
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Suppose that for every additive category A with G-action the assembly map
HG∗ (EFG;KA) →HG∗ (pt;KA)
is injective. Then for every additive category B with K-action the assembly map
HK∗ (EΦ∗FK;KB) →HK∗ (pt;KB)
is injective. The same statement holds with injectivity replaced by surjectivity in assumption and
conclusion.
Remark 4.4 (With coefficients is stronger than fibered). The fibered version of the Farrell–
Jones Conjecture in algebraic K-theory for a group G (and a ring R) [7, Section 1.7] can
be formulated as follows: for every group homeomorphism Φ :K → G the assembly map
HK∗ (EΦ∗VCycK;KR) → HK∗ (pt;KR) is an isomorphism, see Section 6 and in particular Re-
mark 6.6 in [2]. Therefore by Corollary 4.3 the Farrell–Jones Conjecture with coefficients 3.2
implies the Fibered Farrell–Jones Conjecture.
Corollary 4.3 implies in particular the following theorem about the Farrell–Jones Conjecture
with coefficients 3.2.
Theorem 4.5. Let H be a subgroup of G. Suppose that for every additive category A with
G-action the assembly map
HG∗ (EVCycG;KA)→ HG∗ (pt;KA)
is injective or surjective respectively. Then for every additive category B with right H -action the
assembly map
HH∗ (EVCycH ;KB) → HH∗ (pt;KB)
is injective or surjective respectively. In particular, if the Farrell–Jones Conjecture with coeffi-
cients 3.2 holds for a group G, then it holds for every subgroup of G.
Similar as for rings there exists a suspension category and hence results that hold without a
condition on the coefficient category can always be shifted down. More precisely the following
holds.
Proposition 4.6. For every additive category A with G-action there is an additive category ΣA
with G-action such that for every family of subgroups F and every n ∈ Z the assembly map
HGn (EFG;KA) → HGn (pt;KA)
is isomorphic to the assembly map
HGn−1(EFG;KΣA) → HGn−1(pt;KΣA).
A. Bartels, H. Reich / Advances in Mathematics 209 (2007) 337–362 347Proof. We use a construction of ΣA that is similar to the construction from [16]. For a given
A there is a natural construction of a Karoubi filtration of additive categories A′ ⊂ ΛA whose
quotient we denote by ΣA. HereA′ is naturally equivalent toA and there is an Eilenberg swindle
on ΛA, see Example 7.2. Therefore A → ΛA → ΣA induces a fibration sequence in (non-
connective) K-theory by [5, Theorem 1.28] and K∗ΛA= 0. Because the construction is natural,
there are G-actions on ΛA and ΣA. Both, the Karoubi filtration and the Eilenberg swindle are
preserved by the passage from A to A ∗G T . Therefore we have a fibration sequence of OrG-
spectra,
KA → KΛA → KΣA
that gives long exact sequences of the associated homology groups for every G-space X. By the
Eilenberg swindle on A∗G T the groups HG∗ (X;KΛA) vanish and the boundary map in the long
exact sequence yields the desired identification of assembly maps. 
From Proposition 4.6 we obtain the following analog of [4, Corollary 7.3].
Corollary 4.7. Let F be a family of subgroups of the group G. If for every additive category A
with right G-action the assembly map
HG∗ (EFG;KA)→ HG∗ (pt;KA)
is injective or surjective respectively in a fixed degree ∗ = n, then this assembly map is injective
or surjective respectively in all degrees ∗ = j with j  n.
5. L-theory
Everything we did for algebraic K-theory has an analog in L-theory and we will state the
corresponding conjecture and inheritance result here quickly. An additive category with involu-
tion is an additive category A together with an additive contravariant functor # = (−)# :A→A
such that # ◦ # = id. We consider now additive categories with involution and right G-action,
where we require in addition that for every g ∈G the covariant functor g∗ is compatible with the
involution #, i.e. # ◦ g∗ = g∗ ◦ #. If T is a G-set then
(
A#
)
t
= (At )# and
(
φ#
)
g,t
= g∗((φg−1,gt )#)
defines an involution on A ∗G T . There is a functor L−∞ : Add Cat Inv → Sp that associates
the L-theory spectrum to an additive category with involution constructed by Ranicki [17]. We
consider the OrG-spectrum LA defined by
LA(T ) = L−∞(A ∗G T ).
Conjecture 5.1 (L-theory Farrell–Jones Conjecture with coefficients). Let G be a group and
let VCyc be the family of virtually cyclic subgroups of G. Let A be an additive category with
involution with a right G-action. Then the assembly map
HG(EVCycG;LA) → HG(pt;LA)
is an isomorphism.
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sends equivalences of categories to equivalences of spectra. Because this property holds also for
the functor L−∞ there is also the L-theory version of Proposition 4.2. Therefore there are also
L-theory versions of Corollary 4.3, Remark 4.4 and Theorem 4.5. We spell out only the analog
of Theorem 4.5.
Theorem 5.2. Let H be a subgroup of G. Suppose that for every additive category A with
involution with G-action the assembly map
HG∗ (EVCycG;LA)→ HG∗ (pt;LA)
is injective or surjective, respectively. Then for every additive category B with involution with
right H -action the assembly map
HH∗ (EVCycH ;LB) → HH∗ (pt;LB)
is injective or surjective, respectively. In particular, if the L-theory Farrell–Jones Conjecture
with coefficients 5.1 holds for a group G, then it also holds for every subgroup of G.
6. Crossed products
In this section we show that the Farrell–Jones Conjecture with coefficients 3.2 covers crossed
product rings. We first recall the notion of a crossed product ring, compare [15].
Let R be a ring, G be a group and α :G → Aut(R), g 
→ αg and τ :G × G → R×,
(g,h) 
→ τg,h be maps. Here R× are the units of R and Aut(R) denotes the group of ring-
automorphisms of R. We require that
τg,hτgh,k = αg(τh,k)τg,hk, (6.1)
τg,hαgh(r) = (αg ◦ αh)(r)τg,h (6.2)
for g,h, k ∈ G, r ∈ R. We will also assume that αe = idR , where e denotes the unit element in G.
The crossed product ring Rα,τG is as an additive group RG, but is equipped with a twisted
multiplication ·α,τ where
(rg) ·α,τ (sh) = rαg(s)τg,hgh (6.3)
for r, s ∈R and g,h ∈G. The element 1Re is the unit of Rα,τG.
Setting g = e or h= e in (6.2) we conclude that for g ∈G,
τe,g and τg,e lie in the center of R. (6.4)
Example 6.5. The notion of a crossed product ring naturally appears in the following situation.
Consider an extension of groups
1 → K → Γ p→G → 1.
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αg(r) = s(g)rs(g)−1 and τg,h = s(g)s(h)s(gh)−1. Then
Rα,τG∼= SΓ.
Our aim is now to define an additive category Aα,τ with a right G-action such that the category
A ∗G pt is equivalent to the category of finitely generated free Rα,τG-modules.
We start with the category Ff (R) of finitely generated free R-modules. If ϕ is an automor-
phism of R, then we define a functor M 
→ resϕ M where the latter is the R-module obtained by
twisting the R-module structure by ϕ, i.e. r ·resϕ M v = ϕ(r) ·M v. This defines a right action of
Aut(R) on Ff (R). (If we want a small category we can restrict attention to modules of the form
resϕ R
n
.)
We digress for a moment and discuss the special case where τ ≡ 1R . Then α is a group
homomorphism and we obtain an action of G on Ff (R). This is the desired category with
G-action in this special case. The equivalence to the category of finitely generated free RαG-
modules sends the morphism φ :M →N in Ff (R) ∗G pt with components
φg :M → resαg N
to the RαG-linear map
RαG⊗R M →RαG⊗R N, x ⊗ v 
→ xg−1 ⊗ φg(v).
We continue with the explanation of the general case. In general, Lτg,h defines a natural trans-
formation from resαgh to resαh ◦ resαg . (Here we denoted the map v 
→ rv for r ∈ R by Lr . The
expression rv is formed with respect to the original module multiplication on M .)
The category Aα,τ is now obtained by rigidifying this operation as follows. Objects of Aα,τ
are pairs (M,g) where M is a finitely generated free R-module and g ∈ G. Morphisms from
(M,g) to (N,h) are R-linear maps ϕ : resαg M → resαh N and composition is composition of
linear maps. The right action of γ ∈G is defined by (M,g) 
→ (M,gγ ) on objects and by
ϕ 
→ γ ∗ϕ = L−1τh,γ ◦ ϕ ◦Lτg,γ (6.6)
for a morphism ϕ : (M,g) → (N,h). The only thing one has to check is that δ∗(γ ∗ϕ) = (γ δ)∗ϕ
for a morphism ϕ : (M,g) → (N,h). Recall that such a morphism is given by an additive map
ϕ :M → N for which ϕ ◦ Lαg(r) = Lαh(r) ◦ ϕ for v ∈ M , r ∈ R. Using this and (6.1) we can
compute
δ∗(γ ∗ϕ)= L−1τhγ,δ ◦L−1τh,γ ◦ ϕ ◦Lτg,γ ◦Lτgγ,δ
= L−1τh,γ δ ◦L−1αh(τγ,δ) ◦ ϕ ◦Lαg(τγ,δ) ◦Lτg,γ δ
= L−1τh,γ δ ◦L−1αh(τγ,δ) ◦Lαh(τγ,δ) ◦ ϕ ◦Lτg,γ δ
= L−1τh,γ δ ◦ ϕ ◦Lτg,γ δ
= (γ δ)∗ϕ.
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free Rα,τG modules are equivalent as additive categories.
Proof. We start by listing a number of useful consequences of (6.1), (6.2) and αe = idR ,
αa(τb,c)= τa,bτab,cτ−1a,bc, (6.8)
α−1a (r) = τ−1a−1,aαa−1(r)τa−1,a, (6.9)
(αa ◦ αb)(r) = τa,bαab(r)τ−1a,b (6.10)
for a, b, c ∈ G and r ∈R. From the definition of the product · = ·α,τ in (6.3) we recall
a · r = αa(r) · a, (6.11)
r · a = a · α−1a (r), (6.12)
a · b = τa,b · ab (6.13)
for a, b ∈G and r ∈ R.
Denote by (Aα,τ ∗G pt)0 the full subcategory of Aα,τ ∗G pt whose objects are of the form
(M,e). It is easy to check that the inclusion (Aα,τ ∗G pt)0 → Aα,τ ∗G pt is an equivalence
of additive categories. We define a functor F : (Aα,τ ∗G pt)0 → Ff (Rα,τG) as follows. For an
object (M,e) in (Aα,τ ∗G pt)0 let F(M,e) = Rα,τG⊗R M . A morphism φ : (M,e) → (N, e) in
(Aα,τ ∗G pt) is by definition a sequence (φγ )γ∈G where φγ :M → resαγ N is an R-linear map.
Because we can add morphisms in additive categories it will suffice to discuss morphisms for
which φγ = 0 for all but one γ ∈G; we write (ϕ, g) for the morphism given by φγ = ϕ if γ = g
and φγ = 0 otherwise, in particular ϕ is an additive map M → N for which
ϕ(rv) = αg(r)ϕ(v) for all r ∈R, v ∈ M. (6.14)
We define F(ϕ,g) :F(M,e) → F(N, e) as the linear map
x ⊗ v 
→ x · g−1 · τ−1
g,g−1 ⊗ ϕ(v). (6.15)
Note that
xr · g−1 · τ−1
g,g−1 = x · g−1 · α−1g−1(r)τ−1g,g−1 by (6.12)
= x · g−1 · τ−1
g,g−1αg(r) by (6.9).
Because of (6.14) this means that F(ϕ,g) defines indeed a well-defined map on the tensor prod-
uct. (This explains the appearance of τ−1
g,g−1 in (6.15); without this term the map is ill defined.)
Next we check that F is compatible with composition, a somewhat tedious calculation. Let
(ψ,h) : (N, e) → (L, e) be a second morphism in (Aα,τ ∗G pt)0, in particular ψ is an additive
map N → L for which
ψ(rv)= αh(r)ψ(v) for all r ∈R, v ∈ N. (6.16)
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x · g−1 · τ−1
g,g−1 · h−1 · τ−1h,h−1 ⊗ψ
(
ϕ(v)
)
= x · g−1 · h−1 · α−1
h−1
(
τ−1
g,g−1
)
τ−1
h,h−1 ⊗ψ
(
ϕ(v)
)
by (6.12)
= x · τg−1,h−1 · (hg)−1 · α−1h−1
(
τ−1
g,g−1
)
τ−1
h,h−1 ⊗ψ
(
ϕ(v)
)
by (6.13)
= x · (hg)−1 · α−1
(hg)−1(τg−1,h−1)α
−1
h−1
(
τ−1
g,g−1
)
τ−1
h,h−1 ⊗ψ
(
ϕ(v)
)
by (6.12)
= x · (hg)−1 ·A⊗ψ(ϕ(v))
where
A = α−1
(hg)−1(τg−1,h−1)α
−1
h−1
(
τ−1
g,g−1
)
τ−1
h,h−1
= (τ−1
hg,(hg)−1αhg(τg−1,h−1)τhg,(hg)−1
)(
τ−1
h,h−1αh
(
τ−1
g,g−1
)
τh,h−1
)
τ−1
h,h−1 by (6.9)
= τ−1
hg,(hg)−1
(
τ−1h,gαh
(
αg(τg−1,h−1)
)
τh,g
)
τhg,(hg)−1τ
−1
h,h−1αh
(
τ−1
g,g−1
)
by (6.10)
= τ−1
hg,(hg)−1τ
−1
h,g
(
αh
(
τg,g−1τe,h−1τ
−1
g,(hg)−1
))
τh,gτhg,(hg)−1τ
−1
h,h−1αh
(
τ−1
g,g−1
)
by (6.8)
= τ−1
hg,(hg)−1τ
−1
h,g
(
αh(τg,g−1)αh(τe,h−1)αh(τg,(hg)−1)
−1)τh,gτhg,(hg)−1τ−1h,h−1αh(τg,g−1)−1
= τ−1
hg,(hg)−1τ
−1
h,g
(
τh,gτhg,g−1τ
−1
h,e
)(
τh,eτh,h−1τ
−1
h,h−1
)(
τh,gτhg,(hg)−1τ
−1
h,h−1
)−1
× τh,gτhg,(hg)−1τ−1h,h−1
(
τh,gτhg,g−1τ
−1
h,e
)−1 by (6.8)
= τ−1
hg,(hg)−1τhg,g−1τh,eτ
−1
hg,g−1τ
−1
h,g
= τ−1
hg,(hg)−1τ
−1
h,gτh,e by (6.4).
Compute the composition in (Aα,τ ∗G pt)0 as follows
(ψ,h) ◦ (ϕ, g) = (g∗ψ ◦ ϕ,hg) by (2.2)
= (L−1τh,g ◦ψ ◦Lτe,g ◦ ϕ,hg) by (6.6).
Therefore F((ψ,h) ◦ (ϕ, g)) maps x ⊗ v to
x · (hg)−1 · τ−1
hg,(hg)−1 ⊗ τ−1h,gψ
(
τe,gϕ(v)
)
= x · (hg)−1 · τ−1
hg,(hg)−1 ⊗ τ−1h,gαh(τe,g)ψ
(
ϕ(v)
)
by (6.16)
= x · (hg)−1 ⊗Bψ(ϕ(v))
352 A. Bartels, H. Reich / Advances in Mathematics 209 (2007) 337–362where
B = τ−1
hg,(hg)−1τ
−1
h,gαh(τe,g)
= τ−1
hg,(hg)−1τ
−1
h,gτh,eτh,gτ
−1
h,g by (6.8)
= τ−1
hg,(hg)−1τ
−1
h,gτh,e.
Thus A = B and this shows F(ψ,h) ◦F(ϕ,g) = F((ψ,h) ◦ (ϕ, g)). Thus F is indeed a functor.
It is straight forward to check that F is full and faithful, i.e. an equivalence of categories. 
The following sharpening of Proposition 6.7 is obtained by formal arguments.
Corollary 6.17. Suppose we are given a crossed product situation
R, α :G→ Aut(R), τ :G×G →R×.
Then there exists an additive category Aα,τ with a right G-action, such that for every orbit G/H
the category
Aα,τ ∗G G/H and the category Ff (Rα|,τ |H)
of finitely generated Rα|,τ |H -modules are equivalent. Here α| and τ | denote the restriction of
α and τ to H respectively H × H . In particular there is for every G/H and every n ∈ Z an
isomorphism
Kn(Aα,τ ∗G G/H) ∼= Kn(Rα|,τ |H).
Proof. We have a chain of equivalences
Aα,τ ∗G G/H 	 (resH Aα,τ ) ∗H pt
	Aα|,τ | ∗H pt
	 Rα|,τ |H⊕.
Here the first equivalence is a special case of Proposition 2.8(iii) and the last follows immediately
from the previous Proposition 6.7. The second equivalence is induced from the H -equivariant
inclusion Aα|,τ | → resH Aα,τ which sends (M,h) to the same element considered as an object
of Aα,τ . This inclusion is clearly full and faithful and every object (M,g) in the target is iso-
morphic to (resαg M,e). One then checks that in general an H -equivariant equivalence A→ B
induces an equivalence A ∗H T → BH ∗ T for every G-set T . 
Observe that in particular the G-equivariant homology theory HG∗ (−;KAα,τ ) evaluated on an
orbit G/H is isomorphic to K∗(Rα|,τ |H). The following special case of Conjecture 3.2 hence
makes precise the idea that K∗(Rα,τG) should be assembled from the pieces K∗(Rα|,τ |H), where
H ranges over the virtually cyclic subgroups of G.
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HG∗ (EVCycG;KAα,τ ) →HG∗ (pt;KAα,τ ) ∼= K∗(Rα,τG)
induced from EVCycG→ pt is an isomorphism.
7. Controlled algebra
Many results on the Farrell–Jones Conjecture (without coefficients) use the concept of con-
trolled algebra. In this section we briefly indicate how the fundamental concepts of controlled
algebra extend from rings to additive categories with group actions.
The following generalizes the definitions in [4, Section 2].
Definition 7.1. Let A be an additive category with a right G-action and let X be a free G-space.
Define the additive category with right G-action
C(X;A)
as follows. Objects are families A = (Ax)x∈X of objects in A such that suppA = {x ∈ X |
Ax = 0} is locally finite. A morphism φ :A → B is a family (φy,x)(y,x)∈X×X , where φy,x :
Ax → By is a morphism in A and for fixed x the set of y with φy,x = 0 is finite and for fixed y
the set of x with φy,x = 0 is finite. The composition ψ = φ′ ◦ φ is defined to be
ψz,x =
∑
y∈X
φ′z,y ◦ φy,x.
The element g ∈ G acts via the covariant additive functor g∗ which is given by
(g∗A)x = g∗(Agx) and (g∗φ)y,x = g∗(φgy,gx).
It now makes sense to consider the fixed category C(X;A)G. An object A and a morphism φ
in the fixed category satisfy
Ax = g∗(Agx) and φy,x = g∗(φgy,gx).
Observe that in the case where the category A is R⊕ for some ring R equipped with the trivial
G-action we obtain the category which was denoted CG(X;R) in [4, Section 2], compare also
Example 2.4.
7.1. Support conditions
As usual we define the support of an object A, respectively a morphism φ as
suppA = {x ∈ X | Ax = 0} and suppφ =
{
(x, y) ∈ X ×X | φy,x = 0
}
.
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in [4, Section 2.3] then we speak of E respectively F as morphism and object support conditions
and define
C(X;E,F;A)
to be the subcategory of C(X;A) consisting of objects A for which there exists an F ∈ F such
that suppA ⊂ F and morphisms φ for which there exists an E ∈ E such that suppφ ⊂ E. Observe
that for g ∈G we have
suppg∗A = g−1(suppA) and suppg∗φ = g−1(suppφ).
We say that E is G-invariant if for every g ∈ G, E ∈ E we have g(E) ∈ E , where G acts
diagonally on X × X. We say that F is G-invariant if for every g ∈ G, F ∈ F we have
g(F ) ∈F . For G-invariant object and morphism support conditions E and F there is a G-action
on C(X;E,F;A) and we can consider the corresponding fixed category, which we denote
CG(X;E,F;A).
The following example was used in Proposition 4.6.
Example 7.2. Let X = [0,∞). Let E = {Eα | α > 0}, where Eα = {(x, y) ∈ [0,∞)×2 |
|x − y| < α} and F = {[0, r] | r ∈ R}. Then there is an Eilenberg swindle on ΛA =
C([0,∞);E;A) induced by the map t 
→ t + 1 on [0,∞) and A′ = C([0,∞);E,F;A) ⊂ ΛA=
C([0,∞);E;A) is a Karoubi filtration, see [5, Definition 1.27].
7.2. Assembly as forget-control
From this point on it is clear that every construction and every proof in [4] which treats the
category of finitely generated R-modules in a formal way does have an analog in our context. In
particular there is a category
DG(X;A)
defined analogously to the category DG(X) from Section 3.2 in [4] and this construction is
functorial in the G-space X. The functor
X 
→ K−∞DG(X)
is a G-equivariant homology theory on the category of G-CW complexes, compare [4, Section 4].
We will now identify this controlled version of a G-equivariant homology theory with the
G-equivariant homology theory that we defined in Section 3 via the OrG-spectrum KA from
Definition 3.1.
Theorem 7.3. There is an isomorphism between the functors X 
→ HG∗ (X;KA) and X 
→
π∗+1(K−∞D(X;A)G) from G-CW-complexes to graded abelian groups. In particular, the map
K∗+1
(D(EFG,A)G)→ K∗+1(D(pt,A)G)
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HG∗ (EFG,KA) →HG∗ (pt,KA).
Proof. Without twisted coefficients this was done in [4, Section 6]. The proof in the case with
twisted coefficients is essentially the same. The only step in the proof where the argument needs
to be rethought is step (ii) in the proof of [4, Proposition 6.2]. This step is redone in Lemma 7.4
below. 
Lemma 7.4. Let T be a G-set. Let FGc the object support condition on T × G that contains
exactly the G-compact subsets. Let EΔ be the morphism control condition on T that contains
only the diagonal of T . Let p :T ×G → T denote the projection. There is an additive functor
F :A ∗G T → C
(
T ×G,p−1EΔ,FGc;A
)G
which yields an equivalence of categories. This functor is natural in T .
Proof. It is straightforward to check that
F(A)(t,g−1) = g∗(Agt ), F (φ)(t ′,k−1),(t,g−1) =
{
g∗(φkg−1,gt ) if t ′ = t,
0 if t ′ = t
defines an additive functor. Here, in order to check that F(A) satisfies the object support condi-
tion observe that G(t, g) 
→ g−1t is a bijection between the orbits of the left G-set T × G and
the set T . Because of the object support condition an object in the target category can be written
as a direct sum of objects supported on a single orbit of T ×G. Because of the G-invariance an
object C = (C(t,g)) supported on a single orbit G(t, g) is determined by its value at one point of
the orbit together with the G-action on the category A. Now the object A ∈A ∗G T supported
on the single point {t} which is given by At = C(t,e) maps to C under the functor F . Since the
functor is additive we conclude that every object in the target category is isomorphic to an object
in the image of the functor F . The functor is easily seen to be faithful. It remains to prove that it
is full, i.e. surjective on morphism sets. If
f = (f(t ′,k−1),(t,g−1))
is a morphism in the target category then because of the p−1EΔ-condition f(t ′,k−1),(t,g−1) is non-
trivial only if t ′ = t . If one defines a morphism φ in A ∗G T by φk,t = f(t,k−1)(t,e) then one can
use the G-invariance of f in order to check that F(φ) = f . 
8. Applications
As already mentioned many arguments in controlled algebra treat the category A as a formal
variable. Consequently existing proofs for results about the Farrell–Jones Conjecture without
coefficients can often be carried over to the context with coefficients. We will state three results
obtained in this way.
The following is a generalization of the main theorem in [3].
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negative sectional curvature. Then the algebraic K-theory Farrell–Jones Conjecture with co-
efficients 3.2 holds for G.
Proof. Even though the original proof (injectivity in [4] and surjectivity in [3]) is quite lengthy,
one can quickly check that the only places in the proof where the arguments need to be rethought
are the following:
(i) The functor ind appearing in Proposition 8.3 in [4] needs to be promoted to a functor
ind :DH (X; resH A) → DG(G ×H X;A), where X is an H -space, H is a subgroup of
G and A is an additive category with G-action. The new formulas for the functor ind are
(indM)[g,x] =
(
g−1
)∗
Mx and (indφ)[g′,x],[g,x] =
(
g−1
)∗
(φg−1g′x′,x)
if g−1g′ ∈ H and 0 otherwise.
(ii) The proof of injectivity uses the injectivity result for the assembly with respect to the triv-
ial family from [5], compare (iii) in Section 10.3 in [4]. We hence need the version with
coefficients of that result. It is a special case of Theorem 8.2 below.
(iii) In order to define the “Nil”-spectra denoted Ni in Section 10.2 in [4] one needs that the
assembly map for the infinite cyclic group with respect to the trivial family is split injective.
This is the special case of Theorem 8.2 below, where G is the infinite cyclic group.
(iv) The construction of the transfer functor and the proof of its properties in Section 5 of [3]
need to be adapted to the set-up with coefficients. This will occupy the rest of this proof.
It will be convenient to restrict this discussion to connective K-theory because we use Wald-
hausen categories. This suffices by Corollary 4.7. (On the other hand, this discussion can be
extended to non-connective K-theory, by giving an adhoc definition of non-connective K-theory
for the Waldhausen categories we encounter in the following, compare [3, Remark 5.3].)
First we need a replacement for the category of homotopy finite chain complexes, defined
in Sections 5.2 and 8.1 in [3]. Given a category A with a right G-action and an infinite cardi-
nal number κ (chosen large enough) we construct below in Lemma 9.2 a category with right
G-action Aκ . Analogously to CG(X;E) from [3] we define CG(X;E;Aκ) by allowing objects
M = (Mx)x∈X , where Mx is an object in Aκ and the support of M is an arbitrary subset of X.
The category CG(X;E;Aκ) plays the role of the category that is (unfortunately) called A in Sec-
tion 8.1 in [3]. Hence the category chhf CG(X;E;A) is defined to be the “homotopy closure” of
the category chf C(X;E;A) inside chCG(X;E;Aκ). The fibre complex F and its variants from
Section 5.3 in [3] can be considered as objects in chCG(E˜ × T;E;Fκ(Z)), which is defined
analogous to chCG(X;E;Aκ). Here Fκ(Z) denotes a small model for the category of those free
Z-modules which admit a basis of cardinality less than or equal to κ . The category Fκ(Z) car-
ries the trivial G-action. The “tensor product” − ⊗ − :Aκ ×Fκ(Z) →Aκ from Lemma 9.2(iii)
now allows to construct the transfer functor M 
→ M ⊗ F , φ 
→ φ ⊗ ∇ as before. The proof
carries over without change until the end of Section 5.4 in [3]. In Proposition 5.9 the action of
the Swan group Sw(G;Z) on Kn(RG) needs to be replaced with the action of the Swan group
on Kn(A ∗G pt) that we describe below in Section 9. The proof of Proposition 5.9 in [3] remains
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diagram
CG(Gb0;A)
−⊗∇
chhf CG(Gb0;A)
A ∗G pt
F
−⊗F0
chhf (A ∗G pt).
chhf F
Here chhf (A ∗G pt) is the homotopy closure of chf (A ∗G pt) in ch(Aκ ∗G pt). The functor F
is a special case of the equivalence from Lemma 7.4 and is given by F(A)g−1b0 = g∗(A) and
F(φ)k−1b0,g−1b0 = g∗(φkg−1). The functor − ⊗ ∇ is given by (Mgb0) ⊗ ∇ = (Mgb0 ⊗ F0) and
(φgb0,hb0) ⊗ ∇ = (φgb0,hb0 ⊗ ∇gb0,hb0). We can equip F0 with a G-action in such way that∇gb0,hb0 :F0 → F0 corresponds to lgh−1 , i.e. to left multiplication with gh−1. With this notation
the functor − ⊗ F0 is defined as follows. The object A maps to A⊗ F0 the morphism φ = (φg)
maps to (φg ⊗ lg). As opposed to the original diagram in [3] the diagram now commutes. Let
inc :A ∗G pt → chhf (A ∗G pt) denote the inclusion. It follows from the discussion of the Swan
group action in Section 9 below that on the level of K-theory inc−1 ◦(− ⊗ F0) corresponds to
multiplication with [F0] =∑i (−1)i[Hi(F0)] ∈ Swch(G;Z) ∼= Sw(G;Z). 
The following is a generalization of a result of Rosenthal [18].
Theorem 8.2. Let G be a group. Suppose that there is a model for EF inG that is a finite G-CW-
complex and admits a compactification X such that
(i) the G-action extends to X;
(ii) X is metrizable;
(iii) XF is contractible for every F ∈F in;
(iv) (EF inG)F is dense in X for every F ∈F in;
(v) compact subsets of EF inG become small near Y = X −EF inG. That is, for every compact
subset of EF inG and for every neighborhood U ⊂ X of y ∈ Y , there exists a neighborhood
V ⊂ X of y such that g ∈ G and gK ∩ V = ∅ implies gK ⊂ U .
Let A be an additive category with right G-action. Then the assembly map
HG∗ (EF inG;KA) →HG∗ (pt;KA)
is split injective.
The following is a generalization of the main result from [1].
Theorem 8.3. Let G be group of finite asymptotic dimension that admits a finite model for the
classifying space BG. Let A be an additive category with right G-action. Then the assembly
map
HG∗ (EG;KA) → HG∗ (pt;KA)
is split injective.
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respectively [1]. Everywhere in these proofs the category of R-modules is treated as a formal
variable and can simply be replaced by the additive category with G-action A.
9. The Swan group action
In the proof of Theorem 8.1 we used some facts about Swan group actions which we are going
to prove now. The Swan group Sw(G;Z) is the K0-group of the category of ZG-modules that are
finitely generated as Z-modules. Recall from Section 8.2 of [3] that there are version Swfr(G;Z)
and Swch(G;Z) defined using ZG-modules that are finitely generated free as Z-modules, respec-
tively bounded below chain complexes of ZG-modules that are free as Z-modules and whose
homology is finitely generated as a ZG-module. We have shown in Proposition 8.3 in [3] that the
natural maps j : Swfr(G;Z) → Swch(G;Z) and i : Swfr(G;Z)→ Sw(G;Z) are isomorphisms.
Lemma 9.1. Let A be an additive category with right G-action. There exists for n 1 a commu-
tative diagram
Kn(A ∗G pt)⊗Z Swfr(G;Z)
id⊗j
Kn(A ∗G pt)
inc
Kn(A ∗G pt)⊗Z Swch(G;Z) Kn
(
chhf (A ∗G pt)
)
,
where both vertical arrows are isomorphisms. In this way Kn(A ∗G pt) becomes a module over
the Swan ring Swfr(G;Z) ∼= Swch(G;Z) ∼= Sw(G;Z).
Using the suspension category ΣA from Proposition 4.6 it is possible to formulate a version of
the above lemma that applies to all n. However, for our purposes the above formulation suffices.
Proof. Choose a small model Ff (Z) for the category of finitely generated free Z-modules such
that the underlying Z-module of every ZG-module that is used in the construction of Swfr(G;Z)
is contained in Ff (Z).
We replace A by the equivalent category Af from Lemma 9.2 but refer to it as A in the
following. This is justified because −∗G pt respects equivalences, compare Remark 2.3. We can
hence assume that there exists a tensor product − ⊗ − :A × Ff (Z) → A with the expected
properties. Then define for a Swan module M the additive functor − ⊗ M :A ∗G pt →A ∗G pt
by
A⊗M = A⊗UM, and (φ ⊗M)g = φg ⊗ lg.
Here UM denotes the underlying Z-module of M and lg denotes left multiplication by g. Note
that the ZG-module structure of M enters only in the morphisms. A morphism f :M → N
of Swan modules induces a natural transformation τ(f,A) :A ⊗ M → A ⊗ N that is given by
τ(f,A)g = 0 if g = e and τ(f,A)e = idA ⊗f . A short exact sequence L → M → N of Swan-
modules leads to a short exact sequence of functors, because the underlying sequence UL →
UM → UN always splits and being a short exact sequence of functors is checked objectwise.
One uses [20, 1.3.2(4)] in order to check that one obtains the Swfr(G;Z)-action.
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appear in the chain complexes lie in a small model Fκ(Z) of the category of finitely generated
free modules that admit a basis B of cardinality card(B)  κ . (Strictly speaking we have to
have a cardinality assumption when we define the category of chain complexes that leads to
Swch(G;Z).) By Lemma 9.2 there exists an inclusion A → Aκ and the “tensor product” we
used so far extends to a tensor product − ⊗ − :Aκ ⊗Fκ(Z) →Aκ .
Define chhf (A ∗G pt) to be the category of chain complexes in ch(Aκ ∗G pt) that are chain
homotopy equivalent to a bounded below and above chain complex in ch(A ∗G pt). Similarly
let chhf Ff (Z) denote the category of chain complexes in chFκ(Z) which are chain homotopy
equivalent to a finite complex in chFf (Z), compare [3, Section 8.1]. The right-hand vertical
arrow induced by the inclusion A ∗G pt → chhf (A ∗G pt) is an equivalence by [3, Lemma 8.1].
Now for a chain complex C• which represents an element in Swch(G;Z) one defines a functor
− ⊗C• :A ∗G pt → chhf (A ∗G pt)
analogously to − ⊗ M above by A ⊗ C• = A ⊗ UC•. This is well defined because UC• is by
definition of Swch(G;Z) a bounded below complex of finitely generated free Z-modules whose
homology is concentrated in finitely many degrees and each of its homology groups is a fi-
nitely generated Z-module. Such a complex is homotopy equivalent to a complex C′• of finitely
generated free Z-modules which is concentrated in finitely many degrees. (In order to prove this
assume that C• is concentrated in non-negative degrees and use induction over the largest number
m such that Hm(C•) = 0. In the case m= 0 the complex UC• is a resolution of the finitely gener-
ated Z-module H0(C•) and is hence homotopy equivalent to a finite resolution. For m 1 choose
a finite resolution D• of Hm(C•) and construct a Hm-isomorphism f :D• → UC•. Factorize f
over its mapping cylinder cyl(f ) 	 UC• and study the sequence D• → cyl(f ) → cone(f ).)
Consequently A⊗UC• is homotopy equivalent to A⊗C′• and hence lies in chhf A ∗G pt. Again
a short exact sequence of chain complexes leads to a short exact sequence of functors, because the
objects depend only on the underlying Z-chain complexes. A homology equivalence C• → D•
can be considered as a homotopy equivalence UC• → UD• and hence induces a homotopy
equivalence A⊗UC• → A⊗UD•. 
In the proof above and in the proof of Theorem 8.1 we used the following lemma.
Lemma 9.2. Let A be a small additive category with a G-action by additive functors. Let κ be a
fixed infinite cardinal. Denote by Fκ(Z) some small model for the category of all free Z-modules
which admit a basis B with card(B) κ . Equip Fκ(Z) with a tensor product functor − ⊗Z −.
(This of course involves choices.) Let Ff (Z) be the full subcategory of Fκ(Z) that consists of
finitely generated free Z-modules.
There exist additive categories Af and Aκ with G-action and G-equivariant additive inclu-
sion functors
A→Af →Aκ
such that the following conditions hold:
(i) The inclusion A→Af is an equivalence of categories.
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j ∈ J is a family of objects in Aκ then ⊕j∈J Aj exists. Moreover, one can make a choice
for these sum objects such that for every g ∈G we have an equality
g∗
(⊕
j∈J
Aj
)
=
⊕
j∈J
g∗(Aj ).
(iii) There exists a bilinear bifunctor
− ⊗ − :Aκ ×Fκ(Z) →Aκ ,
which restricts to
− ⊗ − :Af ×Ff (Z) →Af .
The functor is compatible with direct sums in the sense that for a family of objects Aj , j ∈ J ,
in Aκ with card(J ) κ and a Z-module F ∈Fκ(Z) there exists a natural isomorphism
(⊕
j∈J
Aj
)
⊗ F ∼=
⊕
j∈J
(Aj ⊗ F).
(The analogous statement for finite direct sums holds in both variables because of the bilin-
earity.) The bifunctor is also compatible with the G-action in the sense that for every g ∈G
and all morphisms φ :A → B in Aκ and f :F → F ′ in Fκ(Z) we have equalities
g∗(A⊗ F) = (g∗A)⊗ F and g∗(f ⊗ φ) = g∗(f )⊗ φ.
(iv) For objects A in Aκ and F , F ′ in Fκ(Z) we have a natural isomorphism
(A⊗ F)⊗ F ′ ∼= A⊗ (F ⊗ F ′).
Proof. The construction of the categoriesAf andAκ makes use of the following two elementary
constructions. First construction: let B and C be two Ab-categories, i.e. categories enriched over
abelian groups, compare [13, I.8]. Then we define the Ab-category B⊗C as follows. Objects are
pairs of objects which we denote B ⊗C, where B is an object in B and C an object in C. We set
morB⊗C(B ⊗C,B ′ ⊗C′)= morB(B,B ′)⊗Z morC(C,C′).
Composition and identities are defined in the obvious way. The construction is functorial with
respect to additive functors in B and C and preserves additive equivalences.
Second construction: given an Ab-category D and a set I we define the category D(I ) to be
the category whose objects are families D = (D(i))i∈I of objects in D and where a morphism
f :D → D′ is a family of morphisms f (j, i) :D(i) → D(j), i, j ∈ I , subject to the condition
that for a fixed i ∈ I there are only finitely many j ∈ I such that f (j, i) = 0. Composition is the
usual matrix multiplication, where the components of f ′ ◦ f are given by
(f ′ ◦ f )(k, i) =
∑
f ′(k, j) ◦ f (j, i).
j
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→ A ⊗ Z1, where
Z
1 is some 1-dimensional free Z-module in Ff (Z). It is not difficult to check that this is
an equivalence of categories. We define a “tensor product” − ⊗ − :Af × Ff (Z) → Af by
(A⊗ F)⊗ F ′ = A⊗ (F ⊗ F ′). The G-action on Af is defined by g∗(A⊗ F) = (g∗A)⊗ F .
Next we choose a set I of cardinality κ and set
Aκ = (Af ⊗Fκ(Z))(I ).
The inclusion functor Af → Aκ sends A ⊗ F to the object which at some fixed index i0 is
given by A⊗ F and is zero everywhere else. The G-action extends via g∗((A(i)⊗ F(i))i∈I ) =
((g∗A(i)) ⊗ F(i))i∈I . The “tensor product” extends by ((A(i) ⊗ F(i))i∈I ) ⊗ F = (A(i) ⊗
(F (i) ⊗ F))i∈I , where of course the A(i) are objects in A and the F(i) and F are ob-
jects in Fκ(Z). The existence of the required direct sums is a consequence of the fact that
card(I × I ) = card(I ) for an infinite set I , see, for example, [10, Appendix 2, Section 3, Theo-
rem 3.6]. 
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