We generalise the concept of duality to systems of ordinary difference equations (or maps). We propose a procedure to construct a chain of systems of equations which are dual, with respect to an integral H, to the given system, by exploiting the integral relation, defined by the upshifted version and the original version of H. When the numerator of the integral relation is biquadratic or multi-linear, we point out conditions where a dual fails to exists. The procedure is applied to several two-component systems obtained as periodic reductions of 2D lattice equations, including the nonlinear Schrödinger system, the two-component potential Korteweg-De Vries equation, the scalar modified Korteweg-De Vries equation, and a modified Boussinesq system.
Introduction
Discrete dynamical systems arises quite naturally in applications, for example as an approximation for a system of ordinary or partial differential equations. In some cases, the original system has special properties so that one would like to have a discretisation which preserves some (if not all) of those properties. Integrability is one of the properties that one would like to preserve in the discretisation. For examples of discretization of integrable partial differential equations such as the (modified) Korteweg-De Vries (MKdV) or the sine-Gordon equations, while preserving integrability, see [1, 11, 18] .
Despite the fact that most of the models in application are nonintegrable, integrable systems are interesting due to their richness in structures. In the literature integrable ordinary difference equations, both autonomous [13, 14] (e.g. the QRT maps [15, 16] ) and non-autonomous (e.g. discrete Painleve equations [9] ) have been extensively studied. In 2010, J.J. Duistermaat published a wonderful book with the title Discrete Integrable Systems: QRT Maps and Elliptic Surfaces [7] , where algebraic geometry and complex analytic geometry have been used to derive the properties of the QRT map. Thus, it shows an interplay between abstract mathematics and integrable systems.
In [17] , the concept of duality for discrete d-th order ordinary difference equations (O∆E) was introduced. Let a d-th order ordinary difference equation with a number of integrals be given. The idea of construction a dual system in [17] is based on factoring out the so-called integrating factor from the difference between the upshifted and the original linear combination of the integrals of the given equation. Thus, the dual system can be seen as a new difference equation which preserves the linear combination of the integrals. In the recent paper [22] , the concept of duality is extended to lattice equations, by exploiting characteristics of conservation laws, and a novel 3D lattice equation dual to the lattice AKP equation is derived.
Generally speaking, dual equations to integrable equations do not need to be integrable themselves. However, the existence of one or more integrals (for O∆Es), or conservation laws (for P∆Es), is guaranteed. As these properties are somewhat special, dual equations are good candidates for new integrable equations. In [17] dual equations to (d − 1, −1)-periodic reductions of the modified Korteweg-De Vries (mKdV) lattice equation are shown to be integrable maps, namely level-set-dependent mKdV maps. In [6] , ⌊ d−1 2 ⌋ integrals are provided explicitly for a novel hierarchy of maps dual to the linear equation u n = u n+d . The integrability of these maps is established in [12] . In [22] it is shown that reductions of the dual AKP equation include Rutishauser's quotient-difference (QD) algorithm, the higher analogue of the discrete time Toda (HADT) equation and its corresponding quotient-quotient-difference (QQD) system [20] , the discrete hungry Lotka-Volterra system, discrete hungry QD, as well as the hungry forms of HADT and QQD [5] , and it is conjectured that the equation admits N-soliton solutions and its reductions have the Laurent property and vanishing algebraic entropy.
So far, in the literature, duality has been applied to scalar equations. For a scalar equation (O∆E) E = 0 with an integral H we have that ∆H = H n+1 − H n = EΛ factorises, and naturally the dual of the equation E = 0 is given by Λ = 0. In this paper we generalise the concept of duality to systems of equations. The intrisic problem for a system of equations, such as E 1 = E 2 = 0, is that the difference ∆H = f (E 1 , E 2 ) does not factorise. For example, the following system of two difference equations, where sub-indices on x, y denote the number of shifts,
admits an integral given by
and we have (the coefficients c i are given in Appendix A)
which does not factorise. We propose the following solution to this problem. For a system with N equations, one constructs N duals by setting E j = 0 for all 1 ≤ j = i ≤ N for each i. With ∆H = E i Λ i each dual system is of the form
For the above example, the two duals this method yields are, for i = 1,
and, for i = 2,
Clearly both these systems preserve the integral H. One can continue taking duals of duals, and by doing so one may obtain either finitely or infinitely many dual systems. Starting from an integrable system the question arises, how many of those are integrable? Interestingly, for the above example the chain of systems one obtains is closed, it has length six, and all six systems are integrable. This paper begins with the formulation of a system of two d-th order ordinary difference equations (O∆Es) in Section 2. Then a procedure to construct systems that preserve the same integral is introduced. We also provide conditions for the existence of dual systems. As a first example, we consider the Nonlinear Schrödinger system of P∆Es. Since its integrals are linear in the initial values our procedure produces no dual systems. The next example is a system of O∆Es derived from the two-component potential Korteweg-De Vries (pKdV) system of P∆Es. For a particular linear combination of integrals we obtain a closed chain of four dual systems. The original equation is equal to a composition of its dual systems, which are periodic maps. For other combinations of integrals an infinite chain is obtained. A growth of degree argument indicates that the first dual is linearizable, the second dual is integrable, and the third dual is non-integrable.
Two-component O∆Es can also be obtained by performing a (n, m)-periodic reduction of a scalar lattice equation where the greatest common divisor of m and n is 2. As an example, we consider the (2, 4)-reduction of the lattice modified Korteweg-De Vries scalar equation. The duality structure and their integrability are similar to the those for the pKdV system.
Finally, in Section (5) we apply the procedure to a system of O∆Es which is derived from the modified-Boussinesq system of P∆Es. This system is derived using the standard staircase of (d + 1, −1)-type for arbitrary d ∈ N; the example (1.1) corresponds to d = 2. Using a particular integral we obtain (for any d) a closed chain of six dual systems. One dual is related to the original map, another is a periodic map, and the remaining three are related to each other and provide a d-dimensional generalisation of an alternating QRT map. A study of their degree growth indicates integrability.
All of the above mentioned P∆Es are multi-dimensionally consistent and their Lax pairs can be found in [2] . The integrals for their periodic reductions, which may give rise to dual equations, are obtained from the trace of the so-called monodromy matrix [13, 14, 21] .
Formulation of the Problem
We consider a the orbit of a point in a 2d-dimensional (d ∈ N) space M = S d , with coordinates at time t: (u, v) t = (u t , . . . , u t+d−1 , v t , . . . , v t+d−1 ). Let f 1 : M −→ S and g 1 : M −→ S be two scalar functions, and define a function F : M → M ,
We define a discrete dynamical system:
where t ∈ N. Or alternatively, we write the discrete dynamical system as a mapping:
where the upshifted index is denoted by the prime. The system (2.1) is a system of two coupled d-th order difference equations. This type of system might be derived as a reduction of a system of partial difference equations, using a standard staircase of (z 1 , z 2 )-type, with co-prime z 1 , z 2 ∈ Z (for detailed explanation of the staircase method, see [21] and reference in there). The same type of system can also be derived from a single partial difference equation (scalar equation) using a (z 1 , z 2 ) standard staircase with gcd(z 1 , z 2 ) = 2.
We assume that (2.1) has n integrals, i.e.: H k : M −→ S, k = 1, 2, . . . , n for some n ≤ 2d. Consider the linear combination:
which is also an integral of (2.1).
We remark that the function H also depends on u and v, however we regard these variables as parameters in the function.
In this paper we propose a procedure for constructing a family of dual systems of ordinary difference equations to (2.1) by exploiting the relation H(u d+1 , v d+1 ) = 0. Since H is an integral for (2.1), then we have:
Thus, we have no problem with existence of solutions for H(u d+1 , v d+1 ) = 0.
Let us assume that, apart from v d+1 = g 1 (u, v), we have another solution, i.e. v d+1 = g 2 (u, v). Next, we solve:
for u d+1 . Similarly, in the case where it has another solution, then we name the other solution:
. Thus, we have constructed two systems of ordinary difference equations:
both having H as their integral. These systems of equations are dual to (2.1).
We can repeat the process. Let k ∈ {2, 3, . . .}, arbitrary but fixed; and suppose that we have already computed the functions f k (u, v) and g k (u, v). Then, by substituting
It is necessary to check if f k = f k+1 and g k = g k+1 , for then the procedure stops. We illustrate this procedure in Figure 1 .
In all of the examples treated in this paper, the function H is a rational function. This implies that H is also a rational function, and we denote its numerator by N . The degree of N in the variables u d+1 and v d+1 is important.
The case where the numerator of H is multilinear. If the numerator of the integral is a bilinear function in u d+1 and v d+1 , then the numerator of H(u d+1 , v d+1 ) = 0 can be written as
where A, B, C, and D are functions of u and v. Then, given u n+1 = f (or v n+1 = g), there is a unique v n+1 = g (or u n+1 = f ) that satisfy H(u n+1 , v n+1 ) = 0. Thus, the dual system cannot be constructed using procedure 2.1. This result can be extended to m-component systems.
The case where the numerator of H is biquadratic. If the numerator of H is a biquadratic function of u d+1 and v d+1 , i.e.:
, and E are polynomials in u and v, then the system (2.1) has no dual system iff Application to the lattice Nonlinear Schrödinger (NLS) system
Consider the system
which is called the lattice NLS system in [2] . Here, and in the sequel, the field variables are denoted
where (m, n) are coordinates of Z 2 . The (d − 1, 1)-reduction of the NLS system is obtained by introducing u m−(d−1)n = x m,n , v m−(d−1)n = y m,n , which guarantees the periodicity relation (x, y) m,n = (x, y) m+d−1,n+1 . The mapping is defined by the shift in m and gives a 2d-dimensional map of the form (2.1), where
This map has d integrals, which are multi-linear in all variables.
In particular, for d = 2, the map is
and the integrals are given by
The function
is bi-linear in u 3 and v 3 . Thus, procedure 2.1 does not produce a dual system.
Application to the two-component potential Korteweg-De Vries equations
Consider the two-component potential Korteweg-De Vries equations:
A Lax pair of this system is Table 5 , pp. 542. After performing a (2, 1)-reduction,
we derive a 6-dimensional mapping, which can be reduced to a 4-dimensional mapping (by introducing variables
By computing the trace of the square of the monodromy matrix we find the following integrals:
where P = p 2 − q 2 − u 1 v 2 and Q = p 2 − q 2 − u 2 v 1 . Since I 1 is bilinear in u 2 and v 2 then procedure 2.1, with H = I 1 , produces no dual system. However, I 2 is biquadratic in u 2 and v 2 so that we can compute duals with respect to I 2 using the procedure 2.1. We list the obtained systems in Table 1 . Let us denote the map (3.2) by δ 0 and denote the n-th dual system by δ n (n = 1, . . . , 3). The map (3.2) can be written as a composition of its duals as follows
The dual δ 3 is a reversing symmetry of δ 0 , i.e. δ 0 • δ 3 • δ 0 = δ 3 . We also have δ 1 ι 1 = ι 1 δ 2 (and
The dual map δ 1 preserves the symmetric functions in u, i.e. u 1 + u 2 and u 1 u 2 , as well as the integrals
, which we have found using the method of Discrete Darboux Polynomials [3, 4] . The duals δ i , with i = 1, 2, have period 6.
Example 3.1. An example of an infinite family of dual systems. Let us now consider H = αI 1 + βI 2 , which is an integral for (3.2), that is if
as a dual system for (3.2), as well as
The next dual system, to (3.3), is (3.5)
and a similar expression is obtained for the dual to (3.4) . After this step, the expression for next dual system becomes too complicated to write down here. The procedure does not seems to end.
Growth of degrees. For a given map one can define an integer sequence {d n } ∞ n=0 where d n denotes the degree of the nth iterate of the map. Here it suffices to take the degree of the numerator of the last component of the nth iterate. Also, to be able to calculate sufficiently many iterates, we start with initial value which are affine linear functions of one variable, e.g.
According to the degree growth conjecture [8, 10] we have
• growth is linear in n =⇒ equation is linearizable.
• growth is polynomial in n =⇒ equation is integrable.
• growth is exponential in n =⇒ equation is non-integrable.
Needless to say that for periodic maps the sequence d n does not grow.
Based on 20 iterates of each map we have obtained the following growth formulas. For the original map (3.2) we find d n = n. For the first dual, (3.3), we find d n ∼ 2n up to a periodic sequence with period 3. For the next dual, (3.5), we find d n ∼ 29 14 n 2 − 53 14 n up to a periodic sequence with period 7. For the next dual (to (3.5), not displayed) we could only calculate 4 iterates (in a reasonable amount of time). The sequence d n = 1, 20, 102, 358, 1189 seems to grow exponentially fast. Table 1 , pp. 522],
According to the (2, 4)-staircase, see Figure 2 , we define the following reduction:
Then, in terms of variables u 1 = ξ 1 /ξ 2 , u 2 = ξ 2 /ξ 3 , v 1 = η 1 /η 2 , v 2 = η 2 /η 3 the lattice equation (4.1) reduces to the mapping
.
Computing the trace of the monodromy matrix along the standard (2, 4)-staircase, we find two functionally independent integrals: (4.3)
Let us now look at a special linear combination of the integral H 1 and H 2 ,
Applying the procedure 2.1, we derive three systems which are dual to (4.2) . They are presented in Figure 2 . Denoting the map (4.2) by δ 0 and the n-th dual system by δ n (n = 1, . . . , 3), we can again write the original map as a composition of its duals,
As in the previous section the duals are periodic, we have δ 6 1 = δ 6 2 = δ 2 3 = id. The map δ 3 preserves the symmetric functions in u, i.e. u 1 + u 2 and u 1 u 2 , as well as two other (functionally independent) integrals:
which we have found using the method of Discrete Darboux Polynomials [3, 4] . The integral we started with, H, is given in terms of the above integrals as
. Starting from a general linear combination:
our procedure 2.1 gives rise to a hierarchy of infinitely many systems of O∆Es. We list the first couple:
are the first duals of (4.2). The next dual system becomes too complicated to write down and the procedure does not seem to end. Based on 20 iterates for each map, we have obtained that the original map (4.2) has d n ∼ 19 30 n 2 − n 2 up to a periodic sequence with period 15. For the duals (4.5) and (4.6), we found d n ∼ 7 6 n 2 − 7 6 n up to periodic sequences with period 12. For the next dual (not displayed) the growth seems exponential: d n = 1, 13, 61, 265, 1097.
Application to the modified Boussinesq equation
Consider the following system of partial difference equations on a two-dimensional lattice Z 2 depending on two parameters p and q, (5.1)
x 12 (py 1 − qy 2 ) − y (px 2 − qx 1 ) = 0 xy 12 (py 1 − qy 2 ) − y (px 1 y 2 − qx 2 y 1 ) = 0.
This system of equations, which is known as the modified Boussinesq System (see [2] ), can be derived by computing the compatibility condition
andM is M evaluated at x 1 , y 1 ,L is L evaluated at x 2 , y 2 . The standard (d + 1, −1)-staircase reduction yields the following mapping,
It is straightforward to show that the function
is an integral for the system of ordinary difference equations (5.2).
The system (5.2) and its integral (5.3) are invariant with respect to scaling: ξ k −→ λξ k , η k −→ λη k , k = 1, 2, . . . , d + 1. Therefore, we can reduce the dimension of the system by two, by using the transformation:
Furthermore, let us define:
Then, the system of difference equation (5.2) becomes:
Consequently, the integral (5.3) becomes:
We define the following:
where u ′ = (u 2 , . . . , u d+1 ), and v ′ = (v 2 , . . . , v d+1 ). Clearly, since H is integral of (5.5), then:
Following procedure 2.1 to compute dual systems, we construct systems of ordinary difference equations which preserve the integral (5.6) . The procedure ends after three steps (when k = 3).
In Table 3 we have listed five duals for (5.5).
Expression for u d+1 Expression for v d+1
Original Map Table 3 . A chain of six systems which are dual with respect to H given by (5.6) . The original map is the (d + 1, −1)-staircase reduction of the modified Boussinesq system.
Relations between the duals. Let us denote the map (5.5) by δ 0 and denote the n-th dual system by δ n (n = 1, . . . , 5). We further introduce the following involutions, which are symmetries of H,
where the . indicates component-wise multiplication. We have the following relations:
This shows that the dual δ 3 is equivalent to the original map δ 0 , and that duals δ 1 , δ 2 , and δ 5 are equivalent to each other. Another symmetry of H and a reversing symmetry for the dual maps δ i with i = 1, 2, 5 (and i = 4) is given by
We do not know a reversing symmetry for the maps δ 0 , δ 3 .
Generalisation of an alternating QRT-map. For dual system δ 5 , the equation for v is decoupled from the rest, so we can consider the subsystem for v independently. All symmetric polynomials of v 1 , . . . , v d are integrals. The general solution for the v-equation is a periodic sequence. For d = 2, the solution can be written as
The equation for u is an alternating map, and can be written as u n+1 u n−1 f 3 (u n , n) = (u + n + 1 + u n−1 )f 2 (x n , n) − f 1 (x n , n),
where f (u n , n) = (A 0 (n)X n ) × (A 1 X n ), with X n = (u 2 n , u n , 1) T and
which is the root of a QRT map; see [19] 1 . The integral (5.6) is an alternating integral and can be written in terms of the above matrices as
Thus, this dual to the (d + 1, −1)-reduction of the modified Boussinesq system is a higher dimensional generalisation of an alternating (root of a) QRT-map.
Integrals, Integrability. A study of the degree growth of the maps δ i (i = 4) indicates that they are integrable, with quadratic growth. For the original map δ 0 (and hence for δ 3 ) integrals can be constructed using the staircase method. The trace of the monodromy matrix produces the integral H (5.3) for d = 2 mod 3. For other values of d, e.g. d = 3 and d = 5, it can be obtained from the trace of the square of the monodromy matrix. However, for d = 4 the staircase method only produces three independent integrals; the function H is a fourth independent integral. The function
where u d+i = v i , is another integral of δ 0 for all d. This integral is a generalisation of integrals calculated by the staircase method for particular values of d.
For the (2d-dimensional) maps δ i with i = 1, 2, 5 there are at least d + 2 independent integrals. We present them for δ 1 . There are the d integrals which are the symmetric functions in u 1 v 1 , . . . , u d v d , and we have where u d+i = v i . The original integral H can be expressed in terms of K and symmetric functions in u 1 v 1 , . . . , u d v d . As δ 1 is anti-measure preserving, we were able to find integrals for particular values of d using the method of Discrete Darboux Polynomials [3, 4] . The integral L was extracted from those by generalisation.
Concluding remarks
In contrast with the concept of dual system ( [17] ) which produces a unique dual equation to a given equation (if it exists), our proposed procedure produces in general a chain of dual systems. The chain can be open or closed. Although the theory works for systems with any number of components, we have considered 2-component examples. We have observed that the complexity (as measured by growth of degrees) of the dual map can be greater, equal or smaller than the complexity of the original map. The procedure has given rise to interesting examples of periodic maps as well as integrable maps.
Then, if Af 1 2 + B 2 f 1 + C 3 = 0 a new solution for v d+1 fail to exists. Similarly, setting v d+1 = g 1 we have:
Thus, if Ag 1 2 + B 1 g 1 + C 1 = 0 a new solution for u d+1 fail to exists.
Let us now look at the situation where both H(f 1 (u, v), v d+1 ) = 0 and H(u d+1 , g 1 (u, v)) = 0 have a unique solution: v d+1 = g 1 (u, v) and u d+1 = f 1 (u, v), respectively. Then this procedure produces no other system apart from (2.1). This is the case for example when the numerator (2.4) can be reduced to:
Consider the numerator (2.4), which can be written as
By setting:
we have:
Lastly, by setting: 
