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The late-time relaxation dynamics is analyzed for a general contagion model. In this model, nodes
are either active or failed. Active nodes can fail either “spontaneously” at any time or “externally”
if their neighborhoods are sufficiently damaged. Failed nodes may always recover spontaneously. At
late times, the breaking of time-translation-invariance is a necessary condition for physical aging.
Indeed, we observe that time-translational invariance is lost for initial conditions that lie between
the basins of attraction of the model’s two stable stationary states. Based on corresponding mean-
field predictions, we characterize the observed model behavior in terms of a phase diagram spanned
by the fractions of spontaneously and externally failed nodes. For the square lattice, the phases in
which the dynamics approaches one of the two stable stationary states are not linearly separable due
to spatial correlation effects. Our results provide new insights into aging and relaxation phenomena
that are observable in a model of general contagion processes.
I. INTRODUCTION
The study of dynamical processes in complex systems
is relevant in various contexts and contributed to a bet-
ter understanding of the spreading of epidemics [1–6],
opinions [7], innovations [8], and other contagious phe-
nomena. Seemingly different models that have been de-
veloped to describe the aforementioned processes share
various (universal) properties. For some models, it is
possible to observe such universal features in their relax-
ation dynamics. This behavior is also known as physi-
cal aging and defined by (i) non-exponential, slow relax-
ation, (ii) breaking of time-translation invariance, and
(iii) dynamical scaling [9]. Examples of systems with a
non-equilibrium steady state that exhibit aging include
directed percolation [10–12], population dynamics [13],
and gel-forming polymers [14].
Identifying universal dynamical features in non-
equilibrium systems may be useful to make predictions
about their behavior and, in the case of contagious pro-
cesses, develop control and intervention protocols. Here
we focus on the aging characteristics of a general conta-
gion model that captures a variety of simple (i.e., single
contact) and complex (i.e., multiple contact) contagion
dynamics [15, 16] in terms of spontaneous and externally-
induced infection/failure processes. Models of simple
contagions are common tools to describe the spread of
epidemics [1]. In contrast to simple contagions where one
infected individual is able to infect others, complex con-
tagions require contact with multiple “infected” individ-
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uals [17, 18]. Examples of complex contagions include the
diffusion of innovations [8, 19], political mobilization [20],
viral marketing [21], and coordination games [22].
Previous studies [10–12] investigated the aging proper-
ties of simple contagions whose phase space consists of an
absorbing and a fluctuating phase with unique stationary
states. Within these two phases, relaxation is exponen-
tial whereas slow (algebraic) relaxation can be observed
at the critical point where the two phases merge [9]. For
complex contagions, the phase space cannot be described
by two phases with unique stationary states. Instead, it is
characterized by a bistable regime [15, 16, 23] that gives
rise to relaxation towards one of two stable stationary
states.
In this work, we study relaxation and aging kinetics
of complex contagions within their bistable region. In
Sec. II, we introduce the general contagion model and
provide an overview of corresponding mean-field results
and concepts from the study of aging. In Sec. III, we
numerically determine a phase portrait of bistable con-
tagion dynamics on a square lattice and study the in-
fluence of different initial densities of failed nodes on
the relaxation characteristics. To provide more insights
into the relaxation properties, we map the observed dy-
namics to a phase diagram spanned by the fractions of
spontaneously and externally failed nodes in Sec. IV. We
find that the dynamics is initially driven by spontaneous
transitions and approaches a line along which externally-
induced transitions drive the system to one of the two
stable stationary states. We conclude our study and dis-
cuss our results in Sec. VI.
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FIG. 1. Schematic of model dynamics. Nodes are ar-
ranged in a square lattice. Active nodes (A) can fail sponta-
neously (spontaneous failure) with rate p or if their neighbor-
hoods are sufficiently damaged (external failure) with rate r.
The corresponding recovery rates are q and q′. We use X and
Y to indicate that nodes failed spontaneously and externally,
respectively. A node fails externally if less than or equal to
m of its neighbors are active.
II. MODEL AND METHODS
We consider a general contagion model on a network
whose N nodes are either active (A) or failed (X or
Y ) [15, 16]. Active nodes can fail “spontaneously” with
rate p or “externally” with rate r if their neighborhoods
are sufficiently damaged. We use X and Y to denote the
state of nodes that failed spontaneously and externally,
respectively. External failure occurs if the number of ac-
tive nearest neighbors of a node is smaller than or equal
to the threshold m. Failed nodes in states X and Y re-
cover with rates q and q′, respectively. We illustrate the
described failure and recovery processes in Fig. 1.
To formulate the corresponding mean-field rate equa-
tions, let n(t) ∈ [0, 1] be the fraction of active nodes,
which is one minus the sum of the fractions of nodes u(t)
and v(t) that failed spontaneously and externally (i.e.,
n(t) + u(t) + v(t) = 1). We use nst to denote the total
fraction of active nodes in the stationary state. For the
derivation of the mean-field rate equations, we assume
perfect mixing and first focus on the spontaneous-failure
dynamics:
du(t)
dt
= pn(t)− qu(t) , (1)
where the first term accounts for spontaneous failure with
rate p and the second term accounts for spontaneous re-
covery with rate q.
We use the term critically-damaged neighborhood
(CDN) to refer to a neighborhood where the number
of active neighbors is smaller than or equal to m. The
probability that a node of degree k is located in a CDN
is Ek =
∑m
j=0
(
k
k−j
)
(1 − n)k−jnj . Therefore, the time
evolution of externally-failed nodes is given by:
dv(t)
dt
= r
∑
k
fkEkn(t)− q′v(t) , (2)
where fk is the degree distribution. The first term de-
scribes that active nodes become inactive with rate r if
their neighborhood contains a sufficient number of in-
active ones and the second term accounts for sponta-
neous recovery of these nodes with rate q′. For regu-
lar networks with degree k, a hysteresis region exists for
m < k − 1 [15, 16]. Within this region, there are three
stationary states with densities of active nodes n1st, n
2
st,
and n3st. The stable stationary states have densities n
1
st
and n3st and the density of the unstable state is n
2
st. We
shall outline in Sec. IV that the unstable stationary state
is best characterized by the corresponding densities of ex-
ternally and spontaneously failed nodes (u2st, v
2
st).
All numerical mean-field solutions are based on an ex-
plicit Euler forward integration scheme with time step
∆t = 0.01. To simulate the described reactions on a
square lattice of linear dimension L and with N = L×L
nodes, we use kinetic Monte-Carlo (i.e., Gillespie) meth-
ods [24, 25]. At time t, each node i ∈ {1, 2, . . . , N} is
either active or failed. In our simulations, we keep track
spontaneously and externally failed nodes and indicate
the failure of node i at time t by ni(t) = 0. Similarly, we
indicate an active state of node i at time t by ni(t) = 1.
To compare the relaxation properties that result from
initial conditions close to the stable and unstable states,
we quantify the relaxation dynamics of the described con-
tagion model in terms of the autocorrelation function Γ
and autocovariance function C:
Γ(t, s) = 〈ni(t)ni(s)〉 , (3)
C(t, s) = 〈ni(t)ni(s)〉 − 〈ni(t)〉〈ni(s)〉 , (4)
where angular brackets 〈·〉 denote an ensemble average.
In systems that exhibit aging, both Γ and C do not de-
pend on t − s alone, but are also expected to obey the
following scaling behavior [9, 12]:
Γ(t, s) = s−bfΓ(t/s) , fΓ(y) ∼ y−λΓ/z , (5)
C(t, s) = s−bfC(t/s) , fC(y) ∼ y−λC/z , (6)
for t, s  τmicro and t − s  τmicro, where τmicro is a
microscopic reference time scale. The exponent z is the
dynamical exponent and the autocorrelation exponents
λΓ and λC are defined from the asymptotics for y =
t/s 1 of the corresponding scaling functions.
2
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FIG. 2. Phase portrait and relaxation dynamics. (a) The numerically-determined phase portrait of the general contagion
model for m = 1, r = 0.95, p = 1.0, q = 1.0, and q′ = 0.1 of the fraction of active nodes n(t) for different times t. Simulations
were performed on a square lattice with N = 512 × 512 sites using 103 samples for each data point. (b) The time evolution
of n(t) for different initial conditions on a square lattice with N = 1024 × 1024 sites. We use the following initial densities of
active nodes: n(0) = [0.1, 0.2, . . . , 0.9]. In all simulations, we set the initial density of spontaneously-failed nodes to zero and
use uniformly distributed externally-failed nodes such that the initial density of active nodes satisfies n(0) = 1− v(0).
III. RELAXATION DYNAMICS
The general contagion model exhibits a bistable regime
for certain thresholds and failure and recovery rates [15,
16]. One possible choice is to set m = 1, r = 0.95,
p = 1.0, q = 1.0, and q′ = 0.1 to obtain bistable
dynamics on a square lattice. We use these parame-
ters for our simulations on the square lattice through-
out the manuscript. Initially, we set the density of
spontaneously-failed nodes to zero and use uniformly dis-
tributed externally-failed nodes. The initial density of
active nodes is thus n(0) = 1− v(0). Since we are inter-
ested in the relaxation properties of the model dynamics
within this bistable region, we first determine the ini-
tial density of active nodes n∗(0) from which the system
eventually relaxes into one of the two stable stationary
states with densities n1st and n
3
st. Mathematically, n
∗(0)
is the separatrix in the initial density n(0) such that for
n(0) > n∗(0), the system evolves toward the steady state
with density n1st and for n
∗(0) < n(0), the system evolves
towards the steady state with density n3st. Note that
n∗(0) is not the same as the density of active nodes in
the unstable density of states (see Sec. IV).
After initializing the dynamics, we numerically con-
struct a phase portrait of n(t) by approximating the slope
n˙ in terms of the finite-difference derivative (n(t+ ∆t)−
n(t))/∆t with ∆t = 0.1t. Based on the behavior of n˙
in Fig. 2(a), we can identify all stationary states (i.e.,
the states for which the density of active nodes satisfies
n˙ = 0). Close to the initial density of active nodes n∗(0),
the slope n˙ changes its sign from negative to positive
values and we conclude that n ≈ 0.62 = n∗(0). To de-
termine the densities of the two stable stationary states,
we perform corresponding simulations on a square lattice
with 1024 × 1024 nodes. In Fig. 2(b), we show the cor-
responding time evolution of the density of active nodes
n(t) for different initial conditions. For the considered
failure rates, we find that the densities of active nodes
in the two stable stationary state are n1st ≈ 0.18 and
n3st ≈ 0.81.
The numerically-obtained phase portrait of the square
lattice is qualitatively very similar to corresponding
mean-field results [16]. However, in the following sec-
tions, we show that spatial correlation effects on the
square lattice lead to subtle deviations of the initial relax-
ation dynamics from mean-field predictions. In Fig. 3, we
provide a more detailed picture of the relaxation dynam-
ics in the vicinity of n∗(0). If the initial fraction of active
nodes is larger than n∗(0) ≈ 0.62, the curves move to-
wards the upper stable stationary states; for initial frac-
tions below n∗(0) they approach the lower point of stabil-
ity. The closer the initial density is to n∗(0) ≈ 0.62, the
slower it approaches one of the stable stationary states.
This behavior can also be understood in terms of the
phase portrait in Fig. 2(a). If the system is sufficiently
close to the n∗(0), the slope n˙ approaches zero.
The slow relaxation dynamics in systems that exhibit
aging is mathematically often described by a power law
n(t) ∼ t−δ and we find δ ≈ 0 for the equilibration be-
havior close to the unstable stationary state. We observe
in Fig. 2(b) that the fraction of active nodes may first
decrease and then increase again for certain initial con-
ditions. In the next section, we further investigate this
behavior by illustrating the system’s time evolution in
terms of a phase diagram spanned by the fractions of
spontaneously and externally-failed nodes.
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FIG. 3. Relaxation in the vicinity of the unstable sta-
tionary state. We show the relaxation dynamics of the gen-
eral contagion model for m = 1, r = 0.95, p = 1.0, q = 1.0,
and q′ = 0.1 on a square lattice with N = 1024× 1024 nodes.
The chosen initial densities are close to n∗(0) ≈ 0.62. For ini-
tial densities n(0) > n2st, we observe that n(t) moves towards
the upper stationary state, while for n(0) < n2st the densities
move towards the lower stationary state. We used the fol-
lowing initial densities: n(0) = [0.610, 0.612, 0.614, . . . , 0.630].
Since the time axis begins at t = 10−1 and not at t = 0, the
densities have already decreased slightly.
IV. PHASE DIAGRAM
To better understand the initial relaxation dynamics,
we study the evolution of the density of active nodes in
the u − v plane. In Fig. 4(a), we show the evolution of
the densities u(t) and v(t) for different initial conditions
on a square lattice. We observe that the evolution of all
trajectories can be divided into two stages I and II. Dur-
ing stage I, the evolution of a trajectory is mainly driven
by spontaneous-failure dynamics. After some time, all
trajectories approach an “equilibration line” and relax
towards one of the two stable stationary states (stage
II). The relaxation during stage I is much faster than the
relaxation in stage II (see inset in Fig. 4 (a)). We find
the following densities of spontaneously- and externally-
failed nodes at the two stable stationary states
u1st = 0.019(1) and v
1
st = 0.803(1) ,
u3st = 0.087(1) and v
3
st = 0.100(1) .
(7)
Note that the corresponding densities of active nodes
n1st = 1 − u1st − v1st = 0.178(1) and n3st = 1 − u3st − v3st =
0.813(1) are equal to the values that we reported in
Sec. III. Although the stable stationary states with den-
sities n1st and n
3
st can be identified with the phase portrait
and evolution plots of n(t) (see Fig. 2), the situation is
more complex for the characterization of the unstable
stationary state.
In our simulations, we set u(0) = 0 and use uniformly-
distributed externally failed nodes for the simulations
in Figs. 2 and 3. The actual unstable point lies at
(u2st, v
2
st) = (0.060(5), 0.370(10)) and has a density of
active nodes n2st = 0.570(15). The point n
∗(0) (i.e.,
(u(0), v(0)) = (0, 0.38)) of Sec. III lies at the boundary
that separates the phases in which they dynamics either
approaches the upper or the lower stable stationary state.
On the square lattice, we find additional effects that
make the dynamics even more complex. We observe in
Fig. 4(a) that the evolution of u(t) and v(t) is not fully
determined by these two densities alone. For (u, v) ≈
(0.3, 0.3), the blue trajectory starting at (u(0), v(0)) =
(0.6, 0.2) and ending at (u3st, v
3
st) intersects with the or-
ange trajectory, which converges towards (u1st, v
1
st) =
(0.019, 0.803). Based on this result, we conclude that the
evolution of (u(t), v(t)) on a square lattice depends on the
initial densities (u(0), v(0)) even if two trajectories share
the same densities at some time. In other words, it is not
possible to describe the observed dynamics on a square
lattice in terms of differential equations of u(t) and v(t).
The described effect can be also understood in terms of
the fractions of CDNs, as we show in Fig. 4(c). Ini-
tially, we distribute all externally-failed nodes uniformly
at random on the lattice. The corresponding initial den-
sity of CDNs is CDN(0) ≈ 0.13. At time t ≈ 0.77, the
aforementioned blue and orange trajectories intersect. At
this time, the density of CDNs of the blue trajectory is
CDN(0.77) ≈ 0.1, whereas the (initial) density of CDNs
of the orange trajectory is CDN(0.77) ≈ 0.2.
For a qualitative comparison, we solve the mean-field
rate equations of u(t) and v(t) (see Eqs. (1) and (2)) for
parameters that lead to a bistable contagion dynamics.
We show the corresponding u−v phase space in Fig. 4 (b).
Similar to the observation that we made for the square-
lattice case, the inset in Fig. 4 (b) shows that the relax-
ation of the spontaneous-failure dynamics is faster than
the induced-failure dynamics. This mean-field analysis
also enables us to identify two distinct phases. All tra-
jectories that originate within the blue region approach
the stable stationary state with density n3st. The remain-
ing trajectories that originate in the orange region move
towards the second stable stationary state density n1st.
Unlike in the square-lattice phase space, both phases can
be linearly separated, because the mean-field system is
fully determined by the densities u(t) and v(t) since the
mean-field dynamics is described by deterministic differ-
ential equations (see Eqs. (1) and (2)) with unique trajec-
tories. Thus, if two trajectories share the same value of
u(t) and v(t), they also have the same fractions of CDNs
(see Fig. 4(d)).
V. CORRELATION EFFECTS
In Secs. III and IV, we outlined the influence of differ-
ent initial conditions on the relaxation characteristics of
the general contagion model. We initialize the dynam-
ics with n(0) = 0.62 ≈ n∗(0) and n(0) = 0.81 ≈ n3st.
The corresponding initial densities of spontaneously and
externally failed nodes are (u(0), v(0)) = (0, 0.38) and
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FIG. 4. Relaxation for different fractions of externally and internally failed nodes. (a) The relaxation of the model
dynamics in the u− v plane for different initial conditions. All trajectories first approach an “equilibration line” (stage I) and
then slowly relax towards one of the two stable stationary states that we indicate by black crosses (stage II). Blue and orange
trajectories approach the stationary states with densities n1st and n
3
st, respectively. Simulations were performed on a square
lattice with N = 1024 × 1024 nodes and for parameters m = 1, r = 0.95, p = 1.0, q = 1.0, and q′ = 0.1. (b) Corresponding
mean-field trajectories (black solid lines) in the u − v plane for different initial conditions and m = 1, r = 5.0, p = 0.1,
q = 3.5, and q′ = 1.0. Within the orange (blue) region, all trajectories approach the stationary state with density n1st (n
3
st). To
obtain the mean-field trajectories, we numerically solved Eqs. (1) and (2). In both panels, grey-shaded regions correspond to
densities n > 1 and are excluded from our analysis. (c) The fractions of CDNs for the two trajectories that cross in (a). For
initial conditions (u(0) = 0, v(0)) = (0.6, 0.2) (blue solid line), we observe that the proportions of CDNs are smaller than for
(u(0.77) = 0, v(0.77)) ≈ (0.3, 0.3). (d) If two mean-field trajectories share the same densities u and v, they converge towards
the same stationary state.
(u(0), v(0)) = (0, 0.19). We now analyze the relaxation
properties of the general contagion dynamics for such ini-
tial densities. We use a 512 × 512 square lattice and
generate 103 samples. Based on these samples, we com-
pute the autocorrelation function C and autocovariance
function Γ (see Eqs. (3) and (4)).
In Fig. 5, we show Γ(T + t, s) and C(T + t, s) as
functions of t − s for different values of T and s. In
Fig. 5(a-b), the initial density n(0) = 0.62 ' n∗(0) and
we observe that both correlation functions are not time-
translational invariant as we cannot obtain a data col-
lapse when plotting Γ(t, s) and C(t, s) as a function of
t− s. During the initial fast relaxation, close to the sta-
ble stationary state with density n3st ≈ 0.81, we find that
Γ(t, s) = 〈ni(t)ni(s)〉 becomes stationary since the dy-
namics approaches the stable stationary state exponen-
tially fast (see Fig. 5(c)). Comparing Figs. 5(b) and (d)
shows that the dependence of the autocovariance function
C(t, s) on s is less pronounced for an initial density close
to n3st than for n
∗(0). However, if we let the dynamics
evolve for a period T = 5000 before determining the cor-
relation functions, we find that Γ(t, s) and C(t, s) become
time-translational invariant for both considered initial
conditions (see Figs. 5(f–h)). The trajectory that started
close to the stable stationary state fluctuates around n3st
and the trajectory that started at n(0) = 0.62 either
approached one of the stable stationary states or is still
located between the basins of attraction of the two stable
stationary states (see Fig. 3).
In Fig. 6, we show C(T + t, T + s) for different initial
relaxation times T ∈ {0, 100, 500, 1000, 2000, 5000}. We
account for the additional T -dependence in Eq. (4) and
5
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obtain
C(T + t, T + s) = (T + s)−bfC((T + t)/(T + s)) . (8)
If s T and T  t, we can expand the argument of fC
as follows:
T + t
T + s
= 1 +
t− s
T
+
ts
T 2
∼ 1 + t− s
T
. (9)
The resulting autocovariance function is (see Eq. (6))
C(T + t, T + s) ∼ T−b(1 + (t− s)/T )−λC/z . (10)
We have thus shown that the function C(T+t, T+s) only
depends on t− s for large values of T (see Figs. 5(e–h)).
This result is in agreement with the data that we show
in Fig. 6. For T = 500, 1000, 2000, and 5000, we observe
that C(T+t, T+s) is well-captured by a function of t−s.
For the described initialization protocol, we would ex-
pect that n(t) ∝ t−δ with δ ≈ 0 for initial densities
n(0) close to the density n∗(0). We observe in Fig. 7(a)
that the exponent λΓ/z of Eq. (5) satisfies the relation
λΓ/z = δ ≈ 0 that was found in other systems exhibit-
ing aging [9, 12]. For the autocovariance function C(t, s),
we observe a data collapse when, according to Eq. (6),
plotted as function of s−bfC(t/s), confirming the relation
b = 2δ ≈ 0 [9, 12]. The corresponding scaling exponent
is λC/z = 2.1(1) (see Fig. 7(b)). This is not too different
from the estimate λC/z = 2.8(3) of the 2D contact pro-
cess [10–12] but not accurate enough for a quantitative
comparison.
VI. CONCLUSIONS AND DISCUSSION
We have studied the relaxation properties of a general
contagion model that describes simple (i.e., single con-
tact) and complex (i.e., multiple contact) contagion phe-
nomena. Relaxation and aging properties of simple con-
tagions or contact processes have been analyzed in previ-
ous works [10–12]. Here we analyzed the relaxation and
aging dynamics of complex contagion phenomena within
their bistable region [15, 16].
Our numerical analyses of the relaxation behavior of
complex contagion dynamics show that the phase por-
trait and large parts of the relaxation dynamics are
qualitatively captured by corresponding mean-field re-
sults [16]. However, our results also indicate that the
phase space of the considered general contagion model is
more complex than previously realized [15, 16, 23] since it
cannot be solely described by the density of failed nodes.
For complex contagion dynamics on a square lattice, we
have also shown that the phases in which the dynam-
ics approach either the upper or lower stable stationary
states are not linearly separable. Trajectories that cross
in (u, v) space at a certain time may approach different
stationary states due to the influence of structural effects
in the initial conditions. Aging effects can be observed for
initial conditions that are close to the boundary that sep-
arates the phases in which the dynamics approach one or
the other stationary state. The observed relaxation expo-
nent δ is almost zero and the resulting aging phenomena
are similar to those observed for the spherical model in an
external magnetic field [26]. Since the universality class
of the 2D SIR model is thought to be the same as the
one of dynamical percolation [6], it would be desirable to
dispose direct studies of aging in this universality class.
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FIG. 5. Correlation and covariance functions for different densities of active nodes. We show the correlation function
Γ(t, s) and covariance function C(t, s) (see Eqs. (3) and (4)) as functions of t− s. In panels (a–d), we show Γ(t, s) and C(t, s)
without an initial relaxation period (i.e., T = 0). For a comparison with longer initial relaxation times, we set T = 5000 in
panels (e–h). In panels (c–d) and (g–h), we use an initial condition of n(0) = 0.8115 (close to the upper stationary state) and
we set n(0) = 0.62 = n∗(0) in panels (a–b) and (e–f). In our simulations, we used a square lattice with N = 512 × 512 sites
and generated 1000 samples. As we show in panel (g), the correlation function Γ converges towards the square of the density
n3st with the value (1− n3st)2 ≈ 0.035.
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FIG. 6. Covariance functions at n∗(0) for different relaxation times. We show the covariance function C(T + t, T + s)
(see Eq (4)) as a function of t − s. We use an initial density of n(0) = 0.62 = n∗(0) and let the system relax for a period T
before measuring the correlation functions. The relaxation times were chosen as T = 0 (a), T = 100 (b), T = 500 (c), T = 1000
(d), T = 2000 (e), and T = 5000 (f). In our simulations, we use a square lattice with N = 512× 512 sites and generated 1000
samples for each value T .
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FIG. 7. Correlation and covariance functions at n∗(0). We show the correlation function Γ(t, s) and C(t, s) (see Eqs. (3)
and (4)) as functions of t/s. In both panels (a) and (b), we use an initial density of n(0) = 0.62 = n∗(0). All simulations were
performed on a square lattice with N = 512 × 512 sites and without any initial relaxation before measuring the correlation
functions (i.e., T = 0). The number of samples is 1000.
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