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Multimedia information retrieval (MIR) adalah proses pencarian dan pengambilan informasi 
(information retrieval/IR) dalam content berbentuk multimedia, seperti suara, gambar, video, dan 
animasi. Penelitian ini menggunakan metode kajian literatur (literature review) terhadap 
perkembangan MIR saat ini dan tantangan yang akan dihadapi di masa depan bagi para periset di 
bidang IR. Berbagai penelitian MIR saat ini meliputi komputasi yang berpusat pada manusia 
(aktor) terhadap pencarian informasi, memungkinkan mesin melakukan pembelajaran (semantik), 
memungkinkan mesin meminta koreksi (umpan balik), penambahan fitur atau faktor baru, 
penelitian pada media baru, perangkuman informasi dari content multimedia, pengindeksan 
dengan performa tinggi, dan mekanisme terhadap teknik evaluasi. Di masa yang akan datang, 
tantangan yang menjadi potensi penelitian MIR meliputi peran manusia yang tetap menjadi pusat 
(aktor) terhadap pencarian informasi, kolaborasi konten multimedia yang lebih beragam, dan 
penggunaan kata kunci sederhana (folksonomi). 
 






Multimedia information retrieval (MIR) is the process of searching and retrieving information 
(information retrieval/IR) in multimedia content, such as audio, image, video, and animation. This 
study uses literature review method against current MIR conditions and what challenges to be 
faced in the future for researchers in the field of IR. Various studies of MIR currently include 
human centered computation for IR, allowing machine to do the learning (semantics); allowing 
machine to request feedback, add new features or factors, research on new media, summarize 
information from multimedia content, high-performance indexing, and evaluation techniques. In 
the future, the potential of MIR research includes the human-centered role for information 
retrieval, more diverse collaborative multimedia content, and the use of simple keyword 
(folksonomy). 
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1.  PENDAHULUAN 
MIR merupakan pengembangan dari traditional IR yang hanya melakukan 
pencarian secara tekstual. MIR akan menjadi penting dan sangat dibutuhkan ketika tidak 
adanya atau kurangnya keterangan yang disisipkan dalam content multimedia. Namun 
bilamana keterangan sudah tersedia, MIR tentunya dapat digunakan untuk meningkatkan 
keakuratan pencarian pada content multimedia. MIR didukung oleh banyak bidang ilmu, 
seperti artificial intelligence (AI), computer vision, psikologi, estetika, robotik, dan 
lainnya, seperti terlihat pada Gambar 1. 
 
 
Gambar 1. Bidang ilmu pendukung MIR 
Pada penelitian awal, MIR banyak didasarkan pada bidang computer vision 
[1],[2],[3]. MIR kemudian mulai memfokuskan algoritma pada pencarian kesamaan 
faktor atau fitur (similarity search) berdasarkan gambar, video, dan audio [4],[5], dan 
histogram warna [6]. Perkembangan selanjutnya, konsep similiarity search ini kemudian 
diimplementasi pada mesin pencarian di Internet [7],[8]. Selain itu, metode similarity 
search juga diimplementasikan pada database perusahaan, seperti IBM DB2, atau Oracle 
[9],[10], yang memungkinkan MIR lebih mudah diakses oleh industri [11]. 
Pada abad ke 21, para peneliti menyimpulkan bahwa feature based similarity 
search algorithm sudah tidak user-friendly. Sistem diarahkan agar lebih user friendly dan 
dapat memberikan informasi dari content multimedia dengan lebih luas. Evolusi 
berikutnya adalah sistem perlu memahami semantic query, tidak hanya pada komputasi 
dasar tingkat rendah (exact query) atau pencarian tepat kata saja. Masalah ini sering 
disebut dengan istilah “bridging the semantic gap”. 
Google Suggest memulai proyek semantic query yang memungkinkan pengguna 
untuk melihat apa yang orang lain cari ketika mereka melakukan pencarian pada web. 
Proyek ini mencoba memvisualisasi pikiran manusia dan memotret pertanyaan-
pertanyaan yang membentuk rasa ingin tahu manusia. Riset ini diimplementasikan pada 
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Gambar 2. (a) (b) Google Suggest dan (c) WebSeer 
Selain Google Suggest, Touch Project telah melakukan proyek semantic query 
dengan menginvestigasi perspektif kolektif untuk zona sensitif seksual [13]. Sistem 
meminta ratusan orang untuk menentukan peringkat seberapa baik perasaan menyentuh 
atau disentuh oleh kekasih di berbagai titik tubuh. Gambar yang dihasilkan 
mengungkapkan peta keinginan sensual dengan beberapa titik fokus dan tingkat 
kegembiraan. Data pada Touch Project memetakan daerah kesenangan dan keinginan 
pada tubuh manusia, yang disurvei oleh ratusan pendapat orang tentang bagian-bagian 
tubuh (Gambar 3). 
 
  
Gambar 3. Proyek visualisasi sentuhan 
Perkembangan semantic query selanjutnya memungkinkan sistem mendeteksi 
content berbasis gambar [14]. Pengguna dapat melakukan query secara langsung untuk 
beberapa objek visual, seperti langit, pohon, air, dan lainnya menggunakan posisi objek 
secara spasial. Sistem menerapkan teori informasi untuk menentukan faktor terbaik dalam 
meminimalkan kesalahan [15]. 
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Gambar 4. Semantic Query pada objek visual 
Berdasarkan latar belakang perkembangan MIR saat ini, MIR di masa depan akan 
memiliki tantangan tersendiri. Penelitian ini mengkaji lebih dari 70 literatur (literature 
review) terhadap kondisi MIR saat ini dan merangkum apa saja tantangan yang akan 
dihadapi di masa depan bagi para periset di bidang IR. 
 
2.  MIR SAAT INI 
Dua kebutuhan mendasar bagi sistem MIR adalah (1) mencari objek tertentu pada 
suatu media dan (2) merangkum informasi suatu koleksi media. Dalam mencari objek 
tertentu pada suatu media, sistem saat ini memiliki keterbatasan, seperti ketidakmampuan 
untuk memahami kosakata pengguna atau memahami tingkat kesesuaian hasil pencarian 
[16],[17],[18]. Dalam menyelesaikan dua permasalahan mendasar MIR saat ini, berbagai 
penelitian dilakukan, yaitu (1) komputasi yang berpusat pada manusia (aktor) terhadap 
pencarian informasi, (2) memungkinkan mesin melakukan pembelajaran (semantik), (3) 
memungkinkan mesin meminta koreksi (umpan balik), (4) penambahan fitur atau faktor 
baru, (5) penelitian pada media baru, (6) perangkuman informasi dari content multimedia, 
(7) pengindeksan dengan performa tinggi, dan (8) mekanisme terhadap teknik evaluasi. 
Dalam komputasi yang berpusat pada manusia, gagasan utama MIR adalah untuk 
memuaskan pengguna dan memungkinkan pengguna untuk membuat query dalam 
terminologi mereka sendiri. 
2.1  Manusia sebagai Pusat 
Sistem manusia sebagai pusat adalah dengan mempertimbangkan perilaku dan 
kebutuhan dari pengguna [19]. Terdapat dua studi yang menarik pada area ini. Pertama, 
studi terhadap pencarian gambar yang sama [20]. Pengguna diminta untuk membaca 
suatu artikel lokasi wisata pada sebuah website tentang perjalanan (travel) dan kemudian 
diminta untuk melakukan pencarian melalui gambar dan teks. Survei yang dilakukan 
menunjukkan bahwa 40 dari 54 responden lebih memilih untuk menggunakan teks 
sebagai metode pencarian lokasi daripada menggunakan gambar (Gambar 5). 
 
Gambar 5. Pencarian berdasarkan gambar atau teks [21] 
 
atau ”Manado” 
Kajian Literatur Perkembangan Multimedia… 
193 
Kedua, studi tentang komputasi afektif [22],[23],[24] yang memberikan interaksi 
yang lebih baik dengan pengguna dengan memahami keadaan emosional pengguna. 
Pengenalan emosi secara otomatis dengan menggunakan model 3D wireframe interaktif 
pada wajah [25],[26], atau penggalian karakter berdasarkan model yang berkaitan dengan 
emosi dan peristiwa pada lingkungan mereka [27],[28]. 
 
Gambar 6. Pendeteksian wajah manusia 
 
2.2  Pembelajaran dan Semantik 
Pembelajaran dalam MIR cukup menarik untuk menjembatani kesenjangan 
semantik. Literatur penelitian baru-baru ini memiliki ketertarikan yang signifikan dalam 
menerapkan klasifikasi dan algoritma untuk pembelajaran MIR [29],[30],[31]. Terdapat 
tiga studi yang menarik pada area ini. Pertama, studi mengenai deteksi objek pada latar 
yang kompleks. Salah satu tantangan yang paling penting dan mungkin menjadi masalah 
yang paling sulit dalam pemahaman semantik media adalah bagaimana mendeteksi 
konsep visual yang memiliki latar yang kompleks. Tantangannya adalah untuk 
mendeteksi semua isi semantik dalam sebuah gambar, seperti wajah, pohon, hewan, dan 
lainnya pada latar yang kompleks [32]. 
 
Gambar 7. Deteksi objek pada latar yang kompleks 
Kedua, studi pendeteksian wajah pada latar yang kompleks. Pada pertengahan 
tahun 1990-an, deteksi wajah manusia pada gambar abu-abu yang memiliki latar yang 
kompleks telah dilakukan dengan menggunakan teori Shannon untuk meminimalisir 
kesalahan dalam medeteksi wajah [33]. Riset lainnya menggunakan metode neural 
networks [34]. Selain itu, metode pendeteksian wajah berdasarkan komponen dengan 
menggunakan statistik juga dilakukan [35]. Pola gradien digunakan dari ekstraksi gambar 
video untuk mendeteksi wajah berdasarkan tingkatan kontras objek mata, hidung, dan 
mulut [36],[37]. 
 
Gambar 8. Deteksi muka berdasarkan kontras objek mata, hidung, dan mulut 
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Ketiga, studi mengenai deteksi objek selain wajah pada latar yang kompleks. 
Sebuah sistem untuk mendeteksi langit, pohon, gunung, rumput dengan latar yang 
kompleks telah berhasil dilakukan [38]. Li dan Wang [39] menggunakan pendekatan 
model statistik dalam mengkonversi gambar dengan kata kunci. Rautianinen [40] 
menggunakan gradien dan analisis audio dalam video untuk mendeteksi objek dan 
melakukan pencarian semantik. 
 
2.3  Umpan Balik Relevansi 
Umpan balik relevansi adalah proses interaktif yang meminta pengguna 
memutuskan apakah hasil pencarian sudah sesuai. Ide di balik umpan balik relevansi 
adalah untuk memutuskan apakah setiap hasil yang didapat sudah relevan atau tidak [41]. 
Chen [42] menggunakan metode SVM untuk memperbarui umpan balik. He [43] dan Yin 
[44] menggunakan metode short term dan long term perspectives. Metode short term 
perspective dilakukan dengan menandai tiga hasil pencarian yang tidak relevan dan 3 
hasil yang relevan. Metode long term perspective dilakukan dengan melakukan 
pembaharuan pada data dari hasil metode short term perspective [45]. 
 
Gambar 9. Umpan balik relevansi 
 
2.4  Faktor Baru dan Kesamaan Komponen 
Penelitian tidak hanya meningkatkan algoritma pencarian, tetapi juga 
menciptakan faktor (fitur) baru dan langkah-langkah kesamaan komponen berdasarkan 
warna, tekstur, dan bentuk. Faktor warna [46],[47], seperti RGB dan color spaces 
memiliki manfaat dalam hasil pencarian berdasarkan pencahayaan [48],[49]. Pencarian 
dengan melakukan perbandingan kuantitatif model warna juga berhasil dilakukan [50]. 
 
(a)    (b) 
Gambar 10. (a) Color model dan (b) Color space 
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Pada faktor tekstur, Ojala menemukan bahwa dengan menggabungkan histogram 
tekstur akan relatif lebih sederhana dibandingkan dengan model tekstur tradisional, 
seperti Gaussian atau Markov [51],[52]. Jafari-Khouzani dan Soltanian-Zadeh 
mengusulkan fitur tekstur baru berdasarkan radon dengan mengubah orientasi pada sisi 
yang signifikan [53]. 
 
 
(a)    (b) 
Gambar 11. (a) Gaussian and (b) Markov texture 
 
2.4.1 Bentuk 
Veltkamp dan Hagedoorn menjelaskan teknik pencocokan bentuk dari perspektif 
geometri komputasi [54]. Sebe dan Lew mengevaluasi serangkaian bentuk dalam konteks 
pengambilan gambar [55]. Srivastava menjelaskan beberapa pendekatan baru untuk 
pembelajaran [56]. Sebastian memperkenalkan gagasan pengenalan bentuk menggunakan 
grafik shock (Gambar 12) [57]. Bartolini menyarankan menggunakan fase Fourier [58]. 
  
(a)    (b) 
Gambar 12. (a) Bentuk grafik shock and (b) Fase fourier 
 
2.4.2 Audio 
Foote memperkenalkan fitur audio berdasarkan kemiripan lokal [59]. Metode ini 
melalui perhitungan pada setiap sinyal audio dan metode ini berhasil pada berbagai 
segmentasi. Bakker dan Lew menyarankan beberapa fitur audio baru melalui perbedaan 
spektrum frekuensi. Mereka mengevaluasi fitur audio baru dalam konteks pelabelan 




Banyak penelitian telah dilakukan pada pencocokan gambar dan strukturnya. 
Meskipun pendekatan yang digunakan berbeda, sebagian besar metode menggunakan 
beberapa jenis seleksi titik. Pendekatan melalui deteksi titik dan area ini melalui metode 
invarian affine [61],[62]. 
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2.5  Media Baru 
Di luar teks, audio, gambar, dan video, ada media baru, seperti model 3D. 
Assfalg membahas model 3D dengan menggunakan spin-image (gambar yang diputar), 
yang pada dasarnya mengkodekan simpul ke ruang 2D [63]. Funkhouser 
mengembangkan mesin pencari untuk model 3D berdasarkan pencocokan bentuk 
menggunakan spherical harmonics untuk menghitung langkah-langkah kesamaan 
diskriminatif yang efektif [64],[65]. 
 
(a)    (b) 
Gambar 13. (a) Spin-Images dan (b) Spherical harmonics 
 
2.6  Perangkuman 
Ada berbagai macam metode perangkuman informasi multimedia. Spierenburg 
dan Huijsmans mengusulkan sebuah metode untuk mengonversi database gambar ke 
dalam sebuah film [66]. Metode ini mengelompokkan gambar yang serupa dan 
menyusunnya secara berurutan, selanjutnya dikonversi ke dalam bentuk video. Hal ini 
memungkinkan pengguna mendapatkan gestalt (persepsi terorganisir) terhadap informasi 
dari database gambar tersebut dalam beberapa menit. 
Sundaram mengambil pendekatan yang sama untuk meringkas video. Mereka 
memperkenalkan gagasan skim video yang merupakan video singkat yang terdiri dari 
adegan informatif dari video asli. Ide dasarnya adalah agar pengguna dapat menerima 
abstraksi (rangkuman) cerita dalam format video [67]. Snoek mengusulkan beberapa 
metode untuk meringkas video, seperti pengelompokan berdasarkan kategori dan dalam 
runtutan waktu [68]. Uchihashi menyarankan metode untuk mengkonversi film ke strip 
kartun dalam gaya Manga dari Jepang [69]. 
 
 
Gambar 14. Konversi ke bentuk manga 
 
2.7  Pengindeksan dengan Performa Tinggi 
Database multimedia kian bertambah banyak dari ratusan hingga jutaan. Hal ini 
menyebabkan komputer tidak dapat merespon pencarian dalam jangka waktu cepat. 
Sistem database SQL mulai mengimplementasikan tabel pencarian berperforma tinggi 
melalui kunci pencarian yang tepat, seperti pada pencarian teks. Suara, gambar, dan video 
yang disimpan tidak dapat diakses secata efektif. Oleh karena itu, Egas dan Lew mencoba 
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metode pencarian dengan menggunakan tree-based indexes untuk meningkatkan kinerja 
secara logaritmik [70],[71]. 
Ye dan Xu menunjukkan bahwa metode vektor kuantisasi dapat digunakan secara 
efektif untuk pencarian dalam database yang besar [72]. Elkwae dan Kabuka 
mengusulkan metode berbasis 2-tier signature untuk pengindeksan database gambar 
yang besar. Signature 1 menandai sifat dari benda-benda yang ditemukan di gambar, 
sedangkan signature 2 menangkap posisi spasial antarobjek. Metode ini telah 
memberikan peningkatan kerja sebesar 98% [73]. 
 
2.8 Teknik Evaluasi 
Metode evaluasi pada bidang IR dalam satu dekade terakhir melalui TRECVID 
[74]. Dalam TRECVID, industri dan akademis bersama-sama mengumpulkan, 
mendiskusikan, dan menyepakati suatu set data multimedia yang spesifik. Banyak tim 
peneliti IR mencoba untuk membuat berbagai metode untuk IR. Koleksi data multimedia 
dapat mencakup video dengan naskah, mesin penerjemah non-Inggris, keterangan, 
metadata, keyframes, dan lainnya [75]. Keyframe dalam teknik IR merupakan metode 
yang paling popular dalam sistem video IR [76]. 
 
3.  POTENSI PENELITIAN MIR DI MASA DEPAN 
Potensi pada pencarian informasi multimedia cukup luas dan beragam. Di masa 
yang akan datang, potensi penelitian MIR meliputi peran manusia yang tetap menjadi 
pusat (aktor) terhadap pencarian informasi, kolaborasi content multimedia yang lebih 
beragam, dan penggunaan kata kunci sederhana (folksonomi).  
3.1 Metode Berpusat pada Manusia 
MIR harus tetap berfokus pada pengguna untuk memberikan pemahaman pola 
dan keinginan pengguna. Faktor atau fitur interaktif yang baru (seperti penciuman dan 
pendeteksian ekspresi wajah) saat ini masih diabaikan dan perlu diuji di masa depan 
untuk memberikan kemungkinan-kemungkinan baru, seperti pendeteksian emosi 
manusia. 
 
3.2 Kolaborasi Multimedia 
Menemukan cara yang lebih efektif untuk interaksi antara komputer dan manusia 
semakin penting karena kondisi dunia ini yang semakin wireless. Pengolahan berbagai 
komponen memberikan peran yang potensial, seperti menyalin dan meringkas hasil rapat 
dalam menghubungkan suara, nama, dan wajah. 
 
3.3 Folksonomi 
Otomatisasi pencarian pada content multimedia adalah masalah yang sulit. Semua 
mesin pencari yang ada saat ini menggunakan pendekatan berdasarkan kata kunci 
sederhana. Pencarian informasi pada content multimedia akan lebih berhasil apabila 
ditambahkan kombinasi antara taksonomi (klasifikasi) dan folksonomi (pemberian tag 
atau kata kunci). 
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4.  KESIMPULAN 
Berdasarkan hasil tinjauan literatur, berikut kesimpulan yang menjadi tantangan 
yang penting bagi komunitas peneliti MIR di masa depan: 
1. Pencarian semantik yang menekankan pada pendeteksian objek pada media dengan 
latar yang kompleks 
2. Analisis dan algoritma retrieval pada multi-komponen terhadap berbagai media, 
termasuk teks dan konteks informasi 
3. Metode pencarian yang lebih interaktif, penggunaan semantik, dan sistem umpan balik 
relevansi yang lebih baik 
4. Evaluasi algoritma IR melalui penggunaan data set berbagai pola. 
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