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INTRODUCTION
The documentation for the NASTRAN computer program consists of four manuals: the Theoretical
Manual, the User's Manual, the Programmer's Manual and the Demonstration Problem Manual. Since an
effort has been made to avoid duplication of material, a brief statement of the content of the
other three manuals will serve as a useful point of departure in introducing the Theoretical Manual.
The intent of the User's Manual is that it provide all of the information needed to solve
problems with NASTRAN. User's should find it to be both instructional and encyclopedic. It
includes instruction in structural modeling techniques, instruction in input preparation and infor-
mation to assist the interpretation of output. It contains descriptions of all input data cards,
restart procedures and diagnostic messages. It is hoped that it can serve as a self-help instruc-
tion book.
The intent of the Programmer's Manual is that it provide a complete description of the program
code, including the mathematical equations that are implemented in the Functional Modules. It des-
cribes the Executive System and the coding practices that have been employed. It contains the in-
formation that is required for maintenance and modification of the problem.
The intent of the Demonstration Problem Manual is to illustrate the formulation of types of
problems that can be solved with NASTRAN and to show the results obtained are valid. Generally,
this manual discusses the nature of the problem, the underlying theory, the specific geometric andl • . . - • •
physical input quantities, and the comparison of theoretical and NASTRAN results. At least one
problem for each of the rigid formats and nearly all of the elements is provided.
One of the roles that has been assigned to the Theoretical Manual is that of a commentary on
the program. It is, first of all, intended to be an introduction to NASTRAN for all interested
persons, including those who will go on to use the program and those whose ..interests are less
direct. For this purpose, the structure and the problem solving capabilities of the program are
described in a narrative style. The manual's most important function, however, is to present
developments of the analytical and numerical procedures that underlie the program.
The selection of material for the Theoretical Manual has not been an easy task because not
everyone has the same concept of what the word "theory" means when it is applied to a computer
program. For some, theory is restricted to include only the formulation of the equations that
will be solved; for others, theory also includes the development of the procedures, or algorithms,
that will be used in the solution; still others regard the organization of the program and the
flow of data through the computer as important theoretical topics.
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A broad view concerning the selection of material has been adopted, and the reader will find
that all of the above aspects of the program are treated. Some structural analysts may be sur-
prised at the emphasis on program organization and data processing, particularly in the early
sections of the manual. These subjects are emphasized because they are vitally important to the
success of a large computer program and should not be taken for granted.
In regard to the more mathematical subjects, such as the derivation of the equations for
structural elements and the development of eigenvalue extraction procedures, the reader will find
that the level of sophistication is geared to the difficulty of the subject matter. Thus, it is
assumed that a reader with an interest in an advanced topic (such as shell elements) will have the
necessary theoretical background. In most cases the derivations are intended to be complete and
rigorous. For a few of the structural elements, the reader is referred to the Programmer's Manual
for the detailed expression of matrix coefficients that are regarded as too combersome to have
general interest.
The Theoretical Manual is divided into seventeen major sections and numerous subsections.
Section 1 deals with some of the organizational aspects of NASTRAN and Section 2 with utility
matrix routines. Sections 3, 4, 5 and 7 deal with static structural analysis. It will be noted
that no material has been included in Section 6, which is reserved for topics to be defined in
the future. Section 8 treats heat transfer. Sections 9 through 12 deal with dynamic structural
analysis. Sections 13 through 15 deal with miscellaneous topics, including computer graphics,
special structural modeling techniques and error analysis. Section 16 deals with the interaction
between fluids and structures. Section 17 deals with flutter analysis.
The style of the Theoretical Manual, like that of the other three manuals, has been designed
to accommodate future additions and modifications. Each major subsection stands alone with its
own page numbers, equation numbers and figure numbers, so that changes can be made without signif-
icant disruption.
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composite 4.2-3
coordinate system 4.2-2/p, 5.1-3/f, 5.2-6/f '
deflections 5.2-5
geometric properties of 5.2-6
loads on 5.2-2 ' •
material properties of 5.2-2, 4.2-5/t
coordinate axes for 4.2-3 '• . . •
orientation of principal axes 4.2-3/p, 5.2-2 '
shear center defined for 5.2-2
sign convention for internal loads 4.2-2
stiffness-matrix 5.2-2/pm
element to global transformation of 5.2-4 '
stress recovery for 5.2-4c, 5.2-6/f
thermal loads in 5.2-4/pm
displacements and slopes due to 5.2-4a/m
Basic coordinate system (coordinate systems) 3.4-2
Beam element 5.2-1/p •
see bar elements 5.2-1 -
see rod elements (tube) 5.2-5 '
Bending triangular plate element-5.8-7/p
bending and twisting moments in 5.8-12
relation to shear forces 5.8-20/m
sign convention 5.8-13/f
see dough bending triangle 5.8-24/p
coordinate system 5.8-7/f • ' •
curvatures 5.8-12 * • = - • • • . -- r . ....
related to generalized coordinates 5.8-14/m
deflections 5.8-7
as function of generalized coordinates 5.8-10
truncation of series expansion for 5.8-9/p
see differential stiffness 7.3-6/pm
displacement vector 5.8-7
elastic relations for 5.8-12/pm
equilibrium equations 5.8-13/m
grid point forces 5.8-19a/pm
see inertia properties 5.8-28/c
internal force recovery 5.8-19c/pm
material properties for 5.8-12
orientation of axes 5.8-13
rigid body matrix 5.8-9
sign convention for 5.7-7/f
stiffness matrix 5.8-7/pm, 5.8-18/pm
reduction of rigid body dof from 5.8-7/pm
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Bending triangular plate element Conical shell element
for rigid transverse shear terms 5.8-19
summary of calculations for 5.8-19
strain energy in 5.8-9, 5.8-16
work due to temperature 5.8-19a
thermal loads in 5.8-19/p
equivalent thermal moments 5.8-19b/m
strains due to 5.8-19
stresses due to 5.8-19a/m, 5.8-20a/m
transverse shear strains 5.8-10
relation to shear forces 5.8-13
sign convention 5.8-13/f
transformation to generalized coord's 5.8-11/m
Boundary conditions 3.1-3
see constraints on grid points 3.5-3
Buckling analysis 3.2-3/p, 3.2-6/c
see differential stiffness 7.1-7
see eigenvalue analysis 9,2-1
Bulk data (UM 2.4) 1.2-5
element associated data 5.1-1
see executive system 1.2-1
input data analysis 3.4-5
sorting of 1.2-6
Case control deck 1.2-5, 3.4-4/p
see executive system 1.2-1
input data analysis 3.4-4
input/output control 1.2-6
Center of gravity for model (GPWG) 5.5-12/p
Checkpointing 1.2-5
files 1.3-3
old and new problem tapes 1.2-4
Cholesky decomposition 9.2-4
see decomposition of matrices 2.1-1/pm
used in real eigenvalue analysis 9.2-4
Clough bending triangle 5.8-24
see bending triangular plate element 5.8-7/p
constraint equations for 5.8-25/m
reduction of stiffness matrix due to 5.8-26/p
continuity of slopes in 5.8-24
coordinate system 5.8-25/f
differential stiffness 7.3-12
displacement vector 5.8-25
equilibrium equations 5.8-26
inertia properties of 5.8-32
stiffness matrix 5.8-26
stress recovery 5.8-26
superposition of membrane and bending in 5.8-27
Combined vector sets 3.3-5/t
Complex eigenvalue analysis 9.2-6
see eigenvalue analysis 9.2-1
Component mode synthesis 14,1-6/r
complete dynamic partitioning of structure 14.1-6
Composite plate elements 5.8-21/p
see Clough bending triangle 5.8-24/p
differential stiffness 7.3-1/p
see quadrilateral bending elements 5.8-22/p
see quadrilateral membrane element 5.8-21/p
Compressible fluids in axisymmetric tanks 16.1-1/p
see acoustic analysis with slots 16.2-1/p
see acoustic analysis of cavities w/slots 16.2-1/p
analysis options 16.1-2, 16.1-35
applications 16.1-35/p
control systems pressure transducer 16/1-38/p
hydroelastic capabilities (UM 1.7) 16.1-35
input data for 16.1-38
modeling considerations 16.1-35
restrictions on problems 16.1-35/p
rigid formats available 16.1-36/p
structural symmetry 16.1-37
topologies permitted 16.1-41/f
viscous damping due to wall friction 16.1-38/pmf
basic assumptions and restrictions 16.1-1, 16.1-35
boundary conditions of fluid 16.1-7/p
boundary matrices 16.1-27/pm
fluid/fluid interface 16.1-7
fluid/structure interface 16.1-10/pmf, 16.1-27/f,
16.1-32
free surface 16.1-7/pm, 16.1-32
selection of harmonic coefficients 16.1-37
static variation of pressure with depth 16.1-9
topology of fluid surfaces 16.1-37, 16.1-41/f
boundary matrix generator module 16.1-32
finite element formulation 16.1-2
limitations of methods for 16.1-1/p
variable components used in 16.1-2
see fluid elements - axisymmetric 16.1-14/p
fluid field equations 16.1-3/pm
equations of motion 16.1-6/m
equivalent stiffness and mass matrices 16.1-4/pm
equivalent energies for 16.1-5/m
equivalent stiffness and mass matrices 16.1-32/p
wave equation 16.1-4/m
functional modules for 16.1-2
mathematical approaches 16.1-1/p
analysis types 16.1-2
assumptions (small motions, etc) 16.1-1
sample problem for 16.1-11/pmf
summary of NASTRAN approach 16.1-2
Computer graphics 13.1-1/p
curve plotter (UM 4.3) 13.2-1
matrix topology plotter (UM 5.3-2) 13.3-1
see structural plotter 13.1-1/p
Condensation of matrices 3.5-5
see matrix reduction 3.5-1
Conical shell element 4.1-3, 5.9-1/p
bending curvatures 5.9-8/p
components 5.9-9
coordinate geometry and notation 5.9-1, 5.9-34/f
static loads defined for 5.9-22
curvature components 5.9-9
for cylinder and circular flat plate 5.9-1
see differential stiffness 7.4-1/pm
displacements (uncoupled) 5.9-2
enforced 5.9-31
expanded in Fourier series 5.9-2
harmonic coefficients representing 5.9-2, 5.9-6/p
see doubly curved shell elements 5.10-1
elastic relations for 5.9-4/pm
equilibrium equations 5.9-15/m
generalized forces 5.9-30
incompatibility with other elements 5.9-1
internal force recovery 5.9-33/m
loads on (general description) 4.1-3
mass distribution and gravity loads 5.9-27
material properties for 4.2-3
modeling with 5.9-1
.problems using 5.10-1
rotations 5.9-8
sign convention for 5.9-14/f, 5.9-22/f
single point constraints 5.9-23
static loads on 5.9-22
coordinate system for 5.9-22/f
grid circles.9-24
stiffness matrix 5.9-3/p
cases of matrices treated 5.9-2
computational procedures for 5.9-19/p
for finite shear flexibility 5.9-6/p
general plan for deriving 5.9-3
for zero shear flexibility 5.9-21/p
a=algorithm r=reference c=flowchart f=figure p=pages following
xiv (3/1/76)
m=mathematical t=table
Conical shell element Damping matrices
.. strain energy in 5.9-Vpm
strain - displacement relationships 5.9-7/pm
shear, bending and membrane components 5.9-9
stress recovery 5.9-33
thermal loads 5.9-28
strains due to 5.9-30
transverse shear 5.9-14
twisting strains 5.9-8
geometry and sign convention for 5.9-35/f
uncoupled motions 5.9-2
Consistent mass matrices 5.5-8/pm
Constant gradient heat conduction elements 8.2-3/pm
conduction matrices for 8.2-3
line segment 8.2-5/m
quadrilateral 8.2-6
tetrahedron 8.2-4
triangular plate 8.2-5/p
triangular solid of revolution 8.2-6
wedges and hexahedra 8.2-6
heat capacity matrix 8.2-7/m
natural coordinates for (H transformation) 8.2-3/pm
output for thermal gradient/heat flux 8.2-7
useful property of det(H) 8.2-4
Constant strain solid elements 5.12-1
limitations of 5.12-1
modeling with 5.12-1
see tetrahedron element 5.12-2/pm
see wedge and hexahedron elements 5.12-5/p
Constraint definition cards 5.1-2/p
Constraint elements (multipoint constraints) 3.1-2
Constraint equations 3.3-2 .'•
see constraints on grid points 3.1-3
Constraints 5.4-1/pm
definition cards for 5.1-2
omitted coordinates (in dynamic analysis) 5.4-1
Constraints on grid points 3.1-3
compatability test for 3.5-9
Guyan reduction 3.5-6/m
through matrix partitioning 3.2-2, 3.5-1/pm
multipoint 3.2-2, 3.2-3/m, 3.5-1/m
see structural matrix reduction 4.3-1/p
single point 3.2-2, 3.4-5, 3.5-3/m
special provisions for free bodies 3.5-7/m
Control by user 1.3-1/p
direct matrix abstraction 'pr°8ram (DMAP) 1.1-3,
1.3-2
functional modules 1.3-1/p
input/output 1.3-3
restart (see checkpointing) 1.3-1
rigid formats 1.3-1
DMAP modifications of (ALTER) 1.3-2
restart with new format 1.3-1
user modules (UM 5.3) 1.3-3
utility modules 1.3-3
Control systems analysis 9.3-3/p, 14.2-1/p
as adjunct of the structure 14.2-1
direct formulation 14.2-1
example - autopilot/structure w/ feedback 14.2-2/p,
14.2-6/f
equations for 14.2-4/t
extra points 14.2-1
loads applied to 14.2-2
with fluid pressure transducer 16.1-38
modal formulation 14.2-1
nonlinear load elements 14.2-1
restriction of usage 14.2-3
transfer function for 14.2-1/pm, 14.2-5/t
direct matrix input 14.2-1/p
Convection heat flux 8.3-2/pm
see surface heat transfer 8.3-1/pm'
Convergence criteria (eigenvalue extraction) 10.3-7
see determinant method 10.3-7
see inverse power method - complex 10.4-32/pm
see inverse power method - real 10.4-4/pm
Convergence tests (eigenvalue extraction) 10.3-8
see determinant method 10.3-8
see inverse power method - complex 10.4-38
see inverse power method - real 10.4-19
Convolution integral for transient analysis 11.4-1
Coordinate axes for structural elements 4.2-2/p
Coordinate systems 3.3-1/p
basic 3.4-2
rectangular coordinate system 3.4-9/f
combined vector sets 3.3-5/t
for dynamic analysis 9.3-2
element systems 4.2-2/p
global 3.4-5
for grid point weight generator (GPWG) 5.5-12/p
local 3.4-5
material axes 4.2-1
modal coordinate set 3.3-5/t
mutually independent vector set 3.3-5/t
for structural plotter 13.1-1/p
Coriolis force (damping coefficients) 5.5-1
Coulomb damping for transient analysis 11.2-2
Coupled mass matrices 5.5-8/pm
accuracy of 5.5-10/pmr
for bar elements 5.5-11/pmr
for doubly curved shell element 5.10-28/m
input options 5.1-3
mechanisms 5.5-7, 5.5-18/f
.for plate elements 5.8-28c/p
consideration for dough element 5.8-32
computational steps 5.8-31/p
elements of matrices 5.8-29
restricted to bending elements 5.8-28c
transformation to generalized coor'ds 5.8-30
transformation from element to global 5.8-32
for rod elements 5.5-9/pm
Cross-spectral density for random analysis 12.2-2
Curve plotter (UM 4.3) 13.2-1
automated features 13.2-1
format options 13.2-1
Cyclic symmetry 4.5-1/pm
advantages of 4.5-11/p
comparison with alternatives 4.5-11/p
uses of 4.5-1/p '^
dihedral theory 4.5-8/pm
boundary constraints '4.5-9, 4.5-16/t
eigenvalue analysis 4.5-11
example 4.5-15/f
reflective transform 4.5-8/m
transformation equations 4.5-9/pm
references 4.5-13
rotational theory 4.5-2/pm
boundary constraints 4.5-4/mp
eigenvalue analysis 4.5-7/p
example 4.5-14/f
procedures and alternatives 4.5-5/pa
symmetrical components 4.5-2/m
transformation matrix 4.5-3/m
Damping coefficients 5.5-1
Damping matrices 9.3-7/pm
structural 9.3-7
modal approach 9.3-9
for transient analysis 9.3-8
a=algorithm r=reference c=flowchart f=figure p=pages following m=mathematical t=table
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Damping matrices
uniform 11.3.2
viscous 9.3-8
Data blocks (see file allocation) 1.2-4
Data deck for NASTRAN 3.4-4
Data recovery 3.5-2
for displacements 3.7-1
for forces 3.7-1/p
for stresses 3.7-2
Decomposition of matrices (triangular) 2.2-1/pam
affect on sparcity 2.2-1, 2.2-5/f
symmetric matrices 2.2-2/ap
active column concept 2.2-2/a
affect on sparcity 2.2-5/f
passive column concept 2.2-2/a
singularities 2.2-4
timing estimates 2.2-3/ap
working storage 2.2-3/a
unsymmetric matrices 2.2-6/a
organization of 2.2-10/pf
pivoting 2.2-6
timing estimates 2.2-8/a
working storage 2.2-8
Deformations 3.6-3
enforced in bars and rods 3.6-3/p
Design criteria for NASTRAN executive 1.2-1
Determinant method (eigenvalue extraction) 10.3-1/pm
application of 10.3-1
convergence criteria and parameters 10.3-9
convergence tests 10.3-8/p, 10.3-14/c
efficiency of 10.3-2
iterative algorithm for (Muller Method) 10.3-2/par
orthogonality check 10.3-12
recovery of eigenvectors 10.3-10/pa
multiple roots 10.3-11
scaling (for overflow and underflow) 10.3-3/m
search procedures for roots/tracking method
10.3-2/par, 10.3-13/f
closeness to starting point 10.3-9/a
steps for complex eigenvalue extraction 10.3-6
sweeping of previously extracted eigenvalue
10.3-4/pm
triangular decomposition for 10.3-1
two methods provided by NASTRAN 10.3-1
Differential stiffness and buckling 3.2-3, 3.2-5/c
for conical elements 4.1-4
Differential stiffness and buckling 7.1-7/pm
conical shell element 7.4-1/pm
differential stiffness matrix 7.4-4
energy of differential stiffness 7.4-1
rotation-displacement relationships for 7.4-2
extension rods 7.2-1/pm
differential stiffness matrix 7.2-2
isoparametric solids 7.5-1/pm
differential stiffness matrix 7.5-2/m
displacement-rotation relationships 7.5-1/m
energy due to static preload 7.5-1/m
iteration [second order terms] 7.1-7/p
convergence 7.1-9/pm
example 7.1-8, 7.1-11/f
limitations 7.1-8
module DSCHK 7.1-12/cp
NASTRAN implementation 7.1-9/m
plates 7.3-1/pm
basic bending triangle 7.3-6/pm
deformations of cube 7.3-4/pm
differential stiffness matrices for 7.3-10/m,
7.3-13/pm
energy of differential stiffness 7.3-5/m
Double curved shell element
integration of matrix elements 7.3-7/pm
membrane triangle and quadrilateral 7.3-11/m
quadrilateral composite element 7.3-13
rotation-displacement relationships 7.3-2
rotation about normal 7.3-4/r
sandwich plate effects 7.3-3/pmf
strain-displacement relationships 7.3-4/mr
stress distribution 7.3-1/pm
triangle composite (Clough) element 7.3-12/m
prismatic beams with double symmetry 7.2-3/pm
deflection function for beam bending 7.2-6/r
differential stiffness matrix 7.2-4/pm, 7.2-8/m
energy due to static preload 7.2-3/p
pinned end effects (PM 4.87) 7.2-^ 7
rotation displacement relationships for 7.2-4
sign convention for 7.2-3
steps for including differential effects 7.1-6/a
Direct dynamic matrix assembly (GKAD) 9.3-6/p
Direct formulation - dynamics 11.3-1/pm
see frequency response analysis 12.1-1
see integration of coupled equations 11.3-1/pm
see random analysis 12.2-1
Direct input matrices (dynamics) 9.3-5
Direct matrix abstraction program (DMAP) 1.1-3, 1.3-2
modification of rigid formats 1.3-2
Discrete (finite) element approach 3.1-1/p
Displacement coordinate system 3.4-2, 3.4-9/f
see coordinate systems 3.4-5/p
for concial shell 5.9-1, 5.9-34/f
Displacement components tdegrees of freedom) 3.3-1/p
in conical shell element 5.9-2/p
in isoparametric elements 5.8-34
quadrilateral membrane 5.8-34, 5.8-41
in plates 5.8-2
for bending 5.8-7
for Clough element 5.8-25
for membrane 5.8-2
reduction of stiffness for center point 5.8-28/p
Displacement functions 5.8-3
for bending plate element 5.8-10
see Clough bending triangle 5.3-24
for conical shell element 5.9-2
for membrane plate element 5.8-3
Displacement method (see static analysis) 3.1-1/p
Displacement recovery 3.7-1/pa
Displacement sets 3.3-1/p
for dynamic analysis 9.3-2
Displacements - axisymmetric 4.1-1
DMAP (see direct matrix abstraction program) 1.1-3
Double precision arithmetic 3.6-5
Double reduction technique 4.3-4
see substructural analysis 4.3-1
Double curved shell element 5.10-1/pr
coordinate system for 5.10-3, 5.10-33/f
metric (Lame1-) .parameters specifying 5.10-3/m
transition to conical segment ring 5.10-4
transition to cylindrical segment ring 5.10-5
transition to shell cap element 5.10-5
displacement functions 5.10-1/p, 5.10-6/pm
admissibility requirement 5.10-6
flexural 5.10-8/m
improved stress continuity using 5.10-6/p
elastic relations for 5.10-12/m
membrane 5.10-6/m
generalized coordinates 5.10-6/p
transform to grid point displacements 5.10-7
kinetic energy 5.10-28/m
load vectors 5.10-17/pm
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Double curved shell element
gravity 5.10-20/pm
pressure 5.10-18/pm
prestrain 5.10-17/pm
thermal 5.10-20/pm
mass matrix - consistent 5.10-28/pmr
modeling with 5.10-1
potential energy 5.10-11/pm
prestress and prestrain assumptions 5.10-13
stiffness matrix 5.10-15/pm
strain-displacement relations 5.10-11/m
for temperature effects 5.10-20/m
strain energy 5.10-12/m
stress recovery 5.10-23/pmr
 t
stress resultants 5.10-23/p, 5.10-34/f
matrices for 5.10-25/m
prestrain and thermal effects 5.10-26
prestress conditions 5.10-27
specialized to shell .cap element 5.10-25
transverse shear 5.10-23/m
transverse shear force 5.10-23/m
Dynamic analysis 12.1-1/p, 9.1-1/p
comparison of model and direct methods 9.1-1
complete dynamic matrices (direct method) 9.3-7/pm
coupled equations 11.3-1/p
see dynamic matrix assembly 9.3-1/p'
see eigenvalue extraction 10.1-1/pam
frequency dependent coefficients 9.3-3
see frequency response analysis 12.1-1/pam
general problem flow for 9.1-1/p, 9.1-3/c
see inertia properties 5.5-1
modal dynamic matrices 9.3-10/m
nonlinear effects 11.2-1/p
see organization of dynamic analysis 9.1-1/p
see random analysis 12.2-1/p
rigid formats for 9.1-1
see transient response analysis 11.0-1/pam
uncoupled equations 11.4-1/p
Dynamic analysis modules 1.3-2
Dynamic data recovery 9.4-1/p, 9.4-4/c
matrix method of 9.4-1/p
mode acceleration method 9.4-la/p, 9.4-2
standard method 9.4-2, 9.4-4/c
Dynamic matrix assembly 9.3-1/pm
direct dynamic matrix assembler (GKAD) 9.3-6/p
final assembly of matrices 9.3-7/p
Guyan reduction 9.3-6
input matrices for 9.3-6
steps for reduction procedure used in 9.3-6/p
direct input matrices 9.3-5
dynamic pool distributor (DPD) 9.3-1, 9.1-3/c
extra points and transfer functions for 9.3-3/pm
loads proportional to displacements 9.3-5
modal dynamic matrix assembler (GKAM) 9.3-8/p
dynamic system properties used by 9.3-9
final assembly of matrices 9.3-10
restrictions for damping matrices 9.3-9
multipoint constraints 9.3-6
notation system for displacements 9.3-1/pt
single point constraints 9.3-7
Dynamic matrix reduction 3.5-9
see Guyan reduction 3.5-6/m
Dynamic partitioning techniques 14.1-6/r
see vibration modes used for modeling 14.1-1/p
see control systems representation of 14.2-2/p
Dynamic pool distributor (DPD) 9.3-1, 9.1-3/c
Eigenvalue analysis 3.2-3
see buckling analysis 3.2-3
see differential stiffness 7.1-7
Errors
Eigenvalue analysis 9.2-1/p
complex (CEAD) 9.2-6/pm
direct formulation 9.2-6
modal formulation 9.2-7
see eigenvalue extraction (mathematical) 10.1-1/pm
real (READ) 9.2-1/pm, 9.2-8/c
for buckling 9.2-2
see Cholesky decomposition 9.2-4
closeness test for determinant method 9.2-5/pm
mass orthogonality test for 9.2-5/m
normalization options for 9.2-6
purified eigenvectors (Schmidt method) 9.2-6
rigid body -mode calculations 9.2-3
Schmidt orthogonalization procedure for 9.2-3/pmr
for vibration modes 9.2-1
Eigenvalue extraction 10.1-1/pam
comparison-of methods 10.1-1/p, 10.1-3/t
see determinant method 10.3-1/p
see inverse power method with shifts 10.4-1/p
tracking (iterative) procedure for 10.1-1
transformation methods for 10.1-1
see tridiagonal method 10.2-1/p
see upper Hessenberg eigenvalue method 10.5.1
Elastic axes 5.2-4
for bars 5.2-4
Elastic stability problems 1.1-3
see buckling 3.2-3
see piecewise linear 3.2-3
Element connection cards 5.1-2
Element coordinate systems 4.2-2/p
Element material capability 4.2-5/t
Element property definition cards 5.1-2
Element strain energy distribution 3.7-3/p
Enforced deformations 5.1-2
in metric structural elements 5.1-2
Error analysis 15.1-1/p
avoiding errors with multipoint constraints 15.1-5
for bending plate models 15.2-1/pm
mesh size - element comparisons w/figures 15.2-1/pf
modeling errors 15.2-2
quadrilateral element 15.2-1/pr
triangular element (dough) 15.2-1/r
in dynamic problems - eigenvalue extraction 15.1-4/p
improved accuracy by iteration 15.1-4
justification for double precision arith. 15.1-1/p
for membrane plate models 15.3-1/pm
cantilever beam modeled 15.3-3/f
flexibility comparisons (bending-couple) 15.3-2/ft
quadrilateral elements 15.3-1/r
precision of matrix and:table data blocks 15.1-1
round-off error 15.1-1/p
for cantilever beams (static solution) 15.1-2/pm,
15.1-6/f
in matrix decomposition 15.1-1, 15.1-3, 15.1-7/f
for square frames 15.1-3, 15.1-6/f
in structural stiffness matrices 15.1-1
single vs. double precision (PM2 and 5.5.1) 15.1-1
in static analysis problems 15.1-2/pm
with very stiff members 15.1-5
in structural modeling 13.1-1
study results of 15.1-1/p
in transient analysis problems 15.1-5
Errors 1.2-5
in frequency due to mass idealization 5.5-10/ptnr
file allocation 1.2-5
heat transfer nonlinear steady state 8.4-5
heat transfer transient analysis 8.4-5
due to ill-conditioning 3.6-5
a=algorithm r=reference c=flowchart f=figure p=pages following
xvii (3/1/76)
m=mathematical t=table
Errors
see integration of coupled equations 11.3-8
in iterative solutions 2.1-1
numerical round-off 2.1-1, 3.6-5
in solution of linear equations 2.3-2/a
Executive control deck 1.2-5, 3.4-4
Executive system 1.2-1/p
bulk data deck 1.2-6
case control deck 1.2-5
checkpoint 1.2-5
control table 1.2-5
data blocks 1.2-4
design criteria 1.2-1/p
executive control deck 1.2-5
file allocation (management) 1.2-4
functional modules 1.3-1
input data analysis 3.4-4
input/output control 1.2-5
input/output operations 1.2-9
intermodule communication 1.2-3
0SCAR 1.2-7
other operations 1.2-9
parameter tables 1.2-3
preface, operations during 1.2-4
preface, program flow 1.2-10/c
problem'initialization 1.2-7
programming constraints 1.2-3
restart after interrupt 1.2-3
rigid format instructions 1.3-1
segment file allocator 1.2-8
sequence monitor 1.2-7
user-defined modules (see DMAP) 1.3-2
Extensional bars and rods 7.2-1
see differential stiffness 7.2-1
Extra points 3.3-5
see control systems representation of 14.2-1/p
for dynamic analysis 9.3-3/p
see frequency response analysis 12.1-2
see modal formulation 14.2-1
File allocation (management) 1.2-4
insufficient 1.2-5
segmented 1.2-8
Finite element approach 3.1-1/p
Flat surface elements 4.2-2
material properties for 4.2-5/t
Flexibility matrix 5.7-1/p
see stiffness matrix 3.1-1/p
Fluid elements - axisymmetric 16.1-14/p
center (along axis of symmetry) 16.1-23/pm
displacement and strain analogies 16.1-14
expansion for pressure 16.1-14/m, 16.1-18/m,
16.1-23/m
fluid elements for slots 16.2-2/p
fluid grid points (grid circles) 16.1-14
generalized coordinates for 16.1-14/p
kinetic energy for 16.1-16/m
mass matrix derived 16.1-16/m
coefficients for triangular element 16.1-22/m
coefficients for center element 16.1-26/m
model for compressible fluid 16.1-14
potential energy 16.1-15/m
for center element 16.1-24/m
for triangular element 16.1-18/m
pressure coefficients 16.1-14/pm
quadrilateral 16.1-22
stiffness matrix derived 16.1-16/m
coefficients for triangular element 16.1-19/pm
coefficients for center element 16.1-24/pm
structural modeling with 16.1-14
Grid points
triangular 16.1-18
Fluid elements for slots 16.2-2/pm
see acoustic analysis of cavities w/slots 16.2-1/p
Flutter analysis (see aerodynamic analysis) 17.4-1
Force recovery (reactions) 3.7-1/pa
Forward-backward solution pass 3.3-1/ap
Free body stiffness matrices 3.5-7/p, 3.6-5
Frequency response analysis 12.1-1/p
assumptions - basic 12.0-1
component load sets 12.1-1
applied to physical points 12.1-2
coefficients for 12.1-1/p
partitioning of 12.1-2/p
reduction to final form 12.1-2
transformation to modal coordinates 12.1-2
direct formulation 12.1-3
for frequency dependent matrices 12.1-3
efficiency of solution'12.1-4
error due to mass idealization 5.5-10/pmr
flexibility of input data 12.1-1
flow diagram for 12.1-5/f
generation of dynamic loads 12.1-1
due to traveling waves 12.1-2
matrix decomposition options 12.1-4
method selection criteria (direct vs. modal) 12.1-4
modal formulation 12.1-3/p
solution for uncoupled equations 12.1-4/m
output options 12.1-4
solution for user-specified frequencies 12.1-3
static problems with nonstruc. stiffness 12.1-3
Fully stressed design 4.4-1/pa
assumptions - basic 4.4-1/p
control variables 4.4-2/p
design variables 4.4-1, 4.4-4/t
modules used 4.4-3
optimization equations 4.4-2/ma
output 4.4-3
Functional modules (see control by user) 1.3-1/p
matrix operations 1.3-2
structural 1.3-2
user 1.3-3
utility 1.3-3
General structural element 5.7-1/pm
deletion of rigid body motions 5.7-3/m
development by stiffness coefficients 5.7-2/m
development by flexibility coefficients 5.7-1/m
input data for 5.7-2/m
Generalized coordinates 5.8-3/p
for bending plate elements 5.8-10/p
relation to curvatures 5.8-14
for conical shell elements 5.9-2
for inertia properties (coupled mass) 5.5-9/pm
for membrane plate elements 5.8-3
Generalized forces - inertia 5.5-9
Generation of loads (see load generation) 3.6-1/p
Geometry processor 3.2-1/p, 3.4-5/p
Global coordinate system (coordinate systems) 3.4-5
Gram-Schmidt orthogonalization of eigenvectors
10.2-12/ar
Gravity loads (see load generation) 3.2-2, 3.6-1,
4.1-3
on axisymmetric structures 4.1-3
see inertia properties 5.5-1/p
Grid circles (axisymmetric models) 4.1-1
see axisymmetric structural elements 4.1-1
loads on 4.1-3
Grid points 3.1-1/p, 3.4-5
concentrated loads at 3.1-3
a=algorithm r=reference c=flowchart f=figure p=pages following
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Grid points Integration of uncoupled equations
see constraints on grid points 3.1-3
coordinate systems defined for 3.4-2
transformation of 3.4-5
geometric 3.1-1
identification numbers (external/internal) 3.4-3
scalar 3.1-1
sequence numbers for 3.3-3
singularity at 3.4-6
Grid point force balance 3.7-3/p
Grid point singularity table (GPST) 3.4-6/p
Grid point weight generator 5.5-12/p
center of gravity 5.5-15/m
mass matrix consistency 5.5-13 c
principal mass axes 5.5-15/m
rotation test 5.5-14/m
transformation [S] matrix 5.5-15/m
mass matrix partitions 5.5-14/p
output description of 5.5-12/p
principal moments on inertia axes 5.5-16/m
transformation [Q] matrix 5.5-16/m
procedures (flowchart) of 5.5-21/f
rigid body transformation [D] matrix 5.5-13/pm
example of 5.5-22/f
Guyan reduction 3.5-6/prm
see constraints at grid points 3.1-3
in direct matrix assembly 9.3-6/p
of frequency response loads 12.1-2
see transient loads 11.1-3
Heat capacity matrix 8.2-7
see constant gradient heat conduction 8.2-3/pm
Heat conductive matrix 8.2-3
see constant gradient heat conduction 8.2-3/pm
see volume heat conduction elements 8.2-1
Heat transfer analysis 8.1-1/pmr
analogy to structural analysis 8.1-1/pr
see constant gradient heat conduction 8.2-3/pm
heat flow components 8.1-2
matrices and vectors defined for 8.1-2
output data for 8.1-2
scalar degrees of freedom for 8.1-1
single and multipoint constraints in 8.1-2
see solution methods for heat transfer 8.4-1/pm
see surface heat transfer 8.3-1
thermal linear statics analysis 8.1-2
thermal nonlinear statics analysis 8.1-3/c
thermal transient analysis 8.1-4/c
see variable gradient conduction elements 8.2-8
see volume heat conduction elements 8.2-1/pm
Hydrodynamic analysis 9.1-2
Hydroelastic capability (DM 1.7) 16.1-1/p, 4.1-4
see acoustic analysis of cavities w/slots 16.2-1/p
see compressible fluids in axisym-tanks 16.1-1/p
Idealized-structural model 3.1-3, 3.1-4/f
Identification numbers for grid points 3.4-3
Ill-conditioning of matrices 3.1-3, 3.6-5, 5.4-3
see multipoint constraints 3.5-1
due to stiff members 5.4-3
Inertia loads 5.5-1/p
see coupled mass matrices 5.5-8/p
see inertia properties 5.5-1/p
see load generation 3.2-2
see mass matrices 5.5-1/p
Inertia properties 5.5-1/p
accuracy 5.5-10/pmr
coriolis and centrifugal acceleration 5.5-1
coordinate systems 5.5-1/pf
principal mass and inertia (GPWG) 5.5-12/p
transformation of (GPWG) 5.5-13/p
transformation of 5.5-6
coupled (consistent) mass 5.5-8/pm
elements not available for 5.5-2
generalized coordinates 5.5-9
direct input mass matrix 9.3-5
for dynamic analysis 5.5-1
general mass matrix properties 5.5-7/p
lumped mass matrix 5.5-8. 5.5-10/m
mass input data cards 5.5-5/p
C0NM1, C0NM2 5.5-5/p
see element of interest 5.5-8/p
for metric structural elements 5.5-8
for rod and bar elements 5.5-11/pmr
off diagonal terms interpretation 5.5-5/pm
for plate elements 5.8-28c/pm
point mass 5.5-1/pm, 5.5-17/f
C0NM2, C0NM1 cards 5.5-5/p
rigidly offset 5.5-2/pm
rigid body inertia 5.5-2/p
grid point weight generator 5.5-12/p
interpretation of point mass matrix 5.5-5
mass matrix for a point 5.5-3/p
for static analysis 5.5-1
transformation of coordinates 5.5-6/pm
Inertia relief 3.2-2, 3.2-4/c, 3.5-8
procedure for including in static analysis 3.6-6-ap
see static analysis 3.1-1
Input data analysis (NASTRAN data preparation) 3.4-4
Input data decks (UM 2) 3.4-4
bulk data 1.2-5
case control 1.2-5
data blocks 1.2-4
for material property 4.2-1
old and new problem tapes 1.3-3
see file allocation 1.2-4
see tape usage 3.4-4
see input/output operations 5.1-2
processing of 3.4-4
for structural elements 5.1-2
Input file processor (IFF) 1.2-6, 3.2-1/p, 3.4-5, 1.2-6
Input/output operations 1.2-9
Integration of coupled equations 11.3-1/pamr
algorithm for (Newmark Beta Method) 11.3-1/pmr
change in time step 11.3-12
direct integration algorithm 11.3-7/pm
error of integration 11.3-8/p
estimating number of time steps 11.3-10
finite difference operators used in 11.3-1
initial conditions 11.3-10/p
massless degrees of freedom in 11.3-7
'ringing' of 11.3-11
number of computations for 11.3-8
output from TRD module ll;3-12/p
phase change per time step 11.3-5, .
stability considerations ll.'3-l/p
equations for 11.3-3/pm
examples with uniform damping 11.3-5
nonuniform damping 11.3-7
stability triangle 11.3-4 -
stability limit 11.3-6 .
see transient analysis module-(TRD) 11.1-5/c
see transient loads 11.1-1/p
triangular decomposition used, in 11.3-7
Integration of differential equations 1.1-2
Integration of uncoupled equations 11.0-1, 11.4-1/p
acceleration output 11.4-2/m
applied loads for 11.4-1/pm
convolution integral for applied loads 11.4-1
damping 11.4-1
critically damped case 11.4-3/t
overdamped case 11.4-4/t
undamped rigid body modes 11.4-5/t
a=algorithm r=reference c=flowchart f=figure p=pages following
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"Integration of uncoupled .equations
underdamped 11.4-3/t
initial conditions 11.3-10
see transient loads 11.1-1/p
Interaction between structures and fluids 16.1-1/p
see acoustic analysis of cavities w/slots 16.12-1/p
basic assumptions and restrictions 16.1-1
see compressible fluids 16.1-1/p
see fluid elements - axisymmetric 16.1-14/p
Inverse power method - complex 10.4-24/pm
convergence 10.4-28/pm
proof for 10.4-28/pm
shift criteria for 10.4-32
tests for 10.4-39
damping matrix, if null 10.4-31
distribution of starting points 10.4-44/f
iteration algorithm for 10.4-24/m
limitations of method 10.4-31
orthogonality property (nonsym matrices) 10.4-26/pm
rate of convergency 10.4-29
search regions (user prescribed) 10.4-36
shift point for 10.4-24/pm
singularity of mass matrix 10.4-29
summary procedures 10.4-37/pam
sweeping of previous eigenvectors 10.4-29/pm
test to change shift point 10.4-29
Inverse power method - real 10.4-3/pm
convergence 10.4-4/pam
computational tests for 10.4-19/pm
criteria for 10.4-4/pam
proof of 10.4-3
distribution of starting points 10.4-14/pmf
extraction of multiple eigenvectors 10.4-13/p
initial trail vectors 10.4-13/p
iteration algorithm for 10.4-3/pam
mass orthogonality test 10.4-4/m
rapid convergence test 10.4-7/pm
reliability tests for 10.4-10/pm
shift point, change in 10.4-8/pm
summary of procedures 10.4-18/pm
sweeping of previous eigenvectors 10.4-11/pa
termination, reasons for 10.4-16/p
test to change shift point 10.4-9
Inverse power method with shifts (eigenvalues)
10.4-1/par
application of 10.1-1
convergence tests 10.4-43/c
overall flow diagram for 10.4-41/c
for desired frequency band 10.4-2
see inverse power method - complex 10.4-24/pm
see inverse power method - real 10.4-3/pm
iteration algorithm for 10.4-1
triangular decomposition used in 10.4-2
Isoparametric quadrilateral membrane (QDMEM1)
5.8-33/p
accuracy comparison with other elements 5.8-33
see composite 5.8-21/p
coordinate system 5.8-34, 5.8-43/f
displacement functions 5.8-34/m
elastic relations for 5.8-37/m
grid point forces 5.8-39, 5.9-44/f
inertia properties of 5.8-28c
modeling with 5.8-33
stiffness matrix 5.8-37/p, 5.8-42/m
strain and potential energies 5.8-37/m
strain-displacement relations 5.8-35/pm
stress recovery 5.8-42/m
thermal load vector 5.8-37/p, 5.8-42/m
Isoparametric solid elements 5.13-1
coordinate system 5.13-2/m, 5.13-8, 5.13-10/f
Matrix operations
see differential stiffness 7.5-1/pm
displacement functions 5.13-11/t, 5.13-12/t,
5.13-13/t, 5.13-2/m
elastic relations for 5.13-6/pm
inertia properties for 5.13-7/m
load relations for 5.13-6/pm
material properties 5.13-5/pm
modeling with 5.13-1, 5.13-8
numerical integration 5.13-8/m, 5.13-14/t
strain-displacement relations 5.13-3/pm
stress recovery 5.13-9/m
stress-strain relations 5.13-5/pm
thermal strain 5.13-5/pm
Isotropic material properties (MAT1) 4.2-1/m
Iterative methods for eigenvalue extraction 10.1-1/p
see determinant method 10.3-1/pa
see inverse power method with shifts 10.4-1/par
Jacobi method of eigenvalue extraction (GPWG) 5.5-15
Large deflection (differential stiffness) 7.1-1
Line elements (see bar) 5.2-1/p
Linear equation solver 2.3-1/a
see decomposition 2.2-1/pa
Linear static analysis 3.1-1/p
for heat transfer analysis 8.4-1
Linkages (see mechanisms) 3.5-7
Load generation (see element of interest) 3.6-1
centrifugal 3.6-2
gravity 3.6-2
inertia loads 3.2-2, 3.6-6/p
pressure 3.6-1
reduction of load vectors 3.6-4
static 3.6-1
thermal 3.6-3
Load vector reduction 3.5-3, 3.6-4, 4.3-2
Load vectors (transient) 11.1-1/p
Local coordinate system 3.4-2, 3.4-5
element systems 4.2-2
Lumped element approach 3.1-1
Lumped mass 5.1-3, 5.5-8
see heat transfer analysis 8.2-3, 8.2-7
see inertia properties 5.5-10/m
Macro instructions (see DMAP) 1.3-2, 3.2-1
Mass matrices (see element of interest) 3.4-6
see gravity loads 3.6-2
see Guyan reduction 3.5-6
see inertial loads 3.6-6
transformation of 5.8-30
Mass properties 3.1-2, 5.5-1/p
see inertia properties 5.5-1
input data for 5.5-1
Material axes 5.2-1/p
see basic coordinate system 3.4-2
in plates 5.8-2/pf
for solid elements 4.2-1/p
for surface elements 4.2-3, 4.2-6/f
for triangular ring element 5.11-22/f
Material plasticity 3.8-1
Material property definition cards 4.2-1, 4.2-5/t,
5.1-2
Material properties table 4.2-5/t
Matrix assembler 1.3-3
Matrix assembly 3.4-6
for dynamic analysis 9.3-1/p
Matrix operations (see control by user) 2.1-1/p
accuracy 2.1-1
addition 2.1-4a/m
decomposition (triangle) 2.2-1/p
multiplication 2.1-3/a
by scalar 2.1-4
a=algorithm r=reference c=flowchart f=figure p=pages following m=mathematical t=table
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Matrix operations
partitioning and merging 2.1-6/a
solution of matrix equation Ax=B 2.3-1/p
storage of matrices 2.1-2/a
timing estimates (see decomposition) 2.1-2/a
transposition 2.1-5/a
Matrix properties 2.1-3, 3.1-3
ill-conditioning 3.1-3, 3.6-5
active column concept (symmetric) 2.2-21'a
active column concept (unsymmetric) 2.2-6
bandwidth 2.2-6
denseness 2.1-3/p
Matrix reduction 3.5-1/p
see constraints on grid points 3.1-3
see Guyan reduction 3.5-6
of stiffness in composite plates 5.8-28
see triangular decomposition 2.1-1/pm
Matrix topology plotter (UM 5.3-2) 13.3-1
Matrix storage technique 2.1-2/a
peripheral file 2.1-5
Mean square response for random analysis 12.2-3/m
Mechanisms 3.5-7, 5.4-3
see multipoint constraints 3.5-1
Membrane triangle plate element 5.8-2/pf, 7.3-11/pm
see differential stiffness 7.3-11/m
coordinate system for 5.8-2/f
generalized 5.8-3
displacement vector for 5.8-2
elastic relations for 5.8-4
transformation into element coordinates 5.8-4/m
loads in 5.8-6
membrane strains in 5.8-3
stiffness matrix for 5.8-5
element to global transformation of 5.8-5
strain energy for 5.8-3/p
stresses in 5.8-6
orientation of principal 5.8-6)
thermal expansion 5.8-5 i
loads due to 5.8-6 j
stresses due to 5.8-6 :
'Merging of matrix partitions 2.1-6/a, 3.3-3
see partitioning operation 3.5-4
Metric structural elements 5.1-1
Modal coordinate set 3.3-5/t
Modal coordinates 5.4-4 |
Modal dynamic matrix assembler (GKAM) 9.3-1, 9.3-8,
9.1-3/c . !
see control systems 14.2-1
see frequency response analysis 12.1-1
see integration of uncoupled equations 11.4-1/pm
see random analysis 12.2-1 j
Modal formulation 14.2-1 ; . . . .
Mode acceleration method-dynamic data recovery 9.4-1/p
Modeling techniques - special 14.1-j-l/p
see control systems, representation of 14.2-1/p
see vibration modes used for modeling 14.1-1/p
Module calls (see DMAP) 3.2-1
Module development (PM 6)1.2-3
Multiplication of matrices 2.1-3/a
see matrix operations 2.1-1/p
scalar 2.1-4a/a
Multipoint constraints 3.2-2, 3.5-1, 5.4-1/p
constraint elements 3.1-2
see dynamic matrix assembly 9.3-6
of frequency response loads 12.1-2
for heat transfer analysis 8.1-2
nonlinear steady state 8.4-1
reaction points on free bodies 5.4-1
single point 5.4-1/pm
for removing singularities 5.4-2
Partitioning operation'
see transient loads 11.1-3
uses of 5.4-3
for defining mechanisms 5.4-3
described by modes of vibration 5.4-4
see vibration modes representing structures 14.1-1/p
Mutually independent vector sets 3.3-5/t
see notation system - matrices 3.3-1/p
NASTRAN overview 1.1-1/p
executive system 1.2-1
matrix abstraction (see DMAP) 1.1-3
problems solved 1.1-3
program design 1.1-1
rigid format 1.1-3
user control 1.3-1/p
NASTRAN material capability 4.2-5/t
Nested vector sets 3.3-1
New problem tape 3.4-5
see tape usage 1.2-4
Newmark Beta Method in transient analysis 11.3-1
Nodal points (see grid points) 3.1-1
Nonlinear analysis 3.2-1/pa
see control systems representation of 14.2-1
for heat transfer analysis 8.1-3/c, 8.4-1/pm
load vectors for transient analysis 11.2-1/pm
stiffness matrices for 3.8-3
Nonlinear motions (static) 7.1-1
see differential stiffness and buckling 7.1-1
Nonoverlapping plate elements 5.8-28
see composite plate elements 5.8-21
Nonpositive definite matrices 2.2-2
Nonstandard structural elements 5.4-4
Non-structural mass (see inertia properties) 5.5-8
Normal coordinates (model) 11.3-2
Notation system - matrices 3.3-1/p
Numerical analysis 1.1-2
see error analysis 15.1-1/p
see matrix operations 2.1-1
Octahedral plastic strain 3.8-5
stress due to 3.8-5
Omitted coordinate set 3.3-5/t
analysis set 3.3-2
for dynamic analysis 9.3-2
see Guyan reduction 3.5-6
Operation sequence control array (0SCAR) 1.2-7
Organization of dynamic analysis 9.1-1/p
convolution integrals-frequency response 9.3-3
direct versus modal approach 9.1-1
see dynamic data recovery 9.4-1, 9.4-4/c
see dynamic matrix assembly 9.3-1/p
see eigenvalue analysis 9.2-1/p
see frequency respons'e analysis 12.1-1/p
general problem flow 9.1-3/c
nonlinear functions-transient analysis 9.3-3
see random analysis 12.2-1
rigid .formats in NASTRA11 9.1-1
specification of input data 9.1-2
see transient response analysis 11.0.1/p
Orthotropic stress-strain relationship (MAT3) 4.2-2
limitation of usage in NASTRAN 4.2-2
0SCAR (see. executive system) 1.2-7
Output file processor 3.2-2
see input/output operations 1.2-9
Overlapping plate elements 5.8-21/p
see composite plate elements (5.8-21)
Overview of NASTRAN 1.1-1/p
Parameter tables (see executive system) 1.2-3
Partitioning of matrices (matrix operations) 2.1-6/a
Partitioning operation 3.3-2, 3.5-4/ap, 3.5-11/f
see Guyan reduction 3.5-6
a=algorithm r=reference c=flowchart f=figure p=pages following
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Partitioning operations Root symbols
see matrix reduction 3.5-1
Perspective projection plots 13.1-3
see structural plotter 13.1-1
Piecewise linear analysis 3.2-3, 3.2-7/c, 3.8-1/pa,
3.8-10/c
limitations using 3.8-1
material properties for 4.2-1
for plate elements 3.8-5
problem options for 3.8-1
for rod, tube, and bar elements 3.8-4/pam
solution logic for 3.8-2
stress-strain functions for 3.8-3
Pivoting during decomposition 2.2-6
Plastic analysis (stress dependent) 3.8-1
see piecewise linear analysis 3.2-3
Plastic flow (Prandtl-Reuss theory) 3.8-5/m
Plate elements 5.8-1/p
see bending-triangle plate element 5.8-7
classification of NASTRAN elements 5.8-1
see Clough bending triangle 5.8-24
see composite plate elements 5.8-21
inertia properties of 5.8-28c/p
see isoparametric membrane elements 5.8-33/p
material properties for 5.8-4
see membrane triangular plate element 5.8-2
uncoupled membrane/bending stiffness 5.8-1
superposition of 5.8-23
Plot control 1.2-6
Plotting (UM 4) - computer graphics 13.1-1
curve plotter (UM 4.3) 13.2-1
matrix topology plotter (UM 5.3-2) 13.3-1
see structural plotter 3.4-5, 13.1-1
Polyhedron solid elements 5.12-1/p
see tetrahedron element 5.12-2/p
see wedge and hexahedron elements 5.12-5/p
P00L (see file allocation) 1.2-7
Positive definite matrices 2.2-2
Power spectral density for random analysis 12.2-2
Prandtl-Reuss plastic flow theory 5.8-5/m
Preface operations 1.2-4, 1.2-10/f
Pressure loads 3.6-1
on axisymmetric structures 4.1-3
Prismatic beams with double symmetry 5.2-1
see differential stiffness 7.2-3
Problem formulation (static) 3.4-1
Problem formulation (dynamic) 9.1-1
Problems solved by NASTRAN 1.1-3
Program execution 1.2-4
Program organization 1.1-1/p
see executive system 1.2-1
Property optimization (see fully stressed design)
4.4-1/p
Pseudo-structure (see substructure analysis) 4.3-2
Quadrilateral bending plate (QUAD1, QUAD2) 5.8-22/p
see bending triangle plate element 5.8-7/p
combined membrane and bending effects 5.8-23
consistent.displacements and rotations 5.8-22
see differential stiffness 7.3-13
inertia properties of 5.8-28c
modeling errors 15.2-1
stress recovery 5.8-23
uncoupled stiffness components 5.8-23
Quadrilateral membrane plate (QDMEM) 5.8-21
see composite plate elements 5.8-21
see differential stiffness 7.3-11
see isoparametric quadrilateral membrane 5.8-33/p
lumped mass representation only 5.8-28c
see membrane triangle plate element 5.8-2/pf
nonoverlapping (QDMEM2) 5.8-28
degree of freedom reduction 5.8-28/p
shear flow 5.8-28b
stress recovery 5.8-28b
warping of 5.8-28a/p
overlapping (QDMEM) 5.8-21
see isoparametric quad membrane plate 5.8-33/p
stress recovery 5.8-21
representing a tetrahedral shell 5.8-21
Quadrilateral panel 5.3-1, 5.3-6/f
see shear panels and twist panels 5.3-1/p
Quadrilateral shear panel 7.2-2
see differential stiffness 7.2-2
Radiation exchange between surfaces 8.3-4/pm
see surface heat transfer 8.3-1/pm
Radiation from a distant source 8.3-3/pm
see surface heat transfer 8.3-1
Random analysis 12.2-1/p
assumptions - basic 12.0-1
auto correlation function 12.2-1/pm
approximate formula for 12.2-3
relation to power spectral density 12.2-1
time average yalue 12.2-1
cross-spectral density 12.2-2/m
defined as data reduction procedure 12.2-3
flow diagram for 12.2-4/c
mean square theorem 12.2-1
trapezoidal approximation 12.2-3
output options 12.2-3
plots by user request 12.2-3
power spectral density 12.2-1/m
response power spectral density 12.2-2/m
if statistically correlated sources 12.2-2
if statistically independent sources 12.2-2
root mean square of response 12.2-3
transfer function theorem 12.2-1/r
Rectangular coordinate system 3.4-9/f
see coordinate systems 3.3-1
Reduction procedures 3.5-1/p
see Guyan reduction 3.5-6
for load vectors 3.6-4/pm
for substructure analysis 4.3-2
Residual load vector 3.6-6
improved vectors by iteration 3.6-6
Restart (see checkpointing) 1.2-5
changing rigid [format (UM 3) 1.3-1
Rigid bodies 3.5-7
error test 3.5-10
see free body stiffness matrices 3.5-7
see inertia properties 5.5-1/p
reaction forces 3.5-8
transformation jmatrix 3.5-8/p
Rigid format instructions (UM 3.2 to 3.13) 1.1-3
see executive system 1.2-1
see functional [modules (PM 4) 1.3-1
modification of (UM 5) 1.3-2
restart tables |1. 3-1
Rigid formats (dynamic) 9.1-1
Rigid formats (statics) 3.2-1
see buckling 3J2-6/C
see differential stiffness 3.2-5/c
see inertia releif 3.2-2
see piecewise linear 3.2-7/c
see static analysis (basic) 3.2-4/c
Rod elements (tube) 5.2-5
see bar elements 5.2-1/p
material axes for 4.2-2
physical properties of 5.2-1
viscous damper !using 5.2-5
Root symbols (physical qunatities) 3.3-1
a=algorithm r=reference c=flowchart f=figure p=pages following
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Scalar structural elements Structural elements
Scalar structural elements 5.6-1
direct analog computer method using 5.6-1/r
scalar mass 5.6-1
stiffness matrix for spring 5.6-1
see vibration modes used for modeling 14.1-1/p
viscous damper 5.6-1
Segment file allocator and monitor 1.2-8
Sequence numbers for grid point identification 3.4-3/p
Shear and twist panels 5.3-1/p
see differential stiffness 7.2-2
forces in 5.3-5/f
polygon of 5.3-6/f
mass distribution in 5.3-4/p
physical properties of 5.3-4
Garveys distribution of 5.3-6/f
stiffness matrix 5.3-3 '
strain energy 5.3-1
stress recovery for (PM 4.87) 5.3-5
trapezoidal panel 5.3-7
Shear flow 5.3-1/p
Shift points (eigenvalue extraction) 10.4-1
see inverse power method - real 10.4-22
see inverse power method - complex 10.4-37
see triadiagonal method 10.2-9/r
Single point constraints 3.2-2, 5.4-1/p,'3.5-3
see dynamic matrix assembly 9.3-7
for heat transfer analysis 8.1-2
convective heat flux 8/3-3
nonlinear steady state 8.4-2
see special provisions for free bodies 3.5-7
see transient loads 11.1-3
Singularity of stiffness matrix 3.4-6/p
free bodies 3.5-7
piecewise linear analysis 3>8-2
symmetric decomposition 2.2-4
Skewed shear panels 5.3-4
Solid elements, constant strain 5.12-1/p
limitations of 5.12-1
see tetrahedron 5.12-2/pm
see wedge and hexahedron 5.12-5/p
see also concial shell elements 4.1-1/p
general development 5.11-2/p
coordinate notation 5.11-3
deriving the stiffness matrix 5.11-4/pm
displacement functions 5.11-3/pm
generalized coordinates 5.11-6/m
Lagrange equations 5.11-2/m
material definition (orthotropic) 5.11-8/m
loading of 5.11-16
pressure 5.11-18/pm
thermal 5.11-16/pm
references 5.-l-31/r
stress recovery 5.11-25/pm
see also trapezoidal ring elements 5.11-9/p
see also triangular ring elements 5.11-1/p
Solid of revolution elements 4.1-1/p, 5.11.1/p
loads on 4.1-3/p
material axes for 4.2-3
Solution to matrix equation Ax=B 2.3-1/a
see decomposition of matrices 2.2-1/pa
residual vector 1.3-21 a
Solution methods for heat transfer 8.4-1/pm
linear steady-state analysis 8.4-1
nonlinear steady-state analysis 8.4-1/pm
analogy with inverse power method 8.4-5/m
convergency criteria 8.4-4/m, 8.4-6/m
error estimates 8.4-5/m
initial estimates (user prescribed) 8.4-2
iterative algorithm 8.4-2/pm
multipoint constraints 8.4-1/pm
single point constraints 8.4-2
termination of algorithm 8.4-6
transient analysis 8.4-7/pm
accuracy, measure of 8.4-11/m
changing time steps 8.4-12
criteria for algorithm selection 8.4-8
difference equation approximations 8.4-8/pm
equations of state 8.4-7/n
extra points (see section 9.3-2) 8.4-7
initial conditions 8.4-11/pm
linearized radiation effect 8.4-7
nonlinear terms for 8.4-7/m
stability criteria for 8.4-10/m
thermal loads 8.4-8/p
Sorting of bulk data 1.2-6
Sparce matrices 2.1-2/p
decomposition of 2.2-1
multiplication of 2.1-3
storage of 2.1-2
transposition of 2.1-5
Splines (see aerodynamic analysis) 17.3-1/p
Stability limits in transient analysis 11.3-7
Static analysis 3.1-1/p
basic description for solution 3.1-1
constraints 3.1-2/p, 3.2-2, 3.5-1
ill-conditioning eliminated by 3.1-3
symmetric (antisymmetric) response 3.2-2, 3.4-3
data recovery for 3.7-1
displacements 3.7-1
stresses 3.7-2
free bodies 3.5-7
general problem flow within NASTRAN for 3.2-1
for heat transfer analysis 8.4-1
idealized structural model for 3.1-4/f
inertia relief 3.6-6/p
input load data for 3.1-3
partitioning 3.5-4/m
see substructural analysis 4.3-1/p
Static condensation 3.5-5/p
see Guyan reduction 3.5-6
Static solution with nonstructural stiffness 12.1-3
Stereoscopic projection plots (UM 4) 13/1-4
see structural plotter 13.1-1/p
Stiffness matrix (see element of interest) 3.1-1
assembly of 3.4-6
see structural matrix assembler (EMA) 3.2-2
bending triangle plate element 5.8-16/pm
composite plates 5.8-21 . .
superposition of matrices 5.8-21
superposition of membrane and bending 5.8-23
conical shell element 5.9-6
decomposition of 3.2-2
doubly curved shell 5.10-15/pm
reduction 3.5-2
see Guyan reduction 3.5-6
singularity of 3.5-7
Storage of matrices 3.4-7
Strain energy - elements 3.7-3/p
Stress recovery (see element of interest) 3.7-2
see data recovery 3.5-2
Stress optimization (see fully stressed design)
4.4-1/p
Structural elements 3.1-2
applied loads on (see pressure loads) 3.1-3
constraint 3.1-2
general 3.1-2
mass distribution for 3.1-2
material 'properties 3.1-2
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metric 3.1-2
scalar 3.1-2
see structural element of interest 3.1-2
Structural matrix assembler (EMA) 3.4-6
see element strain energy distribution 3.7-3
see grid point force balance 3.7-3
Structural matrix generator (EMG) 3.4-6
Structural matrix reduction 3.5-2/p
see cyclic symmetry 4.5-1/p
see Guyan reduction 3.5-6/m
special provisions for free bodies 3.5-7/m
see substructure analysis 4.3-1
Structural material properties 4.2-1/p
for anisotropic materials (MAT2) 4.2-2
see flat surface elements 4.2-2
coordinate axes (see element of interest) 4.2-2/p
elements not needing 4.2-1
for isotropic materials (MAT1) 4.2-1
material axes, transformation of 4.2-3
NASTRAN material capabilities 4.2-5/t
for orthotropic materials (MAT3) 4.2-2
see solid of revolution elements 5.11-8
see surface of revolution elements 4.2-3
surface elements transverse shear matrix 4.2-3
thermal expansion coefficients 4.2-4
Structural modeling 3.4-8.f
figure 3.4-8/f
idealized structural model 3.1-3
Structural modules (PM 4) 1.3-2/p
Structural plotter (UM 4) 3.4-5
for deflections of structures 13.1-1
deformation scaling 13.1-5
for detecting geometric errors 13.1-1
examples with figures 13.1-5/pf
operations of plot generation modules 13.1-1
orthographic projection 13.1-1/p
orthographic transformation 13.1-2/pm
plotter coordinate system 13.1-2/f
perspective projection - geometry 13.1-3
projection plane coordinates 13.1-3
vantage point 13.1-3
projection to plane of plotter 13.1-4
stereoscopic projection 13.1-4
user requests for (UM 4) 13.1-1
for vibration and buckling modes 13.1-1
Subcase structure 3.4-4
see case control deck (UM 2.3) 1.2-5
Subsonic flow (see aerodynamic analysis) 17.1-1/p
Substructure analysis (UM 1.10) 3.1-3, 4.3-1/pr,
4.3-6/c
see component mode synthesis 14.1-6/r
in dynamic analysis 4.3-2/p
exceptions for usage 4.3-2
by partitioning 4.3-1/pm, 4.3-5/f, 14.1-5/pr
phases of solution 4.3-2/p
for differential stiffness 4.3-3
reduced load vector in 4.3-2/m
reduced stiffness matrix in 4.3-2/m
see structural matrix reduction 3.5-2
see vibration modes used for modeling 14.1-5/pr
Supersonic flow (see aerodynamic analysis) 17.1-1/p
Surface elements (see element of interest) 4.2-3
Surface heat transfer 8.3-1/pm
convective heat flux 8.3-2/pm
ambient temperature specification 8.3-3
degrees of freedom defined for 8.3-3
temperature distributions for 8.3-3
NASTRAN surface elements 8.3-1
prescribed heat flux 8.3-1/pm
input options 8.3-1
subarea calculations for 8.3-2
radiation heat exchange between surfaces 8.3-4/r
input data for 8.3-7
net heat flow due to 8.3-6
radiation power 8.3-5
radiation from a distant source 8.3-3/pm
in dynamic analysis 8.3-4
Surface of revolution elements 4.1-1/p
see axisymmetric elements 4.1-1
see concial shell element 5.9-1
material axes for 4.2-3
see doubly curved shell element 5.10-1
see toroidal shell element 5.10-33/f
Sweeping of previously extracted eigenvalues 10.3-4/pm
see determinant method 10.3-4/pm
see inverse power method - complex 10.4-29/pm
see inverse power method - real 10.4-11/pm
Symmetric matrices (see decomposition) 2.2-1/p
Symmetric shell motions (also antisymmetric) 4.1-2
Tape usage 1.2-4, 1.3-3
Temperature dependent properties 3.6-3
Temperature resultants 5.2-4
thermal loads 4.1-3
Tetrahedron element 5.12-2/p, 5.12-7/f
coordinate system 5.12-2
displacement functions 5.12-2/m
generalized, transformation to 5.12-3
limitations of 5.12-1
mass distribution 5.12-5
material properties for 5.12-4/m
modeling with 5.12-1
stiffness matrix 5.12-5/m
strain-displacement components 5.12-3/m — -
strain energy 5.12-4/m
stress recovery 5.12-6/m
octahedral 5.12-6
stress-strain matrix 5.12-4
subtetrahedra for other solid elements 5.12-5
thermal loads on 5.12-5/m
thermal strain vector 5.12-4
Thermal loads (see element of interest) 4.1-3
Toroidal shell element 5.10-33/f
Tracking methods for eigenvalue extraction 10.1-1/p
see determinant method 10.3-1/pa
see inverse power method with shifts 10.4-1/par
Transfer functions (see control systems) 14.2-1/pr
frequency domain 9.3-3/p
higher order of polynomial factoring Of 9.3-5/m
Transformation method (see eigenvalue extraction) 10.1-1
Transient analysis 11.0-1/p
displacement coordinates for 11.0-1
see dynamic analysis 9.1-1
flow diagram for transient analysis 11.1-5/c
for heat transfer analysis 8.1-4/c, 8.4-7
see integration of coupled equations 11.3-1/pr
see integration of uncoupled equations 11.4-1/p
results output 11.0-1
Transient loads 11.1-1/p
component load sets defined 11.1-1/m
applied to physical points 11.1-2
functionally defined load sets 11.1-2
tabular defined load sets 11.1-1
input data (user prescribed) 11.1-1
nonlinear elements - displacement dependent 11.2-1/pm
arbitrary function generator 11.2-1
displacement set restriction 11.2-1
example - Coulomb damper 11.2-2/pm
example - plastic deformation element 11.2-4/pf
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Transient loads Wedge and hexahedron elements
multiplier 11.2-2
negative power function 11.2-2
positive power function 11.2-2
restrictions on displacement sets used 11.2-1
reduction to final.form 11.1-2
direct approach 11.1-2
modal approach 11.1-3
transformation calculations for 11.1-2/pm
due to traveling waves 11.1-1
Transposition of matrices 2.1-5/a
Transverse shear in concial shell 5.9-1/p
Transverse shear in plates 5.8-1/p
Transverse sheat matrix 4.2-3
Trapezoidal panel 5.3-7/f
see shear and twist panels 5.3-1
Trapezoidal ring elements (solid) 5.11-14/p
harmonic mass matrix 5.11-15 '
consistent mass 5.11-15/m
lumped mass 15.11-12/pm
harmonic stiffness matrix 5.11-15
load vectors 5.11-16/pm
pressure (TRAPRG) 5.11-24/m
thermal (TRAPAX) 5.11-17/pm
thermal (TRAPRG) 5.11-24/m
see also solid of revolution elements 5.11-1/p
stress recovery 5.11-25
transformation matrix (displacements) 5.11-9/pm
generalized harmonic displacements 5.11-14/pm
Triangle composite plate (see composite plate) 5.8-12
see differential stiffness 7.3-12
Triangular decomposition 2.1-1/pm
in eigenvalue extraction 10.1-1/pm
see determinant method 10.3-1/pm
see inverse power method with shifts 10.4-2
see inverse power method - complex 10.4-26
see integration of coupled equations 11.3-7
Triangular plates (see plate elements) 5.8-1
Triangular ring elements (solid) 5.11-9/p
harmonic mass matrix 5.11-12/p
consistent mass 5.11-13/pm
lumped mass 5.11-12/pm
harmonic stiffness matrix 5.11-12
load vectors 5.11-16/pm
pressure (TRIARG) 5.11-18/pm
thermal (TRIAAX) 5.11-16/pra
thermal (TRIARG) 5.11-22/pm
stress recovery 5.11-25
transformation matrix (strains) 5.11-11/m
Tridiagonal method (eigenvalue extraction) 10.2-1/pmr
eigenvalue computations 10.2-10/pm
Gram-Schmidt orthogonalization 10.2-12/par
for multiple eigenvalues 10.2-12
partial pivoting 10.2-11
extraction by modified Q-R algorithm 10.2-5/pmr
rotation matrices for 10.2-6/p
uncoupling of partitions 10.2-10
origin shifting for 10.2-9/r
references for 10.2-15
restrictions of usage within NASTRAN 10.1-1
simplified flow diagram for 10.2-14/c
storage allocation requirements for 10.2-3
tridiagonalization by Givens method 10.2-1/pm
steps for Wilkinson modification to 10.2-3/par
Tube element (see rod element) 5.2-5
Twist panel (see shear panel) 5.3-1
Uncoupled plate stresses (membrane/bending) 5.8-1
superposition of stiffnesses 5.8-23
Uniform damping 11.3-2
Unsymmetric matrices 2.2-6/p
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Upper Hessenberg eigenvalue method 10.5-1
procedures used 10.5-1
canonical form 10.5-1/pm
convergence criteria 10.5-3/m
deflation 10.5-4/m
eigenvectors 10.5-4
OR-iteration 10.5-2/m
shifting 10.5-3/m
Upper Hessenberg form 10.5-2/m
references for 10.5-5
User defined modules (see control by user) 1.3-3
USET partitioning 2.1-7
Utility modules (UM 5.3) (see DMAP) 1.3-3
see matrix topology plotter (SEEMAT) 13.3-1
Variable gradient heat conduction elements 8.2-8
conduction matrices for 8.2-8
isoparametric solid 8.2-8/m
heat capacity-matrix 8.2-9/m
Vector sets 3.3-1
for dynamics 9.3-2
Vibration modes used for structural modeling 14.1-1/p
using analytical or test results 14.1-1
applicable to any rigid format 14.1-2
multipoint constraints for 14.1-1/p
free connection points 14.1-1/pm, 14.1-7/f
free and restrained connection points 14.1-3/mr,
14.1-7/f
restriction on usage 14.1-1
scalar structural elements for 14.1-1/p
modeling with 14.1-2, 14.1-5, 14.1-7/pf
substructure partitioning (modeling) 14.1-5/pr
14.1-8/f
truncation of modes for 14.1-6/r
Volume heat conduction elements 8.2-1/pm
bending characteristics excluded 8.2-1
see constant gradient conduction elements 8.2-3
heat capacity matrix 8.2-3/m
heat conduction matrix 8.2-3/m
heat flux in 8.2-2/m
material properties specification 8.2-1
NASTRAN elements 8.2-1/t
single and multipoint constraints for 8.2-1
thermal potential function 8.2-2/m
thermal gradient vector 8.2-2/m
see variable gradient conduction elements 8.2-8
Wedge and hexahedron elements 5.12-5/p, 5.12-7/f
see tetrahedron element 5.12-2/pm
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PROGRAM ORGANIZATION
1.1 OVERVIEW OF THE PROGRAM
NASTRAN is a finite element computer program for structural analysis that is intended for
general use. As such it must answer to a wide spectrum of requirements. The program must be
efficient, versatile and convenient to use. It must be standardized to permit interchange of
input and output between different users. It must be structured to permit future modification and
extension to new problem areas and to new computer configurations without major redevelopment.
The intended range of applications of the program extends to almost every kind of structure
and to almost every type of construction. Structural elements are provided for the specific
representation of the more common types of construction including rods, beams, shear panels,
plates, and shells of revolution. More general types of construction are treated by combinations
of these elements and by the use of "general" elements. Control systems, aerodynamic transfer
functions, and other nonstructural features can be incorporated into the structural problem.
The range of analysis types in the program includes: static response to concentrated and
distributed loads, to thermal expansion and to enforced deformation; dynamic response to transient
loads, to steady-state sinusoidal loads and to random excitation; determination of real and com-
plex eigenvalues for use in vibration analysis, dynamic stability analysis, and elastic stability
analysis. The program includes a limited capability for the solution of nonlinear problems,
including piecewise linear analysis of nonlinear static response and transient analysis of non-
linear dynamic response.
NASTRAN has been specifically designed to treat large problems with many degrees of freedom.
The only limitations on problem size are those imposed by practical considerations of running
time and by the ultimate capacity of auxiliary storage devices. The program is decidedly not a
core program. Computational procedures have been selected to provide the maximum obtainable
efficiency for large problems.
Research was conducted during the design of the program in order to ensure that the best
available methods were used. The areas of computer program design that are most sensitive to
state-of-the-art considerations are program organization and numerical analysis. The organiza-
tional demands on the program design are severe in view of the multiplicity of problem types and
user conveniences, the multiplicity of operating computer configurations, the requirement for
large problem capability, the requirement for future modification, and the requirement for
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responsiveness to improvements in programming systems and computer hardware. The organizational
problems have been solved by applying techniques that are standard in the design of computer
operating systems but have not, as yet, been extensively used in the design of scientific applica-
tions programs. The main instrument of program organization in the program is an executive system
that schedules the operating sequence of functional modules and that plans and allocates the
storage of files. An important aspect of the executive routine concept used in NASTRAN is that
it greatly reduces the cost of program coding and checkout by eliminating most module interface
problems and by reducing the remainder to a form that permits systematic treatment.
Most difficulties in numerical analysis arise in connection with three basic implicit opera-
tions: matrix decomposition (or inversion), eigenvalue extraction, and integration of differential
equations. The major difficulties that occur in the application of these operations to large
problems are excessive computing time, error accumulation and instability. Many methods that work
well with small or moderate sized problems are not acceptable for large problems.
The method employed for matrix decomposition is especially important due to its extensive
use as a base for the other two implicit operations. The method that is employed in the program
takes maximum advantage of matrix sparsity and bandedness. The latter aspect is particularly
important due to the enormous gain in efficiency that accrues when banding techniques are properly
employed by the user in setting up problems for the displacement method.
In general the solution time for a large structural analysis of any type can be greatly
reduced by taking full advantage of the sparsity and bandwidth of the matrices that describe the
structural problem. Other means, in addition to the matrix decomposition routine mentioned
above, have been used to improve efficiency for large problems. These include storing sparse
matrices in packed form, the avoidance of operations that reduce sparsity or destroy bandwidth,
well designed Input/Output strategies, the use of advanced techniques for eigenvalue extraction,
and specially tailored numerical integration algorithms.
The needs of the structural analyst have been considered in all aspects of the design of the
program. The first thing to be remembered is that, in view of the wide range of possible appli-
cations of the program, we do not know exactly what these needs may be. For this reason a high
degree of flexibility and generality has been incorporated into certain areas of the program.
For example, in addition to the usual list of structural elements that refer to specific types
of construction, the user is provided with more general elements that may be used to construct
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any type of special element, to represent part of a structure by deflection influence coefficients,
or to represent part of a structure by its vibration modes. For the more conventional types of
structural analysis, the user is presented with a large number of convenience features, including
plotting routines, which are definite necessities for large problems.
A major difficulty that the user faces in the solution of large problems is the avoidance of
errors in the preparation of input data. Card formats and card ordering are made as simple and
flexible as possible in NASTRAN in order to avoid errors caused by trivial violations of format
rules. A number of aids for the detection of legal but incorrect data are also provided.
The problems that can be solved by NASTRAN include the following general classes:
1. Static Structural Problems
2. Elastic Stability Problems
3. Dynamic Structural Problems
4. General Matrix Problems
5. Heat Transfer Problems
6. Aeroelasticity Problems
Each general problem class is further subdivided into case types which differ with regard to
the type of information desired, the environmental factors considered, or the method of analysis.
The mathematical computations required to solve problems are performed by subprogram units called
functional modules. Each case type requires a distinct sequence of functional module calls that
are scheduled by the Executive System.
For structural problem types the sequence of module calls and hence the general method of
solution is established internally for each case type according to a rigid format stored in the
Executive System. Execution of a structural problem proceeds in one run to final solution, or,
at the option of the user, to a desired intermediate point.
A more flexible procedure is provided for the solution of general matrix problems. All of
the matrix operations (such as addition, multiplication, triangular decomposition, and eigenvalue
extraction) used in the program can be directly addressed by the user according to a system of
macro instructions called DMAP(for Direct Matrix Abstraction Program). The user constructs a
chain of DMAP ins-tructions in order to effect the solution of general matrix problems.
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1.2 THE NASTRAN EXECUTIVE SYSTEM
1.2.1 Introduction
The overall effectiveness of a general purpose program depends in large measure on how well
the available programming techniques have been employed in the design of its organizational and
r
control features. It may, therefore, be useful to precede the usual treatment of the engineering
and mathematical aspects of the program with a discussion of a relatively unfamiliar feature of
general purpose programs, namely the Executive System.
NASTRAN has been designed according to two classes of criteria. The first class relates to
functional requirements for the solution of an extremely wide range of large and complex problems
in structural analysis with high accuracy and computational efficiency, which are met by develop-
ing advanced mathematical models of the physical phenomena and incorporating their computation
algorithms into the program. The second class of criteria relates to the operational and organiza-
tional aspects of the program. These aspects are somewhat divorced from structural analysis itself;
yet they are of equal importance in determining the usefulness and quality of the program. Chief
among these criteria are:
1. Simplicity of problem input deck preparation.
2. Minimization of chances for human error in problem' preparation.
3. Minimization of need for manual intervention during program execution.
4. Capability for step by step problem solution, without penalty of repeated problem set up.
5. Capability for problem restart following unplanned interruptions or problem preparation
error.
6. Minimization of system overhead, in the three vital areas:
a. Diversion of core storage from functional use in problem solution.
b. Diversion of auxiliary storage units from functional to system usage.
c. System housekeeping time for performing executive functions that do not directly
further problem solution.
7. Ease of program modification and extension to new functional capability.
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8. Ease of program extension to new computer configurations and operating systems, and
generality in ability to operate efficiently under a wide set of configuration
capabilities.
The second class of eight objectives is achieved in NASTRAN through modular separation of
functional capabilities, organized under an efficient, problem-independent executive system. This
approach is absolutely essential for any complex multioperation, multifile application program
such as NASTRAN. To see this, one must examine the implications of modularity in program
organization.
Any application computer program provides a selection of computational sequences that are
controlled by the user through externally provided options and parameter values. Since no user
will wish to observe the result of each calculation, these options also provide for the selection
of the data to be output. In addition to externally set options, internal decision switches whose
settings depend upon tests performed during the calculations will control the computation
sequences. There is, therefore, a natural separation of computations into functional blocks.
The principal blocks .are called functional modules4 modules themselves, of course, may and usually
must be further organized on a submodular basis.
Despite this separation, however, it is clear that modules cannot be completely independent,
since they are all directed toward solution of the same general problem. In particular, they must
intercommunicate data between themselves. The principal problem in organizing any application
program, large or small, is designing the data interfaces between modules.
For small programs, the standard techniques are to communicate data via subroutine calling
sequences and common data regions in core storage. For programs that handle larger amounts of
data, auxiliary storage is used; however, strict specifications of the devices used and of the
data record formats are usually imposed. The penalty paid is that of "side effects". A change
in a minor subroutine initiates a modification of the data interfaces that propagates through the
entire program. When the program is small, these effects may not be serious. For a complex pro-
gram like NASTRAN, however, they may be disastrous.
This problem has been solved in NASTRAN by a separation of system functions, performed by an
executive routine, from problem solution functions, accomplished by modules separated strictly
along functional lines. Each module is independent from all other modules in the sense that
modification of a module, or addition of a new module, will not, in general, require modification
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of other modules. Even so, programming constraints on module development are minor. The essential
restrictions are:
1. Modules may interface with other modules only through auxiliary storage files that con-
tain data blocks.
2. Since the availability of the auxiliary files required for the execution of a module
depends on the execution of other modules, no module can specify or allocate files for
its input or output data. All auxiliary storage allocation is reserved as an executive
function.
3. Modules operate as independent subprograms, and may not call, or be called by, other
modules. They may be entered only from the executive routine.
4. Modules may interface with the executive routine through a parameter table that is main-
tained by the executive routine. User specified options and parameters are communicated
to modules in this way. The major line of communication is one-way, from user to execu-
tive routine to module. However, in addition, an appreciable two-way communication from
module back to executive routine (and, therefore, to other modules) is permitted via the
parameter table.
No other constraints, except those imposed by the resident compilers and operating systems,
are required for functional modules.
The essential functions of the executive system are:
1. To establish and control the sequence of module executions according to options specified
•J '.'
by the user.
2. To establish and communicate values of parameters for each module.
3. To allocate files for all data blocks generated during program execution and perform
input/output to auxiliary files for each module.
4. To maintain a full restart capability for restoring a program execution after either a
scheduled or unscheduled interruption.
Each of these functions is essentially independent of any particular feature of structural
analysis and applies to the operational control of any complex multimodule, multifile application
program. The executive system is open-ended in the sense that it can accommodate an essentially
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unlimited number of functional modules, files, and parameters. Modification of the executive
system necessary for modification or extension of functional modules is restricted to changes in
entries in control tables stored within the executive routine.
A description of the way in which these objectives and functional capabilities are "accom-
plished by the NASTRAN Executive System is included in the following sections.
1.2.2 Executive Operations During the Preface
Program execution is divided into a preface and the program body proper. During the preface
the NASTRAN Executive System analyzes and processes the data which define user options regarding
the structural problem to be solved and organizes the overall problem solution sequence. The
sequence of operations during the preface is presented in Figure 1 and is described in detail in
succeeding subsections. During the program body proper, the NASTRAN Executive System controls the
step-by-step problem solution sequence.
1.2.2.1 Generation of the Initial File Allocation Tables
Two file allocation tables are maintained by the NASTRAN Executive System. One table defines
the files to which data blocks generated during solution of the problem will be allocated. The
second table includes files to which permanent executive data blocks, such as the New Problem
Tape, the Old Problem Tape, the Plot Tape, and the User's Master File are assigned.
The New Problem Tape will contain those data blocks generated during the solution that are
necessary for restarting the problem at any point. The Old Problem Tape contains the data blocks
saved from some previous execution that may serve to bypass steps in the solution of the new
problem. The Plot Tape includes output data and plotting instructions in a form that will be
accepted by an automatic plotter selected by the user. The User's Master File is a permanent
collection of useful information, such as material properties, that may be used to generate input
data.
The generation of the file allocation tables is an operation that depends on the particular
computer model being used since direct interface with the operating system of the computer must be
made. The routine which accomplishes this function interrogates file tables that are located in
the nucleus of the computer's own resident operating system. Files which are available for use
by the NASTRAN program are reserved and the unit numbers are stored in the NASTRAN file allocation
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tables. An indication of which units are physical tapes is noted. If the number of files avail-
i
able is insufficient, an error message is generated and the run is aborted.
1.2.2.2 Analysis of the Executive Control Deck
The first purpose of executive control is to provide a level of regulation for the many
options within NASTRAN. At this level the executive distinguishes-between the. broad approaches to
problem solution, e.g., between a matrix abstraction approach by the analyst or a.rigid format
approach according to problem class. Also at this-level, the executive distinguishes, between
several operational modes, e.g., a first attempt, a continuation, or a modification. Certain
other functions of a general nature are convenient to include with the executive control such as
problem identification, selection of a level of diagnostics, and the estimation of solution time".
The executive control deck includes cards which describe the nature and type of the solution
to be performed. These include an identification of the problem, an estimated time for solution
of the problem, a selection of an approach to the solution of 'the problem, a restart deck from a
previous run if the solution is to be restarted, an indication of any special diagnostic printout
to be made, and a specification of whether execution of the problem is to be completed in a single
run, or whether execution will be stopped (check-pointed) at some intermediate step.
Each of the cards comprising the executive control deck is read and.analyzed.. Depending on
the card, information is either stored in various executive tables maintained in core storage or
written in a Control Table on the New Problem Tape for further processing during a later phase of
the preface.
. . • • • '. •' Oa s» ' - ' .
1.2.2.3 Processing of the Case Control Deck r •* ;—*?-•-•-.. '-• -.-•---
When the rigid format solution route is selected, further details of control are provided by
the 'Case Control1 portion of the executive. In effect, the analyst can manipulate his problem
by means of entries he inserts in the Case Control. He can make choices amongst the'set's'of data
representing different physical situations which are allowed to be assembled'in the'Bulk Data
portion of the problem input. Here also the analyst can regulate his output. Fundamental to the
method of control in this section is the notion of sets. Boundary conditions, loading cases, and
output selections are controlled by set selection.
The case control deck includes cards that indicate the following options: selection of
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specific sets of data from the bulk data deck (i.e., from the data deck that describes the details
of a problem), selection of printed or punched output, definition of subcases, and the definition
of plots to be made.
The case control deck is read and processed. Information defining data set selection, output
format selection and subcase definition is written in the Case Control data block. Information
defining plot requests is written in the Plot Control data block. n,.-
If the problem is a restart, a comparison with the Case Control data block from the previous
run (stored on the Old Problem Tape) is made. Differences are noted in an executive restart
table.
1.2.2.4 Sorting of the Bulk Data
In NASTRAN the input to the mathematical operations performed in functional modules is pro-
vided in the form of previously organized data blocks. The data blocks derive from two sources:
those that derive from the bulk input data and those that are generated as output from previous
functional modules. Those that derive from the bulk data are organized into data blocks by the
IFP routine, but prior to the execution of IFP, XS0RT sorts the bulk data. Operation of the XS0RT
routine is influenced by the type of run. If the run is a cold start (that is, an initial sub-
mittal for a given job) the bulk data is read from the system input unit or the User's Master File,
is sorted, and is written on magnetic files in preparation for problem execution. If the analyst
wants to provide for a future restart, the SORT routine prepares a file on the New Problem Tape
which contains the sorted bulk data. If the run is a restart, the bulk data is copied from the
Old Problem Tape with the addition of any changes from the system input unit.
An echo of the unsorted bulk data is given if requested. Similarly, the sorted bulk data is
echoed on request.
Since the collating sequence of alphanumeric characters varies from computer to computer, the
sort routine converts all characters to an internal code prior to sorting. Following the sort,
the characters are reconverted. In this way, the collating sequence is made computer independent.
The algorithm used by the sort routine is biased toward the case where the data is in sort or
nearly in sort. Consequently, bulk data decks which are nearly in sort will be processed effi-
ciently by the routine.
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The sorted bulk data is read from the New Problem Tape by the Input File Processor. Each of
the cards is checked for correctness of format. If any data errors are detected, a message is
written and a switch is set to terminate the run at the conclusion of the preface.
Processing of the bulk data cards depends on the type of information on the card. Each set
of data cards of the same type is written as one logical record in the data block to which the
card has been assigned. ... . >
1.2.2.5 General Problem Initialization . - , , • ' . ' •
The general problem initialization :is the heart of the preface. Its principal function is to
generate the Operation Sequence Control Array (0SCAR) which defines the sequence of operations for
an entire problem solution. The 0SCAR consists of a sequence of entries, with each entry contain-
ing all of the information required to execute one step of the problem solution. The 0SCAR is
generated from information supplied by the user in the executive control deck.
If the problem is a restart, the restart dictionary (contained in the Control Table) and the
executive restart table are analyzed to determine which data blocks are needed to restart the
solution and which operations need to be executed to complete the solution.
To aid in efficient assignment of data blocks to files, two ordinals are computed and includ-
ed with each data block in each entry of the 0SCAR. These ordinals are the 0SCAR sequence number
indicating when the data block is next used and the 0SCAR sequence number indicating when the data
block will be used for the last time.
When generation of the 0SCAR is complete, it is written on the P00L (an executive data
block). If the problem is a restart, data blocks needed for the current solution are copied from
the Old Problem Tape to the P00L, augmented by entries to provide for new current requirements.
1.2.3 Executive Operations During Problem Solution '
1.2.3.1 Sequence Monitor
When the preface has been completed, solution of .the problem is. initiated/ The solution is
controlled by the sequence monitor. • . •
The sequence monitor reads an entry from the 0SCAR which defines one step in the problem
solution in terms of the operation to be performed, data blocks required for input, data blocks to
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be output, scratch (i.e., temporary) files required, and parameters. A status table is generated
which relates the names of data blocks required for operation to the position in the file alloca-
tion table where information about the data block is contained. When the status table is complete
and the parameters required for the operation have been retrieved from the parameter storage
table, the appropriate functional module is called to execute the operation.
!
1.2.3.2 Segment File Allocation
The segment file allocator is the administrative manager of data blocks for NASTRAN. All
large modern computers have sufficient auxiliary storage to accommodate the needs of NASTRAN. The
number of separate files into which the storage can be divided is, however, severely limited on
most computers. In general, the number of data blocks required for solution of a problem far ex-
ceeds the number of files available, so that the assignment of data blocks to files is a critical
operation for efficient execution of NASTRAN.
The segment file allocator is called whenever a data block is required for execution of an
operation but is not currently assigned to a file. When the segment ffile allocator is called, it
i
attempts to allocate files for as much of the problem solution as possible. This depends on the
type of problem, the number of files available, and the range of use of the data blocks.
The segment file allocator reads entries from the 0SCAR from the point of current operation
to the end of the problem solution. A table is assembled in which information about data blocks,i
including their next use and their last use, is stored. Data blocks which are currently assigned
to files but are no longer required for problem solution are deleted, 'in certain cases, when the
range of use of a data block is large, it may not be possible to allocate a file to the data block
throughout its entire range of use. In this case, pooling of the data, block into a single file
with other data blocks is required so that the file to which the data block was assigned may be
freed for another allocation. In general, those data blocks whose next use is furthest from the
i
current point are pooled.
When the segment file allocator has completed its task, a new file allocation table has been
generated. This table is used until the solution again reaches a point where a data block is
required to execute an operation but is not assigned to a file.
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1.2.3.3 Input/Output Operations
All input/output operations in NASTRAN (except reading data from the system input file or
writing data on the system output file) are controlled by a collection of executive routines
called G1N0 (General Input Output) which act as a buffer between the NASTRAN functional modules
and the operating system of the comp'uter. This design feature eliminates computer dependent code
from the functional module programs which are, consequently, written exclusively in FORTRAN. The
use of computer dependent code for the selection of the operating system routines to accomplish
the actual input/output functions is isolated to a single routine within GIN0.
1.2.3.4 Other Executive Operations
Additional operations in support of a problem solution which are performed by the NASTRAN
Executive System include checkpoint, purge, equivalence and save.
The checkpoint routine copies data blocks required for problem restart onto the New Problem
Tape and makes appropriate entries in the restart dictionary.
The purge and equivalence routines change the status of data block entries in the file allo-
cation table. They are called whenever the nature of a given problem requires less than the full
generality provided within NASTRAN, thereby permitting some computational steps to be bypassed.
The save routine stores the values of parameters in the parameter storage table where they
are retrieved for subsequent use by the sequence monitor.
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Generate Initial File Tables
Read and Analyze
Executive Control Deck
Process Case Control Deck
Sort Bulk Data
Process Bulk Data
Perform General Problem
Initialization
Figure 1. Flow of operations during the preface.
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1.3 USER CONTROL OF PROBLEM EXECUTION
All general purpose programs have formal procedures by which the user controls the calcula-
tions that are performed. In NASTRAN several modes of operation and a large number of options
within each mode are provided to the user. A short discussion of these matters is presented here
for completeness. More extensive treatment will be found in the User's Manual.
During the solution of a problem, the NASTRAN executive system calls a sequence of func-
tional modules that perform the actual calculations, as explained in the preceding section. Two
general types of solution are provided: solution by Rigid Format according to a sequence of module
calls built into the program; and solution according to a sequence of module calls generated by
the user. The latter capability is provided in order to make the program's matrix routines
available for general use and also to provide the sophisticated user with the means for solving
structural problems with features not accounted for in any of the built-in module sequences. It
is intended, however, that the great majority of structural problems will be solved via the rigid
formats.
There are, at present, a total of twelve rigid formats in NASTRAN with provision for adding
an unlimited number in the future. Each corresponds to a particular type of solution or to a
particular method of analysis, such as: Static Analysis, Buckling Analysis, Direct Transient
Response, Modal Transient Response, etc. The five Rigid Formats associated with static analysis
are described in Section 3.2. The seven Rigid Formats associated with dynamic analysis are des-
cribed in Section 9.1.
Each rigid format consists of two parts. The first is a sequence of instructions (including
' "V .''.Ji
instructions for Executive operations as well as for Functional Module operations) that is stored
in tables maintained by the Executive System. The second part is a set of restart tables that
automatically modify the sequence of instructions to account for any changes in the input data
when a restart is made after partial or complete execution of a problem. The restart tables can
accommodate a change of rigid format such as occurs, for example, when vibration modes are re-
quested for a structure that was previously analyzed statically. The restart tables are, as can
be imagined, quite extensive and their generation constitutes a significant part of the effort
expended in developing a rigid format. They are, however, one of the more important cost-saving
features of NASTRAN.
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Many options are available with each rigid format. One such option removes the possibility
of branching back to previously executed functional modules, and it should, of course, be exer-
cised only when it is known i.n advance that looping will.not occur. This option permits the
Executive System to discard files that would otherwise be saved. Other options define the sub-
cases to be executed and the desired output formats, see Section 1.2.2.3.
It is also possible, for the user, to modify a'rigid format via .the ALTER feature described in
Section 2 of the User's Manual. Typical uses of the ALTER feature are to schedule an exit at an
intermediate point in a solution for the purpose of checking intermediate output, to schedule the
printing of a table or a matrix for diagnostic purposes, and to add or delete a functional module
from the sequence of operating instructions.
For more extensive modifications the user can write his own sequence of executive instruc-
tions.- The system by which this is done is called DMAP (for Direct Matrix Abstraction Program).
DMAP is a user-oriented programming language of macro instructions which, like FORTRAN, has many
rules which must be followed to be interpretable by NASTRAN. DMAP is also used in the construc-
tion of rigid formats, which differ from user-generated sequences mainly in that restart tables
are provided.
The rules for generating a DMAP sequence are explained in Section 5 of the User's Manual.
The DMAP sequence itself consists of a series of statements consisting of Executive Operation
instructions and Functional Module calls. Each statement contains -the name of the instruction
(or Functional Module), the names of the input data blocks, the names of the output data blocks,
and the names and values of parameters. Typical examples of parameter usage are to indicate
whether an operation is to be performed with single or double precision arithmetic, which mathe-
matical method will be used (when there are options), or the desired format of the output.
The names of some of the executive operations are BEGIN; CHKPNT (used when it is desired to
copy data blocks onto the Problem Tape in case an unscheduled restart is necessary); FILE (used
to.save an intermediate data block); REPT (used to provide looping capability); PURGE (used to
prevent storage of data blocks); and END.
The functional modules belong to one of the following categories: structural modules; matrix
operations; utility modules; and user modules. The Structural Modules are the main subprograms
of NASTRAN. Some examples of structural modules, taken from dynamic analysis, are: READ (Real
1.3-2
USER CONTROL OF PROBLEM EXECUTION
eigenvalue analysis); GKAM (Modal dynamic matrix assembler); TDR (Transient Dynamic Response); and
DDR (Dynamic Data Recovery). The Matrix/Operations (add, multiply, transpose, etc.) that are
available to the user of NASTRAN are described in Section 2. The Utility Modules are mainly
concerned with the formats of output data. The User Modules are dummy modules that provide the
user with the ability to write new functional capability that will automatically be recognized by
the executive system.
The usual methods of output for NASTRAN are the operating system print or punch files and the
NASTRAN plot tapes. Procedures for normal output selection are described in Section 2.3 of the
User's Manual. The printing of tables or matrices generated by NASTRAN is controlled by a group
of Utility Modules described in Section 5.3.2 of the User's Manual. In many cases, it is desir-
able to save matrices and tables for use in restart operations. When using rigid formats, it is
possible to save preselected tables and matrices by using the Checkpoint option described in
Section 2.2 of the User's Manual. Checkpointed files are written on the New Problem Tape. It is
also possible for the user to save selected matrices on tape by inserting one of the User Modules
described in Section 5.3.3 of the User's Manual into the DMAP sequence by means of the ALTER
option.
The usual method of input for NASTRAN is the operating system card reader. When performing
restarts, the New Problem Tape from a previous run is redesignated as the Old Problem Tape and
used as an additional source of input. Tapes that have been prepared with User Modules on pre-
vious runs can also be used as additional input sources by inserting one of the input User
Modules into the DMAP sequence by means of the ALTER option.
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2 . 1 ELEMENTARY OPERATIONS . • • . . . . . . , . . , < , - . . . -
2.1.1 Introduction
^
The operations to be considered.(matrix add, multiply, transpose, partition and merge) are,
sufficiently e.lementary that the formal ^ mathematical procedures--which accomplish, them .may safely
be assumed to be well-known to all readers of the Theoretical Manual-. What is not likely., to..be
known is the corresponding sequence of physical data manipulations ,that- are performed by the com-
puter. Such matters are not usually considered to be required reading for users or for others
with an interest in "the theory"; they are, accordingly, buried in the programmers' manual as ref-
erence material for maintenance and modification of the program. This practice is not followed
here because the success or failure of NASTRAN depends, to a far greater extent than for smaller
programs, on the efficiency of the subroutines that perform the basic matrix operations. All
matrix operations in NASTRAN are performed by specially designed subroutines.
Questions regarding accuracy, which is an equally important aspect of numerical calculation,
fal.l into two .categories: those,that relate to analytical approximations, such <as .occur in .-
iterative solutions, and those that relate-to simple round-off error..accumulation.. .Elementary -
matrix operations do not involve analytical approximations. Nor. do the,, triangular decomposition-, -
of matrices and the solution of simultaneous linear .equations,.described in Sections-2.2.and 2.3.
The errors that occur in eigenvalue extraction and in. ntimerical ;integration due to analytical;
 ?: •
approximation are.discussed in.the sections dealing with those .topics,. . . - , ,,=
 ;.;. , : ; -..
Trigonometric and other'elementary irrational functions are1 evaluated'1 by1 library subroutines
provided by the manufacturer of the computer, who guarantees them to be accurate.- ' '• " • '•
The effects of round-off error accumulation in structural analysis'-are treated in Section
15.1, where reasons are presented for adopting double precision arithmetic (54 or more bits) in
critical calculations. No other measures are employed in NASTRAN for combating round-off error
accumulation. The usual measures of this sort (e.g.", rounding rather than truncating arithmetic
results,'or accumulating sums by starting with the smallest numbers) are only mildly effective and
have the disadvantages that they require machine language coding, or that they substantially
increase running time,'or both.' •• ' ' • . . : . • . ; •• • .
From the viewpoint of data processing, the computer has two main parts: a central processor
that contains an arithmetic unit and a randomly accessible memory device (core storage) with very
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short access time; and a collection of peripheral storage devices (tapes, disks and/or drums) with
high capacity but relatively long access times. In general the data contained on the peripheral
storage devices can be accessed effectively by the central processor only in relatively large
blocks, due to the time required to locate the first word in any record. Thus, from the viewpoint
of matrix algebra, data should be sequentially read from and written on peripheral storage devices
as one or two-dimensional arrays. An important convention employed in NASTRAN is that all matrices
are stored on peripheral devices by columns. This fact is -important to the discussion of the mat-
rix multiply and transposition subroutines described below.
It is assumed, in the design of NASTRAN, that a typical matrix is so large that it cannot all
be held in (high-speed) core storage at any one time, even if it is a sparse matrix that is ex-
pressed in packed form (i.e., by means of its nonzero elements and their row-column indices). In
such situations, the computing time tends to be dominated by the relatively slow rate of data
transfer from peripheral storage to core storage, and optimum computing strategies are designed to
minimize the number of data transfers.
The time to transfer a sparse matrix from peripheral storage to the central processor will be
decreased if only the nonzero terms are stored. The matrices in NASTRAN are packed in nonzero
strings in the following manner. The record for each column begins with a three-word header.
This is followed by an integer (fixed-point number) describing the position (row index) of the
first nonzero term and by a second integer describing the number of consecutive nonzero terms in
the string. The integers are followed in consecutive locations by the floating point numbers
describing the values of the nonzero terms in the string. The remaining nonzero strings follow
in order until the end of the column is reached. The data record describing a typical column
will appear as follows:
I, I, I, 2, 2, (X,X), 8, 3, (X,X,X), 17, 1, (X), 27, 1, (X), E. .
The three I's are the header for the column. The X's are the numerical values of terms, and E
indicates the end of the record. The nonzero terms in the column are the 2nd, 3rd, 8th, 9th, 10th,
17th, and 27th. Once the record is transferred to core storage, it may, if required, be fully
expanded by addition of the zero terms.
In the case of triangular factors, the integers describing the row position and the number of
consecutive nonzero terms, are placed at the end, as well as the beginning of each nonzero string.
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This manner of storing sparse matrices allows the matrix to be read backward in the same manner as
it is read forward, and thereby allows for improved efficiency in the backward substitution part
of equation solution operations.
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2.1.2 Matrix Multiplication
The multiplication of large matrices can be a time consuming operation. If the matrices are
full, then the time to multiply two matrices of order nxm and mxr is proportional to nmr. If the
matrices are sparse, but no attempt is made to take advantage of the sparsity, the running time
will be the same as if the matrices were full.
Most of the matrices used in structural analysis are initially very sparse. They may, how-
ever, become relatively dense as the result of transformations. Consequently, the NASTRAN pro-
gram requires a matrix multiplication routine that works well for sparse matrices as well as for
full matrices.
The matrix multiplication routine in NASTRAN provides two alternative methods of matrix mul-
tiplication. Both of the methods take advantage of sparsity in different ways. The second method
might be described as a truly sparse matrix method in that only the nonzero terms in either the
left-hand or the right-hand matrices are processed. The method which results in the minimum exe-
cution time is automatically selected by the routine.
For the discussion which follows, the general multiply-add form, [D] = [A][B]+[C], is assumed.
In Method One, core storage is allocated to hold as many columns of [B] and [D] in unpacked
form as possible (columns of [C] being read initially into the storage space for [D]). The [A]
matrix is read interpret! vely one nonzero element at a time. For each nonzero element in [A], all
combinatorial terms for columns of [B] currently in core are computed and accumulated in the stor-
age for [D]. Let a^ be a nonzero element of [A] and b-. be an element of [B]. The formula for
an element of [D] is
where j runs across the columns of [B] and (D] currently in core. At the completion of one complete
pass of the [A] matrix through the central processor, the product is completed to the extent of the
columns of [B] currently in core. The process is repeated until the [B] matrix is exhausted. It may
be seen that the number of passes of the [A] matrix equals the total number of columns of [B] divided
by the number of columns of [B] that can be held in core at one time. Method One is effective if
the number of columns of [B] is not large, e.g., when [B] is a small number of load vectors.
Method One is also more effective than Method Two when [B] is a dense matrix.
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In Method Two, only a single term of the [B] matrix is required in main memory at any one time.
One full column in unpacked form of the partially formed [D] matrix is also stored in core at the
same time. The remaining storage is allocated to as many columns of [A] in packed form as can be
stored, i.e., only nonzero terms and corresponding row positions are stored. For the columns of
[A] in storage at one time, the [B] matrix is passed through the central processor, column by
column, forming partial answers on each pass.
Each column of [B] forms partial answers which are added to the corresponding column of [D].
As may be seen from Equation 1, only the elements in the rows of b. . corresponding to the columns
**J
of a.- currently held in core are used. After all columns of [B] have been processed once, new
columns of [A] are placed in core and the [B] matrix is passed through again. The process is
repeated until all the columns of [A] have been used.
In Method Two the [A] matrix is passed through core once and the number of passes of the [B]
matrix equals the total number of columns of [A] divided by the number of columns of [A] that can
be held in core in packed form at one time. The number of passes of the [B] matrix is the con-
trolling factor in determining computing time. If the [A] matrix is large and sparse, the number of
passes of the [B] matrix in Method Two will typically be less than five. In Method One, on the
other hand, the number of passes of the [A] matrix will be much larger if the number of columns
of [B] is large. The reason is that, in Method One, the columns of the [B] matrix are not stored
in packed form, whereas, in Method Two, the columns of the [A] matrix are stored in packed form.
Both methods one and two include variations for premuTtiplication of a matrix by the trans-
pose of another matrix, [D] = [A] [B]+[C], where [A] is stored by columns. This is done in order
to avoid transposing the [A] matrix, which is by no means trivial (see Section 2.1.4). In fact,
the second matrix multiply method provides an efficient means for matrix transposition of sparse
matrices, by setting [B] = [I] and [C] = 0.
A third option is provided for the transpose case in order to efficiently handle the case of
[B] sparse and [A] dense. The operations for method three are similar to those described for the
nontranspose case of method two, except the columns of A (rows of [A] ) are held in unpacked
rather than packed form. In the transpose case for method two the computing time is proportional
to the density of the [A] matrix, whereas in method three the computing time is proportional to
the density of the [B] matrix. A nontranspose option is not needed for method three as the com-
puting time for the nontranspose option in method two is proportional to the product of the
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densities of the [A] and [B] matrices.
2.1.3 Matrix Addition
The addition routine computes the general matrix sum,
[C] = a[A] + b[B] , (2)
where a and b are scalars and [A] and [B] matrices. Special provision is made for the case b = 0,
to allow scalar multiplication. No compatibility of types (such as single or double precision,
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real or complex numbers) between a, b, [A], and [B] is required. The nonzero terms of [A] and [B]
are read interpretively one nonzero element at a time. The appropriate sum is formed into [C] and
immediately transferred to peripheral storage. The required amount of core storage is very small.
2.1.4 Matrix Transposition^ . .
The transposition of large matrices is a distressingly awkward operation. The optimum strat-
egy depends on the location of the nonzero terms, the density of the matrix, and its size. The
NASTRAN algorithm which is used in the transposition of dense matrices is described below. Sparse
matrices are transposed by the matrix multiply subroutine (see above).
If the matrix order is i x j and if only a fraction of the matrix may be held in core at one
time, the usual technique is to read the whole matrix from a peripheral storage device, saving, in
core, the elements from the first R rows of the matrix; these elements are then written row by row
on.a peripheral storage device. The operation is then repeated until all i rows have been rewrit-
ten. The matrix may then be said to be "transposed" because the segments of a sequentially stored
two-dimensional array are treated by NASTRAN as the columns of a matrix. The number of times that
the matrix must be transferred from peripheral storage to high-speed core is T = i/R. The time
for data transfer (1/0 time) will be equivalent to that taken to input the full matrix T times and
to output it once.
If the matrices are very large, matrix partitioning may be used effectively to reduce the
computer time. The matrix is first partitioned by rows and the partitions are then transposed as
shown below.
[A] = = [A]' (3)
The technique is as follows. The matrix [A] is read into core one column at a time, and the ele-
ments in the first P rows of each column are extracted and placed in a peripheral storage file.
The operation is repeated, reading the elements in .the next P rows by columns into a second peri-
pheral storage file, etc. Thus, since the[A]matrix has i rows, the 1/0 time for partitioning is
equivalent to that for i/P reads and one write of the complete matrix. Next the TAJ] matrix is
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transposed by the first-described method which, since [A,] has P rows, requires P/R reads and one
write. Because the columns ofp\n are also columns of [A] , the transposition is complete when all
of the partitions have been transposed. The 1/0 time for transposing the partitions is equival-
ent to P/R reads and one write of the complete [A] matrix. Assuming that reads and writes take
the same time, the total time is proportional to the parameter
T = 1 4 1 + — 4- 1 - T • " 4- — 4-9T
 P + I + R + I ~ T F R Z (4)
The number of rows in each partition, P, may be freely selected. The minimum value of the time
parameter obtained when 8t/8P = 0, is
(5)
and occurs when P = R (6)
The time for the second method is less than that for the first when
2(1 + /T"1) < T + 1 (7)
which is satisfied when T > 6. The second method is automatically selected by the program when
this condition is satisfied.
2.1.5 Matrix Partitioning and Merging
In structural analysis, vectors describing the system variables are frequently separated into
subsets which are then treated differently. For example, in the displacement method matrix parti-
tioning may be applied to the displacement vector {u,}, resulting in two subsets: {u }, degrees of
of freedom removed by partitioning, and {u }, degrees of freedom not removed (see Section 3.5.3).
6
All of the arrays associated with {uf}, such as the load vector, {Pf}, and the stiffness matrix,
[Kff]> must also be partitioned. The partitioning operations are formally indicated as follows:
(Pf> = (8)
[Kff] =
aa ao
L-KaoT "oo
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Later in the analysis it will be necessary to recombine the elements of {u } and (ua}. This
operation, called the "merge" operation, is formally indicated by
{uf} (10)
The essential feature of the operation is that the original order of the members of {uf} must be
restored. Order must also be maintained during the partition operation.
The partition and merge operations are accomplished in the program with the aid of USET, an
array that describes the membership of each degree of freedom in each of the defined vector sets.
There are approximately fifteen such sets (see Section 3.3). One word of USET is assigned to each
degree of freedom. One binary bit in each word of USET corresponds to a different vector set. A
bit is set equal to unity if the degree of freedom is a member of the corresponding vector set.
USET may, consequently, be regarded as a table with marks in appropriate row-column intersections
as shown below.
In partitioning [K--] (Equation 9) for example, USET is called into core storage along with
the first column of [Kff]. USET is scanned and the ordinals of the nonzero bits in the positions
corresponding to u,, u . and u are noted and copied onto separate lists. The lists are then usedT O a
to separate the elements in the first (and succeeding) column(s) of [K,.] into [K ] and [K ] ,
TT ad aO
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which are then read out of core onto separate files. In the merge operation (Equation 10), the
lists are scanned to dete
number to be copied into
rmine whether a number from {u ) or a number from {u } will be the next
a o
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2.2 TRIANGULAR DECOMPOSITION
The factoring of a matrix into upper and lower triangular forms is a central feature of
structural analysis as performed with the NASTRAN program. For large problems a substantial
fraction of the total computing time is associated with triangular decompositions. The NASTRAN
program requires a decomposition routine that works well for both full and sparse matrices.
Matrices encountered in structural analysis, including structural dynamics, may be either real
or complex.
Most of the matrices used in structural analysis are initially very sparse; however, they
tend to fill in various degrees as the problem solution proceeds. Under some conditions, matrix
multiplications will fill a matrix prior to the beginning of the triangular decomposition. Under
other conditions an initially sparse matrix may completely fill during the triangular decomposi-
tion. However, for many matrices used in structural analysis, much of the original sparsity is
maintained in the triangular factors. In order to handle all of these situations effectively,
the decomposition routines treat all matrices as sparse. The procedures efficiently treat the
general sparse case as well as the limiting cases of a full matrix or of a simple band matrix.
2.2.1 Triangular Decomposition of Symmetrical Matrices
It is well known ^  ' that any square matrix [A], having nonzero leading minors, can be ex-
pressed in the form [A] = [L][D-][U], where [L] and [U] are unit-lower and unit-upper triangular
matrices respectively, and [D] is a diagonal matrix. The matrix [D] can be incorporated entirely
within either [L] or [U] or part with each. The different ways of incorporating [D], combined
with different orders of operations in determining the terms of [L] and [U], has given rise to
many named procedures for performing triangular decompositions.
The following discussion will be based on the equation
[A] = [L][U] , (1)
where [L] is a unit lower triangle. The elements of the upper triangle may be computed by the
following recursion formula:
(1) George Forsythe and Cleve B. Moler, "Computer Solution of Linear Algebraic Systems,"
Prentice-Hall, Englewood Cliffs, N.J., p. 27.
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For symmetric matrices without pivoting, the upper and lower triangular elements are related as
follows:
u. .
= — • (3)ukk
The substitution of the relation in Equation 3 into Equation 2 gives
uii = aii ' E IT^ ki • (4)1J 1J
 k=l ukk K1
Now, k < i < j, so that only previously computed results occur on the right-hand side of Equation
4 if the elements u.^ are computed in order starting with the first row. The unit lower triangle
and the associated diagonal elements are saved on secondary storage for later use in equation
solution operations.
Figure 1 shows the triangular factor for a sparse matrix. Initial nonzero terms are indi-
cated by X's with O's indicating nonzero terms created as the decomposition proceeds. The terms
in triangles indicate the relative locations for nonzero contributions to the upper triangular
factor when the first row of the matrix is the pivotal row. If there is sufficient main storage
to hold all of the nonzero terms associated with each pivotal row, the decomposition may proceed
without the need for writing intermediate results on secondary storage. In general, no nonzero
terms will appear in any column of [U] until a nonzero term appears in [A]. The apperance of
the first nonzero term in [A] defines the beginning of an "active column." Columns 1, 2 and 9
are active when the first row is the pivotal row. The terms in squares indicate the relative
locations for nonzero contributions to the upper triangular factor when the third row of the
matrix is the pivotal row. At this point in the decomposition, rows 3, 7, 9 and 13 are active.
If at some point in the decomposition, the diagonal term of the pivotal row initiates a new
active column, all existing active columns will terminate in the previous row (change status
from active to passive). In row 4 of Figure 1, columns 7, 9 and 13 become passive. Also in row
7, columns 11 and 14 become passive. Prior to using row 4 as a pivotal row, the passive terms in
rows 7, 9 and 13 (in squares on Figure 1) are transferred to secondary storage. These terms
remain on secondary storage until each of the rows 7, 9 and 13 become pivotal rows, at which time
they are transferred to main storage and combined with the original nonzero terms to form each of
the pivotal rows. Columns remain passive until a nonzero term appears in that column for a later
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pivotal row. Nonzero terms which change the status of columns from passive to active may be either
in the original matrix, such as column 11 of row 10, or they may be created prior to the column
becoming passive, such as columns 9 and 13 of row 7. Figure 1 indicates that these later nonzero
terms were created when row 3 was the pivotal row.
If there is sufficient main storage for all of the terms generated by the second term of
Equation 4 for each pivotal row, the triangular decomposition can be completed with a single pass
through the matrix. When the number of active columns exceeds the capacity of the working storage
space, an automatic spill logic is provided. The decomposition proceeds by holding the nonzero
terms for as many rows as possible in main storage. Following the completion of all possible
pivotal row operations, the intermediate results are transferred to temporary storage. All
possible pivotal row operations are then performed on the next group of rows in the matrix, and
the intermediate results are transferred to temporary storage. Next, the temporary file is re-
wound and pivotal operations are continued on the first and second spill groups. This sequence
of operations continues, adding the next group of rows on each pass through the matrix, until
each pivotal row is complete and transferred to permanent secondary storage.
A preliminary pass is made over the original matrix in order to estimate the execution time
and create tables which assist in the efficiency of the decomposition operation. The computing
time to perform any calculation may be estimated by counting the number of elementary operations
that it involves and assigning experimentally determined values of time to the various types of
elementary operations. In the case of triangular decomposition by the method described above,
the estimated time is
T = -JH .| C2 + Kl+n) ^  C. R. + J. I 1 Cs2 + J- (Pp + Pg) I C2 + Pp ^  Cl , (5)
where M = time for multiply-add loop,
- I = time to read and write one term on spill file,
P = time to put one term in write buffer,
P = time to get one term from read buffer,
N = order of matrix,
C. = number of active columns in the ith row,
R. = number of 1/0 transfers for the ith row. R. may be approximated by the integral part
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of C./S, where S = number of core-held rows in the current spill group,
Cs = number of active columns at beginning of spill operations that are out of range of
first spill group (column numbers greater than last row in spill group) for each time
that spill operations begin,
Ct = sum of number of passive columns on secondary storage and number of active columns
in working space for each time that active column termination occurs, and
n = number of words per term.
The computing time is dominated by the first term in Equation 5, which is associated with the
arithmetic operations in the step-by-step elimination procedure. Since the number of active
columns is a function of the ordering of the matrix, the user can shorten the computing time by
ordering the matrix in the most favorable manner. A discussion of the sequencing of grid points
to minimize the time required for triangular decomposition is given in Section 1 of the User's
Manual.
The second and third terms of Equation 5 are zero, unless spill operations require the
transfer of intermediate results to secondary storage. The fourth term is the modest overhead
associated with passive columns, and the last term is the time required to transfer the final
result of the triangular decomposition to secondary storage.
In order to assist the user in locating singularities, or near singularities in the matrix,
information relative to the magnitude of the diagonal elements of the triangular factor is fur-
nished to the user. The absolute value (e) of the ratio of the diagonal element in the original
matrix to the diagonal element in the triangular factor is determined for each row of the matrix.
The maximum value of e along with the distribution of the values of e is furnished as diagnostic
information. The row numbers for the five largest values of e are also furnished along with the
number of negative values for the diagonal element in the triangular factor.
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Figure 1. Triangular factor for sparse matrix
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2.2.2 Triangular Decomposition of Unsymmetrical Matrices
The procedures for the triangular decomposition of unsymmetrical partially banded matrices
are similar to those used for symmetrical matrices. The lack of symmetry means that the upper
and lower triangular factors are not related, and that the widths of the upper and lower bands
(which replace the symmetrical semi-bands of the symmetrical matrix) may be different. However,
the band structure of the original matrix will be maintained in the triangular factors.
Although the lack of symmetry means that the pattern of scattered terms outside the upper
band may be different than the pattern outside the lower band, it still remains true that no non-
zero terms will appear in any column of the upper triangular factor until a nonzero term appears
in the same column of the original matrix. Likewise, no nonzero terms will appear in any row
of the lower triangular factor until a nonzero term appears in the same row of the original
matrix. Hence the partially banded nature of the matrix is maintained after the completion of
the triangular decompositon.
The lack of any assurance that all leading minors are nonsingular requires that pivoting
(i.e., interchange of rows) be used to maintain the numerical stability of the triangular decompo-
sition. Pivoting is restricted to take place within the lower band. This will increase the band-
width of the upper triangular factor by the width of the lower band, but will not otherwise affect
the partially banded character of the triangular factors.
The general procedure for an unsymmetrical decomposition will be discussed with reference to
Figure 2, which shows an unsymmetrical partially banded matrix of order N, upper bandwidth B,
and lower bandwidth ¥, with several nonzero terms outside the bands. Initial nonzero terms
are indicated by x's, with O's indicating nonzero terms created outside the original bands as
the decomposition proceeds. The O's within the expanded upper band B" indicate the maximum number
of nonzero terms that can be created by the pivoting. The existence of initial zero terms inside
the lower band B and the expanded upper band B + B is ignored as, in general, these terms will
become nonzero as the decomposition proceeds.
If there is sufficient core storage to hold B + B columns of the lower triangular factor, as
indicated inside the solid parallelogram of Figure 2, along with the associated active column
and active row terms, the triangular decomposition can be completed with a single pass through
the matrix. Otherwise secondary storage must be used for intermediate results and provision is
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made in main storage to hold R columns of the lower triangular factor, a single column of the
upper triangular factor, and the current active columns and active rows.
The decomposition begins by reading the original matrix one column at a time, pivoting the
largest term in absolute value within the lower'band to the diagonal position, and determining
the inner products for the current column, including the active row terms. The portion of the
column in the lower triangular factor, including active row terms, is retained in working storage.
The portion of the column in the upper triangular factor within the expanded upper band is com-
plete and no longer needed; hence it can be written on a secondary storage device. This contin-
ues until R columns have been processed. At this point the procedure is changed only to the
extent that the portion of the current column within the lower band is temporarily stored on a
secondary device.
The decomposition continues until B + ¥ columns have been .processed. At this point, the
first column of the lower triangular factor, including the active row terms, is no longer needed
and can be written on a secondary storage device. This releases IT spaces in working storage.
This procedure continues until the decomposition is completed.
The active column terms are transposed prior to beginning the decomposition, so'they are
available by rows and can be read into main storage as needed. If an active column term exists in
the i row, it is stored along with the i + B column of the upper triangular factor.
A preliminary pass is made over the original matrix in order to locate the 'extreme non-
zero terms for each row in the lower triangle and each column in the upper triangle. The maximum
number of active columns is determined by counting the maximum number of intersections for any
row with columns defined by drawing lines from the most Extreme nonzero term in the upper tri-
angle to the outside edge of the upper band. The maximum number of active rows is determined by
counting the maximum number of" intersections for any column with r"ows defined by drawing lines
from the most extreme nonzero term in the lower triangle to the outside edge of the upper band.
An examination of the matrix shown in Figure 2 reveals that the maximum number of active columns
is 2 even though the total number of nonzero columns outside the upper band is 3. The lower
triangle contains 3 active rows and 4 nonzero rows outside the lower band.
As with the symmetrical decomposition, the routine-selects the bandwidths that give the
minimum computing time based on the ordering of the matrix presented. Proper sequencing is
similar to that used for symmetrical matrices.
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The computing time will again be a function of the working storage available for the
i .
execution of the routine. Working storage consists of space for R columns of terms inside the
band for the .lower triangular factor, F t B spaces for the current column of the upper-triangular
factor, BC spaces for active column terms, (B + B)C" spaces for active row terms, CC" spaces for.
interaction of active row and active column terms, and B + B spaces for the permutation matrix.
This results in working storage as.follows: . • • •
W = BR + 2B + 2B + CB + C(B+B) + CC , (14)
where R > 1,.R < B + B, R < N, C is-the maximum number of active columns, and C is-the maximum
number of active rows.
The computing time to perform an unsymmetrical triangular decomposition is:
T = TT + T2 + T3 + T4 , (15) ,
where T-, is the time required to process the first N - B - 2B columns of terms inside the upper
and lower bands, T, is the time required to process the last B columns of terms inside the bands,
and T2 is the time required to process the remaining intermediate B + B columns of terms inside
the bands. T, is the time required to process the active row and active column terms.
T1 = K-^MgBR + IB(B + B - R) + P(B + 2B)] , (16)
where MD is the arithmetic time required to process one term inside the bands, I is the timeD
required to.store and retrieve one term inside the lower band, and P is the time required to
store one term of the final result on a secondary storage device. If N > B + 2B, then
K, = N -!B - 2B. If N < B + 2B, then Kn = 0.
I I I
i K?T2 = ^ [BK2MB + (K3 - R)(I - MB)B + 2PB + PK2] . (17)
If N > B + 2B, then K2 = K3 = B + B . If N < B + 2B, then K2 = N - B and K3 = B + B,
unless N < B + B, then K3 = N.
|/3
T3 = f~MB + T~ l + P^K5 '
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If N > B + 2B, then K4 = B + B - R and Kg = B + | B, unless B > R, then KA = B . If
N < B + 2B, then K4 = N - R and Kg = N, unless N - R > B, then K4 = B.
T4 = (N - B)[MC(BC + BC + BC + cc) + p(c + eg, (19)
where M- is the'arithmetic time required to process one active row or active column term.
If N is assumed large compared to both B and B and the final storage terms are neglected,
Equation 15 can be simplified as follows:
T = N[MBFR + MC(BC + BC + BC" + cc) + iF(B + I - R)]. (20)
This simplified equation is used for making timing calculations in selecting the optimum band
widths and active elements.
The sequence of events in selecting the bandwidths and active elements outside the bands
may be summarized as follows:
1. Locate extreme nonzero terms in each column for the upper triangle and in each row of
the lower triangle.
2. Prepare a table of unique pairs of upper bands and active columns.
3. For the working storage available, compute R using Equation 14.
4. Assuming B = F and C = C", and using Equation 20 determine the upper bandwidth and the
associated number of active columns that result in minimum computer time to perform the
triangular decomposition.
5. Using the previously determined upper band and active columns, determine the lower
bandwidth and the associated number of active rows that result in minimum computer time
to perform the triangular decomposition according to Equations 14 and 20.
6. Select the values of the bandwidths and active elements that result in minimum time to
perform the trangu'lar decomposition and recalculate the time using Equation 15. This
more accurate time estimate is needed because decisions are made by modules using the
decomposition routines that are based on the estimated running time.
The complex decomposition routine is the same as the real unsymmetric routine, except that
twice as much storage is needed for complex numbers and the real arithmetic is replaced with
complex arithmetic.
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Figure 1. Symmetrical partially banded matrix.
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Figure 2. Unsymmetrical partially banded matrix.
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2.3 SOLUTION OF [A]{x> = {b}
The solution of the equation
[A]{x} = {b} , (1)
is accomplished using the results of the decomposition procedure described in Section 2.2.
Replacing [A] by its triangular factors, Equation 1 becomes
[L][U]{x} = {b} . (2)
where [L] is a lower unit triangle and [U] is an upper triangle.
Define
{y} = [U]{x> . (3)
Then, substituting into Equation 2,
[L]{y> = {b} . (4)
The solution of Equation 4 for {y} is called the forward pass, and the subsequent solution of
Equation 3 for {x} is called'the backward pass.
In the solution algorith'm, y, is evaluated from the leading element of [L], and the nonzero
elements in the first column of [L] are multiplied by y, and transferred to the right hand side
of Equation 4. The procedure is repeated for the second and succeeding, columns of [L] until
all elements of {y} have been evaluated. The algorithm for obtaining {x} is similar except that
the columns of [U] are required in reverse order. Multiple {b} vectors can be handled simul-
taneously up to the limit of the working space available in main memory. The same general pro-
cedures are used for both symmetric and unsymmetric matrices.
The forward pass requires the reading of both the right hand vectors and the lower triangular
t
factor from secondary storage devices. In the case of symmetric matrices, the processor time
associated with the location of the terms in the lower triangular factor is minimized by working
directly in the 1/0 buffers. ] Also, in the case of symmetric matrices, successive values of {y}
are tested for zero prior to .the multiplication. In this manner full advantage is taken of the
sparsity of the right hand side on the forward pass.
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For symmetric matrices, a term in the upper triangular factor is easily obtained from the cor-
responding term in the transposed location of the lower triangular factor (see Equation 3 of
Section 2.2.1). Thus, the backward pass utilizes a special packing format which allows for the
backward reading of the lower triangular factor. For unsymmetric operations, the backward pass
is accomplished in two steps. First, the upper triangular factor is read backward and written
forward on a separate file so that the last column of [U] appears first. This is part of the
triangular decomposition routine and takes place immediately after the completion of the decom-
position. The second step consists of solving Equation 3 for {x}. It is made part of the
equation solution routine. ii
Following the determination of the solution vectors, a residual vector is determined for
each solution vector as follows:
(6b) = {b} - [A]{x> . (4)
The residual vector is used to calculate the following error ratio which is printed with the
output.
. (5)
(x}T(b}
The magnitude of this error ratio gives an indication of the numerical accuracy of the solution
vectors. The computer time required to calculate this error ratio is only a small fraction of
the time required to determine the solution vector.
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3.1 INTRODUCTION
From a theoretical viewpoint, the formulation of a static structural problem for solution by
the displacement method is completely described by the matrix equation
[K]{u} = {P}. (1)
As a matter of practical calculation, there is rather more to the problem than this simple
formula would imply, since it is necessary to generate the stiffness matrix [K] and the load vec-
tor {P} from the available information about the structure, and to calculate stresses and other
quantities of interest from the independent displacement vector, (u). In the early days of com-
puter-aided analysis these tasks were left to the analyst and the computer busied itself with
obtaining the solution to Equation 1. It was soon discovered that, for most practical problems,
the computer had only partly unburdened the user and that larger savings of time and cost could
be achieved if the computer took over the major share of input data preparation and output data
processing. Automatic performance of these additional tasks requires that a particular approach
to structural analysis be selected and incorporated into the program.
NASTRAN embodies a lumped element approach, i.e., the distributed physical properties of a
structure are represented by a model consisting of a finite number of idealized substructures or
elements that are interconnected at a finite number of points. All input and output data per-
tain to the idealized structural model.
The idealized structural model in NASTRAN consists of "grid points " (G) to which "loads"
(P) are applied, and at which degrees of freedom are defined, and "elements" (E) that are connec-
ted between the points, as shown in Figure 1. Two general types of grid points are employed in
static analysis. They are:
1. Geometric grid point - a point in three-dimensional space at which three components of
displacement and three components of rotation are defined. The coordinates of each grid
point are specified by the user. Components of displacement and rotation can be elimi-
nated as degrees of freedom by means of "single-point constraints".
2. Scalar point - a point in vector space at which one degree of freedom is defined. A
geometric grid point contains from one to six scalar points. Scalar points may exist
that are not associated with grid points. Such points can be coupled to geometric grid
points by means of scalar structural elements and by constraint relationships.
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The structural element is a convenient localizing concept for specifying many of the proper-
ties of the structure, including material properties, mass distribution and some types of applied
loads. In static analysis by the displacement method, stiffness properties are input exclusively
by means of structural elements. .Mass properties (used in the generation of gravity and inertia
loads) are input either as properties of structural elements or as properties of grid points. In
dynamic analysis mass, damping, and stiffness properties may be input either as the properties of
structural elements or as the properties of grid points.
The structural elements are described in detail in Section 5 of the Theoretical Manual.
There are four general classes of structural elements as follows:
1. Metric elements which are connected between geometric grid points. Examples include rod,
plate and shell elements.
2. Scalar (or zero-dimensional) elements which are connected between pairs of scalar points,
or between one scalar point and "ground". Note that, since each geometric grid point
contains a number of scalar points corresponding to specific components of motion, sca-
lar elements can be connected between selected components of motion at geometric grid
points.
3. General elements, whose properties are defined in terms of deflection influence coeffi-
cients (i.e., compliance matrices'), and which may be interconnected between any number of
geometric and scalar grid points. An important application of general elements is the
representation of large pieces of structure by means of test data.
4. Constraint Elements (or Constraints). The existence of a constraint element implies a
linear relationship among the degrees of freedom to which it is attached of the form
I Vg = Yc ' ' ^
where u are degrees of freedojn and Y is an enforced displacement. A linear relation-
ship among the forces of constraint is also implied, since it is required that the forces
of constraint do no work.
Constraint elements are employed for the following purposes:
a. To introduce enforced displacements.
b. To enforce zero motion in specified directions at points of reaction.
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c. To simulate very stiff (rigid) structural members.
d. To describe part of a structure by experimentally determined vibration modes. (The
matrix of eigenvectors expresses a relationship of constraint between physical and
modal coordinates.)
e. To generate nonstandard structural elements by combining scalar structural elements
and constraints.
The constraint concept is important for the displacement method in order to eliminate
ill-conditioning generated by very stiff members. Two types of constraint elements are
provided: single-point constraints, wherein Equation 2 includes only a single term on
the left hand side; and multi-point constraints wherein Equation 2 includes more than
one term. The main reason for the distinction is that due to the simplicity of single-
point constraints, they are processed separately in 'the program.
Solution of a linear static structural problem by the displacement method requires a set of
preliminary operations which reduce the input data to the matrix form given in Equation 1. Among
these operations are the elimination of displacement components that are declared to be dependent
by virtue of constraints and the transfer of all applied loads to the independent displacement
components.
As input data in static analysis, the loads are specified in a variety of ways including:
1. Concentrated loads at geometric and scalar grid points.
2. Pressure loads on two-dimensional structural elements.
3. - Indirectly, by means of the mass and thermal expansion properties of structural elements.
Enforced deformations are also reduced to a set of equivalent loads on the independent dis-
placement components. See Section 3.6.1.
Once Equation 1 has been formed it is solved for each specific loading condition. Stresses
in the structural elements and other desired results are then obtained from {u} by a set of data
recovery operations.
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Figure 1. Topology of the idealized structural model.
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3.2 GENERAL PROBLEM FLOW
As has been explained in Section 1 (Program Organization), NASTRAN consists of a number of
subprograms, or modules, that are executed according to a sequence of macro-instructions that is
controlled by the Executive System. A number of such sequences, called Rigid Formats, are per-
manently stored in the program and can be selected by means of control cards. Each rigid format
corresponds to a particular type of structural analysis. The user may, in addition, devise his
own sequence of module calls (referred to as a DMAP sequence) for problems that do not conform to
one of the available rigid formats.
The following rigid formats are currently available for the solution of static problems by
the displacement method:
1. (Basic) Static Analysis
2. Static Analysis with Inertia Relief
4. Static Analysis with Differential Stiffness
5. Buckling
6. Piecewise Linear Analysis
14. Static Analysis using Cyclic Symmetry
Figure 1 shows a simplified flow diagram for Basic Static Analysis. Each block in the flow
diagram represents a number of program modules. The actual number of modules called is approxi-
mately equal to thirty. The functions indicated in Figure 1 are described in succeeding subsec-
tions of the Theoretical Manual. It suffices at present to indicate the general nature of the
tasks performed.
The Input File Processor, as the name implies, reorganizes the information on input data
cards into Data Blocks consisting of lists of similar quantities.
The Geometry Processor generates coordinate system transformation matrices, tables of grid
point locations, a table defining the structural elements connected to each grid point, and other
miscellaneous tables such as those defining static loads and temperatures at grid points.
The Structure Plotter generates tape output for an automatic plotter that will plot the
structure (i.e., the location of grid points and the boundaries of elements) in one of several
available three-dimensional projections. The structure plotter is particularly useful for the
detection of errors in grid point coordinates and in the connection of elements to grid points.
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Note that the structures plotter may also be used at the end of the program to superimpose images
of the deformed and undeformed structure.
The Structural Matrix Assembler generates stiffness and mass matrices referred to the grid
points from tabular information generated by the Input File Processor and the Geometry Processor.
The mass matrix is used in static analysis for the generation of gravity loads and inertia loads
on unsupported structures. .
In block 5 of Figure 1, the stiffness matrix is reduced to the form in which it is finally
solved through the imposition of single and multi-point constraints, and the use of matrix par-
titioning (optional).
Load vectors are then generated from a variety of sources (concentrated loads at grid points,
pressure loads on surfaces, gravity, temperature, and enforced deformations) and are reduced to
final form by the application of constraints and matrix partitioning.
The solution for independent displacements is accomplished in two steps: Decomposition of
the stiffness matrix [K] into upper and lower triangular factors; and solution for {u} for speci-
fic load vectors, (P), by means of successive substitution into the equations represented by the
triangular factors of [K] (the so-called forward and backward passes). All load vectors are pro-
cessed before proceeding to the next functional block.
In block 8 of Figure 1, dependent displacements are determined from the independent displace-
ments by means of the equations of constraint. The internal forces and stresses in each'element
are then computed from knowledge of the displacement components at the corners of the elements
and the intrinsic structural equations of the element. --Finally the Output File Processor pre-
pares the results of the analysis for printing.
The Loop for Additional "Constraint Sets shown in Figure 1, is introduced to facilitate solu-
tions for different boundary conditions, which are applied by means of single point constraints.
In particular, the symmetric and antisymmetric responses of a symmetric structure are treated in
this manner.
The flow diagram for Rigid Format No. 2, Static Analysis with Inertia Relief, is, to the
level of detail considered here, identical to Figure 1-. The inertia relief effect consists of a
modification to the load vector to include inertia loads due to the acceleration of an unre-
strained structure. The manner in which the incremental load is calculated is explained in
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Section 3.6.3.
A simplified flow diagram for Rigid Format No. 4, Static Analysis with Differential Stiff-
ness, is shown in Figure 2. The differential stiffness matrix is a first order approximation to
large deformation effects, such as those considered in beam-column action. It is directly pro-
portional to the level of the applied loads.
• The differential stiffness matrix is calculated, in block 11 of Figure 2, from the deflec-
tions of each structural element that are caused by the primary loading condition. The equations
that are used in the calculation of differential stiffness are derived in Section 7.
The differential stiffness matrix is reduced to final form in block 12 in precisely the same
way that the structural stiffness matrix is reduced to final form in block 5. It is then added
to the structural stiffness matrix and the solution and data:recovery portions of the program are
reexecuted. Additional solutions may be obtained for conditions in which the differential stiff-
ness matrix and the applied load vector are multiplied by a sequence of constant factors, corres-
ponding to different levels of the same loading condition.
A simplified flow diagram for Rigid Format No. 5, Buckling, is shown in Figure 3. In it the
differential stiffness matrix [K ] corresponding to a particular applied loading condition is
used in conjunction with the structural stiffness matrix [K] to formulate an eigenvalue problem
[K + xKd]{u} =0. (1)
The eigenvalues, X-, are the load level factors for various buckling modes. They and the corres-
ponding eigenvectors,{<)>•}, are extracted by the Real Eigenvalue Analysis module. Additional data
(constrained displacement components and stress patterns for each buckling mode) are recovered in-
Block 15, which is virtually a duplicate of Block 8, and the buckling mode shapes are plotted, if
desired.
A simplified flow diagram for Rigid Format No. 6, Piecewise Linear Analysis, is shown in
Figure 4. In piecewise linear analysis solutions are obtained for structures with nonlinear,
stress-dependent, material properties. The load level is increased to its full value by small
increments, such that stiffness properties can be assumed to be constant over each increment.
After each increment, the combined strains in nonlinear elements due to all load increments are
used, in conjunction with stress-strain diagrams, to determine the appropriate stiffnesses for
the next load increment. The procedures, summarized in Figure 4, are described in Section 3.8.
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Figure 1. Simplified flow diagram for Basic Static Analysis.
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Figure 2. Simplified flow diagram for .Static Analysis with Differential Stiffness.
3.2-5 (3/1/76)
STATIC ANALYSIS BY THE DISPLACEMENT METHOD
1 Input File
Processor
2 Geometry
Processor
I
3 Structures
Plotter
I
4 Structural Matrix
Assembler
5 Application of Constraints and
Partitioning to the Stiffness Matrix
I
6 Generation and Transformation
of Load Vectors
7 Solution for Independent
Displacements
I
8 Recovery of Dependent Displacements
and Stresses
4
11 Form Differential
Stiffness Matrix
I
12 Application of Constraints and
Partitioning to the Differential
Stiffness Matrix
I
14 Real Eigenvalue
Extraction
15 Recovery of Dependent
Displacements and Stresses
I
9 Output File
Processor
I
10 Deformed Structures
Plotter
Figure 3. Simplified flow diagram for buckling.
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Figure 4. Simplified flow diagram for piecewise linear analysis.
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3.3 NOTATION SYSTEM
Many of the operations performed in computerized structural analysis are conveniently
expressed in the notation of matrix algebra. In NASTRAN matrix arrays are represented by a root
symbol that indicates the type of physical quantity and by one or more subscripts and superscripts
that act as modifiers. The root symbols used in static analysis by the displacement method are
listed in Table 1. Square brackets, [ ], indicate two-dimensional arrays and twisted brackets,
{ }, indicate column vectors. Row vectors, which are less common, are usually indicated by ap-
pending the transpose symbol, T, to the twisted brackets.
Subscripts are used exclusively to designate the subsets of displacement components to which
the root symbol applies as for example in the equation,
(qs> = -{Ps) +lKfs]T{uf} -H [Kss]{us}, (1)
which is used to recover single point forces of constraint, {q$}, from displacements at constrai-
ned points, {u,}, and at unconstrained (free) points, {u-}. Nearly all of the matrix operations
in static analysis are concerned with 'partitioning, merging and transforming matrix arrays from
one subset of displacement components to another. All the components of displacement of a given
type -(such as all points constrained by s-ingle-point constraints) form a vector set that is dis-
tinguished by a.subscript from other sets. A given component of displacement can belong to se-
veral vector sets. The mutually exclusive vector sets, the sum of whose members are the set of
all physical components of displacement, (u }, are listed in Table 2a.
In addition, a number of vector sets are defined as the union of two or more independent
sets. See Table 2b. •
In dynamic analysis additional vector sets are obtained by a modal transformation derived
from real eigenvalue analysis of the set {u }. See Table 2c.
a
The nesting of the vector sets in Table 2 is depicted by the following diagram:
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In static analysis we are concerned only with the grid point set, {u }, and its subsets.
The application of constraints and partitioning to the stiffness matrix involves, essentially,
the elimination of {u }, {us), {u } and {u } from {u } to form a stiffness matrix referred to
" '
The physical and computational significances of these operations are explained in Section
3.5. For the present it will only be emphasized that the concept of nested vector sets is ex-
tremely important in the theoretical development of NASTRAN. The reader may, in fact,, find it
useful at some point to memorize the relations, defined in Table 2, among. the displacement sets.
Load vectors are distinguished by the same notation. Rectangular matrices are, whenever
necessary to clarify the meaning of the symbol, distinguished by double subscripts referring to
the vector sets associated with the rows and columns of the array. Superscripts have no ten-
sorial character and are used to identify arrays of different type or origin that refer to the
same sets such as in the equation,
CMddJ • [Mdd + Mddl • (2)
where [Mdd] is the structural mass matrix and [MTj] is the direct input mass matrix.
Two types of operations occur repeatedly. These are the partitioning (or sort) operation,
for example,
(3)
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and the recombining (or merge) operation
(4)
In the sort operation indicated, the elements of {u } are sorted into two lists. In the
merge operation {u } and {u } are combined into a single list. In all sort and merge operations
the resulting arrays are ordered according to the grid point sequence numbers of the displacement
components.
In addition to the formal symbols used in matrix operations, many other symbols are
required in the reduction of physical properties to matrix form. No special system is used for
the latter class of symbols. An attempt has been made, however, to adhere to established engineer-
ing conventions.
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Table 1. Root Symbols Used in NASTRAN.
{u} vector of displacement 'components
{P} vector of applied load components
{q} vector of forces of reaction
{Y} vector of enforced displacements
[K] stiffness matrix
[M] mass matrix
[B] damping matrix
[R] matrix of constraint coefficients, as in [R]{u> = 0
[G] transformation matrix, as in {u } = [G ]{u }
[D] rigid body transformation matrix
[m] rigid body mass matrix
[X] rigid body stiffness matrix
[L] lower triangular factor of [K]
[U] upper triangular factor of [K]
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Table 2a. Mutually Independent Vector Sets.
u coordinates eliminated as independent degrees of freedom by multi-point constraints
u coordinates eliminated by single point constraints
u coordinates omitted by structural matrix partitioning
o
u coordinates to which determinate reactions are applied in static analysis
u. the remaining structural coordinates used in static analysis (points left over)
X, —^^ —
u extra degrees of freedom introduced in dynamic analysis to describe control sys-
tems, etc.
method
Table 2b. Combined Vector Sets
u
=,
 = u
^
 + uo> tne set useci in real eigenvalue analysisa r x- . -
u. = u + u , the set used in dynamic analysis by the direct
uf = u, + u , unconstrained (free) structural coordinatesT 3 0 -
u = U.F + u , all structural coordinates not constrained by multi-point constraintsn T s -
u = u + u , all structural (grid) points including scalar points
u = u + u , all physical coordinates
Note: (+) sign indicates the union of sets
Table 2c. Modal Coordinate Sets
£ rigid body (zero frequency) modal coordinates
£f finite frequency modal coordinates
£. = £ + £f> the set of all modal coordinates,
u. = E. + u , the set used in dynamic analysis by the modal method.
Note: (+) sign indicates the union of sets.
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3.4 PROBLEM FORMULATION
The explanation of any complex activity must be subdivided into phases or steps in order to
be intelligible. In the case of a computer program for structural analysis it is convenient to
divide the total effort into a Problem Formulation Phase and a Problem Solution Phase. The ter-
mination, of the Problem Formulation Phase is arbitrarily chosen to occur at the point where the
properties of the structure have been reduced to matrix form. (In the case of basic static an-
alysis this occurs between blocks 4 and 5 in the flow diagram of Figure 1, Section 3.2.)
3.4.1 Structural Modeling
The beginning of the Problem Formulation Phase occurs in the mind of the analyst. He con-
templates nature (or his navel, or whatever), decides what he needs to know, and constructs a
mathematical problem whose solution, he hopes, will provide relevant answers to his questions.
He will, naturally, require computational tools to solve his mathematical problem and, fortunately
or unfortunately, the available tools have a strong influence on the analyst's choice of a math-
ematical problem. It would, after all, do no good to formulate a problem that could not be
solved.
The range of choice in mathematical problem formulation provided by NASTRAN is, however rich
in detail, limited to one basic approach, namely the use of finite element structural models.
This means that the substitute mathematical problem refers to an ideal'ized model with a finite
number of degrees of freedom, a particular selection of topological objects (grid points and ele-
ments), and a limited range of structural.behavior. The relevance of the behavior of the ideal-
ized structural model to the analyst's questions clearly depends on the particular choice of
components for the model. This procedure, referred to as "structural modeling," is the most im-
portant step in the problem formulation phase, since the results of an analysis can be no better
than the initial assumptions.
The User's Manual contains a chapter on structural modeling. Section 14 of the Theoretical
Manual describes some advanced modeling techniques that utilize special features of NASTRAN. For
the present, a small example will serve to indicate the general nature of the modeling process
and some of the features of NASTRAN that relate to it. .
Figure la shows a typical aircraft structure, a ring frame with a partial bulkhead acting as
a floor support. Although poor results are obtained when such structures are analyzed without
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considering the shell to which the frame is attached, the analyst may have a special reason for
doing so. The resulting idealized model of the frame can, in any case, serve as part of the model
for the complete shell.
The idealized model selected by the analyst, Figure Ib, contains
13 grid points
4 Bar elements (B)
2 Rod elements <R)
2 Triangular Plate Elements (T)
3 Quadrilateral Plate Elements (Q)
Each grid point has six degrees of freedom (three translations and three rotations). The
analyst has, however, elected to analyze the response of the frame to a pair of vertical loads so
that it is unnecessary to consider out-of-plane motions of the frame. The out-of-plane motions
are eliminated by applying single point constraints to three of the degrees of freedom (two rota-
tions and one translation) at each gridpoint (This can be implemented with a single data card).
One of the necessary tasks in preparing input data is to specify the location of grid points.
In NASTRAN grid point locations can be specified by rectangular, cylindrical or spherical coordi-
nate systems (see Figure 2) and there may be an unlimited number of coordinate systems of each
type in a given problem. All that is required is that they be related, directly or indirectly,
to each other and to a "basic" coordinate system, which is rectangular. In the example of Figure
1, the analyst found it convenient to locate grid points on the ring frame (points 1 to 4) with a
cylindrical coordinate system and to locate points on the floor bulkhead (points 5 to 13) with a
rectangular coordinate system.
.A separate task is the selection of coordinate systems to express the components of motion
at grid points. In the example of Figure 1, the coordinate systems for motion have been selected
to be identical to the coordinate systems for grid point location, although this is not required.
It will be noted in Figure Ib that the grid points for the ring frame are located on the outer
edge of the frame rather than along its centerline. This will not result in poor accuracy if the
provision for offsetting the neutral axis of Bar elements is exercised. Reinforcing Rod elements
(Rl and R2), which have axial stiffness only, are placed between grid points 11, 12, and 13 to
3.4-2
PROBLEM FORMULATION
simulate the stiffener along the center-line.
The Plate elements (T's and Q's) are selected to contain membrane (plane stress) properties
only, since out of plane bending is precluded by the nature of the loading. No restraint on in-
plane rotation (6 ) is provided by the plate elements so that the 9 component of motion must be
eliminated by more single point constraints at gridpoints 6 to 13. A special problem occurs at
grid point 5 because of the requirement to maintain compatibility of inplane rotation between the
adjacent bar element (B.) and the adjacent triangular plate (T, ). The problem is solved by means
of a multipoint constraint between inplane rotation (6 ) at grid point 5 and the vertical motions
(u ) at grid points 5 and 6. The equation of constraint is
' ' "X5 " X6
Additional single point constraints are required along the centerline of symmetry to con-
strain motions in the x direction (including the 6 direction at gridpoint 1). A special type of
single point constraint, known as a reaction, is used to constrain vertical motion at grid point
13. Constraints of this type are automatically removed when a static analysis is followed by a
dynamic analysis. In addition, a special check calculation is provided (see Section 3.5.5) to
determine whether the input impedance at reaction points is correct.
It will be noted that the grid points in Figure 1 have been numbered consecutively starting at
the top. More than a sense of orderliness is involved since the sequencing of grid point numbers
affects the bandwidth of the stiffness matrix and the resulting computer solution time (see
Section 2.2). Grid point sequencing strategy is discussed in the User's Manual. The main idea is
that the arithmetic differences between the sequence numbers of grid points that are physically
adjacent should be minimized.
In order to facilitate grid point sequencing for the preservation of bandwidth, the user is
permitted to specify grid point numbers in two different ways. The external identification numbers
can be assigned to grid points in any manner the user desires. Element connection and load infor-
mation prepared by the user refers to the external identification numbers. The internal sequence
numbers are generated by the user in a paired list that relates external and internal numbers.
Since the internal sequence numbers appear nowhere else in the input data, they may easily be
changed, if desired, to reflect an improved banding strategy. Preparation of the paired list is
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optional and the sequence of the external identification numbers will be used if the paired list
is not provided.
Another sequencing feature of NASTRAN is the ability to insert new grid point sequence.numbers
anywhere in an established list. This is done by the use of Dewey decimal notation, similar to
that found in public libraries.
3.4.2 Input Data Analysis
We have now arrived at the point in problem formulation where the digital computer appears on
the scene. The user assembles the information discussed above (plus a great many details that
were not mentioned) and enters it on punched cards that are input to the computer. In problems
that have many grid points arranged in regular patterns he may elect to write a small auxiliary
program that will prepare and punch most of the input data cards (or their card images on magnetic
tape). Such "supermarket" programs (so called because they can produce a shopping cartload of
data cards) are a regular internal feature of some structural analysis programs but not of
NASTRAN. They were not included because they become quite intricate, and hence, difficult to use,
as they are given the generality that is needed for diverse applications. It is easier, on the
average, to write a new supermarket program for each type of application. The user can, by means
of the ALTER feature (see Section 1.2), incorporate such subroutines into NASTRAN.
When assembled the NASTRAN data.deck consists of the following three parts:
.1. Executive Control Deck . . . .
2. Case Control Deck .
 ; . . .
3. Bulk Data Deck ' .
The Executive Control Deck identifies the job and the type of solution to be performed. It
also declares the general conditions under which the job is to be executed, such as, maximum time
allowed, type of system diagnostics desired, and restart conditions. ,If the job is to be executed
with a rigid format, the number of the rigid format is declared along with any,alterations to the
rigid format that may be desired. If Direct Matrix Abstraction is used, the complete DMAP
sequence must appear in the Executive Control Deck.
The Case Control Deck defines the subcase structure for the problem, makes selections from the
Bulk Data Deck, and makes output requests for printing, punching, and plotting. The subcase struc-
ture for each of the rigid formats is described in the User's Manual. Loading conditions,
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boundary conditions, and other items are selected from the Bulk Data Deck in order to define the
structural model for each subcase.
The Bulk Data Deck contains all of the details of the structural model. Much of this deck is
associated with the definition of the grid points (grid cards) and the manner of connecting the
grid points with elements (connection cards).
A number of important preliminary operations are performed on the data deck by the Input File
Processor. It sorts the Bulk Data Deck, and stores it on the New Problem Tape. It checks the
data cards for fatal errors. It creates the data blocks used by functional modules. If fatal
errors are detected, suitable error messages are written and the execution is terminated.
3.4.3 Geometry Processor and Structure Plotter
The various parts of the Geometry Processor (see Figure 1 of Section 3.2) perform the follow-
ing general tasks:
1. Generate all required coordinate system transformation matrices and determine the
locations of all grid points in the basic coordinate system.
2. Replace external grid point numbers with their internal (sequential) indices.
3. Generate multipoint constraint equations and lists of single-point constraints.
4. Generate flags indicating the displacement components which are members of each displace-
ment vector set (see Section 2.1.5).
Grid points may be defined in terms of the basic coordinate system or in terms of "local" .
coordinate systems (see Section 3.4.1K The Geometry Processor calculates the location and orien-
tation of each local coordinate system relative to the basic system. This information is saved
for .later use by the various modules in making coordinate system transformations. The basic
system is used for plotting (see Section 13).
As explained in Section 3.4.1, coordinate systems for expressing 'components of motion can be
freely selected so that, for example, each grid point may have a unique displacement coordinate
system associated with it. The collection of all displacement component directions in their own
coordinate systems is known as the "global" coordinate system. All matrices are formed and all
displacements are calculated in the global coordinate system.
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The Structure Plotter is run after the second phase of the Geometry Processor. At this stage
of the execution there is sufficient geometrical information in suitable form to prepare a plot of
the undeformed structure.
3.4.4. Assembly of Structural Matrices
The Element Matrix Generator (EMG) and the Element Matrix Assembler (EMA) generate the
stiffness, mass, and damping matrices for the structural model. For efficiency in restart,
particularly when changing from statics to dynamics problems, the structural matrices, [K ], [K~| ],
[M ] and [B ], are assembled by four separate executions of EMA. EMG generates the various
types of structural matrices on a selective basis. A third part of the matrix assembly matrix
operation (SMA3) adds the contributions of the general elements (see Section 5.7) to the
stiffness matrix.
The Element Matrix Generator refers to the appropriate "element" routines for calculation
of the stiffness, mass and damping matrices for each element. The elements available for use are
described in Section 5. The matrices for each element are initially generated in an element
coordinate system that is characteristic for each element type. The element matrices are trans-
formed, to the global coordinate system prior to transfer to direct access secondary storage.
The Element Matrix Assembler assembles several columns of the structural matrices at one
time. The number of columns assembled in one operation is limited by the space available in
main storage. The required element matrices are transferred from secondary storage using the
direct access read operation. The completed columns of the structural matrices are written on
secondary storage by using the regular NASTRAN pack routines.
Prior to writing the completed matrices for each grid point on secondary storage devices, they
are checked for singularities at the grid point level. Singularities remaining at this level, fol-
lowing a check of a list of the single-point constraints and the dependent coordinates of the multi-
point constraint equations are treated as warnings to the user. They are treated only as warnings
because it cannot be determined at the grid point level whether or not the singularities are removed
by other means, such as by general elements or by multipoint constraints in which these singularitie
are associated with independent coordinates. -„
Singularities are detected by examining the diagonal term for scalar grid points and the 3x3
matrices located along the diagonal of the stiffness matrix and associated with the rotational
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and translational degrees of freedom for geometric grid points. If the diagonal term for a scalar
point is null, this fact is noted in the Grid Point Singularity Table (GPST). If either of the
3x3 matrices, associated with a geometric point, is singular, the diagonal terms and the 2 x 2
minors are examined to determine the order of singularity and the column or columns associated with
the singularity. The order and locations of any singularities at geometric grid points are added
to the GPST.
Although the matrices generated by the Structural Matrix Assembler are symmetric, complete
columns are generated and retained for efficiency in succeeding matrix operations. This is nec-
essary because all matrix operations are performed one column at a time (see Section 2) and in
dynamics applications the matrices are not necessarily symmetric. Moreoever, the availability of
symmetric matrices by rows or by columns is advantageous in some of the matrix operations.
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P
a. Ring frame with floor bulkhead ,
1 „ u
b. Idealized structural model.
Figure 1. Example of structural modeling.
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(a) Rectangular
•Grid Point
-Local System
(b) Cylindrical
Local System
u0 - 8 direction
u, - r direction
Grid Point
(c) Spherical
z lu - z direction
Local System
u, - p direction
iu - <f> direction
- 9 direction
Grid Point
Figure 2. Displacement coordinate systems.
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3.5. CONSTRAINTS AND PARTITIONING
Structural matrices are initially assembled in terms of the set, u , of all structural grid
points, which excludes only the set, u , of extra points used in dynamic analysis. This section
will describe the subsequent reduction of the structural matrices to the set, u^, which is the
set of coordinates that remain after all constraint and partitioning operations have been perfor-
med, and which is, therefore, the first set to be evaluated in static analysis.
The structural matrices whose assembly is discussed in the preceding section are:
[K ] the structural stiffness matrix due to elastic structural elements
[K ] the structural damping matrix of imaginary stiffness coefficients
[B ] the viscous damping matrix due to damper elements
[M ] the structural mass matrix •' ' •'•'•
The reduction procedures will be explained in full for the [K ] matrix. Procedures for the
other matrices will be shown only when they differ from those for [K ].
Repeated use will be made of the notation system described in Section 3.3, to which the
«• • .- i
reader's attention is directed.
3.5.1 Multipoint Constraints
The multipoint constraint equations are initially expressed in the form, ' - •
[Rg]{Ug} = 0,' (1)
where the coefficients are supplied by the user. The user also specifies the degree of freedom
that is made dependent by each equation of constraint, so that the {u } matrix may immediately be
partitioned into two subsets,
<u > = -"- , (2)
where the set, u , is the set of dependent degrees of freedom. The matrix of constraint coeffi-
cients is similarly partitioned
[Rg] = [Rn ; RJ , (3)
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so that Equation 1 becomes
[RnHun} = o.
[R ] is a nonsingular matrix. We can, therefore, form the multipoint constraint matrix,
-li
= -[Rmr'[Rn]
so that Equation 4 may be stated as
Prior to the imposition of constraints, the structural problem may be written as
[
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Bars over symbols are used to designate arrays that are replaced in the reduction process.
The addition of constraints to the structure requires that the forces of constraint be added
to the equilibrium equations. It is shown in Section 5.4 that the forces of constraint are pro-
portional to the corresponding coefficients in the constraint equations. Thus, writing the equi-
librium and constraint equations together in partitioned form,
nn , nm
K T!Knm 'mmi
r ' TLGm i-l
r I"y
-I
0
(9)
where {q} is the vector of constraint forces on {u-}. Straightforward elimination of u and q
gives
[K + K G + G TK T + G TK G ]{u } = {F } + [G T]{P } , (10)L
 nn nm m m nm m mm mj nj n' L m Jl mj ' v '
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{Pn} ' (IV
where
nn nn nm m m nm m mm m (12)
and
P = P + G P .n n m m (13)
The initial partition of K and the operations indicated by Equations 5, 12 and 13 are per-
formed by appropriate modules of the program. The multipoint constraint matrix, G , is used in
. •-
structural matrix reduction (Equation 12), load vector reduction, (Equation 13) and data recovery
(Equation 6). It is saved for these purposes in an auxiliary storage file.
The other structural matrices, [K ], [B ] and [M ], are transformed by formulas that are
identical in form to Equation 12.
3.5.2 Single Point Constraints
Single point constraints are applied to the set, u , in the form
(us> = {YS> , • (14)
where {Y } is a vector of enforced deformations; any or all of whose elements may be zero. The
set, u , is partitioned into u and u,(the free or unconstrained set)
<»„) - f-t.
s /
(15)
The stiffness matrix, K , is similarly partitioned
Kff j *fs
~ (16)
The complete structural equations including the single point forces of constraint, q , may be
written in partitioned matrix form as
3.5-3
STATIC ANALYSIS BY THE DISPLACEMENT METHOD
~K ' K ' 0~
~K~rrK~ "7
Kfs l K ss I'1
_ 0 | I [ 0
uf
s
S
p
p
s
Y"
s.
(17)
Straightforward elimination gives
[K f f]{u f} = {Ff} - [K fs]{Y^ = {Pf }. (18)
The forces of constraint are recovered by means of the middle row of Equation 17, i.e.,
{qs} = -{Ps l (19)
Thus all three of the distinct partitions of K (i.e., Kf,, K,: and K ) are needed in subse-
quent calculations, and are placed in auxiliary storage. For the other structural matrices
(K , B , and M ) only the (ff) partitions are saved. The assumption is made, implicitly, that
the effects of the other structural matrices on the single point forces of constraint may be ig-
nored.
3.5.3 Partitioning
At user option the set of free coordinates, u,, may be partitioned into two sets, u and u ,
T 0 6
such that the u set is eliminated first. Thus
{uf} = <-i (20)
The equilibrium equations after the elimination of constraints (Equation 18) may be written
in partitioned form as
K a a K a o
Rearrange the bottom half of Equation 21:
and solve for {u }:
{uo} '
'
Ua( ''a!
fuoJ (Po^
{Po}
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(21)
(22)
(23)
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(Note that in practice stiffness matrices are never inverted due to excessive computer running
time. The practical alternative will be explained presently.)
Substitute for u into the top half of Equation 21:
t*.a - Voo'ViV = <V-[VW~1{ fy- (24)
It is convenient to define the matrix
so that Equation 24 becomes
[6fl] - -CK00]-[Kao] , (25)
l*a. + WV = {Pa} + V >
where .advantage is taken of the symmetry of [K ].
Following the practice of condensation established in preceding subsections,
[K,,](u,} = {P.} ;' (27)
ad a a
where
[Kaa] - [Kaa] + [Kao][Go] , (28)
{Pa> = (iy + [G0]T{PQ} . (29)
The [G ] matrix defined in Equation 25 is obtained practically from the solution of
[K00][G0] = -[Kao]T, (30)
where [K ] is treated as a set of load vectors. Each such vector produces a column of [G ].
The [K ] matrix is first decomposed into lower and upper triangular factors, using a subroutine
based on the techniques described in Section 2.2. The additional steps required in solving the
matrix equation [A]{x} = {b} are described in Section 2.3.
/
Once {u } is obtained the set of omitted coordinates, {u }, is obtained as follows. Define
a 0
the set {u°} as the solution of
[KooK} = {Po} < 3 1 >
Note that the triangular factors of [K ] obtained in connection with Equation 30 are saved
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for use in connection with Equation 31 which cannot be solved until the load vector {P }-is for-
med. Then, using Equations 25 and 31 in Equation 22,
{uo) = {u°} + [G0]{ua} . (32)
Partitioning, which is an optional feature of the program, has a number of important uses.
The first is as an aid to improved efficiency in the solution of ordinary static problems where it
functions as an alternative to the Active Column technique (see Section 2.2) in reducing matrix
bandwidth. In this application the user puts into the set u, those degrees of freedom that are
u
excessively coupled to the remainder.
In a related application, members of the set u, are placed along lines or in planes of the
O
structure such that the remaining u grid points in different regions are uncoupled from each other
as shown in the wing structure of Figure 1. The grid points are sequenced so that all grid points
in region (1) precede those in region (2), etc. As a result the decomposition of [K ] is faster
because the bandwidth is smaller (reduced to approximately 1/3 in the example). The u set is
a
small compared to u so that its solution is not particularly time consuming. Even here proper
grid point sequencing can introduce banding into the [K,,] matrix.
aa
Matrix partitioning also improves efficiency when solving a number of similar cases with
stiffness changes in local regions of the structure. The u= and u^ sets are selected so that the
a 0
structural elements that w i l l be changed are connected only to grid points in the u set. The
a
[K ] matrix is then unaffected by the structural changes and only the smaller [K ] matrix need be
00 oo
decomposed for each case. An application of partitioning that is important for dynamics is the
Guyan Reduction, described in the next subsection.
3.5.4 The 'Guyan Reduction
The Guyan Reduction^ ' is a means for reducing the number of degrees of freedom used in dyna-
mic analysis with minimum loss of accuracy. Its basis is that many fewer grid points'are needed
to describe the inertia of a structure than are needed to describe its elasticity with comparable
accuracy. If inertia properties are rationally redistributed to a smaller set of grid points, the
remaining grid points can be assigned to the u set described in the preceding subsection and eli-
minated, leaving only the smaller u set for dynamic analysis.
a
(1)Guyan, R.J., "Reduction of Stiffness and Mass Matrices". AIAA Journal, Vol. 3, No. 2, Feb.
1965.
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In the Guyan Reduction, the means by which inertia (and damping) are redistributed is to
consider the [GQ] matrix of the preceding subsection as a set of rigid constraints, such that
V - [G0Kua} . (33)
The [G ] matrix now has the same implications for the u coordinates that the multipoint con-
straint matrix, [G ], has for the u coordinates (see Equation 6). The reduced structural mass
matrix is, by analogy with Equation 12,
tMaa] = [Maa + MaoGQ + G>aoT + Go\0Go] . (34)
The reduced damping matrices, [K ] and [B 1, are formed in the same manner. The structural
aa a a
stiffness matrix, [K ], is given by Equation 28. The reduced dynamic load vector is, by analogy
aa
with Equation 13,
{P,} = (Fa + G Jp) . (35)a a 0 0
The approximation made in the Guyan Reduction is that the term {u°} in Equation 32 is neglec-
ted; i.e. that the deformations of the u_ set relative to the u set due to inertia and otherO a
loads applied to the u set are neglected. The error in the approximation is small provided that
the u, set is judiciously chosen. The selection should be based, in part, on an estimate of the
a
relative deformations, {u }. Thus the members of u, should be uniformly dispersed throughout the
U Ct
structure and should include all large mass items. The basic assumption made in the Guyan
Reduction is identical to that made in forming consistent mass matrices for individual elements,
see Section 5.5.
3.5.5 Special Provisions for Free Bodies
A free body is defined as a structure that is capable of motion without internal stress.
The stiffness matrix for .a free body is singular with the defect equal to the number of stress-
free (or free body) modes. A solid three-dimensional body has six or fewer free body modes.
Linkages and mechanisms can have a greater number. No restriction is placed in the program on
the number of stress-free modes in order to permit the analysis of mechanisms.
The presence of free body modes alters the details of many of the calculations in structural
analysis. In static analysis by the displacement method, for example, the free body modes must be
restrained in order to remove the singularity of the stiffness matrix. We are concerned, in this
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section, with some of the special provisions of the program for the treatment of free bodies in-
cluding the specification of determinate reactions for use in static analysis, the evaluation of
the inertia properties of free body modes for use in dynamic analysis, and a special diagnostic
procedure for the detection of inconsistent constraints. Other special provisions are the calcu-
lation of inertia relief loads, treated in Section 3.6.3, and the procedures employed in the mode
acceleration method of dynamic data recovery, treated in Section 9.4.
If a problem concerning a free body includes both static and dynamic solution cases, a sub-
set, u , of the displacement vector, u . must be constrained during static analysis. The subset,
r a
u , is specified by the user such that the members of the set are just sufficient to eliminate the
stress-free motions without introducing redundant constraints. The complete static equilibrium
equations are
[Kaa]{ua) = {Pa> , (36)
or, partitioning u= into u^, and u ,a r J6
_jr
•ir rr-
(37)
In static analysis the u set is rigidly constrained to zero motion so that the final prob-
lem solved in static analysis is
[K ]{u,} = {P.} . (38)
The forces of reaction, {q }, which are of interest in their own right and which are also
needed in the solution of inertia relief problems, are evaluated from the equation
or, substituting for {u.} from the solution to Equation 38,
{q } = -{p } + [K ]T[K ]"
It is convenient to define the matrix
[D] = -[K^ C^K^ ]
3.5-8
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so that, taking advantage of the symmetry of
(42)
The [D] matrix is also used in the evaluation of the free body inertia properties of the structure.
It is obtained practically by solution of the matrix equation
[K0.] is decomposed into, triangular .factors, [L00] and [U ], which are saved and used in theX.J6 jox. Jox.
solution of Equation 38 after the load vector {P.} has been evaluated.
It may be seen from Equation 37 that, in the absence of forces on the u coordinates,
Thus the [D] matrix expresses the rigid body motions of the structure in response to displace-
ments imposed at the reaction points.
The mass matrix, partitioned according to the u and u sets, is
nnan
rr
(45)
If Equation 44 is taken as an equation of constraint for free body motion, the reduced mass
matrix referred to the u coordinates is, by analogy with Equation 34,
(46)
The free body mass matrix, [m ], and the rigid body transformation matrix, [D], complete the spe-
cification of the free body inertia properties that are used in dynamic analysis.
It is desirable to have a check on the compatibility of the single point and multipoint con-
straints previously placed on the structure with the constraints placed on the reaction points,
u . Such a check is obtained by noting that, if the u. set is eliminated from Equation 37, the
reduced stiffness matrix referred to the u set should be completely null. The reduced stiffness
matrix is
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= LKrr + KAr'D] . (47)
The [X] matrix is computed by the program and its largest term is given to the user so that
he may take appropriate action. No automatic test is built into the program. The [X] matrix may
be nonzero for any of the following reasons:
1. Round-off error accumulation . . .
2 . { u } i s overdetermined (redundant supports) • • . ' • '
3. {u } is underdetermined (K.. is singular)i J6J6
4. The multipoint constraints are incompatible.
5. There are too many single point constraints.
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Grid Points in the
Interiors of Regions
are Placed in the
UQ Set
(2)
(5)
Grid Points Along
These Interior Lines
are Placed in the
u Set
a
Figure 1. Use of partitioning to decouple regions of the structure.
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3.6 STATIC LOADS
3.6.1 Generation of Loads
In NASTRAN, static loads are applied to geometric and scalar grid points in a variety of
ways, including
1. Loads applied directly to grid points.
2. Pressure on surfaces.
3. Gravity loads, (internally generated).
4. Centrifugal forces due to steady rotation;
5. Equivalent loads resulting from thermal expansion.
6. Equivalent loads resulting from enforced deformations of structural elements.
7. Equivalent loads resulting from enforced displacements of grid points.
A force or a moment applied directly to a geometric grid point may be specified in terms of
components along the axes of any coordinate system that has been defined. Alternatively, the di-
rection of a force or a moment may be specified by a vector connecting a pair of specified grid
points or as the cross-product of two such vectors. A load on a scalar point is specified by a
single number since only one component of motion exists at a scalar point.
Pressure loads may be applied to triangular and quadrilateral plates and to axisymmetric
shell elements. The positive direction of loading on a triangle is determined by the order of the
jcorner grid points, using the right hand rule. The magnitude and direction of the load is auto-
matically computed from the value of the pressure and the coordinates of the grid points. The
load is divided equally to the three grid points.
The direction of pressure load on a quadrilateral plate is determined by the order of its
corner grid points which need not lie in a plane. The grid point loads are calculated by dividing
the quadrilateral into triangles in each of the two possible ways and applying one-half of the
pressure to each of the four resulting triangles. Severely warped quadrilaterals should be sub-
divided into triangles by the user in order to provide better definition of the surface.
The user specifies a gravity load by providing the components of the gravity vector in any
defined coordinate system. The gravitational acceleration of a translational component of motion,
- ,pRQDUCIBIlJTY OF THBPAGE is rooa
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a-, at a geometric grid point is
(1)
where g is the gravity vector and e. is a unit vector in the direction of u.. For rotations, a.
is zero. The gravity load is then computed from
= [Mgg](a} (2)
where" [M ] is the mass matrix referred to the u displacement set. It should be noted that the
gravitational acceleration is not calculated at scalar points. The direction of motion at scalar
points is established indirectly by constraints and by other forms of coupling with geometric grid
points. The user is required to introduce gravity loads at scalar points directly.
A centrifugal force load is specified by the designation of a grid point that lies on the
axis of rotation and by the components of rotational velocity in a defined coordinate system. The
components of force acting on a rigid body in a centrifugal force field are most simply expressed
in a Cartesian coordinate system that is centered at the center of gravity of the body with axes
directed as shown below.
3.6-2
The components of load are
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yz
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0\
(3)
where m is the mass of the body, I = /pxzdV/, and I = /pyzdV. For use in the program, the com-j\z* y i
ponents of force and moment are transferred from the center of gravity to the grid point and its
local coordinate system; the elements of the mass matrix, M , are used in the calculation of the
loads. Note, however, that the mass matrix is regarded as pertaining to a set of distinct rigid
bodies connected to grid points. Deviations from this viewpoint, such as the use of scalar masses
or the use of mass coupling between grid points, can result in errors.
The equivalent loads due to thermal expansion are calculated by separate subroutines for each
type of structural element, and are then transferred from the internal coordinates of the element
to the coordinates of the surrounding grid points. The equations that define the equivalent forces
and moments are derived for each element in Section 5.
The user may define temperatures by more than one method. For BARS, R0DS, and PLATES the
temperature may be specified for each individual element. The temperature specification for BARS
and R0DS includes the average temperature and, in the case of the BAR element, the effective trans-
verse thermal gradient at each end: The temperature of a PLATE element can vary arbitrarily in
the direction of the thickness, but it is assumed to be independent of position on'the surface.
For all other elements that permit thermal expansion, and for BARS, R0DS, and PLATES if their tem-
peratures are not individually specified, the temperature is obtained by averaging the temperatures
specified at the grid points to which the element is attached. Temperature-dependent thermal
expansion coefficients and elastic moduli''are stored in material properties tables which the use"
applies to each structural element by specifying the code number of its material. The average
temperature of an element is used to determine its temperature-dependent material properties.
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Enforced axial deformations can be applied to the one-dimensional elements (BARS and RODS).
They are useful in the simulation of misfit and misalignment in engineering structures. As in the
case of thermal expansion, the equivalent loads are calculated by separate subroutines for each
type of structural element. In the case of a bar, for example, the equivalent loads placed at the
ends are equal to EA6u/£ where E is the modulus, A is the cross-sectional area, 6u is the enforced
expansion, and X, is the length of the bar.
Enforced displacements at grid points are discussed in connection with single point con-
straints, Section 3.5.2.
3.6.2 Reduction of Load Vectors to Final Form and Solution for Displacements
The operations by which structural matrices and load vectors are reduced from the u set to
the u set have been described in Section 3.5. In the program, the reduction of load vectors to
J6
final form is performed in a single module, (SSG2). The operations are summarized below.
1. Partition the load vector, {P }, whose generation is described in the preceding subsection,
according to the set of coordinates, u , that are restrained by multipoint constraints,
and the set, un, that are not.
(4)
2. Eliminate multipoint constraints.
3. Partition (P } according to the set of coordinates, u$, that are restrained by single
point constraints and the set, u-, of free coordinates.
(6)
4. Eliminate single point constraints.
(Pf> = ("Pf} - [Kfs]{Ys> . (7)
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5. Partition {Pf} according to the optional partition scheme described in Section 3.5.3.
(Pf) = f -I . (8)
6. Eliminate the set of omitted coordinates, u .
{Pa} - {V + CGO]T{PO} ' M
7. Partition {P } according to the set of coordinates, u , that are restrained by free body
a r
reactions, and the set, u., that are not.
X
do)
{P } is the load vector in final form.
In the program the displacement vector set, u , is obtained from solution of the equation
[Ku]{u£} = {P,} , (11)
in a separate module, (SSG3). It will be recalled, Section 3.5.5, that the triangular factors of
[K00] were previously computed in order to form the rigid body matrix, [D]. The operations per-
XfXj
formed in SSG3 are the forward and backward passes through the triangular factors of IX,,] (see
Section 2.3) for each loading condition. .
The vector set, u°, that describes displacements of the omitted set rel'ative to the re-
maining set (see Section 3.5.3) is also obtained in SSG3 from solution of the equation
(12)
The triangular factors of [K ] were previously computed in order to form [G ].
Double precision arithmetic is used in the formation and triangular decomposition of struc-
tural matrices, so that significant error due to the accumulation of round-off is regarded as un-
likely. Such errors can occur, however, in exceptionally ill-conditioned problems (see Section
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15.1). A test is provided in NASTRAN on the solution of Equations (11) and (12) that will indi
cate the presence of trouble to the user.
In the test a residual load vector is first obtained from
The work done by the residual load vector is then compared with the work done by the applied load
vector in the residual energy criterion,
- - p - ' - - ' - p - /1 • \
ee = ' . (14)
Iterative improvement, such as might be obtained by computing second and higher order resi-
dual load vectors,
{6(n)p} = {6(n-Dp} . [K]{6(n-l)u} § (15)
is not attempted. The gain in accuracy from iterative improvement is largely illusory because
errors made in the formation of [K], which are of the same order as those made in the triangular
decomposition of [K], are uncorrected. This matter is discussed more fully in Section 15.1.
3.6.3 Inertia Relief
When a free body is subjected to loads that are not in equilibrium, the body is accelerated
in its rigid body (or more generally, free body) modes. If the time rate of change of the applied
loads is small compared to the frequency of the lowest elastic mode of the system, an approximate
state of equilibrium exists between the applied loads and the inertia forces due to acceleration.
Stresses in the body may be computed, in this case, from an applie'd load distribution that in-
cludes the inertia forces. The term "inertia relief" is applied to the effect that the inertia
forces have on the stresses. In order for an "effect" to be defined, a condition in which the ••
effect does not exist must be imagined. In the case of inertia relief, the "effect-free" condi-
tion is one in which the free body is restrained by determinate supports. The choice of support
points is arbitrary, but usually corresponds to a natural or customary location (e.g. the inter-
section between wing and fuselage of an aircraft). Although the condition.including inertia ef-
fects is the correct solution, the analyst may also be interested in the results for the supported
condition.
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The general procedure for including inertia relief in static analysis is as follows:
1. Select, from the displacement vector {u }, a subset {u } of determinate support points as
has been discussed in Section 3.5.5.
2. Find the accelerations {'u' } due to the applied loads (P). This requires evaluation of
' . o
the rigid body mass matrix [m ] referred to points {u }.
'3. Calculate accelerations at all other points {uf} and the corresponding inertia forces.
4. Add the inertia force vector to the applied load vector and solve for the displacements
{u.} while the structure is rigidly restrained at points, {u}. The forces of reaction
will be zero.
The equations of motion for the body, expressed in terms of the displacements, u , can be
written
Cmr]{ur} = {iy = -{qr} . (16)
[m ] is the mass matrix reduced to the u coordinates. It is evaluated from partitions of the
[M, ] matrix by means of Equation 46 of Section 3.5.5. {"P). is .the applied load vector reduced
aa i
to the u coordinates. It is numerically equal to -{q }, the set of determinate reactions, eva-
luated in Equation 42 of Section 3.5.5.
Solution of Equation 16 gives
The accelerations of the remaining points (u,}, assuming uniform acceleration as a rigid
body, are obtained from Equation 44 of Section 3.5.5,
{u'A} = [D]{ur> . (18)
The inertia forces acting on the u. coordinates are, utilizing the partitions of the [M,,]
X> au
matrix shown in Equation 45 of Section 3.5.5.
r V • ' 09)
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The vector {P^ } is added to the applied load vector {P?} in problems where the inertia relief ef-
fect is included. Since [m ] is usually of small order, its inversion is not troublesome.
The inertia relief effect is also included in the calculation of the displacement set, u°,
that expresses the motions of the omitted coordinates, u^, relative to the u coordinates. The0 a
inertia force vector for the omitted coordinates is
{P1} = {-M li - M Tu }
Now, if acceleration as a rigid body is assumed,
and
<uo} = [G0]{ua> . (22)
Thus, the inertia force vector for the omitted coordinates is
r]"1V ' (23)
which should be added to (P } in Equation 12.
3.6-8 (7/1/70)
I
STATIC ANALYSIS BY THE DISPLACEMENT METHOD
3.7 DATA RECOVERY
Data recovery in static analysis by the displacement method is performed in two steps:
1. Recovery of displacement sets that were eliminated during the reduction of the stiffness
matrix to final form, resulting in the formation of the complete grid point displacement
vector, u .
2. Recovery of internal forces and stresses in structural elements, using the grid point
displacement vector, u , to define the displacements at the corners of each element.
Margins of safety are also calculated. Separate subroutines are used for each type of
element.
The above steps are discussed in separate subsections.
3.7.1 Recovery of Displacements
Solutions for the vector sets, u. and u°, are discussed in Section 3.6.2. The remaining
x» o
operations required to recover the complete grid point displacement vector, u , are as follows:
1. Merge u , whose elements are all zero in static analysis, with u. to form u.
r • x • a
2. Recover the omitted coordinates, u .
{uo} = [GQ]{ua} + {uj} . (2)
3. Merge un and u, to form the vectors of free coordinates, u,.0 3 T
<7T^  - V-
4. Evaluate the single point constraint set, u .
{Y } is the vector of enforced displacements.
5. Merge u^ and u to form u .
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uf
u4 - <"„> •
6. Recover the multipoint constraint set, u
V = [Gj{un} . (6)
7. Merge u and u to form u .
( u_ (
* cy . (7)
The matrices [G ] and [G ], used in the data recovery process, were generated during the re-
duction of the structural matrices to final form and were placed in auxiliary storage.
A miscellaneous task that is performed in the same module that recovers u is the recovery of
the single point forces of constraint,
{qs> = -{PSJ + [Kfs]T{uf} + [Kss]{us) . (8)
The multipoint forces of constraint are not recovered.
3.7.2 Recovery of Stress Data
Internal forces and stresses in structural elements are calculated from knowledge of the dis-
placements at the grid points bounding the element and the physical parameters of the element, in-
cluding geometric properties, elastic-properties, and temperature. The equations by which inter-
nal forces and stresses are calculated are contained in a separate subroutine for each type of
element. They are discussed in Section 5.
In the calculation procedure, the stress recovery parameters for as many elements as possible
are placed in the high speed memory. The stresses are computed from the u vector for the first
loading condition, and are placed in peripheral storage. The u vectors for other loading condi-
tions are then processed sequentially. The procedure is repeated for additional structural ele-
ments (if any) that could not be stored initially. The procedure that has been described makes
minimum use of INPUT/OUTPUT data transfers. For most elements, I/O transfers are the limiting
factor on computational speed in stress data recovery.
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A number of different kinds of stress data are available for each type of element. With the
BAR element, for example, the user can request any or all of the following:
- Bending moments at both ends in two planes.
- Transverse shear forces in two planes.
- Axial force.
- Torque.
- The average axial stress.
- The extensional stress due to bending at four points on the cross-section at both ends.
The points are specified by the user.
- The maximum and minimum extensional stresses at both ends.
- Margins of safety in tension and compression for the whole element.
3.7.3 Grid Point Force Balance and Element Strain Energy Distribution
The new method of element matrix generation introduced in NASTRAN Level 16 includes the
feature that the elastic stiffness matrix for each element is individually saved in peripheral
storage. This feature makes practical a number of capabilities which would otherwise be pro-
hibitively expensive, including the determination of force balances at grid points and the cal-
culation of the strain energy distribution by elements throughout the structure.
The vector of elastic forces exerted by a structural element on its connecting grid points
is related to the displacements at these points by
{Fe} = -[Kee]{ue} • (9)
where {UQ} is the subset of the global degrees of freedom, (u), to which the element is con-e g
nected. The matrix [Kg] is computed by module EMG and stored.
The grid point force balances computed by NASTRAN include the force and moment contributions
in the global coordinate system of element elastic forces computed by Equation 9, applied loads
and single point forces of constraint. They do not include, at present, forces due to differen-
tial stiffness, multipoint constraints, general elements, or any dynamic effects. NASTRAN prints
the individual contributions of the former effects and their sum at each grid point. If none of
the latter effects are present, the sum is due to round-off error. The sum is not the same as
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the residual used in the e test (see Section 2.3) because it is calculated at a different time in
a different manner.
The strain energy within an individual element is
1 j
e 2~ e e
The user can request a list of the percentages of the total strain energy stored in each element.
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3.8 PIECEWISE LINEAR ANALYSIS ' ' '
The Piecewise Linear Analysis option of NASTRAN is used to solve problems in material plas-
ticity. The load is applied in increments such that the stiffness properties can be assumed to
be constant over each increment. The stiffness matrix for each increment is dependent on the cur-
rent states of stress in the structural elements. The increments in displacements and stresses are
accumulated to produce the final, nonlinear results. Since the algorithm assumes linearity between
sequential loads, the results will depend on the'user's choice of load increments. When the user
selects large load increments and the material properties are changing rapidly, the results may be
unacceptably inaccurate. If small load increments are used when the structure is nearly linear the
solution will be'very accurate but relatively costly.
3.8.1 Limitations and Available Options
The nonlinearity of a structural element is defined by the material used by the element. Any
isotropic material may be made nonlinear by including a stress-strain table defining its extension
test characteristics. . •
The stress-strain table must define ajnondecreasing sequence of both stresses and strains.
Because the stiffness matrix for the first load increment uses the elastic material coefficients,
the initial slope should correspond to the .defined Young's Modulus, E.
The nonlinear effects depend on the element type. The elements which utilize the plastic
material properties are described in Section 3.8.4.
Linear elements and materials may be used in any combination with the nonlinear elements.
Elements with low stress states may be included in this category by providing them with "linear"
material properties even though their actual properties are decidedly nonlinear at high stress
levels. Linear elements are used in a more efficient manner1 than the nonlinear-elements.
All static load options except temperature and enforced element deformation are allowed with
piecewise linear analysis. The reason for the exceptions is that the equivalent grid point loads
depend on the stiffness of the structure and hence on the sequence of their application. For ex-
ample, changing temperature after a load is applied gives different results than changing tempera-
ture before the load is applied.
All statics constraint options are available including enforced displacement at grid points.
The use of enforced deformation in combination with applied loads has the ambiguity discussed
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above. In the program enforced displacements are increased simultaneously with the other loads.
No protective steps are taken to prevent the attempted decomposition of a singular stiffness
matrix. If the structure fails by buckling or yielding, a solution is still attempted and the re-
sults will, be obviously erroneous.
3.8.2 Overall Solution Logic
Although the Piecewise Linear Analysis rigid format uses many of the statics analysis modules,
the path through the various operations is substantially different. A summary flow diagram is
given in Figure 1. The various steps are given numbers corresponding to the explanations below:
1. The normal statics analysis "front end" is used to generate the grid point, element, and
loading tables. The stiffness matrix (and the mass matrix for gravity loads) is generated
in the normal manner using the moduli of elasticity given with the materials.
2. The element tables are separated into linear and nonlinear elements. The program recog-
nizes a nonlinear element as one that has a stress-strain table referred to by its mater-
ial. The linear elements are used to generate a linear stiffness matrix^ [K ]. This
matrix will not change with loading changes.
3. The load vector for the whole structure, (P,,}. is generated by the normal methods except
that loads due to temperatures and enforced element deformations are ignored. The con-
strained points are also identified in this stage.
4. The "current" stiffness matrix is initially the linear elastic matrix; for subsequent
load increments the matrix is changed as shown in step 8. The constraints are applied to
the matrix in the normal sequence to produce the [K..], [Kf ], [K ], and [G ] matrices.
J6J6 T S S S 0
The [K,,.,] matrix is decomposed to produce the triangular matrices [Up,] and [L,.].
In a similar manner the applied loads, including enforced displacements at grid points,
are modified by the constraints to produce a load vector for the independent coordinates,
{P.}. The current load increment is:
{AP^1} = (a. - c^ HP^ } = Aa^P^} i = 1,2,...n , (1)
where a,, a-, ... n are a set of load level factors provided by the user.
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5. The incremental displacements are generated using the current stiffness matrix and the
current load vector increment. The dependent displacements are recovered in the -normal
manner and merged to produce the increments for all degrees of freedom, {Au n}. The in-
cremental forces of single-point constraint, (Aqg1}, are also recovered. The increments
are added to the previous vectors to produce the current vectors
6. The total nonlinear element stresses are calculated for output within the loop so that
the user may have some useful information in case of an unscheduled exit before the
end of the calculation. The method of calculating stresses is given in Section 3.8.4.
7. The stiffness matrix for the nonlinear elements, IX"], is generated six columns at a
time for all nonlinear elements connected to a grid point. The table of el.ement connect-
ions and properties is appended to include the current stress and strain values. The
modulus of elasticity is calculated from the slope of the stress-strain curve as
explained below.
8. The nonlinear element stiffness matrix, generated in step 7, is added to the linear
element stiffness matrix, generated in step 2, to produce a new stiffness matrix.
The next pass through the loop will reflect the new stress state of the structure.
9. When the results for all load increments have been produced, the data are output.
Stresses for the linear elements are calculated directly from the total displacement
vector.
3.8.3 Piecewise Linear Stress-Strain Functions
In order to simplify input to the program, a single type of plastic material table is used. A
stress-strain tabular function is input for each nonlinear material. Only certain types of
elements may use the nonlinear tables.. • • • •
In calculating the current elastic constants of a plastic element, an approximation to the
slope of the stress-strain function is used. Because the elastic constants are to be used for
the interval between the present load and the next load, an extrapolation of current information is
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required. A linear extrapolation is used to estimate the strain due to the next load increment as
shown in Figure 3. The current strain increment, Ae., is computed from the current displacement
increment Au n by separate subroutines for each type of element. The next strain increment, AE,+,,
is estimated by linear extrapolation,
(4)
where A is obtained by the curve fit through two previously computed points, e., and e. ,.
The linear elastic modulus, E , is used for the first increment. For all succeeding
increments
E
1+1
where a. and 0.+-, are obtained from points on-the stress-strain curve, Figure 2, corresponding to
c. ande^.
The actual strain components used above depend on the element type. A brief description of
the elements used in piecewise linear analysis is given below.
3.8.4 Element Algorithms for Piecewise Linear Analysis
3.8.4.1 R0D, TUBE, and BAR Elements
The plasticity of these elements is assumed to depend on the state, of extensional stress only.
Bending and twisting stresses are ignored in the determination of the effective elastic constants.
If bending stresses are important, the bar may be represented in NASTRAN as a built-up structure
composed of rods, shear panels and/or plates. The estimated next extensional strain is:
where the coefficient y- is the ratio of load increments
-
 ai . Aai+l
ai - Vi
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The elastic constants for the new stiffness matrices and the next stress calculations are:
_ Vl - °1 _ G
where G and E are the elastic shear and extensional moduli given with the material. These con-
stants are used in the calculation of extensional, bending, twisting, and transverse shear stiff-
nesses in the next increment.
3.8.4.2 Plate Elements
The in-plane stresses of plate elements are used to calculate the elastic properties for in-
plane deformations. They are also used to calculate the elastic properties for bending and trans-
verse shear, except in the case of those plate elements where the bending and transverse shear
material are different from the membrane material.
Plastic, rath'er than nonlinear elastic, behavior is assumed. The theoretical basis of two
dimensional plastic deformation as used in NASTRAN is that developed by Swedlow^ '. Only a
summary of the theory will be presented here. In the development a unique relationship between
p
the octahedral stress, T , and the plastic octahedral strain, e , is assumed to exist. The total
strain components (e , e , e , and YVI/) are composed of the elastic, recoverable deformations andx y z xy
the plastic portions (e , ewP, e_P, and YV,/P)- The rates of plastic flow, (£ P , etc.), areA y L . xy X
.independent of a time scale and are simply used for convenience instead of incremental values.
The definitions of the octahedral stress and the octrahedral plastic strain rate are:
•
2<si.2 + V *V ^ 332) . (9)
P > 2 t 2 < i P > 2 * < l P ) 2 M e ) 2 ] / 3 , 00)
^ 'Swedlow, J. L., "The Thickness Effect and Plastic Flow in Cracked Plates", Aerospace Research
Laboratories: Wright Patterson Air Force Base, Ohio: ARL 65-216; October 1965.
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where
>11
Sin = Txy
'33
n
12
22
E33
=
 e
1 P
2 Yxy
= e
(11!
The S.. array is called the "deviator" of the stress tensor, o , o , and 0 are the Car-i j ' x y xy
tesian stresses. The basic Prandtl-Reuss flow rule is:
e.j = X (12)
where X is a flow rate parameter.
X may be derived by multiplying Equation 12 by itself according to the rules of tensor analy-
sis to produce a scalar equation. The result is:
X = (13)
Another basic assumption is that the material yields according to its octahedral stress and
strain. In other words, there exists a function, MT(T ), such that
(14)
Combining Equations 12, 13, and 14 we obtain
Mj (15)
Taking the derivatives of Equation 9 we obtain:
To = TT (Sll§n + 2S12§ 12
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Substituting the relations between the S-. and the a-, terms we obtain:
'• ' J ' J
(17)
The matrix relationship for the plastic flow is formed from Equations 11, 15, and 17:
• p
ex
• p
ey
*"* P
Yxy
!
-
'6T ^  MT(T )O • 1 O
~ 2 ~"
Sll S11S22 2S11S12
S S S 2 2S S11 22 22 22 12
2
2S11S12 2S22S12 4S12
. \
0
.
w
•
(18)
p
For piecewise linear analysis this matrix, [D ], is assumed constant for a given load incre-
ment. The time derivatives are replaced with incremental values. The total strain increments,
obtained by adding the plastic and linear elastic parts, are:
{Ae} = ([DP] + [Gr1){A0} = (19)
where [G] is the normal elastic material matrix and [G ] is the equivalent plastic material matrix.
A further relationship to be derived is that of the plastic modulus, MT(T ), versus the slope
of a normal stress-strain curve. If a specimen is under an axial load, its stress and strain val-
ues are: '
4 x a
°y = °z = Txy: = Txz = Tyz
= e
- '
P vaa
xy
=
 "Y = 0xz
(20)
where E and v are the elastic modulus and Poisson's ratio for the elastic part of the stress-
o
strain curve.
P P I PBecause of noncompressibility the plastic strains are e = e = - -5-e .
J i- £ A
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The stress-strain relationship given in the table is:
and
Aa
(21)
The octahedral stresses and strains may be determined from Equations 9, 10, and 11.
vo - 3 ua
E P
• P x
(22)
The tabular relation for octahedral stress is, therefore:
The slope relation is from Equations 22 and 23:
(23)
where from Equations 20 and 22:
3AT
Ae. Ae
(24)
(25)
The octahedral plastic strain-to-octrahedral stress function obtained by solving Equations 24
and 25, and substituting into Equation 24, is:
Ae
AT (26)
where E1 = F' is the approximate slope of the stress-strain curve.at each increment.
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In applying the theory the following steps are taken:
1. The strain increments, {Ae1}, are determined from the incremental displacement vector and
the geometry of the element. Using the material plastic matrix from the preceeding step
[G 1"1], the new stresses are:
{a1} = {a1'1} + [Gpi-1]{Ae i} . (27)
2. Using Equations 9, 11, and 22 the new octahedral stress, T 1, and its unidirectional
,• j
equivalent, o , are calculated, c, is used with the stress-strain table to determine
a a
a strain e,1. Using the previous strain e,1' , a new strain, e,1 , is estimated by
a d o i
linear extrapolation as in the case of extensional elements.
In case a,1 exceeds the maximum tabulated value, the incremental modulus, E1, is seta
equal to zero on the assumption that the element has ruptured.'
3. Using the stress-strain table, the next estimated stress, a 1 , is found. The stress-
a
strain slope is:
ai+1 - a1
E1 = -fo }• . (28)
ea " ea
4. The new stiffness matrix, [G 1], is calculated from Equations 9, 11, 26, 18, and 19
using a \ a n, T \ and E1 as input data. [G n] is then used in the normal stiffnessA y xy p
matrix calculation routine.
The quadrilateral_elements use extra logic since they are composed of four overlapping triangles.
The primary difference is that the stress increments are averaged over the four triangles and the
resulting material matrices must be treated as anisotropic and rotated into each subelement's
coordinate system.
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1 Normal Statics Formulation
2 Separate Linear and Non-linear
• Elements. Form K*_ Stiffness
Matrix from Linear Elements
3 Select Constraints and Generate
P Load Vector
4 Partition, Reduce, and Decompose
Kgg * V Lu
5 Solve for Displacement Increment Au.,-
Solve for Dependent Displacements
and Increment u. = u._, + Au.
6 Calculate Non-linear Element
Stresses and Update Stress^Tables
Output Non-linear Stresses
Loop
7 Calculate Non-linear Element
Stresses and Form Non-linear
Matrix Kn_
End of Loop
8 Add Linear and Non-linear Matrices
K = K 4- tf"gg gg Kgg
9 Calculate Stresses in Linear Elements
for All Steps and Output Displacements,
:orces, and Total Stresses in All Elements
Figure 1. Piecewise linear flow diagram.
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'1+T
ESTIMATED STRAIN FOR NEXT INCREMENT
STRAIN
I I I _L I
e, STRAIN
Figure 2. Determination of elastic modulus from tabular stress-strain curve defined by user.
*i+l
-k-i
g
<
u.
o
o
I
ESTIMATED STRAIN FOR
NEXT INCREMENT
I
(EST)
e, STRAIN
Figure 3. Method of extrapolating previous strains to produce estimate of next strain.
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4.1 AXISYMMETRIC STRUCTURES
The description of finite element structural analysis presented in Chapter 3 assumes a
structural model in which the degrees of freedom are defined at points in a three-dimensional
space. An entirely different formulation is available in NASTRAN for analyzing axisymmetric
structures. In this formulation, the degrees of freedom are the harmonic coefficients of displace-
ment components defined on the perimeter of circles, called grid circles, which lie in planes
normal to the axis of symmetry. The special features of NASTRAN's axisymmetric structural analysis
capabilities are discussed below.
4.1.1 Axisymmetric Element Library
NASTRAN includes four different axisymmetric structural elements. They are the conical shell
element (Section 5.9), the toroidal shell element (Section 5.10), and the triangular and trape-
zoidal solid ring elements (Section 5.11). .The reader is referred to the sections cited for
details. No attempt has been made to make these elements compatible-with each other, or with
"ordinary" structural elements. The only axisymmetric elements that can be used together in the
same problem are the triangular and trapezoidal solid-ring elements. The conical shell element is
the only element that accepts nonaxisymmetric loads. The others require that the loading be axi-
symmetric.
4.1.2 Coordinate Systems
The "global" coordinate system for the conical shell element, and for the solid of revolution
elements, is a cylindrical coordinate system as shown below:
z
arbitrary
reference
azimuth
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Force components are input parallel to the global coordinates, and displacements are output
parallel to the global coordinates.
For the toroidal shell element, the "global" system is a spherical coordinate system locally
tangent to the shell.
4.1.3 Harmonic Coefficients and Degrees of Freedom
The following equations are used to define harmonic coefficients:
a. Any vector component representing motions or forces in a plane that includes the z-axis:
m m *
v(r,<j>,z) = V0(r>z) + I vn(r,z)cos(n4>) + I vn(r,z)sin(n<j>). (1)
n=l n=l
b. Any vector component representing motions or forces normal to a plane that includes the
z-axis:
if "' "' *
u(r,<f>,z) = u (r,z) + I "n (r,z)sin(n<j>) - I un(r,z)cos(n<f>).
n=l n=l
(2)
The motions corresponding to different harmonic orders are uncoupled. Also, the starred and
unstarred parameters are uncoupled. The degrees of freedom are the coefficients (u , u, , u ,
8rn' 8d>n' Szn anc' t'ie''r "starred" counterparts) at discrete "grid circles." Note the (-) sign pre-
ceding the starred series for u(r,cj>,z). Because of the (-) sign, the starred parameters describe
motions that are shifted J- in azimuth from the motions described by the unstarred parameters, since
-cos(n<j>) = sin(n<j> - |), (3)
and
sin(ncf>) = cos(n<t> - |-). (4)
The practical effect of the (-) sign in Equation 2 is that the stiffness matrices for the
starred parameters are identical to the stiffness matrices for the unstarred parameters for n>o.
Note that the unstarred coefficients represent motions that are symmetrical with respect to
4) = 0, and that the starred coefficients represent antisymmetrical motions.
The harmonic order, n, represents an additional dimension of the vector space that is not
present in "ordinary" structural analysis. The number of degrees of freedom per grid circle is
t>vpRODUCIBlUTY OF THE
PAGE is POOR
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equal to 6(2m + 1).
The solutions for different unstarred harmonic orders are calculated in the same run. For
statics and inertia relief problems only (Rigid Formats 1 and 2, see Section 3.2), the results
for unstarred harmonic orders may' be combined with the results for starred harmonic orders,
thereby providing solutions for general unsymmetric loading.
For vibration mode analysis (Rigid Format 3, see Section 9.1), the user selects the highest
order, m, and all modes of order m and lower are calculated in the same run. There is no pro-
vision for selecting individual harmonic orders.
The presence of harmonic coefficients complicates the selection of the order in which
degrees of freedom are processed. In NASTRAN, the degrees of freedom are sequenced first by
location and then by harmonic order and last by symmetry (starred or unstarred). Thus, all VQ
coefficients precede all v, coefficients, etc. Since no coupling between different orders is
permitted, this is a sensible arrangement that minimizes bandwidth. , .
4.1.4 Application of Loads . . •
The following types of static loads are available for use with the conical shell element:
a. Concentrated forces and moments applied at points on grid circles.
b. Uniform line load on a sector of a grid circle.
c. Uniform pressure load on a region bounded by two gird circles and two meridians.
d. Harmonic components of force and moment along grid circles.
e. Gravity loads. The gravity vector may be arbitrarily oriented. It operates on the
global mass matrix and generates zero.and first harmonic loads.
f. Thermal loads. The temperature is defined at specified points on grid circles and is
linearly interpolated. The provision for harmonic components of temperature described
on Page 5.9-28 has not been implemented. The .temperature on grid circles is used by
element routines to compute thermal loads.
g. Enforced displacements at grid circles. Harmonic components are constrained to user-
specified values.
The only static loads that can be applied when the solid-ring elements are i^ed are uniform
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symmetrical line forces on grid circles and thermal loads. The toroidal shell element accepts
uniform line forces and line moments on the grid circles. It also accepts thermal loading.
At present, very special procedures are required to generate dynamic loads. The computer
generates internal gridpoint numbers for each harmonic at each grid circle. If the user knows
the algorithm by which gridpoint numbers are assigned, he can reference the internally assigned
numbers and apply a load to them. The procedure is described in Section 4.6 of the Programmer's
Manual.
4.1.5 Differential Stiffness
Differential stiffness (see Chapter 7) is available for the conical shell element only. It
provides a linear buckling capability for symmetrically loaded shells of revolution. If a non-
symmetric loading is applied, NASTRAN extracts the zero harmonic component of the load and then
computes the resulting differential stiffness for all harmonics. It will also compute the buckling
modes for all harmonics.
4.1.6 Hydroelastic Capability
The NASTRAN hydroelastic capability is described in Section 16.1. The properties of the
fluid are assumed to be axisymmetric, and a Fourier series expansion is used. At present, the
properties of the structure must be expressed with ordinary nonaxisymmetric structural elements
in hydroelastic problems.
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4.2 STRUCTURAL MATERIAL PROPERTIES
In NASTRAN structural material properties are normally specified with a Material Property
Card. The only exceptions are the scalar damper and the scalar spring whose material properties
are imbedded in their spring and damping constants. The material properties defined on Material
Property cards include density, elastic moduli, thermal expansion coefficients, allowable stresses
used in calculating margins of safety, and structural damping coefficients. All of the material
properties can be made functions of temperature and elastic moduli can be made functions of
stress for piecewise linear analysis (see Section 3.8).
At present three different types of material property cards are available. Table 1 sum-
marizes the availability of the material property types for each of the NASTRAN structural ele-
ments. The manner in which elastic moduli are treated by each of .the Material Property Cards is
as follows:
MAT1 - specifies values of E, v, and/or G for isotropic materials. When two of the three
parameters are specified, the third is computed from G = E/2(l+v). If all three parameters are
specified, the value specified for G is replaced by this formula for surface and surface of revo-
lution elements. For solid and solid of revolution elements all three parameters are used in the
form:
\
'xy
'yz
'xz
1
t
V
" E
-
v r
0
0
0
V
' F
1
E
_ V
0
0
0
V
* F-
V
' F
1
F
0
0
0
0
0
0
1
G"
0
0
0
0
0
0
1
G
0
1
0
0
0
0
0
1
G
(1)
xy
xz
Note that the material is not isotropic when G f E/2(l+v). For solid elements the material
axes to which Equation 1 refers are the axes of the basic coordinate system. The material
axes for solid of revolution elements are defined on Page 5.11-22.
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MAT2 - specifies a general anisotropic stress-strain relationship in the form
o
X
°y
>
=
Gn G-l n G-i o
|G12 | G22 | G23
~G13~~
G23 ! G33t O OO •
£„
X
V
Yxy
(2)
This format is available for flat surface elements only, as shown in Table 1.
MAT3 - specifies a general orthotropic stress-strain relationship with respect to three per-
pendicular axes of symmetry in the form
/ \
'xy
•yz
\Yz7
The matrix is symmetric so that
1
xz
0
zx
(3)
xy
yz
zx
. -
V Ey ' vzy Ez ' vxz Ex
(4)
The inverse of the matrix in Equation 3 is of a similar form as that given in Equation 3
on Page 5.11-4. The MATS card is available for surface of revolution and solid of revolution
elements only. TTiese elements employ appropriate subsets of the (6x6) matrix.
The coordinate axes for the NASTRAN structural elements are defined as follows:
Linear elements (R0D, C0NR0D, and TUBE) have an element x-axis which points from end A to end B
of the element. Positive extensional forces are tension; and positive'torques are defined by
the right-hand rule. The material properties are E (for tension) and G (for torsion).
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The linear bending element (BAR), has an element x-axis which points from end A to end B of
the bar. The ends may be offset from the grid points by rigid connections. The element y-axis
is determined by a user specified vector v". The y-axis is in the plane of the vector V and the
x-axis, and it is perpendicular to the x-axis. The z-axis forms a right-hand system. The
material properties are E (for extension and bending) and G (for torsion and transverse shear).
For composite beams, a reference value of E can be chosen, and the user can then evaluate the
effective area and moments of inertia. Similarly for G, the user can evaluate the effective
torsional rigidity (J) and transverse shear factors (K , K ) (see Section 5.2.1). Thus, E and
G are sufficient to describe sandwich type beams.
The surface elements have an element.coordinate system internal to each element. The
element lies in its x-y plane, with the origin at the first listed grid point, and the second
listed grid point on the x-axis. Element forces and stresses are given in this coordinate
system. References can be made to different material properties for membrane, bending and trans-
verse shear deformations to account for sandwich plates. Either MAT1 or MAT2 type materials may
be used. The material matrix (if it is type 2) may be specified in a material coordinate system
whose x-axis makes an angle 6 with the x-axis of the element coordinate system, as shown in
Figure 1. , •
The theoretical development in Section 5.8.2.4 allows for a 2 x 2 transverse shear matrix
(5)
relating transverse shear deflections to shear forces. At present J = J = 1/Gh and J =0;xx yy xy
where G is the value specified on a MAT! card (0.0 implies G is'infinite). The entire matrix is
set equal to zero if a MAT2 card is used.
The solid elements use the basic coordinate system and allow only isotropic material pro-
perties, except as noted above in connection with Equation 1.
The surface of revolution elements have s (meridonal), <j> (azimuthal), z (normal) coordinate
systems in place of x, y and z. The conical shell can specify separate isotropic (MAT1) pro-
perties for membrane, bending and transverse shear. The toroidal shell (zero harmonic only, no
transverse shear) has a single 2x2 matrix
Yx
Yy
=
xx xy
J J
_ xy yy_
Vx
Vy
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ro\ (6)
where s and <j> replace x and y and where the E's and v's may come from a MATT or a MATS format.
The solid of revolution elements use a cylindrical r, <j>, z coordinate system. Either MAT!
or MATS formats can be used.
Thermal expansion coefficients are also specified on the Material Property cards. On a
MAT1 card the thermal expansion is assumed isotropic. On a MAT2 card
(7)
On a MATS card
(8)
Note that the material is assumed to be symmetrical with respect to its axes on a MATS card.
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Table 1. - Existing NASTRAN material capability.
Element
Type
Linear
Surface
Solid
Surface of
Revolution
Solid of
Revolution
Element
Name
R0D, C0NR0D, TUBE
BAR
TRMEM, QDMEM
TRPLT, QDPLT, TRBSC
TRIA1 , QUAD1
SHEAR, TWIST
TETRA, WEDGE, HEXA1-2
C0NEAX
T0RDRG
TRIARG, TRAPRG
Kind of
Strain
tension, .torsion
(tension, torsion,
(bending, shear
membrane
j bending
(transverse shear
( membrane
< bending
(transverse shear
shear
3-dimensional
( membrane
j bending
( shear.
es> ee
er' ez' E6' Yrz
MAT type
1
1
1, 2
V**1, (2 )
.1,2
1, 2,
1, (2 )
1
1
1
1
1
1, 3
1, 3
If MAT2 is used, the shear flexibility is 0.0
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x (material x-axis)
(a) Triangle
x (material x-axis)
(b) Quadrilateral
Figure 1. Material axes for surface elements.
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4.3 MANUAL SINGLE-STAGE SUBSTRUCTURE ANALYSIS
Substructure partitioning, as here defined, is a procedure in which the structural model is
divided into separate parts which are then processed, in separate computer executions, to the
point where the data blocks required to join each part to the whole are generated. The subse-
quent operations of merging the data for the substructures, and of obtaining solutions for the
combined problem, are performed in one or more subsequent executions, after which detailed
information for each substructure is obtained by additional separate executions.
Substructure partitioning may be required for logistic reasons in problem preparation, for
reasons of computational efficiency, or simply because the high-speed or peripheral storage
capacity of the computer is exceeded by the data generated in the solution of the problem as a
single structure. The logistic reasons refer to the possibility that the task of preparing the
mathematical model of the structure may be assigned to separate groups which: work at different
places and times or at different rates and which require frequent access to the computer in
order to check their work. It may, in such situations, be cost effective to combine the results
of the separate computer runs, rather than their separate input data decks.
Sections 3.5.3 and 3.5.4 describe a matrix partitioning procedure which is available as an
internal part of the rigid formats and which does not, therefore, qualify as substructure parti-
tioning. It divides the degrees of freedom into two sets: the "a" set, u , which is retained,
9
and the "o" set, u , which is omitted in subsequent processing. The manner in which this pro-
cedure may be used to generate true substructure partitioning is illustrated in Figure 1. If
the u set is selected as shown, the structural matrices for the u grid points in different
3 0
regions will be uncoupled from each other. For example, the nonzero terms in [K ] will only
occur in diagonal partitions as shown in Equation 1 belpw.
00
0
0
0
0
K(2)
op
0
0
0
0
00
0
0
0
0
Etc.
0)
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The generation of the reduced stiffness matrix [K 1 and the reduced load vector {PI _>y
da Cl
Equations 28 and 29 of Section 3.5.3 can then proceed independently for each region (i.e., sub-
structure). Specifically,
<Pa}
where the reduced stiffness matrix for each substructure
(4)
= - [*!!>] [K'i'r1 [K<i>]T + [K<!>] ,ao J L oo J L ao J u aa
and the reduced load vector for each substructure
{P(1)} = {pO) } + [6(1)] {p(Dj . (5)
The terms [K-j|''] and [P;^ '] in Equations 2 and 3 represent terms added by the user in a
ao a
later stage.
Substructural analysis by the NASTRAN substructuring technique is logically performed in
at least three phases, as follows:
Phase I: Analysis of each individual substructure by NASTRAN to produce a
description, in matrix terms, of its behavior as seen at the boundary
degrees of freedom, u.
a • ' •
Phase II: Combination of appropriate matrices from Phase I and the
inclusion, if desired, of additional terms to form a "pseudo-structure"
which is then analyzed by NASTRAN.
Phase III: Completion of the analysis of individual substructures using
the {u,} vector produced in Phase II.
a
The NASTRAN substructuring technique is available for all rigid formats, except piecewise
linear static analysis. In the case of static rigid format 1, no additional approximations
are introduced into the calculation by the substructuring operation. In the case of dynamic
rigid formats, the Guyan reduction is employed in Phase I, which restricts the dynamic degrees
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of freedom to the {u } set (see Section 3.5.4). Thus, it is advisable, when solving a dynamic
problem, to include some degrees of freedom at interior points in {u }. Also, (u } must, of course,a a
include all degrees of freedom that are connected to more than one substructure.
Under certain circumstances, the substructure analysis may use more than three phases. For
example, if differential stiffness is included, five phases are required as follows: (1) initial
static preload analysis of each substructure;- (2) combination static preload analysis; (3) recovery
of static preload stress data, and calculation of the differential stiffness matrix for each sub-
structure; (4) combination analysis, including differential stiffness; and (5) completion of the
analysis of individual substructures. Note that rigid format 4, Static Analysis with Differential
Stiffness, is not used in the analysis sequence. A similar procedure is followed in the case of a
buckling analysis, except that it is advisable to include some degrees of freedom at interior points
in {u,}; otherwise the influence of differential stiffness on the buckling mode shape at interior
a
points will be ignored. Another example where more phases are used is an analysis where the sub-
structures are first combined into groups, and the groups are then combined into a complete "pseudo-
structure."
As can be seen, a flexible substructuring capability is necessary to accommodate all practical
uses. This is provided by using the ALTER feature (see Section 1.3) to modify existing rigid formats
according to the user's requirements.
Figure 2 shows a typical flow diagram for the operation of substructuring in NASTRAN. It in-
volves the application of three separate phases of NASTRAN execution to two substructures. In the
NASTRAN Phase I execution, the stiffness matrix [K ] and (if needed) the static load vector {P }aa a
are computed independently for each substructure. In dynamic analysis, the matrices [ M l , [id 1,dd act
and [B ] are also computed. All of these data are copied onto a user tape via the user module
0UTPUT1, which is altered into the rigid format. The computation of the dynamic load vector is
delayed until Phase II.
The first step in the NASTRAN Phase II execution is to merge the reduced matrices formed in
Phase I. This is done by the existing MERGE and ADD modules which are altered into the NASTRAN
rigid format selected for Phase II. The MERGE operation requires knowledge of the interconnections
between the degrees of freedom in the substructures. This information is contained in a partition-
ing matrix, each of whose columns corresponds to a particular substructure. The rules for generating
the partitioning matrix are explained in Section 1.10 of the User's Manual. In Phase II, the degrees
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of freedom in {u } constitute a set of scalar points, which is redesignated as the (u } set of thea
 9
"pseudo-structure" and on which all normal NASTRAN operations may be performed. In particular,
direct matrix input (DMI), single and multi-point constraints ( S P C ' s and M P C ' s ) , and both static
and dynamic loads may be applied. The partitioning matrix is employed by the user to identify the
degrees of freedom in {.u } .
In Phase III, each NASTRAN substructure execution is restarted with the partition of the
Phase II {u } vector corresponding to the {u } vector for each substructure. All normal data9 a
reduction procedures may then be applied. In dynamic analysis, Phase III can be omitted if output
requests are restricted to the response quantities in the u, set.
u
In a dynamic analysis the user may, if he wishes, employ the Guyan reduction in Phase II. The
complete substructure analysis then involves a "double reduction" in which some degrees of freedom
are eliminated in Phase I and some are eliminated in Phase II. This is useful because, as noted
earlier, the {ua> vector generated in Phase I contains all of the degrees of freedom on the
boundaries between substructures, as well as a selected set of freedom at interior points. The
density of the boundary freedoms may well be greater than necessary, and these freedoms can be
removed for the sake of economy by the second Guyan reduction. The final set of freedoms retained
for dynamic analysis will be those actively selected by the user and no more. The double reduction
technique is recommended for structures with very many static degrees of freedom, where it will be
competitive with component mode synthesis (see Section 14.1) in many cases.
Detailed instructions for the NASTRAN substructuring procedures are given in Section 1.10 of
the User's Manual.
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Figure 1. Use of partitioning to decouple regions of the structure.
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NASTRAN
BULK DATA
DECK
NASTRAN
PHASE I - 1
[DMI.MPC's.SPC's,DYNAMIC LOADS, *STATIC LOADS, etc.
(/OUTPUTV DATA\ITEMS_
I 'r
NASTRAN
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BULK DATA
DECK
NASTRAN
PHASE I - 2
Any items that are user-specified for the pseudostructure
Figure 2. Flow diagram for NASTRAN substructuring.
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4.4 FULLY STRESSED DESIGN OPTIMIZATION
NASTRAN includes a method of design optimization for linear static analysis (Rigid
Format 1) based on automation of a relatively simple strategy known as "fully stressed
design." According to this concept, the cross-sectional properties of each structural element
are changed at each design iteration to produce a limit stress (zero margin of safety) somewhere
within the element, on the assumption that the loads carried by the element are unaffected by
changes in its cross-sectional properties. The assumption is strictly true only for statically
determinate structures. In indeterminate structures of low redundancy, the assumption is not
badly in error, so that a few repetitions of the algorithm will produce a stress distribution
throughout the structure which has very nearly a zero margin of safety in every element, i.e.,
a "fully stressed" design. In structures of high redundancy, the procedure will converge more
slowly (if at all), and modifications of the basic strategy may be required to achieve convergence.
There is, furthermore, no assurance that the-fully stressed design of a highly redundant structure
will be an optimum design in any meaningful sense. It is relatively easy to construct examples
in which the procedure converges to a "pessimum" design. Consider, for example, the simple case
of two parallel rods which are rigidly connected together at their ends and which differ only
in their allowable stresses. Since in this case the stresses in the two rods are equal regard-
less of their areas, the algorithm will increase the area of the weaker rod at the expense of the
stronger, and in the limit only the weaker rod will remain.
From this example it is seen, at the least, that a fully stressed design algorithm cannot be
used uncritically. It is, nevertheless, very attractive because of its basic simplicity, and it
will produce excellent designs in many practical cases. On the other hand, due to its inherent
limitations, it is not deemed to be worthy of a great deal of refinement. Consequently, in the
NASTRAN version, the criteria used to resize elements have been kept simple. User experiences
with the method may lead to improvements in later versions.
The physical quantities involved in the design algorithm are: properties, A; stresses, a;
and stress limits, a.. The properties may include thicknesses, cross-sectional areas or moments
&
of inertia. Most NASTRAN elements have several independent properties. They also have several
types of stresses and several places where stresses can be evaluated. The stress limits include
those for tension, compression and shear. For the simple case of an element with one property,
the design iteration algorithm is as follows. Let
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a = Max o 0)
where the search for a maximum value is extended over all user-identified stress components and
locations, and also over all designated loading cases. The new property for the element is
evaluated from the old property by the formula
Anew = ld (a + (l-
where y is a parameter selected by the user. For y = 1 (the default value), Equation 2 becomes
If the product crA were invariant, Equation 3 would give
Aold
 = l_ff (4)
new
 "
 Anew °old " « old • -
so that the value of a would just be equal to the limit stress in this special case,new
For y = 0, it is seen that A = A, ., and for values intermediate between zero and one the
property is changed by less than a factor of a. Thus y is a parameter which moderates the pro-
perty changes at each iteration and it may be employed by the NASTRAN user to improve the con-
vergence of the algorithm.
The algorithm is modified by several other practical considerations. For example, the
user may limit the range through which any property may be varied. In addition, a given property
may be applied to several elements simultaneously via standard NASTRAN property cards'. In this
case the search indicated by Equation 1 will be extended to all elements which reference the
same property card and the property will be changed uniformly for all such elements. Thus, the
user can control the fineness of the property distribution by using a larger or smaller number
of property cards. Finally, the optimization procedures will be applied only to those property
cards which are called out by the user.
The number of iterations is controlled by a user-supplied convergence parameter, e, and a
user-supplied upper limit on the number of iterations. The algorithm is continued until either
the limiting number of iterations is reached, or until the values of the ct's for all properties
which are not at their upper or lower limits are within e of unity.
4
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For elements with more than one cross-sectional property (such as the BAR element), the
simple expedient has been chosen to change all of the properties according to a fixed rule. Thus,
in the case of the BAR, the moments of inertia are changed in direct proportion to the change in
area. This is equivalent to the assumption that each BAR has a thin-walled cross-section whose
thickness is being changed uniformly. The details of the rule are given in Table 1 for each of
the elements whose properties can be changed. In the table, the basic property is the one whose
new value is calculated by Equation 2. It is seen that all related properties are changed in
direct proportion to the basic properties except in the case of the homogeneous plate elements,
TRIA2 and QUAD2.
The procedures for elements with more than one cross-sectional property are admittedly crude
and they cannot be used for the detailed design of individual elements. The incorporation of
more elaborate procedures has, however, been judged to be unwise for the present, due to the
inherent limitations of the fully stressed design algorithm. Indeed, it is not clear that any
fully automated general purpose design procedure can successfully cope with the simultaneous
requirements of overall and detailed design.
The calculations are performed in two modules, 0PTPR1 and 0PTPR2 (Property Optimization
Processor, Phases 1 and 2). The first module creates a table of the relevant quantities for
each identified element property card, and the second module calculates the changes in the
values of the properties.
The output of the analysis includes a revised set of element property cards in addition to
all normal classes of output data.
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Table 1. Rules for changing the properties of elements.
Element
ROD
TUBE
RAP
TRMEM
QDMEM
TRPLT, QDPLT
TRBSC
TRIA1, QUAD1
TRIA2, QUAD2
CLJCADontAK
a, Stress
Value Inspected
Axial ^
Torsional
Maximum axial ten-
sion and axial
compression stresses
points in the cross
sections at ends A
and B.
a
 1 = MAX PRINCIPAL
a
 2 = MAX PRINCIPAL
Tm = MAX SHEAR
Same as above
except at outer
fiber z, , z«.
Same as above
T — MAY CUTADT jntAK
a, Scale Factor for
Use in Equation 2
~ $ •%•'*;)
a-maxf31 °bl ~°a2 "M
™l at ' at ' oc • a J
-fr*8
H^ -^ l\ t c s/
(for both z, and z^)
Same as above
cr(|Tm'^
"Us )
Basic
Property
A*
O.D.
A**
t
I
t
t
Related ***
Properties
J
J T T T
»*•] ''212
--
t (for transverse
_ sfiearj
I
I = t3/12
* If A is zero, J will be used in its place.
** If A is zero, II will be used in its place.
*** The related properties are changed in direct proportion to the basic property
unless otherwise indicated.
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4.5 CYCLIC SYMMETRY
Many structures, including pressure vessels, rotating machines, and antennas for space com-
munications, are made up of virtually identical segments that are symmetrically arranged with
respect to an axis. There are two types of cyclic symmetry as shown in Figures 1 and 2: simple
rotational symmetry, in which the segments do not have planes of reflective symmetry and the
boundaries between segments may be general doubly-curved surfaces; and dihedral symmetry, in which
each segment has a plane of reflective symmetry and the boundaries between,segments are planar.
In both cases, it is most important for reasons of economy to be able to calculate the thermal and
structural response by analyzing a subregion containing as few segments as possible.
Principles of reflective symmetry (which are not, in general, satisfied by cyclicly symmetric
bodies) can reduce the analysis region to one-fourth of the whole. Principles of cyclic symmetry,
on the other hand, can reduce the analysis region to the smallest repeated section of the structure.
Neither accuracy nor generality need be lost in the process, except that the treatment is limited
to linear relationships between degrees of'freedom. Special procedures for the treatment of cyclic
symmetry have been added to NASTRAN. The use of cyclic symmetry allows the analyst to model only
one of the identical segments. There will also be a large saving of computer time for most prob-
lems. Details of the procedures for.applying cyclic symmetry are described in Section 1.12 of the
User's Manual.
The term dihedral symmetry is borrowed from Herman Weyl who used it in his mathematical
treatment of symmetry, Reference 1. Note that dihedral symmetry is a special case of rotational
symmetry. In both cases, the body is composed of identical segments, each of which obeys the
same physical laws. The distortions (deflections or temperature changes) of the segments are not
independent, but must satisfy compatibility at the boundaries between segments. Cyclic transforms
can be defined which are linear combinations of the distortions of the segments. The transformed
equations of compatibility are such that the "transformed segments" are coupled singly or in pairs
which can be solved independently. This feature results in a significant reduction of computa-
tional effort beyond the normal possibilities of substructure analysis.
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4.5.1 Theory for Rotational Symmetry
The total body consists of N identical segments, which are numbered consecutively from 1 to
N. The user supplies a NASTRAN model for one segment. All other segments and their coordinate
systems are rotated to equally-spaced positions about the polar axis. The boundaries must be
conformable; i.e., when the segments are put together, the grid points and the displacement
coordinate systems of adjacent segments must coincide; thus no point may be on the axis. This is
easiest to insure if a cylindrical or spherical coordinate system is used, but such is not required.
The user will also supply a paired list of grid points on the two boundaries of the segment where
connections will be made. For static analysis the user may also supply a set of loads and/or en-
forced displacements for each of the N segments.
The two boundaries will be called sides 1 and 2. Side 2 of segment n is connected to side 1
of segment n+1, see Figure 1. Thus, the components of displacement satisfy
uj+1 = u!J n = 1...N , (1)
where the superscript refers to the segment index and the subscript refers to the side index.
This applies to all degrees of freedom which are joined together. Also let U£ = U], so
that Equation 1 will refer to all boundaries. Equation 1 is the equation of constraint between
the physical segments.
The rotational transformation is given by
kL
un = u°
 + E [ukccos(n-l)ka + uks s1n(n-l)ka]+ (-i)W2>-VN/2 '(2)
k=l
a = ZTT/N, n = 1, 2 N,
where un can be any component of a displacement, force, stress, temperature, etc., in the n
segment. The last term exists only when N is even. The summation limit k. = (N-l)/2 if N is odd
and (N-2)/2 if N is even. The transformed quantities, u°, u c, u s, and u ' will be
referred to as symmetrical components. They are given this designation by virtue of their
similarity to the symmetrical components used by electrical engineers in their analysis of poly-
phase networks, Reference 2. Note also the similarity of Equation 2 to a Fourier series decompo-
sition, except that the number of terms is finite. On this account, Equation 2 could be called a
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finite Fourier transformation, Reference 3.
Equation 2, in matrix form, is
LuJ = LOJ[T] ,
LuJ = LuVu2, u3 uNJ ,
(3)
where
and LGJ = Lu°, D lc, G ls, G2c, G2s G
Each element in the first row vector can represent all of the unknowns in one segment.
The expanded form of the transformation matrix is
[T] =
1 1
1 cos a
0 sin a
1 cos 2a
0 sin k.a
1 -1
1
cos 2a
sin 2a
cos 4a
sin 2kLa
1
1
cos(N-l)a
sin(N-1)a
cos(N-1)2a
sin(N-l)kLa
-V
(4)
The last row exists only for even N. The transformation matrix, [T], has the property
[T][T]T = [D] =
N/2
N/2
N/2
(5)
i.e., the rows of T are orthogonal.
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Since D is nonsingular,
Thus, [I]'1 = [T]T[D]'1 and
= [I]
LuJ = LuJCT]'
1
(6)
(7)
In summation form, Equation 7 becomes
N
G° = (1/N) I un ,
n=l
N
ukc = (2/N) I u" cos(n-1)ka ,
n=l
N n .
(8)
GKS = (2/N) I u" sin(n-l)ka ,
n=l
N
GN/2 = (1/N) I (-1)""1 un (N even only)
n=l
It should be noted that Equations 8 apply to applied loads, and to internal forces, as well as to
displacement components. The validity of the symmetrical components [uj to represent the motions
of the system follows from the existence of [T] . It remains only to show that they are useful.
The equations of motion at points interior to the segments are linear in displacements,
forces, and temperatures; they are identical for all segments; and they are not coupled between
segments. Thus, the equations of motion (for example, [K]{u}n = {P}n in static analysis) can be
additively combined using one of the sets of coefficients in Equations 8, thereby obtaining the
equations of motion for one of the transformed variables which will have identically the same
form (e.g. [K]{u> = {P} ) as the equations of motion for one of the physical segments.
The equations of motion at points on the boundaries between segments are treated by employing
the notion of a rigid constraint connecting adjacent points. To transform the compatibility equa-
tion of constraint (1), notice that
n
k=l
cos nka + G sin nka] + (-l) G
'
(9)
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By use of the identities cos nka = cos(n-l )ka-cos ka - sin(n-l)ka sin-ka and
sin nka = sin(n-l )ka-cos ka + cos(n-l )ka-sin ka, Equation 9 may be written
k=l
(u!fc cos ka + u!fs sin ka)cos(n-l)ka
+ (-u![c sin ka + u!fs cos ka)sin(n-l)ka
- (-Dn-1 GN/2 (10)
If Equation 10 is compared to Equation 2, evaluated at side 2 as required by Equation 1, and the
coefficients of terms with the same dependence on n are equated, the following equations are obtained:
cos ka + sin ka = UpC
sin ka + u![s cos ka = u^5
k = l,...,k. (11)
Equations 11 are the equations of constraint for the symmetrical components. The only symmetrical
components coupled by the compatibility constraints are Ic and Is, 2c and 2s, etc. Thus, there
are several uncoupled models: the K=0 model contains the u° degrees of freedom; the K=l model
contains the u c and u s degrees of freedom, etc.
There is a somewhat arbitrary choice regarding where to transform the variables in the
NASTRAN analysis. NASTRAN structural analysis can start with a structure defined with single
and multipoint constraints, applied loads, thermal fields, etc., and reduce the problem to the
"analysis set," {u,}, where
a
=
 {Pa> (12)
The vector {u } contains only independent degrees of freedom. The decision was made in develop-
ing the cyclic symmetry capability to first reduce each segment individually to the "analysis"
degrees of freedom, and then to>transform the remaining freedoms to symmetrical components.
This approach has several advantages, including elimination of the requirement to transform
temperature vectors and single-point enforced displacements, because these quantities are first
converted into equivalent loads. More importantly, if the "0MIT" feature is used to remove
internal degrees of freedom, it need only be applied to one segment. The 0MIT feature greatly
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reduces the number of degrees of freedom which must be transformed. The user specifies all con-
straints internal to the segments with standard NASTRAN data cards. If constraints (MPC, SPC,
and/or 0MIT) are applied to degrees of freedom on the boundaries, they will take precedence over
the intersegment compatibility constraints; i.e., an intersegment compatibility constraint will
not be applied to any degree of freedom which is constrained in some other way. SUP0RT data
cards are forbidden because they are intended to apply to overall rigid body motions and will
not, therefore, be applied to each segment. In the case of static analysis, the analysis equa-
tions for the segments are
[K](u}n = (P}n n = 1, 2 ..... N . (13)
The analysis equations for the symmetrical components, prior to applying the intersegment
constraints, are
[K]{u}x = {P}x x = 0, Ic, Is, 2c ..... N/2 , (14)
where (P}x is calculated using Equations 8. The matrix [K] is the same for Equations 13 and 14,
and is the KAA stiffness matrix of NASTRAN for one segment.. - ----- - -.-^-^ -...
Now consider the matter of applying the intersegment compatibility constraints. It is
recognized that not all of the degrees of freedom in any transformed model can be independent,
~ Kbut it is easy to choose an independent set. In the independent set, {u] , include all
kc kspoints in the interior and on boundary 1 (for both u and u , if they exist). The values of
displacement components at points on boundary 2 can then be determined from Equations 11. The
transformation to the new set of independent degrees of freedom is indicated by
[Grk]{u}K
(15)
(u}ks =
where each row of [G L] or [G . ] contains only a single nonzero term if it is an interior or side
1 degree of freedom and either one or two nonzero terms if it is a degree of freedom on side 2.
I/
In arranging the order of terms in (u> , the user can specify either that they be sequenced with
all {u} terms preceding all {u} terms, or that they be sequenced with {u} and {u} grid
points alternating. It should be emphasized that the kind of vectors used in transformation of
Equations 3 and 15 are quite different. In Equation 3, there is one component (or column) for
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each segment; in Equations 15, there is one component (or row) for each degree of freedom in a
segment.
Equations 15 are used to transform Equation 14 to the following set of equations which satisfy
the intersegment compatibility conditions:
[K]K{G}K = {P}K , (16)
i r vi ^  — r p ' i / p j . / ^ ' y p n / ^  •» \where LKJ - LGck K Gck + Ggk K GskJ , (17)
and {P}K = [Gjk]{P}kc + [Gjk]{P}ks . (18)
Because NASTRAN has efficient sparse matrix routines, the time for the calculations indicated
in Equations 17 and 18 will not be appreciable. After solving Equation 16 by decomposition and
- kc - ks
substitution, the symmetrical component variables,{u} and {u} , are found from Equations 15.
The physical segment variables, {u}n, are found from Equation 2. The {u}n are NASTRAN vectors of
the analysis set. They may be expanded to {u } size by recovering dependent quantities. Stresses
in the physical segments are then obtained via the normal stress reduction procedures.
The user may take an alternate route if he knows the transformed values, {P c} and {P },
for the forcing functions (loads, enforced displacements, and temperatures). This will, for
example, be the case in a stress analysis which follows a temperature analysis of the same
structural model. These data may be input directly to NASTRAN, which will convert them to the
_ i/
transformed load vectors, {P} . Data reduction may also be performed on the transformed quanti-
ties to obtain the symmetrical components of stresses, etc.
A shortened approximate method for static analysis is available merely by setting '
{u)K = 0 , (19)
for all K > KMAX, where KMAX is a parameter which may be set by the user, This is similar to trun-
cating a Fourier series. The stiffness associated with larger K's (short azimuthal wave lengths)
tends to be large, so that these components of displacement tend to be small.
The cyclic symmetry method can also be used in vibration analysis. The equation of
motion in terms of independent degrees of freedom is
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[KK - (20)
where [M] is derived by replacing [M] for [K] in Equation 17. The symmetrical components are
recovered with Equation 15. No provision has been made to recover physical segment data in vibra-
tion analysis, because the physical interpretation of Equation 4'is straightforward. (Each row of
[T] is a vector of the factors of the segments for one Ks or Kc index). The available output data does,
however, include the symmetrical components of dependent displacements, internal forces and stresses.
4.5.2 Theory for Dihedral Symmetry
Dihedral symmetry refers to the case when each individual segment has a plane of reflective
symmetry, see Figure 2. The segments are divided about their midplanes to obtain 2N half-segments,
The midplane of a segment is designated as side 2. The other boundary, which must also be planar,
is called side 1. The two halves of the segment are called the right "R" and left "L" halves. The
user prepares model information for one R half segment. He must also supply a list of points on
side 1 and another list of points on side 2.
For the case of dihedral symmetry, the cyclic transformation described earlier is used in
conjunction with reflective symmetry of the segments. The two transformations are commutablei
so they may be done in either order. The reflective transform for a segment is
un'R = un'S + un'A
(21)
Here, the superscript n refers to the n segment, and R, L the right and left halves. The
superscripts S and A refer to the symmetric and antisymmetric reflective components.
In the R half segment, displacement components are referred to a right hand coordinate
system; in the L half segment, displacement components are referred to a left hand coordinate
system. The inverse reflective transform is
un>S = 1 (un>R + un>L)
(22)
Reflective symmetry is seen to be very simple. The equations of motion at interior points
of the S and A half segment models are identical in form provided that unsyimietrical effects,
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such as Coriolis forces, are excluded.
The u ' and u11' components may be transformed as follows using rotational principles.
kL
un,x = Go,x + ^ [Gkc,x cos(n.1)ka + Qks.x Sln(n_.| )ka] + (.-,)n-l GN/2,x ^
k=l
where x may be either S (symmetric) or A (antisymmetric). The inverse transformation can be
found by Equations 8 for both the symmetric and antisymmetric parts.
The constraints between the half-segments are summarized in Table 1. The constraints
shown apply between points joined together at the boundary planes. "Even components" include
displacements parallel to the radial planes between segment halves, rotations about the axes
normal to the planes, and temperatures in a thermal analysis. "Scalar points" in a structural
analysis have arbitrarily been categorized as even components. "Odd components" include dis-
placements normal to the radial planes and rotations about axes parallel to the planes. In
Table 1 the constraint equations for the S and A half-segment model are obtained by substitut-
ing Equations 21 into the equations for the L and R half-segment model. The constraint equations
for the dihedral transform model are obtained by substituting for un'x and un+1 >x from Equation
23 and comparing terms with the same dependence on n. It can be seen in the table that the k = 0
and k = N/2 models are completely uncoupled. There is coupling between the kc,S and ks,A models
and also between kc.A and ks,S models. These two sets of constraint equations are related and
one can be found from the other by substituting ukc'S for uks'S and uks'A for -ukc>A in the con-
straint equations. If these substitutions are made and it is noted that the equations of motion
are identical at interior points, then only one coupled pair of symmetric and antisymmetric half
segments need to be analyzed with different load sets for the (u , u s> ) case and the
(u-ks,Sj _QRc.Aj
As in the case of general rotational symmetry, a combined set of independent degrees of •
- kfreedom is formed from the half models. The independent set {u} includes all interior points,
the points on side 2 of each half segment which are not constrained to zero, and new degrees of
K -kc S ks Afreedom, {u,} , on side 1 such that for even components in the (u ' , u ' ) case:
Gks'A = sin^G
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while for odd components:
(25)
Equations 24 and 25 are equivalent to the constraints in the third column of Table 1. The
transformation to the new set of independent freedoms may be expressed as
{G>kc'S = [GSK]{G}K ,
(26)
{G)ks'A = [G
where each row of [G<-K] or [G.|/] contains at most a single nonzero term. The transformation
matrices for the (Gks'S, -Gkc'A) case are identical.
The final equation which is solved in static analysis is
[K]K{G>K = {P}K , (27)
where the stiffness matrix
[K]K = [GjK K Gs|< + GjK K GA|<] , (28)
and the load vector is obtained by successive application of the inverse reflective symmetry
transform, Equations 22, the inverse cyclic symmetry transform, Equations 8, and the final reduc-
tion to independent freedoms.
The form of the latter is, for the (ukc>S, uks>A) case,
{P}K = [GSK]T{P}kc'S + [GAKf{P}ks'A , (29)
and for the (Gks'S, -Dkc'A) case,
(P}K = [Gs|<]T{P}ks'A - [GAK]T{P}kc'A . (30)
The data reduction which follows the solution of Equation 27 in static analysis includes the
application of the symmetry transformation to obtain u11' and un> , followed by the expansion to
{u } size for each half-segment and the calculation of internal loads and stresses. Similar to
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the case of rotational synmetry, the data reduction for vibration analysis is limited to the
kc S
recovery of eigenvectors, internal forces, and stresses for symmetrical component sets u '
and Gks'A.
4.5.3 Advantages
The NASTRAN cyclic symmetry capability will result in a large saving of user effort and
computer time for most applications. The savings result from the following effects:
1. Grid point geometry and element data are prepared for only one segment in the case of
rotational symmetry or one half-segment in the case of dihedral symmetry.
2. The transformed equations are uncoupled, except within a given harmonic index, K,
which reduces the order of the equations which must be solved simultaneously to 1/N or
2/N (where N is the number of segments or symmetrical half-segments) times the order of
the original system.
3. Solutions may be restricted to a/smaller range of the harmonic index, K, (e.g., limited
to the lower harmonic orders) which results in a proportionate reduction in solution time.
Some accuracy is thereby lost in the case of static analysis but not in vibration
analysis.
4. In the case of static analysis, the 0MIT feature may be used to remove all degrees of
freedom at internal grid points without any loss of accuracy. Since this reduction is
applied to a single segment prior to the symmetry transformations, it can greatly reduce
the amount of subsequent calculation.
It is instructive to compare the advantages of the NASTRAN cyclic symmetry capability with
those offered by reflective symmetry and by conventional substructuring techniques. The savings
offered by cyclic symmetry will always equal or exceed those provided by reflective symmetry
except for possible differences due to time spent in transforming variables. For example, when
an object has two planes of symmetry and two symmetrical segments (the minimum possible number
in this case), the minimum model sizes are both equal to one half-segment for the two methods.
They are also equal when the object has four symmetrical segments. The advantages of cyclic
synmetry for these cases are restricted to those offered by the 0MIT feature in static analysis
and by a higher degree of input and output data organization. Any larger number of symmetrical
segments increases the advantage of cyclic synmetry because the size of the fundamental region is
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smaller.
A method of conventional substructuring which recognizes identical substructures can also
restrict the amount of grid point geometry and element data preparation to a single substructure
and can use the 0MIT feature in the same way as cyclic symmetry. The advantage which cyclic
symmetry retains over conventional substructuring lies in its decomposition of degrees of freedom
into uncoupled harmonic sets. This is an important advantage for eigenvalue extraction, but the
advantage for static analysis is relatively small and depends in a complex manner on the number
of segments and on the method of matrix decomposition.
In addition to the analysis of structures made up of a finite number of identical sub-
structures, cyclic symmetry can also be used for purely axisymmetric structures. In this case
the circumferential size of the analysis region is arbitrarily selected to be some small angle,
for example, one degree. Grid points are then placed on the boundary surfaces but not in the
interior of the region, and the region is filled with ordinary three-dimensional elements. The
principal advantage of this procedure is that ordinary three-dimensional elements are used in
place of specialized axisymmetric elements. In NASTRAN the number of available types and features
for ordinary three-dimensional elements far exceeds those available for axisymmetric elements,
so that cyclic symmetry immediately enlarges the analysis possibilities for axisymmetric struc-
tures. In particular, the rotational symmetry option can accommodate axisymmetric structures
with nonorthotropic material properties, which the available axisymmetric procedures cannot.
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Segment 2
Segment 1
Segment N
Conformable Interface
1. The user models one segment.
2. Each segment has its own coordinate system which rotates with the segment.
3. Segment boundaries may be curved surfaces. The local displacement
coordinate systems must conform at the joining points. The user gives
a paired list of points on Side 1 and Side 2 which are to be joined.
Figure 1. Rotational symmetry
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Segment 2L Segment 2R
Segment 1L
Segment 1R
Planar
Interface
Segment NL
1. The user models one-half segment (an R segment). The L half segments
are mirror images of the R half segments.
2. Each half segment has its own coordinate system which rotates with the
segment. The L half segments use left hand coordinate systems.
3. Segment boundaries must be planar. Local displacement systems axes,
associated with inter-segment boundaries, must be in the plane or
normal to the plane. The user lists the points on Side 1 and Side 2
which are to be joined.
Figure 2. Dihedral symmetry
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4.6 AUTOMATED MULTI-STAGE SUBSTRUCTURE ANALYSIS
The automated multi-stage substructure analysis capability allows the user to repeatedly
combine and reduce structures, which in themselves may be composed of several component substruc-
tures. The resulting composite structure, or pseudostructure, may be used for performing a linear
static and/or a normal modes analysis. Although some of these operations could be performed with
the manual single-stage approach, described in Section 4.3, the tasks of controlling the sequence
of operations has been automated, using simple Substructure Case Control commands, and the necessary
bulk data has been simplified for the user (See the User's Manual, Section 2.7). Additional capa-
bilities, not available with the manual single-stage approach, are included which allow geometric
and symmetric transformations of entire substructures, automatic identification of connected grid
points based on geometry, manual identification of connectivities by grid point and component, re-
lease of selected components and multipoint constraints for special modeling conditions, independent
grid point numbering of each basic substructure and automatic internal renumbering of retained and
boundary grid point degrees of freedom for the connected substructure configurations.
The basic organization of mathematical steps is similar to the manual single-stage substruc-
turing methods described in Section 4.3. The Phase I operation consists of a standard NASTRAN
-formulation of a basic substructure from the finite element model and its applied loads. Phase II
performs most of the specialized operations to combine and reduce substructures, apply constraints
and loads, obtain solutions, and recover data related to the basic substructures. In Phase III the
solution vectors are used to calculate the final -output for each basic substructure.
The following discussion is involved primarily with the mathematical operations performed by
the automated multi-stage substructuring additions to NASTRAN. The specific user options and pro-
gram operations are described in the User's and Programmer's Manuals, respectively.
4.6.1 Development of Equations for Matrix Reduction
A powerful tool in the analysis of structures with the finite element displacement method is
the matrix reduction procedure. The desired effect of this operation is to reduce the total number
of degrees of freedom required to define a structure and thereby decrease the dimensions of the
associated matrices and vectors.
In substructure analysis, the only necessary degrees of freedom which must be retained are
those associated with the grid points which will be connected to adjacent substructures, those
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which will be constrained and/or those which will have loads applied to them in a subsequent anal-
ysis phase. In order to adequately represent the inertia effects of each substructure in a dynamic
analysis, it will be necessary to also retain selected degrees of freedom on interior points.
The basic equations for the reduction operation are given in Chapter 3. In substructure analysis
the structural response is defined by a displacement vector {u.p}. The reduced structure's response
will be defined by a vector {u} which is a subset of {U.J. The following operations are performed
on the structure matrices:
a. Partition the stiffness matrix:
V > Y
b. Solve for the transformation matrix, [G ], defined by the equation:
(1)
[GQ] = - [K^ ]- [Koa] (2)
The resulting relationship between the displacement vectors is:
where
and
oaj
{Po>
(3)
(4)
(5)
The vector {P } represents the applied static loads on the omitted points. The Guyan
Reduction Procedure as used in eigenvalue analysis implies that the (u°l vector is not used (See
Section 3.5.4). The transformation given in Equation (3), when applied to the stiffness and mass
matrices, results in new system matrices K and R defined by the equations:
[K] = [K ] + [GJT [K 1aa oaj
[Ml = [Goa]T [M] [Goa]
(6)
(7)
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The applied load vector {P^ } is transformed to the reduced set of degrees of freedom by the
equation:
(P> = [Goa]T {Pf} (8)
4.6.2 Development of Equations for Substructure Combination
The mathematical operations involved with combining substructures are very similar to the
methods of combining element stiffness matrices in the finite element displacement method. For
each element or substructure the matrices are generated in a local coordinate system, they are
then transformed to a common global coordinate system, expanded to the size of the combination
matrix, and added together. If adjacent elements or substructures are connected at the same grid
point, the combination is effected by simply adding the corresponding contributions from each
matrix.
In substructure analysis the transformations between the displacements in each substructure
{UA>, {UB>, etc., and those in the combination, {uc>, are given by a set of matrices [HACL [HBCL
etc., where:
{UA} = [HAC]{uc}
(9)
{UB} = [HBC] {uc}
etc.
The contents of these matrices may be illustrated by the example in Figure 1. Two substructures,
A and B, must be combined using the degrees of freedom along the boundary which are sequenced
differently for each substructure. Note that grid points 2 and 6 of the original structures are
to be connected only in their x-component of displacement. The final desired sequence is shown in
parentheses. For simplicity, only two degrees of freedom are given for each grid point. In
general, however, six-by-six matrix partitions would be used in place of these unit values.
If [KA] and [Kg] are the stiffness matrices for substructures A and B, the stiffness matrix
for the combination C is:
= [HACf [KA] [HAC] + [HBC]T [KB] [HBC] (10)
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Figure 1. Illustration of substructure combination matrices.
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The mass and damping matrices would be combined with identical transformations. The load
vectors on the combination structure are:
(Pc) = [HACf (PA> + [HBC]T {PB} (11)
The contributions to {Pr} from each basic substructure are not added at this time. They are stored
C
separately with the data for each combined substructure. At solution time, the user has the
option to specify arbitrary linear combinations of these loadings in order to define the total
loading to be applied to the model. The solution vectors {u»} and {UB> for the contributing sub-
structures are recovered using Eq. (9) once the displacements or mode shapes {u/J have been
computed.
This method of performing the substructure combinations offers the following advantages:
1. The [H»c] matrices are extremely sparse, they require a minimum of storage space and the
NASTRAN matrix multiply operations used are efficient.
2. For each substructure, the same transformation is applied to all its matrices, loads and
solution vectors.
3. If rotations and/or symmetry transformations are specified for the component substructures,
the directions of displacement may be transformed by simply substituting direction cosines
instead of unit values, as discussed below.
In many situations when structures are to be .combined, it is necessary to translate and/or
rotate a component substructure in order to bring its boundary points into alignment with the other
substructures. The user may define the physical orientation of each component substructure by
specifying the orientation of the substructure basic coordinate system-relative to the basic
coordinate system of the combined structure, herein defined as the overall basic coordinate system.
A symmetric mirror image of the substructure may also be obtained by specifying the axis normal
to the plane of reflection desired. This allows the user to prepare only one half of a symmetric
model and automatically obtain the matrices for the other half via this symmetric transformation.
Consider the horizontal stabilizer illustrated below as a component substructure defined in
its own basic x, y, z coordinate system:
4.6-5 (3/1/76)
MISCELLANEOUS GENERAL PROVISIONS FOR STRUCTURAL ANALYSIS
This stabilizer must how be rotated, translated, and attached to another substructure repre-
senting the fuselage. The user defines the location and orientation of the stabilizer coordinate
system in terms of the overall basic coordinate system. This is illustrated in the following
sketch of the overall basic coordinate system x , y , . z . ...
Substructure
Basic Coordinate
System.
Overall Basic
Coordinate System
The locations of the substructure points in the overall basic coordinate system are described
by the equation:
{Rg> = [TTR] (r> + {RQ> (12)
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where [TTP] is a rotation matrix of unit vectors defined by the user such that:
(13)
and R is the offset vector from the overall basic origin to the origin of the stabilizer coordi-
nate system.
The displacement vector (u } for a grid point in the overall basic coordinate system is
similarly defined in terms of a vector {u } for the component substructure in its basic coordinate
system by the equation:
v = (14)
The symmetric reflection of a substructure is treated similarly. Note that the mirror image
model has identical stiffness and mass matrices, however, the components of displacement and
rotation are now defined in a left-handed coordinate system. Therefore, a corresponding transfor-
mation is required to provide for compatability among combined substructures. The following
sketches illustrate the problem of a structure reflected in the overall basic z-y plane:
Original Substructure
New.Substructure
Reflected in the y-z Plane
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Both the displacement and rotation components, prior to transformation, are now in a left-
handed system. Therefore, in order to connect the reflected structure to the original model with
its right-handed coordinate system, the following transformation must be applied to every grid
point:
{Ug} = <
ru
X
r
y
ru
z
r
6y
y»
^— — ^
^
 = CTS^ <
ux
uy
u.z
9x
ey
_ _
8 z
where, for the example shown:
-1 01
1 1
-1
0 -1
(15)
(16)
Similar transformations exist for reflections in the x-z and x-y planes.
Assuming the primary substructure and its reflected model are to be combined along the plane
of symmetry, the resulting combined model would show:
Reflected Model
(Transformed)
Original Model
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All subsequent combinations using this new substructure would proceed as for any other substructure.
On data recovery, however, the user must be careful. The detailed results obtained for the basic
reflected model (Phase 3) will be output in the reflected coordinate system and, therefore, must be
interpreted with the left-hand rule. These results, of course, include not only displacements and
rotations at grid points, but they also include stresses and element forces and moments.
If a subsequent symmetry transformation is imposed on a model already comprising components
which themselves resulted from symmetry transformations, a left-handed coordinate system of the
earliest component substructure would again be transformed, but now to a right-handed system. For
example, a model with four identical components could be constructed as follows:
y
where the original basic substructure (I) was reflected in the x-z plane to create substructure (II).
Substructures (I) and (II) were combined and subsequently reflected in the y-z plane to create
substructures (III) and (IV) to complete the four part model: The final model would comprise four
basic substructures, of which substructures II and IV would produce Phase 3 results in the left-
handed coordinate systems as shown.
The transformations and symmetric reflections, of the structural matrices are easily included
in the process of combining several substructures. The combined transformation equations necessary
to define displacements and rotations of each grid point (u }, in basic, right-handed, coordinates
are:
(17)
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TTR!
"[f.TR
(18)
and {u } are the displacements in the respective component substructure coordinate systems.
The [H ] matrix for each grid point is assembled into the overall substructure transformation
matrix [H»r] defined previously. The stiffness matrix, mass matrix, and load vectors can now be
transformed to correspond to displacements and rotations in the overall basic coordinate system of
the combination structure.
Several restrictions and rules must be imposed on these transformations in order to prevent
complications and errors. The transformations given above will be applied only to grid points
having their displacements defined in the original substructure basic coordinate system. Displace-
ments defined in a local system of the component substructure will not be transformed, i.e., their
directions will be fixed on the substructure and will travel with the substructure during its
rotation and/or translation. Provisions are made to allow the user to define new local systems,
or to change local systems to basic during Phase 2 processing.,
If constraints have been applied during Phase I or if selected degrees of freedom at a grid
point have been reduced out of the matrices, additional problems may occur. These grid points
might not have all of the original three displacements and three rotational degrees of freedom.
The transformation matrix (H ) at these grid points could then reintroduce previously eliminated
degrees of freedom which could cause singularities. Consider the example shown in the following
sketch where two co-linear rods are connected.
Combined Substructure
Basic System
ROD
Substructure 1
Basic System
Substructure 2
Basic System
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Assume the component u „ °n the right structure was constrained out to remove a singularity.
After rotation there would again be two components u and u and the grid point will again be
"
singular. The user has two options to avoid this problem. Multipoint constraints may be imposed
during the solve step in Phase 2 if the components are left unconnected until the solution model
has been completed. Alternately, the user may define compatible local coordinate systems at both
grid points and the desired connections can be made since local grid point coordinate systems are
not transformed when the structure is rotated.
4.6.3 Development of Equations for Solution and Recovery
After all of the necessary substructures have been assembled and reduced with the operations
described above, the assembled pseudostructure may be analyzed with many of the standard NASTRAN
options. Static and Normal Modes Analysis are processed automatically requiring only a few special
data cards to define the constraints and load combinations with reference to the original basic
substructures names. The mathematical steps involved with the solution are described in Section 3.
The results of the NASTRAN solution are in the form of vectors related to the pseudostructure
degrees of freedom. They are:
1. Displacement vectors, {u }, with one vector per solution load case in static analysis.
In Normal Modes Analysis, one displacement vector is produced for each eigenvector obtained
during solution.
2. Forces of constraint, {q}, with one vector per solution load case or eigenvector. These
are processed exactly like the displacement vectors of a static solution.
3. In Static Analysis, a set of load vectors, {PQ}. are produced.
4. In Normal Modes Analysis, an eigenvalue, X^, the natural frequency, f •, a modal mass M.,
and a modal stiffness K. are produced for each mode shape.'
The recovery of displacement vectors for the original basic substructures are obtained by
tracing backwards the same path that created the structural matrices and loads. For instance, if
substructure F were reduced to produce substructure G with the transformation matrix [G 1 as
Od
defined in Section 4.6.1, the displacements of structure F may be obtained by:
{UF} - tGoaJ {UG} + {%}
Note that {u0}, as defined by Equations (3) and (5), is produced only in static analysis.
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Continuing the example, assume that substructure F was created by combining substructures A
and B. The displacements of these substructures may be obtained by application of Equation (9):
N
(UA> = [HAF] {uF} (20)
{UB> = [HBF] {uF> (21)
where [Hnp] and [Hnp] were created originally in order to combine these two substructures.
The forces of constraint, {q}, will play a different role in substructure analysis than in
the existing NASTRAN formulation. These forces do not transform to forces on individual substruc-
tures as easily as the displacement vectors are transformed in the equations above. The total set
of forces on an individual substructure may be obtained from the basic equation of static
equilibrium:
{FA} = £KA] {UA} (22)
where the stiffness matrix [KA] and the solution displacement vector, {u.} are defined for all
degrees of freedom in substructure A. The force vector {F.} contains all the terms due to:
1. Applied forces
2. Inertia forces
3. Single point constraint forces
4. Multipoint constraint forces
5. Forces transferred from other connected substructures
6. Residual forces due to computer round-off.
In place of evaluating each of these contributions separately, the equation to be used to
replace the existing NASTRAN approach for computing the forces of the constraints for a static
analysis simply becomes:
{qA> = [KA] {UA} - {PA} (23).
where {P,,} is the applied load vector on substructure A.
In Real Eigenvalue analysis, the corresponding equation becomes:
{qA} = [KA] {+A}1 - X1 [MA] {*A>, (24)
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where (^nK- and ^,- are the i eigenvector and eigenvalue respectively.
The additional solution quantities such as element forces and stresses are calculated using
the equations existing currently in NASTRAN.
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5.1 INTRODUCTION
Much of the individuality of a structures program is exhibited in the structural elements
which it employs. Here, more than elsewhere, the designers of the program express their concep-
tion of intended applications; whether, for example, the program will be used mainly for air-
frames, for steel frameworks, for massive concrete structures, or for pipe networks. The intended
range of NASTRAN includes all of these types of construction and many more, so that the number of
different structural elements is larger and their properties are less specialized than in most
other structural programs.
In NASTRAN a structural element defines the properties of a physical object that is con-
nected to a (relatively small) number of grid points. In static analysis, stiffness properties
are input exclusively, by means of structural elements, and mass properties (used in the generation
of loads) are input either as properties of structural elements or as properties of grid points.
In dynamic analysis, mass, damping, and stiffness properties may be input either as properties
of structural elements or as properties of grid points (direct input matrices). There are four
general classes of structural elements.
1. Metric elements which are connected between geometric grid points. Examples include rod,
plate, and shell elements.
2. Scalar elements which are connected between pairs of scalar points (i.e. between any two
degrees of freedom) or between one scalar point and ground.
3. General elements whose properties are defined in terms of deflection influence coeffi-
cients and which can be connected between any number of grid points.
4. Constraints
The first class (metric elements) incorporates specific assumptions about the mechanical be-
havior of structural components. It is the most commonly used class of structural elements. The
latter three classes are introduced to expand the generality of the program; they can, for
example, be used to synthesize structural components not included in the list of metric elements.
The description of a structural element contains several different kinds of information that
are used by the program in different ways. The description of a metric element includes
1. Connection and orientation information (e.g. identification of the grid points to which
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it is connected).
2. Geometric properties, such as thickness or cross-sectional area.
3. Material properties, such as density, elastic moduli, and thermal expansion coefficients.
4. Enforced deformations.
5. Data recovery information, such as the location of points where stresses will be com-
puted.
Four different kinds of data cards are regularly used to describe structural elements in
NASTRAN. They are:
1. Material Property Definition Cards that define the material properties for each of the
materials used in the structure. The material properties include density, elastic mo-
duli, thermal expansion coefficients, allowable stresses used in calculating margins of
safety,, and structural damping coefficients. Separate card forms are available for iso-
tropic and anisotropic materials. Elastic moduli can be made functions of temperature
or of stress (for piecewise linear analysis).
2. Element Property Definition Cards that define geometric properties such as thickness
(of plates) and cross-sectional areas and moments of inertia (of beams). Other included
• , items are the nonstructural mass per unit area (or per unit length in the case of beams)
and the locations of points where stresses will be calculated. Except for the simplest
elements, each .Element Property Definition Card will reference a Material Property De-
finition Card. . ,
3. Element Connection Cards that identify .the gr.id points to which each element is connect-
ed. The order of grid point identification defines the positive direction of the axis of
a one-dimensional element and the positive direction of the surface of a plate element.
The Element Connection Cards also include orientation information, such as the direc-
tions of the principal axes of a beam referred to the coordinate system of one of its
grid points, or a vector defining the offset of the end points of a beam relative to its
grid points. Except for the simplest elements, each Element Connection Card references
an Element Property Definition Card. If many elements have the same properties, this
system of referencing eliminates a large number of duplicate entries.
4. Constraint Cards that define the degrees of freedom involved in each equation of
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constraint and their coefficients.
Masses assigned directly to grid points by the user are also described by means of Connection
and Element Property Definition Cards. Masses are also assigned to elements by means of the
structural and nonstructural density parameters, and are transferred to grid points by the pro-
gram. The nonstructural mass density parameters are used to describe coatings, stored fluids,
secondary structure, and other distributed items that have negligible stiffness. Two different
methods of mass transfer, known as the Lumped Mass and the Coupled Mass methods are available to
the user. They are discussed in Section 5.5.
Each of the structural elements in NASTRAN is discussed in the subsections that follow. In
the program the equations for each structural element are implemented by four or more subrou-
tines corresponding to different structural modules. One subroutine is used for computing the
stiffness matrices, another is used for mass matrices, another is used for the generation of loads,
and a fourth is used for recovering stress data. The discussion of structural elements will, in
most cases, fall short of presenting the complete set of equations that are implemented by the
program. The reader is referred to the NASTRAN Programmer's Manual for the complete equations.
Two other topics which directly involve structural elements, namely differential stiffness
and piecewise linear analysis, are respectively treated in Sections 7 and 3.8 of the Theoretical
Manual. In addition, the relationships involved in transferring the stiffness and mass of
structural elements to grid points are discussed in Section 3.4.
NASTRAN includes a provision for "dummy" structural elements, which allows users to investigate
new structural elements with a minimum of programming effort. The user is only required to write
FORTRAN code for the element routines and to perform a link edit for selected links in order to
include dummy elements in NASTRAN. The element routines are those which compute the stiffness,
mass, and damping matrices for each particular element, generate thermal loads, generate the
differential stiffness matrix, and recover stresses. No provision is made for including dummy
elements in piecewise linear analysis. Dummy elements can be plotted and changes in dummy elements
can be included in modified restarts. Input for the dummy elements is provided on connection and
property cards. The code required to interpret the information on these cards is put into the
element routines.
5.1-3 (4/1/72)
STRUCTURAL ELEMENTS FOR THE DISPLACEMENT METHOD
5.2 RODS AND BEAMS
Although it is one of the simplest of structural elements and one that is well known to
everybody, the beam has been a troublesome element in the development of NASTRAN, due to diffi-
culty in selecting the properties that it should have. In retrospect it seems clear that the ver-
satility of the beam concept is the cause of the difficulty. It is used by engineers to describe
the structural behavior of everything from a simple round rod to a highly tapered airplane wing.
The large number of parameters required to describe the beam element adequately in the latter ap-
plication would impose an unreasonable burden of data card preparation on the user in the former
application. Thus, if the number of different forms of the beam element is to be kept reasonably
small, compromises must be made.
There are two basic forms of the beam element in NASTRAN at the present time. The BAR which
includes extension, torsion and bending properties; and the ROD which includes only extension and
torsion. A number of important restrictive assumptions have been accepted for both forms. They
are that the elements are straight, unloaded except at their ends, and that their properties are
uniform from end to end. The first two assumptions are complementary in the analysis of continu-
ously loaded curved beams because, if such a beam is replaced by a set of straight chords, the
loads should be lumped at the intersections in order to obtain accurate results. These two as-
sumptions were adopted in the interest of reducing the number of beam forms in the initial version
of NASTRAN. Straight elements must be included even if curved elements are not.
The third assumption (uniformity) was adopted because of the large number of parameters re-
quired to specify the several different kinds of taper that are potentially useful (linear depth
variation, linear El variation, etc). It was, furthermore, reasoned that the Guyan reduction,
Section 3.5.4, provides a means for specifying a nonuniform beam by subdividing it into several
uniform segments without increasing the number of degrees of freedom to be used in dynamic ana-
lysis.
The complete mathematical equations that describe the beam elements may be found in Section
8 of the NASTRAN Programmer's Manual. The properties that the elements have are described below
in separate subsections.
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5.2.1 The BAR Element
The BAR element includes extension, torsion, bending in two perpendicular planes and the
associated shears. The orientation of the principal axes is freely selected by the user. The
shear center is assumed .to coincide with the elastic axis, i.e., with the centroid of the struc-
tural material. This assumption is restrictive only when both properties are important in the
same problem. It is permitted to offset the elastic axis from a line joining the grid points
to which the bar is attached. It is also permitted to eliminate the connection between any of
the six motions at either end of the bar and the adjacent grid point, provided that at least one
connection remains. This feature has several uses including, for example, the representation of
beams that are fixed at one end and pinned at the other.
The specified cross-sectional properties of the bar are its area; its moments and product ,
of inertia; its torsional stiffness factor, J; the factor K (in KAG) for computing transverse
shear stiffness (see for example, Reference 1); and the nonstructural mass per unit length. The
material properties, obtained by reference to a material properties table, include the elastic
moduli, E and G, density, p, and the thermal expansion coefficient, a, determined at the average
temperature of the element. The temperature data for the bar may be specified by either of two
methods. In the first method, the average temperature and the effective transverse gradient of the
temperature is specified at each end; the temperature is assumed to vary linearly along the bar.
In the second method, the temperature is assumed to be uniform throughout the bar and equal to the
average of the temperature assigned to the grid points which it connects. An extensional deforma-
tion (misfit) may also be enforced.
The stiffness matrix of the bar element is a 12X12 matrix of coefficients expressing the
forces and moments acting on the degrees of freedom at its ends. The stiffness matrix is first
calculated with respect to translations and rotations parallel to an internal coordinate system
with one axis coincident with the axis of the bar (see Figure 1} and is then transformed into the
directions of the degrees of freedom assigned to the adjacent grid points.
R. J., "Formulas for Stress and Strain", McGraw-Hill, 1954, p 120.
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Figure 1. Bar coordinate system, showing degrees of freedom for bending in the xz plane.
For example, the portion of the stiffness matrix that describes bending in the xz plane of
the element, assumed to be a principal plane, is given by
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The complete stiffness equation, including extension, torsion, and bending in two planes,
written in the element coordinate system, may be represented in symbolic form as
<v = (3)
The degrees of freedom, u , at the ends of the element in its internal coordinate system are
related to the degrees of freedom, u , of the adjacent grid points by
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{ue> = [T]{ug} , . (4)
where [T] is a matrix wnose elements are ca lcu la ted from direction cosines and offsets.
The stiffness matrix for the element written in the global (grid point) coordinate system is
[Kgg] = [T]T[Kee][T] . (5)
The structural and nonstructural mass of the bar are s imilar ly transferred to the adjacent
grid 'points by either of two methods as explained in Section 5.5. The center of gravity is assumed
to'ltetilong the elastic axis; cross-sectional rotary inertia effects, inc lud ing torsional iner-
tia, are neglected.
Equivalent thermal loads on the adjacent grid points are developed as follows. Beam theory
predicts the average strain and curvatures of an unloaded beam, for cases where a does not vary
with depth, to be:
eav ' J/T dA > (6)
= • - f /Tz dA H-r_r. •- - I--•-.-• • • • - • • (7)
y
' -r,h dA
where A = cross sectional area
a = thermal expansion coefficient
T = temperature above ambient
y,z = coordinates of a point in the cross section (see Figure 2)
I ,IZ = moments of inertia of the cross section about the y and z axes respectively.
The integration is carried out over the cross section, with y = 0 and z = 0 at the centroid.
Define the temperature resultants:
= }/T dA , (9)
= r - T z dA , (10)
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(11)
Note that if the temperature distribution has a linear gradient, the resultants T and T are the
gradients.
Let the temperature (and therefore the temperature resultants) vary linearly between the ends
of the beam. If end b (x = a) were fixed, the deflections at end a (x = 0) would be:
uxa = /eavdx = a[T
T. - Tab a x ) dx = - ^ (f + T.)
c a D
(12)
The slopes would be
9
za 3x (13)
3uz _
. * (f + T )
2 uza 'zb'
The displacements obtained by integrating the rotations are
(14)
0 l-X ,
= / /(
x
I I
<2Tyb + V '
(15)
and, similarly,
za (16)
The loads which must be applied to the bar to produce equivalent displacements will be a
function of the material elastic moduli, E and 6; the bending inertias, I , I , and I ; the shear
factors K and KZ; the cross sectional area, A; and" the results of applying pin joints which dis-
connect various degrees of freedom of the ends of the bar from the grid points. If no pin joints
are applied and the material properties do not vary through the depth, the equivalent loads are
neatly expressed in terms of the stiffness matrix. In element coordinates the loads are:
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where {P,} and {P. } are the six components of load on each end of the beam; [K__], [K . ], etc. are
Ot D Cla uD
the six by six partitions of the stiffness matrix; {IT} and {u£} are the sets of displacements at
a D
each end resulting from temperatures. The nonzero components of {10 are given by Equations 12-16.
a
{u^ } is null. The loads are transformed to grid point coordinates'by premulti plying Equation 17 by
[T] where [T] is defined in Equation 4.
If pin joints are used, the stiffness matrix is partitioned and reduced as follows:
a) The matrix is partitioned:
[K] =
o oo J
(18)
where the subscript "o" refers to degrees of freedom that are disconnected,
b) A transformation matrix [G ] is defined as:
c) The reduced matrix with pin joints is:
where
d) The loads on the reduced set are:
(19)
(20)
{FV = (21)
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where {P.} and {P } are loads on the unreduced set; see Equation 29, Section 3.5.3.
The temperature field produces loads, on the unpinned bar by the equations:
<V = c~KiX>+ LK^cuJ} - (22)
{po} ' I^ X} + KocX* • (23)
where {u.} and (u } are the displacements due to thermal effects. Their components are
equal -to the components of {u } and {u.}, rearranged. The loads on the reduced coordin-
d D
ates are, from Equations 21, 22, and 23:
< V - rt*X} + [KiXl * [Go]T[Kjlof{uJ} + [Go]T[Koo] {UJ} . (24)
Using Equation 19, the second and fourth terms cancel and the resulting load is:
{IV = fell + Koft^K1 ' (25)
The matrix in the parentheses is exactly equal to the reduced stiffness matrix for the
- -unpinned coordinates (Equation 20).
The equations used in stress data recovery for the element thermal loads are modifications
of {Equations 12 through 17, and 25. The applied thermal forces and moments, {P.}, are subtracted!
Jo
from the computed forces and moments. " Stresses are calculated from the resulting internal loads.
The following types of stress data output can be requested
- Bending moments at both ends in two planes
- Transverse shear force in two planes
- Axial force-. .... *-<-:-. -.^ ~.:~ ..._/._-.. .-._.--•.--'- ._ - ---r • - - . - - •
- Torque
- The average axial stress
- The stresses due to bending at four points on the cross-section at both ends.
The points are specified by the user.
- The maximum and minimum extensional stresses at both ends
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- Margins of safety in tension and compression for the whole element.
5.2.2 ROD Elements
The ROD element is a simplified form that includes extensional and torstonal properties only.
Extensional and torsional properties are combined in one element in order to reduce the number
of separate types of data cards; it is unlikely that both 'properties will often be used simul-
taneously.
The specified cross-sectional properties of the rod are its area; its torsional stiffness
factor, J; its nonstructural mass per unit length; and a factor for converting torque into shear
stress. Material properties are obtained by reference to a material properties table.
The R0D, like the BAR, can be subjected to thermal expansion and enforced axial deformation
except that thermal gradients are ignored. The treatment of mass properties is explained in
Section 5.5.
The TUBE element is a specialized form of the ROD that is assumed to have a circular cross-
section. The outer diameter and the wall thickness of the tube are specified rather than its
area and torsional stiffness constant, J.
Another kind of rod element is the viscous damper, VISC, that has extensional and torsional
viscous damping properties rather than stiffness properties.
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a) BAR coordinate system.
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b) Cross section with stress recovery points.
Figure 2 BAR geometry
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5.3 SHEAR PANELS AND TWIST PANELS
A shear panel is a two-dimensional structural element that resists the action of tangential
forces applied to its edges (plus the action of other forces when necessary to preserve
equilibrium) but does not resist the action of normal forces. Shear panels are created in the
process of obtaining idealized models for elastic sheets. If a sheet has heavy stiffeners, it is
reasonable to lump the normal stress-resisting properties of the sheet into stiffeners and to
lump the shear-resisting properties of the sheet into shear panels. This idealization can some-
times be justified even if the sheet has light stiffeners or no stiffeners at all. The shape of
a shear panel is determined by the directions of the bounding stiffeners, and, although the rec-
tangle can be considered to be the normal shape for a shear panel, other quadrilateral shapes
must be considered in practice.
The twist panel is the bending analog of the membrane shear panel. It is, in fact, equi-
valent for bending action to a pair of parallel shear panels.
Consider the flat quadrilateral panel shown in Figure 1. (The effects of warping will be
treated later.) The panel is in equilibrium under the action of tangential edge forces, F,, F£,
F, and F.. In NASTRAN, the forces on elements are applied only at their corners, i.e., at grid
points. In Figure 1, the equivalent corner forces, f^, fg, f£ and fD, are made collinear with the
diagonals. Only one of the edge forces is independent, the others taking values to satisfy equi-
librium. The auxiliary quadrilateral BEFC in Figure 1 is a force polygon that may be used to
evaluate the ratios of the edge forces. BF is drawn parallel to AC and EF is drawn parallel to
AD. Since the resultant of FI and F^ must lie along AC in order to balance the resultant of F2
and F.,, the triangle BEF expresses the relationship among F,, F, and their resultant. It is as-
sumed (arbitrarily) that one-half of the adjacent edge forces are reacted at each corner. Thus,
if q, is the average shear flow along edge AB,
f '- f -
 Ql AB-BF
 mrA - TC ' 2 ~BE~ ' u;
f = f = !lAB^CE (2)
rB TD 2 BE * u;
If the strain energy can be expressed as a quadratic function of q,,
E = J-zq,2 , (3)
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then the stiffness matrix referred to motions at the corners is derived from Equations 1, 2 and
3 as follows.
Let the element stiffness matrix [K ] be defined by
L"Kee]{ue} = {fe} ' (4)
where
{fe> = LfA, V V fo-!T • (5)
and the elements of (u } are components of corner motions col linear with the elements of {f }.
Equations 1 and 2 may be written in matrix form as
(fe> = {O q1 . . • (6)
The strain energy is related to corner motions by
It is convenient to define.a generalized displacement, 6, conjugate to q,, such that
6 = zq1 , (8)
and
Still other ways to express the strain energy are
E = p" (u } (f }
= j {O {^ Pi ' 01)
where Equation 6 has been used in the second form. Comparing Equations 9 and 11
6 = {ue}T{C} = {C}T{ue> , (12)
so that, substituting into the second form of Equation 9
E = J-{up}T{cHC}T{u0} . (13)£.£ C c
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Finally the stiffness matrix is obtained by comparing Equations-? and 13.
[Kee] = {CHC} . (14)
Let {u } be the degrees of freedom at adjacent grid points in the global coordinate system,
to which the element coordinates {u } are related by a geometric transformation
V = [T]{ug> . (15)
The stiffness matrix of the shear panel referred to grid point coordinates is
[Kgg] = [T]T[Kee][T] . (16)
A final task is to evaluate the constant z in the expression (Equation 3) relating strain
energy to the average shear flow on side 1 of the panel. ' For a rectangular panel the shear flow
is constant over the surface and
Z
 = Gt
(17)
where A is the area, t is the thickness and-G is the shear modulus of-the panel. For a parallelo-
gram the shear flow is still constant and it can easily be shown that
z
 = fe,0*^) • ™
where 9 is the skew angle of the parallelogram (i.e., the'complement of the smaller interior
angles) and u is Poisson's ratio.
In order to analyze more general shapes (the trapezoid and the trapezium) it is first neces-
sary to make an assumption regarding the distribution of shear flow. Garvey^ has suggested a
distribution of shear flow that satisfies all equilibrium conditions but does not satisfy the
strain compatibility condition except in the limiting case of a parallelogram. This distribution
is illustrated in Figure 2. The tangential force per unit length on an infinitesimal parallelo-
gram the extension of whose sides pass through P and Q is assumed to be inversely proportional to
the square of the distance from the baseline PQ.
' ^Garvey, S. J., "The Quadrilateral Shear Panel". Aircraft Engineering, p.134, May 1951
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For the assumed distribution of shear flow, the strain energy per unit area is
F, _ , M 2tan29. \ 2E
 - PTTFV1 4 -T37;— / <)2Gt
where 9 is the skew angle of the infinitesimal parallelogram. Integration of Equation 19 for the
general quadrilateral is straightforward but tedious. The expression derived by Garvey for the
general case will be found in the Programmer's Manual. For the special case of a trapezoid, see
Figure 3, an expression for the quantity z in Equation 3 is
. 2 _ _ •
A °1 I, 2 ( 2 2 \\ ,™N
z = TTT —TT 1 + -i/T . \ I tan 6n + tan6itan60 + tan 60 . (20)G t . 2 [ 3(1-H>) V I 1 2 2 / J x
The approximations in Garvey's formulation become more serious as the distortion of the
panel from a rectangular shape increases. Most of the difficulty is with the assumption, which is
basic to the concept of a shear panel, that the tangential forces on a quadrilateral element do
not couple elastically with the normal forces. This assumption is simply incorrect for non-
rectangular shapes and it can lead to erroneous results. Garvey's formulation is used in NASTRAN
because it is plausible and easy to apply, and because, given the lack of rigor in the shear
panel concept, more elaborate formulations cannot be justified.
Four points cannot, in general, be restricted to lie in a plane, and so allowance must be
made for the effects of warping in the development of the equations for a shear panel. Trouble
with static equilibrium is avoided by directing the corner forces along the diagonals even though
they are no longer coplanar. The important parameters (z and {A}) are evaluated for an equiva-
lent plane quadrilateral that is parallel to both diagonals. The locations of the corners of the
equivalent plane figure are obtained by normal projection of the corners of~the actual panel.
The physical properties of a shear panel that are specified by the user are its thickness,
its nonstructural mass per unit area and a reference to a material properties table where the
density, shear modulus and Poisson's ratio are stored. Thermal expansion is not applied to
shear panels, even though the generalized displacement, 6, includes some dilatation when the panel
is nonrectangular. The user is, therefore, warned against using severely skewed shear panels in
thermal stress analyses.
The mass of the panel is transferred to adjacent grid points as follows. The panel is
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divided into two triangles by one of the diagonals and one-third of the mass of each triangle is
assigned to each of its corners. The assignment of mass is then repeated using the other diagonal
to form the triangles. Finally the two assignments are averaged.
The quantities computed in stress data recovery include the average of the shear stresses at
the four corners, the maximum shear stress, the average shear flows on each of the four sides,
and the components of force at each of the four corners. The three components of corner force
are oriented parallel to the adjacent sides and normal to their plane. The normal component, or
"kick" force, occurs only when the panel is nonplanar. Explicit formulas for the calculations
are given in Section 8 of the NASTRAN Programmer's Manual.
The twist panel performs the same function for bending action that the shear panel performs
for membrane action. Couples are applied by imposing forces at the corners in planes parallel to
the diagonals, see sketch below. The stiffness matrix of a twist panel is equal to that of a shear
o
panel multiplied by t /12 where t is the thickness of the panel, which is assumed to be solid.
For built-up panels, t must be adjusted to give the correct moment of inertia of the cross-section.
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Figure 1. Shear panel and its force polygon.
q -d = Constant
Figure 2. Garvey's assumption regarding internal stress distribution of a quadrilateral panel,
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Figure 3. Trapezoidal panel,
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5.4 CONSTRAINTS
A mathematical analysis of the manner in which degrees of freedom are eliminated by equa-
tions of constraint is given in Section.3.5. There are two kinds of constraints: single point
constraints in which a degree of freedom is constrained to zero or to a prescribed value; and
multipoint constraints in which a degree of freedom is constrained to be equal to a linear com-
bination of the values of other degrees of freedom.
A number of different Constraint Definition Cards are provided for the convenience of the
user in specifying constraints. They can be separated into four types: single point constraint
cards;- multipoint constraint cards; cards to define reaction points on free bodies; and cards
to define the omitted coordinates, u , i.n matrix partitioning. The latter type strictly defines
a constraint only in dynamic analysis, see Section 3.5.4.
A single point constraint applies a fixed value to a displacement or rotation component at a
geometric grid point or to a scalar point.. One of the most common uses of single point con-
straints is to specify the boundary conditions of a structure by fixing displacements and/or
rotations at certain points. The structure may have a line of symmetry at which only symmetric
or antisymmetric motions are allowed. The single point constraints may be used to fix the proper
degrees of freedom on these boundaries. Alternate sets of constraints can be stored in the pro-
gram to facilitate treatment of different symmetry conditions as subcases (see Figure 1 of Sec-
tion 3.2).
The elements connected to a grid point may not provide resistance to motion in certain direc-
tions, causing the stiffness matrix to be singular. Single point constraints are used to remove
these degrees of freedom from the stiffness matrix. A typical example is a planar structure com-
posed of membrane and extensional elements. The translations normal to the plane and all three
rotational degrees of freedom must be constrained since the corresponding stiffness matrix terms
are all zero.
If a grid point has a direction of zero stiffness, the single point constraint need not be
exactly in that direction. For example, two collinear rod elements that are connected to a point
may be constrained as shown:
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direction
of
constraint
direction of free motion
before constraint was
imposed
The direction of constraint allows the point to move only vertically, but, since the rods are
collinear, the force of constraint is zero and the forces in the elements are still valid. The
NASTRAN system detects singularities of individual grid or scalar points during problem formula-
tion, see Section 3.4. As in the above example, more than one valid way exists for constraining
a geometric grid point. The possible constraints are listed in a warning message in their order
of preference.
Multipoint constraints are a feature of NASTRAN that is not commonly found in structural
analysis programs. Each multipoint constraint is described by a single equation of the form
jRcgug = ° ' . 0)
The degree of freedom that occurs in the first term of the equation is the one that is eliminated.
By this means the user, rather than the program, selects the degrees of freedom to be removed from
the equations of motion. As an example, consider the rigid bar segment shown on the next page.
The equation of constraint is
wb - wa - 0 (2)
iwhere w. is as the dependent coordinate.
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A multipoint constraint also applies forces, q . to each of the degrees of freedom included
in the equation of constraint, Equation 1. A double subscript is used to indicate the force on
the gth degree of freedom due to the cth constraint. The forces are proportional to the coeffi-
cients, R , in Equation 1, as will be shown. Thus
(3)
where q is a constant, called the force of constraint. Since the equation of constraint is
altered so that the coefficient of the lead term is unity, see Section 3.5.1, qc is in fact
equal to the force of constraint on the degree of freedom that is eliminated.
One of the defining properties of a constraint is that it does no work. Thus
= 0 . (4)
The only way that Equation 4 can be satisfied for all permissible values of the u 's is if
the qca's satisfy Equation 3, thereby reducing Equation 4 to Equation 1.
Some of the uses of multipoint constraints are
a. To enforce zero motion in directions other than those corresponding with components of
the global coordinate system. The multipoint constraint will, in this case, involve
only the degrees of freedom at a single grid point.
b. To describe rigid elements and mechanisms such as levers, pulleys and gear trains. One
of the criticisms of the displacement method has been that matrix ill-conditioning occurs
in the presence of very stiff members when they are treated as ordinary elastic elements.
Treatment of such members as rigid constraints eliminates the ill-conditioning.
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c. To generate nonstandard structural elements and other special effects. Consider, for
example, a pressurized container such that changes in the enclosed volume produce signi-
ficant changes in internal pressure. The change in volume may be expressed as a linear
combination of displacements normal to the surface. Regarding the change i.n volume as a
degree of freedom (scalar point), its effect on the container is simulated by a multi-
point constraint that relates it to the normal displacements at the surface, and by a
scalar spring connected between the new (constrained) degree of freedom and ground.
d. To describe parts of a structure by local vibration modes. This important application
is treated in Section 14:1. The general idea is that the matrix of local eigenvectors
represents a set of constraints relating physical coordinates to modal coordinates.
At present the user provides the coefficients in the equations of multipoint constraint.
Modifications to the program are contemplated in which some constraints will be generated inter-
nally. For example, in specifying a rigid body, the user will only need to specify the degrees
of freedom to which the body is connected.
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5.5 TREATMENT OF INERTIA PROPERTIES
Inertia properties have two different kinds of application in linearized structural analysis
as generators of applied loads in static analysis and as generators of matrix coefficients in
dynamic analysis. The former application includes gravity loads, centrifugal loads, and inertia
relief effects; these subjects are treated in Section 3.6. The latter application includes the
matrix of ordinary mass coefficients, and also, in problems defined in rotation coordinate system
matrices of (Coriolis) damping coefficients and (centrifugal) stiffness coefficients. Automatic
treatment of dynamic inertia effects in rotating coordinate systems is not implemented in NASTRAN.
5.5.1 Grid Point Mass
The mass matrix associated with a grid point has the following organization with respect to
the displacement degrees of freedom, and stems from the equilibrium of inertia forces.
Inertia forces at a point = External forces at a point,
[m]pt (u}pt = {F}pt , qi,
where [m] is the matrix of mass properties, {Li} is the vector of translational and rotational accel-
eration components, and {F} is the vector of external force and moment components. The accelera-
tion vector at a grid point can have a maximum of six component degrees of freedom: three transla-
tional accelerations and three rotational accelerations.
If the displacement coordinate system at the grid point is rectangular, the corresponding
components of acceleration become
'GP
6
(2)
GP
The succeeding development will be given in terms of rectangular displacement coordinate systems,.
where the various displacement and force components are as shown in the following sketch.
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F
The mass associated with a grid point is assumed to be rigidly attached to, and in the vicinity of,
the grid point, regardless of the elastic deformation. In effect then, the mass associated with
grid point behaves as a local rigid body with the properties computed with respect to that grid
point.
5.5.2 Rigid Body Inertia at a Grid Point
Inertial forces and moments develop at the referenced grid point when the mass of a rigid
body accelerates due to a set of external forces and moments. Consider first those accelerations
which contribute to the forces that develop in the x direction. When all of the mass is accelerated
in the positive x direction, the magnitude of the inertia force in the x direction is
p dx dy dz) x = mx -3>
As a consequence of the rigid body assumptions and of the orthogonality of the coordinate axes,
there are no contributions of y and z accelerations to the inertial forces that develop in the x
direction. The application of these same arguments to inertia forces in the y and z directions
reveals that the sole translational acceleration contributions are my and mz, respectively.
5.5.2.1 Point Masses
Before developing the general inertial properties of a rigid body mass, the basic properties
of a point mass will be defined. Consider a concentrated point mass, Am, rigidly connected to a
grid point as shown in Figure 1. The offset location is expressed by the vector r. If the
nonlinear centrifugal and Coriolis effects are ignored, the acceleration vector, a, at the point
mass is
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a = u + 6 X r (4)
where u and 9 are the accelerations at the grid point as defined in Equation 2, and "X" is the
vector cross product operator.
'•* +
If f = Ama is the force vector required to produce the acceleration at the point mass, the
-+ .».
resultant force F and moment M vectors at the grid point are
F = f = Ama ,
_,. ->•
M = r X f = Am(r x a)
The substitution of Equation 4 into Equations 5 and 6, yields
•* •* tt
F = /5m(u + 6 X r)
-»- •*• *
M = Am(r X u + r X 9'X r)
(5)
(6)
(7)
(8)
Equations 7 and 8 may be expanded to produce the components of force and moment in terms of
the components of grid point displacement and rotations, resulting in the following matrix equation:
Fx
Fy
Fz
Mx
My
Mz
' = Am
' 1 0 0 0 z - y
0 1 0 - z 0 x
0 0 1 y - x 0
7 ?0 -z y (y +z ) -xy -xz
P p
z 0 -x -xy (x +z ) -yz
P p
. -y x 0 -xz -yz (x +y )
"x
u,.y
u,z
9y
"°*.
(9)
where x, y, and z are the components of the offset vector r in the coordinate system at that grid
point.
5.5.2.2 Rigid Body Mass Matrices
The above equations may be easily expanded to account for a finite mass, e.g., a real physical
mass attached to the grid point (see C0NM2 bulk data card). The total concentrated mass may be
considered to be the sum (or integral) of a set of point masses. The net forces and moments would
be the sum of those defined by Equations 7 and 8. The individual matrix terms in Equation 9 may
be integrated over the volume of a body to produce the total mass matrix
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FM . .ji =L
 rigid-1
"M.. N.."
1 J 1 J
j
^ij ij
_
" M 0
M
(SYM)
.
0
0
M
U
-zM
yM
T
XX
zM
• o
-xM
-T
xy
Tyy
-yM '
xM
0
_y
xz
"
Tyz
1
zz
(10)
where the total mass is defined as
M = Z Am. = [
i Jv
pdV (ID
The component of the center of gravity of that mass is
=
 H
The rotational inertias about the grid point are, for example ,
xxxx
and
= f P (y2Jv
= f pxydV
Jvxy 
dV
(12)
(13)
or, using the parallel axis theorem ,
xx
and
(14)
(15)
Here, 1 , 1 , etc. are the inertias about the center of gravity of the mass. The coeffi
XX AJf
cients M, x, y, z, I I I , I , I , and I may be input by the user on the C0NM2 bulk
xx Ay - fit- yy yt- Li.
data card. The program will generate the mass matrix defined by Equation 10 using Equations 11
through 15.
OFT!^
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5.5.2.3 Intrepretation of the Terms
It is now useful to look at the mass matrix in terms of the characteristics of its mass prop-
erties. Notice that in the upper left partition of Equation 10 (the first three rows of the first
three columns), the total mass associated with the grid point, M, appears on the diagonal. All
off-diagonal terms in this partition are zero. In the partition of the first three rows for the
last three columns, every nonzero term consists of the total mass multiplied by a distance to the
center of mass. Notice also that in this same upper right partition, all diagonal terms are zero.
On further inspection, it can be seen that the off-diagonal terms of this 3x3 partition are anti-
symmetrical, that is, terms in reflected positions about the subdiagonal are the same magnitude but
opposite sign. In the lower right partition (the last three rows of the last three columns) every
term involves moments of inertia. Finally, notice that the total 6x6 matrix is symmetric about
the diagonal.
Each of the partitions of Equation 10 has a unique characteristic in terms of moments: £em
where H is some distance, e is an exponent, and m is the mass. In the upper left partition, the
exponent is zero and the terms reduce to just the scalar mass £°m = m. In the upper right and
the lower left partitions the exponent is one and the terms are characterized as first moments of
the mass I m = m. A symbol N is used to represent the first moment with a double subscript
indicate its matrix position, N... In the lower right partition, the exponent is two and the
2
terms are characterized as second moments of the mass I m = I. It is convenient to symbolize
these partitions as follows:
[M] =
Scalar
1st
Moment
1st
Moment
2nd
Moment
m..
 NIJ
NiJT 'id
(16)
The mass matrix consists of 13 different terms, but three terms in the first moment partition differ
only in sign from the other three in this set. Therefore, the typical mass matrix actually has
only 10 distinct terms. The format of the C0NM2 card provides for a maximum of 10 entries for the
rigid body mass matrix and assembles the mass matrix according to the requirements for sign as
shown in Section'8.8 of the Programmer's Manual.:
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5.5.2.4 Transformation of Coordinates
In NASTRAN, the user may define the connected mass in its own coordinate system, different
from the displacement coordinate system of the grid point. In the previous development the
properties of the rigid body mass and the offset distances were defined in the same coordinate
system as that of the grid point displacement system. If the displacements at the grid point are
given in a different coordinate system (x1, y',z'), an orthogonal transformation matrix [T] will
exist where [T ] = [T ], as defined by the equation
(u) = [Tmg]{u'} (17)
where {u} is the vector of displacements or rotations of the rigid body mass and {u1} is the
corresponding vector of displacements or rotations parallel to the x1, y' and z1 coordinates of the
grid point to which the mass is attached.
The forces, moments and offsets may be similarly transformed between the two coordinate
systems by the following equations:
'} = [Tmg]'{F}
'> = [Tmg]T(M}
and
(18)
After applying the above transformations to Equation 9 it is interesting to note that the form of
the mass matrix (Equation 10) is identical with only a change in component notation, i.e., x'
replaces x, y' replaces y, z' replaces z. The lower right partition of Equation 10,transformed to
the grid point displacement coordinate system, becomes
[I1] =
r I1
xx xy
.
 fyy
(SYM)
r,
xz
T;z
Tzz
= [Tmg]T[I][Tmg] (19)
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~ I ~ I
The inertias II , etc. have the same physical definition in the new coordinate system of the
xx xy
rigid body mass and may be calculated using Equations 12 through 15.
It can be concluded that for a real physical rigid body mass, the matrix is always in the
form of Equation 10 regardless of coordinate system rotations and translations; hence, only the
basic 10 terms need be specified as input. The form of the mass matrix may be destroyed, however,
when special directional masses are used to model mechanisms and other special problems where the
mass is not rigidly connected to the grid point.
5.5.2.5 General Mass Matrix Properties
In the.case where the mass is not rigidly connected to a single grid point, the form of the
mass matrix becomes more complex.. Other examples are the use of consistent mass matrices, described
in the following section, whereby the mass of an element is distributed to the connected grid points
of the element. Another example is that of a partially disconnected element mass or a mass con-
nected to a grid point via a mechanism. It is possible to conceive of instances (not as a result
of coordinate transformations) wherein special mechanically contrived situations can exist to pro-
duce mass terms distinct from the standard 10 rigid body terms. These special mass terms can arise
for example, from such devices as spring restrained pantographs, fly ball governors, and rotating
masses restrained by the helical track as illustrated in Figure 2. If such odd terms are either
present in a structure or exist from matrix transformations, NASTRAN provides an avenue to supply
this Bulk Data through the C0NM1 card. An alternate method in NASTRAN is to associate an
additional grid point with the mass element and using multipoint constraints to specify the mech-
anism connecting the mass to the structure (see Section 3.5.1).
In both of these cases, the accelerations at the center of gravity of that mass can be'defined
as general linear functions of the grid point accelerations. These'may be expressed in matrix
form as
{Li} = [G]{u'} . , (20)
where {u!} represents the six grid point accelerations. The resulting mass matrix may now become
a full 6x6 matrix defined by the equation
[Mgrid] = [G]T[M][G] , OA. (21)
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where [M] is the rigid body mass matrix defined in Equation 10 and [M
 icj] is the transformed mass
matrix after mechanically connecting it to the grid point. It is this transformed matrix [Mqrid]
which is then input to NASTRAN using the C0NM1 Bulk Data card.
5.5.3 Inertia Properties of Structural Elements
All of the metric structural elements (rods, bars, shear panels, twist panels, plates, shells,
and solid elements) may have uniformly distributed structural and nonstructural mass. Structural
mass is calculated from material and geometric properties. The mass is assumed to be concentrated
in the middle surface or along the neutral axis in the case of rods and bars, so that in-plane or
in-line rotary inertia effects such as the torsional inertia of beams, are absent. Such effects
can, of course, be assigned by the user to grid points. The masses of metric structural elements
are transferred to the adjacent grid points at the option of the user by either of two methods,
the Lumped Mass or Coupled ("consistent") Mass methods.
In the Lumped Mass method, the mass of an element is simply divided and assigned to surround-
ing grid points. Thus, for uniform rods and bars, one-half of the mass is placed at each end. For
uniform triangles, one-third of the mass is placed at each corner. Quadrilaterals are treated as
two pairs of overlapping triangles (see Sections 5.3 and 5.8). It will be noted that second mass
moments are not computed with the Lumped Mass method. The virtues of the method derive from its
simplicity. Off-diagonal terms in the mass matrix are restricted to those involving a single
geometric grid point. That is, inertia coupling between grid points is not provided. Programming
efforts and computer running times are less, often by an insignificant amount, than for more
sophisticated methods of mass assignment. Because the mass matrix is independent of the elastic
properties of elements, the user has a better feel for the character of the matrix. The accuracy
of the results, which is the key question, will be examined later.
In the Coupled Mass method, the mass matrix due to a single structural element includes off-
diagonal coefficients that couple adjacent grid points. The best known of the Coupled Mass
methods is the Consistent Mass Matrix method developed by Archer (Reference 1).
""""""
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The procedure for generating a consistent mass matrix is as follows. Consider, for
simplicity, a one-dimensional structural element whose degrees of freedom are represented by
translations and rotations at the two ends of the element. Corresponding to each degree of free-
dom, u-, there is a displacement function, w.(x), within the element obtained by giving unit value
to u. and zero value to all other degrees of freedom. The functions w., satisfy the differential
I J
equations of the element. The element M.. of the mass matrix [M] is obtained from the formula
(22)
Equation 22 is obtained from the principle of virtual work. In essence u^ is regarded as a
generalized coordinate for which w.(x) is the "mode shape." The inertia force acting at x due to
u. is -m(x)w.(x)u-. Multiplication of the inertia force by w- gives the generalized force acting
on coordinate u..
J
The idea of "consistency" enters because the functions w. are also used to calculate the
stiffness matrix [K-*] from strain energy considerations. It can be shown that the vibration
frequencies so obtained are upper bounds. The reason is that the selection of a finite number of
specific functions, w., is equivalent to the imposition of rigid constraints on the structure.
As an elementary example, consider a uniform extensional rod with distributed mass, as shown below.
The degrees of freedom are u and u. and the displacement functions are w = 1 - x/Jl and w. = x/i.
The resulting consistent mass matrix is
[Mc] =
1
(23)
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whereas the lumped mass matrix is
mi_
2 (24)
The stiffness matrix is
[K] =
-i
-i
(25)
Some information on the question of accuracy can be gained by calculating the error in the
natural frequency due to finite element assumptions for simple structures. Analysis of a uniform
rod with any combination of free and fixed ends (Reference 2) shows that the error in the natural
frequency that results from using Equations 24 and 25 (the lumped mass method) is
= 1
-Ktf-OO4 • (26)
where N is the number of finite element cells per wavelength. The corresponding result for
Equations 23 and 25 (the consistent mass method) is
(27)
Note that the consistent mass and lumped mass methods give errors that, for large N, are the same
in magnitude but opposite in sign. A much smaller error is achieved if the mass matrices for the
two methods, Equations 23 and 24 could be averaged,
[Md] = f
1
1
(28)
This equation has been adopted for use in NASTRAN to compute the coupled mass matrix for the
extension of rods and bars. The error in this case is given by
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J_30 (29)
The mode shapes are exact for all three methods.
Archer's paper includes a derivation of the consistent mass matrix for the lateral bending
of a uniform beam without transverse shear flexibility shown below.
T ,.The consistent mass matrix referred to the coordinate set {u> = {wa, 6a> wb, eb> is
[MC] = mi420
156 !
i
54 !
13d j
-221
2
-13d
-3d2
54
-13d
1 ,
156
22d
13d
22d
«
(30)
The paper also includes the results of numerical error analysis for free-free and simply support
beams. For simply supported beams the errors in the lumped mass and consistent mass formulations
are approximately equal and opposite, and are surprisingly small. An equation for the natural
frequency error associated with the lumped mass formulation is (from Reference 2)
(31)
For free-free beams the error in the consistent mass formulation appears to be of the same order
as that given by Equation 31, but the error in the lumped mass formulation is one or two orders of
magnitude larger. Similar results may be expected for cantilever beams.
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Archer's consistent mass matrix, Equation 30, has been adopted in NASTRAN as the coupled mass
matrix for the lateral deflection of bars. No modification is included for the effect of trans-
verse shear flexibility, which is slight. The consistent mass formulation has also been applied in
NASTRAN to the lateral deflection of plates. The procedures used are described in Section 5.8. In
the cases of the doubly-curved shell element, Section 5.10, the solid of revolution element, Section
5.11, and the isoparametric solid element, Section 5.13, only the consistent mass formulation is
available.
Only the lumped mass method is available in NASTRAN for shear panels, twist panels, the mem-
brane action of plates, the constant strain solid elements, and the conical shell elements, which
completes the current list of metric elements. Coupled mass methods are not applied to shear panels
and twist panels because of their peculiar status as incomplete physical objects. The membrane
action of plates and the constant strain solid elements were excluded because structural models
built from such elements generally tend to be too stiff. For these elements, using lumped masses
tends to reduce the error in the natural frequency. The conical shell element, Section 5.9, was
excluded because its complexity makes the development of a consistent mass matrix unwarranted.
5.5.4 Grid Point Weight Generator
This is a module (GPWG) which determines the rigid body mass properties of an entire structure
with respect to a user-selected grid point and with respect to the center of the mass of the structure
Initially, the mass properties are calculated relative to the basic coordinate system. Subsequently,
the mass properties are referred to the principal mass axes and to the principal inertial axes.
The mass matrix, [M ] output from the EMA module, is transformed to a matrix of rigid
body mass properties, [M ], with respect to the user-selected reference point, by use of a rigid
body transformation matrix D
CM0] = [D]T[Mgg][D] , (32)
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where
[M ] is assembled in global coordinates and is of order g x g ,
[D] is a rigid body transformation matrix which predicts the motion of points in global
coordinates given the motion of the reference point in terms of basic coordinates, and
is of order g x 6 >
and [M ] is assembled in basic coordinates and is of order 6x6.
Prior to the formation of the [M ] matrix, the module calculates the [D] matrix. The [D]
matrix relates the motion at all points of the body relative to the reference point by the
equation
(ug) = [D]{uQ} (33)
where the acceleration vector, {u }, describes accelerations for all points of the body in global
coordinates and is of length g, and the acceleration vector, {u }, describes accelerations of the
reference point and is of length 6.
The mass matrix [MQ] is partitioned according to the contributions from translational (t),
rotational (r), and coupled (tr) accelerations, where [M*] is the scalar partition", [Mtr] is the first
moment partition, and [flr] i,s the second moment partition.
H*
Rrt
tr
(34)
A check is made on the consistency of the composition of the mass by simple calculations on
the [fl ] (translational or scalar) partition. The quantities 6 = /Z(M1.-t)2|i=j and e =/£(fl1-it)2|i7J
are computed and the>atio, e/6, is calculated. A diagnostic message is printed out if e/6 > 10"3, and
the internal decision is made to rotate the matrix accordingly.
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When the e/6 test indicates that a matrix rotation is warranted, the principal mass values and
associated coordinate transformation are found by applying the Jacobi method of eigenvalue extrac-
tion to the 3 x 3 [M ] partition. The transformation matrix [S] from the basic coordinates to the
principal directions, labeled principal mass axes, is assembled from the normalized eigenvectors
{e.j} of
Define
[S] = [{e.,}, (e2}, {e3}]. (35)
The [M ] matrix is transformed to principal mass axes by the [S] matrix by the separate partitions:
[M1] = (is diagonal)
and
[Mtr] = [S]T[Mtr][S] (generally exists) ,
[Mr] = [S]T[Mr][S] (is generally not diagonal).
(36)
By definition, the values of the mass systems that are output are the three diagonal terms of the
[R*] matrix
M
.
 My ' "22*' Mz = "33*- (37)
Since the moment arms of the first-moment terms of the mass matrix are the
offset distances to the center of mass from the reference point, the positions of the centers of
mass (C.G.) are calculated for each system as
tr
11 -M
tr
»
 Yv
13
tr
'12 (x system),
l-l?,
Y - CJ VXy ~ Mv/ ' Yy > Z.,
tr
(y system), (38)
-M tr
and 32
•z riz ' Yz
tr
I> Z
tr
•'33 [z system).
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Moments of inertia at the center of gravity with respect to the principal mass axes are com-
puted from the [Mr] partition by using the theorem of parallel axes and the appropriate mass system
The submatrix is labelled [I(S)J.
In(S) = M,/ - MyZy2 - MzYz2 ,
v •
I22( s) - MzXz2 - MxZx2
(39)
and
I23(S) = -M23r - MXYXZX , I32(S) = -M 3 2 r - M x Y x Z x •
I,,(S) = M,/ - MY2 .
'33 '33 ' "x'x
The final attribute to be obtained is the set of principal moments of inertia with respect to
the center of mass. The Jacobi eigenvalue method is applied to the 3 x 3 [I(S)] matrix. The trans-
formation matrix [Q] from the principal mass axes to the principal directions of the momenta!
ellipsoid is assembled from the normalized eigenvectors {E} of
Define
[Q] = '[ {E2>, {E3}] (40)
The [I(S)] submatrix is transformed to principal moments of inertia. axes by the triple matrix
product
CKQ)] = [Q] 'CKS)] [Q] =
V
0
0
0
i22
0
0
0
'33P
(41)
The one attribute that may be of interest which is not calculated is the set of principal
moments of inertia with respect to the reference point instead of the center of gravity. This
could be obtained from the eigenvalues of the [Mr] submatrix.
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Am
 m Point
Mass
a = u + 6 X r
(a) Accelerations.
Point
Mass
M = r X f
Grid
Point
Figure 1. Accelerations and forces on a rigidly connected point mass.
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Fy = V
(a) Spring restrained pantograph.
(b) Flyball governor.
(c) Rotating.mass in a helical guide.
Figure 2. Examples of mechanisms producing coupled mass and inertias
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Fetch {R0), location
of grid point G
(G = Value of parameter GRDPNT)
Fetch {Rj} - location vector and
- global to basic transform
Calculate [D] (g x 6)
where {ug} = [0]{U0}
/Loop on grid points\
V i = 1,2,... ,Ngrids /
Multiply
[Mo] = [D]T[Mqg][D]
Point M0
([Mqq] = Structure mass matrix)
Partition:
>
.Mrt
Mtr
Extract eigenvectors
of Mt to obtain [S]
Rotate partitions to orthogonal
mass coordinates [S], Print S
Calculate CG locations, inertia
matrix at CG. Print m, CG, Is
Rotate [Is] to principal
axes [Q], Print Q, IQ
Figure 3. Flowchart of grid point weight calculations.
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5.6 SCALAR ELEMENTS
Scalar elements are connected between pairs of degrees of freedom (at either scalar or geo-
metric grid points) or between one degree of freedom and ground. The stiffness matrix for a
scalar spring is given by
= K
1 -1 Jl (1)
or by
fl = Kul (2)
Other available forms of scalar elements are the scalar mass and the viscous damper.
Scalar spring elements are useful for representing springs that cannot conveniently be mo-
deled by the metric structural elements. Scalar masses are useful for the selective representa-
tion of inertia properties, such as occurs when a concentrated mass is effectively isolated for
motion in one direction only. The scalar viscous damper is one of two elements with exclusively
damping properties included in NASTRAN. The other is the viscous rod element, see Section 5.2.
It is possible, using only scalar elements and constraints, to construct a model for the
linear behavior of any structure. These elements are, in fact, the basis for the Direct Analog
Computer method of structural analysis ' where inductors represent springs, resistors represent
dampers, capacitors represent masses, and transformers represent equations of constraint. They
have also been made the basis of several digital computer programs.
Turning the electrical analogy around, we can say that the scalar elements give NASTRAN the
ability to analyze any passive electrical network, including for example, large electrical dis-
tribution systems. Heat transfer problems can also be solved because of the analogies between
heat capacity and mass, and between a heat conductor and.a viscous damper.
Perhaps of greater importance to the structural analyst is the fact that electrical circuits
.and heat transfer can be included as part of an overall structural analysis, as for example, in a
/ '
problem that includes electromechanical devices. This subject is discussed further in Sections
9.3 and 14.2.
(^'MacNeal, R. H., ELECTRIC CIRCUIT ANALOGIES FOR ELASTIC STRUCTURES. John Wiley & Sons, N.Y.
1962.
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5.7 THE GENERAL ELEMENT
The general element is a structural stiffness element connected to any number of degrees of
freedom, as specified by the user. In defining the form of the externally generated data on the
stiffness of the element, two major options are provided to the user.
(i) Instead of supplying the stiffness matrix for the element directly, the user provides
the deflection influence coefficients for the structure supported in a non-redundant manner. The
associated matrix of the restrained rigid body motions may be input or may be generated internally
by the program.
(ii) The stiffness matrix of the element may be input directly. This stiffness matrix may
be for the unsupported body, containing all the rigid body modes, or it may be for'a subset of
the body's degrees of freedom from which some or all of the rigid body motions are deleted. In
the latter case, the option is given for automatic inflation of the stiffness matrix to reintroduce
the restrained rigid body terms, provided that the original support conditions did not constitute
a redundant set of reactions. An important advantage of this option is that, if the original
support conditions restrain all rigid body motions, the reduced stiffness matrix need not be
specified by the user fco high precision in order to preserve the rigid body properties of the
element.
The defining equation for the general element when written in the flexibility form is
(1)
where:
[Z] is the matrix of deflection influence coefficients for coordinates {u.} when coordinates
{Uj} are rigidly restrained.
[S] is a rigid body matrix whose terms are the displacements {u.} due to unit motions of the
coordinates {u.}, when all f. = 0.
{fj} are the forces applied to the element at the {u.} coordinates.
{fj} are the forces applied to the element at the {u .} coordinates. They are assumed to be
statically related to the {f.} forces, i.e., they constitute a nonredundant set of
reactions for the element.
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The defining equation for the general element when written in the stiffness form is
f
'l.
'.J
k -k S
1__
-STk STk S
1
>
ui
V
(la)
where all symbols have the same meaning as in Equation 1 and [k] = [Z] , when [k] is nonsingular.
Note however that it is permissible for [k] to be singular. Equation la is derivable from
Equation 1 when [k] is nonsingular.
Input data for the element consists of lists of the ui and u . coordinates, which may occur
at either geometric or scalar grid points; the values of the elements of the [Z] matrix, or
the values of the elements of the [k] matrix; and (optionally) the values of the
elements of the [S] matrix.
The user may request that the program internally generate the [S] matrix. If so, the u. and
ud coordinates can occur only at geometric grid points, and there must be six or fewer u . coordi-
nates that provide a nonredundant set of reactions for the element as a three-dimensional body.
The [S] matrix is internally generated as follows. Let {u. } be a set of six independent
motions (three translations and three rotations) along coordinate axes at the origin of the basic
coordinate system. Let the relationship between {u .} and {u.} be
- [Dd]{ub> (2)
The elements of [D.] are easily calculated from the basic (x,y,z) geometric coordinates of
the grid points at which the elements of {u .} occur, and the transformations between basic and
global (local) coordinate systems. Let the relationship between {u.} and {u.} be
{u,-} = [Di]{ub}
where [D.] is calculated in the same manner as [D .]. Then, if [D,] is nonsingular,
[S] = [D,] i-l
(3)
(4)
Note that, if the set {u.} is not a sufficient set of reactions, [D.] is singular and [S] cannot
be computed in the manner shown. When {u .} contains fewer than six elements, the matrix [D^ ] is
not directly invertable but a submatrix [a] of rank r, where r is the number of elements of {u,},
can be extracted and inverted.
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A method which is available only for the stiffness formulation and not for the flexibility
formulation will be described. The flexibility formulation requires that {u .} have six components.
The method is as follows. Let {u^ } be augmented by 6-r displacement components (ud'} which are
restrained to zero value. We may then write
---,- l{ub} = [5]{ub}
_ d.
(5)
The matrix [D .] is examined and a nonsingular subset [a] with r rows and columns is found.
{UL} is then reordered to identify its first r elements with {uj}. The remaining elements of {UL}
are equated to the elements of {ud }. The complete matrix [D] then has the form
[D] (6)
with an inverse
'
1
"
]
(7)
Since the members of {uJ } are restrained to zero value,
(ub} = [Dr]{ud>
where [Dr]is the (6xr) partitioned matrix given by
(8)
[Dr] = (9)
The [D.] matrix is formed as before and the [S] matrix is then
[S] = [D«][DJ (10)
Although this procedure will replace all deleted rigid body motions, it is not necessary to do
this if a stiffness matrix rather than a flexibility matrix is input. It is, however, a highly
recommended procedure because it will eliminate errors due to nonsatisfaction of rigid body pro-
perties by imprecise input data.
The stiffness matrix of the element written in partitioned.form is
ORIGINAL
OF
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[K] =ee
Pii
KiTd
Kid~
Kdd_ (11)
When the flexibility formulation is used, the program evaluates the partitions of [K ] from66
[Z] and [S] as follows:
= [Z]-1
-1,(XJ = -[Z]-'[S]
(12)
(13)
^ '
(14)
If a stiffness matrix, [k], rather than a flexibility matrix is input, the partitions of
[Kee] are
= [k] (15)
[Kid] = -
CKdd] = [S][k][S]
(16)
(17)
No internal forces or other output data are produced for the general element.
OF THE
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5.8 PLATES
NASTRAN includes two different shapes of plate elements (triangular and quadrilateral)
and two different stress systems (membrane and bending) which are, at present, uncoupled.
There are in all a total of eleven different forms of plate elements as follows:
1. TRMEM - A triangular element with finite inplane stiffness and zero bending stiffness.
2. TRBSC - The basic unit from which the bending properties of the other plate elements
are formed. In stand-alone form, it is used mainly as a research tool.
3. TRPLT - A triangular element with zero inplane stiffness and finite bending stiffness.
It is composed of three basic bending triangles that are coupled to form a dough
composite triangle; see Section 5.8.3.3.
4. TRIA1 - A triangular element with both inplane and bending stiffness. It is designed
for sandwich plates in which different materials can be referenced for membrane,
bending, and transverse shear properties.
5. TRIA2 - A triangular element with both inplane and bending stiffness that assumes a
solid homogeneous cross section.
6. QDMEM - A quadrilateral membrane element consisting of four overlapping TRMEM elements.
7. QDMEM1 - An isoparametric quadrilateral membrane element.
8. QDMEM2 - A quadrilateral membrane element consisting of four nonoverlapping TRMEM
elements.
"~'9T" "QDPLT"- A quadrilateral -bending element. -It-is composed of-four basic bending,triangles^
10. QUAD1 - A quadrilateral element with both inplane and bending stiffness, similar to
TRIA1.
11. QUAD2 - A quadrilateral element similar to TRIA2.
Anisotropic material properties may be employed in all plate elements. TRMEM and TRBSC
are the basic plate elements from which all of the others, except QDMEM1, are formed. Their
stiffness matrices are formed from the rigorous application of energy theory to a polynomial
representation of displacement functions. An important feature in the treatment of bending
is that transverse shear flexibility is included.
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All of the properties of plate elements are assumed uniform over their surfaces.
The detailed discussion of plate elements is divided into subsections, according to the
following topics: membrane triangles; the basic bending triangle; composite triangles and
quadrilaterals; the treatment of inertia properties; and the isoparametric quadrilateral
membrane element, QDMEM1. The accuracy of the bending plate elements in various applications
is discussed in Section 15.2, and the accuracy of the quadrilateral membrane elements is
discussed in Section 15.3.
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5.8.1 The Membrane Triangle
Consider the triangular element shown in Figure 1 below
— Material Orientation Axis
Figure 1. Triangular Membrane Element
u and v are the components of displacements parallel to the x and y axes of the local (ele- -
ment) coordinate system. The inplane displacements at the corners of the element are represented
by the vector
(1)
Let [Kg] be the stiffness matrix referred to the vector {u }; i.e.,
(2)
where the elements of {f } are the inplane forces at the corners of the element. The stiffness
matrix [K ] is derived by constructing an expression for the strain energy of the element under
the assumption that the inplane displacements, u and v, vary linearly with position on the surface
of the element,
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u = q] + q2x + q3y , (3)
v = q4 + q5x + q6y . (4)
The quantities q,, q~, . . . qg may be regarded as generalized coordinates to which the dis-
placements at the corners of the element are uniquely related,
(uj = [H]{q> . (5)e
The elements of [H] are easily evaluated by inspection of Equations 3 and 4. Since the in-
verse of [H] will later be required, the choice of six generalized coordinates to match the six
corner displacements is not accidental. Indeed, it is fortunate that the complete linear repre-
sentation of the displacement functions, Equations 3 and 4, contains six coefficients. A similar-
ly symmetrical relationship cannot be achieved for the bending triangle, as will be seen.
The membrane strains are related to the generalized coordinates by
ex = ^x = ^2 ' ^
Y
 = 37 + 37 = q5+ ^3
or, using matrix notation,
e y>= [He]{q) . (9)
Y /
The membrane strain energy of the element is
Es ' I 'C"xex + °yey + TY]dA ' -" (10)
where t is the thickness of the element. Since the strains, and therefore the stresses, do not
vary with position, Equation 10 may be written in matrix notation as
Es = 1 At{0}T{e} . (11)
The stress vector, {a}, is related to the strain vector by the two-dimensional elastic
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modulus matrix [G ].
= [Ge]{e} . (12)
In NASTRAN materials may be entirely anisotropic so that the only restriction on [G ] is that
it be symmetrical. The user can also specify isotropic materials, in which case
[GJ =
E
1-u2
vE
1-v2
0
vE
1-v2
E
1-u
0
0
0
G
(13)
In the case of anisotropic materials, the user specifies their properties with respect to a
particular orientation, which does not necessarily correspond to the principal axes. The input
data for each triangular element includes an angle, 6, that references the material orientation
axis to the side (a), (b) of the triangle "(see Figure !•).-• The material elastic modulus matrix is
transformed into the element elastic modulus matrix by
[GJ = [U]'[GJ[U] (14)
where
[U] =
cos2e
sin26
sin29
cos29
cosesine
-cosesine
2 2
-2cos6sin6 2cos6sin6 cos 6 - sin 9
(15)
is the transformation matrix for the rotation of strain components.
Substitute Equation 12 into Equation 11 to obtain an equation for the elastic strain energy
in terms of strains
(16)
By virtue of Equations 5 and 9 and the nonsjngu-larity of-[H],
= [He][Hr1{ue} , (17)
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so that, defining [C] = [H^ H]'1 ,
Es = ]• At{ue}T[C]T[Ge][C]{ue} .
The strain energy of any element, expressed in terms of its stiffness matrix, is
1 T
so that, comparing Equations 18 and 19,
[Kee] = At[C]'[Ge][C] .
(18)
(19)
(20)
The only remaining analytical task of any consequence, before turning the job over to the
computer programmer, is to evaluate the elements in the [C] matrix. The result of this exercise
is
[C]
1xb
1
 Tc iy
cU V
n
1 /* \1 [ C -,\
y c \ x b /i
xb
i
xb
xc
Vb
0
X c
ycxb
1
xb
0 0
yc
1
 0
(21)
As a last step, the stiffness matrix is transformed from the local element coordinate system
to the global coordinate system of the grid points. Let the transformation for displacements be
Then
= CT]{ug} .
[Kgg] = [T]'[Kee][T]
(22)
(23)
Thermal expansion of an element produces equivalent loads at the grid points. Thermal expan-
sion is represented by a vector of thermal strains
V =
xt
yt (24)
~
where {ae> = [U]~ {am} is a vector of thermal expansion coefficients. [U] is given in Equation 15
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and {a } is the vector of thermal expansion coefficients in the material axis system. When grid
point temperatures are specified, T is assumed uniform and equal to the average of the temperatures
specified at the corners of the element, f may also be specified priorly with element temperature
field data. The three elements of {a } are independent for anisotropic materials.
An equivalent elastic state of stress that will produce the same thermal strains is
(ot> = [Ge]{et} = [Ge]{ae}T . (25)
An equivalent set of loads applied to the corners of the element is
(Pe) = At[C]T{at} (26a)
= AtT[C]T[Ge](ae} . (26b)
The validity of the first form, Equation 26a, follows from the general energy requirement
that
tu
e
}T{Pe} = '{e}T(ot} dv • (27)
The equivalent loads are transformed from local element coordinates to grid point co-
ordinates by
{Pg> = [T]T{Pe} . (28)
After the grid point displacements have been evaluated, stresses in the element are computed
by combining the relationships
{ue> = [T]{ug> , (29)
{e} = [C]{ue} , (30)
M = [Ge]{e - et) , . (31)
to form
{a} = [6e][C][T]{ug) - [GeKae}f . (32)
The principal stresses and the maximum shear are computed from the elements of {a}- The
direction of the maximum principal stress is referenced to the side (a), (b) of the triangle.
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5.8.2 The Basic Bending Triangle
The coordinate system used'in the analysis of the basic bending triangle is shown in Figure
2.
0,0 x
Figure 2. Coordinate Geometry for the Basic Bending Triangle
The deflection w is normal to the x,y plane, with positive direction outward from the paper.
The rotations of the normal to the plate, a and 3, follow the right-hand rule.
The stiffness matrix is developed in terms of the translations and rotations at the three
vertices of the triangle. The displacement vector is defined by
V = L-V <*a. 8a. wb, ab, Bb, wc, ac, 6CJ T . (1)
Before proceeding with the details of the derivation, some general relationships will be des-
cribed. Of the nine degrees of freedom of the triangle, three describe rigid body motions. The
stiffness matrix will be partitioned according to rigid body and flexible body motions in order to
reduce computational effort. In general, the vector of forces applied to the vertices is.related
to displacements by
(2)
Partition this equation as follows
"
Kii i Kia
(3)
where
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i> = L_V V St>' V V 6c (4)
(5)
[K..] is computed from the elastic properties of the triangle. [K. ] and [K ] are computed1 1 i d a a
as follows.
The partition [K--] is nonsingular so that Equation 3 can be rearranged as follows to place
u- and f on the left hand sidei a
ui
^
=
• V1 1 - -Kii"lKiai
_ _ _
_
Kia Kii 1 Kaa " Kia Kii Kia_
fi
u
9 _,
(6)
When no forces are placed on the u. coordinates, i.e., when f. =0, the plate moves as a
rigid body such that
.j} = [S](ua> , (7)
where the elements of [S] may be calculated from simple kinematics. Comparing Equation 7 with the
top half of Equation 6, it is seen that
[Kia] = -[KAIL'S] (8)
Furthermore, the forces, f , are completely determined by the forces, f., so that, from the lower
half of Equation 6
(9) '
or, using Equation 8,
[Kaa] = (10)
The main part of the effort is the calculation of [K..]. In the calculation, use is made of
the following transformation between relative motions, {u }, and generalized coordinates, {q }.
(ID
where
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J = {u.} - [S]{u } .
r 1 a (12)
The coordinates {q } are taken to be the coefficients in a power series expansion of normal
deflection, w, over the surface of the plate. The stored elastic energy is expressed as
r dA , (13)
^ . 4 - 1 f
where the integration takes place over the surface of the plate and [kq] is the stiffness matrix
per unit area. The elements of the stiffness matrix [K^ ], referred to {q } are then computed from
K^ - r \t^ HA Md^KVC •" K»-c °" U*/
The stiffness matrix is then obtained from
Note that [H] must be a nonsingular six-by-six matrix. It is this fact that causes all the
controversy in the development of plate elements, since if [H] were a six-by-seven matrix, it
would permit the inclusion of all of the cubic terms in the power series expansion for w.
Details of the analysis follow.
5.8.2.1 Rigid Body Matrix, [S]
We start with an easy task, the calculation of [S]. From Figure 2 and elementary kinematics,
in rigid body motion
; \
Wb
ab
Bu
V
ac
Bc
*
> =
— «
1 1 0 1 -xb
1 1
0 | 1 | 0
1 1
0 0 1
_ 1 1
i 1 yc 1 -xc
1 1
0 , 1 | 0
i i
0 0 ' 11 1
wa
aa
a /
(16)
The six-by-three matrix in this equation is [S].
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5.8.2.2 Power Series Expansion
Let displacement normal to the plate, with (ua> = 0, be represented by the following series
w = Yx + Yy + q + qxy + qy2 + qx3 + qxy + qy . (17)
2
Note that the x y term is omitted. The omission of one of the terms in the series is necessary
in order that [H] be nonsingular. The coefficients y and y are transverse shear strains which
x y
are assumed constant throughout the plate. The q's are the generalized coordinates discussed
above.
2
The omission of the x y term destroys the invariance of the properties of the element with
respect to rotation of the x, y axes. In fact, since the x-axis coincides with the edge (a), (b)
p
of the triangle, the omission of the x y term is equivalent to the imposition of a constraint
such that the rotation a varies linearly from (a) to (b) . An interesting consequence is that, if
another triangle with a similar constraint lies adjacent to the side (a), Q) , the deflections and
slopes of the two triangles will be continuous at all points along their common side.
If an arrangement of elements can be contrived such that continuity of displacements is pre-
served along all element boundaries (as in the Clough triangle, Section 5.8.3.3, for example) then
certain theorems can be proved about the resulting structure. For example, if the "consistent"
mass lumping technique (see Section 5.5) is used, then all of the vibration mode frequencies will
be too high, because all of the approximations used in deriving the finite element model can be
interpreted as the progressive application of constraints. It does not follow, however, that ele-
ments with displacement continuity give better results than all other elements (see Section 15.2).
The rotations are obtained from the definitions of transverse shear strain, which are, for
our problem,
B . (18)
y-« • 09)
Hence, from Equations 17, 18 and 19
a = q2x + 2q3y + 2qgxy + 3q6y , (20)
-8 = 2qX H- qy + 3qx + qy . (21)
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5.8.2.3 General Expression for [H] Matrix
One of the required tasks is to express yv and Y in terms of the generalized coordinates,x y
q . Let the relationship be
(22)
The vector (u } can be written directly as
V = [H ]{Y> + [H] V • (23)
Then, from Equations 11, 22, and 23
[H] = [HuY][HYq] + [H] . (24)
We can write down [H -J and [F] from preceding results. From Equations 17, 20, 21, and 23
V
[H] (25)
where
Be
Q-
(26)
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and
[H] =
V
0
-
2xb
x/
0
J2xc
0
xb
0
Vc
xc
-*c
0
0
0
2
yc
2yc
°
xb3
0
-3xb2
xc
3
0
-3'c2
0
0
0
Vc2
2Vc
V
0
0
0
3
3yc2
0
• (27)
5.8.2.4 Elastic Relationships
The following relationships are obtained from the theory of deformation for plates.
The curvatures are defined by, (using our notation)
X = - M
*x 3x
(28)
= Jta _ 33
xy 3x 9y
Bending and twisting moments are related to curvatures by
'M
My
M
xy
= [D]
V
xy
xy
(29)
where [D] is in general a full symmetric matrix of elastic coefficients. For a solid isotropic
plate,
[D] = Eh
3
12(l-v2)
1 I V
-~7-
1
0 | 0
0
0 (30)
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For anisotropic materials, therqrientafion between the x, y axes and the axes that the user
r :!
specifies for computing [D] must bej accounted for. .The,method used is identical to that for the
U't; 1 | j *^ ,. '•'-'
membrane triangle, see Section 5.8.J]. j "
The positive sense of bending and.twisting moments and transverse .shears As given-.by.-theHw
'* ^-"i- ^V^Y ?nfc'^ T ~*07 SHSfi^'jrfU "S^ r» ^0:J ("i'-J n£ 2i J* *J(}o cV UJ:.tOK! ~rut; l*w nil-* c.l ..' 'O laMW
following diagram.
I M xi'rtaM [0JO 'to nor.)eufsy3 c.S.S.c
xy
Xo
O
;.~
, — SFf' "
\
jsl
-j
' j
Vy
MS .wel
~TS" *it6~| n4'
Vx
r we
 >ftci-
- Xs ^- • '
t
~ v -y
"
Q
M
x
r
x6 SP x y x S f f
'^
xS
vf
bnc-
6S
-.The following moment equilibrium, equations, are£5btained. fr:bm_.the diagram:| *r er T"xl cs'" " xs £fu r x>:
I 3M 3M
ye
° ' -------
 (32)
.be l^. nser! afiti xriJsra £0] 3r!i 'to v-^smfiYE sril ^^^dw
Transverse shear strains are related to the shear forces, by
,05 «HS 2nori6:-p2 -l-o xn&sn -,;o seJf.rnbicCD b:>s^5'-9rat; sdi 03 fas J^sviua si!
'V.. bf.5
CJ] (33)
[J]: is', in general, a full, symmetric 2 x^ 2? matrix. -For)/a pla.te with isotropic transverse shear
material
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[0] =
Gh
0 1
(34)
where G is the shear modulus and h is an "effective" thickness for transverse shear.
5.8.2.5 Evaluation of [H] Matrix
From Equations 31, 32 and 33 we may write
- J12 3y 3x
and
12 3x 3y - J22
3M 3M
_y_ + _*i
3y 3x
(35)
(36)
From Equation 29
3 l T 1 2
3M
3M..
3Mxv
i
(37)
3x
where the symmetry of the [D] matrix has been used.
The curvatures may be related to the generalized coordinates by means of Equations 28, 20,
and 21.
Thus
+
'
6x
"
xy = W = 2q3 + 2xqs
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3XX
3x q5' ~8x
3XV 3XV
_
3x
_
3y
Substituting into Equation 37 and thence into Equations 35 and 36
3x
= 0
8M
3M
and
or
Interchanging J-,2 for J,, and J22 for J,^, we also get
(39)
> (40)
(41)
(42)
The complete [H ] matrix is, therefore, from Equation 22
(43)
0(0 |0 i 4D33)
6(J11D23 + J12D22)
6{J12D23 + J22D22)
(44)"
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The complete [H] matrix can now be written explicitly using Equations 24, 26, 27 and 44. This
will not be done here. Note that, if the plate is assumed to be rigid in transverse shear, [H ]
is null .
5.8.2.6 Strain Energy and Stiffness Matrix [Kq]
The strain energy for a plate may be written
(V}{Y}]dA (45)
where (M) is the vector of bending and twisting moments, (x) is the vector of curvatures, {V} is
the vector of transverse shears, and {yl is the vector of transverse shear strains. From previous
results, Equations 29 and 33;
(46)
where [G] = [J] . The i\} and (y) vectors are related to the generalized coordinates by
= [Hxq]{qr> ,
and
(47)
M = [Hyq]{qr} .
[H ] is given by Equation 44. [H ] is, from Equation 38:
IT XM
[v •
2
0
o
0
o
2
1
o 11
2
1
0
6x
0
0
f\
°
2x
4y
°
"
6y
0
(48)
(49)
Substituting Equation 47 and Equation 48 into Equation 46.
(50)
From Equation 13
(51)
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and from Equation 14 the elements of [Kq] are
rs
A{V }CG] {V (52)
where (H } is the rth column of [H ], etc. Note that, since the elements of [H ] are indepen-
dent of x and y, the integration of the second term in Equation 50 is trivial and has been perfor-
med in Equation 52. A is the surface area of the triangle.
In Equation 51 explicitly
[D][Hxq] =
2D11
2D12 2D23 2D22 6xD12 2xD22 J22
2D13 I 2D33 2D23 6xD13 2xD23 + 4yD33
. (53)
4D11
.
4xD12
12yD12
4D13
40,
4D23
33
12yD23
" '
<„,,
4D23
22
12x0,
 2
4xD22
+ 8yD23
12y022
12xD]3
12x0,
 2
«A,,
12x2D,2
+..24xyD,-,
36xyD, 2
\ -J
4xD23
23
12x2D12
+ 24xyD,3
+ 16xyD23
12xyD22
12yD,2
.
12yD23
12yD22
36xyD,2
12xyD22
36y2D22
(54)
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It is convenient to define the following integrals:
/ dA = A
JxdA = xA Jy2dA
Jx2dA P/A .
p'2A ,y
JydA = yA JxydA =
(55)
x and y locate the center of gravity of the triangle, p and p are the radii of gyration about
x y
o
vertex (a) of the triangle. pv</ A is the cross-product of inertia.v
 xy
After performing the integration, the complete [K01] matrix is
[Kq] = [Kx] + [KY]
where
(56)
[Kx] = 4A
1
DII ' "n11 | 13
1 - D33
L_
S Y M M E T R I C A L
:»12
D23
• •
3xDn
3xD13
3xD12
%s,
+
XD12
,xD23
+
 ^33
* ^3
3p D,
 ?
2
r\
+ 4o D_,
3yD12
3yD23
3yD22
,^
+ op Urtoy *-*•
and
Note that
[KY] = A'[HYq]T[G][Hyq]
0 if [G] ->.°° because [H ] goes to zero in this case.
(57)
(58)
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5.8.2.7 Summary of Calculations for Stiffness
The following operations are required to obtain the stiffness matrix [K ] referred to
degrees of freedom at the vertices of the triangle.
1. Compute elastic matrices [D], [G], and [J] = [G~ ] in the reference coordinate system
for the basic triangle (see Figure 2).
2. Compute [Kx] from Equation 57i
3. Compute [H ] from Equation 44
4. Compute [KY] from Equation 58
5. Compute [Kq] from Equation 56
6. Compute [H ] from Equation 26
7. Compute [H] from Equation 27
8. Compute [H] from Equation 24
9. Compute [K-j] from Equation 15
10. Compute [S] from Equation 16
11. Compute [K. ] from Equation 8i a
12. Compute [K 1 from Equation 10
act
13. Assemble [Keg] from Equation 3
(6x6)
(2x6)
(6x6)
(6x6)
(6x2)
(6x6)
(6x6)
(6x6)
(6x3)
(6x3)
(3x3)
(9x9)
For triangles that are rigid in transverse shear, steps 3, 4 and 6 are omitted. After [K ]
Jhas been formed it. is transferred from the local element coordinate system to the global coordi-
nate system of the surrounding grid points, in the same manner as for all other elements.
5.8.2.8 Equivalent Thermal Bending Loads
The stress-free strains developed in a free plate due to a variation of temperature with depth
are:
. -
uc
-tj
-xt
= {ae}T- , (59)
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where T is the temperature above the reference state and {a } is the vector of thermal expansion
coefficients in the element coordinate system.
An applied stress vector which would produce the thermal strains is:
{0t> = [Ge]{Et) , (60)
where [G ] is the matrix of elastic coefficients at the point on the cross section. The work done
by the applied stress field on a strain field {e} is:
Wt = y {e}T{at} dv , (61)
where the integration is carried out over the volume.
The work done by equivalent thermal loads {P } acting on grid points (in the global coordinate
system) is
Wt = {P t}T(u } , (62)
so that, comparing Equations 61 and 62
PJ ' aJ£ / {e}T{ot} dv ' (63)
The strains {e} are related to the curvatures {\) by
{e} = -z{X> , (64)
where z is measured from the neutral surface of the plate.. Also, from Equations 59 and 60
{ot> = [6j{oB}T- , (65)C. u c
so that
'* = - »S- f z{x}T[Gj{ap}T dv • <66>9 . duo J e e
5.8-,9a ,4/1/72)
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It will be assumed that the temperature varies only in the z direction, i.e., that it is
uniform with respect to x and y. It is convenient to define the equivalent thermal moment vector
lt> = - / [Ge]{<xe}Tz dz . (67)(M.
Note that, if the temperature varies linearly over the cross section such that
T = TQ + T'z , (68)
then
Tlz dz = T1 f z2 dz = IT1 , (69)
where I is the moment of inertia of the cross section and T' is the thermal gradient. For plates
in which the material moduli and the thermal expansion coefficients of the effective bending
material do not vary with depth, the vector of equivalent thermal moments {M.} is related to an
"effective" thermal gradient, T', by
{Mt> = -[Ge](ae}I T1 , (70)
where
T1 = }/T z dz (71)
and the integration is carried out over the effective bending material. In NASTRAN the user has
the option of providing either {Mt> using Equation 67 or T' using Equation 71. For solid homoge-
neous plates the further option is provided to specify the temperature as a tabular function of
depth, in which case Equations 70 and 71 are evaluated by the program. Equation 67 should be used
if it is desired to include the effect of temperature gradient on the material properties, [G ]
and {ae>. If Equation 71 is used, NASTRAN assumes that [Gg] and {ae> are constant for the element;
they are computed for the average temperature, T.
Substituting Equation 67 into Equation 66,
t /• T O^A\/
P9 ' ^ / M ^ ] dA , 00^ ^  (72)
M
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where the integration is carried out over the surface of the element. The vector of curvature,
[x], is linearly related to the vector of generalized coordinates {q } by Equation 47. Thus
Pg = 3JT f {VT L"V {Mt} dA ' (73)9
 A
Note, from Equation 49 that the elements of [H ] are at most linear functions of x and y. Thus,
AT
since {M.} is constant over the surface,
. (74)
where [H
 a(x>y)l is [H ] evaluated at the centroid (x,y) of the plate and A is the surface area.
XT XM
The generalized coordinates (q } are related to the relative corner displacements {u } by the
matrix [H] in Equation 11. Let the relationship between the relative corner displacements and the
global grid point displacements {u } be
o
{ur> = [T] {ug} . (75)
Then, substituting Equations 11 and 75 into Equation 74,
pj = ;>MA{V CT]T t"'1]7 [Hxq(x,y)J {Mt}) , , (76)
so that, performing the indicated differentiation,
{Pgl = A[T]T [H'1]1 [Hxq(x,y)l {Mtl . (77)
Equation 77 is evaluated by the program to obtain the equivalent grid point thermal loads.
5.8.2.9 Recovery of Internal Forces
The internal forces are recovered at a point (x ,y ) which is either the" center of gravity
(x",y) or, in the case of a Clough triangle, vertex c (xc,yc).
The first step after transforming u into u is to obtain the relative motions at vertices
b and c from
{url = {Ui.} - tS](ua} . (78)
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Then the generalized coordinates, {q }, are evaluated from
The curvatures are evaluated from Equations 47 and 49 with x = x and y = y :
(79)
= [Hxq]{qr} (80)
Moments are then obtained from
{M} = (81)
where [D] is the matrix of elastic bending coefficients (see Equation 29) and {M.} is the equivalent
thermal moment vector (see Equation 67).
The transverse shears are evaluated from Equations 31 and 32 and the subsequent numerical
reduction of coefficients.
The details are as follows. Note first that {M.} is uniform over the surface. Then
3MX 3Mxy
Vx = " ~3x" " 9y
= - 6Dnq4 - 2D]2q5 -
3M 3M
V = i- itV ay 3y
(82)
= -
 6D22C'6 '
Equations 82 and 83 may be written in matrix form as
(83)
Vx
V ( = [KV]{qr>
where
(84)
[KV] = -
~0
0
I 0
1
1
! o
. l_
i
: o
fin 9r
i_ i
! 6Di3 !
12 + 4D33
6D23
! 6D23~
1
! 6D22-
(85)
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The bending and twisting moments can be reduced to outer fiber stresses and combined with membrane
stresses in the composite plate elements. If, in addition, the temperature is specified by the
user at a point where outer fiber stresses are calculated, the thermal expansion due to the differ-
ence between the specified temperature and the temperature that would be produced by a uniform
gradient, T', is assumed to be completely restrained. Stated differently, the second and higher
order moments of the thermal expansion are assumed to be completely restrained by elastic stiff-
ness. The resulting stress increment is
(Aa) = -[Ge]{ae)(T - TQ - T'z) . (86)
where [G ] and {a } are evaluated for the average temperature of the element, T.
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5,8.3 Composite i:late Elements
5.8.3.1 The Overlapping Composite Quadrilateral Membrane Element, TRMEM
The quadrilateral membrane element, TRMEM, is composed of four overlapping triangular
elements. Since four points, in general, do not lie in a plane, care must be taken to ensure
equilibrium and compatibility. Rather than try to.define a warped surface, an averaging process
is used with noncoplanar triangles. If a highly warped or curved surface is being analyzed, it
is suggested that the user employ four triangular membrane elements and specify the location of
the center point. The only penalty will be three extra degrees of freedom. The matrix formula-
tion time will be somewhat less.
The quadrilateral is divided into four triangles as shown in the figure below:
If the corners do not lie in a plane, the composite element forms a tetrahedral shell.
The thickness used for each triangle is one-half that given for the quadrilateral. Since no
special calculation time is saved by generating a unique element coordinate system, the locations
of the corner points are used to calculate individual coordinate systems for the triangles.
The stiffness matrix of the composite element is simply equal to the sum of the stiffness
matrices for the component triangles, each .transformed into the global coordinate system. Equi-
valent temperature loads are computed for each triangle separately and summed. During stress
data recovery, the state of stress in the composite element is assumed to be the average of the
states of stress in the component triangles.
The TRMEM1 element described'in Section 5.8.5 and the TRMEM2 element described in Section
5.8.3.4 are more accurate elements. The TRMEM element was developed earlier and it is included in
the present version of NASTRAN primarily to provide a rerun capability for previous analyses. A
comparison of the accuracy of the three elements is made in Section 15.3.
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5.8.3.2 The Quadrilateral Bending Element
The quadrilateral bending element uses two sets of overlapping basic bending triangles as
shown below
2 1
For each triangle the x-axis lies along a diagonal so that internal consistency of displacements
and rotations of adjacent triangles is assured. Each triangle has one-half of the bending stiff-
ness assigned to the quadrilateral.
In a preliminary operation the corners of the quadrilateral are adjusted to lie in a median
plane. The median plane is selected to be parallel to, and midway between, the diagonals. The
adjusted quadrilateral is the normal projection of the given quadrilateral on the median plane.
The short line segments joining the grid points to the corners of the adjusted quadrilateral
element are assumed to be rigid in bending and extension.
The logical arguments supporting the chosen arrangement for the quadrilateral bending
element are
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1. For the special case of a square element, its properties are invariant with respect to
90° rotations, thereby compensating an important defect of the basic bending triangle.
Since the purpose of a quadrilateral element is to model (nearly) rectangular fields of
grid points, the property of rotational invariance should provide improved accuracy
over the simple basic triangle for such applications.
2. It is simple to program because the stiffness matrices of the component triangles are
directly additive.
The accuracy of the quadrilateral plate element for the solution of problems is compared
with that for other composite elements in Section 15.2, "Modeling Errors in the Bending of Plate
Structures."
In stress data recovery, the stresses in the subtriangles are calculated at the point of
intersection of the diagonals and averaged.
Since coupling between membrane stiffness and bending stiffness is not, at present, included
in NASTRAN, quadrilateral elements with both membrane and bending properties are treated by
simple superposition'of their membrane and bending stiffness matrices. Specifically, the over-
lapping quadrilateral membrane element, QDMEM, is combined with the bending quadrilateral,
described above (QDPLT), to form QUAD1 and QUAD2.
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5.8.3.3 The dough Bending Triangle
The Clough bending triangle^ is formed by subdividing the given triangle into three basic
bending triangles as shown below.
The x-axis of each subtriangle corresponds with an exterior edge, so that continuity of
slope and deflection with surrounding Clough triangles is assured. The added grid point in the
center is like the other grid points in that equilibrium of forces and compatibility of displace-
ments are required at the center point. In addition, 'the rotations parallel to the internal
boundaries at their midpoints, points ©, © and (7) , are constrained to be continuous across
the boundaries. The equations for slopes in the basic triangles contain quadratic and lower or-
der terms, and since the normal slopes along interior boundaries are constrained to be equal at
three points (both ends and the middle), it follows that slope continuity is satisfied along the
whole boundary. Displacement continuity on all boundaries is automatically satisfied when the
displacement function contains only cubic and lower order terms. Thus complete continuity of
slope and displacement on all interior and exterior boundaries is assured for the Clough triangle.
The imposition of the internal slope constraints causes the only additional complications
in the analysis of the Clough triangle. In each of the component triangles, expressions for the
(see figure on following page) are obtained in terms of the displacements atrotations ty. and
its vertices.
' 'Clough, R. W. and J. L. Tocher, "Finite Element Stiffness Matrices for Analysis of Plate
Bending". Proc. of Conference on Matrix Methods in Structural Mechanics, Air Force Flight
Dynamics Laboratory Report AFFDL-TR-66-80". December, 1965.
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where
*1
t = I, II, or III
= l_wa, aa,- 8a, wb, ab, eb, wc, ac, SC
(1)
(2)
is the vector of corner displacements, expressed in a local coordinate system for the component
triangle, {u.} is a rotated subset of the displacements at the corners of the composite tri-
angle, {u }, and the displacements at the center, (u }, expressed in a Cartesian coordinate
system for the element as a whole,
[Tte]{ue> + [Ttc]{uc> (3)
The equations of constraint are
III
= 0
(4)
in . , ii „
= 0
which, by virtue of Equations 1 and 3, .result in a set of three constraints relating displace-
ments; at the center point to the displacements at the corners,
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(5)
The equilibrium equations, including the forces of constraint, q , are
— 1 1 —
*ee ! Kec ! GCT
_ __„ J _ __- _
K T ' K ! I
ec | cc | -1
u
6
n
c
n
—
fe
0
/ _
(6)
The stiffness matrix, whose partitions are K , K , K and K •, is obtained by simple super-
position of the stiffness matrices of the component triangles. Straightforward elimination of
u and q from Equations 5 and 6 results in the final stiffness matrix
KJ<O = <U , (7)
where
=
 [Kee + KecGc + GcV (8)
The details of the relationship expressed by Equation 1 are as follows. The rotations \l>-.
and ipp are related to their component rotations about the x and y axes of the local coordinate
system by
= 6 cos6, + 6 sin6,
x a y a
<|), = 6,, cos6, - 6,, sin6.r2 x2 b y2 b
Referring to Equations 20 and 21 of Section 5.8.2,
6
Xl
 = aa + al = aa + Vl +
9yl " 6a + 3] " 6a " 2Vl "
and similarly for 6 and 9 . Combine Equations 9 to 12 to form the matrix equation
(9)
(10)
(11)
(12)
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0 cos6
™
a Sin6a
b -Sin6b_
w
 Na
a,a
• P
(13)
where
TH 1 =LV
-
2xlsa
2x2sb
1 1 2
I xlca - ylsa i 2ylca '3xl sa
i |
1 1 21 x2cb + y2sb | 2y2cb 3x2 sb
1 1
yl(2xlca * yls
y2(2x2cb + y2s
1
 2 1
a) 1 3yl ca
b) ! 3y22cb
i _
in which s = sin6 , c = cos6 , s. = sin6. and c. = cos6b-
From Equations 11 and 12 of Section 5.8.2
- (14)
(15)
where {u.} i's the union of the displacements at vertices b and c. Equations 13 and 15 are com-
bined to form
(16)
where
and
sin6,
0 cos6. -sin6.b b_
i V] =
(17)
-i (18)
In stress data recovery the displacement vector at the center point is computed by means of
Equation 5. Internal forces and stresses are then computed at vertex c for each component tri-
angle by the procedure described in Section 5.8.2.9, and are averaged to provide representative
values for the composite triangle as a whole.
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The Clough triangle is superimposed with a membrane triangle to form triangular elements with
Doth membrane and bending stiffness.
5.8.3.4 The Nonoverlapping Xomposite Quadrilateral Membrane Element, QDMEM2
The QDMEM2 quadrilateral membrane element is subdivided into four triangles connected to a
center point as shown in the sketch below:
4
Figure 1.
Point c' is located at the intersection of straight lines connecting the midpoints of the
sides. Note that these lines intersect even if the four corner points do not lie in a plane.
Stiffness matrices, and thermal loads, are generated for each of the four triangles and are added,
treating the center point like a normal grid point. The matrices and load vectors are then
reduced from order 5 to order 4, i.e., to the four exterior grid points.
Two methods are available for removing the degrees of freedom at the center point. The
first will be called elastic reduction and the second will be called rigid reduction. The forces
applied to grid points, after combining the triangular sections but prior to eliminating the
center point, may be expressed in partitioned form as follows:
(1)
where subscript (p) refers to corner points and subscript (c) refers to the center point. {P }
and {P } are the thermal load vectors.
In the method of elastic reduction, the vector of resultant forces on the center point, {f },
is set equal to zero and {u } is eliminated by direct solution of Equation 1 with the result
fp
£
\f ' \f
PP PC
KJc Kcc
't
p
<fp}= -
where
(2)
(3)
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and
{P}
 "
 {P} (4)
In the method of rigid reduction, {u } is set equal to the average of the corner displace-
ments, i.e., in terms of Cartesian components,
1
T (5)
Since the coordinates of the center point (xc, y , z ) are equal to the averages of the
coordinates of the corner points (see Figure 1.}, Equation 5 does not violate the element's rigid
body property. Expressed in general matrix form Equation 5 is
{uc} = [Gc]{up> .
Application of Equation 6 to Equation 1 as a rigid constraint then produces the result
(fp) = -[Kjp]{up> + {Pj}
where
•
 [K
PP
<ppr> =
c
PC>
cc
(6)
(7)
(8)
(9)
Similarity with the method for eliminating multipoint constraints, Section 3.5.1, is evident.
The method of elastic reduction can-be expected to give more accurate results and .it would be
preferred in the present case were it not for the singularity that occurs in [K ] when the
element is flat. A combination of the two methods is actually used as follows: the lines joining
the midpoints of opposite sides are used to define a mean plane. The inplane components of dis-
placement at the center point (u , v ) are removed by elastic reduction and the out-of-planec c
component of displacement, w , is eliminated by rigid reduction except that, when the quadrilateralC
is severely warped, elastic reduction is also used for w . The criterion used to define severe
warping is
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> 0.2 (10)
where h is the distance from the mean plane to each grid point and A is the area of the quadri-
lateral projected onto the mean plane.
The mass properties of the QDMEM2 element are treated in exactly the same manner as the QDMEM
element, see Section 5.8.4.
In stress recovery, the stresses are computed in each of the four triangles and averaged.
Internal force output includes the components of the corner forces col i near with the sides, as
shown below, and the "kick loads" at each corner normal to the plane of the colinear corner forces.
The "kick loads" are required for equilibrium when the element is warped.
•4,
'34
21
In addition, a "shear flow" is calculated for each side, e.g.,
f!2 " f21
—
(12)
where i-,? 1S tne Ien9th °f side (j^) - (2). The "shear flow" as calculated by Equation 12 derives
from a conceptual model of the panel consisting of four edge rods and a central shear panel. It
is not a measure of the shear stress on the edge of the element.
5.8-28b (12/15/72)
5.8.4 Inertia Properties of Plate Elements
The mass of a plate element, like its other physical properties, is assumed to be uniformly
distributed over the surface of the element. The mass consists of two parts: the mass due to the
density of the structural material; and nonstructural mass, the surface density of which is speci-
fied separately by the user. The mass is assumed to lie in the middle surface of the plate so
that rotary inertia due to finite thickness is ignored.
In the Lumped Mass method of mass transfer, one-third of the mass of a triangular element
is placed at each of its vertices, an arrangement that preserves the location of the center of
gravity of the element. A quadrilateral is treated as a set of four overlapping triangles
(see Sections 5.8.3.1 and 5.8.3.2) whose masses are calculated and transferred separately to
the surrounding grid points. This procedure is also used for the isoparametric quadrilateral
membrane element, QDMEM1.
A Coupled Mass method of mass transfer is available for motions normal to the surface of
a plate element. As discussed in Section 5.5, a satisfactory coupled mass method for inplane
motions has not been devised. Thus, when the Coupled Mass method is specified by the user,
the terms in the element mass matrices corresponding to inplane motions will be the same as
in the Lumped Mass method. The use of the Coupled Mass method introduces a complication, in
that it is no longer possible to assign masses directly to grid points before calculating the
global mass matrix. Instead, the mass matrix for each element is first calculated in its own
coordinate system and is then transferred to the global coordinate system by the same trans-
formations that are used in the assembly of the global stiffness matrix from element stiffness
matrices.
(2)The Archer consistent mass technique ' is used in formulating the Coupled Mass matrix
for motion normal to the surface of a plate element. Thus, the bending properties of the
plate element affect its mass matrix. The Coupled Mass method cannot be used for elements
with membrane stiffness only.
The procedure employed with the basic bending triangle is described below in detail.
(2)v
 ' Archer, J.S., "Consistent Mass Matrix for Distributed Mass Systems, " Journal of the
Structural Division, ASCE, August 1963.
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Quadrilaterals are treated as four separate overlapping bending triangles. The Clough bending
triangle requires additional procedures that will be explained.
The consistent mass matrix for any element is obtained from the kinetic energy under the
assumption that the inertia loading does not alter the displacements at interior points. Thus
the kinetic energy may be expressed as a quadratic function of the displacements at the corners
of the element, using the geometric and elastic properties of the element to compute the func-
tional relationship.
Consider a flat plate that is inertia loaded normal to its plane. The kinetic energy for
sinusoidal transverse motion, w, at radian frequency u, is
u2 / mw2 dA . (1)
The translational displacement function, w, is related to corner displacements, u. , by
w = I Ck uk , (2)
so that
/ m [H C^u JdA . (3)
K y~i
Elements of the consistent mass matrix are given by
M = mCC dA
In the case of the basic bending triangle described in Section 5.8.2, a modified procedure
will be used due to the complexity of the expressions for the coefficients, C.. Repeated re-
ferences to Section 5.8.2 will be made. Equations in Section 5.8.2 will be referred to as Equa-
tion 2-x.
It is convenient to relate w to a modified set of displacements, u , consisting of the three
displacements of grid point (a) and the six generalized coordinates, q , defined in Equation
2-17. Thus
w
 = I Caua + £ cr"r ' (5)
or, using matrix notation
w = fC l{u } = [C ]{u } + FC ~|{q } , (6)
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where the symbol f 1 indicates a row matrix. The mass matrix referred to the modified coordi-
nates, [M „], is partitioned according to u and q^ as followsmm a i
aa ar
L"ar i "rrj
(7)
The elements of [M ] are, by analogy with Equation 4, and employing matrix notation,
[Maa] = / mrc arc ai
[Mar] = j m[CalTrCrl dA
[Mrr] - J r r dA
(8)
(9)
(10)
The mass matrix [M ] is transferred to the corner displacements {u } by means of the
transformation
= [T]{ueJ . (11)
Thus
[Mee] = CT][Mmm][T] - (12)
The transformation matrix [T] is obtained by noting that, from Equation 2-11,
<qr> =
-"
l
= [H]-{ui - [S]{Ua-} (13)
where
{ua} = (wa, aa, (14)
Consequently
' V V
_
ua
q
r
i
I | 0
1
-H" ]S i H"1
i -J
_
ua
u .
•i
05)
which defines [T] in terms of quantities.that have already been computed.
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The-row matrix fC 1, evaluated from a consideration of rigid body motion about grid point
(a), shown below, is
FC 1 = n, y, -xl
a
(16)
Equation 2-17 gives the relationship of w to {q }:
+ q2xy + + q&xy2 + (17)
The shear strains yv anc^ Y > assumed to be constant over the surface of the plate, are related tox y
{q } by the [H ] matrix, defined in Equation 2-22, and evaluated in Equation 2-44. Thus, separa-
r yq
ting the two rows of [H ],
(18)
The first three terms of FH 1 .and FH 1 are zero (see Equation 2-44). Substitute Equation
Y y ' • I \r^A
 y
18 into Equation, 17 and obtain the elements of the^[C ] matrix ..
1 = " fx2; xy; y2; x3' + H x + H y; xy2 + H
Yxq4 Yyq/'
x + H x + H" yl -
. Yyq6y .
(19)
The remaining steps in the evaluation of the consistent mass matrix are:
1. Substitute for FC 1 from Equation 16 and FC 1 from Equation 19 into Equations 8, 9 and
10 and evaluate the integrals, giving the elements of the mass matrix in modified
coordinates.
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2. Calculate the- [T] "matrix, defined in Equation 15, from the[H] and [S] matri'ces that
are used in calculation of the stiffness matrix.
3. Compute the mass matrix referred to element coordinates by means of Equation 12.
4. Transform the mass matrix from element coordinates to grid point coordinates in the usual
manner. . Note that the portions of the mass matrix corresponding to motions in the plane
of the element are treated in the usual manner, i.e., 1/3 of the mass of the plate ele-
ment is placed at each corner.
Step 1 above involves the evaluation of integrals of the form
1^ = m / xVdA ,
where it is assumed that the mass density is constant over the surface of the triangle.
For example,
(20)
:oo 01
01 02
--'10 -I11
(21)
The other partitions, [M ] and [M ], are less simple due to the shear strain coefficients
in Equation 19.
The above results for the. basic bending triangle can be used directly with the composite
quadrilateral plate element. The Clough triangle, on the other hand, requires the imposition of
constraints. The most straightforward procedure; is first to calculate the mass matrices of the
three component triangles separately, and then to eliminate the- displacement at the center point
by means of the constraint relationship, Equation 5 of Section 5.8.3.3,
uc> = [Gc]{ue} (22)
The resulting mass matrix referred to exterior vertices is, by analogy with Equation 8 of
Section 5.8.3.3,
[Mee] = (23)
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5.8.5 The Isoparametric Quadrilateral Membrane Element, QDMEM1
5.8.5.1 Introduction
This element, shown in Figure 1, was first formulated by I. C. Taig and is described in
*
References 1, 2 and 3 . The present development is based on the derivation in Reference 3 and
the important characteristics of the element are that:
1. the stresses and strains vary within the element in an essentially linear manner,
2. the element may have a warped shape, i.e., the four vertices need not be coplanar,
3. Gaussian Quadrature with a 4x4 grid is used to evaluate the stiffness matrix,
4. the temperature is assumed constant over the element,
5. differential stiffness and piecewise linear analysis capability are not implemented at
present.
The element is compared for accuracy with the other NASTRAN quadrilateral membrane elements,
QDMEM and QDMEM2, in Section 15.3. The calculation of its mass properties is discussed in
Section 5.8.4.
5.8.5.2 Geometry and Displacement Field
As indicated in Figure 1, two coordinate systems are used to define the shape and kinematic
behavior of the element. The first is a set of element parametric coordinates (C,n) which vary
linearly between zero and one with the extreme values occurring on the sides of the quadrilateral.
Lines of constant C and lines of constant n. are straight as indicated on the figure. Second, a
set of element rectangular coordinates (x,y,z) is defined as follows: the x-axis is along the
line connecting the first two grid points; the y-axis is perpendicular to the x-axis and lies in
the "plane" of the element (if the element is nonplanar, the "plane" of the element is defined by
a mean plane as described later in this section); finally, the z-axis is normal to the plane of
the element and forms a right-handed coordinate system with the x- and y-axes.
1. Irons, B.M., "Engineering Applications of Numerical Integration in.Stiffness Methods," AIAA J.,
Vol. 4, No. 11, November 1966, pp. 2035-2037.
2. Zienkiewicz, O.C., and Cheung, Y.K., The Finite Element Method in Structural and Continuum
Mechanics.. McGraw-Hill Publishing Company, Ltd., 1967.
3. Przemieniecki, J.S., T.jory of Matrix Structural Analysis. McGraw-Hill Book Co., Inc., 1968.
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The two coordinate systems are related as follows:
x = (l-C)d-n) x] + c(l-n) x2 + Cnx3 + (l-C)n x4
y = (l-e)d-n) y1 + S(l-n) y2 + Cny3 + (l-?)n y4
(1)
where the subscripts refer to grid point numbers. The displacement components along the x- and
y-directions are denoted by u and v, respectively, and are assumed to vary with £ and n in the
following manner:
?(l-n)u2
(2)
v(£,n) = (l-C)(l-n)v1 + C(l-n)v2
Properties of the assumed displacement field are that on lines of constant £> u and v vary linearly
with n, and on lines of constant n, u and v vary linearly with £. In particular u and v vary
linearly on the edges between grid points and as a result, displacements of adjacent elements are
matched all along their common edges. Thus, the element is a "conforming" element as defined in
Reference 2. It is noted from a comparison of Equations 1 and 2 that the equations which relate
the displacements at any point in the element to its grid point values are
identical in form to the corresponding equations for the x and y coordinates. Thus, the term
"isoparametric" is used to characterize the element.
As mentioned previously, the four grid points which define the quadrilateral need not be
coplanar. If they are not, a mean plane is defined as shown in Figure 2. The mean plane is
located such that it is alternately H units above or below each grid point. The grid points are
then projected normally onto this plane resulting in a modified but planar quadrilateral (as
denoted by the primed grid point numbers). The element matrices are derived for the modified
quadrilateral. These matrices are then transformed s"o that they are expressed in terms of
displacements at the original (non-coplanar) grid points. As a result of the latter transforma-
tion, the matrices have stiffness contributions at each grid point against translations in three
directions instead of two.
5.8.5.3 Strain and Stress Fields, Potential Energy
Membrane strains are related to the displacement components by the familiar relations
5.8-34 (12/15/72)
ex = u'x
PLATES
ey = v'y exy = u»y * v'x (3)
where a comma indicates partial differentiation. Use of Equation 2 permits the strains in
Equation 3 to be expressed in terms of £ and n- Thus,
where
ex =
xy , n
(4)
and
'y
(5)
(6)
is the Jacobian of the transformation between the two element coordinate systems. For a rectangular
shaped element, the x and £ directions are identical, as are the y and n directions. For this
case e is linear with respect to y and constant with respect to x, and e is linear with respect
x y
to x and constant with respect to y. The shear strain e varies linearly with respect to both
xy
x and y. For nonrectangular-shaped elements the strain behavior is not linear with position.
The strain-displacement relations may be written in a convenient matrix form by combining
Equations 1 to 5 as follows:
'xy
• W K} (7)
where
l U2 V2 U3 V3 U4
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The non-zero elements of the 3x8 matrix [A] are as follows:
A13 = (y4 - y4n
A15 =*4n/J
A17 = -y3n/J
A22 = (~X24 + X23n
A24 = *X14 ~ X14n "
A26 = (X14n " X
A28 = ^"X12 " X23n
A31 = A22
A32 = All
A33 = A24
A34 = A13
A - AM35 A26
A36 = A15
A37 = A28
A38 = A17
where J = -y4x12 - y34x12? - (y4x23 - y3x14)n , (8)
and the components of side lengths are expressed as follows in terms of grid point coordinates:
xij = xi - xj > yij = yi - yj • (9)
The constitutive stress-strain relationships are written as
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1°*
ay
°xy
= CGe]
ex
ey
exy
- [6e]
ax
ay
axy
(10)
where a and o are stresses in the x and y directions, respectively, a is the shear stressfA y x y
and [G ] is a symmetric 3x3 matrix with properties referred to the element
coordinate system (see p. 5.8-4). The quantities ax, a , and « are thermal expansion coeffi-
cients and f is the temperature of the element above the stress-free temperature T . If the
element temperature is not specified directly, it is computed in terms of grid point temperatures
as
f - (T, T) - (11)
The potential energy for an element of thickness h including the temperature effect may be
written as
1 1
V =
0 0
ex -
e
 '
 af
-\T/ \
o
e
*y VJ (V
Substituting Equation 10 into Equation 12 and making use of Equation 7 gives
(12)
1 1 1 1
V = [A]'[6e][A]
0 0
<*„( TJd£dn . (13)
The first integral represents the usual elastic strain energy of the element, and the second
integral represents the thermal strain energy. An irrelevant additive constant in the above
equation involving the square of known element temperature has been omitted.
5.8.5.4 Stiffness Matrix and Thermal Load Vector for the Element
The form of the potential energy written in terms of the displacement vector, {ue>, the
stiffness matrix, [K ], and the thermal load vector, {P.}, is as follows:
GC C
V = \ {ue}T[Kee]{ue} - {ue}T{Pe} (14)
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Comparing Equations 13 and 14 yields "the following formula for the required matrix and vector:
1 1
* J JWl*[Kee] = h / /LAVLaj[A]JdCdn . (15)
{Pe> = ny y[A]T[Ge]| atfjdCdn . ' (16)
.00 (aj
The reader will recallthat the elements of matrix [A] as well as the quantity J are functions of
£ and n. As a result, the integration indicated in Equation 15 is best performed numerically, and
it will be carried out by use of Gaussian quadrature using a 4x4 grid (see Reference 3 for a
discussion of the method of Gaussian quadrature). It is noted that the grid size is finer than
the minimum size (2x2) required to guarantee convergence. However, preliminary studies indicated
that the refined grid resulted in improved accuracy over the 2x2 grid for nonrectangular elements.
The integration in Equation 16 can'easily'be carried out in closed form since, if the temperature,
f, is taken to be constant over the element, the integrand is linear in c and n-
The stiffness matrix and thermal load vector given in Equations 15 and 1,6 have., been., derived
for an element which is assumed to be planar. If the grid points are not coplanar, then the
derived element is the projection of the actual element onto the mean plane. In the latter case
a transformation of the stiffness matrix and the thermal load vector is required, which relates
displacements and forces at the projected grid points in the mean plane to displacements and
forces at the actual grid points. It is highly desirable that the transformation produce only
forces and not moments at the grid points because it is quite probable that there may be no other
elements present (such as beams and bending plates) which can resist moments. Thus, the trans-
formation can be expressed in the form
{fa> " [B]{fe> , (17)
where:
{fa} = LfxT fyT fzl* fx2' fy2' fz2' fx3' fy3' fz3' fx4' fy4' fz4
is the vector of grid point forces, and
T i ijf \>
 s \f f f f f f c f \1
 e' LxT yl' x2" Ty2' x3' ry3' x4' Vkl
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is the vector of forces on the projected plane element.
The magnitudes of the inplane forces (fxl , f , , etc.) are the same in both vectors. A
method for selecting the out-of-plane forces (fzl> fz2, fz3, fz4) which satisfies the three
required out-of-plane conditions of equilibrium and which exhibits symmetry with respect to per-
mutation of grid point numbers is as follows: Let the forces on the corners of the plane quadri-
lateral be resolved into components colinear with the sides as shown in Figure 3a. In the edge-
wise view of side (a) shown in Figure 3b, the vertical force couple, f , is applied to grid
points 1 and 2 so that equilibrium will be preserved when the forces f,,, and
from the mean plane to the grid points. Thus,
are transferred
fza=f
a
and in like manner, for the other three sides,
zb
zc
(f23
{f34
f = - —
zd IA r41
The combined vertical force components at the grid points are
(18)
fzl = fza - fzd
fz2 = fzb - fza
fz3 = fzc * fzb
fz4 - fzd - fzc
(20)
Generation of the elements in the rows of the [B] matrix corresponding to the vertical forces
is accomplished by expressing the colinear force components, f-^ , f
 2-j, etc., in terms of the
Cartesian components, f ,, f ,, etc., and substituting the result into Equation 20. The nonzero
elements of [B] are as follows:
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H H cot
H
 + r—32 £d sin
B — U / 0oo "~ "V JoJO d
H COt 60
r
a
H sin Y
-
R = H cos YB38 £ A
,
B54
B61
62
H cot e,
B63 = B31
H cot
64 A A. sin 69a b ^
D _ H sin Yccc - " ~s—A—
DJ Xi til
R _ H cos YB66 - - £ A
B75
B86
B94 ib sin 62
v sin 6,
Hf31" '
95
 ^
A l , ^c Al
B - ,,cos Y , COS96
 "
H sin 61
397 = ' Ac A2
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H cos 6,
B98
B10,7
B l l , 8 = 1
RD12,2 " Hd sin 6
H sin
B12,5
H cos
B12,6 "
- . .-sin
COS Y C°S
-
where
AI = sin(62 - Y)
A2 = sin(61 + Y)
The transformation of displacements from the mean plane to the actual grid points uses the same
[B] matrix and is written
<ue) = [B]T{ua> , (21)
where _. . .
{ua}T = [V V V V V V U3' V W3' V V W4J
and w is the displacement component normal to the mean plane. In addition to the above trans-
formation, two standard NASTRAN transformations are required. These are the element-to-basic
system transformation utilizing matrix [E] and the basic-to-global system transformation utilizing
the matrix [T]. Combining all three transformations results in the required global forms of the
stiffness matrix [K] and thermal vector {PQ},y y y
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[Kgg] = [T]T[E][B][K][B]T[E]T[T] (22)
(23)
ee
{Pg} = [T]T[E][B]{Pe>
The 12x12 stiffness matrix [K ] is singular with defect equal to seven. The seven defects
correspond to the six rigid body motions and an unrestrained out-of-plane warping. Out-of-plane
warping would also be unrestrained if the nonplanar quadrilateral were represented by a pair of
triangles but not if it were represented by two pairs of overlapping triangles, as in the case of
the QDMEM element.
5.8.5.5 Stress Recovery
The stresses at any point (£,n) in the element in terms of the displacements in the element
coordinate system are obtained by combining Equations 7 and 10
ay I = [Ge][A]{ue) - (24)
where it will be recalled that [A] is a function of C and n- The stresses are evaluated at the
intersection of the diagonals of the mean plane, in order to be compatible with stress calculation
in the NASTRAN plate bending elements. For a parallelogram, the diagonals intersect at C = n = 1/2
but for more general shapes the values of £ and n at the intersection point depend on the element
dimensions. The required form of the stress recovery equation in terms of the global displace-
ments is obtained by utilizing the three transformations described previously along with Equation
24. Thus,
= [Ge][A][B]T[E]T[T]{Ug} - (25)
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Figure 1. Coordinate systems for quadrilateral membrane element.
Figure 2. Mean plane for quadrilateral membrane element.
(Actual grid points are indicated by unprimed numbers and projection
of grid points onto mean plane are indicated by primed numbers.)
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23
(a) Plan view
(b) Side view
Figure 3. Method of transferring forces from a
plane quadrilateral element to adjacent nonplanar grid points.
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5.9 THE CONICAL SHELL ELEMENT
The properties of the conical shell element are assumed to be symmetrical with respect to
the axis of the shell. The loads and deflections, on the other hand, need not be axisymmetric;
they are expanded in Fourier series with respect to the azimuth coordinate. Due to symmetry, the
resulting load and deformation systems for different harmonic orders are independent, a fact that
results in large time saving when the use of the conical shell element is compared with an equi-
valent model constructed from plate elements.
Equations for the element are developed in terms of Fourier coefficients with respect to
azimuth and in terms of polynomial coefficients with respect to meridional distance. An important
and unusual feature of the NASTRAN conical shell element is that it includes transverse shear
flexibility. At present the conical shell element cannot be combined with other types of struc-
tural elements in the solution of problems.
5.9.1 Coordinate Notation
The coordinate geometry for the conical shell element is shown in Figure 1. The internal
coordinate system for the element is oriented in and normal to the surface of the shell. The
coordinate system for grid points at the ends of the element will usually be parallel and per-
pendicular to the axis of the shell.
Stiffness matrices will be derived in terms of element coordinates evaluated at the ends of
the element. The stiffness matrices must then be transformed into the global coordinate system,
which matter is not treated here.
Although the general case of a conical shell is treated, the results obtained are valid for
the limiting cases' of a cylinder, i|i = 0, and of a flat circular plate, \l> = ir/2.
5.9.2 Harmonic Dependence on Azimuth Position
Since the conical shell element is assumed to be axisymmetric, the motions of the shell at
meridional position, s, can be expanded in a trigonometric series with respect to azimuth position,
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Ill .£ Ill -Jf
I u (s) sin(n4>) + u (s) - I u (s) cos(n<|))
n=l n=l
m ' m *
= VQ(S) + I vn(s) cos(n4>) + I vn(s) sin(nc|>)
n=l n=l
m m *
=
 W
0(s) + I wn(s) cos(n<j>) + I w (s) sin(n<f)) , \
n=l n=l
u(s,(j))
v(s,<|>)
w(s,<)>)
«(s,<j)) = <xn(s) + £_ an(s) cos(n<{>) + l_ oT(s) sin(n$)
B(s,<j>)
(1)
n=l n=l
I 6 (s) sin(n(|)) + 6 (s) - £ 6 (s) cos(n<|>) .
n=l n=l
The rotations a and g are independent motions because of the transverse shear flexibility.
Rotation about the normal to the surface is not included, such rotation being adequately repre-
sented by the gradients of u and v.
5.9.3 Cases to be Treated
The motions corresponding to different harmonic orders (different values of n) are elas-
tically uncoupled. Furthermore, motions represented by starred parameters are not coupled to mo-
tions represented by unstarred parameters. For n > 0 the stiffness matrices for the starred and
unstarred motions are identical. The reason is that the starred .parameters describe motions
that are all shifted 5- in azimuth from the motions described by the unstarred parameters.
Thus, -cos(n<j>) = sin(ncj> - |-) and sin(n<f>) = cos(n<f> - |). The unstarred motions will be used to
develop the stiffness matrices for n > 0.
The set of parameters, VQ(S), WQ(S) and aQ(s) describes axisymmetric motion of the shell.
•fe ie
The set of parameters, UQ(S) and BO(S), describes rotation and twisting of the shell about its
axis. The stiffness matrix for n = 0 will include both starred and unstarred motions.
The degrees of freedom for the shell element are taken to be the values of the Fourier
coefficients appearing in Equation 1, evaluated at the ends of the shell element. Separate
stiffness matrices will be evaluated for the following parameter sets,
,T{ueo} ' vao, (2)
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<uel}T = L«aT vaT waT aaT Bal; %T VbT'*?bT "bT BblJ • (3)
and in general
{uen}T = "Luah. van' wan« aan' 3an; ubn« vbn' wbn' "bn' ebn-J • (4)
where subscripts a and b refer to the ends of the segment, see Figure 1. Note that, as previously
shown, the stiffness matrices for the starred components are identical to those for the unstarred
components, for n > 0, and need not be separately calculated. The general starred parameter set is
{uen}T = Luan' van> wan» <4> eanj V' vbn' wbn' abn O ' (5)
If transverse shear flexibility is negligible, the rotations, 6 and Bk, are not independenta D
degrees of freedom. Special procedures are required for the case of zero transverse shear flexi-
bility. Stiffness matrices will be separately derived for the following cases, in the following
order. Note that the stiffness matrices for n > 0 can be derived with n as a parameter.
a. Finite shear flexibility, n > 0.
b. Finite shear flexibility, n = 0.
c. Zero shear flexibility, n > 0.
d. Zero shear flexibility, n = 0.
5.9.4 General Plan for Deriving the Stiffness. Matrices
For each harmonic index the displacements of the shell are approximated by power series with
respect to distance along the shell. The power series include a number of independent constants
equal to the number of degrees of freedom. For example, the general case of finite shear flexi-
bility and n > 0 requires ten independent constants, i.e. one for each element of {u K The
relationship between degrees of freedom and the independent constants, (q }, can be explicitly
stated as
The next step is to express strains in terms of the independent constants. The strains, of
course, have harmonic dependence on azimuth similar to Equation 1, so that the required relation-
ships are between harmonic coefficients of strain and the independent constants for the same
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harmonic. Three kinds are involved.
{e} = [e_, e,, e .] , membrane strains , (7)S <j) Sip
W = [YS. YjJ . transverse shear strains> and (8)
<X> = Cxs» X,,,. XS(),]T, bending curvatures. (9)
The required relationships are:
(Xn> = [H q]ntqn> • (12)
The matrix coefficients are evaluated by combining the relationship between strains and dis-
placements with the relationship between displacements and the independent constants.
The total strain energy for the conical shell element is
ri (2-n
V =
 ?f f [{F}T{e} + {V}T{y} + WT{X}] rd^ds , (13)e
o o
where, for a unit width of shell,
(F}T = [Fs> F F ], membrane forces , (14)
{V} = [V , V, ], transverse shear forces, and (15)
{M} = [M , M , M ], bending and twisting moments . (16)
Forces and moments are related to strains by elasticity. It is assumed that the three types
of strains are uncoupled so that
{F} = t[E]{e} , (17)
W = ts[G]{Y} , (18)
{M} = [D]{X> , (19)
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where t is the thickness of the shell for membrane stiffness, and t is the thickness of the
shell for transverse shear stiffness, both assumed constant over the surface of the element. Be-
cause of the symmetry of the shell, certain terms in [E], [G] and [D] are zero. The remaining
terms, assumed to be constant over the surface of the element, are
[E] =
"
En
E12
_ 0
E12
E22
0
0 ~
0
E^_
(20)
[G] = (21:
and
"
Dn
D12
- 0
D12
D22
0
0
0
D?? -
[D] =
By substituting from Equations 17, 18 and 19 into Equation 13, we obtain:
, ti ,2-n
 T
=
 I j J Ct{e}.'
(22)
rd(j,ds .. (23)
Because of the assumed symmetry, the strain energy can be written as the sum of a series of inde-
pendent terms
m m
V =v + Y V +V + 7 V
e eo £.j en eo ^ en (24)
2 2
where each term has the form given by Equation 23, with the addition of a sin n<t> or a cos n<(> fac-
tor, and the substitution of harmonic strain coefficients for the strains. Integration with res-
pect to 41 then gives, for n = 0
eo
rds (25)
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V = [t{e}T[E]{£} +
 ^^ * <X}T[D]{x1] rds , (26)
?rd, for n > 0
e n n n X n n
o
•i"d similar results for the starred terms.
Substitution of Equations 10, 11 and 12 into Equation 26 then gives
where
Kj] - - [t[Heq]nT[E][H£q]n + ts[HYq]nT[G][Hyq]n + CHxq]nT[D][Hxq]n] rds. (28)
The result for n = 0 is the same except that the factor IT is replaced by 2ir.
[Kq] is the stiffness matrix referred to the independent constants. The stiffness matrix
referred to the degrees of freedom for the element is
(29)
II UIJ II I I UV{ I I
which is the final result.
The plan of the analysis is to develop explicit formulas for the terms in [H ] and [Kq].
The integration indicated in Equation 28 makes it very difficult, if not impossible, to express
[Kq] as a sum of products of elementary matrices.
5.9.5 Stiffness Matrix for Finite Shear Flexibility, n > 0
5.9.5.1 Power Series Expansions
The ten independent constants for each harmonic order, {qn)» are chosen, .to be the coefficients
in the power series expansions for displacement and shear strain amplitude coefficients as shown
below. Shear strains rather than rotations are employed for convenience.
(30)
Harmonic Components
= q3n'+Q4ns. ''
=
 q5n + q6ns + q7ns2 + q
5.9-6
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Vs0 q9n + "lOn5
Y is assumed constant and independent of s.
The magnitude of Ysn is determined in terms of
the ten independent constants.
Harmonic Components
of Transverse
Shear Strains
(33)
Other choices of expansions are possible. The above has been selected by virtue of the fol-
lowing arguments.
a. Only four constants should be associated with u and v because, in the limiting case of
of a flat circular plate, u and v becorrie uncoupled from the other degrees of freedom.
b. The choice of a cubic expansion for w is analogous to the expansions used for the trans-
verse deflection of beam and plate elements.
c. The identity of two of the independent constants with the circumferential shear strains
is necessary because, in the limiting case of zero circumferential shear flexibility, B
and B. are no longer independent degrees of freedom. In this limit qgn and q,Q are
omi tted.
5.9.5.2 Strain-Displacement Relationships
The strain-displacement relationships for a conical shell are as follows (refer to Figure 1):
a. Membrane Strains
Sv
3s (34)
(35)v ,,,
(36)
b. Transverse Shear Strains
3w
3? (37)
(38)
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c. Bending Curvatures
XS = . 09)
- - If + Hit
where 9 is the rotation about a normal to the shell surface,
w
Note that the conventions for ES and e, give positive strains for tension and that the con-
ventions selected for curvatures are such that the fiber strains due to bending and stretching
are algebraically added on the inner surface of the shell.
The above strain-displacement relationships are, with the exception of the twisting strain,
fairly standard and they can be checked by reference to text books or to simple diagrams. For thi
derivation of the twisting strain refer to Figure 2. The twisting strain is defined by
Y = 3«_ . lixs<(> r3<)> 8s '
<x rather than a is used because ^ is not zero in a rigid body rotation of a surface[ element
about the normal to the surface., o7 is defined to be collinear on opposite edges of the element.
From Figure 2b:
a = a cosA<|> + (ewcosip + BsiniJi)sinA<j> , (44)
so that
If = lf + (ewcos* + esin*> ' <45>
Substitution of Equation 45 into Equation 43 gives Equation 41. Equation 42 for the rotation
about the normal can be readily verified by simple diagrams.
For the unstarred parameter sets, the components of strain have the following dependence on
jth, assuming only one harmonic order, the n , t
dependence is made from a consideration of symmetry.
azimu o be present. The choice of a sine or cosine
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e
s
£
*Ys
xs
= cos(ni}>)
sn
£<!>n
*sn
x<fin
» i
£Stj>
•^y
= s1n(n4,)
es<|)n
(fan
S(pn
(46)
The relationships between the Fourier components .of strain and the Fourier components of
displacement are derived by inserting Equation (46) into the strain-displacement relations. The
subscript (n), which modifies nearly every dependent variable from now in section 5.9.5, is
dropped for convenience.
a. Membrane Strain Components:
3.ve = -ft— >
.s 3s
c. = — (nu + vsin\l) + wcosij)cp r \ i
St = I?- f(us1'nl"+ nv)
b. Transverse Shear Strain Components:
O W
S o S
Y, = - - (nu + ucosif/j + g
c. Bending Curvature Components:
X =xs 8s
(47)
(48)
(49)
(50)
(51)
(52)
(53)
(54)
5.9.5.3 Development of [Hu ]
Equations 50 and 51 are used to obtain the relationships between a,3 and the independent con-
stants. Substituting from Equations 30 through 33 into Equations 50 and 51, and dropping sub-
scripts (n),
3w
-
 Y (55)
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6 = -(nw + ucosijj) + YA
= [^"(^ 5 + V + q7s2 + V3) + cos*(cll + q2s^ + q9 + q!0s '
In order to express a in terms of the independent constants ,YS must first be expressed in
terms of the independent constants. Writing Equations 30 through 32 and 55, 56 in matrix notation
yields
(ue) = [Huq]{q} + {HUY}Ys , (57)
where the bar notation is used to indicate a subset of the complete [H ] matrix.
Ys will be found in terms of {q} later. From Equations 8 and 11
Ys = L.HYqJ{q} , (58)
where |H J is a partition of [H ] in Equation 11. Thus, comparing with Equation 6
TOT I H
The nonzero terms in the [H" ] matrix are, recalling the order of displacement components
in Equation 3:
V *11 = ! '
V »23 ' 1 '
V "35 = ! '
V F46 = 1 '
^
a a
ub: K61 = 1; "62
vb: «73 = V' "74 = * •
— — — 2 — 3
V H85 = 1; H86 = *•' H87 = * ; H88 = l
V K96 = 1; F97 = 2i> "98
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n!0,7
cosi|;
rb '
n.2
"rT'1
'
 H10,2
H10,8
&COS1J;rb
n.3
r. '
9
"io
H10,5
,9 =
rb
1; H
9
10
^10, 6 ~
,10 = *
nX,
rb
(H } is a column vector with -1 in the 4th and 9th elements and zero elsewhere.
5.9.5.4 Development of [H ] and [H ]
From Equations 47 and 31:
From Equations 48 and 30 to 32:
(60)
Hence:
|[n(q1 + q2s) + sirn|»(q3. +
30 and 31 :
£s<fr = q2 -F.[Sln
'£
S
[H ]^ =.eq
_
0
11
0
0
0
0
0
2
q.s) + cos'Kqj: + qgs + q^s
<Kq1 + q2s) + n(q3 + q4s)J
41 S(|)
n -sin'}'
r r •
ns T s • " •
r r
sinty -n
r r
ssimp -ns
r . r
cosi
r
scosi
 0
r
2^
osi
 0
r
3
s cosip
 n
r °
0 0
0 0
1
1
2
•3
O
.
5
6
7
0o
9
10
(61)
(62)
(63)
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For the bending strains we consider the dependence on the independent constants and on YS
separately. .Thus
(64)
AM X.T 3 ^.M
so that using Equation 58
[H ] = [TT ] + {H >LH J . . (65)
xq xq XY Ysq
From Equations 52 and 55 and the assumption that YS is constant,
v = 2q, + 6qas . (66)? 8
From Equations 53, 55 and 56
- 1 [-nB foslnt] • - (,5 t q6s t
so that, in matrix form,
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From Equations 54, 55 and 56
/ ssimjicosij; 3cps^\ , / ncps*\ .q
 ~ ~ ~
(68)
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iT
 4
6s
-ncosft sinft „ yq
~ n
-nscosft sinft
 u yq
r2 '~r~H12
-STnft „ yq
~F~H13
-sinip M yq
~~
-n sinft:,,
r2 " r M15
sinft n^s si rift „ yq
r " _2 " r H16
2ssimjj
r
r.
2,2n s sinft
r
yq
2 2 33s sinft n s sinft „ yq
r - -T- r H18
u yq
r " r M19
ns_ sinft
 M yq
r " r Hl,10
n „ yq
FH11
2 \
n M yq
-ncosft ' n
 u yq"
-nscos^ . n
 u yq
~ ~
nsintli . n .. yq
2 +FH15
.nss.inft • 2n n „ yq
— ~ ; - — + F H 1 6
^ . : . i
ns sinij) 4ns . n_ u yq
2 " r i r M17
" >
3 • • ' "2"
•ns sinft 6ns , n
 u yq
~ -
+ H
sinft n_ M yq
r r H19
sinft 10
(69)
where
{Hxy} '
-sinft
r
(70)
has been used to form the terms involving H-•yq
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F,.9.5.5 Development of [K, ]
The first row of [X ] is L.H I. The second row of [K, ] as obtained from Equation 33, has
I v-| Q^ ^
zeroes for the first eight elements and for the remaining two:
H29 = 1; H2,10 = S
|_H
 QJ is developed by means of an equation of moment equilibrium into which the meridional com-
ponent of transverse shear enters.
Consider a surface element as shown below. The symbols refer to physical quantities rather
than to their Fourier components.
M
° r'A<() = (r + As sin<|OA(f>
M 1
The positive direction of moments shown above is consistent with the positive convention for cur-
vatures.
Equilibrium about the ot-axis requires, considering terms of the same order of smallness, that
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.S._T_. • (M^r'A* - MsrA*) + (M^ - MS<J))AS - M^sin^
To first order in As and Acj>,
Msr' = rMs + 3? (rMs)As •'
and
(71)
(72)
(73)
Substituting Equation 72 and 73 into Equation 71, and dividing by A<|>As,
= 0
Since M . = M . sin(n<f>) for the condition described by Equation 46, we may write,
<Pn
g . .
S oS S S(P (D
'ii n n n
Since v = T-4—V » we can now write, suppressing n as a subscript:
s« ^^«ii s_
sr'M (rMs) -
and since
12
0 0 D33
(74)
(75)
(76)
we arrive at
Ts - rt
sull
(77)
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Define
xs
<b
Acf4\
xs
x()>
V xs*
XY YS
xs
(h
So)
0
-sinip
r
n
F
(78)
The relationship between (x> and the independent constants has already been found (Equation 69).
Substitute Equation 78 into .77.
Y
 "
s rt. af
(79)
Equation 79 is an exact relationship that indicates y to be a variable over the surface.
In order to comply with an earlier assumption, Equation 33, YS must be assumed constant in energy
calculations. Let 7 be the weighted average value of YS obtained by integrating Equation 79 over
the surface.
(80)
where
av
Thus, assuming y, to be constant on the right-hand side of Equation 79
where
sin2i);D??\_
s ,
S I I oV
(81)
(82)
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Write
' "
Grs l l a v
02
"s6nrav
(83)
Then
«. -i
f (- nD33Xs4> + sin4-(D12xs + 'D22Xf)) ds J . (84)
Evaluation of the right side of Equation 84 by substituting for the x's from Equation 69, now
gives YS in the form YS = l_H /j-K'tfJ LH QJ is the first row of [H ]. The nonzero elements of
the second row of £H ] are:
u
"
uH
'29 " " "2,10
On evaluation of the right hand side of Equation 84, we get
+ 2D22
12
13
yq _ 'h 2n -.ill=
 rf o" n D,0cosUi—'— ,0 \ 2 33 ITL J
yq _
yq _ D
12
2D33 + 022;i '
3D33 + D22
L 02
22 / + IT
|(85a)
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H Yq = - -C
"18 P '
Q
"1,10 D 1 2 + D 3 3
U22
(85b)
We are now able to compute [H ] from Equation 59 and to evaluate the constants. H..Yq in
Equation 69.
5.9.5.6 Explicit Form for [Kq]
is, for convenience, separated into .parts due to stretching transverse shear, and
bending.
[Kq] = (86)
where
[Kqe] = rt / [Heq]T[E][H£q] rds ,
= irt rds ,
[KqX] = TT //[Hxq]T[D][Hxq] rds -
In the case of [KqY], the calculation is performed as follows. Let
(87)
(88)
(89)
L\1.
(90)
Then, since [G] is a diagonal matrix aftd {Hv } is independent of s, we may writeYsq
[KqY] = [ (91)
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where, noting that I is defined in Equation 82,
[K s] = tsG11IOQ{H }T{H } , (92)
and
[lA] = nsG22 AHY q}T{Hy q} rds . (93)
[K s] is a full symmetric ten by ten matrix obtained by crossmultiplying the terms in Equa-
tion 79. Explicitly:
qy.
[K ] is a symmetric matrix that is zero except in the 9th and 10th rows and columns. These
terms are:
K * - t R TN99 " V22J00
K - K - tG iK9,10 HO, 9 " tsb22110
- tG I
sb22120
(95)
In the case of [Kqe], explicit formulas were written for the individual terms. The terms
include integrals over the slant length in the form given by Equation 82. The formulas which
are not difficult to write, will be omitted in the interest of brevity.
In the case of [Kqx] explicit formulas were also written for the individual terms. The
formulas occupied eleven typewritten pages and it was virtually impossible to verify their .cor- ,.
rectness, not to mention that of
 ;the corresponding FORTRAN code. At this point it was decided
that the computer should be taught to perform analysis, i.e. that it should' evaluate the integral
in Equation 89 from the formulas for the elements of [H ] that include the variable of integra-
AH
tion (see Equation 69). The analysis procedure involves recognition of the fact that the inte-
gral of the product of terms A and B where
and ' B = ^1
"
 = ab
 " •
 (96)
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A subroutine was written in which the powers of r and s in the individual products of
[H ] [D][H ] were logically added and used to call the appropriate integrals. The programmer's
XM /^ H
task was greatly reduced, and the reliability was correspondingly increased, because only about
sixty coefficients (see Equation 69) were involved rather than about six hundred. The only use
made of the explicit formulas for the elements of [Kqx] was to check the results of the computer
subroutine for enough terms to ensure its correctness.
5.9.5.7 Summary of Procedures
In summary, the computational steps required to form the stiffness matrix of the conical
shell element for the general case, n > 0 with finite shear flexibility, for both the starred and
unstarred quantities are
1. Form [H" ] and {H }. See Section 5.9.5.3.
2. Form {H } from Equation 85.
Ysq
3. Form [H ] from Equation 59.
4. Invert [HU£)].
5. Form [Kqe]. See Section 5.9.5.6.
6. Form [KqY]. See Section 5.9.5.6.
7. Form [Kqx]. See Section 5.9.5.6
8. Form [K q] from Equation 86.
9. Form [Knu] from Equation 29.
5.9.5.8 Evaluation of Integral, Imn
The integral to be evaluated is
Imn = « /* S'"'-1"1 dS ' W
where
r. - r
r = a + bs, a = r,, and b =
'a' °"u " I
Ovnght's Table of Integrals, Formula 89, gives an explicit formula for the evaluation of Imn- In
terms of our notation the formula is
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(-a)jrm-n-j+2 , (-a)m-n+21og(r) ^
ra
(m-j)! j! (m-n-j+2) (m-n+2)! (n-2)!
1-2 j=m-n+2
(97)
The second (log r) term replaces the term in the series for j = m-n+2 and should not be in-
cluded unless j = m-n+2 for some j. This will happen if, and only if, m + 2 >_n >_2.
5.9.6 Stiffness Matrix for Finite Transverse Shear Flexibility, n = 0
The formulas presented in the preceding section are valid for n = 0, provided that the final
stiffness matrix, as computed from the formulas of the preceding section, is multiplied by two.
5.9.7 Stiffness Matrix for Zero Transverse Shear Flexibility, n > 0
The first consequence of zero transverse shear flexibility is that £„, and R . disappear as
rta no
independent degrees of freedom. The following equations of constraint then occur:
'
 (98)
nwnb + cosn ' (99)
• I j
In the element stiffness matrix, [K ], the fifth and tenth rows and columns are deleted.
[K ] is 'evaluated as before with the following changes:
(a.) In the transformation matrix, [H], the fifth and tenth rows and the ninth and tenth
columns are deleted. Also [H ] = [^ UQ]-
(b.) In the stiffness matrix referred to independent constants, [K ], the ninth and tenth
rows and columns are deleted. Also [KqY] = 0, and all HYq terms in [Kqx] are set equal
to zero.
Note that it is not correct simply to delete the fifth and tenth rows and columns of [K u]
from the results of Section 5.9.5.5.
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3.9.8 Stiffness Matrix for Zero Transverse Shear Flexibility, n = 0
The formulas obtained by the procedures outlined in the preceding section are valid provided
wat the final stiffness matrix is multiplied by two.
?.9.9 Static Loads
Special procedures are required in generating loads and reducing data for axisymmetric
shells due to the use of harmonic functions of azimuth position in the analysis.
The basic coordinate system for the shell is a cylindrical (4>,z,r) system, as shown in
Figure 3 below. The local coordinate systems used to define loads and displacement components
at grid points may either be cylindrical (<j>,z,r) or spherical (<j>,9,p). All such coordinate sys-
tems must have the same azimuth reference as the basic coordinate system.
grid point
coordinat
coordinates for
conical shell
element
ra
\
\
>\
reference
azimuth
Figure 3. Coordinate .systems.;
The element coordinate system is a conical system (cj>,s,w) where s is a parallel to the gene-
rator of the element.
The motions along each grid circle are the components of the vector,
uz, ur, e ez, erj
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The components of (u } depend on azimuth position. Such dependence is eliminated by Fourier
series expansion as explained in Section 5.9.2.
Under certain conditions either 6 or 8 , or both, will be eliminated as degrees of freedom
by single-point constraints. For example, if all of the elements of the structure are rigid in
transverse shear both 9 and 9 will be eliminated. Also if the elements joined together at a
grid circle have the same cone angle, either 9 or 6 should be eliminated.
The degrees of freedom used in analysis are the Fourier coefficients of the motions at grid
points. The loads, or generalized forces, acting on the degrees of freedom are computed by the
following fundamental theorem.
I
Let f. be the forces applied to points where the motions are y.. Let the motions y. be
linearly dependent on a set of parameters u.. Then the generalized force on each u. is
J ' J
j • f'' ft- M v. • (101)
In the present instance the motions y. are the components of the {u } vector defined by
Equation 100, and the parameters u. are the harmonic coefficients in the Fourier expansion of
J
{u }. The expansion of {u } is explicitly:
m
n=l U<
m m ^
^ uzncosnO + UZQ +^uzn sinn*
.
 umcosn<(> + uro + l,n=l n=l s1nn*
sinn
*
m * m ^ .
= I 97nsinm|> + 6 - [ 9 cosn<f>
n=lz n=l zn
m ^ m ^
er = I ernsinn* + ero - y e cosn*
n=l n=l
(102)
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The motions corresponding to--<iiff'event -harmonic- orders are uncoupled. Also the motions cor-
responding to starred arid unstarred coefficients are uncoupled. The minus, signs have been intro-
duced in order to make the stinri^s matrices for starred and unstarred parameters identically the
same for n > 0. . '•-..-
The load vectors (generalized forces) acting on the degrees of freedom are designated by:
{Po}T = Lpzo' Pro' V •
Pn> = IV Pzn'
(103)
4>n' zn' 'rn' <f>n' zn' "rn J ' " "
{Pn*}T = Lp<j,n*' Pzn*, Prn*, M *, Mzn*. Mrn*J , n > 0 .
* *{P } and {P } are combined into a single load vector. {P } and {P } may be regarded as
separate loading conditions for the same idealized structure, since the stiffness matrices for
the starred and unstarred systems are identical for n > 0.
The specific treatment for various types of loading are discussed below.
5.9.9.1 Loads Designated at Grid Points
The following, options are available to the user for the specification of static loads applied
directly to the grid points of an axisymmetric shell.
(a) Specification of the harmonic coefficients of a line load density, {f},
along a grid circle. (The local coordinate system need not be cylindrical.)
(b) Specification of concentrated loads {F.c> at azimuth-positions <j>..
(c) Specification of uniformly distributed line loads {f. } between azimuth positions,
J
Considering option (a), let the component of the line load density in the $ direction be given by
m • m
fj.(<l>) = a,i + y a, cosa* + 7 b,.sinn<j> . (104)tp <po ^- mn _i cpn
Then from Equations 101 and 102, replacing the summation by an integration,
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2ir • 3u,
410
r4>n
^r— rdd> = 2irra ,„ ,cpo
27T 3U
2ir 3u
, n > 0 ,
rdd> = -irra. , n > 0 .<pn
(105)
Let the component of load in the z direction..be given by
m .
I
n=l n=1
(106)
Then from Equations 101 and 102
Pzo ' 2lTrazo
zn
Pzn = z^n' n>0 '
(107)
The other components of generalized force and moment follow either the pattern of Equation
105 or the pattern of Equation 107.
Considering option (b), let the component of the ith concentrated load in the <j> direction
be F,.c. Then from Equations 101 and 102
<0n
P
*n = ' F<j>i cosru*>i-
(108)
For the components of concentrated load in the z direction, F .c,
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zo
zn ' 009)
zn
and similarly for the other components of force and moment.
Considering option (c), let the component of the jth distributed load in the cj> direction be
f,jd. Then from Equations 101 and 102
fJ
 *lj
?2jf d
cosn
*
and for the components of load in the z direction.
20
zn
zn
I f 2 J Cj
r. v
 f d,.,
h! *
(no)
(111)
5.9.9.2 Pressure Loads
The user has the option to specify pressure loads acting normal to the surface of a conical
shell element. The direction of the load is in the w direction shown in Figure 3. Each pressure
load, p., (there may be several j's for each element) is uniform over the slant length of the
element, I, and between azimuth positions 4>, . < 4>. < <J>2. .
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The pressure load is beamed to the adjacent grid points in such manner that the center of
pressure is preserved. The generalized forces at grid point(a) due to pressure load on the coni
cal shell element between grid points (a) and (b) in Figure 3 are
Pwn
(y» r_ a + _ b
(112)
The generalized forces in the w direction must, of course, be rotated into the directions of
the degrees of freedom at the grid point.
5.9.9.3 Mass Distribution and Gravity Loads
The user specifies the total mass to be associated with a grid circle. The program then di-
vides the total mass by 2 for n > 0 and constructs a diagonal 3x3 grid point mass matrix in the
usual manner. (The total mass is used for n = 0.) The user can also specify e.g. offsets in the
(r,z) plane and rotary inertias about three orthogonal axes. Rotary inertias are specified as
inertia per unit length for each grid circle and are multiplied by 2irr for n = 0 and by irr for
n > 0. The latter option (of specifying e.g. offsets and rotary inertias) has hot been implemented
in the program. . • • . • . . . . - . -• . ; .
Structural mass density, p , and nonstructural mass density, p , can also be specified for
• ' ^ . " ~ - "'-* — --- "I-* .' - - .
 T. .', . . jj __ . ' _^
each conical shell element. The equivalent concentrated mass at grid point (a) due to the element
between (a) and (b) in Figure 3 is
Ma = 2lr^-S:-+^ )[psr+.pns] ' • (113)
which is divided by 2 for n > 0. ' ' ' '
The gravity vector is specified by its magnitude, by its azimuth (<)> ) and by the angle (6 )
that it makes with the negative z axis (see Figure 3). Gravity loads excite deformations in the
n = 0 and n = 1 harmonics only. The distributed gravity forces acting on a grid circle are
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fk9 = - ^ sinegsin(())-4.g)
9
 = sinegcos(<f>-4>g)
(114)
so that, using Equations 101 and 102
2ir
P = / f 9 rdcfi = - Mg cose
zo
 0 .z 9
2lT
r<oi s1
"*0 '
2-ir
2TT
Prl = ^ fr cos!t> fd*
sine cos4i
sinegsin<f>g
sine cos<t>
(115)
2TT
r1 rd<j> = I
3
- sine sin*
which are the only nonzero generalized forces. Note that the lateral load is divided equally be-
tween a radial (r) and a tangential (<)>) component.
5.9.9.4 Loads Due to Temperature and Enforced Strains
Temperature is specified at each grid point circle in either of two ways:
(a) As the harmonic coefficients in the expansion
m m *
T = T. + 7. T cpsn<(i + T T sinnip .
n=l n=l
(116)
This option has not been implemented in the program.,*
(b) As a set of values, T., at azimuth positions, <j>.. The temperature is assumed to vary
linearly between azimuth positions where it is specified.
The harmonic coefficients in Equation 116 are in the correct form for use with the starred
and unstarred degrees of freedom in Equation 102. If the second method of specifying temperature
is used, the harmonic coefficients are computed as follows:
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(117)
where 4>. is the last specified position, <j).+, = 2ir +'<(>,, and T. +,
2ir
/ T(<|>)cosn4> 1+1 cosn<()
1 ki I sinn<t>.+, - sinnij).
-
 Ti (118)
2ir
1=1 ^1 + 1
Ti+l - Ti
- sinn<t>. -
-cosn<(i.+1 + cosncj).
+ n<t>.cosn<f>. • (119)
The temperature is assumed to vary linearly along conical shell elements between grid cir-
cles. Thus for a conical shell element between grid circles (a) and (G) ,
T = Ta + (Tb - Ta) (120)
The harmonic coefficients of temperature vary in the same manner. The incremental strains
due to temperature and enforced strain are
Aes '• ;= asT
Ae,:.- = a.T- + 6e, .
The "-harmonic coefficients of strain have the same form, i.e.,
(121)
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= asTo + 6eso '
Aesn = asTn + 6esn '
Aesn* = asTn*+ 6esn* •
(122)
and similarly for the <f> components. Incremental shear strains, Ae ,, are excluded because they
cannot be induced by temperature in an axisymmetric shell and because there is little application
for enforced shear strains. .The incremental strain vector for the n unstarred parameter set.may
be written
Aesn
=
asTna + 6esn
g
a<j>Tn + 6e<{>n
0
/ \ i ° s
s (T b T a) <
i, \'n " n } 1 a<(>
^ 0
(123)
The generalized forces acting on strain components that are generated by the incremental
strains are
{Fn> = Trrt[E]{Aen} , n > 0 ,
{FQ} = 2irrt[E]{AE0}
and the generalized forces on the independent constants {qn> are
(124)
^
Pqn> = ds
/ [Heq]T[E]{Aen} rds,,-., n > 0 (125)
The generalized forces acting on the degrees of freedom (uen) at the ends of the element and
represented in the coordinate system for the element are
<Pen> (126)
The integration indicated in Equation 125 can be neatly expressed in terms of the integrals
I_ defined in Equation 82. The results for the unstarred parameter sets are, for n > 0,
ln
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where
I21Bn)
{P3n}
{P4n}
{P5n}
tP6n>
{P7n}
{P8n}
{P9n}
{P10,n>
cos*(I01An + I nB n) ,
COSMIC + I21Bn) .
cos*(I21An + I31Bn) .
cbs,Kl31An.+ I41Bn) ,
0 ,
= 0
I <Tnb - O
(127)
The results for starred parameters are the same with the substitution of starred temperature
components. The results for {PQQ} are obtained by multiplying the above formulas by 2.
5.9.9.5 Enforced Displacements
Enforced displacements at a grid ring are introduced into the program by specifying the har-
monic coefficients in Equation 102. Note that the motions at all points on a grid ring in a given
coordinate direction (e.g., u.) are thereby restrained. It is not possible to constrain motions at
selected azimuth locations and to leave all other points free, without destroying the symmetry of
the structure.
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5.9.10 Data Reduction
Displacement information can be requested in two forms:
(a) The harmonic coefficients of motion on a grid circle defined in Equation 102.
(b) The motion at specified locations, <j>., on a grid circle obtained by evaluating Equation
102 for each cj>..
Internal force, moment and stress information can be requested in the same forms, evaluated
at the two ends of a conical shell element (or within other types of elements if such are pro-
vided).
The internal force and moment components within a conical shell element are
{F} = {F , F,, F ,} ', membrane forces/unit widths if s<p
{V} = {V , V,} , transverse shear forces/unit widths 4>
{M} = {M , M , M } , bending and twisting moments/unit width
F , F,, V . M_ and M, have even symmetry, similar to u in Equation 102. F ., V, and M ,
S 9 S S <p Z Sip ip Sip
have odd symmetry, sim'Har to u, in Equation 102.
The Fourier components of internal forces are evaluated by the following procedure, illus-
trated for unstarred components.
(1. Obtain the displacement vector for the element, {u }, from the {u } vectors at its
two ends.
2. Evaluate the independent constants {q } from
V = [Huq]~1{uen> ' °28)
3. Evaluate the harmonic components of strain from
(129)
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4. Evaluate internal forces from
< =
(130)
where {Ae } is the incremental strain vector given by Equation 123. [H ] , [H ] and {Ae }
contain distance along the shell, s, as a parameter. The formulas are to be evaluated for s = 0
and s = i. The procedures for starred components and for n = 0 are identical. (No factor of 2
this time).
Membrane stress components are obtained from
- Ae} . (131)
In evaluating combined membrane and bending stresses at a distance h from the neutral sur-
face in the w direction, it is assumed that the material property is expressed by [E], Thus
{on(h)> = [E]{en - Aen - hxn> . (132)
Components of internal forces and stresses at specified azimuth positions, {<j>.}, are ob-
tained by
F(cj>.) = T F cosnc|>. + I F sinn<)>. + f , (133)
1
 n=l n 1 n=l n 1 °
for quantities with even symmetry, and by
m * m ^
F _sinn<|>. + F - I F_ cosn4>. , (134)
for quantities with odd symmetry.
n=l n=l
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reference
azimuth
Figure 1. Coordinate geometry for conical shell element.
5.9-34
THE CONICAL SHELL ELEMENT
(a) Rotations that Determine
Twisting Strain
Radial Direction
9wcosi|» + gs i nip
Normal to
Surface
(b) Determination of a
generator'
of cone
axis of cone
Figure 2. Geometrical relationships used in calculation of twisting strain.
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5.10 THE DOUBLY CURVED SHELL ELEMENT
5.10.1 Introduction
The formulation of the toroidal ring (and shell cap) elements described herein is derived
from, and is mathematically consistent with, the formulation described in Reference 1.
One of the first discrete element models put forward and one which has since been the subject
of numerous research investigations and reports is the singly curved ring element formed by a
section of revolution of a thin conic shell, (see References 2, 3, 4, 5). The reason for this
widespread attention is twofold. First, there exists a broad and important class of axisymmetric
thin shell structures which are readily idealized with the conic ring. Second, behavior pre-
dictions based on the conic ring have proved, in some cases, to be very poor.
References 6 and 7 have attempted to lay down guidelines in developing shell discrete elements.
These references identify the primary sources of difficulty with the associated discontinuities in
slope which occur along element circumferential interface lines in the conic shell idealization.
Having made this identification, it follows that an advanced ring element is needed which avoids
the troublesome discontinuities. The analytical development of the doubly curved shell element
used in NASTRAN is presented herein.
A mathematical representation is formulated for a doubly curved ring element. This versatile
configuration, defined by an arbitrary section of revolution of a complete right circular toroidal
shell, permits a smoothly continuous idealization of general axisymmetric thin shell problems.
Section 5,10.3 is devoted to the construction of admissible displacement functions. The importance
of selecting appropriate displacement functions 'cannot be over-emphasized since they serve as a
basis for all response characteristics of a discrete element model. Osculatory membrane and hyper-
osculatory flexure displacement functions which embody generalized degrees of freedom are con-
structed to achieve smoothness in stress predictions and to minimize the number of discrete ele-
ments required in a structural idealization.
A general Lagrangian function is .utilized to derive a set of element matrices. The appro-
priate function is,
3*,
 H 9$9() • o . (.)
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where
q = r generalized displacement coordinate
V = r generalized velocity coordinate
$, = total potential energy
*2 = total kinetic energy
Application of this Lagrange equation yields the following element matrices
1. Stiffness [K]
2. Pressure Load {Fp}
3. Thermal Load {F,.}
4. Prestrain Load {F£}
5. Gravity Load {Ffi}
6. Stress [S]
7. Mass [M]
At present other types of structural elements cannot be combined in NASTRAN with the doubly
curved shell element in the solution of problems. The loads that are applied to the doubly curved
shell element must be axisymmetric. For more general loading conditions the conical shell element
described in section 5.9 may be used.
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5.10.2 Coordinate System Definition
The basic coordinate system employed is toroidal, which is a right-handed orthogonal curvi-
linear system as shown in Figure 1. The midplane of the shell is defined by the (a,B) coordinate
surface. Principal curvatures of the shell are aligned with the coordinate axes. Complete
characterization of the coordinate system is achieved by specification of the metric parameters,
A and B, and the principal curvatures of the shell surface, Ra and Rg.
The definition of an increment of length, for a toroidal shell, is
(ds)2 = (d?)2 + (dn)2 , (1) .
where d£ is the increment of length along the meridian, and dn is the increment of length along the
azimuth. This leads immediately to the definition of the Lame'parameters, i.e., the metric
parameters,
(dC)2 = (Ada)2
. (2)
(dn)2 = (BdfJ)2 ,
where a is defined in Figure 1, and 3 is the rotation about the polar axis.
Restricting consideration to circular cross sections, we first write from observation of
Figure 1 the expressions for the coordinate radii of curvature:
Ra = a ,
By virtue of the curvilinear coordinate axes chosen, these are the principal radii of curvature of
the shell midsurface. The radius of curvature RO is simply the radius of the circular cross
section. Note that, while R is constant, Rc is a function of the a coordinate.a p
The Lame'parameters of the coordinate system also follow directly from observation of
Figure 1:
A = a
B = b + a sina . (4)
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The conventional characterization of the curvilinear coordinate system, just stated, does not
allow convenient transition of the toroidal segment ring element to a conic segment ring element
es a special case since (a), and therefore (A), would approach infinity. A specification based
m arc length is developed in order, to incorporate the conic segment ring element as a special
case.. With reference to Figure 1, the system characterization is modified as follows:
(ds) + (Bde) \
a sin a_
oj + |) slnfa, + f) (5)
A = 1.0
B = r, 4- a sin(a, + |-) - a sina-, »
I l a I
where
0 <. 5 1 a(a2 - c^)
An alternate specification is now easily derived for the case of the conic segment ring
element. This special form is obtained by rewriting RQ and B as
- sina,
B = r,
i(a, + f-) (l)sin(a, + |)
l a d l a
sin(a1 + I1) - sina^
(6)
Invoking L'Hospital's rule we obtain the desired characterization of the conic ring
r, cosa,
R - . + £B sina1 * sinct1
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B = r, + 5 cosa-. ,
where
0 < 5 < [ ( r 2 - r , ) 2 * (z2 - Z])2]1/2 .
Note that further specialization to a cylindrical segment ring is immediate, i.e.,
(8)
A = 1.0 ,
Also note that for the special case of the shell cap element, a, = 0, and r, = 0, so that
in this case
R6 = a ,
(9)
A = 1.0
B = a sin(f-)
a
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5.10.3 Displacement Functions
5.10.3.1 Introduction
The geometric shape and the notation used with the doubly curved ring element are illustrated
in Figure 1. By virtue of the assumed axisymmetry of the problem the displacements are functions
of a single coordinate. In particular, with reference to Figure 1, the displacements may be
written in terms of the meridional arc length coordinate C, i.e.
(1)
wU,f3) = w(5) .
Explicit consideration is given to the construction of displacement functions which satisfy
admissibility requirements. Specifically, admissibility requires that the assumed displacement
functions be complete up to the order of truncation, embody all rigid body displacement modes, and
provide for interelement continuity. Adherence to this definition of admissibility allows con-
vergence criteria, proven within the framework of continuous mechanics, to be invoked in inter-
preting predicted behavior.
5.10.3.2 Membrane Displacement Function
The construction of complete displacement functions which provide for interelement continuity
is particularly simple in the present problem since the functions are essentially one-dimensional.
The proper incorporation of rigid body displacement modes can be verified using the strain dis-
placement relations presented in Section 5.10.4.
Displacement parallel to the meridian will be called "membrane" displacement because it is
the principal contributor to membrane strain, see Equation 2 of Section 5.10.4. The membrane dis-
placement function is taken to be a complete cubic in the meridional arc length C, i.e.
u(5) = e] + B2C + i33C2 + 64C3 . (2)
The coefficients 6. in the assumed function are referred to as "generalized coordinates". Although
only two generalized coordinates are needed to establish the required piecewise continuity of
membrane displacement, four are provided by the assumed complete cubic. The two "extra" coeffi-
cients are included to obtain improved stress continuity across element interfaces by imposing
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continuity of the first derivative of displacement.
The use of generalized coordinates as degrees of freedom affords maximum simplification in
the development of algebraic expressions for the energy functions; however, in order to apply
physical boundary conditions to an element it is necessary to transform to element boundary or
grid point degrees of freedom {q }, i.e.
m
(3)
where
{qr } = Lu,, u.. , u,, u _J ,rm ' *1 * 4
in which the notation implies that
3u,
), etc.
(4)
(5)
(6)
The transformation matrix is obtained by imposing the following boundary conditions on the
assumed function:
u,; (7)
(8)
Thus
1
0
_ 3_
s
2
7
0
1
2
s
1
7
0
0
.3_
s
2
'7
0
0
.-,
s~
1
7
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It is pertinent to note that, while the above development has been conceptually and algebra-
ically simple, the development of admissible modes for arbitrary two and three dimensional shapes
would be much more difficult.
5.10.3.3 Flexural Displacement Function
Displacement normal to the meridian will be called "flexural" displacement because it is the
only contributor to flexural curvature, see Equation 3 of Section 5.10.4. The flexural displace-
ment function is taken to be a complete quintic polynomial in the meridional arc length £, i.e.
W(C) = 65 + BgC + 67? + Bg£ + Bg? + B-|Q€ . (10)
Only four of the six generalized coordinates are required to establish interelement continuity
of transverse displacement and slope. As in the case of the membrane displacement function, the
additional degrees of freedom are provided to obtain improved stress continuity across element
interfaces by imposing continuity of a higher order displacement derivative. Accordingly, con-
tinuity of the transverse displacement function value, first derivative, and second derivative
is maintained.
The generalized coordinates are employed in the derivation of the element representation.
Transformation is then made to grid point degrees of freedom (q } i.e.
rf
where
f G \ — \ O O fi f> O O I / 1 9 ^\Pf) - I P£» Pg» Py» Pg, Pg, P-|g 1 , \\f.)
{qr } = I_W-|» Wp , w^r , w2, w£ , w I (13)
The transformation matrix [rg^  ], is obtained by imposing the following boundary conditions
on the assumed function:
' '
 :=c = w? ,
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= w,. (14)
Thus
(f)
1 ,
0 ,
0 ,
10
"7'
15
T •s
6
" 5 •
s
0 ,
1 ,
0 ,
6
" s2 '
8
^ 's
3
" ~~4~ 's
o ,
o ,
1
2 >
3
' 2T •
3
2 *2s
1
3 '2s
• o ,
0 ,
0 ,
10
s3 '
_ 15
s
6
T •s
0 ,
o ,
o ,
4
'7'
7
~ 's
3
" 7 's
0
0
0
1
25
1
• 2
2s
1
3
2
*
(15)
The full transformation from generalized coordinates to displacement degrees of freedom can
now be written
(16)
where
=
 I _ P- »
_ I (17)
r (») ! o
ri Br
Lu1§ u , u , w
(18)
(19)
The reader may recognize the membrane displacement function as a well known Lagrange
osculatory interpolation formula and the flexural displacement function as a hyperosculatory
interpolation function. The final form of the displacement forms might well have been written
5.10-9
k
STRUCTURAL ELEMENTS FOR THE DISPLACEMENT METHOD
immediately without development. The approach taken here was adopted for two reasons. First, it
is applicable without conceptual extension to complex elements where standard interpolation
formulae are not applicable, and second the generalized coordinates afford considerable algebraic
simplification in deriving element representations.
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5.10.4 Potential Energy
Consideration of the potential energy function must be preceded by a statement of the strain-
displacement and stress-strain relations appropriate to the axisymmetric thin shell problem. The
general strain-displacement relations are:
e = e + zH
a a a
(i)
where the membrane strains are
(2)
I Qp I
AB to U + RT W '
P
and the flexural curvatures are
H = _
" A 8a VA 8aa 
(3)
u
 = 1 3B_3w
"6 ^ 3a 3a
Introducing the coordinate system characterization derived in Section ,5.10.2, the following
relationships are obtained:
(4)
(5)
where the notation A. is defined as follows:
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1
F (6)
It must be remembered in giving explicit expression to the A. that the degenerate conic and
J
cylindrical configurations require a special form.
Linear elastic material behavior is assumed. In accordance with this assumption a generalized
nooke's law is employed. The elastic material behavior is assumed to take place from an initial
state of prestrain, e., and an initial state of prestress, o , i.e.
{a} - {aQ} = [E] {{e} - {e.}} (7)
The initial stress and strain vectors are assumed to be prescribed. The coefficient matrix
[E] is
[E] = (8)
Since the matrix must be symmetric, E \>0 = E. v _. Note that orthotropic materials areOi pGt p Otp
permitted. Having written equations governing strain-displacement and stress-strain, the desired
energy function can be constructed. Beginning from the strain energy density definition
•/ (9)
(10)
LdeJ(a}
the governing stress-strain relation is introduced to obtain
u = y [(]) UJ [E]{e> - UJ [E]{EI.} + UJ (o0})dv
where {e . } is the prestrain and {a } is the prestress.
Carrying forward the previously defined separation of membrane strain {e} and flexural
curvature {H} yields, after integration over the shell thickness, the following expression for the
potential energy.
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LeJ
amo) + 1 zdz L.HJ [E]{H} (11)
dA
The prestrain and the prestress are related to their membrane and bending components by
.} + z {H.}
{oo} = {amo> + z {afo}
(12)
Up to this point no assumptions have been made regarding the form of the prestrain and pre-
stress distributions along the meridional coordinate. Explicit consideration will be given to the
specification of these quantities subsequently; it is assumed here, however, that the prestrain
distribution is linear and that the prestress is constant. The membrane prestrain and the curva-
ture can be expressed in terms of their constant and linear components,
^ H {H°} +
(13)
where s is the arc length of the element.
Invoking these assumptions and introducing a convenient symbolic notation, the energy func-
tion is rewritten as:
U = / 17 LeJ[Ik]{e} + LeJ
'/I*
- LeJ { !<?} - (I) L«J{lJ>
(14)
+ \ LHj[Jk](H}
- LHj(j°} - (£)
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where, with the thickness of the shell represented by t,
[I] = 2irt[E]
= 2rt{o0>
[ I k ] £ e ° J .
[ J ]
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5.10.5 Element Stiffness Matrix
The next step in constructing the element representation is to discretize the element by
introducing the previously derived displacement functions. The generalized coordinates are trans-
formed to displacement degrees of freedom, and the energy functions are substituted into the
Lagrange equation. The element stiffness matrix and the load vectors then arise as stationary
conditions of the total potential energy. The stress recovery matrices are derived from equili-
brium conditions.
The contribution of linear elastic stiffness to the energy function is, from Equation 14 of
Section 5.10.4, omitting terms due to prestress and prestrain
=
 f\\ LeJ [Ik]{e} + \ L_Hj [Jk](H>] Bd? . (1)
Substituting for strains in terms of displacements, using Equations 4 and 5 of section 5.10.4,
yields
k t2X2UU£ + 2X3U£W + 2xiX
k [A2u2 + 2A2A3wu + A2w2]
(2)
The development of an algebraic expression for the elastic strain energy is now.pursued by con-
sidering each of the energy contributions of Equation 2 individually. That is, each displacement
quantity is expanded in terms of the assumed functions, and the indicated integration is carried
out.
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Addition of all the energy contributions yields
(3)
Transformation from generalized coordinates to displacement degrees of freedom by means of
Equation 16 of Section 5.10.3 produces the element stiffnes matrix
W = ] (4)
Explicit algebraic representation of the elements of [1<], which is a TO x 10 matrix with as
many as thirteen terms in each element, is given in Section 8 of the Programmer's Manual. The terms
are functions of the following integrals, with the index (j) ranging from zero to ten.
= \
=
- / *
I *
./,, (5)
=
The X's are defined in Equation 6 of Section 5.10.4. The most general form of B is given by
Equation 5 of Section 5.10.2.
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5.10.6 Load Vectors
5.10.6.1 Prestrain Load Vector
The prestrain membrane contribution to the potential energy is, from Equation 14 of Section
5.10.4
f f
(1)
f LeJ[Ik](e°} +f -LeJ[ I ] k {e 1 1 }JBd5 .
Substitution of the stress-strain relationships, Equation 4 of Section 5.10.4, and integration
yields
where
0 , 6- , 26 - ,
,0 J .2 .3 ,1&•)> 65, 6P, 65, 6,, 6.j, 6^, 6^, 6^,
0 ^, 26.|, 36^ ,
65
1
5 ,
 r6
,1 ,2 ,3 4 ,1 .2 ,3 .4 ..5
°2' 2* 2' 3' 3' 3* 3' 3'
The 6^ integrals are defined in Equation 5 of Section 5.10.5.
The prestrain flexure contribution to the potential energy is
(2)
(3)
• (4)
*fe L_Hj
f LnJ {JkHH°} + f LHj
(5)
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Substitution of Equation 5 of Section 5.10.4 into Equation 5 yields
*fe = LeJ [Ff°]T[Jk]{H°} (6)
where
if?.] '
0 , 0 , 0 , 0 , 0 , 0, -26°, -6s], -126^, -206^
0 , 0 , 0 , 0 , 0 , -6°, -26J, -36|, - 46^ - 56^
(7)
0 , 0 , 0 , 0 , 0 , 0 , -26J, -6<5p -126p -206J
0 , 0 , 0 , 0 , 0 , -d^, -26^, -362, - 46^, - 56^
. (8)
Transforming from generalized coordinates to grid point displacement coordinates and sub-
st i tu t ing into the Lagrange 's equation. Equat ion 1 of Section 5.10.1, the prestrain load vector
is obtained.
(9)
where
(F }T = LF£ , f , F , f , F M . f , F. , M , f J (10)
Note that the f terms correspond to the extra displacement degrees of freedom and have no physical
meaning.
5.10.6,' Pressurs i oad Vector
The external MTi'k done by th>.> normal pressure on the displacements is,
W = (11!
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Assume a linear pressure distribution with
P =
dA = 2?rBdC
5 (12)
(13)
Thus
W = 2-n J pU) w (C) BdC
0
(14)
Substituting for pressure and displacement yields
w = LeJ{Fp} (15)
where {F } contains only integrals of the type
Explicitly,
\ = f Cj
V = 27T (
P2 -
P2- Pi
s
P 2-
+ P2 " P1 >4i 61
P2 - P! ,5
i 61
5
 + ^2 ' PT
s
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Introduction of the transformation from generalized coordinates to grid point displacement
f.agrees of freedom, and substitution into the Lagrange's equation yields the pressure load vector
{Fp}
5.10.6.3 Thermal Load Vector
The thermal load vector is a special case of the prestrain load vector. The necessary change
is effected by subst i tut ion of the thermal strains into the prestrain vectors.
Four temperatures are given:
T,. inner temperature at grid point 1 ,
T, outer temperature at grid point 1 ,
(19)
T«J inner temperature at grid point 2 ,
Tp outer temperature at grid point 2
The thermal membrane strains and the f lexura l curvatures are
{eO}T . IlLpo
{H°)T
<H,
(20)
Substitution of these expressions into the prestrain load vector, Equation 9, yields the
thermal load matrix.
5.10.6.4 Gravity Load Vector
s
The gravity load vector is obtained by calculating the work done by displacing the element
mass. Thus
W = / p Gw dV . (21)j
The mass density is given by p, and the acceleration of gravity by G. w" is the deformation along
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the z axis. This deformation is
w = w cos(a, +<(>)- u sin(a, + cj>)
where u and w are given by Equations 2 and 10 of Section 5.10.3,
Substitution into Equation 1 with dV = tBd£de yields
where
w = LeJ {FGI
sin
{FG} = 2irpGt
- /
o
- I
cT
r 2
- I sin (c^ +<(>)£ Bd£
o
- f
o
/
o
I
o
/
o
/
o
I
o
s
/ cos (a1+<f>)C5Bd?
sin
cos
cos
cos
COS
cos
(22)
(23)
(24)
Introduction of the transformation from generalized coordinates to grid point coordinates and
substitution into Lagrange's equation yields the gravity load vector
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{FG} ' LVT{FG} ' (25)
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5.10.7 Stress Recovery
The element stresses are given by Equation 7 of Section 5.10.4 as
{a} = [E] {{e} - {e.}} + {OQ} , (1)
where
(a}T = Loe..o.BJ . (2)
For shell problems it is more convenient to work with stress resultants acting in the middle sur-
face of the element. These are given by Novozhilov, Reference1 (8):
T£ •
' -& " "*
ttf
a
 y p ' i-ra
-t/2 A °+t)dz •-t/2 
t/2
yac (1 + |-)zdz • ,
t/  - (3)
^ i
t/2
-t/2
In determining the displacements, the contribution of the shear stress T to the strain energy
was neglected.
The transverse shear force, Q£, can, however, be evaluated from moment equilibrium, see
Figure 2 and Reference (8).
By substitution of the stress relationships, Equation 1, into Equation 3, and by'subsequent sub-
stitution into Equation 4, all stress resultants are obtained. Figure 2 shows the positive dir=
ection of the stress resultants. The stress resultants arising from elastic stress, prestrain
and prestress will be developed separately.
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By proper substitution the elastic stress resultants are obtained in terms of the
displacements:
t3
T2~
t3
=
 T2
(5)
where
t
=
X2E11 "& + (X2E22 - X4E12)W5}
32B
and the simplifying assumption
a p
has been made.
Introducing the assumed displacement functions into Equation 5, yields,
= [S2]{6> , (7)
where
{V
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(8)
{Me}T = L_MB, M§J
The elements of [S",], [S^ ] and [T3] are listed in Table 1 on pages 5.10-31 and 5.10-32.
Introduction of the transformation from generalized coordinates to grid point displacements
yields the stress resultants
{Me> = [S2]{q> , (9)
Qe = LS3J{q)
where
[S2][rer] , (10)
LS3J = L
For the special case of the shell cap element, the following specializations a,re made
cos(a] + jp)
X3 = - , (12)J
 a
Equations 4, 5, and 6 are then modified to reflect these changes. In addition, the relation-
ships in Table 1 are replaced by
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1,2
S2,2 = E22 + E12
From Equations 11 and 12 of Section 5.10.4 the prestrain is
{c.} = {{e°} + J {ej}} + z {{H^  + | {H]}> , (15)
where
The stress induced by prestrain is
{a.,} = [E]{61} . (17)
Substitution of Equation 17 into the stress resultants, Equations 3 and 4, produces the prestrain
stress resultants
IT.} = t{[E]{e°}
 +|[E]{eJ}} ,
08)
The thermal stress resultants follow immediately by substitution of the thermal strains,
Equation 20 of Section 5.10<6S into Equation 18.
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The prestress relationship, Equation 12 of Section 5.10.4, is
The prestress stress resultants are given by
{V • {ofo} • (20)
Q0 = 0 .
Finally the complete stress resultants are:
{T} = (Te) - {T.} + {TQ} ,
{M} = {Me> - {M.} + {MQ} , (21)
Q = Qe - Qi + Q0 .
Note that the stress resultants at any point within the element may be obtained by substitution of
the proper value of the £ coordinate.
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JMO.S Kinetic Energy and Mass Matrix
The approach taken in expressing.the element kinetic energy is the consistent mass approach
first put forward by Archer in Reference (9). The same displacement functions employed in repre-
senting the element elastic properties are used to find the element kinetic energy. It is further
assumed that the rotational energies are small compared to the translational. By virtue of these
assumptions, the kinetic energy functional takes the form
<j> KE (1)
where
» PZJ
are the mass density coefficients in the meridional and normal directions, which need not be equal,
The element mass matrix is obtained by substituting the kinetic energy into Lagrange's
equation. Introducing the assumed displacement functions into the kinetic energy functional,
Equation 1, yields
E (2)
where
[M] = 27Tt
'22
(3)
and
,1 .2
«?. *?,
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5° 61 62 S3
,Z
 r3 A
\ .5 ,6
,. v v
,6 ,.7
«,. <5r
S1051
(5)
(See Equation 5 of Section 5.10.5 for de f in i t ion of 6^ . ) The transformation from generalized
coordinates to displacement degrees of freedom in Lagrange's equation yields the grid point mass
matrix.
[H] = CrBr]Tm[rBr] (6)
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Table 1. Stress Resultant Matrices.
= t
X2E12
X1E11 + X3E12
4
xiEn
1? 1 2 " 12 2
12 1 2 ~ 12 2 ~ 11
X2E22
12
X1E12 + X3E22
( X E1 1 2
(X1E12
(X1E12
X1E12
E22X1X2
22 1 2 * 22 2
^ ~ ~
3 2
22 1 2 ~ 22 2 ~ 12
E22X1X2^4 " 4E22A2^3 "12E12?2
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Table 1 (Continued}
Cs3]' t
3
17
0
0
0
0
0
6)
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z,w
•Section A-A
r,u
Figure 1. Toroidal thin shell ring representation.
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Figure 2. Definition of stress resultants,
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5.11 SOLID OF REVOLUTION ELEMENTS
For the purpose of analyzing axisymmetric structures, NASTRAN includes two different shapes
of axisymmetric solid of revolution elements (triangular and trapezoidal) for two different
conditions of loading (axisymmetric and nonaxisymmetric). The elements described in this chapter
are as follows: . .
TRIARG - An axisymmetric triangular ring element with axisymmetric loading capability.
TRAPRG - An axisymmetric trapezoidal ring element with axisymmetric loading capability.
TRIAAX - An axisymmetric triangular ring element with nonaxisymmetric loading capability.
TRAPAX - An axisymmetric trapezoidal ring element with nonaxisymmetric loading capability.
The TRIARG and TRAPRG set of elements may be used separately or together and the TRIAAX and
TRAPAX set of elements may be used separately or together. These two sets, however, may not be
intermixed nor, at present, can either set be combined automatically in NASTRAN with other types
of structural elements. In the discussions that follow, the purely axisymmetric elements (TRIARG
and TRAPRG) are considered to be degenerate cases of the more general elements capable of non-
axisymmetric loading.
The formulation of these ring elements is derived from, and is mathematically consistent with
the formulation described in References 1 and 2. The ring elements provide a powerful tool for
the analysis of thick-walled and solid axisymmetric structures of finite length. They may be used
to idealize any axisymmetric structure taking into account:
1. arbitrary axial variations in geometry,
2. axial variation in orientation of material axes of orthotropy,
3. radial and axial variations in material properties,
4. any loading system including pressure and temperature, and
5. degradation of material properties due to axisymmetric temperature fields.
The discrete element technique was first applied to the analysis of axisymmetric solids by
Clough and Rashid^ '. The formulation of the triangular cross-section ring was extended by
(4)Wilsonv ' to include nonaxisymmetric as well as axisymmetric loads. Wilson's formulation is
extended here to include orthotropic material properties with variable orientation axes. In
addition, the integration of the strain energy over the volume of the ring is effected more pre-
cisely. Thermal and pressure load vectors and mass matrices are calculated.
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Thus, the discrete element representation presented consists of algebraic expressions for the
:ell owing matrices;
1. Stiffness , [K]
2. Pressure Load , {Fp}
3. Thermal Load , {F-}
4. Gravity Load , {FG>
5. Stress ' , [S]
6. Mass , [M]
The matrices arise as coefficient matrices in the Lagrange equations for the element. The
appropriate generalized form of the Lagrange equation is
where
°rr
 = r
 generalized displacement coordinate
<j>1 = total potential energy
<j>2 = kinetic energy
qr = r generalized velocity coordinate
The contents of this chapter are organized in the following manner. The description of the
basic element geometries and grid point displacement functions are followed by the general devel-
opment used in formulating the stiffness and mass matrices. Next, the definitions for the
material matrix is given and the general equations for the matrices are specialized for the
individual elements. The differences that occur are noted in the text. The chapter concludes
with the definitions of the load vectors for each element and the stress recovery equations.
5.11.1 General Development for the Axisymmetric Solid Elements
The axisymmetric solid elements provide the NASTRAN user with the means of modeling axi-
symmetric structures in which three-dimensional, thick-section stress patterns occur. This
section describes the general basis for the development of the component matrices. The TRIAAX
and TRAPAX elements provide the more general capability by utilizing a Fourier expansion of the
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load and displacement terms. Their formulation and usage is similar to the conical shell element
(C0NEAX) described in Chapter 10. The formulation of the more elementary TRIARG and TRAPR6
elements represent the case when only the axisymmetric terms (n = 0) are considered. Their form-
ulation differs only in the number of terms to be included in the resulting vectors and matrices.
The differences are noted in the text.
5.11.1.1 Coordinate Notation
The coordinate geometry of the axisymmetric ring elements are presented in Figures 1 - 5. The
dual coordinate systems illustrated provide for the fact that the element material properties
axes may not coincide with the local element axes.
Any point within the element can be located by ascertaining a radial coordinate, r, an axial
coordinate, z» and an aximuth coordinate, <j>. In the TRIAAX and TRAPAX elements the displacement
degrees of freedom U . , U ,. , and U . , as well as the forces F . , F,., and F . at each point, i,
are assumed to be sinusoidal functions ^ of the circumferential location, <|>. In the TRIARG and
TRAPRG the displacements U . and U ^ are constants with respect to <|>.
5.11.1.2 Displacement Functions
These ring elements are assumed to be axisymmetric, therefore, the displacements at a
position (r,z) can be expanded in a Fourier series with respect to aximuth position, <f>. The
radial, tangential and axial displacements of a point (r,z,4i) located within the element can bei
expressed as
m m *
u(r,z,((l) = u (r,z) + £ un( r>z) cos n<f> + Z "„ ( r>z) s1n n*>0
 n=l n n=l n - • --
* "i m ^
v(r,z,4>) = v (r,z) + £ v (r,z) sin h(f> - £ vn (r,z) cos n<j>, (2)0
 n=l n n=l n
m m ^
w(r,z,<(>) = w ( r , z ) + £ w _(r ,z) cos nd> + £ wn (r,z) sin n<j>.0
 ""•'
 nn = l • n = l
The coefficients in the above Fourier series can be interpreted as generalized displacement ampli-
tudes. u (r,z) and w (r,z) describe axisymmetric motions of the ring, while v (r,z) describes
the displacement in the tangential direction. The displacement field for the TRIARG and TRAPRG
*
elements use only the u and w displacements and do not use the v displacements, which describe
torsional motion.
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Due to the axisymmetry of the ring elements and the resulting orthogonality conditions which
arise, the motions corresponding to different harmonic orders (different values of n) are elasti-
cally uncoupled. Furthermore, motions represented by starred parameters are not coupled to motions
represented by unstarred parameters. For n > 0 the stiffness matrices for the starred and
unstarred motions are found to be identical. The reason for this is that the starred parameters
describe motions that are all shifted j- in aximuth from the motions described by the unstarred
parameters. Thus, cos(n4>) = - sin(nij) - j) and sin(n<(>) = cos(mj> - j). The'unstarred motions
will be used to develop the stiffness matrices for n > 0. It should be observed that the stiffness
matrix for n = 0 may include both starred and unstarred motions in the TRIAAX and TRAPAX elements
and unstarred motions in the TRIARG and TRAPRG elements.
The degrees of freedom for the ring element are taken to be the values of the Fourier
coefficients in Equations 2 evaluated at the nodes of the element. Separate stiffness
matrices will be evaluated for the following degrees of freedom:
{ueo}T = Lu10' V10*' W10' U20> V20*> W20 -..et.c:.JL J _._. ...__.
(3)
{uen}T = L>> vln' wln> U2n> V2n> W2n ' etc" ' J
where the subscripts 1, 2, and 3 indicate the three nodes of the triangular element (see. Figures "1
and 4) or subscripts 1, 2, 3, and 4 indicate the four nodes of the trapezoidal element (see
Figures 2 and 5). It should be repeated that for n > 0 the stiffness matrices for the starred
components will be identical to those of the unstarred components and need not be calculated
separately.
5.11.2 Deriving the Stiffness Matrices
The Fourier coefficients in the series presented in Equations 3 can be interpreted as being
amplitudes which define the generalized displacements u(r,z,4>), v(r,z,(f>) and w(r,z,<|>) on the
element. These generalized displacement amplitudes can be related to a set of independent con-
stants {& } on the harmonic level, n, via the imposition of an algebraic relationship between the
two in the r and z coordinates. Therefore, if {LI) is defined as
{%}T = Lun(r,z), vn(r,z), wn(r,z)J , (4)
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then the following relationship may be obtained
(5)
The element strains may be obtained from the displacements by the following standard equations
for strain in a cylindrical coordinate system:
e = ^-rr 3r '
zz
= 1
r '
3u 3w
erz . 3z 3r '
e = 1 M + iv _ v.
r<j> r 3<f> . 3r r ,
(6)
3w
3z r
By substituting Equation 4 into the above functions, and separating the starred quantities, the
strain vector for each uncoupled harmonic, in general, is:
!%
3r
3z
•rr"'
•„"
e "
•„"
n
£
e
z$"
^*- «>
» = <
r n r
3z 3r
. n !JL JL
3r " r
-3z r n
(7)
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For the TRIARG and TRAPRG elements the strain vector does not contain the last two terms and
the v terms are omitted. The corresponding starred quantities (e n ) have the same form. The
strains vary circumferentially according to the following equations:
{ £ ( * ) } = {eo> + £ [Cn] (en}+ E L"cn*]{en*} • (8)
where the diagonal matrices [C ]-and [C ], obtained from equations 2 and 6, are
[C ] = [cos n<b, cos n<|>, cos n<J>, cos n<j>, sin n<j>, sin n<j>],,
and [C ] = [sin n<j>, sin ncj>, sin net, sin n<K - cos n<!>, - cos n<Ji] .
(9)
In the finite element stiffness method, the displacements are assumed to be a function of the
generalized coordinates, a. The strains obtained from Equation 7 in terms of the 8 coordinates may
be expressed by the following matrix equations:
{en> = LV('
<S> - O'
- - - - O = [He>,z)]<V> '
The strain energy, u, of the element is expressed as an integral over the volume of the
element:
2TT
Ue = T I I f {e}'[Ej{e}rdc|>dzdr , (11)=
 \ \ \ \ >^T[
r'i'v
where the matrix, [E ], is a basic property of the material defined by Hooke's Law for small dis-
placements, i.e., the basic relationship between the above strain vector and the corresponding
stress vector is
{a} = [Eg]{e} . (12)
Substitution of {e} from Equations 8 and 9 into Equation 11 and integrating with respect to $
produces the uncoupling of the strain energy:
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m m ^
E uen + E u , (is)
n=l n=l
where
Ueo = M {e0} CE9]{eo} rdzdr •JrJ2
Uen = I f f {en}T[Eg]{en} rdzdr ' "^ <14>JrJz
* ir ! I * T *
and Uen = £ *en ' ^q^ n * rdzdr 'JrJz
To be consistent with the definition of an axisymmetric material, the last two terms in the strain
vector must not be coupled to the other four terms in the vector. When the harmonics can be
uncoupled, an inherently three-dimensional problem can be reduced to the consideration of a series
of two-dimensional solutions, a phenomenon which occurs due to the axisymmetric character of
these elements.
Using Equation 10, Equation 14 can be rewritten as
Uen = \ {6n}T^ n]{Bn} ' (15^
where the unstarred harmonic stiffness matrix for the ntn harmonic is
[K ] = IT [ f [H . n]T[E ][H n] rdzdr . (16)
n I I ea g _ea .
rJzJ
As was stated in Section 5.11.1, the stiffness matrix for the nth harmonic of the starred
series is identical to the n harmonic, unstarred series and, therefore,
[Kn*] = [Kn] , n > 0 . (17)
The stiffness matrix for the n = 0 harmonic is multiplied by a factor of two. It consists of
uncoupled starred and unstarred partitions. In a symmetric (unstarred analysis) the NASTRAN
program limits itself to consideration of only unstarred motions (displacements) and starred
motions are eliminated through the use of the single point constraint option. Conversely, in an
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antisymmetric (starred analysis), all starred motions are eliminated. In the sections which
follow, the development of the harmonic stiffness and mass matrices for the solid ring elements is
undertaken. Because the stiffness and mass matrices for the n harmonic starred series are
identical to those derived for the n harmonic unstarred series, distinction between starred and
unstarred harmonic quantities are omitted.
5.11.3 Material Definitions
As was previously defined in Equation 12 the [E ] matrix relates the stresses to the strains
and is the means by which the constitutive behavior of the ring element is introduced. Solid
materials which exhibit orthogonal anisotropy (orthotropy) in the (r,z) plane can be represented.
Principal directions of elasticity which represent this orthotropy for a given point, are
assumed to be in the <J>, r , and z directions (see Figure 4). The subscript m indicates a local
material axis which is provided to facilitate the description of the properties which characterize
a given ring element.
The matrix of elastic constants for an orthotropic body with respect to the (r , z )
coordinate axes for the general TRIAAX and TRAPAX elements is
1
A
Er(1 - v<|>zV Er(vzr
(Symmetric)
Er(V
A6rz 0
Grc|>
0
0
0
0
0
,(18)
where
A =
-
 vzrvrz
(19)
and from symmetry
ErV Ervzr = Ezvrz ' (20)
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Poisson's ration, v.., is defined as the ratio of the strain in the j directoin to the strain i:
the i direction due to a stress in the i direction. For the TRIARG and TRAPRG elements, a 4 by ::
matrix, without the last two rows and columns, is used.
If the material axes (r , z ) are oriented at an angle Y from the element geometric axes,
see Figure 1 - 5, the following transformation between the harmonic stresses and strains of the
two systems must be introduced.
and
The transformation matrix [H ] is expressed as follows:
(22)
COS Y
sin Y
0
sin Y cos Y
0
0
sin Y
cos Y
0
-sin Y cos Y
0
0
0
0
1
0
0
0
- 2 sin Y cos Y
2 sin Y cos Y
0
cos Y - sin Y
0
0
0
0
0
0
COS Y
sin Y
0
0
0
0
-sin .Y
cos Y
.(23)
The transformed material matrix in the cylindrical coordinate system is obtained by the equation
[Eg] = [HY]'[Em][HY] . (24)
5.11.4 Triangular Ring Elements
Given the general development above, the specific detail of the matrices used for the
triangular ring elements can now be presented.
5.11.4.1 Development of the [HD ] Matrixp,u
The generalized displacements u(r,z,cf>), v(r,z,<f>), and w(r,z,4>) in the radial, tangential, and
axial directions of the triangular ring were expressed by Equations 2. The nine displacements for
each harmonic as expressed in these equations can be linearly related to a set of nine independent
constants. This relationship can be expressed, in general, as
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u(r) = (B1 + B2r + B3z).,
v(r) = (B4 + B5r + Bgz) , (25)
w(r) .= z) .
For the TRIARG elements the v motion is zero and only six B terms are used.
Assembling the constants of (B } in vector form, Equations 25 can be rewritten as
(26)
where the coefficients of [H011] are obtained by substituting u(r,z) = U-, r = r-, and z = z.p U I I I
into Equation 2 for each of the points i = 1, 2, 3.
This matrix is then:
1
0
0
1
0
0
1
0
0
rl
0
0
r,i
0
0
r3
0
0
zl
0
0
2
2
0
0
Z3
0
0
0
1
0
0
1
0
0
1
0
0
r.1
0
0
r2
0
0
r3
0
0
Z^1
0
0
Z2
0
0
Z3
0
0
0
1
0
0
1
0
0
1
0
0
r.1
0
0
r2
0
0
r3
0
0
z.1
0
0
Z2
0
0
Z3 _
(27)
Columns 2, 5, and 8 and rows 4, 5, and 6 are omitted in the TRIARG formulation. The inversion
of Equation 27 provides matrix [H0 ].tsu
The transformation from the harmonic nodal displacements to the harmonic independent con-
stants to be undertaken can be expressed now as follows:
(28)
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5.11.4.2 Development of the [H J Matrix
ep
The strains at any point are functions of the generalized displacements as expressed by
Equation 3. The [H£o] matrix is a function of location and harmonic number and may be obtained
from the derivatives of Equation 2 and the definitions of strain for each harmonic, Equation 3.
In terms of the generalized coordinate 3.-, the strains for each harmonic, n, are
n
 -
rr
"zz 9z
n _ 8 u 3 w
erz ' 9z 3r
(29)
B6)
and
Note that the coefficients 64, 65. 0g, e ., and e , are uncoupled (torsion) terms, and are the
starred coordinate in the zeroth (n = 0) matrix. Thev are not used in the TRIARG element
formulation.
In matrix termonology Equations 29 may be expressed as:
(30)
where
0
0
1
r
0
n
~ r
0
1
0
1
0
-n
0
0
0
z_
r
1
zn
r
0
0
0
n
r
0
" r
0
0
0
n
0
0
0
0
0
nz
r
0
z
" r
1
0
0
0
0
0
_ n
r
0
0
o •
1
0
-n
0
1.
0
0
0
nz
r
The middle three columns and the last two rows are not used in the TRAPRG element.
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5.11.4.3 Development of the Stiffness Matrix
Equation 16 introduced the expression for the harmonic stiffness matrix [K ]. This result
is repeated below:
^
 rd2dr
 ' (32)
rjz
The matrices [H
 O
n] and [El developed in Section 5.11.3 can now be utilized in the evaluation ofEP g
[K ]. The triple matrix produce [H "] [E ][H
 g
n] which appears in Equation 32 is evaluated in
explicit form and integrated by substitution of the integrals which arise in the form
rV dzdr . (33)
The harmonic stiffness matrix [K ] is given in Section 8.25.5 of the NASTRAN Programmer's Manual.
The integrals defined in Equation 33 can be written in explicit form and thus numerical integration
is not required. Utilizing matrix [Hg ], the element stiffness matrix in terms of harmonic nodal
degrees of freedom [K ] can now be obtained from the equation
[Kn] = [HBu]T[Kn][Heu] . (34)
5.11.4.4 Development of the Mass Matrix
In addition to the stiffness of the triangular ring element, represented by the element
stiffness matrix, an essential property in dynamic behavior of the ring is the inertia or mass,
represented by the mass matrix. Two basic types of mass matrices will be considered here, these
f
are the lumped mass matrix and the consistent mass matrix.
The lumped mass matrix can be generated in one of two ways:
1. The total mass associated with a nodal circle can be specified directly by an analyst.
The -program then divides the total mass by 2 for harmonics n > 0 and constructs a
diagonal (3 x 3) nodal point mass matrix in the usual manner. The total mass is used for
the zeroth (n =0) harmonic case, and the TRIARG element.
2. The total mass, specified for a ring, can be equally distributed over the three nodes of
the triangular ring element by the program. Each of the diagonal elements on the
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representative (3 x 3) grid point mass matrix have the following value for the zeroth
harmonic (n = 0):
M = (35)
where
A = Cross-sectional area of the ring element
r = Centroidal radius of the ring element
p = Density associated with the element as a whole
The diagonal lumped mass matrix described above is multiplied by (~-) for harmonics n > 0.
The consistent mass matrix, derived from energy considerations, is developed as follows.
The kinetic energy for the triangular ring element can be expressed in the following integral:
V = ]• f p[u(r,z,(j))2 + v(r,z,<|>)2 + w(r,z,<fr)2] dv
r J
(36)
where the superscript dot indicates differentiation with respect to time. The harmonic kinetic
energy component V can be determined following integration of Equation 36 with respect to V.
V. = 3£
r'z
Utilizing Equations 5 and 26, Equation 37 can be expressed as follows:
'j ' {"en>Hu]H
where
f f
>7>
and
(38)
(39)
1 r z O O O O O O
O O O l r z O O O
0 0 0 0 0 0 l : r z
(40)
5.11-13 (12/31/74)
STRUCTURAL ELEMENTS FOR THE DISPLACEMENT METHOD
The second row and middle three columns correspond to circumferential motion and are omitted in
the TRIARG formulation.
The matrix [M ] can be expressed as given below if the definitions of the integrals defined
in Equation 33 are utilized.
[MJ = BL2
[A]
[A]
[A]
where
[A] =
610 620
630 621
J12
(42.)
The harmonic consistent mass matrix in terms of nodal circle degrees of freedom for harmonics
n > 0 can be expressed as
For the zeroth harmonic (n = 0) matrix [M ] in Equation 43 should be multiplied by 2. It should
be noted that other than this condition, the harmonic consistent mass matrix is not dependent on n.
5.11.5 Trapezoidal Ring Elements
The development procedure utilized in formulating the trapezoidal ring element was previously
established in Section 5.11.4 in the formulation of the triangular ring element. This procedure
will not be repeated here, but the principal matrices which arise in this second development will
be presented.
The generalized harmonic displacements for the trapezoidal ring (analagous to Equation 25 for
the triangular ring) are
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un(r,z) = rz
r + 67n z + 68n rz <44)
and wn(r,z) = rz .
In the TRAPRG elements the v motion is zero and only eight 3 terms are used. Vector {u } for the
trapezoidal ring (see Figure 5) appears as
{uen} - vln' wln> U2n> V2n' V2n' U3n' '••• W4n] • (45)
The harmonic stiffness matrix for the trapezoidal ring [K ] can be expressed as
(46)
where matrix [K ] is defined by Equation 16.
The harmonic mass matrix for the trapezoidal ring element can be either lumped or consistent
in form. Lumped mass considerations are identical to those of the triangular ring element. The
consistent mass matrix for the trapezoidal ring can be expressed as
[Mn] = (47)
where
[Mn] _ pir2
[A]
[A]
[A]
(48)
and where
[A] =
610 620 611 621
630 621 631
612 622
(49)
Note that for the TRAPRG elements, the [M ] matrix contains only eight rows and columns.
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5.11.6 Development of Non-Axlsymmetric Load Vectors
In the following sections, load vectors resulting from input of temperatures and thermal
expansion coefficients are presented for the TRIAAX and TRAPAX ring elements. These loads are
presented in a generally 'consistent' framework which implies that the energy or work used to
derive the equivalent nodal loads is correlated to the energy (or work) done by the actual applied
loads. This concept of "work equivalence" provides a simple framework within which to present
the equivalent nodal loads.
Non-axisymmetric direct applied loads, pressure loads, and gravity loads are applied to the
TRIAAX and TRAPAX elements with the same method as in the conical shell element (see Section 5.9.9).
*
The equations transforming temperature field definitions to temperature coefficients T. and T
for each harmonic n, are also given in the same section.
5.11.6.1 The TRIAAX Element Thermal Loads
The thermal load vector for the triangular ring element is constructed assuming uniform
distribution of prestrain through the element cross-section. The prestrain contribution to the
total potential energy for each harmonic is
W
En = * f f {on}T{etn} rdzdr ' (50)
r JZJ
where
{etnm} = Tne{a} . (51)
and where {a} is the vector of coefficients of thermal expansion and T represents the tempera-
ture distribution.
[a>T = [arr, azz, aee, 0, 0, 0] . (52)
Utilizing Equations 5t 10, and IK Equation 50 can be rewritten as
Wcn = <uen}Xu]T * f f f\B]n rdzdr tV{etn} • <5 3>
riz)
The integral terms in Equation 53 may be expressed as matrix
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[He0n] H TT f f [H£3n]T rdzdr . (54)
rJzJ
Since the temperature and material are assumed constant over the cross-section, Equation 52 can be
rewritten as
The harmonic level equivalent nodal loads representing the thermal load vector follow from
Equation 55 and can be expressed as
(56)
Utilizing Equations 51, 52, and 56, the harmonic level equivalent nodal loads representing
temperature load can be expressed as
where the order expressed in {P } is established in Equation 3.
The harmonic coefficient, T , represents the asymmetrix temperature distribution acting on
the element.
5.11.6.2 The TRAPAX Element Thermal Loads
Loading systems- applicable to the trapezoidal" ring:element are generally identical to those
developed for the triangular ring element. Differences occur in the express-ion for the thermal
load vector.
The harmonic thermal load vector for the trapezoidal ring can be expressed as
{Pnt} = tHn6]TLHtn][h]{Tn} . (58)
where the matrix [H. ], given in Table 1, is defined as
Vol
and
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1
A
r2z4(r3 -
-
 Z4 ( r3 -
-
 r2(r2 -
(r3 - r,
r4)
r4)
r4)
l>
- iy4(r3 - r4)
Z4(r3 - r4)
rl(r3 - r4>
- (r3 - r4)
r 4 z ] ( r 2 - r 1 ) - ^ ( rg - r , )
- z 1 ( r 2 - r ] ) z^-iV
- r4(r2 - r-j) r3(r2 - r] )
(r2 • ri ) * (r2 ~ r] '
(59)
A = (60)
The vector T represents the harmonic temperatures at each of the four nodes and can be ex-
pressed as follows:
Tln - To
T2n - To
T3n - To
:h
and the coefficients are
and
4n
Ellarr + E12azz + E13ae
E12arr + E22azz + E23ae
E13arr + E23azz + E33ae
E14arr + E24azz + E34ae
(61)
(62)
5.11.7 Load Vectors for the TRIARG and TRAPRG Elements
5.11.7.1 Pressure Vectors for the TRIARG Elements
The following indicates the procedure for deriving forces corresponding to a pressure loading.
However, this procedure has not been implemented in the program.
Assume a linearly varying normal pressure distribution on the boundary between corners in
Figure 1. Note that the direction of the load is determined by the order of the grid points so
that the grid points should be numbered consistently. Counterclockwise order is assumed by the
program. For side CO , (2) ,
p(r,z) = (63)
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Table 1. Matrix [Htn].
A3 60,0
A3 60,1 + A4 61,0
(A] + A3)61J
+ A4 62,0
JA. 6n no U,U
JA3 60,1
0
Vl,0
A261,0
AZ62,0+ A461,1
A361,0
(A, + A3)62>0
A 3 6 1 , 1 + A 4 6 2 , 0
(A1 + A3)62,l
+ A4 63,0
JA361,0
jA3 <S2,0
3 1,1
3 2,1
0
V2.0.....
A262,0
Vs.O + A462,l
A3 60,1
A 3 6 0,2 + A461,1
i A *H A J 5
+ A 4 6 2 , 1
jA, 6n p3 Q,d
JA3 61,2
0
.. Vi.i . ,
A261,1
2^? 1 + ^4^1 2t C. , 1 H 1 jC.
A3 61,1
(AI + A3)«2 1
"
A- 6,
 9 + A- 69 ,3 1 , 2 4 2 , 1
(A, + A3)62 j 2
+ A4 63,1
'
3 1,1
jA- 69 n
O £9 1
J Mij 0 ^  f\
O 1 , c
0
.
 A462,l
A262,l
A263,l + A462,2
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where
(P? - PiJz,
a
The external work done by the pressure is
(p ru + p2w)dA
where
Pz = p cosoe
dA = 2irrds
ds = /dr2 + dz2' = cosa
5.11 -20 (-12/31/74)
l - rz - r z 'I  r
(P? - P-Jr,
a2 = Fl FT" - (65)i rlZ2 r2Zl
p = -p si not
(66)
Substi tut ing back into the work equation
f
r2 .
W = [-(p1+a1r+a2z)(B1+B2r+63z)sina+(p1+a1r+a2z)(64+65+66z)cosa]2 r^^- ' (67)
This expression results in three definite integrals
y ? 9 r ^"3 r d d
f
r2 V-r/
 f
r2
 ? '•/-r/ fr2 , V-"i
6, = rdr = ^ ' ; 6- = /dr = ^ ' ; 6, = r^dr = ^ . ' • (68)i I , <- <- \ -> •> I ^
J v« j >« ^ r*ri ri ri
Substituting into Equation 67 we may write the work equation as
W = [8]{Fp} ,. . . (69)
where {F}, the forces on the generalized coordinates, are
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V = (70)
A special case is obtained when r~ = r, and the formulation must be changed. Equation 65
becomes
W = /p rudA , (71)
where
(72)
thus,
W = I -(p1+a1r1+a?z)(61+e9r1+6,z)27rr1dz .1 1 1 2 1 2 1 3 1
'
(73)
z
Note that a may take two values, 90° and 270°, and sin a changes sign accordingly. There will be
three definite integrals:
V
dz;
The generalized force vector is
zdz; 6,
'I
<- ?
z ciz . (74)
L
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(75)
0
0
0
Transforming from generalized coordinates to grid point displacement .coordinates and substituting
into the Lagrange. equation, .we obta^ the-pressure .load vector
' - <U =. [H0..]T{FJ , (76)
where
V = iv V V V V Vl[ rl zl r2 Z2 r3 Z3J (77)
5.11.7.2 Prestrain and Thermal Load Vectors
The prestrain load vector is constructed assuming uniform distribution of prestrain across
the element. The prestrain contribution to the total potential energy is
$£ = /{e}T[E]{Ei}dV .
Substitute Equations 26 and 29 of Section 5.11.4 into Equation 78,
(78)
}Tir f [D]Trdzdr[E]{ei} (79)
Let
[D] = IT /[D]rdzdr , (80)
which may be written in terms of the 6.. integrals, as
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0 , 61Q, 0 , 0 , 0 , 0
600' 610' 6OT ° ' ° • °
0 , 0 , 0 , 0 , 0 , 6
0 ; 0 , 61Q, 0 , 610, 0
For harmonic zero the result is multiplied by two.
Transformation of Equation 79 to grid point displacement coordinates and substitution into the
Lagrange equation yields the prestrain load vector
10
(82)
where the load components are
rl zl
(83)
and the prestrain components are
(84)
The thermal load vector is a special case of the prestrain load vector. Let the initial or
thermal strain be
{«}T V V V °J (85)
where AT is the average temperature rise of the element above ambient, obtained by averaging the
adjacent grid point temperatures.
Substitution into Equation 82 yields the thermal load vector.
= [Hgq]T[D]T[E]{S} . (86)
5.11.7.3 Load Vectors for the TRAPRG Element
The load vectors for the TRAPRG elements are evaluated in the same general manner as for the
triangular ring element.
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The pressure load is assumed to vary linearly along each edge, as shown in Figure 2. The
equivalent loads at grid points are derived from the formula for the work done by pressure
W = f (pru+pzw)dA . (87)
u and w are replaced by their expansions in terms of the generalized coordinates, Equations 44 of
Section 5.11.5. The coefficients of the B's in the resulting equation are the forces due to pres-
sure on the generalized coordinates, (?„}• The loads on grid points are obtained by the
transformation
{Fp} = [H6|J]T{F } . (88)
The prestrain load vector is computed in the same manner as for the triangular ring element,
Equation 82. The thermal strain vector is treated differently than in the case of the triangular
ring element in that temperature is permitted to be a function of position. Specifically,
T(r,z) = K]+K2r+K3z+K4rz , (89)
where the K's are evaluated so that Equation 89 gives the known temperatures at the grid points.
The contribution of thermal prestrain to the total potential energy is
}dV , (90)
where
{E.} = T U, ae, az, 0|T = T(a} , (91)
in which the a's are thermal expansion coefficients. Upon substitution for {e^} from Equation 91
and replacement of (e> by its relationship to grid point displacements, Equation 90 becomes
4>e = {q}T[Heq]T[ [ [D]TTdvl[E]{5} ,
(92)
where {Fy> is the equivalent thermal load vector at grid points. The integral in Equation 92 is
ients.
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5.11.8 Stress and Displacement Recovery
Displacement information for the triangular and trapezoidal ring elements can be requested
in two forms:
1. Harmonic coefficients of motion (displacement amplitudes) as expressed in Equation 2,
the TRIARG and TRAPRG elements produce only the zero harmonic (n = 0).
2. Displacements at specified locations, <(>, on a nodal circle obtained by evaluating
Equation 2 for each n for the TRIAAX and TRAPAX elements only.
Stresses for the ring elements are calculated from the expressions
orr = a ° + £ (a n cos n<J> + a n* sin n<J>) ,rr rr
 n=] rr rr . . .
a77 = a ° + £ (a" cos n<j> + a n sin n<j>) ,zz zz
 n=] zz _ zz
n " n*
" sj (o cos neb + c j , , . sin(pep ipcjj _-. (p(p 00
o v^ , n n* .Tv-, = Tv, + 2-> (T,,, cos n4> + T, sinrz rz _
 } rz rz
cos
(93)
th
where for the n harmonic, unstarred series
(94)
The matrices and vectors utilized in Equation 94 above are provided .by Equations .5,,1.0,. 12,
and 51. Equation 94 is evaluated at the centroid of the triangular ring element and stresses can
be provided as
1. Harmonic coefficients (stress amplitudes) as expressed in Equation 94.
2. Stresses at specified circumferential locations <(», on a circle generated by the element
centroid, are obtained by evaluating Equation 93 for each <j>.
Stresses for the trapezoidal ring element can be recovered by a similar procedure with the
exception that for the trapezoidal ring element, stresses are evaluated at the four nodal regions
as well as at a fifth region which corresponds to a point that is obtained by averaging the
coordinates of the four nodal points.
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Z2
r,u,Fv
Axis
Figure 1. Triangular ring element.
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Figure 2. Trapezoidal ring element.
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z,w
X
<:
r = 0 r = c+dz
-^ - r,u
Special Conditions On Core Element
(a) rj = n, = 0
(b) uj = u4 = 0
Figure 3. Core element specialization of TRAPRG.
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| w(r,z,4>)
Fz(r,z,<f)
w3(r,z,c|>)
Fz3(r,z,4>)
v3(r,z,<j))
^ u3(r,z,<j>)
Fr3(r,z,<j>)
Fr(r,z,4>)
Figure 4. Triangular ring element.
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w(r,z,<f>)
Fz(r,z,<f>)
X
-=c
w3(r,z,<j>)
Fz3(r,z,<j))
v3(r,z,<f>)
Fw(r,z,<|>)
u3(r,z,<l>)
Fr3(r,z,<j>)
Figure 5. Trapezoidal ring element.
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5.12 CONSTANT STRAIN SOLID ELEMENTS
5.12.1 Introduction
Solid polyhedron elements have been implemented to model three-dimensional elastic regions,
which do not have axial symmetry (see Section 5.11 for solid of revolution elements). The geo-
metry of the polyhedron elements is defined by grid points at the vertices. Three geometries have
been implemented (see Figure 1):
1. Tetrahedron. The tetrahedron is a triangular pyramid which can be constructed between
any four non-coplanar vertices. It is the basic building block which is used to build up
the other elements.
2. Wedge. The wedge is a truncated triangular pyramid that is defined by six vertices. It
has two triangular and three quadrilateral faces.
3. Hexahedron. The hexahedron is a generalized cube. It has six quadrilateral faces.
These elements are subject to the following conditions and limitations:
1. Constant strain in each tetrahedral subelement,
2. Uniform, isotropic material properties,
3. Uniform temperature in each tetrahedral subelement,
4. Differential stiffness, buckling and piecewise linear analysis have not been implemented,
5. Only translational degrees of freedom are used at the grid points,
6. Stress output is in the basic coordinate system.
A necessary task in formulating a finite element is to relate the coefficients of functions
approximating the displacement field to those displacements at the grid points on boundaries of
the element. One method to do this is to solve a set of simultaneous equations that equates the
functional representation to the actual displacements at.the vertices of the element. The tetra-
hedron element with constant strain is defined as being compatible since it has twelve grid point
degrees of freedom (three translations at each of four vertices) and twelve generalized displace-
ments (coefficients of the constant and linear terms for u, v and w). Thus, the matrix of coeffi-
cients relating the two types of displacements is nonsingular. 'The'wedge and hexahedron are not
modeled directly but are built up by tetrahedron elements. The coefficient matrices for the wedge
and the hexahedron are expressed as sums of the coefficient matrices of the tetrahedra into which
they are decomposed, see Figure 1.
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5.12.2 Displacement Functions for the Tetrahedron
The displacement field is assumed to be linear in the Cartesian coordinates, x, y and z, i.e.,
u(x,y,z) = q] + q2x + q^
v(x,y,z) = q5 + qgx + qyy
w(x,y,z) = qg + q]0x
(1)
(2)
(3)
The NASTRAN basic coordinate system will be used. The assumed displacement field produces uniform
strain and stress within the element. In addition the displacements on common faces of adjoining
elements are compatible. The generalized coordinates, (q's), can be determined from the displace-
ments at the four vertices of the tetrahedron by solving:
l
(4)
for the u components of displacement, and similar equations for the v and w components. In Equa-
tion 4, u-, = u(x-, , y,, z,), etc. A similar relation is written for v-, to v. and w, to w. in terms
of q5 to q8 and qg to q]2.
The determinant of the matrix in Equation 4 is six times the volume of the tetrahedron
defined by points 1, 2, 3 and 4.
1
1
1
1
X V1 •*
X \lO «/
x3 y
Y \ix4 y
i 2i
2 Z2
3 Z3
4 Z4
= ± 6 • Volume . (5)
Hences the matrix in Equation 4 will be nonsingular if the volume of the tetrahedron is nonzero.
5.12.3 Strain, Stress and Potential Energy
The generalized displacements are related to the grid point displacements by
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V
"6
'11
'21
•"31
"41
"12
h22
32
'13
"23
"33
"43
'14
"24
"34
h44
ul
U2
U3
U4
vl
V2
V3
V
wl
W2
W3
W4
(6)
In Equation 6, the [h. .] matrix is the inverse of the matrix of Equation 4. The equations for v
and w have been adjoined as additional columns. The six strain components are given by
EX = 3u/3x-=.q2 .
ey = 3v/3y = q?
ez = 3w/3z = q'
Yyz = 3v/3z + 3w/3y =
9u/8z =zx
Yxy = 3u/3y + 3v/3x =
Eliminating the q's from Equation 7 using Equation 6,
q4
(7a)
(7b)
(7c)
(7d)
(7e^
(7f)
/ \
ex
ey
ez
< > •
Yzx
Y
/
— -
h 2 ] 0 0
0 h3] 0
o o h41
o h41 h31
h41 o h21-
h31 h21 " °
ul
*1
wl
+
r- —
h22 0 0
0 h32 0
o o h42
o h42 h32
h42 o h22
h32 h22 °
_ —
u2
V2
W2
P
p— —
h23 o o
0 h33 °
o o h43
0
 -
 h43 h33
h43 ° h23
h33 h23 °-
I—. -
U3
..
V3
W3
~
h24 o o
o h34 o
o o h44
0 h44 . h34
h44 ° h24
h34 ^24 °
- — '
U4
V4
W4
(8)
This will be abbreviated as
 4
(e) = 53 [C-]{u). . (9)
The subscript i in {u}. refers to the vertex of the tetrahedron and not to the component of the
vector. The elements of [C.] are either h2i, h3i h4i, or zero. The first row of h's is not
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needed. If T is the average temperature rise, the stresses are given by
where the stress and thermal strain vectors are:
{a} =
M = [Ge]({e}-{a}T)
a
X
ay
az
Tyz
Tzx
Txy
and {a} = <
/ \
a..X
ay
az
0
0
0
(10)
(11)
[G ] is a (6x6) stress-strain matrix in basic coordinates. When material properties are
given, in terms of E and v, then
= G22 = G33
G12 = G21 = G13 = G31 = G23 = G32 = Ev/(1-2v)(l+v) (12)
G44 = G55 = G66
All other terms are zero. The strain energy density is a constant over the volume; hence, the
strain energy is
V = (Volume) x ^  {e}'{0} .
The volume can be found from Equation 5.
(13)
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5.12.4 Matrices in Basic Coordinates
The stiffness matrix for the tetrahedron is of order twelve. It is convenient to represent
the matrix in terms of sixteen 3x3 matrices each representing interaction between a pair of
grid points. The 3x3 partition of the stiffness matrix associated with grid points i and j is
given by
[k-j] = (Volume) [cJ][6e][C.j] . (14)
The thermal loads on point i are
|p(t)|. = (volume)[c{][Ge]{a)T . (15)
One-fourth of the mass of the tetrahedron is lumped at each vertex. This choice preserves
the center of gravity. The density is assumed uniform; hence, the mass at the point i is
(16)
5.12.5 Wedge and Hexahedron Elements
The wedge and hexahedron elements are decomposed into subtetrahedra. As seen in Figure 1,
the wedge can be cut into three subtetrahedra. Of the six possible ways to subdivide a wedge,
only one has been implemented. Other subdivisions and overlapping methods have not been coded
since it is not expected that the wedge will be used often enough to justify the additional
effort. It is expected to be used primarily as a fillet. The hexahedron can be cut into five
subtetrahedra in only two different ways. The code implemented for the hexahedron allows the
user to choose a single subdivision into five subtetrahedra or to use the average of the results
of the two types of subdivisions. The latter choice, but not the former, results in symmetrical
deformations when symmetrical loads are applied to a symmetrical hexahedron.
The geometries of the wedge and hexahedron are determined by the coordinates of the vertices.
The quadrilateral faces may not be coplanar for general grid point location. There is no guarantee
of the results if these are not coplanar, and the user should be careful to keep the vertices of
the quadrilateral faces nearly in one plane. The resulting stiffness and thermal load matrices
are the sums of those due to the subtetrahedra. All matrices must be put into global form, which
requires multiplication by unitary rotation matrices.
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5.12.6 Stress Recovery
The stresses, in the basic coordinate system, can be recovered for the tetrahedron using
Equations 10 and 9. In addition to the stress components, output also includes the pressure
PO = -
and the octahedral stress
"o ' T
The stresses in the wedge and the hexahedron are obtained as the weighted average of the stresses
in the subtetrahedra. The weighting factor for each tetrahedron is proportional to its volume.
5.12-6 (4/1/72)
SOLID POLYHEDRON ELEMENTS
TETRAHEDRON
WEDGE AND ONE OF ITS SIX DECOMPOSITIONS
HEXAHEDRON AND ITS TWO DECOMPOSITIONS
8 7
7 8
5
2 „ 2 2 2
Figure 1. Polyhedron elements and their subtetrahedra.
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5.13 ISOPARAMETRIC HEXAHEDRON SOLID ELEMENTS
Hexahedron solid isoparametric elements may be used to analyze any three-dimensional continuum
composed of isotropic materials. Examples include thick inserts in rocket engine nozzles, thermal
protection system insulations, soil structure interaction problems, and geometrically complex thick-
walled mechanical components such as pumps, valves, etc. The isoparametric solid elements take into
account:
1. Isotropic temperature-dependent material properties.
2. Pressure and temperature loads.
3. Coupled mass matrix.
Although solid elements employ only three degrees of freedom at each grid point (the three dis-
placement components), they may be combined with all other NASTRAN elements except special stand-
alone elements.
The isoparametric solid elements were first presented by Irons, Ergatoudis and Zienkiewicz
(References 1, 2, 3 and 4). They are also called conformal higher order elements, since the dis-
placement of the element can be represented to any degree one desires, and still maintain inter-
element compatibility, by using more grid points per edge to define element geometry and defor-
mation. In practice, however, isoparametric solid elements employing either eight, twenty, or
thirty-two grid points have been found to be adequate to solve most problems (Figure 1).
These elements correspond to assuming a linear, parabolic, and cubic variation of displacement,
respectively, dough (Reference 5) conducted an evaluation of three-dimensional solid elements
and showed that the isoparametric elements were superior to other solid elements. He further
pointed out that the choice of which isoparametric element is best to use depends on the type of
problem being solved. For problems, involving plate bending type deformations, the higher order
elements appear to be best, while the linear element is recommended for problems in which shear
stresses are likely to be large. It is for this reason that all three isoparametric elements
have been incorporated into NASTRAN.
The isoparametric elements governing equations are based on minimum energy principles. The
derivation of these equations consists of assuming a displacement function for the element which
depends on its grid point displacements, substitute these displacements into the potential energy
expression, and minimize the energy .functional to obtain the governing equations. The detailed
derivation is presented next.
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5.13.1 Displacement Functions for the Isoparametric Element
The name isoparametric comes from the fact that the same interpolating functions are used to
represent both the geometry and the deformation of the element. This choice insures that the
element displacement functions satisfy the criteria necessary for convergence of the finite
element analysis (Reference 4). Consider the elements shown in Figure 1. The curvilinear
coordinates in these elements are related to the "basic" rectangular ones by the following defini-
tion:
(l)
where M equals the total number of element grid points,
i refers to the grid point i,
and N.(£, n» c) are interpolating functions which depend on the number of grid points used to
define the element geometry. The N. functions are either linear, parabolic, or cubic, and corres-
pond to employing two, three, or four grid points, respectively, alonq each edge of the element.
This choice insures that there are no geometric gaps between grid points. Expressions for the
interpolating functions and their derivatives are presented in Table 1.
The deformations of the elements are represented with the identical interpolating functions
used to define the geometry, i.e.,
<
i. \
v> = I Me, "• ^ )<v> = [N]{ue> , (2)
where u, v and w are displacements along the x, y and z basic coordinate axes,
and (u } represents the vector of grid point displacements.
The displacement functions, N.(C, n, c) satisfy the required convergence criteria of adequately
representing a constant strain state, and insure interelement compatibility along the complete
element boundary (Reference 4).
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5.13.2 Strain-Displacement Relationship
The strains at any point within the element are given by the well known relations
{£} = <
/ \
ex
£y
ez
Yyz
\ zx
=
\
3x
3y_
3w
3z
3u_+ 3v
3y 3x
3w . 3v
3y 3z
3u
 + 3w
\3z 3x
(3)
The substitution of Equation 2 into Equation 3 yields the relationship for the strain vector in
terms of the grid point displacements
NGP] w2 =
'NGP
'NGP
"NGP
(4)
and
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EC,] =
3N,1
3x
0
0
9N.
17
o
TF
0
3N.]_
0
3N.1
3x
3N.
IF
0
0
0
3N.1
32
0
3^8y
~3T
(5)
In order to evaluate the strain matrix [C], we must calculate the derivatives of the shape func-
tions, N., with respect to x, y and z. Since N. is defined in terms of C, n and t,, it is necessary
to use the relation that
3N.1
3x
M.
ay
3N.1
3z
= [J]"1
3Ni ^
IT
3Ni
3ri
3Ni
3?
where [J] is the Jacobian matrix and is easily evaluated by noting that
[J] = -^
3x By 9z
K K 3?
3x 9y 3z
3n 3n 3n
3x 3y 3z
K 3? 3?
3N! 3N2 3NNGP
3C ' 3C ' •"' 3C
3N, 3N2 9NNGp
9n ' 3n an
8N1 3N2 3NNGP
3^ ' 3C ' "•' 3?
Xl yl Zl
x2 y2 z2
XNGP yNGP ZNGP
(6)
(7)
The derivatives of the shape functions with respect to £, n and c, are given in Table 1,
x,, y, and z, are the coordinates of the element grid points, and NGP is the number of element
grid points.
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5.13.3 Stress-Strain Relations
The stress-strain relations for a general elastic anisotropic material are
(0} =
'xy
yz
zx
(8)
where for an isotropic material
rr i - ^LUeJ (1 + v)( l - 2v)
1-v
V
V
0
0
0
V
1-v
V
0
0
0
V
V
1-v
0
0
0
0
0
0
l-2v
0
0
0
0
0
0
l-2v
0
0
0
0
0
0
l-2v
and {a} is the stress vector in the basic rectangular Cartesian coordinate system, [G ] is, in
general, a full symmetric material elastic modulus matrix, e is the total strain vector given by
Equation 3, and e. is the thermal strain.
{ae}f =
ax
ay
a.z
axy
V
azx
(9)
where {a } is a vector of thermal expansion coefficients and T is the temperature distribution
Viithin the element, determined from user-specified grid point temperatures, (T }, by _
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plying the interpolating relation
n
T = l_ l^fc, n, ?)T. = [N]{Te> . (10)
( "™ I
In NASTRAN, the user may specify either isotropic material properties. Further-
••,.'e, for anisotropic materials, the user may specify the properties with respect to a particular
.. Mentation that does not necessarily coincide with the basic rectangular coordinate system.
r
,"5TRAN will then transform the material properties to the basic coordinate system by constructing
-i transformation matrix, U, such that the material properties in the basic coordinate system are
given by
[Ge]'= [U]T[Gm][U]
where [G ] and {a } are the material modulus matrix and thermal expansion coefficient vector
specified by the user.
5.13.4 Stiffness, Mass and Load Matrices
The stiffness, mass and load matrices for the isoparametric element may now be derived by
application of the principle of virtual work
6U - 6W = 0 , (12)
where 6U is the internal strain energy in the element due to a virtual displacement, 6u, and
6W is the work performed by the external loads during the virtual displacement, i.e.,
6U = /{a}T{6e}dV
V
(13)
6W = /{6u}T{p}dS + /{6u}T{F}dV
S V
where {p} and {F} are 3 x 1 vectors representing surface pressure and body forces, respectively,
in the x, y and z directions, and the integrations are performed over the element volume, V, and
surface area, S, on which the pressure load, p, acts.
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Substituting Equations 2, 4 and 8 into Equation 13 and applying the principle of virtual work,
Equation 12, yields
or, for any virtual displacement
QQ G 6
where [K ] is the element stiffness matrix and {Fe> is the element load vector to surface
pressures and temperature.
Stiffness Matrix
[Kgg] = /[C]T[Ge][C]dV , (16)
whero the infinitesimal volume is in terms of the curvilinear coordinates, £, n and t,,
dV = dx dy dz = det.[J]dC dn dc . (17)
Surface Pressure Load
{Fp} = /[N]T{p}dS . (18)
Thermal Load
{FT> = /[C]T[6e]{«e}[N]{Te}dV . (19)
For dynamics problems, the mass matrix is also required and is easily derived by adding the
kinetic energy to Equation 12. The result is:
Mass Matrix
= /[N]T[N]pdV , (20)
V
where p is the mass density.
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5.13.5 Numerical Integration
The integrals in the isoparametric element stiffness, mass and load matrices are evaluated by
the use of numerical integration. The Gaussian Quadrature Formula (Reference 6) is used in
NASTRAN. Thus, for example, the stiffness matrix is calculated by the triple summation
[K] = / / / [C]T[GJ[C] |J| d C d n d ? = I I I H. H. H.([C]T[G ][C]) |J| ,(21)
-1 -1 -1 e i=l j=l k=l 1 J K e
where the weight coefficients H and abscissa S are given in Table 2. Note that the triple
X- Xj
product matrix operation in Equation 16 as well as the determinant of the Jacobian, |J|, must be
evaluated at each integration point. This process could be very time consuming, and requires that
efficient programming practices and mathematical techniques be used to minimize this time. In
NASTRAN, for isotropic materials, the triple product in Equation 21 is explicitly evaluated to
avoid calculating zeroes and thereby minimizes the number of mathematical operations performed.
The number of integration points needed to evaluate the stiffness, mass and load matrices
depends on the element geometry, displacement function and material property variations. Elements
which are extremely distorted from a rectangular shape require more integration points. Best
results, however, are obtained using rectangular elements as far as possible, and, therefore,
extremely distorted elements should be avoided (References 8 and 9). It has been found that for
most problems satisfactory results may be obtained using a 2 x 2 x 2 integration mesh for the
linear element and a 3 x 3 x 3 integration mesh for the quadratic and cubic elements. These
meshes are used as default values in NASTRAN. However, since good results have also been reported
using smaller meshes than suggested above (References 7 and 8), the user has the option of speci-
fying the integration mesh size.
5.13.6 Transformation from Basic to Global Coordinates
As previously stated, all computations for the isoparametric elements are carried out in the
basic coordinate system. If the global coordinate system at any grid point is different from the
basic system, NASTRAN transforms the final matrices and vectors into the global coordinate system
using the appropriate transformation matrix, [T.], corresponding to grid point i. This calculation
is identical to that performed for the other elements in NASTRAN.
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5.13.7 Stress Recovery
Element stresses may be obtained by combining Equations 4, 8 and 9 to yield
M = [Ge]([C]{ue> - {ae)[N]{Te» , (22)
where the matrices [C] and [N] are functions of the element coordinates £, n, and z. In NASTRAN
these stresses are calculated in the basic coordinate system and they are printed at the following
locations, depending on element type,
a. Linear Element - Eight corner points and at center of element.
b. Quadratic and Cubic Element - Eight corner points, center of each edge, and at center of
element.
The principal stresses, principal angles, mean stress and octahedral shear stress are also
computed and output at every point at which the basic stresses are computed. The mean stress, or
hydrostatic pressure, is given by
I K + °y + az> ' ' (23)
The octahedral shear stress is given by
[(Sx + a/MS +o/MS2 + on)2]]1/2'' , (24)
where S , S and S are the three principal stresses.A y z
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(a) Linear
(b) Quadratic
(c) Cubic
Figure 1. Three isoparametric elements
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Table la. Isoparametric shape functions and
their derivatives for linear element - 8 grid points
where
CORNER GRID POINTS
= ± 1 , ri = ± 1 , C = ± 1
' ff 0 *
3N
8N.
3N . ,
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Table 1b. Isoparametric shape functions and their
derivatives for parabolic element - 20 grid points
CORNER GRID POINTS MID-SIDE GRID POINTS
N1 -
3N.
3N
3N,
MID-SIDE GRID POINTS
n0 + c0 - 2)
= o, n- = ±1 , c = ±1
Ni =
3N,
3N.
MID-SIDE GRID POINTS
Ci = ± 1 , nn. = 0, c1 - ± 1
N1 = J-0 - n2)(1 + 50)(1 + c0)
^-iO-n'Xl*^
3Ni 1
3r| t o 0
3Ni 1
C1 = ± 1 , n1 = ± 1 , ?i = 0
H i - J - O -C2)0 tgo+n,,)
9Ni 1
3Ni 1
8Ni 1
where
n0 = nn,.,
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Table lc. Isoparametric shape functions and
their derivatives for cubic element - 32 grid points
CORNER GRID POINTS
no)(1
8N.
 g
3N. _
 g
~W 6T
- 19) + 25]
- 19) + 2n]
n2 - 19)
MID-SIDE GRID POINTS MID-SIDE GRID POINTS
= ± 1 C i = ± 1 ' n i = ± T ' S ' = ±1
3N
9N.
MID-SIDE GRID POINTS
= ± 1 .
3N,
3N
nQ =
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Table 2. Gaussian quadrature formula
I l l n n n
/ / f(x, y, z)dx dy dz = I I I
! /] -1 i=l k=l J-l
n
2
3
4
Abscissa (s)
±0.57735026919
±0.77459666924
0.0
±0.86113631159
±0.33998104358
Weight Coefficient (H)
1.0
0.55555555555
0.88888888888
0.34785484514
0.65214515486
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7.1 INTRODUCTION
The term "differential stiffness" applies to linear terms in the equations of motion of an
elastic body that arise from a simultaneous consideration of large, nonlinear motions and the ap-
plied loads. The theory of differential stiffness is not an exact theory and it involves inherent
assumptions that are arbitrary and that may be changed depending on their practical effect. The
approach presented here to the theory of differential stiffness is based on Lagrange's equations
for the motion of a system with a finite number of degrees of freedom. This approach is useful
because it points out some of the assumptions and limitations of the general theory.
Consider a system with a finite number of degrees of freedom, q ; with a set of springs whose
potential energy is V; and with a set of loads, P,, applied to displacements u,. The equations of
u a
motion for the system may be written
f^ = Qr r = 1,2, 3, . . . n , (1)
where the generalized force
8u
W is the work done by the external forces. It is assumed in the theory of differential stiffness
that the potential energy is a quadratic function of the degrees of freedom, i.e.,
V = 1 I a-.q.q. , (3)
" i,j 1J J
9uabut that the partial derivatives, -—-, are not necessarily constants.3qr .
As a simple example to illustrate concepts, consider a pendulum with spring restraint shown
on the following page.
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vs.
The potential energy of the spring is
1 2 (4)
C. \1
The displacement at the point of application and in the direction of the applied load is
(5)u, = s.(cose-i) ,
a
so that as a result of Equations 1 and 2,
(6)
At this point the term on the right is linearized with the result
(K = 0 (7)
Pi is the "differential stiffness".
a . . . . . . .
In a practical problem with many degrees of freedom it is difficult to calculate the partial
derivatives appearing in Equation 2, primarily because the points of application of the loads may
be remote from the degrees of freedom. The problem is simplified by replacing the applied loads
by a statically equivalent set of loads acting directly on structural elements, such as are used
in free body diagrams. The generalized forces Q are then computed from the work done by the load
subsets for individual elements and Equation 2. As an example consider the following pendulum.
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The single load P is replaced by the following pair of equivalent loading systems
a
The work done by loading system (1) during general motion is:
(8)
while the work done, by loading system (2) is:
(9)
It may be concluded, by referring to Equation 2 and linearizing, that Pa J!^ is the differ-
ential stiffness for 6-, and that P 19 is the differential stiffness for 69.I d t i £
It is important to observe that the equivalent loading systems remain fixed in magnitude and
direction, and move with their points of application during motion of the system, so that the
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equivalent loading systems are in equilibrium with each other .during -the motions. This implies
that the actual applied .loads also remai-n 'fixed in magnitude and direction and jnove with their
points of application.
The Lagrangian discrete element approach can be applied to a general elastic body, if it be
imagined that the body is made up of infinitesimal cubes, each of which is joined to its six
neighbors by a universal, joint at the midpoint of each face. For a given static loading on the
body the stress distribution is computed throughout the body, ignoring differential stiffness ef-
fects in the process, this internal stress distribution is taken as the equivalent loading, and
is applied to each cube in turn to determine the differential stiffness for the cube.
The degrees of freedom for each cube are taken to be its three translations, three rotations
and six elastic strains. It is clear that not all of the degrees of freedom can be independent,
in view of the attachments to other cubes. It is, however, permissible to consider them to be in-
dependent in computing the work done on each cube.
The work done by the static loads is computed for general motions of the degrees of freedom
using Equation 2. The terms in the differential stiffness matrix for the cube are then computed
from
for the condition q = q = 0, which is the linearizing assumption.
Consider a view of a unit cube from the positive z axis shown on the following page. During
general motion the loads applied to the cube remain fixed in magnitude and direction and remain
attached to the midpoints of the faces. It is clear that no work is done on the cube during trans-
lation because the forces acting on the cube are in equilibrium. The strains are eliminated from
consideration on the assumption that they are small compared to the rotations. This assumption is
not essential, and it may be removed in cases, such as occur in built-up structures, where the
elastic resistance to some strain components js small. The remaining degrees of freedom, the ro-
tations, are the only significant ones.
During a rotation about the z axis, point (T) in the following figure moves to the left by
the amount -?> (1 - coswz) and moves upward by an amount of i sinu . The work done by the forces
acting at point (1) during rotation about the z axis is
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W, = - o-(l - costo )a + -5- sinto -T
\ y £ • £ - £ A £ L . A j r (11)
xy
The total work done by all forces is
= - (1 - cosuz)(ax + a ) (12)
so that the differential stiffness, for rotation about the to axis is, from Equation 10
zz (13)
For the case of general motions to , to , and to considered simultaneously, first compute thex y z
work done by the force components in the z plane shown in the above figure. The work for other
force components can then be evaluated by permutation of indices. The work done in rotations to ,
X
to , and to by the normal stresses, a and o , is, (for small to)
•/ " . y
(14)
The cross-product to to also produces work via the shear T Consider that the rotation to occurs
X y Xjr X
first, causing outward motion at point (2) and inward motion at point (4) both approximately equal
to p wx- A subsequent rotation to , about the original y axis, produces motion at points (2) and
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1(4) approximately equal to ~- u w in the direction of the applied shear loads. The work done isf. x y
therefore
W
The same result is obtained if the order of rotations is reversed, the work being done, how-
ever, by the shear forces on the vertical faces. Thus we conclude that Equation 15 is correct for
any general small motion.
The total work done by all components of force on a cube of volume AV is, by extension of the
above results,
AW = -4LV ay)
-
 2(WTxy " - 2w jVzx] (16)
The matrix of differential stiffness coefficients for a cube of volume AV is, from Equation
10
= AV
-
-
Tzx
I
I °x * °y
(17)
The above general result is Applied, in subsequent sections, to the evaluation of differen-
tial stiffness matrices for specific structural elements. The steps for including differential
stiffness in a problem are
1. Solve the linear static response problem for the structure in the absence of differen-
tial stiffness, and compute the internal forces in elements.
2. Using the results of Step 1, calculate the differential stiffness matrices for individual
elements, and apply the standard reduction procedures (constraints and partitioning) to
form the differential stiffness matrix [K ] in final form.
act
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3. In buckling problems, find eigenvalues and eigenvectors for
[K.. + X K d]{u} = 0 . (18)
aa aa
The eigenvalues are the factors by which the applied static loading is multiplied to pro-
duce buckling.
4. In response problems in which the stiffening effect of a static preload is desired, add
K to K I and proceed in the normal manner.[_ aa J j_ aaj
At present, rigid formats which include differential stiffness are provided only for the buck-
ling problem and for static problems in which the applied load is a multiple of that used to calcu-
late [K ], (see Section 3.2). Other applications of differential stiffness, such as its inclusion
in dynamic problems, can be treated by using the ALTER feature, Section 1.3, to modify one of the
rigid formats.
An important limitation of the automatic procedures provided with NASTRAN is in the assumption
that the applied loads from which the differential stiffness is derived remain fixed in magnitude
and direction during motion of the structure, and that their points of application move with the
structure. An example in which the direction of the load changes is the buckling of a container
loaded by external fluid pressure. An example of a stability problem in which both the magnitude
and direction of the loads change is the development of a bulge on a balloon. In such examples,
the burden is placed on the user of NASTRAN to prescribe .the additional stiffness terms (via di-
rect stiffness matrix, input) that result from changes in the magnitudes or directions of applied
loads. Such terms are usually unsymmetrical. Dynamic routines (complex eigenvalue extraction,
and frequency response) are then used to solve the problems. The frequency response module pro-
vides the means for solving static response problems with unsymmetrical stiffness matrices. The
user selects the frequency to be zero.
The algorithm has been changed in Rigid Format 4 (Static Analysis with Differential Stiffness)
to iterate the differential stiffness calculation. The idea is that, in general, since [K ] is a
function of {u}, a better solution will be obtained by using the most recently updated value of
{u> in computing [K ]. In its simplest form the iteration algorithm is
[K + Kd(u.)]{ui+1} = {P} , . (19)
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where the subscripts i and i+1 refer to the ith and i+lst iterations. It is by no means self-
evident that the algorithm will converge to a better solution than simply basing [K ] on the
elastic solution {u^ , or, indeed, that it will converge at all. Mathematical analysis shows
that iteration is equivalent to retaining some, but not all, second order terms in the cal-
culation of the differential stiffness.
Figure 1 shows the results of applying various methods to a simple problem. The structure
consists of a hinged rigid rod with an over-center spring attached to one end. The spring is
assumed to be long enough that movement of the attachment point does not significantly change
its direction. It is clear, from the results, that the iterated differential stiffness solution
is a significant improvement over the one-step differential stiffness solution, but that it still
differs considerably from the correct solution.
The mathematical development of the iterated solution for this simple case is as follows.
Let the force in the spring be F, and let the lateral deflection at the end of the rod be u.
Then the compressive load in the rod is F/./2" (for small motions) and the linearized differential
stiffness presented to u is, according to Equation 7,
Kd = -F/JV2" (20)
The force in the spring is related to u by
I F = Ku/vT , (21)
t
so that ;
Kd = -Ku/2fc . (22)
In addition, the linear elastic stiffness presented to u by the spring is
K* = K/2 (23)
The explicit form of the iteration algorithm corresponding to Equation 19 is
U Ku (24)
or
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(25)
Both the lower (stable)branch and the upper (unstable) branch obtained by replacing u. and
u
-j+-| by u are plotted in Figure 1. Convergence to within one percent of the lower branch is
obtained in three iterations for P/£K = .10. The algorithm is divergent for P/£K > .125, the
stability limit.
As a matter of practical computation, Equation 19 is inconvenient because it requires
decomposition of [K + K (u..)] at each iteration. Improved efficiency could be achieved by
moving [K (u.)] to the right hand side. Convergence would, however, be adversely affected.
As a compromise [K (u.)] is replaced on the left by an approximation [K (u )] where {u } is
initially the linear elastic solution. The quantity, (u }, may be updated at a later iteration
if it is advantageous to do so. The iteration algorithm used by NASTRAN is
[K + Kd(ue)]{ui+1} = (P> + [Kd(ue) - Kd(Ul)]{Ul}
(26)
= (P> + [Kd(ue - Ui)]{Ui} = {P.}
where the second form follows from the linear dependence of [K ] on its argument.
Criteria are needed to determine when the solution is sufficiently converged, and when (if
at all) {ug} should be updated to be the current estimated solution, {u.}. These criteria are
computed automatically from parameters supplied by the user.
Convergence is deemed to have been achieved when the difference between successive right
hand sides of Equation 26 is sufficiently small. A weighted criterion for this event is that
(27)
where e is a user-supplied parameter and {P.} is the right hand side of Equation 26 at the ith
iteration.
If an exponential decay in the error is assumed, and if X = £•_•)/£• is the ratio of the
error on two successive iterations, then the number of additional iterations required to achieve
the desired accuracy is approximately
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log -
Exponential decay will be approached after a few iterations for algorithms having the general
form of Equation 26, as may be inferred from the analysis of the NASTRAN algorithm for nonlinear
steady-state heat transfer in Section 8.
The number of additional iterations, N-, may be used in conjunction with the known computer
times for matrix decomposition and for one cycle of iteration, to decide whether it is more
efficient to continue iterating or to "shift," i.e., to replace (u } by the current approximate
solution. A flow diagram for the logical steps involved in deciding when to stop, and whether
to "shift," is shown in Figures 2a and 2b. In the diagram, 6 is a user-supplied parameter equal
to his estimate of the number of iterations that will be required for convergence after a shift
has occured.
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Figure 1. Solutions to simple nonlinear problem.
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ENTER J
Yes
c IGo to C
No
1 r
Set EXIT
Flag (CONVERGED)
N = log
N. = current step number
N. = limit on steps
T. = inner loop time
T = outer loop time
Tr = time remaining
3 = shift factor
Figure 2a. Flow diagram for module DSCHK (first part).
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Set Exit Flag
(insufficient time)
Write test flags and set
parameters. Return.
Figure 2b. Flow diagram for module DSCHK (concluded).
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7.2 RODS, BEAMS, AND SHEAR PANELS
7.2.1 Extensional Rods
The calculation of differential stiffness for an extensional rod is particularly simple. If
x axis is selected to coinc
work done by static preload is
the ide with the axis of the rod, a is the only nonzero stress and the
2 vu<y (i;
where a is the length of the rod, A is its cross-sectional area, and to and to are rotations about
transverse axes. F is the axial force in the rod. Consider the following diagram.
xa
The rotations are computed from deflections at the ends
= (uzb
(uya - :uyb)/t- - .- -
Thus _the..wor_k done by a is
' V'2]
(2)
(4)
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The differential stiffness matrix is given by
fya
fyb
fza
fzb
F
A
T
1 - 1 0 0
- 1 1 0 0
0 0 1 - 1
0 0 - 1 1
u
uyb
uza
uzb
(5)
Note that F is positive for tension.
7.2.2 Quadrilateral Shear Panels
Treatment of differential stiffness for the quadrilateral shear panel is simple because the
forces exerted on the shear panel are directed along the principal diagonals as shown below.
Forces F, and F~ are evaluated from corner displacements during stress data recovery (see Section
5.3). The diagonals are treated as'independent extensional rods, for the purpose of calculating
differential stiffness. The resultina matrices are then transformed from element coordinates,
which are oriented parallel and perpendicular to the diagonals, to grid point coordinates. Details
of the procedure are described in Section 8 of the Programmer's Manual.
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7.2.3 Prismatic Beams
The differential stiffness matrix for a prismatic beam (BAR), is relatively complicated if
the effects of moments and shears as well as of axial force are considered. This is done in
NASTRAN in order to achieve generality of application. Consider a small length of prismatic beam
shown below.
VMz'V9z
Vy.My.Uy.8y
Fx'T'V9x
All forces, moments, displacements and rotations follow right-hand rules. The—rotations of
an infinitesimal element'located within the beam are aTso indicated in the figure.
For a prismatic beam the stress components o~ = a = T =0. Thus the energy due to static
pre-load can, from the general theory developed in Section. 7.1, be expressed as
"
 2u)
xVxy
where the integration is carried out over the entire volume.
X Z (6)
The rotations appearing in Equation 6 are related to the motions that define the position and
orientation of the beam axis by the following formulas.
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3u 88
89
E uy - Z9x
The rotations w and u appearing in Equations 8 and 9 are the rotations of filaments origin-
ally parallel to the x axis. They differ from the average rigid body rotations by one half of the
corresponding shear angles. It is clear that they are the correct rotations to use for the axial
stress terms in Equation 6, and it can be shown that they are also correct for the shear terms.
Equation 6, written in terms of the local slopes of the beam axis, is
U7 + yev )2 + K - zev )2L A y A
The terms in the differential stiffness matrix are obtained from
Kin.d = --^ - , (11)
J
 3U-3U.
• J
— — ' ' ' T
where ui is an element of {u,.} = Lu » U2 ' ex ' ex-^ ' Tnus= for a differential element of
length dx
„ d
= JaxdV = Fxdx , (12)
K15d = 0 , (13)12
d
K13
K d14
= - |zaxdV = - Mydx , (14)
= - JTzxdV = - V.,dx , (15)
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K22 ' KdV = Fxdx •
"23 = - Mzdx
K24 = IVV = VX '
=,(il) Fxdx
"34
K u = 044 U •
(16)
(17)
(18)
(19)
(20)
(21)
In Equation 19, I is the polar area moment of inertia about the centroid and A is the cross-
sectional area. It is assumed, in Equations 19 and 20, that the cross section is symmetrical
about the y and z axes. The assembled differential stiffness matrix for an incremental beam of
unit .length is
uy uz V 6x
F
x
0
0
Fx
y
_
-MZ
!
~F~
-M -M ., _A
-
Vz
z
 H A
Vy 0
-V
z
vy
0
0
(22)
The energy due to static preload for the entire beam can now be written as
(23)
In order to obtain the differential stiffness matrix in terms of displacements at the ends of
the bar, {u }, let the relationship between local displacements {u.} and {u } be
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' (u.} = [D]{ue> . (24)
The differential stiffness matrix referred to {u } is related to the energy by
so that, substituting Equation 24 into Equation 23 and comparing with Equation 25
[Keed] = j [D]T [Ki:jd][D]dx . (26)
a
The result clearly depends on the form .assumed for the terms of the [D] matrix. Let us con-
sider, for example, only the first row of [D],. which gives the bending slope u . If it is assum-
ed that the variation in displacement is linear, i.e., if
i
'
 uy' = I ("ya - V • (27)
then the terms in [K ] corresponding to u and u . are
[Kee°] = i^ J . (28)
which is identical to the result for an extensional rod expressed in Equation 5.
More accurate results are obtained if the elements of [D] are chosen to correspond to the de-
flection functions for beam bending.' '
Since the deflection function for a uniform beam is a cubic function of distance from one end,
the slope will be a quadratic function. The exact relationship between u and end motions is,
neglecting transverse shear strain,
^ 'H. C. Martin, "On the Derivation of Stiffness Matrices for the Analysis of Large Deflection and
Stability Problems", Univ-. of Wash., Dept. of Aero, and Astronautics Report 66-4, June 1966.
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•uy = (x - X2)(uya - uyb)- 9za(27 - 3x2) + 62b(l - 4x + 3x2) , (29)
where x^ = x/2 .
Similarly
uz' = f (* ' p)(uza - uzb> + 9ya(2* " 3*2) ' 9yb(1 ' 4* + 3p) ' (30)
and
9x = x exa + (1 ' x) 6xb
9x' = I (Qxa - V •
The coefficients appearing in Equations 29 through 32 are the nonzero terms in the [D] matrix.
Substitution of the coefficients and Equation 22 into Equation 26 results, upon integration, in the
differential stiffness matrix shown on the following page. For example, the leading diagonal term
is
? 6Fy16 Fx (x - x2)' dx = 5^- . (33)
In .performing the integration the variations of the bending moments with distance,
My = *Mya - (1 -7) Myb , . (34)
M = 7 M (i _ 7) M. , (35)
t. £.a £.\j
are used. Note that the convention for positive direction of end moment gives M = - M . and
Mz = - Mzb at x = 0 .
The final operations on the differential stiffness matrix are to remove the effects of pin
flags (which constrain one or more of the end forces and moments to zero value) and to transfer
the resulting matrix from element coordinates to grid point coordinates. See Section 4.87 of the '
Programmer's Manual for details of the procedure.
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ya
za
xa
za
> =
V
zb
,
xb
yb
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0
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(36)
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7.3 PLATES
7.3.1 The Energy of Differential Stiffness
The coordinate system for the basic triangular NASTRAN plate element is shown below.
Figure 1. Plate element.
The stress distribution in the plate is:
a, = 0
0., = a Vx ux I
3 = ay y
T.... = T
M z
xy
xy • xy I
xz
x
h
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0 , 0,0 are average in-plane (membrane) stresses ,
x y xy . -
M , M , M are bending moments,
x y xy
V , V are transverse shear forces,
x y
/ h \I is the bending coefficient ( -r? for a homogeneous plate) .
Applying Equation 1 to Equation 16 of Section 7.1 and integrating over the depth of the plate
h , _ h(- j < z < 2) results in the energy per unit area of the plate.
(5
' VzVx " (2)
The last three terms involve rotations about an axis normal to the plane of the plate and
2
they are frequently omitted in buckling analyses. The u term, however, is important for the
overall buckling behavior of a built-up beam-like structure and will be retained. The terms
proportional to V and V will be omitted.
x y
The rotations are expressed in terms of displacements as follows:
3w 3y
2 l3y " 3zJ '
3w
3x
3v 3u
2 l3x " 3yJ '
(3)
Equations 2 and 3 are the basis for calculating differential stiffness of a plate on the
assumption that the strains are small compared to rotations. This assumption will not be
made. In removing it, the inplane rotations, u and u , will be treated differently than the
x y
normal rotation o> . The transverse shear strains are
^x
Yy
3w
3x
3w
3y
+ *± =3z
+ 3v _
3z ~
S * » -
3w
3x " a
(4)
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so that
(5)
The transverse shear strains, y and y , are usually small and unimportant. They are, how-
x y
ever, important for sandwich plates with stiff face plates and a soft core. For such plates, the
dW 9wrotations ui and w,, should be replaced by -5- and - -5- in Equation 2 as can easily be shown.A y — ' ' dy ox
Consider the term j u a in Equation 2 for a sandwich element that is subjected to simple shearc. x y
as shown below.
Figure 2. Shear deformation of a sandwich plate.
The core material is subjected to a\shear strain, y , and also experiences a volume change,
1 9AV/V = - 2" Yy> which produces tractions tending to increase the length of the face plates. Since
the face plates are stiff compared to the core material, they will not change in length and the
energy due to differential stiffness is simply
AW = Ac I 5y /3w\2l a y / - ' (6)
where A is the cross-sectional area of the face plate material. It is seen that Equation 5
3w
would give a different result. For sandwich plates u should, therefore, be replaced by -r- in
A Ojf
3wEquation 2 and u) should be replaced by - ~- . Since the shear strains are small for other types
y OA
of plates, these substitutions will be used in all cases.
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The situation with respect to the normal rotation, <o , is much more delicate, and a correct
treatment of the effect of strains depends on assumptions regarding the behavior of materials with
finite strains. Biov , has developed the following formula
stiffness of compressible materials in plane strain problems.
 for the energy of differential
U 2 z xy].*•,[1 27 0)z z xy Txy(ey ' Ex)a)z (7)
where
£xy = 2 \9x + 3y
.
3x (8)
An independent proof of Equation 7 is as follows. Consider a unit cube under a constant
axial tension which undergoes shear strain as shown in Figure 3.
y»v
x,u °v
Figure 3. Shear deformation of a unit cube.
;Biot, M. A., Mechanics of Incremental Deformation, Wiley & Sons, 1965, p 136.
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The moment about the z axis due to the displaced force is
M od= Q —— .
z y ay
f\ The shear strain, y = 2evu» and the average rotation u>,, are given by the followingj - T < j\y • i
I v equations:
f-
_ 1 /8v 9U'Y
uz - 2(37 - 3y7' »
49x
Solving Equations 10 and 11:
15T = IY + wz ' (13)
The work done due to the moment is
0)
rz
M du, . (14)
Substituting Equations 9 and 12 into Equation 14 gives
W
0 = <>„ I UY-" , ) d^, - (15)
Integrating Equation 15 produces
Wa
which is the same as the second term in Equation 7. The terms proportional to a and T in
A Aj
Equation 7 may be similarly derived. In particular the term proportional to T is obtained by •
*y
considering the equivalent normal stress components in a coordinate system rotated through 45°.
In summary, the expression that is used for the energy- of' differential stiffness per unit
i
area of a plate element consists of a. part, U. , due to out-of-plane (bending) motions and a part,
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U , due to in-plane (membrane) motions
(17)
where
ax (18)
is the energy for bending motions obtained by substituting ~^- and ^- for -u and u respectivelydx dy y x
in Equation 2, and where
(19)
is the energy for membrane motions obtained from Equation 7.
The differential stiffness matrices are developed below separately for bending and membrane
motions.
7.3.2 Differential Stiffness for the Basic Bending Triangle
The notation and development in Section 5.8.2 will be used without further reference.
The out-of-plane deflections of the basic triangle are described by the polynomial
w = yyy + q-,x + qgy
(20)
where w,, a, and 6 are the out-of-plane displacement and rotation at point (a) in Figure 1.
a a a
The linear terms are combined in the equations
wx = Yx - 3a •
aa •
(21)
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The slopes of the surface at any point x, y, may be described by the matrix [H. ] where:
3x
3w~
ay
[Heq(x,y)3
"6
(22)
and
I I I I I 9 I") I -i
1 i 0 i 2x i y i 0 ! 3x -I •./ M 0 1
—-»•-- + 4--+ + -t- -~ + ^ T
0 .| 1 I 0 | x | 2y | 0 . 2xy i| 3y2J
(23)
The differential stiffness in terms of the slopes at any point x,y, is given by the equation
Kde
ij " 96^6. dA (24)
Substituting Equation 18 into Equation 24 results in the matrix:
[Kde] = h
xy
L xy
dA (25)
The differential stiffness for the-entire plate in terms of generalized displacements,
|wx, wy, q^ q2, .... q6j is the integral:
= h f [Heq]T[Kd8][H6q] dA . (26)
Explicit formulas for the terms of [K q] are given in Table 1 in terms of integrals I. . defined as. 
Ikt = h f x V d A .
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The integrals are easily evaluated by using the natural coordinate functions f. defined by
the equation:
r(x,y) = f.^ + f2r2 + f^ , (28)
where r is a linear function over the area, and r, , r2, r3 are the values of the function at
gridpoints a, b, and d, respectively, in Figure 1.
Since x and y are obviously linear functions we may use the equations:
A ~ ToArt T" T T X o
(29)
note: x^ = y1 = y2 = 0--
A property of these transformations is that:
fa M fY dA - ?A aiP'Y! _. t™\Tl T2 T3 QA " ^M (2 + a +6 + Y)! ' ( '
Substituting Equation 29 into Equation 27 results in the function:
( (fzx2 + f3x3)k fj dA . (31)
A
This expression, with the aid of Equation 30, is used directly to evaluate the integrals.
For example,
I22 = hy3 [ ]_f\ f* x2 + 2f2 f3 x2 x3 + fj x3] dA . (32)
Using Equation 30 for each of the three terms, produces the result
o
(33)
7.3-8 (4/1/72)
PLATES
The remaining task is to define the variables w , w , and {q} in terms of the displacements of the
x y
connected points. In this connection, the following matrix equations are taken from Section 5.8.2.
} = [H]'11,^.} - [S]{ua}J , (34)
(35)
where
wh
(36)
(37)
In the actual application, three 6x3 matrices are generated by multiplication and partitioning
as follows:
[Ha] = -[H]'1 [S] , (38)
-1[Hb ! Hc] = [HI'1 . (39)
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The generalized coordinates are then related to gridpoint displacements by
= CCa](ua} + [Cb](ub} + [Cc]{uc} , (40)
where, using Equations 21, 34, 35, 38, and 39:
tV =
0 0 - 1
0 1 0
0
(41)
[cb] - (42)
Ccc] =
Pell
(43)
The differential stiffness matrices in terms of the displacements at the corners of the
triangle are given by the matrix [R ], where
[Kdt] = >] [C cc] .
-..dt I .dt I ..dt -
Kaa I Kab I Kac
1 +
.dt I .dt I .dt
Kba i Kbb i KbcI i
.dt I .dt I .dt
-ca ' Kcb i Kcc-l
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7.3.3 The Membrane Triangle (TRMEM) and. Quadrilateral (QDMEM)
For out-of-plane motion the membrane triangle is assumed to rotate as a rigid body. The
energy is expressed in terms of rotations w , w , <o , and strains e , e , and e , assumed
x y z x y xy
constant over the surface of the triangle. From Equations 17, 18, and 19:
U
 * T[ 5x uy + 5y wx - 2~TxyVy + °x (<*z + 2uzexy) + 5X ~ 2Vxy> + 2\y(ey ' e x ) w z '
(45)
where hA is the volume of the element.
The differential stiffness matrix in terms of the rotations and strains is
where ^ = ^ , uy o)z, EX, ey, e^.
The rotations and strains are related to corner displacements by
v2 + [c] v3 > = [c c j c u g ) = [cd]{ue>.
u,
(47)
The differential stiffness in terms of the corner displacements is
[K^e] = [Cd]T [K^][Cd] (48)
The elements of matrices [K^], [Cd], [C^], and [Cd] are shown in Table 2.
Quadrilateral elements (QDMEM) are treated as overlapping pairs of triangular elements for
the calculation of elastic stiffness, and their differential stiffnesses are similarly treated.
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7.3.4 The Triangular Composite Elements (TRIA and TRIA2)
For inplane motion, the elements are assumed to have constant rotation and strain. For this
purpose, the equations for the triangular membrane, Equations 45 - 48, are used with no contribu-
tions from w and o> . •
For out-of-plane motion, the element is assumed to have the same deflected shape as that
assumed in generating the elastic stiffness matrix. The inplane stresses are calculated using the
membrane properties. The centroid of the triangle is used to divide the triangle into three sub-
triangles as shown in Figure 4 below.
Figure 4. Clough triangle.
The displacement of the center point is constrained to produce compatible slopes, I|K ,
between adjacent triangles, see Section 5.8.3.3.
The calculation procedure is as follows. First, the partitions of Equation 44, are generated
for each subtriangle. These matrices are then transformed to the element coordinate system and
added to produce [K^] where i ,j = 1, 2, 3 or 4.
The equations of slope constraint are
[G3]{u3] (49)
^3
where Aiji-i ,
and
K are the differences in slope between adjacent triangles when point 4 is free,
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, etc., are the displacements of the corner points in the element coordin-
ate system. See Section 5.8.3.3 for details.
Applying the equations of constraint to eliminate the elements of {u.} results in the
differential stiffness matrix of the element, [K°J, referred to the vertices of the composite
triangle. Each partition of the matrix corresponding to points i and j is:
(50)
7.3.5 The Quadrilateral Composite Elements (QUAD1 and QUAD2)
These elements are composed of four overlapping triangles. The inplane differential stiff-
ness of each triangle is calculated with the same equations as the membrane triangle, Section
7.3.3, except that the 01 and u terms are ignored. For out-of-plane motions, the element is
x y -
assumed to lie in a plane, parallel to, and midway between the diagonals. The corners of the
element are connected to the four grid points by rigid bars. The inplane stresses 0 , 0 , and T
x y xy
are calculated independently for each triangle and the differential stiffness is calculated using
the equations given in Section 7.3.2. The differential stiffness matrix terms for each triangle
are then transformed to the element coordinate system and added.
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Table 1 Elements of ;[K q]
The .elements of the (8 x 8) differential stiffness matrix [K ^] are evaluated below from
Equation 26. The matrix is symmetric so only the upper triangle terms are given. The superscript
( ^) is omitted for convenience.
=
 v'oo
T loo
13
14
i6
°
ho
K17 = °x 1Q2
3T I02
22 = °y J00
23
K2 =
 T
K25 = 2oy
K27 = T J02 4
K28 = 3oy 102
K33 = 4ox !20
K34 - 2K hi
K35 = 4T l l l
Tl10
2T
2a
T I9n)
"38
46
48
6T-I12 -=*
"57 - ^L
K58 = 6°y
"66 " *°x '40
K67 ' 3K !22
68
77
"78
88
3 T l 12 2a
2a
J31>
4T
2
°y !13)
4a
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fable 2 Matrices for the TRMEM Element.
°y "V °
[K|J] = At
xy x .
0 0 (ax+oy) -Txy rxy (ax-ay
0 0 - T 0 0 0
"
o ° V ° ° °
0 0 ( a - a ) 0 0 0
x y
The corresponding degrees of freedom are:. u> , u> , u> , E , E , and e ;)
x y z, A y AJT
[cj] =
[cj] =
0 0 Y3-Y2
o o Y!
-^ r1 ~T °
~
Y1 0 0
o Y3-r2 o
- * P - % ° _
0 0 -Y3
0 0 -YI
T T °
Y] 0 0
0 -Y3 0
-T T °
•
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' - 1
--"-."- • ' ' - . - - • • • . - ' . - . - - - - - " -
:
 V ^ic*]"-^
; . '- - ' -- ' -• -- 3 -.- ,-*
T — .-; n- - _• - • • - — '. • ._ .^.-
: - . - . - . - -.. -
0 0 Y2
0 0 0
- • I ' l
- -%- o o .;
1) :0 0
0 YZ 0
T ° i -° • -
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7.4 THE CONICAL SHELL ELEMENT
The elastic stiffness matrix for the conical shell element is derived in Section 5.9. The
differential stiffness matrix due to staticjaxi symmetric preload is derived here using the nota-
tion and the results of Section 5.9 and the general theory of differential stiffness developed in
Section 7.1.
7.4.1 General Method
The static preload used to generate differential stiffness must be axisymmetric because an
unsymmetrical distribution of preload provides an unsymmetrical distribution of differential stiff-
ness, thus violating the symmetry assumption of the conical shell element. Furthermore, the ef-
fects of static bending moments and transverse shears on differential stiffness will be neglected,
which is the usual practice in the analysis of the buckling of shells, leaving only the direct
membrane stresses, a and cr. , of zero harmonic order as contributors to differential stiffness.
The stiffening effect of membrane shear stress of zero harmonic order, a . , is not axi symmetric,
since shells that have been subjected to a clockwise twist can be distinguished from those that
have been subjected to a counter-clockwise twist.
The potential energy of differential stiffness .for a conical shell element can be written as
follows, using the result given in Equation 14 of Section 7.1.
(Fso
F and F are the direct membrane forces per unit width of zero harmonic order in the meri-
dional and azimuthal directions, to,, to and to are j-otati ons about the orthogonal axes defined in(p 5 W . .
Figure 1 of Section 5.9. The rotations to, and w should be computed from translational motions
normal to the neutral surface rather than from the tangential motions of points on the inner and
outer surfaces. They are, therefore, equal to the quantities a and 6 in Equations 37 and 38 of
Section 5.9, with the transverse shear strains, YS and yd> set equal to zero, to is identical to
9 given by Equation 42 of Section 5.9. Thus the rotations -are related to translational displace-
ments by
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3w
3?
1 fau . usinifr 1 3vl
ww ~ ' 2 [as r " r 3<|>J
The rotations have the following harmonic dependence
m m ^
u, = I u>, cosn* + o). + 7 a), sinnd) ,
m ,
u = I to' sinn* + to" - £ u>" cosn* , (3)
s
 n=l sn so n=l sn
I "
m j. m j.
J ': • Vto. si nnd) + to - /to cosn* .
_i v^n wo _•• wn
As with all other displacements and strains, the harmonic coefficients of different harmonic
orders are uncoupled, and the starred and unstarred coefficients of the same harmonic order are un-
coupled. By virtue of these facts, Equations 2 can be written for each harmonic coefficient as
follows
sn r n r n
"Vm 2 I 3s ' r un ' r vn | ' '
and similarly for the starred coefficients. , '
The potential energy of differential stiffness can be separated into independent terms
m * m *
v = v + 7 v + v + V v l ^ \vd vdo £ vdn vdo _', vdn * (*>
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where, performing the integration with respect to
V,_ = TT f F_V.-rds
1 r"do " JQ 'so
1
" <()0
"do
vdn
VsV (FSO FA )o>*(j>0 WO rds
rds
(6)
(7)
(8)
The form for V , is identical to that for V . with the substitution of starred coefficients.
It is convenient to define the following diagonal matrix
(9)
and also
Fso
0
0
0
F4io
0
0
0
Fso + F<j>o
sn
wn
so
wo
(10)
(11)
so that Equations 6, 7, and 8 can be written as
= " f {wo}T
* n
Vdo + Vdo rds (12)
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and
Vdn ' f I K>'[<vm>ds n>0 . (13)
The Fourier components of rotation are related to the independent constants {q } by
(14)
so that
Vdn = 'V V . 06)
, i
i
and
where
and
tH rds . (19)
are the differential stiffness matrices referred to the independent constants. (Note that the
differential stiffness matrices for starred and unstarred coefficients are identical.) The dif-
ferential stiffness matrices referred to the degrees of freedom for the element, (u }, are
= [Hu q- ] [ K ; ] [Hu q- ]n n > 0 . (20)
Formulas for evaluation of the elements of [H ] are given in Section 5.9.
The remaining task is to derive formulas for the elements of [K ^  ]. The formulas for
[K q ] differ only by a factor of two, (compare Equations 18 and 19).
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7.4.2 Evaluation of [Knqd]
The relationship between the harmonic coefficients of displacement and the independent con-
stants is stated in Equations 30, 31, and 32 of Section 5.9'; Substituting into Equation 4 and sup-
pressing the subscript (n), we find
7 q2s) (21)
The coefficients in these equations are the elements of the [H ] matrix, written below in trans-
posed form
0
0
0
0
0
1
2s
3s2
0
0
cosp/r
scosip/r
0
0
n/r
ns/r .
ns2/r
ns3/r
0
0
- sinij;/2r
- 2" - s-sinij;/2r
- n/2r
- ns/2r
0
0
0
0
0
0
1
2
3
4
5
6
7
8
9
10
(22)
Turning now to the evaluation of the elements of [F ], Equation 9, it is required to find the
explicit dependence of the elements of [F ] on distance, s, along the conical segment. From Equa-
tion 17 of Section 5.9:
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Fso = t[En(eso-Aeso) + E12^o-
where the Ae's are enforced strains including those produced by temperature.
From Equations 60 and 61 of Section 5.9, with n = 0,
eso = q40
+ q40s) + Cos^q50 + q60S + q70s + q80s
Formulas for the A e ' s are given in Equation 123 of Section 5.9. Thus, F and F may be written
Fso = ao + als + a2s2 + a3s3 '
F, = b + b,s + b,sc + b,s°tpo o I c. -j
where
aQ = tCE^q^Q + - E12(s.inijjq30 + cos4/q5Q)] + (part due to A e ' s )
a11 = - tE12(sinij;q40 + cosijjq60) + (part due to A e ' s ) , (26)
bo = t'-E12q40 + F E22(sin*q30 + "S^BQ^ + ^part due to Ae'
1 = - tE22(sini|;q40 + cosi(iq60) + (part due to Ae ' s ) ,
b2 = ~r
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and q,,.—q^ ^ are, of course, obtained as part of the stress data reduction procedure for the pre-
ceding static solution, .see Section 5.9.10.
The elements of [K " ] will now be evaluated from Equation 19, carrying out the indicated
integration. For the purpose it is convenient to define the integrals
sV
 Vs - (28)
\s
C = A + Bmn mn mn
A and B can be evaluated in terms of the integrals I defined in Equation 82 of Section
5.9, and the coefficients defined in Equations 26 and 27.
Amn = ao!mn + a!IirH-l,n + a2Im+2,n + a3InH-3,n
Bmn = bo Imn+ b l Im+ l ,n+ b2 Im+2,n+ b3 Im+3,n ' (29)
The evaluation of the (i,j) element of [K q ] consists of multiplying the ith row of Equation
22 by the jth row, with the weighting factors Amn, Bmn, and Cmn applied to the terms from the
first, second, and third columns respectively., m is equal to the power of s appearing in the num-
erator of the product, and n is equal to the power of r occurring in the denominator of the pro-
duct. The resulting matrix is symmetric. Explicit formulas for the elements will be found in
Section 4.87 of the Programmer's Manual.
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7.5 ISOPARAMETRIC HEXAHEDRON THREE-DIMENSIONAL SOLID ELEMENTS
The differential stiffness matrix for the isoparametric solid elements is obtained by
adding the energy due to initial stresses to the potential energy function. This additional energy
is derived in Section 7.1, and is given by
Wp =
where the rotations are given by the relations
Txy ' 2<"y
3w 3v
8u 3w\
l - W
8u
(2)
and may be expressed in terms of the grid point displacements by using Equation 1 of Section 5.13.1,
i.e.,
h'
v; c2; c3; ... CNGP] (3)
'NGP
'NGP
and
3z
IT °
3y 3x
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The substitution of Equation 3 into Equation 1 and the addition of this function to the potential
energy expression yields the differential stiffness matrix:
dV
where
DC
ay + az 'Txy - T
-
Txy
zx
ax + 0y
(4)
(5)
As in the structural stiffness matrix, the evaluation of the integral in Equation 4 is ob-
tained by application of the Gaussian Quadrature Formula (see Table 2).
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8.1 GENERAL FEATURES
An analogy between the thermodynamics and the mechanics of solid bodies has been exploited
to extend the capability of NASTRAN to heat transfer analysis. As in the case of structural
analysis, the analysis of heat transfer in a solid continuum can be reduced by finite element
*
techniques to the solution of a set of equilibrium equations in which the unknowns are defined
at a discrete set of points. Thus, the general equation that is solved when finite element
methods are applied to heat transfer analysis may be written in the form
[K]{u> + [B]{u> = {P> + (N), (1)
where
{u} is a vector of temperatures at gridpoints
{P} is a vector of applied heat flows that are known as functions of time
{N} is a vector of nonlinear heat flows that depend on temperature
[K] is a symmetric matrix of constant heat conduction coefficients
[B] is a symmetric matrix of constant heat capacity coefficients.
The symbols used in Equation 1 have been deliberately chosen to coincide with some of
the structural analysis symbols defined in Table 1 on Page 3.3-4, thereby defining the
thermo-mechanical analogy. Heat transfer analysis with NASTRAN uses all of the normal analytical
tools provided for structural analysis, the difference being that the arrays [K], [B], {P} and
{N} are computed from thermodynamic properties, rather than from structural properties.
Gridpoints are used to locate temperatures just as they are used to locate displacements in
structural analysis. However, one of the major differences between thermodynamics and mechanics
is that temperature is a scalar function of position, whereas displacement is a vector which
NASTRAN assumes may have as many as six components. Thus, in heat transfer analysis, NASTRAN
provides only one degree of freedom at each gridpoint.
*
See, for example, O.C. Zienkiewics and Y.K. Cheung, The Finite Element Method in Structural
and Continuum Mechanics, Chapter 10, McGraw-Hill, 1967.
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The heat conduction matrix, [K], and the heat capacity matrix, [B], are formed from
"element" properties, just as in structural analysis. Volume heat conduction "elements" '
are analogous in many ways to structural elements and they even use the same connection and
property cards. In addition, a part of the heat conduction matrix may be associated with
surface heat convection or radiation. The theory for NASTRAN's volume heat conduction elements
is derived in Section 8.2, and the provisions for surface heat transfer are described in
Section 8.3.
The components of the applied heat flow vector, (p) are associated either with surface heat
transfer or with heat generated inside the volume heat conduction elements. The vector of
nonlinear heat flow (N) results from surface radiation, from temperature-dependent surface
convection, and from temperature-dependent heat conductivity.
In the case of linear static analysis, [B] and {N} are null, and Equation 1 is solved in the
same manner as in linear static structural analysis. The flow diagram on Page 3.2-4 applies to
this case. The user has the option to employ both single and multipoint constraints and many other
specialized features normally associated with structural analysis. New solution techniques are
used in nonlinear static analysis and in transient analysis. Flow diagrams for these cases are
shown in Figures 1 and 2. Details of the computational procedures are explained in Section 8.4.
The output of a NASTRAN heat transfer analysis includes the temperature at gridpoints, the
temperature gradients and heat fluxes within'volume heat conduction elements, and the heat flow
into surface elements. The heat flow into surface elements is further separated into components
due to user-prescribed flux, radiation, and convective heat flux.
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Input file processor
Geometry processor
t
Structure plotter |
_
Conduction matrix assembler
Generate radiation matrix, combine
with conduction matrix
Apply constraints, partition
matrix, decompose
I Generate load vector |
-Iterate solution to nonlinear equations|
. t .[Recover element f luxes]
T
I Deformed structure plotter
*
Modules used only for heat transfer analysis
**
Existing modules ,to which heat transfer capability has been added.
Figure 1. Simplified flow diagram for
thermal nonlinear statics analysis.
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Input file processor[
V
Geometry processor
Structure plotter [
Conduction and capacity
matrix assembly
Generate radiation matrix, combine
with conduction matrix
Apply constraints, partition matrices)
*
Dynamic pool distributor]
~
Direct matrix input ]
Assemble dynamic matrices
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Figure 2. Simplified flow diagram for
thermal transient analysis.
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8.2 VOLUME HEAT CONDUCTION ELEMENTS
The volume heat conduction elements are the same as NASTRAN structural elements. The elements
for which heat conduction is available are listed in the following table:
Heat Conduction Elements
Type
Linear
Planar
•Solid of Revolution
Solid
Elements
BAR, R0D, C0NR0D, TUBE
TRMEM, TRIA1, TRIA2,
QDMEM, QUAD1, QUAD2
TRIARG, TRAPRG
TETRA, WEDGE, HEXA1, HEXA2,
IHEX1, IHEX2, IHEX3
Scalar elements, single point constraints, and multipoint constraints are.also available for heat
transfer analysis. The same connection and property cards are used for heat transfer and struc-
tural analysis. Linear elements have a constant cross-sectional area. For the planar elements,
the heat conduction thickness is the membrane thickness. Elements with bending properties, such
as BAR and TRIA1, have been included so that the user may use the same elements for the thermal
and structural analyses of a given structure. The bending characteristics of the elements do not
enter into heat conduction problems. The trapezoidal solid of revolution element, TRPRG, has been
generalized to accept general quadrilateral rings (i.e., the top and bottom need not be perpendi-
cular to the z-axis) for heat conduction only.
The heat conduction elements are composed of constant gradient lines, triangles and tetra-
hedra. The quadrilaterals are composed of overlapping triangles, and the wedges and hexahedra are
formed from sub-tetrahedra in exactly the same way as for the structural case. The IHEXi elements
are isoparametric hexahedron elements and are similar to the isoparametric solid elements described
for structural analyses.
Thermal conductivity and capacity are specified on MAT4 (isotropic) and MAT5 (anisotropic)
bulk data cards.
The heat conduction matrix for a volume heat conduction element may be derived from a thermal
potential function in the same way that the stiffness matrix of a structural element is derived
from the strain energy function. The thermal potential function is
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U = - i / q ' Vu dV ,
^ V
(1)
where q is the heat flux density, Vu is the temperature gradient, and the integration is performed
over the volume, V. The components of the heat flux are related to the components of temperature
gradient by
(2)
where k.. is an element of the material conductivity matrix and the index j is summed over the
* J
dimensions of the space (one, two, or three dimensions). Using Equation 2, Equation 1 may be
expressed in matrix form as
3u (3)
The temperature, u, at an interior point is a linear combination of the temperatures, {u },
at the vertices of the element, i.e.,
(4)
where, in general, the elements of the row vector [Lj are functions of position. The thermal
gradient vector is, therefore,
(5)
where the derivative matrix [L .] is, for the case of a two-dimensional triangular element,
9L
3L2 3l_2
3x~ ~
34 34
3x 3y
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In general the number of rows and columns of [L ^] are the number of vertices of the element,
and the dimension of the space, respectively. The substitution of Equation 5 into Equation 3 pro-
duces an expression with the form
U = \ ["ej[Ke]{ue} , (7)
where the element heat conduction matrix is
[Ke] = / [L JCkiJCL J^V '. (8)
v e>1 'J e>JV
Equation 8 is a general form that is valid for all cases.
Elements of the heat capacity matrix [B] are calculated by the Lumped Mass method, see
Section 5.5.
8.2.1 Constant Gradient Heat Conduction Elements
For the special case of a constant gradient element with homogeneous properties, [L .] and
[k..] in Equation 8 are constant within the element, so that
[Ke] = Ve[Le ^ [k^ .HLg j] T , ... (9)
where V is the volume of the element. There is only one general type of constant gradient
element for each type of space, i.e., a line segment for a one-dimensional space, a triangle for
a two-dimensional space, and a tetrahedron for a three-dimensional space. In the constant gradient
case, the elements of the vector.{L } are called the "natural coordinates" of the element. It is
apparent from Equation 4 that each natural coordinate,has, unit,va.lue^at,one vertex and zero va.lue
at all other vertices of the element. The natural coordinates are obtained by the solution of
[H]{Le} = {f} , (10)
where the specific forms for one, two and three dimensions are
P ] Hh) f1)
one dimension ' M K - J I /m
(line segment) x, x~ ( L-) (x,
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two dimensions
(triangle)
"l 1
xl X2
y-i yz
f
X3
yl
h
L2
L3
•1
A
y
(12)
three dimensions
(tetrahedron)
1 1 1 1
xl X2 X3 X4
yl y2 y3. y4|
21 Z2 Z3 Z4
Ll
L2
L3
L4
1
X
y
z
(13)
The determinant of the [H] matrix has a useful property, namely that:
for one dimension, det[H] = i, the length of the segment,
for two dimensions, ^ det[H] = A> the area of the triangle,
for three dimensions, - det[H] = V, the volume of the tetrahedron.
In order to obtain the derivatives of (L } required in Equation 9, we observe that, for the
two-dimensional case,
ae} (14)
where [H]~ is a matrix of constant coefficients. The derivative matrix may, by comparing
Equations 6 and 14, be expressed formally as
1-1
0 0'
1 0
.0 1
(15)
which means that [L .] is equal to the last two columns of [H] . In general, for a space of (n)
6>J
dimensions, [L .] is equal to the last (n) columns of [H] .
°,J
For the case of the tetrahedron, the [H] matrix is inverted numerically, [LQ .] is taken to6,J
— I f *be the last three columns of [H] , and [K ] is evaluated numerically from Equation 9. All
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calculations are performed in the basic coordinate system. For one and two-dimensional elements
it is more practical to write explicit formulas for the natural coordinates. In fact, for one-
dimensional elements the heat conduction matrix is simply
(16)
where A is the cross-sectional area, k is the thermal conductivity, and I is the length of the
element.
In the case of a triangular element, the x-axis is taken along the side (j) - (2) as shown
below:
x (material x-axis)
The natural coordinates are, by inspection,
(17)
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[L
-1/x2 | (x3 -
j .
l/x2 -x3/x2y3
1
• ° I 1/y3
(18)
The material conductivity matrix [k ] is specified in the material coordinate system which
makes an angle 6 with respect to the element coordinate system as shown above. The conductivity
matrix referred to the element coordinate system is
["cos 6 -sin 9~| F cos 9 sin e~|
- [km]
Lsin e cos e J L-sin 6 cos ej
(19)
Equations 18 and 19 are used in Equation 9 to obtain the heat conduction matrix for a tri-
angle. The volume, V , is equal to the product of the surface area and the thickness.
For the triangular solid of revolution element (TRIARG) the differential volume to be used
in Equation 8 is 2irr dr dz, where r and z are cross-sectional coordinates. The temperature is
assumed to be constant in the circumferential direction and to vary linearly over the cross-
section. Thus, Equation 8 becomes
[Ke] = dA
f (20)
where A is the cross-sectional area. Equation 20 is identical to Equation 9 since the volume of
a triangular ring is exactly
(21)
Quadrilateral plane and revolution elements are formed by overlapping triangular elements
in exactly the manner described in Section 5.8.3.1. Hexahedra and wedges are formed from sub-
tetrahedra in exactly the manner described in Section 5.12.6.
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Elements of the heat capacity matrix [B] are calculated by the Lumped Mass method, see
Section 5.5. The total thermal capacity of an element is distributed equally among the connected
grid points for lines, triangles and tetrahedra. In the case of triangular solid of revolution
elements, the heat capacities lumped at the three grid circles are selected so that the total heat
capacity and its center of gravity in the transverse plane are preserved. The equation for the
heat capacity lumped at grid circle (i) is
TTC A
b1 = —£-*• (fj + r1 + r2 + r3), i = 1, 2, 3, (22)
where, in addition to previously defined terms, c is the heat capacity per unit volume.
The heat capacity matrices of elements formed by overlapping triangles or tetrahedra are
computed by assigning one-half of the capacity to each overlapping set of sub-elements.
Thermal gradients are produced as part of the output, using Equation 5 and the various
expressions derived above for the derivative matrix, [L .]. The components of the heat flux are
e>j
also output, using Equation 2, and the thermal gradient vector.
The temperature gradient and the heat flux are, of course, assumed constant over each sub-
element. In the case of overlapping elements, a weighted average is computed. The areas of the
subtriangles are used as weighting functions in the case of planar elements, and the volumes of
the subelements are used as weighting functions in the case of solids.
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8.2.2 Three-Dimensional Isoparametric Solid Element Heat Transfer Matrices
The heat transfer conduction matrix for the three-dimensional isoparametric elements
(References 1, 2 & 3) are derived by using Equation 8. For these three elements, the temperature,
{u} at an exterior point is given by
« [Le]{ue> (23)
wherefLJis a function of the curvilinear coordinates £, n and c, and is identical to the [N] matrix
described in Section 5.13. The derivatives oflljwith respect to the basic Cartesian coordinates
x, y, z are calculated in exactly the same manner as presented in Section 5.13 for these elements,
i.e.,
3L.
3 X
9Li
ay = [J]"1
M
3Z.J
8Li
IT,
3L1
3n
3Li
3?
(24)
where [J] is the Jacobian Matrix, and the derivatives of L. with respect to £, n and ;; are listed
in Tables 5.13-1 and 5.13-2. Since, in general, the matrix [L •] is a function of C, n and 5,
e, >
the integration of Equation 8 is carried out by Gaussian Quadrature numerical integration, and the
heat conduction matrix is calculated from the equation
where
(25)
"
3L1
3 X
Tx"
3LNGP
3 X
3L1
ay
T7
3LNGP
ay
!hi"8z
Tz"
3LNGP
32
 _
(26)
and NGP is the number of grid points in the element. NGP equals eight, twenty and thirty-two for
the linear, quadratic and cubic isoparametric elements, respectively. The weight coefficients Hj,
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and abscissa S. are given in Table 1.
X
Elements of the heat capacity matrix [B] are calculated by the coupled mass method (see
Section 5.13.4). The equation for this matrix is
[B] = /[Le]T[Le]cpdV , (27)
where c is the heat capacity per unit volume. Examination of this equation shows that [B] is
identical to the structural mass matrix with the single exception that the heat capacity, c , is
used instead of the material density. The heat capacity matrix is also evaluated using the
Gaussian Quadrature formula
. H. Hk([Le]T[Le])Cp|0| . (28)
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8.3 SURFACE HEAT TRANSFER
Four types of surface heat transfer are provided for both steady state and transient analysis.
The types are a prescribed heat flux, a convective heat flux due to the difference between the
surface temperature and the localambient temperature, radiation heat exchange, and a prescribed
directed vector heat flux from a distant radiating source. In all cases the heat flux is applied
to a surface element defined by gridpoints. There are six distinct types of surface elements:
1. POINT, a flat disc defined by a single gridpoint.
2. LINE, a rectangle defined by two gridpoints.
3. REV, a conical frustrum defined by two grid circles.
4. AREAS, a triangle.
5. AREA4, a quadrilateral.
6. ELCYL, an elliptic cylinder defined by two gridpoints. Its use is restricted to pre-
scribed vector heat flux.
The user supplies the area, A, for POINT, and supplies a width, w, for LINE to be used with
the distance, &, between its griipoints in calculating the surface area. For ELCYL the user specifies
the principal radii of the cross-section. The surface area is calculated automatically in the
other cases.
8.3.1 Prescribed Heat Flux
The user defines a distributed heat flux, 0. and the program calculates the vector of heat
flows {Pe} to be applied to the grid points connected 'to an element. The general form of the
calculation for the jth component of {Pe} is
where A^ is a subarea of the element associated with its jth vertex and n<: is the heat flux at the
J J
jth vertex. There are two options for assigning heat fluxes to elements. In the first option
(QBDY1 card) the user specifies a heat flux that is constant over the surface of the element. In
option 2 (QBDY2 card) the user specifies separate heat fluxes at the vertices of the element,
which are then used directly in Equation 1. In transient analysis, the time dependence of the
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flux is specified on a TLOAD card. The subareas A? are calculated in the same manner as heat
J
capacities. Thus, for LINE, A^ is one-half of the width multiplied by the distance between the
J
end points, and for AREAS, A^ is equal to one-third of the total area. For AREA4, A^ is com-
J J
puted from the areas of the overlapping subtriangles connected to the jth grid point. For REV
the total area is distributed to the two end points so as to preserve its center of gravity.
ELCYL is not available for prescribed heat flux.
8.3.2 Convective Heat Flux
Convective heat flow into an element's grid points is described by the general relationship
(Pe) = [KSKTa - ue} , (2)
where {T - u } is the difference between ambient and surface temperatures at the vertices of the
a e
element. The surface conduction matrix [Ks] is calculated as follows for each surface element
type. In the equations, K is the thermal conduction coefficient, which may be a function of
temperature.
POINT:
LINE:
Ks = KA
[KS] = Kw£ r 'Ll 2
(3)
(4)
REV:
AREAS:
rl + r2
[Ks] = KAT2
where A is the area of the triangle.
3r
2 1 1
1 2 1
1 1 2
(5)
(6)
AREA4: (7)
where 6 =n (,..
a- =
if i = j
if i f' 3
area of the subtriangle which does not touch vertex (i).
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The surface conduction matrices are, in each case, derived under the assumption that the
temperature difference varies linearly over the surface of the element, except that, in the case
of the quadrilateral (AREA4), the temperature difference is assumed to vary linearly over the
surface of each overlapping subtriangle. Each ambient temperature, T , is assigned a degree of
freedom in the analysis. The value of T may be specified on an SPC card in linear static
analysis. The method used in nonlinear static analysis is described in Section 8.4.1. In transi-
ent thermal analysis, the various techniques for prescribing a displacement in transient structural
analysis are used.
8.3.3 Radiation from a Distant Source
Radiation from a distant source, such as the sun, can be treated as a prescribed heat flux.
The flux into a surface element depends upon the orientation of the radiation vector relative to
the element. The total heat to a single element from a single distant source is given by
P = -aA(i-n)*Q0 , (8)
where P = power into the surface element from the source
CL = power per unit area in the beam
A = surface area of the element
e = unit vector of radiation beam (the source is so distant that rays are parallel)
n = outward normal to surface
a = absorptivity (if a < 1, it is assumed that the reflected radiation is lost from the
system)
(e-n) is replaced by zero in the equation when e-n is positive, i.e., when the radiation
comes from behind the surface.
No provision is made for shading by other surface elements.
In addition to the POINT, LINE and AREA elements, the elliptic cylinder element, ELCYL, can
receive prescribed vector radiation, as shown below. An integration of the normal component of
flux over the surface is needed to compute the power.
8.3-3 (12/15/72)
HEAT TRANSFER ANALYSIS
Figure 1. Elliptic Cylinder, ELCYL.
The result of the integration is
P = 2Qa*
f[(eyn y)'R|
1/2 (9)
where e , e are components of e; n , n are components of n; and a is the length of the cylinder.
In dynamic analysis the flux in the incident beam, QQ, and the components of i may be pre-
scribed functions of time. The latter provision is useful in the analysis of rotating spacecraft.
8.3.4 Radiation Exchange Between Surfaces
The form of the relationship between the vector of radiative heat flows, {Q }, into grid
points, and the grid point temperatures, (u }, is
{0 } = -[R ]{u + T }'* (10)1"n ' - n ^ n a \ ' '•' /
* For an introduction to the theory of radiation exchange, see Max Jacob, Heat Transfer, Vol. II,
Wiley & Sons, 1957, pp. 1-24.
t If {T} is a vector, {T}1* is defined as the vector whose components are the fourth power of the
elements of {T}.
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The addition of T converts u to an absolute temperature scale. The grid point radiation matrix
[R ] will be derived. As an intermediate step, an element radiation matrix, [ReL will be found
which relates the radiative heat flow (power) into a finite element to the temperature of the
element by
where U is the temperature of the element measured on an absolute scale and assumed to be con-
stant over the element.
The radiation power into a surface area may be considered as the result of two effects:
q (radiosity), the power per unit area leaving the surface, due either to direct radiation or
to reflection of incoming radiation; and q n (irradiation), the power per unit area arriving, due
*,
to the radiosity of the other elements. The radiation exchange formula is
(12)
where [A] is a diagonal matrix of areas, and [F] is a matrix of exchange coefficients whose
elements are given by
.. .. cose. cose.
F.- = / / 3 ldA dA. , (13)
1
 '
where r.. is the length of a line connecting two points on the surfaces, and 9. and 6. are the
I J ' J
angles between the connecting line and the normals to the surfaces. The range of integration must
be limited to regions of the surfaces which "see" each other. The [F] matrix has units of area
and is symmetric. Its elements are related to the more commonly used form factors (or shape
factors) f.. by
' J
where f.. is the fraction of the power leaving element j which reaches element i. The elements of
[F] are supplied by the user; it is expected that, in many cases, they will be computed by a
separate computer program. The surface condition is
(q}°Ut = o[Ee]{Ue}* + [I - Ea](q}™ , (15)
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where E and E are diagonal matrices of emissivities and absorptivities and 0 is the Stefan-
Boltzmann constant. For gray bodies with no transmission, E is equal to E , according to
Kirchoffs Law.
The simultaneous solution of Equations 12 and 15 yields
{q}™ = a[(A - F(I - E^ )"1 F E^Oy* , (16)
(q}°Ut = a[E£ + (I - Ea)(A - F(I - Ej)"1 F E^iy* . (17)
The net power exchange is
(Qe> = [A]({q}jn - {q)°Ut ) . (18)
The element radiation matrix, found by substituting Equations 16 and 17 into Equation 18 and
comparing the result with Equation 11, is
[Re] = o[AE£ - AEa(A - F(I - E^ )'1 F E£] . (19)
This matrix is symmetric if E = E and F is symmetric. The transformation from element heat
flow to grid point heat flow is given by
{Qg> = [G]T{Qe> , (20)
where [G] is a matrix of constant coefficients. The nonzero elements of [G] are easily found
for each element type. They are, in fact, the fractions of the area of the element attributed
to the connected grid points, see Section 8.3.1. The same matrix transposed is used to inter-
polate the fourth powers of temperatures, i.e.,
(Uer = [G]{ug + Ta}* . (21)
Combining Equations 20 and 21 with Equation 11, and comparing with Equation 10, it is seen that
[Rg] = [G]T[Re][G] , (22)
which is also a symmetric matrix if [R ] is symmetric. The net heat flow into the element due to
radiation, which is available as output frcm NASTRAN, is
(Qe> = -L\][G]{ug + Ta}* . (23)
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The sources of the information required to simulate radiation heat exchange are:
a. Parameters a, T.
b. Properties E , EK
 e a
c. Exchange Matrix [F]
d. Areas A
e. Transformation [G]
User Supplied
Computed from grid geometry and
element properties
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8.4 METHODS OF SOLUTION
The types of heat transfer problems that are solved with NASTRAN are described in Section 8.1.
There are three types: linear steady-state analysis, nonlinear steady-state analysis, and
transient analysis. Nonlinear relationships are optional in transient analysis.
Linear steady-state analysis uses the NASTRAN statics rigid format (format No. 1). The
principal additions are subroutines for conduction and heat capacity matrix generation, described
in Section 8.2, and for surface heat transfer, described in Section 8.3.
Flow diagrams for nonlinear steady-state analysis and for transient analysis are shown in
Figures 1 and 2 of Section 8.1. Special features of the solutions are described in the subsections
that follow.
8.4.1 Nonlinear Steady-State Analysis
The nonlinear properties permitted in steady-state heat transfer analysis with NASTRAN are
radiation, temperature dependent film conduction, and temperature dependent volume heat conduction.
The general form of the equation to be solved is
[Kgg]{V + CRgg]{ug + V* = V + {V • (1)*
The temperature set {u } includes degrees of freedom that are restrained by single point and
multi-point constraints, see Section 3.3. The vector {q } represents the forces of constraint.
Sections 8.2 and 8.3 describe the manner in which the heat conduction matrix, [K ], the radiation
matrix, [RaaL and the applied heat flow vector, {?„), are formed from the properties of volumey y y
elements and surface~elements. The elements of [K ] may be functions of temperature.
The first step in the solution is to rewrite Equation 1 in terms of the set of temperatures,
{u }, from which multi-point constraints have been removed. The procedures used are identical to
those described in Section 3.5 for structural analysis. In order to avoid difficulties in inter-
polating temperatures to form the nonlinear terms, a restriction is placed on the form of the
multi-point constraint relationships, namely that, if a grid point is adjacent to a volume or
surface element with nonlinear properties, the constraint relationship is restricted to be an
If {T} is a vector, {T}1* is defined as the vector whose components are the fourth power of the
elements of {T}.
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"equivalence." The term "equivalence" means that the constrained temperature is equal to one of
the independent temperatures.
The form of the thermal equilibrium equation after the multi-point dependent temperatures
(u } have been eliminated is
CKnn](un} (2)
If {u } is partitioned into {Uf} (free points) and {u } (single point constraints), Equation
2 may be written in partitioned form
(3)
The components of {u } have values prescribed by the user, and the lower half of Equation 3
is used to evaluate the single point "forces" of constraint {q } during data recovery. Rearrang-
ing the top half of Equation 3 we obtain
Kff i Kfs
(-T --
_
K sf i Kss_
uf
_ _
us
+
C f RKf f j Kf s
— -1- - -
_
R s f | Rss_
uf + Y
_ _
U s + T a
( °
= <- -
lai s
+
[Kff]{uf) + [Rff]{uf = {Pf} - [Kfs]{us> - [Rfs](us (4)
Equation 4 is solved by an iterative method. The technique used is to expand {u,J into
constant, linear, and higher order terms with respect to an initial estimate, (ui), supplied by the
user. The linear terms are kept on the left hand side of Equation 4 and all other terms are placed
on the right hand side, where they are evaluated precisely for the current estimate of {u.:}. If we
define {L} to be the left hand side of Equation 4, then the new leff hand side is
(5)
where the partial derivatives are evaluated for {u.r} = {ui}. Using this expression, Equation 4
may be written as
{uf> = [K>f - Kff]{uf} + [Rff](4f u} + Ta J3{uf} - {uf + Tg
(6)
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where
= [K}f]
It is convenient, for computational purposes, to combine terms proportional to
(7)
and (u }
on the right hand side of Equation 6 to produce terms proportional to {u }. Thus, if we define
fs fs fs s
[Kfn] = [Kff ! Kfs]
[K'n] = [K}f ; K's]
[Rfn] - [Rff i Rfs]
then Equation 6 may be written as
[K*f]{uf} = {Nf}
where
= <Pf - Kfsus} -
(8)
(9)
V *
The first term in Equation 10 is a constant, and the other terms are functions of temperature.
Equation 9 is an exact relationship. The iteration algorithm consists of evaluating {Nf} for
(u } = {u1}, the current estimate of the temperature distribution, and of solving Equation 9 to
obtain a new estimate, {ul }, of the unknown temperatures. The starting vector is {ui}, supplied
by the user.
The algorithm is simple enough, but the number of iterations to obtain satisfactory con-
vergence (if indeed convergence can be achieved) remains an open question. The question of con-
vergence can be treated without difficulty in a small neighborhood of the correct solution within
which the nonlinear load may be approximated as a linear function of the error in the temperature
distribution. The iteration algorithm is
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[K*f]{uj+1} = (NJ) . (11)
As an approximation, let
{NJ> = {Nf} + [C]{uj - uf} = [Nf] + [C]{6u1} , . (12)
where [C] is the matrix of the partial derivatives of {N.J with respect to changes in {u^ }.
Substituting Equation 12 into Equation 11 and using Equation 9, the iteration algorithm is,
approximately,
[K*f]{6ui+1} = [C]{6ui> . (13)
Equation 13 resembles the power method of eigenvalue extraction, see Section 10.4, and its
convergence is related to the distribution of the eigenvalues of the associated eigenvalue problem,
[K*f - XC]{6u} = 0 . (14)
In order to establish the condition for convergence, expand the iterates {fiu1} and {Su1 }
in terms of the eigenvectors {<(>.}, i.e.,
{6u1} = I a1{ct>,} , (15)
j J J
{.Su1"1} = I al"1^,} . (16)
j J J
It can be proved quite generally (see, for example, Section 10.4.4.3) that a property of the
linearized iteration algorithm is that .
a]'1 = Xj a] , (17)
where A- is the eigenvalue corresponding to {<£.= }. Thus, it is seen that, if |A.| < 1 , al will
•J J J J
increase in magnitude at each iteration and the algorithm will be divergent. The necessary and
sufficient condition for convergence in a small neighborhood of the correct solution is that all
eigenvalues of Equation 14 have magnitudes greater than one.
NASTRAN provides both an estimate of the lowest eigenvalue and an estimate of the error in
the solution after each iteration. If the iteration has proceeded to the point where one
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eigenvector, {<}>,}, dominates the solution, it is seen from Equations 15, 16, and 17 that
{6U1 - 6U1"1} = J- {6U1"1- (18)
so that the ratios of successive increments in the elements of the solution vector provide an
estimate of the lowest eigenvalue. By analogy with a procedure used in the inverse power method
with shifts, see Section 10.4, a single weighted estimate is obtained by multiplying both sides
of Equation 18 by the transpose of the nonlinear load vector. Thus, the estimate is
{uj - uj'1}
(19)
Equation 19 is evaluated after every iteration starting with the third, i = 4.
The vector {6U1} is the error in the solution at the beginning of the ith iteration. In
order to obtain a measure of the error, we observe, from Equations 15, 16 and 17, that if only
one eigenvector is present
{6U1 - 6U1"1} = (1 - J^HSu1 (20)
The measure of the error in temperature used in NASTRAN is the ratio of the work done by the
nonlinear loads acting on the error vector to the work done by the nonlinear loads acting on the
total solution, i.e.,
ET =
{N1} {6U1}
{N1} {uf}
=
1 (NJ) {uj - u}'1}
i T(xi " ]) {N}} (uj)
(21)
Another error measure is also provided, which measures the error in the applied heat flux,
including nonlinear terms. That measure is
p
 NN|||
where ||X|| is the Euclidean norm of the vector {X}.
(22)
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The iteration algorithm will terminate for any of the following reasons:
a) e| is less than a user-specified value and also U|| > 1: Normal convergence.
b) |A]| < 1 for i > 4: The algorithm is assumed to be divergent.
c) The number of iterations reaches the maximum number specified by the user.
d) The available time is used up.
In all cases, the values of e-r, E and A, may be output for every iteration, and the solution
vector for the last iteration will be output.
Radiated heat flux is proportional to the fourth power of the temperature, thereby providing
a very strong nonlinear effect if the radiation terms are large compared to other terms. In
order to guage the effect of radiation on convergence of the iteration algorithm, consider an
isolated perfectly-conducting body in thermal equilibrium with radiation from distant sources.
The thermal equilibrium equation is
Ru" = P , (23)
where u is measured on an absolute scale, and P is constant. The user supplies an estimate of
the temperature, u,. The iteration algorithm used by NASTRAN is, in accordance with preceding
discussion,
(4Ru3)ui+1 = P - R[(UI)% - 4u]Ul] . (24)
The derivative of the right hand side at the correct solution (u. = u) is
; • C = -4R(u3 - u3} , (25)
so that the eigenvalue problem corresponding to Equation 14 is
[4Ruj - A4R(Ul3 - u3)]<5u = 0 . (25)
The eigenvalue is
ul
A = ! . (27)
u3 - u3
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The critical value for convergence, X = -1, is achieved if
u3 = - u3
or
u, = .794u.
 f
Thus, the solution converges if u-, is greater than about 80% of the correct temperature,
measured on an absolute scale. The user can assure convergence, at the expense of extra iterations,
by overestimating the temperature.
8.4.2 Transient Analysis
The nonlinear terms permitted in transient heat transfer analysis include radiation and the
general purpose nonlinear elements described in Section 11.2. Nonlinear heat conduction and heat
capacity are not permitted. The reason is that the computational effort required to recalculate
the heat conduction and heat capacity matrices at each time step by the finite element method used
in NASTRAN is judged to be excessive. The general purpose nonlinear elements can, however, be
used to represent nonlinear surface film conduction and other relatively simple nonlinear relation-
ships.
The general equation solved in transient analysis has the form
[K]{u> + [B]{u> = {P} + {N} . (1)
*
The conduction matrix includes linearized radiation terms. It is, in fact, identical to [K^ ]
given by Equation 7 of Section 8.4.1, except possibly for terms due to "extra points," see
Section 9.3.2. The nonlinear term in Equation 1 is
{N} = {Ne} + [R](4[-ul + T J3{u} - {u + T,}*} , . (2)- .. _
a a
where {Ne} is due to general purpose nonlinear elements and the second term is due to radiation.
An option is available to substitute {u1} for {u} in the second term, which reduces it to a
constant vector and which, thereby, linearizes the effect of radiation.
The load vector {P} may be formed in the same manner as for static heat transfer analysis
with certain parameters permitted to be functions of time. These include the prescribed volumetric
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and surface heat fluxes, and the prescribed vector heat flux. In the latter case, both the
direction and the magnitude of the heat flux are permitted to be functions of time. The user
also has available the methods used to prescribe transient loads in structural dynamic analysis,
see Section 11.1. Prescribed temperatures at grid points, and the ambient temperatures used for
film heat transfer are treated in the same manner as prescribed displacements in dynamic analysis.
The user connects a large scalar conduction element, KQ, to the grid point in question and also
applies a thermal load P = TIC to the grid point, where T is the desired temperature function of
time.
The algorithm used to integrate Equation 1 has been selected with the following criteria in
mind:
1. Unconditional stability for linear problems, regardless of the size of the time step,
2. Ability to handle a singular heat capacity matrix,
3. Good stability for nonlinear problems,
4. Good efficiency,
5. High accuracy.
A useful general observation is that stability, efficiency and accuracy are conflicting require-
ments that must be compromised. The algorithm that has been selected can satisfy the first two
I
criteria and scores reasonably well on the last three. Basically, it is a difference equation
approximation to Equation 1 with a free parameter that is adjusted to produce a compromise of
the stability, efficiency and accuracy requirements. In this respect it is analogous to the
Newmark B method used in structural dynamics, see Section 11.3. The form of the difference
equation is
[K]<0 un+] + (1 - B)un} + i [B]{un+1 - un} -
(BPn+1 + (1 - e)Pn) + (1 + B){Np} - B{Nn_.,} _ (3)
The subscript n refers to the nth time step. The parameter, 6, may be selected by the user
in the range 0 < B <• 1. Putting terms proportional to {u
 +,} on the left side yields the itera-
tion algorithm
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11 ' i II ii 11 ~ I
The matrix [ At B + ^K] 1S ^1rst decomposed into its triangular factors from which the
equations are solved at each time step using a forward and backward substitution procedure, see
Section 2-3. The time step, At, may be changed at discrete times by the user. Certain values of
the parameter 6 result in well-known algorithms, viz.,
B = 0 : Euler integration
6 = 1/2: Central differences
6=1 : Backward differences
Euler integration (0=0) is usually the most efficient choice because only the [B] matrix,
which is frequently diagonal, is decomposed. However, Euler integration cannot be used if [B]
is singular and it suffers with respect to both stability and accuracy as will be seen.
The effect of 0 on stability will be examined for the linear case, for which the matrix
equation of motion is
[K]{u> + [B]{u} = P . (5)
A more convenient set of equations is obtained by a transformation of {u} into modal
coordinates, {£.}:I . . . .
{u} = [<))]{C1-} « (6)
where each column of [<(>] is an eigenvector of Equation 5. The equation for each modal coordinate
is uncoupled from the others and has the form
^ + X1 C1 = P1 . (7)
where X. is the eigenvector and P. is the generalized force on £.. The system of equations is
stable if all Xi > 0.
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Applying the integration algorithm to Equation 7 we obtain
1
TT" (£, LI ~ £. ) "*~ x . ( (3 C--LI "*" \' ~ p /C« / = 3 " _.-! \' - P / ' « » w)AT. n"*~ i n i n"*" i n n^i n
where the subscript (i) has been omitted for clarity. The solution for the homogeneous case
(P = Pn+i = 0) has the property that
where E is a constant, called the shift operator. If |E| z 1, the homogeneous solution is stable
because it approaches zero for large n. By substituting Equation 9 into Equation 8 for the homo-
geneous case, we obtain
Setting the coefficient of £ to zero, which must occur if £ is not to be zero, produces a
functional relationship between E, 6, and X-At, which may be expressed in the form
V* - E
 eViE. e • OD
The range of E for stability is -1 < E < 1. Substitution of the upper lirai-t into Equation 11
is seen to produce no restriction on the time step. Substitution of the lower limit, however,
gives as a stability limit
Thus, if 0 = 0 (Euler integration) the stability limit is X.At = 2. Since \- is the recipro-
cal of the time constant of the ith mode of the system, the practical restriction on Euler inte-
gration is that the time step can be no greater than twice the smallest decay time constant of the
system. If 3 = 1/2, there is seen to be no limit on the time step, nor is there for 6 > 1/2,.
which can most readily be seen by solving Equation 11 for E:
1 - (1 - B)X.jAt
E =
 1 + 8 X ^ t ' 03)
From the viewpoint of stability then, 8 should be chosen greater than or equal to 1/2. For .
linear problems 6 = 1/2 is adequate, but for nonlinear problems in which the nonlinear terms must
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necessarily be evaluated at the nth and earlier time steps, a larger value of 6 may be advisable.
Insight into the question of accuracy can be gained by examining the eigenvalues.produced by
the integration algorithm and comparing them with the eigenvalues of the real system. The eigen-
value, A., produced by numerical integration is defined implicitly by
-A^t
or, by comparison-with Equation 9,
A1 =^*n E , (15)
so that, using Equation 13,
- (1 - e)A.jAt
If A.At is assumed to be less than one, Equation 16 can be evaluated by power series expansion
with the result
Aj = Ai 1 + (B - 1/ZMXjAt) - (^ + (3 - l/2)2)(AiAt)2 + — . (17)
It is seen that, if the time step, At, is small compared to the decay time constant of the
mode, I/A-, the error will be a minimum near 6 = 1/2. Since efficiency or stability considera-
tions will be overriding in many cases, the choice of f$ is left to the user. The default value,
in the event that the user declines to make a choice, is 3 = 0.55.
The provisions for initial conditions are as follows. The initial thermal load (for
Equation 4 at n = 0) is taken as
{P0) = [K]{u0} - {NQ} , (18)
which sets {u} to zero initially (see Equation 1). Since {u } is not defined for negative n, the
nonlinear load at t = -At is taken to be
{N..,} = {N0> . (19)
Equations 18 and 19 have the property that they yield smooth results when .step loads are —
applied to degrees of freedom without thermal capacity. Special conditions are also needed if it
8.4-11 (12/15/72)
HEAT TRANSFER ANALYSIS
is desired to change the time step. The situation is similar to the starting equations except
that the new initial velocity vector, {u}, is set equal to the old final vector. Let N be the
index of the last step with the previous time step At,. Let At~ be the new time step and let the
time step counter be reset to zero. The new initial conditions are
{U} = (U> , (20)
The new initial thermal load is
(P0> = [K]{uo} - (No> - [B]{u0} . (28)
Interpolation is used to produce an estimate of the nonlinear load at t = -At?:
At? / At? (23)
These provisions are designed to minimize discontinuities associated with time step changes.
The coefficient matrices in Equation 4 are recomputed, and the matrix coefficient of {u ,} is
decomposed before continuing the integration with the new initial values.
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9.1 GENERAL PROBLEM FLOW IN DYNAMIC ANALYSIS
Figure l i s a flow diagram showing the major functional modules employed in the solution of
dynamic problems by the displacement method. Three basic types of analysis are performed (Eigen-
value Extraction, Frequency Response Analysis, and Transient Response Analysis) according to either
of two methods of problem 'formulation (Direct or Modal). In all there are nine different paths
through the flow diagram of Figure 1, corresponding to the following seven rigid formats for dy-
namic analysis, which supplement the six rigid formats for static analysis described in Section
3.2. (The numbers are the Rigid Format numbers assigned in the Program.)
3. Normal Modes Analysis
7. Direct Complex Eigenvalue Analysis
8. Direct Frequency and Random Response Analysis
9. Direct Transient Response Analysis
10. Modal Complex Eigenvalue Analysis
11. Modal Frequency and Random Response Analysis
12. Modal Transient Response Analysis
13. Normal Modes Analysis with Differential Stiffness
15. Normal Modes Analysis using Cyclic Symmetry
In the modal method of dynamic problem formulation, the vibration modes of the structure in
a selected frequency range are used as degrees of freedom, thereby reducing the number of degrees
of freedom while maintaining accuracy in the selected frequency range. In the direct method, the
degrees of freedom are simply the displacements at grid points.
It is important to have both direct and modal methods of dynamic problem formulation in order
to maximize efficiency in different situations. The modal method will usually be more efficient
in problems where a small fraction of all of the modes are sufficient to produce the desired ac-
curacy and where the bandwidth of the direct stiffness matrix is large. The direct method will
usually be more efficient for problems in which the bandwidth of the direct stiffness matrix is
small, and for problems with dynamic coupling in which a large fraction of the vibration modes
are required to produce the desired accuracy. For problems without dynamic coupling, i.e., for
problems in which the matrices of the modal formulation are diagonal, the modal method will fre-
quently be more efficient, even though a large fraction of the modes are needed. The choice of
methodjs, of course, left to the user.
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The flow diagram in Figure 1 is simplified to the extent that it shows only the major oper-
ations that are performed. Complete descriptions of the sequences of module calls for all rigid
formats are contained in the NASTRAN User's Manual. The functions indicated in Figure 1 are de-
scribed in succeeding subsections of the Theoretical Manual as follows.
Section 9.2 - Real Eigenvalue Analysis, READ
Complex Eigenvalue Analysis, CEAD
Section 9.3 - Dynamic Pool Distributor, DPD
Direct Dynamic Matrix Assembler, GKAD
Modal Dynamic Matrix Assembler, GKAM
Section 9.4 - Dynamic Data Recovery, DDR
Section 11. - Transient Response Analysis, TRD
Section 12. - Frequency Response Analysis, FRRD
Random Analysis Module, RAND0M
The use of the real eigenvalue analysis module, READ, for buckling problems has been describ-
ed in Section 3.2. Section 9.2 contains information concerning the selection of methods, the
checks that are performed, and other organizational details for both real and complex eigenvalue
analysis. The mathematics of the eigenvalue extraction methods employed with NASTRAN are develop-
ed in Section 10.
A basic feature of NASTRAN is its generality and flexibility with regard to the specification
of input data for dynamic analysis. The general means provided for specifying damping, control
system characteristics, aerodynamic influence coefficients, etc., are described in Section 9.3.
Further information on special problem formulation techniques for dynamic analysis is given in
Section 14. At present the input data formats do not provide for any specific aerodynamic or
hydrodynamic theory, or for the characteristics of any particular control system components.
Provision has, however, been made for incorporation into NASTRAN of subroutines to perform such
tasks.
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Figure 1. Simplified flow diagram for dynamic analysis by the displacement method.
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9.2 EIGENVALUE ANALYSIS
Real and complex eigenvalue analyses are performed in NASTRAN by separate modules, as indi-
cated in Figure 1 of the preceding section. The real eigenvalue analysis module, READ, is used
to obtain structural vibration modes from the symmetric mass and stiffness matrices, [Ml andda
[K ], generated in the statics part of the program, and to obtain buckling modes from the elas-
tic stiffness and differential stiffness matrices, [K,,] and [K ]. All other eigenvalue prob-
ad dd
lems, i.e., those with matrix terms from additional sources, are solved in the complex eigenvalue
analysis module, CEAD. Examples include the vibration modes of damped systems, the stability
analysis (flutter) of structures with aerodynamic coupling and/or control system feedback, and
the buckling of structures with nonsymmetric terms in the differential stiffness matrix.
The eigenvectors and eigenvalues produced by READ may be used to generate modal coordinates
for further dynamic analysis by the modal method. The results of CEAD, on the other hand, are an
end product. The organization of the real and complex eigenvalue modules is discussed below in
separate subsections.
9.2.1 Real Eigenvalue Analysis
A flow diagram for the real eigenvalue analysis module, READ, is shown in Figure 1. The
user has a choice of two methods for solving buckling problems and of three methods for solving
vibration mode problems. More than one method is provided in order to optimize efficiency for
different types of problems and also to provide back up in case one method gives unsatisfactory
results in a particular case. The tridiagonal method is not provided as an option for buckling
problems because it would require that the differential stiffness matrix be negative definite,
which is seldom the case. The methods of eigenvalue extraction used in NASTRAN are described in
detail in Section 10. The introduction, Section 10.1, includes a comparison of the methods for
different types of problems.
The general form of the eigenvalue problem for vibration modes is
2
The eigenvalues \. = u. are the squares of the natural vibration frequencies. The results of
the calculation performed by the module are the eigenvalues, X-, and corresponding eigenvectors
{(j) }, normalized in one of three optional ways. At the user's request the modal mass matrix
d l
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I
is calculated and checked for orthogonality of the modes (see page 9.2-5). The columns of [A .]
a 1
are the eigenvectors, { < } > • } .a i
The general form of the eigenvalue problem for buckling is
[K . + A K d]{u> = 0 . (3)
dd ad d
The eigenvalues A. are the factors by which the static loading condition must be multiplied to
produce buckling. The results of the calculation performed by the module are the eigenvalues, A.,
and the corresponding eigenvectors (if) •}. Additional data processing is performed by other modu-a i
les, as indicated in Figure 1 of Section 9.1.
The user has a choice, for either type of problem, of the number of eigenvalues to be ex-
tracted and/or of the range of A within which they are to be extracted. The available options,
which vary slightly for the different methods, are explained in Section 10.
Rigid body vibration modes are calculated by a separate procedure provided that a set of re-
action (support) points, u^, have been specified by the user (see Section 3.5.5). This is done to
improve efficiency and, in some cases, reliability. The supports are not applied to the structure
during calculation of the remaining eigenvalues. If the user does not specify the reaction points
(or if he specifies an insufficient number of them) the (remaining) rigid body modes will be cal-
culated by the method selected for the finite frequency modes.
It will be recalled, Section 3.5.5, that the rigid body mass matrix referred to the reaction
points, [m ], and the rigid body transformation matrix, [D], in the equation relating the remain-
ing degrees of freedom, u , to u ,
{u£) = [D]{ur) , (4)
are computed in the static portion of the program. The rigid body modes are a set of vectors
'D<f> )H > (5)Vo
such that the modal mass matrix,
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[m0] = [mr][+ro] . (6)
is diagonal and normalized. The Schmidt orthogonalization procedure^ ' is used to obtain the
vectors (<|> } tfiat are the columns of the modal matrix [<j> ]. The specific procedure used inro
NASTRAN is as follows.
1. Define a set of vector delta functions
1
0
f
0
. {I2} =
0
1
0
0
, etc. (7)
a set of unnormalized eigenvectors (V. }, i = 1, 2,
eigenvectors {<!>.j0}> i = 1> 2, . . . r.
2. The relationship between {*. } and {V- } is
({V,
. r, and a set of normalized
(8)
i.e., {(j>. } is normalized to unit generalized mass.
3. Set the first unnormalized eigenvector equal to the first delta function.
= {I,} . (9)
4. The second unnormalized eigenvector is obtained from
(10)
where 12 (11)
(1)See for example, F. B. Hildebrand, "Methods of Applied Mathematics", Prentice-Hall, New York,
1952, p.35.
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5. Generalize, to obtain the remaining eigenvectors
{Vio} = {I1} - Va^ } . i =2, 3, . . . r, (12)
where
aji = {*jo}T l>r]{Ii} • <13)
Turning to another peripheral matter, the form of the tridiagonal method used in NASTRAN re-
quires that the eigenvalue problem be stated in the form
[J - AI]{w> = 0 , (14)
where [I] is the identity matrix and [J] is symmetrical. The operations indicated in blocks 4 and 5
of Figure 1 put the problem in this form. The first operation is to perform a Cholesky decompo-
sition of the matrix
[Maa] = [C][C]T , . (15)
where [C] is a lower triangular matrix. This decomposition is performed by subroutine SDC0MP
(see Section 3.5.14 of the Programmer's Manual).
The symmetrical [J] matrix is then obtained by the following transformation of the eigenvalue
problem. Premultiply Equation 1 by [C] and substitute for [Ml in Equation 15.
33
[C]'1 [K_ J(u,} - X[C]'1[C][C]T {u} = 0 . (16)da a a
Let
{ufl} = [C]'1>T {w} , (17)
where {w} is called the transformed vector. Equation 16 then reduces to Equation 14 with
[J] = [C]-1[Kaa][C]-1'T . ' (18)
After the transformed eigenvectors of Equation 14, {<f>w)> have been calculated by the tri-
diagonal method they are converted to physical form by
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{<fa} = [el'1'7 %} . (19)
In order that the Cholesky decomposition, Equation 15, be possible, it is required that [Ml
ad
be a oositive definite matrix. For many problems [M ] would naturally be singular, as for ex-
' act
ample, when rotary inertias at rotational coordinates are zero. In these cases the user should
request that the Guyan reduction, Section 3.5.4, be used to eliminate the massless degree of
freedom, if the tridiagonal method is used.
The inversion of the [C] matrix is not difficult to perform since [C] is triangular. In addi-
tion [C] will be banded if there is no mass coupling between grid points and if the Guyan reduc-
tion has not been used extensively.
Once the finite frequency eigenvectors, {<j> ,}, have been calculated by the selected method,
they are merged with the zero frequency eigenvectors, {$._}» to form the complete modal matrix of
eigenvectors
[*a1] = [*ao j *af] <2 0>
The last operations performed by the real eigenvalue analysis module are to normalize the
eigenvectors and to perform the mass orthogonality test, if it has been requested by the user.
The test requires that
mij = {*ai}T [Maa]{<»aj} < ^ , i ?• J , (21)
where e is supplied by the user, and {$ .} has been normalized to unit generalized mass, i.e.,ai
{
»ai}T [MaaHi} " ,] • • (22)
If the test fails, the program provides the number of mode pairs failing the test and the
value of the largest off-diagonal term.
It is recognized that the eigenvectors of extremely close or identical eigenvalues may be
substantially correct even though they do not pass the orthogonality test. Eigenvectors obtained
with the inverse power method are orthogonalized with respect to all previously extracted eigen-
values. If the determinant method has been selected a preliminary test on the closeness of
eigenvalues
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(23)
is made. If a group of adjacent eigenvalues satisfy the closeness condition, the orthogonality
test, Equation 21, is applied to the group. The eigenvectors of the group that fail the orthogon-
ality test are then orthogonalized by the Schmidt procedure
{*-a1> •- (*ai}-| Yn^V - (24)
i |
where (</>,•} is a "purified" eigenvector, and the sum extends over preceding members of the group.
31 ' ;
Once the purification of close eigenvectors is completed, the complete mass orthogonality test is
performed. ' i
The user may request any one of the following forms of normalization for the eigenvectors
1. Normalize to unit generalized mass .
2. Normalize so that the largest element of the vector is unity.
3. Normalize so that a particular element of the vector is unity.
The generalized mas's, {<(>.} [M,,]{i}> •}, is included in the output for each eigenvalue.
al da a I
9.2.2 Complex Eigenvalue Analysis
The form of the complex eigenvalue problem using a direct formulation is
[Mdd P2 + Bdd P + Kdd]{ud} = ° • (25)
The vector {u.} includes the set, u , of degrees of freedom at structural grid points and the
set of extra points, u , that are described in Section 9.3. The elements of the mass matrix, [M.l
the damping matrix, [B.l and the stiffness matrix, fk.l may be real or complex and the matrices
may be symmetric or nonsymmetric, singular, or nonsingular. The eigenvalue, p., corresponds to
J
a homogeneous solution of Equation 25,
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(ud) = {<j>d.} e j
or
a.t
(udl = {*dj} e J sin(Ujt) , (27)
where a. is the real part of p- and to. is the imaginary part.
J J J
The form of the complex eigenvalue problem using a modal formulation is
[Mhh P2 + Bhh p * Khh]{uh} = 0 . • (28)
The components of (u. } are the set of modal coordinates, E,., and the set of extra points, u ,
(see Section 9.3). As in the case of the direct formulation, there are no restrictions on the
matrices in Equation 28.
Two optional methods of eigenvalue extraction, the inverse power method with shifts, and the
determinant method, are provided. They are described in Section 10.
The eigenvectors are normalized to a maximum element value of unity, or to a value of unity
for a specified element, according to user's option. Generalized modal masses are not calculated
and orthogonality tests, if such could be defined, are not performed.
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Figure 1. Flow diagram for the real eigenvalue analysis module, READ.
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9.3 ASSEMBLY OF DYNAMIC MATRICES
The matrix properties of the dynamic system are assembled in three different modules, as
shown in Figure 1 of Section 9.1. The modules are
1. DPD, The Dynamic Pool Distributor
2. GKAD, The Direct Dynamic Matrix Assembler
3. GKAM, The Modal Dynamic Matrix Assembler
The Dynamic Pool Distributor performs a number of preliminary bookkeeping chores. It gener-
ates flags defining members of various displacement sets; it generates tables relating internal
and external grid point numbers, including Extra Points introduced explicitly for dynamic analysis;
it organizes Transfer Function data and Eigenvalue Extraction data; it prepares tables for Dynamic
Loads and Nonlinear Functions; and it compiles lists of response quantities for Transient Analysis.
The function of the Direct Dynamic Matrix Assembler is to assemble the mass, damping, and
stiffness matrices from various sources in terms of displacements at grid ooints. The function of
the Modal Dynamic Matrix Assembler is to apply a modal transformation to the mass, damping, and
stiffness matrices.
Other modules performing functions in connection with dynamic system assembly are the Frequen-
cy Response Analysis Module, which assembles loads, and the Transient Response Analysis Module,
which assembles loads and nonlinear terms in the equations of motion. Discussion of these func-
tions is included with the discussion of the other functions of the modules(see Sections 11 and
12).
9.3.1 Notation System
Before proceeding to a detailed description of the process of matrix assembly, it is well to
review the notation system used in dynamic analysis, which was briefly described in Section 3.3.
The main differences from static analysis are the addition of modal coordinates, £.., and the addi-
tion of extra points, u . The nesting of the displacements sets used in dynamic analysis is de-
picted by the following diagram.
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Mutually
Exclusive
Sets
Combined Sets
The definitions of the mutually exclusive sets are
u points to which determinate reactions are applied in static analysis,
U, the remaining structural points (points left over) which are evaluated in static
analysis by direct solution of the stiffness matrix,
u extra degrees of freedom introduced in dynamic analysis to describe control sys-
tems, etc.,
£ rigid body (zero frequency) modal coordinates,
£, finite frequency modal coordinates. J. . ""i - - •* . '
The combined displacement sets are
u, = LL +• u. , the set used in real eigenvalue analysis,
O i J6
£. = E. + E, , the set of all modal coordinates,
u . = u + u , the set used in dynamic analysis by the direct method,
U a c
Uu = £.: +u , the set used in dynamic analysis by the modal method.
Load vectors and two-dimensional arrays employ the subscripts of the displacement sets with
which they are associated. Occasionally additional subscripts are used to distinguish between two
members of the same set. Superscripts are used to distinguish different kinds of entities. See
Section 3.3 for further details.
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9.3.2 Extra Points and Transfer Functions
In NASTRAN dynamic analysis is performed via a basic quadratic format,
[Mp2 + Bp + K]{U} = {P} . (1)
Situations occur, rather frequently, where some of the properties of a dynamic system cannot
be expressed directly as constant coefficients in a mass, damping, or stiffness matrix. If the
problem is formulated in the frequency domain, as are many problems in aeroelasticity and hydro-
elasticity, terms may occur that have other than constant, linear or quadratic dependence on p.
These terms may, however, be expressed as frequency-dependent coefficients in the mass, damping,
or stiffness matrices. This creates a certain awkwardness in eigenvalue extraction, but it is not .
a serious inconvenience in frequency response analysis.
If the problem is formulated in the time domain, in which case p is a derivative operator, the
nonconforming properties cannot, even conceptually, be treated as time-dependent coefficients.
There are two types of nonconformities: those in which the resulting forces are nonlinear func-
tions of displacements and of their derivatives; and those in which the resulting forces are linear
functions of higher order derivatives, or, in general, are convolution integrals of the displace-
ments. The former type of nonconformity, which is included only in transient analysis, is discuss-
ed in Section 11.2. The latter type is discussed here.
A convenient representation of a convolution integral is its transfer function in the frequen-
cy domain, i.e., its Laplace transform. The properties of control system components, or even of
complete control systems, are most frequently described by transfer functions, represented by
algebraic expressions of the form
e2 = H12(p)ei , (2)
where
a + a,p + a~p + . . . + a K
H12(P) = — — • (3)
„ -r „.„ -r n.r2 • - •- -1"
0
b
 + b]P * b + . . . + b
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e, and e? may be variables representing voltages in amplifier circuits, valve positions in hydraul-
ic actuators, etc. All such quantities are treated as degrees of freedom and are included in the
displacement vector {u } (extra points). Transfer functions, Equation 3, are brought within the
basic quadratic format as follows.
If n < 2 and m < 2, then Equation 2 may be written
(b2p2 + t^p + bQ)e2 - (a2p2 + 3]p + aQ)e1 = 0 (4)
which may properly be regarded as a differential equation of second order, (p = d/dt). The co-
efficients bp, b, , and b are, respectively, the diagonal terms of the [M], [B], and [K] matrices
in the row reserved for e2- The terms -a,,, -a,, and -a are, respectively, those in the row cor-
responding to e2 and the column corresponding to e, in the [M], [B], and [K] matrices.
I f 2 < n < 4 o r 2 < m < 4 , the transfer function H,?(p) may be factored into a pair of quad-
ratic fractions such that
(5)
= H(a) (p) • H(b) (p) .
The transfer function is then brought within the required format by defining another extra
point, e^, such that
e3 = H^' (p)
= H(b) (p)-
(6)
The extension to higher order polynomials is evident. The factoring of polynomials, which
will not often be required, is left to the user. An alternative reduction of the high order trans-
fer function is provided by 'fraction series expansion:
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(7)
which has the advantage of not requiring the numerator to be factored.
In this case auxiViary variables e. are introduced such that
e^ = H(i)(p)ei , i = 3 , 4, 5, etc., (8)
and
e2 = £ei . (9)
Equation 8 is treated as a set of differential equations, as before. Equation 9 is also
treated as a differential equation where the only non-zero matrix elements are in the row of K
corresponding to e2.
In order to facilitate the treatment of control systems, NASTRAN includes an input data for-
mat for the specification of transfer functions in the. form
u = - - ,a + a p + a p u f
e
 b0 + b]P + b2p2 i \ ° ] 2 / 1
which is interpreted by the program as a differential equation with terms in the rows of [M], [B],
and [K] corresponding to u . u must be an extra point, but u. can either be an extra point or
any structural point contained in u .
Structural loads proportional to displacements at extra points are represented by adding
terms in the stiffness matrix at the intersections of rov;s corresponding to the structural points
and columns corresponding to the extra points. Direct input data cards are provided for this pur-
pose. The superposition of all such terms, including those generated by transfer functions, is
2
called the direct input stiffness matrix, [K ]. The direct input mass and damping matrices are
2 2[M ] and [E ]. Terms in the direct input matrices may refer to extra points, to structural points
or to both. Since dynamic loads may also be applied to extra points, the means are available for
the complete simulation of subsystems by means of extra points. Some applications to control
system simulation are described in Section 14.2.
. 9.3-5 (12-1-69)
ORGANIZATION OF DYNAMIC ANALYSIS
9.3.3 Direct Dynamic Matrix Assembly
The Direct Dynamic Matrix Assembler, GKAD, performs three main functions.
o
1. It decodes transfer function information and adds it to the direct input matrices [M ],
2 2[B ], and [K ] as explained above.
2. It reduces the direct input matrices by the application of constraints and partitioning
from the displacement set, u , (all physical points) to the u. set. See Section 3.3.
3. It assembles the complete dynamic matrices [M, ,], [B , ,], and [K,,] from the direct input
matrices and from the structural matrices generated in the statics portion of the program.
Direct input matrices are, at present, generated by transfer functions or they are supplied
directly by the user. It is possible to modify the program so as to provide internal calculation
of direct input matrices corresponding to particular aeroelastic and hydrodynamic environments.
The extra points are carried along in the application of constraints and partitioning to the
direct input matrices, at the positions in u indicated in the grid point sequence list. For this
purpose the multipoint constraint matrix [Gm] (see Section 3.5.1), and the Guyan reduction matrix
[G ], (see Section 3.5.4), are expanded to include the u coordinates. The corresponding columns
are, of course, null .
2
The specific steps in the reduction as applied to [K ] are:
1. Eliminate multipoint constraints. ,
[ K 2 ] = [ K 2 ] + [ K 2 ] [ G ]
 + [ G Tnn nn n m m [G/ (11)
where the partitions of [K ] are given by
K 2 K 2
nn | nm
I
~
 2
 ' "
 2
K K
'mn | mm
I
(The u coordinates are included in the u coordinates.)
(12)
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•j
2. Eliminate single-point constraints by extracting [K,, ] from
[Knn
ff fs
sf
(13)
(The u coordinates are included in the u, coordinates.)
3. Eliminate the omitted coordinates, u , via the Guyan reduction
[K
cid cid [Kdo
2][Go]+[G0]T[Kod2]+[Go]T[Koo2][G0] (14)
•t
where the partitions of [K,, ] are given by
[Kff2] =
Kdd
K 2
_
 od
K 2~
Kdo
v 2K
00
(15)
(The u, set is the union of u and u .)
u a e
The direct input mass and damping matrices are treated in an identical manner. When the ele-
ments of the direct input matrices are complex numbers, which they may be for frequency response
and complex eigenvalue analysis, the real and imaginary parts are reduced at the same time.
The final assembly of the dynamic matrices is performed as follows. The structural matrices
[K 1, [K ], [ M l , and [B 1 are expanded by the addition of zeroes in the rows and columns
ud act act ad
corresponding to extra points, to form [K,. ], [K.. ], [M,, ], and [B,. ]. [K ] is a structuraldd 'dd aa
damping matrix obtained by multiplying the stiffness matrix [K ] of an individual structural ele-
ment by a damping factor, g , and combining the results for all such structural elements. Each
element may have a different damping factor. [B ] is a viscous damping matrix resulting from
aa
viscous rod elements (extension or twist) and viscous scalar dampers.
For frequency response analysis and complex eigenvalue analysis the complete dynamic matrices
are
[KHJ = (1 dd [K
 2] + i[K.,4]cid dd (16)
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[Mdd] = [Mj] + [Md/] . (18)
[K..1] is multiplied by the factor (1 + ig) to include uniform structural damping in
cases where it is appropriate. The constant g is specified by the user.
For transient response analysis the complete dynamic matrices are
[Kdd] = [Kdd]] + [Kdd2] , (19)
[Bdd] = [Bjl^ B./l.a-CKj],!-^ /] , (20)
[Mdd] = [M] + [Mdd] . (21)
The constant u, is the radian frequency at which the term ^- [K . , ] produces the same damping
•3 U)« GO
1 J
forces as the term ig[Kdd ] in frequency response analysis. The viscous damping forces are larger
at higher frequencies and smaller at lower frequencies. A small value of g/w, is frequently use-
ful to ensure stability of higher modes in nonlinear transient analysis. The user selects the
values of co_ and OK. If they are omitted the corresponding terms are ignored.
0.3.4 Modal Dynamic Matrix Assembly
The Modal Dynamic Matrix Assembler, GKAM, assembles the dynamic matrices [MhhL [B^ L and
[K. ,] in the general dynamic equation
[Mhh P2 + Bhh p + Khh]{uh} = {Ph} . (22)
The modal analysis coordinates, u, , are related to the corresponding physical coordinates,
u ,, as follows. The set u. is the union of the modal coordinates £• and the extra points u
(23)
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while u . is the union of u, and u . The transformation between £. and u is
U a e 1 3
{ufl} = [(J^ .HC^ } , (24)
where [<!>,,•] is the matrix of eigenvectors obtained in real eigenvalue analysis, (see Section 9.2.1).ai-
The transformation from u. to u. is obtained by augmenting [<t> . ] to include the extra points.n o a i
Thus
where
= [(W{uh} '
rai
0 I
(25)
(26)
[<J> . , ] is actually in this form because the components of u are placed last in u, and also in u.
for modal analysis.
The dynamic system properties, exclusive of loads, .included in dynamic analysis by the modal
2 2 ?
method are the direct input matrices [ M , . ], [B , . ], and [K. . ], obtained from the Direct Dynamic
Matrix Assembler, and the modal matrices, [m.], [b.], and [k.], obtained from the Real Eigenvalue
Analysis module, [m.] is the modal mass matrix defined by Equation 2 of Section 9.2.1, with off-
diagonal terms (which should be zero anyway) omitted. The damping matrix [b.] and the stiffness
matrix [k.] are obtained from [m.] by
r i _ ~ ] _ r / \ ~ i / y j \
(28)
where to- is the radian frequency of the ith normal mode and g(u.) is a damping factor. g(u>.) is
obtained by interpolation of a table, g(u), supplied by the user to represent the variation of
structural damping with frequency.
It will be noted that the specification of damping properties for the modal method is some-
what less general than it is for the-direct method in that viscous dampers [B ] and nonuniformaa
structural damping [K ] are not used. The damping function g(o>) is regarded as an adequate sub-da
stitute.
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The complete dynamic matrices for the modal method of dynamic analysis are obtained from
0 0
(29)
(30)
0 0
(31)
The user can specify the number of modes, starting from zero frequency and including rigid
body modes, or he can specify that all the modes within a prescribed frequency range be used.
A useful feature of NASTRAN is that the user can specify the structural properties of parts
of the structure by means of scalar elements and constraints whose values are derived from sub-
structure modes (see Section 14.1). The program treats such elements in the same manner as all
other elements, so that their effects are included in [K 1, [M ], and [B,,].aa aa aa
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9.4 DYNAMIC DATA RECOVERY
The dynamic analysis modules for complex eigenvalue analysis, frequency response analysis,
and transient response analysis produce either {u.} or (u. } as solution vectors, depending on
whether a direct cr a modal formulation has been employed. The transient response module also
produces the first and second time derivatives of the solution vectors. The additional operations
in the data recovery chain are indicated in Figure 1 -of Section 9.1. The solution vector is
partitioned, transformed, and augmented in various ways :to ob'tain desired output quantities.
The main function of the Dynamic Data Recovery module (DDR), see Figure 1 of this section,
is to produce a displacement vector, {-ui •}, which can be processed by the static data recovery
modules to produce the complete structural displacement vector, ki }, and the internal forces
and stresses in selected structural elements ;(see Section 3.7). In the standard method of
dynamic data recovery, which was :the only 'method -available -prior to -Level 16 of NASTRAN, the
static data recovery modules process the 'solution vector for each mode, time step, or frequency'
as though it were a static solution vector, i.e., all calculations are repeated for every vector.
Beginning with Level 16 of NASTRAN, a second method, called the Matrix Method of Dynamic'Data
Recovery, has been added for transient response and frequency response which is considerably
more efficient when the number of time steps or frequencies exceeds the number of independent
degrees of freedom. In this method a matrix is precomputed which relates the desired output
quantities of whatever type directly to the independent degrees of freedom. Thus, in direct
analysis,
{Uj} = [SJd]{ud> , (1)
and in modal analysis,
<Uj} = [Sjh](uh} . (2)
[S. .] and [S-u] are matrices of constant coefficients and {u.} is the vector of desired output
quantities, which may include displacements, velocities, accelerations, internal forces, stresses,
and forces of constraint. Note that the relationship of output quantities to independent degrees
of freedom is linear so that nonlinear stress resultants, such as principal stresses, are ex-
cluded.
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The matrix [S-d] is formed in two steps. First, the columns of an identity matrix of order
j (dxd) are processed sequentially by module SDR1 , which recovers the degrees of freedom eliminated
by constraints (see Section 3.7.1), to form a matrix [u .] in which each column is the vector of
grid point displacements, extra point displacements, and single point forces of constraint
due to a unit value of one dynamic degree of freedom. Second, the columns of [u .] are processed
sequentially by module SDR2 (see Section 3.7.2) to form a matrix [a j] in which each column is
the vector of user-requested stresses and internal forces in elements due to unit value of one
dynamic degree of freedom. The union of [o
 d] with user-requested rows of [u j] form the matrix
The matrix [S-u] is formed in a similar way except that in the first step the identity
matrix is replaced by [<t>dnL the augmented modal matrix (see Section 9.3.4).
If the number of dynamic degrees of freedom is less than the number of. time steps or fre-
quencies, the matrix method -of dynamic data recovery wJll be more efficient than the standard
method. The -saving may be very great,, particularly in the case of the modal formulation when
the number of modes is small. —''•'. _ „ __ _
In the event that it is desired to print or plot each output quantity versus time or fre-
quency, it is required that the matrix of output quantities, [u.], be transposed. This is
J
actually performed by transposing the output data recovery matrix first, followed by the calcu-
lation
One of the two methods for multiplying [A] [B] described on page 2.1-4 is used. Both methods
avoid the transposition of [u, ] or [u.].
In the mode acceleration method, which is only available as a subcase of the standard method
(see Figure 1), the vector {u > that describes unconstrained motions of the structure is
a
replaced by another vector {u^ } that will produce more accurate estimates of the stresses.
a
The motivation stems from the fact that when modal analysis is employed, the modal vector {£,.}
that replaces {u,} is nearly always a smaller set from which higher modes have been omitted.a
The influence of the higher modes can be approximated by observing that their response to low
frequency dynamic excitation is almost purely static. Thus, the inertia and damping forces on
the structure contain very little contribution from the higher modes. In the mode acceleration
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method, the inertia and damping forces are computed from the modal solution. These forces are
then added to the applied forces and are used to obtain a more accurate displacement vector for
the structure by static analysis. The details of the computation are as follows.
When the general dynamic system is formed using modes, the vector {u, } used in the analysis
contains the modal coordinates {£.} and the extra degrees of freedom {u }. The system from
which {£.} is abstracted consists of the stiffness matrix [K,,], the mass matrix [M,_], and\ ad aa
modal damping elements, b.. The presence of the modal damping elements is ignored in data
recovery. The general system includes, in addition, direct input matrices [M ], [B ], and [K ]
and loads {P } and {P } applied, respectively, to points {u } and {u }.
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In order to apply the mode acceleration method, the system that existed prior to the app"'ica-
tion of modal constraints is reconstructed, as follows:
"
 {Pd} (4)
{u .} differs from {u .}, the solution vector actually obtained, due to the presence of higher
2
modes. Note the presence of [B.. ] from Equation 30 of Section 9.3.4.
The elastic properties of the structure are represented by [K., ] which is the structural
stiffness matrix [K ] augmented by zeroes in the rows and columns corresponding to the extraaa
points, u , (see Section 9.3.3). [K.. ] represents the complete structure as opposed to the modal
stiffness matrix [k.] which ignores the higher deformation modes. The viewpoint is taken that the
transformed solution vector, {u .} = [cj>., ]{u. }, is adequate to evaluate the inertia (and damping)
loads on the structure but that stresses derived from it could be improved.
The improved solution ,is the vector {u .} obtained by solving
where, comparing Equations 4 and 5
(5)
(6)
The derivative operator p in Equation 6 is simply a number for complex eigenvalue and fre-
quency response analysis. For transient analyses the velocity and acceleration vectors, {pu.} and
2{p u .} , are contained in the output of the transient analysis module.
The procedure indicated in Equations 5 and 6 is modified in the program by the removal of
extra points, u , and by the use of a special procedure for free bodies. First
partitioned
and are
(Pj) - (7)
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Then, if there are no free body motions, {u } is obtained by solving
a
(9)
by the standard procedures used in static analysis. Note that for complex eigenvalue extraction
and for frequency response analysis {P } may be complex, in which event the real and imaginarya
parts are considered as separate loading conditions. The operations of the static data recovery
module are then applied separately to the real and imaginary parts of {u }.
a
If free body modes are present, [K ] is singular, indicating the need for an alternate pro-
cedure. It is assumed that the motions at a set of fictitious reaction points, u , (see Section
3.5.5) are correctly given by the modal solution. The elastic deformations of the remaining points,
u,,, relative to u are obtained by solving
CK..HU*} = {P*} , (10)
where {P } is the appropriate partition of
(u)
The improved solution vector is obtained from
u, + D ur (12)
where [D] is the matrix that evaluates the rigid body motions of the structure (see Section
3.5.5).
Although the mode acceleration technique will produce better stresses, it may be expensive,
particularly in transient analyses involving many time steps. Its use must, therefore, be separ-
ate!" justified for each application.
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Figure 1. Dynamic Data Recovery, Standard Method
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10.1 INTRODUCTION
Three methods of eigenvalue extraction are provided with NASTRAN because no single method,
or pair of methods, has been found that is satisfactory with respect to efficiency, reliability,
and generality of application in all situations. We are living in a time of rather explosive
growth, engendered by the digital computer, in the variety and capability of eigenvalue extrac-
tion routines. New methods will be added to NASTRAN and old methods will be improved as dis-
coveries are made.
Most methods of algebraic eigenvalue extraction belong to one of two groups - transformation
methods and "tracking" methods. In a transformation method the matrix of coefficients is first
transformed, while preserving its eigenvalues, into a special form (diagonal, tridiagonal, or
upper Hessenberg) from which eigenvalues may easily be extracted. In a "tracking" method the
roots are extracted, one at a time, by iterative procedures applied to the original dynamic
matrix. One of the methods used in NASTRAN is a transformation method (the Tridiagonal Method),
and the other two (Determinant Method and Inverse Power Method with Shifts) are tracking methods.
The preliminary transformation procedure of the transformation methods requires that the
major share of the total effort be expended prior to the extraction of the first eigenvalue.
Thus the total effort is not strongly dependent on the number of eigenvalues that are extracted.
In marked contrast, the total effort in the tracking methods is linearly proportional to the num-
ber of extracted eigenvalues. One might suspect, therefore, that tracking methods are more effi-
cient when only a few eigenvalues are required and less efficient when a high proportion of all
the eigenvalues are required.
The general characteristics of the methods used in NASTRAN are compared in Table 1. The
Tridiagonal Method, due to restrictions on matrix form, is available only for the evaluation of
the vibration modes of conservative systems (see Section 9.2) and not for buckling or complex
eigenvalue analysis. The other two methods are available for all real and complex eigenvalue
problems currently solved by NASTRAN. The Determinant Method would, in addition, be applicable to
future problem types in which the coefficients of the dynamic matrices are general functions of
the eigenvalue.
It may be noted, from Table 1, that a narrow bandwidth, as well as a small proportion of
extracted roots, tends to favor the tracking methods. An example of such a problem is the evalu-
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ation of the lowest few modes of a launch vehicle. When the bandwidth is relatively large, and/or
when a high proportion of the eigenvalues are required, the Tridiagonal Method will probably be
more efficient.
The Determinant Method and the Inverse Power Method with Shifts have the same general charac-
teristics with respect to all current NASTRAN problems. The Inverse Power Method is, however,
more efficient except when the bandwidth is extremely narrow as, for example, in beam problems.
The main advantage of including both methods is the redundancy that is provided in case one
method should fail (as sometimes happens with any method of eigenvalue extraction).
i
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Table 1. Comparison of Methods of Eigenvalue Extraction
~^^ -^~-~^ Method
Character! stic —- -^
Most general form of
matrix
Restrictions on
matrix character
Obtains eigenvalues
in order
Takes advantage of
bandwidth
Number of calculations,
order of
Tri diagonal
Method
[A - pi]
A real , sym. ,
constant
All at once
No
0(n3)
Inverse Power
Method With
Shifts
[Mp2 + Bp + K]
M, B and K
constant
Nearest to
shift point
Yes
0(nb2E)
Determinant
Method
[A(p)l
None
(Usually) nearest
to starting points
Yes
0(nb2E)
Note: n = number of equations
b = semi-bandwidth
E = number of eigenvalues extracted
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10.2 THE TRI DIAGONAL METHOD
10. 2. V- Introduction
The tridiagonal method is particularly effective for obtaining vibration modes when all, or
_a -substantial fraction, of the eigenvalues and eigenvectors of a real symmetric matrix are desired.
The general restrictions on the use of the method within. NASTRAN are described in Section 10.1.
The basic steps employed in the method are as follows. First, the eigenvalue problem,
is transformed to the form- :
= Xlx}-./ . . (21
Seconds-Eft] is^ con verted-, whiTe preserving: tts eigenvalues, to er tridiagonal matrix by_ the Gi.vens-
Methotfi Reference 1. Th4*d\ iTFthe eigenvalues of t&e .tFidfagona-1 matrix are- extracted! using a
modified Qr-R; algorithm, fourth * the-«£getwectors are- combed7 over a~ given frequency-range or for-
et given number of eigenvalues, and-are converted to-physfcal fora. The transformation of the
eigenvalue prbb Tern from Equation 1 to Equation 2 and the conversion of the eigenvectors to physical.
form are described fn Section 9.2^ A simpVified flow diagram for thfr trid3agoriaF method is, shown
i n . Figure^ 1 . . . • . ' • - - .
10.2^ -Tridiagonalization~by the Givens Method ".... " V" " ' " " " . -\"^I"J 1-
The most stable transformation methods of solution of eigenproblems for large symmetric
matrices are based on the tridiagonalization techniques of Givens (Reference 1), Lanczos (Reference
2), and Householder (Reference 3). The Givens method, which is used by NASTRAN, depends on orthog-
onal transformations [T] [A] [T] of a symmetric matrix [A]. An orthogonal transformation is one
whose matrix [T] satisfies
[T][T]T = [T]T[T] = [I]. (3)
The eigenvalues of a matrix are preserved under orthogonal transformation since
[T] ([A] - A[I]J [T]T = [T][A][T]T - X[I]. (4)
Consequently if det I [A] - X[I] J vanishes, then det I[T][A][T]T - X[ I ] j also vanishes.
OF
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The effect of a series of orthogonal transformations on the eigenvectors of a matrix is that
of a succession of multiplications by orthogonal matrices. For if
= X{x}, (5)
and if [Tj], [T2], .... [Tr] are orthogonal matrices, then
(6)
Write {x} = [T,]1" [T2]T ••• [T^.,]1 [T^ 1 {y}. Then.
••• [T2][T1][A][T1]T[T2]T ... [TM3T[Tr:iT{y> . •
T^CT^,] ". [T2][T1][T1]T[T2]T ... [Tr.1]T[Tr]T{y}
= X(y},
where Equation 3 is applied repeatedly to obtain, the f ina l form. It fo l lows, that .-{y}. is an
i
eigenvector of the transformed matrix _
 j , ... . _ , , , • . .
and that {x} may be obtained from {y} by
(x> = [T/LT/ ..-; [fr^]T[Tr3T'{y}-. (8)
The Givens method uses orthogonal matrices [T] which are identical with the unit matrix [I]
except for the four elements
j, J
= s1nei+l, j '
(9)
The orthogonal transformation [T][A][T] leaves unchanged all the elements of [A] except those in
the i+1 and j rows and columns, the so-called plane of rotation. The four pivotal elements of
the transformed matrix are
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1+1 = a1+1, HI COS 9-
i+l, 1+1 Sln2fli+i. j sin2 i, j '
j, 1+1 COSZ9 1+1, J i+1, 1+1 ' aj, J> s'inZe1+l. j
(10)
stwhere a. . etc., are elements of the untransformed matrix. The other elements of the i-H andj > J
j rows and columns of the transformed matrix are:
. s = as, i+1 = ai+l, s cosei+l, j + aj, s Sin6i+l,
"j, s = as, J s- a1+l.s s 1 n e1+l. J + aJ. s-cose1+l.
In the Givens method 9.,, . is chosen such that a. . will vanish, which happens when
•
T
 I 5 J 1 > J
(ID
(12)
The calculation of 8. , . followed by the orthogonal transformationi"r ' > j
(13)
is carried out for a sequence of iterations with [A^ '] = [A]. The values of i used in Equations
9, 10, 11, and 12 are 1 ,• 2, 3 (n-2) and for each i, a set of n - i - 1 such transformations
is performed, with j taking values i + 2, i + 3, ..., n before the next value of i is used. The
result is that elements in the matrix positions (1,3), (1,4) (l,n), (2,4), (2,5), ..., (2,n),
.... (n-2,n) are successively reduced to zero, together with their transposes, the (3,1), (4,1),
..., (n,n-2) elements. The set of transformations thus reduces the matrix to tridiagonal form.
NASTRAN employs a procedure introduced by Wilkinson (Reference 4) in which the Givens method
is modified by grouping together the (n - i - 1) transformations which produce zeros in the i
row and column. This procedure should not be confused with the Householder method, Reference 3,
which annihilates a row and column at a time. The Wilkinson process is particularly advantageous
when the matrix [A] is so large that the elements cannot all be left in core storage at one time;
it requires only n-2 transfers of the matrix to and from auxiliary storage instead of the (n-1)
(n-2)/2 transfers required by the unmodified Givens method. The method requires 4n core storage
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locations for working space and these are divided into four groups of n storage locations each.
The first (i-1) rows and columns play no part in the i major step. This step has five substeps:
1. The ith row of [A] is transferred to the set of core storage locations in group 1.
2. The values of
successively from
i+2, sin6.+1> i+2 .... cos6i+1> n> sinei+1) n are computed
(M)
cose.i+U J
Sin9i+l, J
where the superscripted term is computed by
(14)
•?.
•w. -niii
and the starting value for j = i + 2 is
(15)
The cosej+i ^ may be overwritten on the elements of the untransformed matrix, a^ • , which
are no longer required, and the sin6. . . are stored in the group 2 storage locations.
T + I , J
3. The i+1 row of [A] is transferred to the group 3 storage locations. Only those
elements on and above the diagonal are used in this and succeeding rows.
For k = i + 2, i + 3, ..., n in turn, the operations in substeps 4 and 5 are carried out.
4. The k row of [A] is transferred to the group 4 storage locations. The elements
a.+, .+-j, a^ . and a^ ^ are subjected to the row and column operations involving cos6.+1 .
and sin6.+-| .. For £ = k + 1, k + 2, ..., n in turn, the part of the row transformation
involving cosei+1 fc and sine^ k is performed on a.+1 ^ and a. .. For 1 = k + 1, k + 2,
..., n in turn, the part of the column transformation involving cose. , , and sine. , is
1 ' l j J t l T " | j J t
performed on ai+1 k and ak ^. Now all the transformations involving the i major step have
been performed on all the elements of row k and on elements i + 2, i + 3 n of row i + 1.
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5. The completed k row is transferred to auxiliary storage.
When substeps 4 and 5 have been completed for all appropriate values of k, the work on row
i + 1 has also been completed. The values of cos6i+1 ^ and sin6^+1 k for k = i + 2, i + 2, ..., n
are transferred to auxiliary storage and row i + 1 is transferred to the group 1 core storage
locations. Since the i + 1s row plays the same part in the next major step as did the i in the
step just described, everything is ready for substep 2 in the next major step. Substep 1 is, in
fact, only required in the first major step because the appropriate row is already in the storage
locations of group 1 in subsequent steps.
10.2.3 Extraction of the Eigenvalues of a Tridiagonal Matrix
NASTRAN employs the Q-R transformation of Francis (Reference 5) which is an orthogonal trans-
formation [Ar+1] = [Qr] [Ar] [Qr] such that [Ar] may be factored into the product [Qp] [Rr] where
[R ] is an upper triangular matrix. Thus
[Ar] = [Qr][Rr] , (16)
and
• [Ar+1] = [Qr]T[Ar][Qr]
= CQr]T[Qr][Rr][Qr] •
Now [Q ] [Q ] = [I] by virtue of the orthogonality property, Equation 3, so that
[Ar+1] = [Rr][Qr] . (17)
It follows that [A
 +,] is determined from [A ] by performing in succession the decomposition
given by Equation 16 and the multiplication given by Equation 17. Francis has shown that if a
matrix [A] = [A,] is nonsingular, then, in the limit as r -*•<», [A ] will approach an upper trian-
gular matrix; because eigenvalues are preserved under orthogonal transformation, i.t follows that
diagonal elements of the limiting matrix are the eigenvalues of the original matrix [A]. Although
the method can be applied to any matrix, it is particularly suitable for tridiagonal matrices
because the bandwidth of the matrix can be preserved, as will be shown. In the case where [A] is
symmetric, the matrix [A ] will, of course, tend to a diagonal form as r -»• °°.
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It may be shown that the upper triangular matrix, [RrL and the orthogonal matrix [Q^ ] are
unique, Reference 4, page 241; several methods, however, are available for performing the decompo-
sition. In the method of calculation devised by Francis, [Q ] is expressed as a product of (n-1)
elementary rotation matrices, where n is the order of [A ]:
[Qr] = (18)
The nonzero elements of the j elementary rotation matrix are
t _ t
tj, j " Vl, J+l " Cj '
J j, J+l " (19)
= 1, k ? j or j+1.
The manner in which the c. and s, coefficients are obtained from the elements of [A ] will be
J J r
shown shortly. [R ] is, from Equation 16 and the orthogonality property,
[Rr] = = [Qr][Ar]
(20)
Let the nonzero elements of [Ar], [Ar+-|] and [Rr] be defined as follows:
[Ar] = (21)
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(22)
and
rl "1 *1
(23)
The coefficients of the elementary rotation matrices are selected so as to reduce the. sub-
diagonal terms of [R ] to zero. Specifically,
2 2
j = 1, 2, ..., n - 1 , (24)
where
P2
J = CJ-1 Cj-2 bj ' 3 = 3,4 n - 1
(25)
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Substitution into Equation 20 yields the elements of [R ].
rn =
=
 cl b2 + sl a2 •
= s + cj CJ-1 bj
J = SJ V2 '
j = 1, 2, .... n - 1 ,
j = 2, 3, .... n-1 ,
j = 1, 2 n - 2 . /
(26)
The elements of [A] are, from Equation 17,
al = cl r! + S1
an = cn-l rn •
j = 2, 3, .... n - 1 ,
j = 1, 2 n-1 .
(27)
NA5TRAN uses a variation, Reference 6, of Francis' original method that avoids the calculation
of square roots. This is done by using the following equations in place of Equation 27
j = 1, 2 n-1 , (28)
a = g
n n
9 7
j = 1, 2 n - 2 , (29)
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Where,
=
 a l '
j = 2, 3, ..., n ,
P] = a, ,
2 2 2
P J = 9 d / C J - l
j_2 b] if - 0 ,
j = 2, 3, ..., n
j = 2, 3 n .
(30)
The reason that the use of Equations 28, 29 and 30 in place of Equation 27 avoids the calcu-
lation.of square roots can best be seen by considering the terms input to and produced by these
equations.
For Equation 27, the input terms consist of the elements of [A ]. That is; a.., a , ..., a
and b_, b_, ..., b . The data produced is a,, a,, .... a and b9, b- b which are the ele-
£ O \\ \ L. \\ L. 3 \\
ments of [A ]. Hence, this completes one iteration step, but involves the calculation of square
roots.
However, for Equations 28, 29, and 30, the input terms consist of a-|, a£, ..., a and b,, b~ ,
..., b . The data produced are a,, ?2-» ..., a"p and Bj, b,,, ..., bn which serve as. the input to
the next iteration step. Here no square roots need to be computed.
Convergence of the tridiagonal matrix to a diagonal form is speeded up by origin shifting.
NASTRAN employs a procedure suggested by Wilkinson (Reference 7), who has 'shown that when the
eigenvalues are real, the best shift strategy is to subtract a from each diagonal element of [A],
thereby reducing each eigenvalue by a . . • ; '
Another useful device in speeding up the determination of eigenvalues of tridiagonal matrices
takes advantage of zeroes which may occur in the off-diagonal rows. Let the [A ] matrix be
represented in partitioned form as follows.
10.2-* (3/1/76)
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al bl
bl a2 b2
bj-2
bj-2
bm-2 'am-l bm-l
bm-l am
(31)
In this matrix the diagonal terms in the lower right hand partition are eigenvalues that have
been determined in previous iterations. The j row is the next lowest in which the off-diagonal
term, b. ,,. vanishes, thereby uncoupling the equations in the first j-1 rows from the rest. As a
result, the eigenvalues of the matrix in the central block may be obtained separately. Other
uncoupled blocks may be found in the upper left partition.
The iteration described by Equations 28, 29 and 30 is continued until F 2, vanishes to satis-
m-1
factory accuracy so that ~&m may be accepted as an eigenvalue of the shifted matrix. F 2, must be
2 2 2 —2.
negligible compared to am . (bm_1 + am must approximately equal a^. a~m is transferred to the
lower partition and the process is continued until all the eigenvalues of the partitioned matrix
have been extracted.
10.2.4 Computation of Eigenvectors
The eigenvector corresponding to any eigenvalue, X., of the tridiagonal matrix may be deter-
mined by solving (n-1) of the equations:
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= 0
b2 Xl X2 + b3X3 =
- X.) xn.1 = 0
(32)
bn xn-l + (an ' V xn =
If the first (n - 1) equations are used, the solution is obtained by taking x, to be unity and
back substituting in the equations to obtain values of Xp, x,, ..., x . Wilkinson (Reference 7)
has shown that this method is unstable and has suggested the following approach which is used
in NASTRAN.
The tridiagonal matrix [A - X. I] is factored into the product, of a lower unit triangle [L-]
and an upper triangle [U\]. In the decomposition partial pivoting is used, i.e., the pivotal row
at each stage is selected to be that equation which has the largest coefficient of the variable
being eliminated. At each stage there will be only two equations containing that variable. The
eigenvector {$.} is then obtained from solution of the equation
={C} (33)
where {C} is arbitrarily selected. The solution is easily obtained by back substitution because
[U.] has the form
P2
pn-2 qn-2 rn-2
pn-l Vl
(34)
An improved solution is obtained by repeated application of Equation 33 using the current
estimate of {<J>.} on the right hand side. Thus
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Cui]{*{n)} = {«,{n~1 (35)
where {<j>| '} = {C}.. Wilkinson, Reference 7, shows that, if the computed eigenvalue A., is a close
approximation to the true eigenvalue, convergence is So rapid that more than two iterations are
never required. The test applied is that the maximum component of the eigenvector does not
change (to single precision accuracy) in one iteration. The initial vector {C} is chosen so that
each element is unity.
In the case of a. double eigenvalue, the above method gives one eigenvector {$,.}. If we start
with any initial vector {b} orthogonal to {^} and apply the previous algorithm, convergence to
{<j)2}, the other eigenvector, will result. The following procedure is used in NASTRAN to extract
multiple eigenvalues. If eigenvectors {<j>.j}, {<J>2}, .... {$ } with elements {<j)s} = [_ais> a2S> •••'
a ,-J havens obtained, an initial vector {b} orthogonal to each of these eigenvectors is
obtained by taking the components b
 +,, b „, ..., b as unity and solving the simultaneous
equations
T" (a ) \
s=m+l
l 21 "• + bm aml
bn a,0 + b0 a00 + ... + b,1 12 2 22 m
s=m+l
b am mm
(36)
s=m+l
Accumulated rounding errors will result in-the computed multiple eigenvectors not being exactly
orthogonal to one another. The following Gram-Schmidt algorithm described by Bodewig (Reference 8)
is used to produce an orthogonal set of k eigenvectors {y } from the almost orthogonal set {xs>.
For s = 1, select
{x.,} (37)
Then for 1 < s < k, calculate
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S-l
{zs} = {xs} ' r {yt} • and
t=1
(zs>
(38)
where || {z } || denoted the Euclidean norm, >J z^ + zg2 + ... + zsn , of a vector l_zsl, z -,
••••«
 zcrJ » and.where {xc} {y.} is a scalar product of the vectors {x } and {y }.Sf| S t S t
Finally, when all the eigenvectors of the tridiagonal matrix have been extracted, the matrix
multiplications of Equation 8 are carried out to obtain the eigenvectors of the original matrix
[A].
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C ENTER j
Convert the Eigen-
value Problem to
the Form
[A]{X} =\.{X}
See Section 9.2.1
Reduce [A] to
Tridiagonal Form
by the Givens Method
See Section 10.2.2
I
Extract Eigenvalues
by the Q-R Method
See Section 10.2.3
i
Calculate the Eigen-
vectors of [A]
See Section 10.2.4
Transform the Eigen-
vectors to the
Physical System
See Section 9.2.1
( EX1T )
Figure 1. Simplified flow diagram for the tridiagonal method.
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10.3 THE DETERMINANT METHOD
10.3.1 Fundamentals of the Determinant Method
The basic notion employed in the determinant method of eigenvalue extraction is very simple.
If the elements in a matrix [A] are polynomial functions of the operator p, then the determinant
of [A] can be expressed as
D(A) = (p -
 Pl)(p - p2)(p - p3) . . .(p - pn) , (1)"
where p-,., p2. P3 . . .p_ are the eigenvalues of the matrix. The value of the determinant va-
nishes for p = p., i = 1,2,3 . . . n.
In the determinant method, the determinant is evaluated for trial values of p, selected
according to some iterative procedure, and a criterion is established to determine when D(A) is
sufficiently small or when p is sufficiently close to an eigenvalue. The eigenvector is then
found by solution of the equation
• [A]{uJ = 0 (2)
with one of the elements of {u} preset.
The most convenient procedure for evaluating the determinant of a matrix employs the trian-
gular decomposition
[A] = [L][U] , (3)
where [L] is a lower unit triangular matrix (unit values on the diagonal) and [U] is an upper tri-
angular matrix. The determinant of [A] is equal to the product of the diagonal terms of [U].
Two versions of the triangular decomposition operation are provided. In the standard ver-
sion row interchanges are used in order to improve numerical stability. In an optional version,
which is available for real eigenvalue extraction only, row interchanges are not used. The
optional version is approximately four times as fast as the standard version for banded matrices,
but it includes a small risk of numerical failure due to the fact that [A] is seldom a positive
definite matrix. The algorithms employed in both versions are described in Section 2.2.
The matrix [A] may be expressed as
[A] = -p[M] + [K] , (4)
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for real eigenvalue problems, and as
[A] = P2[M] + p[B] + [K] , (5)
for complex eigenvalue problems.
The determinant method is not a particularly efficient method because a large number of
triangular decompositions of the [A] matrix are performed if more than a few eigenvalues are de-
sired. An exception occurs in the case of very narrowly banded matrices, such as those in beam
problems, where matrix decomposition is a relatively rapid operation. The main strength of the
determinant method is its insensitivity to the functional form of the elements of the [A] matrix
which could, for example, contain poles as well as zeroes, or be transcendental functions of p.
These effects occur frequently in hydroelastic and aeroelastic problems.
10.3.2\ Iteration Algorithm
Wilkinson's recent, but already standard, treatise^ ' includes an authoritative discussion
of polynomial curve-fitting schemes for tracking the roots of a determinant. He shows that little
is to be gained by using polynomials higher than the second degree. Accordingly, Midler's quad-
ratic method (Wilkinson, p. 435) is used in NASTRAN. The form of the algorithm in our notation is
as follows.
Consider a series of determinants, D.
 2> 0. •., D. , evaluated for trial values of the eigen-
value, p = P|<_2' P|<_v P|<- A better approximation to the eigenvalue is obtained from the follow-
ing calculations. Let
hk = Pk - P^ , (6)
h.
Vi
6k = 1 + Xk . (8)
Then
(^Wilkinson, J. H., "The Algebraic Eigenvalue Problem", Clarendon Press, Oxford, 1965.
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Pk+1 = Pk + \+1 • (10)
where
k+1
 9k * k2 -
in which
k-2k - k - i k
The (+) or (-) sign in Equation (11) is selected to minimize the absolute value of A.
 +, .
In the case when p. , p. ,, and p.
 2 are all arbitrarily selected initial values (starting points),
the starting points are arranged such that
Dk « Dk-l * Dk-2 '
and the (+) or (-) sign in Equation 11 is selected to minimize the distance from p.+, to the
closest starting point rather than to p. .
In a real eigenvalue analysis, it is possible to calculate a complex value of X.+, from
Equation 11. In order to preclude the occurrence of complex arithmetic in a real eigenvalue
analysis, only the real part of X,+, is used to estimate pk+, . The real part corresponds to the
minimum absolute value of the parabolic approximation.
10.3.3 Scaling
In calculating the determinant of [A] (Equation 3), some form of scaling must be employed,
because the accumulated product will rapidly overflow or underflow the floating point size of a
digital computer. Accordingly, the accumulated product of the diagonal terms of [U] is calculated
and stored as a scaled number
D ... = d. x 10n . (14)
where.
JO * d .< 1 . (15)
The arithmetic operations indicated in Equations 11 and 12 are calculated in scaled arithme-
tic. A. ., is then reverted to unsealed farm.
- - - •• •
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10.3.4 Sweeping of Previously Extracted Eigenvalues
Once '-an eigenvalue has been found to satisfactory accuracy, a return to that eigenvalue by
the iteration algorithm can be prevented by dividing the determinant by the factor (p - p.'),
where p.' is the accepted approximation to p., in all subsequent calculations.
Thus
(is)
should be used in place of D(A) after the first eigenvalue has been found. In general, the re-
duced determinant used for finding the i+lst eigenvalue is
D(A)P - P.- (p -P^M
Wilkinson states that this sweeping procedure is quite satisfactory provided that all p.'
have been calculated to an accuracy that is limited only by round-off error.
In some instances there are known. eigenvalues for which calculations need not be made. An
important example is the set of rigid body (zero-frequency) modes that are calculated by a sepa-
rate subroutine (see Section 9.2). In addition, the user may know of other eigenvalues, such as
those extracted in a previous execution or those resulting from transfer functions (see Section
9.3), that should be avoided. A special data card (EIGP) is used in complex analysis to specify
'the location of such roots. They are then eliminated from the determinant by a preliminary
operation
k
where m. is the multiplicity of the known eigenvalue, p. .
For problems with conjugate complex eigenvalues (complex eigenvalue analysis with real ma-
trices) the conjugates of the extracted eigenvalues are also swept from the determinant. Thus
„<%, . , "'"'W ... , (.9)
(P - Pi )(P - P,-)
where p.1 >s the conjugate of p.1.
"•"""""
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There is a danger in this procedure that if p.' is very near the axis of reals, the exact
eigenvalue may, in fact, be real. To avoid this situation a test is applied to the imaginary part
of p.' and the conjugate of p.' is swept only if
. (20)
The parameters R and e are discussed in the next two sections.
IllaX
10.3.5 Search Procedures
Three initial values of p (starting points) are needed in order to start the iteration algo-
rithm. The determinant method is essentially a root-tracking method that finds nearby roots with
ease and remote roots with difficulty. Thus it is not advisable to use the same three starting
points for all eigenvalues because the eigenvalues are usually distributed throughout a region of
the p-plane and at least some of the eigenvalues will be remote from any given set of three
starting points.
In the case of real eigenvalue analysis, the sets of starting points are uniformly distributed
in an interval of p. The user specifies the lowest and highest eigenvalues of interest, R - and
R . He also supplies an estimate, N,-, of the number of roots in the range. 2N,- + 1 starting
niax t t
points are then located such that the first coincides with R . , the last coincides with R and
the rest are placed at uniform intervals between R . and R . The process of extracting eigen-
values is initiated from the three smallest starting points, p -, , p
 2 and p ,. After all eigen-
values within the "range" of these starting points have been extracted, p , is dropped, p . is
added, and the search is repeated. The details will be described later.
The search procedure for complex eigenvalues is more complicated because the roots are dis-
tributed throughout a plane rather than along a line. Fortunately, in structural analysis, most
roots are found near the imaginary axis so that a set of starting points placed along the imagi-
nary axis will usually produce satisfactory results. In order to provide for more general prob-
lems, rectangular search regions may be located by the user in any part of the complex plane as
shown in Figure 1. It is intended that all eigenvalues within the search regions be extracted (as
limited by the desired maximum number of roots). There may be any number of search regions, and
the search regions may overlap. The search regions are established by means of the coordinates
of end points (A., B.) and the width of the region (£.). The user estimates the number of roots
J J J
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(N .).in each search region. For,problems with real coefficients, all roots are either real or
they .occur in conjugate complex pairs, and it is inefficient for the,user to specify regions.in
the lower half of the complex plane since the existence of Conjugate pairs is assumed. The user
will not, hdwever,_be prevented from specifying a search in the lower half of the complex plane
since it is useful, in.jnany cases, for a_search region to, include the. origin or a band along the
' ! ! ' '
real axis. . - . < ; . . , - • . - . . . . . . . - . • • • • : . -
The steps in the search procedure for complex eigenvalue extraction are as follows:
1. Select 2N . + 2 starting points equally distributed along the line A., B.. Do not use
tr J , . ... „ , -.-, -. ; J J
A. and B; as starting points.
w , , * J • . • . . . - . : , . - , : . .
2. Find the starting point in Region I that is nearest to the origin as shown in Figure 2
• . and designate it p ,. Draw a line perpendicular to A-,B, midway between p , and p ,',
the point next nearest to the origin, thereby dividing Region I into Regions IA ,and IB.
3. Select the three starting points in Region IA nearest to the line, a - a', as the; initial
set and proceed to extract roots. Then proceed to the three starting points in Region IB
(p ,', Ps2'» P 3') that are clpsest to the line a - a'. Then return to the points.p ~>
p
 3, p ; in Region IA, and, in general, alternate back and forth between the two regions
until all starting points have been used once, or until termination occurs for some other
reason. .
4. When-all starting points in Region ,I have been-used once, proceed to Region II, etc.
Sweep-out all previously extracted roots'from whatever region, in evaluating determi-
nants. ...... ', . • - . . - . . . • : ' ' • • • • . - ' • . ; . . • •' .•
5... When all starting; points in. all regions have..been-used once, return to Region I, II, etc.
,,:.; ...in turn and,repeat the above procedure? Continue to repeat .until no new roots are found
. .. in any pass through ,the regions-or until termination occurs for some other reason.
When searching for either real br complex roots from any'set of'starting points, the search
is terminated if a-root is predicted to lie outside of the local search region. In the case of
complex analysis, the local search region for the current starting point set is bounded by lines
o . • .paralleTto A . B . at a distance ^ and extends from the-first starting point on the other side ofj J ^
a - a' to a line'that is 55% of the way between the current'starting point that is farthest from
a - a1 and the starting point that will be picked up in "the next set (see Figure 2).
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In the case of real eigenvalue analysis the local search region extends from R . to a
point that is 55% of the way from the largest current starting point to the one that will be
picked up in the next set. The reason for permitting the local search region to extend all the
way back to R . is to improve the chance of finding eigenvalues that were initially bypassed.
Additional assurance is obtained by making repeated passes through all of the starting points
until no new eigenvalues are found on one complete pass. The computational effort for the last
pass is trivial because the determinants for all starting points are saved.
The search for eigenvalues is finally terminated when no additional roots are found in one
complete pass through all regions or when the maximum desired number of roots for each region,
N.., as requested by the user, have been extracted.
Failure to find additional roots normally occurs because all of the roots within the desired
region(s) have been extracted. Situations can occur in which some roots will be missed. The
most common occurs in complex eigenvalue analysis when one or more desired roots lie at a large
distance from the centerline of the region, see Figure 2, and several other roots lie just beyond
the ends of the region. The search procedure is likely to be attracted toward the latter roots
and may not find the former. The possibility of such failures is one reason for permitting mul-
tiple search regions. Another possible reason for missing roots is failure of the iteration al-
gorithm to converge, as discussed below.
10.3.6 Convergence Criteria
The convergence criteria are based on successive values of the increment, h. , in the estimated
eigenvalue. No tests on the magnitude of the determinant or on any of the diagonal terms of the
triangular decomposition are necessary or desirable.
(2)Wilkinson shows that, for h. sufficiently small, the magnitude of h. is approximately
squared for each successive iteration when using Muller's method to find isolated roots. This is
an extremely rapid rate of convergence. In a very few iterations the "zone of indeterminacy" is
reached within which h. remains small but exhibits random behavior due to round-off error.
^Wilkinson, loc. cit., p.437
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" Inson states that,'''if:.it is desired to calculate the root to the greatest possible precision,
-a convergence criterion for-accepting p, as ; a root should be •' • - - "'' * ":
) hk+l ' > ^ h k ' ' • (2D •
We accept his advice, tempered'-by practical considerations. The-fir,st of-these is that Equa-
tion 21 may be satisfied during the first few iterations while the-root "tracking algorithm is
picking up the "scent".'" Thus it must, .in addition,-be'required that |hk| , ; |hk_1 | arid |hk_2 l be
reasonably, small.- The second .practical consideration is that several iterations may be wasted
within the zone of indeterminacy whil.e.waiting,, for Equation 21 to be satisfied. This can be
avoided by accepting p. if |h . I is sufficiently small. Finally, if the number,of iterations be-
• , K K * • - j - - - -
comes excessively large without satisfying a convergence criterion, it is best to give up and
proceed to a new set of starting points.
.. Figure 3 is a flow diagram of a set of tests which meet the requirements discussed above for
real eigenvalue problems. , The tests .are based, on calculated values of .R,, H,,, and H, which are
. defined a s . . . . ' • , : . . . . . . ' . . .
lu I\f 1 I ." • • ...
I ' ' , ' ' . ' ' (22)
H2 =' -j±=r , (23)
/ipkl '.- ..
(24)
where p. = kth estimate of an eigenvalue, and h.-. ='-p: - p. V - ' - ' ' • :';:
. The standard test' 'iivFigure 3:for accepting-ah eigenvalue' is" : -
e may be specified by- the user. An equivalent expression, iii terms of vibration mode frequencies,
is
- - - . • ; " •' Vi_l^ k
 <
' ~ •* -
 (2
-
6)
where u> is the highest frequency of interest. A similar set of tests are performed for
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complex eigenvalue, problems.
The magnitude of the convergence criterion, e, should be selected as a compromise between
running time and accuracy. If, for example, it is found that the algorithm fails to find roots
because of an excessive number of iterations, the value of e should be increased. If failure
occurs because the number of iterations exceeds the iteration limit, N,,-, for two successive sets
of starting points, the value of e is increased by a factor of ten. If successive pairs of fai-
lures still occur, E is again increased'by a factor of ten, until the number of permissible
changes in e, N , is exceeded. The user is informed of the reduced precision of the calculations.
The values of the convergence parameters used in NASTRAN are
e - ID'11 ,
NIT = 20
N£ = 4
The above value of e may be overridden by the user.
The convergence rates for the Muller method are quite satisfactory for isolated roots and
for double roots. For higher order multiple roots, the asymptotic rate of convergence is linear,
i.e.,
hk+l = a'hk ' a < ] ' (27)
Convergence is progressively slower as the multiplicity increases. Zero frequency roots are the
only kind that commonly occur with high multiplicity in structural analysis and provision is made
for eliminating them, or other known roots, beforehand (see Section 10.3.4).
Experience with the determinant method indicates that, on average, convergence to isolated
roots is achieved in about six iterations. The number of iterations increases for problems with
multiple roots, many close roots, or roots clustered just beyond the ends of the desired region.
10.3.7 Test for Closeness to Starting Point
Once an eigenvalue has been extracted it is tested for closeness to one of the starting
points, and if it is found to be too close, the starting point is shifted. The reason for the
shift is that the value of the determinant near a root is small and contains considerable
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round-off error, so that the value of the swept determinant, 0/(p - p. ) may have considerable
error. The criterion for shifting in real eigenvalue analysis is
The magnitude of the shift is
PS j - pk < 400e
shifted
= ps i + 2000eS
»'
(28)
(29)
10.3.8 Recovery of Eigenvectors
Once an approximate eigenvalue, p., has been accepted, the eigenvector is determined by back
\J
substitution into the previously computed triangular decomposition of [A(p.)]. Now since
J
CA(pj)] (u> = CL(.Pj)][U(p.j)]{u} = 0 , (30)
and since [L(p.)] is nonsingular, only [U(p.)] is used. The last diagonal term in [U(p.)] is nor-J J • j
mally the only term with very small value. The normal appearance of [U(p.)] is as follows, for
n = 7.
X X
x : x
x
i
0
X
X
X
X
0
X
X
X
X
0
0
X
X
X
X
^^
0
0
X
X
X
Q
 mMf
\
u.
u2
U3
U4
U5
U6
U7
= 0 (31:
The terms in the upper right corner are zero due to bandwidth. 6 is a very small number.
The eigenvector may be extracted by assigning an arbitrary value (such as 1.0) to u? and solving
successfully for ur> Up-, etc., from the preceding rows. Note that this is equivalent to placing0 D
a load vector {F} on the right hand side that is null except for the last term which is set equal
to 8.
Situations may occur in which U is not the smallest diagonal term. Let U.. be the smallest
diagonal term with i < n. The most common reason for this occurrence is that the degrees of
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freedom u- +-i, u.+« . . . u are, for some reason, not coupled to the preceding degrees of freedom.
In this case all of the elements in the ith row of [U(p.)] will be very small as shown below for
J
i = 4, n = 7.
X
_
X X X 0
X X X X
X X X
0 644 645
X
0
0
X
646
X
X
0
0
0
647
X
X
X _
p
<
U2
U-,3
"4
Uc5
U6
\u7 /
= 0 (32)
In the event of multiple or pathologically close eigenvalues, two or more rows or [U(p.)]
J
will consist of very small values, exhibited below for the very exceptional case when U is not
very small.
X X X X 0
X X X X
X X X
0 <544 <545
X
^^
0 0~"
0 0
X 0
646 647
X X
666 667
X _
u, \i
U2
U3
U 4/
U5
U6
U7
= 0 (33)
In order to accommodate the exceptional cases described above with the more common case when
only the last diagonal term is small, a full load vector, {F}, is used in the eigenvector calcula-
tions. A different load vector is formed for each eigenvalue to ensure that independent eigen-
vectors are calculated for multiple or pathologically close roots. The ith component of the vec-
tor (F) is calculated by the following formula.
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(34)
where . j
6 = smallest U.. , ,--""~"~--l
j = eigenvalue count , .
n = number of rows •
There is a possibility that the smallest diagonal element of [U] may be exactly zero for
some eigenvalue, i.e., that an accepted eigenvalue (p.) may be an exact eigenvalue of the problem.
J
When this situation occurs, the zero diagonal element is set equal to a small finite number.
Eigenvectors are checked for orthogonality and normalized (see Section 9.2).
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Figure 3. Real eigenvalue convergence tests.
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10.4 THE INVERSE POWER METHOD WITH SHIFTS
10.4.1 Introduction
The Inverse Power Method with Shifts is particularly effective for problems that are formu-
lated by the displacement approach when only a fraction of all of the eigenvalues are required.
The rudiments of the method are described in Wilkinson's recent book^ where it is regarded
chiefly as a powerful method for refining the accuracy of eigenvalues and eigenvectors that have
been approximately located by other methods. In NASTRAN the method is used as a stand-alone
method to find all of the eigenvalues within a domain specified by the user.
It is well known that the\ standard inverse power method has a number of important defects for
the solution of structural problems by the displacement approach. These include: awkwardness of
procedure in the presence of zero eigenvalues (rigid body structural modes); slow convergence
rates for closely spaced roots; and deterioration of accuracy in the higher modes as more roots
are found. All of these defects are eliminated or minimized by the following modification of the
method.
Let the eigenvalue problem be stated as follows,
[K - XM]{u} = 0 , (1)
where, employing structural semantics, [K] is a stiffness matrix, [M] is a mass matrix, {u} is a
displacement vector, and X is the square of the natural frequency. Let
X = \Q + A (2)
where X is called the shift point. The iteration algorithm is
[K - XQM]{wn} = [M]{un,.,} , (3)
(4)
where C is equal to the value of the element of {w } with largest absolute value. It is easy to
prove that 1/C converges to A,, the shifted eigenvalue nearest to the shift point, and that {u }
^Wilkinson, J. H., THE ALGEBRAIC EIGENVALUE PROBLEM. Clarendon Press, Oxford, 1965.
10.4-1 OR/G/NAL
EIGENVALUE EXTRACTION METHODS
converges to the corresponding eigenvector of Equation 1. The following observations are perti-
1. A triangular decomposition of the matrix [K - X M] is required in order to evaluate {w }
from Equation 3. The effort required to perform the triangular decomposition is greatly
reduced if [K - X M] is a narrow band matrix. Structural analysis by the displacement
approach is characterized by narrowly banded stiffness and mass matrices.
2. It is unnecessary for [K] to be nonsingular; so that rigid body modes cause no special
difficulty.
3. The shift point X may be changed (at the cost of an additional triangular decomposition)
in order to improve the rate of convergence toward a particular eigenvalue, or to improve
accuracy and convergence rate after several roots have been extracted from a given shift
point.
4. X can be placed so as to obtain the eigenvalues within a desired frequency band and not
just those that have the smallest absolute value.
The Inverse Power Method with Shifts can also be applied to complex eigenvalue problems. In
NASTRAN the method is applied to problems stated in the quadratic form
[MX2 + BX + K]{u} = 0 (5)
where [M], [B] and [K] may be real or complex, symmetrix or nonsymmetric, singular or nonsingular.
The development of the method is divided into separate subsections for real eigenvalue analy-
sis, Section 10.4.2, and complex eigenvalue analysis, Section 10.4.4. In addition the procedures
used by the program are summarized in Sections 10.4.3, real eigenvalue analysis, and Section
10.4.5, complex eigenvalue analysis.
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10.4.2 Theory for Real Eigenvalue Analysis
10.4.2.1 Iteration Algorithm
The problem is to find the eigenvalues and eigenvectors for
[K - AM]{u> = 0 (1)
Both [K] and [M] are symmetric, but they may be singular. The eigenvalues may be either positive
or negative, but we are predominantly interested in the positive eigenvalues. Eigenvalues may be
multiple. It is required to find all the eigenvalues and eigenvectors within a specified range
of X.
Let
X = XQ + A (2)
where XQ is a constant called the shift point, so that A replaces X as the eigenvalue parameter.
The algorithm used in the nth iteration step is . _ . . . . .
[K - X0M]{wn} = [M]{un_.,} , (3) -
(un) = J- {wn} , (4)
where C is equal to the value of the element of {w } with largest absolute value. It may be
shown that 1/C converges to A,, the shifted eigenvalue nearest to the shift point, and {u } con-
verges to the corresponding eigenvector. Convergence is proved as follows. In the proof use will
be made of the orthogonality properties for the theoretically obtainable normalized exact eigen-
vectors, 4>- and 4>., of Equation 1 which are
' J
<))..TM<j>i =0, i f j , (5)
^"W, = 1 , (6)
J J
<j>jTK4>i = 0 , i ? j, and (7)
*>J ' Xj ' (8)
Note that the use of brackets to indicate matrix quantities has been omitted in the interest of
conciseness. Expand the trial vectors, un and u^, in terms of eigenvectors:
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u = I a. <j>- (9)n
 1 i,n i
Vl = I ai,n-l*i ' (10)
where a,. _ and a. „ , are coefficients. Substitute into Equation 3, premultiply by 4>. , and invokei»n i> n~i • j
the orthogonality conditions. Then it is seen that
(XJ - VCnaj,n
or, substituting A. = XQ, + A.,
, „ 1 1p - J.n _ l _ ]_ (12)
• J>" " aj,n-l " c n< x j - V" CnAj '
Equation 12 shows that the relative proportion, P. , of an eigenvector in successive trial1
 J i n
vectors increases in inverse proportion to the magnitude of its shifted eigenvalue. Thus the pro-
portion of the eigenvector that is closest to the shift point increases at the expense of the
t
others and the process converges to the eigenvector whose eigenvalue is closest to the shift
point. The product C A^; converges to unity.
10.4.2.2 Convergence Criteriaiii
The most common method for gaging the convergence of eigenvectors is to compare the difference
of the elements of successive trial vectors, each of which has been normalized so that the largesti i
element is unity, to an arbitrarily selected small number
; : un - Vl < e '
This method is not used in NASTRAN because it i.s unscientific in two respects:
1. The criterion e is not related to the mass orthogonality test which is finally used to
judge the suitability of eigenvectors.
2. Normalizing on the largest element of u neglects the fact that the sizes of elements are
largely determined by scaling, (e.g., angles are usually much smaller than translations).
Closely related methods can be devised that overcome these objections and that also predict the
rate of convergence. In NASTRAN, the convergence criteria are derived from the parameter e that is
supplied by the user for the mass orthogonality test
c^ Vj < e . i ? j , (13)
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where the approximate eigenvectors, ~$., have been normalized such that
4/M^  = 1 - (14)
The mass orthogonality test is applied after all .the eigenvalues have been computed.
For a pair of well-converged approximate eigenvectors that have close eigenvalues but which
are well removed from all other eigenvalues:
since it may be assumed on the basis of Equation 12 that the power method yields negligible contri-
butions of all other eigenvectors. Thus
The program is able to estimate e^ anc' £2i from tests that will be described. A reasonable
convergence criterion to be applied after each iteration is that
E.JJ < Ae , (18)
for all i and j where e is the criterion used in the mass-orthogonality test and A is a factor,
less than unity, introduced to ensure passage of the mass-orthogonality test.
It has been shown (Equation 12) that the contributions of eigenvectors to the trial vector
increase from iteration to iteration in inverse proportion to their shifted eigenvalues. Thus,
during the late stages of iteration for <|>,, it may be assumed that only two eigenvectors have sig-
nificant (contributions:
u -a (i>, •
n n I
where v^ = e^ is introduced for later convenience and a, (see Equation 9) is shortened to a .
By virtue of Equation 12 the relative contribution of 4>2 in the preceding iteration step will be
larger by the ratio of the shifted eigenvalues A2/A,. Thus for the two previous steps
/ A2 \
Vl = °n-ll*1 + AT ^ *2 ' (20)
Un-2
A 2
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It will be assumed that |A2J>|A^|.
Applying the mass orthogonality properties, Equations 5 and 6, to Equations 19 and 20, it is
seen that
" = "^
 +
 '
 (22)
viX-i = vi''1
Assuming / <S ' « 1 where > 1, then to a very close approximation
1/2
(23)
(24)
,
From Equation 12, a good approximation to the eigenvalue is
(25)
A 1_Q=1 - ± 1 l i - l
1 Cn «„ Cn u
(26)
where C is the normalizing factor introduced in Equation 4. The ambiguity in sign is removed by
comparing the signs of selected components in u and u ,. A better approximation that can be
evaluated when Ap/A, and 6_ are known is obtained by using Equations 22 and 23 for a and a ,.
1 Vl JAi = r^r~ = *r
'1/2
(27)
Equation 27 shows that Equation 26 is good enough because 6 must be extremely small in order
that e-|2 = /~S^  pass the eigenvector convergence test. Equation 26 is used in NASTRAN.
Turning now to the evaluation of 6 and A2/A,, we first define the normalized difference of
successive trial vectors,
un Vl (28)
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Then, from Equations 19, 20 and 21:
<su_
and, by virtue of Equation 6
(6un)'M6un
<6un>'M6Vl
so that
and
Al (6un)TM6un
(6un)'M6un
The convergence criterion is
(29)
(30)
(31)
(32)
(33)
(34)
(35)
Note-that the application of the criterion requires three successive trial vectors. In some
cases the rate of convergence may be so rapid that A2/A,, as computed by Equation 33, may have
lost all numerical significance. In order to avoid this difficulty and also to improve efficiency
in the event of rapid convergence, a test based,on only two trial vectors is applied first.
The rapid convergence test is based on the fact that the sweeping procedures, Section
10.4.2.4, guarantee the orthogonality of very close eigenvalues. It is only necessary to avoid
contamination with eigenvectors that are not in the cluster. Thus if
X2 "
l
< Y (36)
where y is a small parameter built into the program, then it is not required that Equation 35 be
satisfied.
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If the criterion obtained by multiplying Equations 35 and 36 together, namely.
Aey (37)
is satisfied, then either Equation 35 or 36, or both, are satisfied. From Equation 34
A,-
ll + Ao
The rapid convergence test is, therefore
(38)
= [(6un)TM6un]1/2 < Aey (39)
A, is evaluated from Equation 26. The test requires only two successive trial vectors, and it is
performed as often as possible. The value of y stored in the program is .01.
10.4.2.3 Change of Shift Point
The rate of convergence of thej iteration algorithm can be estimated from the parameters,
A , A and <5 . From Equations 19 and 20, the estimated proportion of the second eigenvector in
the (n+k)th trial eigenvector is
Jn+k
A,\k
— 1 /IT
AJ /6n (40)
If the (n+k)th trial eigenvector satisfies the convergence criterion, Equation 35, then
(41)
A2
and the estimate of the required number of additional iterations, beyond the nth, is
log
k . >
log A
> k - 1 . (42)
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If |A2/A,| is nearly" equal to unity, the required number of iterations may be very large.
Suppose, for example, that
e = io~6, A = TO"1, 6 = 10"4, -2- = 1.10 . Thenn A-I
log(l.l
If, however, the shift point is changed to the current estimate of the eigenvalue, A, + X ,
the number of additional iterations will usually be quite small. The error in the calculation of
A, from Equation 26 is of the order of 6 , as may be seen by comparing Equation 26 and Equation
27. Thus assuming the new shift point to be located at A1(l-6n), the ratio of the first and
second eigenvalues from the new shift point is
A£ A2 - A.,(l-6n) A2 - A] (43)
*i Ai - VW Vi
Using this result in the previous example, the estimated number of iterations from the new
shift point is
k. = = 1.6 .
log(10J)
In many cases the time required to complete the estimated number of iterations from the old
shift point may exceed the time required to make a triangular decomposition and to complete the
iteration from the new shift point. In such cases a decision to shift is made at the earliest
time that it can reliably be made.
Let T. be the time for one triangular decomposition and let T. be the time for one iteration.
Then, if
Td < (k - k')T. , (44)
a new shift point is selected. The minimum estimate of k' is 2, to permit testing for convergence
after the shift. The relative times for decomposition and iteration depend on the bandwidth of
the dynamic matrix. As a first approximation
*
T7 " f - - <4 5>
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where B is the semi bandwidth. Thus, as a first approximation, a new shift point should be selec-
ted if
B < 3(k - k1) . (46)
In practice accurate values of T. and T. are available to the computer because at least one
triangular decomposition and several iterations have already been performed.
Although the test described above will predict the rate of convergence, it is not foolproof
for two reasons. The first is the requirement that the proportion in the trial vectors of all
eigenvectors except the two lowest be very small. The second is that there must be a sufficient
proportion of the second eigenvector to permit reasonably reliable calculation of A~. A check on
the convergence criteria is provided by examining the series of values of A, and Ag. If the dif-
ferences between successive values decrease monotonically, we are assured of uniform convergence.
On the other hand, a sudden jump in the value of A2 will indicate that the limit of digital pre-
cision has been reached.
Two additional tests are performed in NASTRAN to improve reliability.
Define the normalized increments in the approximate eigenvalues from successive iterations
T- 1 ,n . 1 ,n-1 1 /« * \ i ni\
*l,n = - RQ, . = r (Al,n - Al,n-l} ' (47)
and
v- _ X2,n ' X2.n-l _ (A2,n " A2,n-1} ...
9 n " 1 ~ I ' ^°'
^
>n Ao Ao
where R is a normalizing factor, to be specified later (see Equation 69). The shift test, Equa-
tion 44, is applied provided that
The criterion e, is not made very severe. The reason for the criterion is that, if we de-
cide to shift, we wish some assurance that the new shift point is substantially better thap the
original shift point.
The second test relates to the reliability of A~. If
£2> j.h2,nl > Ih2,n-ll • <5°)
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then Ap , will be used in all subsequent calculations of 6 from Equation 34. Otherwise continue
to compute Ap at each step. Note that the ratio Ap/A, from Equation 33 is no longer required
after the e~ test has failed.
10.4.2.4 Sweeping of Previously Found Eigenvectors
The trial vectors must be swept to eliminate contributions due to previously found eigen-
values that are closer to the shift point than the current eigenvalue. The algorithm is developed
as follows. Let the unswept trial vector be IT which, from Equation 9, can be represented as:
_
 m
un = J^ T.n*! +un ' (51)
where <j>., i = l,2...m, are exact values of the previously extracted eigenvalues and u is the
swept trial vector which will include only contributions from the remaining modes. The computed
values for previously extracted eigenvectors are
Uj M
T - •
/Ui,NMui,N
(52)
where u.
 M is the last (Nth) trial vector obtained in the iteration for X..i ,11 -j
If <)>i were an exact eigenvector, then, from the mass-orthogonality properties,
ai,n
and
un ' V(*VT|fin*1 • (54)
which is the sweeping algorithm.
Let us examine the error in the process. Suppose
*i = *i + £4>j , (55)
where <JK and <j>. are exact eigenvectors and J. i^ the eigenvector that is currently being extract-
ed. Also let
"n = a1,n*i +aj,n*J ' (56)
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Thus,
and, (considering only one previously swept eigenvector in Equation 54
un = ai,n*1 +aj,n*j ' (ai ,n + eaj ,n)(*i + e*j>
= (aj,n(1 ' ^  - eai,n)*j -^i '
Redefine the coefficients of <J>, and <j>. in Equation 58
U = a. d>. + a.
n j,n*j i
.(57)
(58)
(59).
The ratio of the relative amplitudes of eigenvector components in the unswept vectors obtained
after the next iteration is, for E « 1,
Ai
(60)
Convergence to <j>. rather than to <j>. requires that
Ai
Ai < 1
If all previous eigenvectors are reasonably accurate, we need only to be concerned for cases
in which A. » A.. This is, however, precisely the condition that exists at the shifted shift
point.'A-'. Thus, XQ' should not be used for obtaining additional eigenvalues.
Furthermore, if an eigenvalue is found to be very close to the original shift point, then
the shift point should be changed in the search for other eigenvalues. The criterion for chang-
ing starting points (original shift points) may be written
R
v - (62)
where E is the coefficient specified in the mass-orthogonality test, Equation 13, A, is the first
eigenvalue found from the starting point A , R is the distance from A to the-farthest eigenvalue
ft -9to be extracted from A , and e, is a safety factor. Suppose, for example, e = 10" .and-e^ = 10" .
Then the starting point should be changed if
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Xo' Xl
R0
(63)
Another conclusion to be derived from Equation 62 is that the trial vectors should be swept
at each iteration. If, for example, trial vectors were swept every k iterations, proper conver-
gence would require that
R
o
Xo'Xl
k
(64)
which, if k were larger than about 3 or 4, would require continuous changing of starting points.
10.4.2.5 Initial Trial Vectors and the Extraction of Multiple Eigenvectors
The choice of a trial vector for finding the first eigenvalue from any starting point is
clearly arbitrary. The vector used in NASTRAN has a broad spectrum with regard to spatial distri-
bution 1_n_order tc^ provide.effic.1.ent_ex.tra.c.ti.on_o.f-.eigenva1ues in the complete wavelength range.
There is an advantage in finding successive eigenvalues from the same starting point, in
using one of the trial vectors employed in a late stage of the previous iteration. The reason
for the advantage is that such a vector, after having been swept, is quite "rich" in the eigen-
vector that is next closest to the starting point and will, therefore, converge more rapidly.
There is a difficulty, however-, in that, if the previous eigenvalue is a multiple eigenvalue, a
return to it will probably be prevented since the swept trial vector contains no component of the
multiple vector(s). If the process of transforming trial vectors is'repeated often enough, how-
ever, the-process will eventually return to the multiple eigenvalue by virtue of the growth of
round-off error. Unfortunately this cannot be relied upon. The safer course, which is to use a
new initial trial vector for each eigenvalue, will require more iterations since there is no
"enrichment".
The following scheme, in which, we might have our cake "and eat it too, is used in NASTRAN:
1. Find the first eigenvalue from a starting point with an arbitrarily selected trial vec-
tor.
2. Use the next to last trial vector obtained at the starting point during the first itera-
tion sequence as the initial trial vector for the second iteration sequence. This
will ensure a very Targe proportion of the next closest eigenvector. Since we are
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required to save two vectors at every iteration step in order to check convergence,
this should be no burden on storage requirements. Furthermore, since all calculations
are done in double precision, and only single-precision convergence of eigenvectors can
be required, the swept vector should not contain much random noise.
3. Continue until an eigenvalue is found that is outside the prescribed range of the star-
ting point (see Section 10.4.2.6).
4. At this stage, use a new arbitrarily selected initial vector and find one eigenvalue.'
5. If the eigenvalue found in step 4 is outside the range of the starting point, go to a new
starting point. If it is not outside the range, repeat steps 2, 3 and 4 until the eigen-
value found in step 4 is outside the range. The maxiaum number of times that steps 2, 3
and 4 will be performed is equal to the multiplicity of the eigenvalue with greatest
multiplicity.
An exception to the above sequence occurs if step 1 yields an eigenvalue outside the range.
In that case, the program goes directly to a new starting point.
10.4.2.6 Distribution of Starting Points
For Vibration Analysis the user specifies:
.1. The maximum frequency of interest, f_.u.max
2. The minimum frequency of interest, f . .
3. The estimated number of modes in the range, N .
4. The desired number of modes, N,, to be computed.
For Buckling Analysis the user specifies:
1. The maximum eigenvalue of interest, A__...inax
2. The minimum eigenvalue of interest, A . , which may be negative.
3. The estimated number of modes in the range, N .
s
4. The desired number of modes, N ., to be computed.
For Vibration Analysis, the eigenvalue
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X = (2irf) (65)
If the desired number of modes, Nd> is not specified, then all modes in toe range will be
found provided that there are not more than 3N modes. If the desired number of eigenvalues is
less than the expected number, those that are closest to zero will be computed.
Starting points are distributed on the assumption that the eigenvalues are uniformly distri-
buted with respect to X, (frequency-squared), and that about six eigenvalues will be found from
each starting point.
The number of starting points, N$, is selected such that
NS -
and they are distributed as follows.
(66)
AX AX AX _
sl
X .
mm
s2 s3
max
where AX = Xmax - Xmin = (2irfmax)2 - (2irfmin)2- Tnus the nth starting point,
sn
(67)
The search-ranges for the starting points are selected to overlap each other by 10%. Thus,
the search-range for shifted eigenvalues, A = X - \sn, is
-Ro < A < +RQ , . (68)
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where
RQ = .55^  (69)
R is also used both in deciding whether or not to relocate starting points, Equation 62, and in
o
the e, preliminary convergence test, Equation 47.
10.4.2.7 Termination
The process of finding eigenvalues can be terminated for any of the following reasons:
1. All of the eigenvalues that the problem contains have been found.
2. All of the eigenvalues in the desired range, X . < X < Xm, . have been found.mi n max
3. The desired number of eigenvalues, N,, have been found.
4. The number of eigenvalues that have been found is larger by some factor than the number
estimated to be in the desired range.
Reason 1 is imperative because, if the iteration process is continued, it will converge on
eigenvalues that it has already found and give false results. A reasonable, although not fool-
proof, test for whether or not all (finite) eigenvalues have been found is to compute the total
number of eigenvalues from
 : . .
Nt = Neq - No - NoM ' <7°)
where
N = number of rows in the dynamic matrix.
NQ = number of zero eigenvalues prescribed by the user, and found by separate
procedures.
NoM = number of diagonal terms of the mass matrix that are equal to zero.
The test-is not foolproof because the mass matrix can be singular even if none of the diago-
nal terms are zero. The detection of general singularity is regarded as too difficult to be
worthwhile for the present application.
Reason 2 is detected quite simply by applying the range test to the last starting point.
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The recommended value for the factor mentioned in reason 4 is 3.0.
Once the process of extracting eigenvalues has terminated, all of the eigenvalues and eigen-
vectors that have been found (and not just the desired number or those within the desired range)
arc prepared for output. If eigenvalues are to be used in a modal solution they will all be
positive and only the desired number closest to the origin (if that number has been specified),
or the total number within the specified frequency range, whichever is less, are used.
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10.4.3 Summary of Procedures for Real Eigenvalue Analysis
Flow diagrams illustrating recommended procedures are shown in Figures 1, 2 and 3. The pro-
cedures involved in each block are summarized below.
1. Compute Distripution of Starting Points (see Section 10.4.2.6)
a. Select number of starting points, N , by:
Ns- 1 < ^ < Ns , (1)
where N is the estimated number of eigenvalues in the frequency range of interest.
b. Locate starting points by:
n - 1
Asn = Amin+^
where
AA
 =
 Amax - Amin =
2. Select a Starting Point
The first starting point is A ,, the second starting point is A „, etc., until all starting
points are used up or until the desired number, N., of roots has been found.
3. Select an Arbitrary Starting Vector
Each arbitrary starting vector is distinct from all preceding starting vectors. The vector
should have a broad spectrum with regard to spatial distribution (i.e., not concentrated in the
long wavelength or in the short wavelength range).
4. Compute One Eigenvalue and One Eigenvector
See flow diagram for this block, Figure 2.
4.1 Decompose Dynamic Matrix
The matrix to be decomposed is [K - AM] which is real and symmetric and where A
is either a starting point, A , a moved starting point, AS', or a shifted shift point,
AQ'. Real arithmetic without pivoting is used. Partial pivoting is available on an
optional basis.
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4.2 One Vector Iteration (see Sections 10.4.2.1 and 10.4.2.4)
The iteration algorithm is:
[K - XoM]{wn} = IXKu^ .,} = {Fn_.,} , (4)
(u} = l-{w} . (5)
{un} = {V ' I
where C is equal to the element of {w } with largest magnitude and {<)>.} is a normalized
eigenvector, previously found:
(7)/ T '
/Ui,NMui,N
{u.
 w} is the last vector found in iterating for the ith eigenvalue. The sum on (i) in1 ,N
Equation 6 extends over all eigenvectors previously found, including rigid body modes
found in separate procedures. The sweeping operation, Equation 6, is also applied to
starting vectors, (u }.
4.3 Convergence Tests (see Section 10.4.2.2)
See flow diagram for this block, Figure 3.
a. The quantities A,, Ap, n, arid 6 are computed as follows.
1. Form {Fn> = [M]{un} , (8)
which is also required in the next iteration (see Equation 4).
2. Compute <xn = ({un}T{Fn})1/2 . (9)
3. Compute {u } {u ,}
4. Compute {F } {F ,}{6Fn} = —0 DdL (11)
an Vl
Then
5. A, = Jr-^£L . (12)
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n = ({6un}T{6Fn})1/2
used in the. rapid convergence test .
A2
-J
(13)
(14)
{6un } {6Fn }
"
except that the maximum value of (1 - -T— I is limited to 10.0.
Al
b. In the rapid convergence test,
n < (16)
e = criterion specified by the user for the mass-orthogonality check,
_2Y = close root criterion ( = 1 0 ),
A = safety factor (= 10"1) .
-4The default value of e is 10 .
c. The test sequence
i 10
~
6
V " nn-l '
is introduced to provide for situations in which round-off error dominates the conver-
gence criteria. These tests were not discussed in Section 10.4.2.
d. The ^
I f e2>
Otherwise: Pass.
: Fai1
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where, using successive values of A computed by Equation ;14,-,';.,
'2,n
A2.n " A2.n-1- (20)
The value of e,, stored in the program is .02. _- . , ,,.
If the £„ test fails, the value of A~ is set equal to A« , in calculating 6
(Equation 15) and is not changed until the shift point is changed or an eigenvalue
is found.
4.4 e. Test (see Section 10.4.2.3)
The £-, test is
if l.n R
: -.'"'4 • ' ' •''•' -' '{:' •*>
< e, : Pass . Proceed to 4.5. (21)
Otherwise: Fail. Return to 4.2.
Where
R , .(22),
-,-3The value of e, stored in the program is 10" . The z-. test is also applied a's'^ part of
the rapid convergence procedure, see Figure 2.
4.5 Shift Decision (see Section 10.4.2.3) . ..•_,...;
The criterion for shifting is- — --• •--•.= . - ' "-' °'-r
if Td < (k -
or if for two successive iterations
< 1 : Shift.
Otherwise: Continue to iterate.
• (23) '
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Where
T^ = estimated time for one triangular decomposition,
T. = estimated time for one vector iteration,
k = estimated number of additional iterations,
k is evaluated from
In
2
4.6 Change Shift Point
Change shift point to
k = -^- . (24)
V = Xo + Al ' (25)
where A, is computed by Equation 12.
4.7 Reset Iteration Counter
Set n = 0, and also remove the flag that the £„ test 'ias
5. Are We Done?
The answer is yes if:
a. The total desired number of eigenvalues, N., have been found, or
b. The number found exceeds three times the estimated number, N , or
c. The number of eigenvalues found equals the total number in the problem. The total number
in the problem is computed from
N
 =
 N
- -
N
-
N
 •
 (26)
where
N = number of rows in the dynamic matrix,
N = number of zero eigenvalues prescribed by the user and found by separate procedures,
N
 M = number of diagonal terms of the mass matrix that are equal to zero.
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6. Is Eigenvalue Outside Range? (see Section 10.4.2.6)
The test is:
-R < X. - X < +R : Inside range. (27)
0 1 S 0
Otherwise: Outside range.
7. Select Next-to-Last Trial Vector as Starting Vector (see Section 10.4.2.5)
a. If there was no shift in finding the previous eigenvalue (i.e., if Equation 23 has never
been satisfied) set:
"l+l.o = ui,N-l . (28)
b. If there were one or more shifts, set ^ i+1>Q equal to last trial vector before the
first shift. .
8. Too Close to Starting Point? (see Section 10.4.2.4)
The criterion is:
R
e x. - X > e3 : Too close , (29)
where
e = criterion used in mass orthogonality test,
X^ = eigenvalue just found,
X = starting point,
. . . -o = rstn9e' see Equation 22.
The value for e3 stored in the program is .05.
9. Move Starting Point
Change starting point location to
v = AS * -°
2 R
0 -
where the (+) or (-) is selected to move the starting point away from the eigenvalue.
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10. Is This the First Eigenvalue Found Since the Arbitrary Starting Point Vector Was Changed?
See Section 10.4.2.5 on Initial Trial Vectors.
11. Last Starting Point?
If the answer is yes, we are done. If the answer is no, select a new starting point.
10.4-23a (4/1/72)
EIGENVALUE EXTRACTION METHODS
10.4.4 Theory for Complex.Eigenvalue Analysis
10.4.4.1 Iteration Algorithm
The problem is to find the eigenvalues and eigenvectors for
[Mp + Bp + K]{u} = 0 (1)'
where [M], [B], and[K]may be real or complex, symmetric or nonsymmetric, singular or nonsingular. Ei-
genvalues may be multiple. All the eigenvalues within specified regions of the p-plane are to be
found.
Define the velocity vector
{v} = p{u}
Equation 1 may then be rewritten in partitioned form as
M 0
0 I
v /
u 1
B K
_- I 0_
v
u
= 0
Let
p = XQ + A
(2)
(3)
(4)
where the constant X is called the shift point. Substituting Equation 4 into Equation 3:
-B - MX -K
o
— — — — —
I -X I
0
V
u
= A
~M 0~
_ _ — — -4
0 I
_
or, assuming for the moment that [M] is nonsingular:
-M^B - X I -M" ]K
0
1
V
u
= A
v
u
(5)
(6)
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Equation 6 is an eigenvalue problem in standard form, i.e.,
= A{x}
where
(x) =
The standard iteration algorithm for the inverse power method is
(7)
(8)
where C is a normalizing factor to be determined. Convergence of the algorithm -is discussed in
Section 10.4.4.3.
An alternate form of the iteration algorithm corresponding to Equation 5 is:
(9)
A form that is more convenient for computation is obtained as follows: From the second row
of Equation 9, suppressing matrix brackets for conciseness,
Substitute Equation 10 into the top row of Equation 9:
(10)
~-B - X M -K ~
0
1
 "
x
°'.
n
u
]
" C~
n
"M o~
0 I
Vi
•
Vi
or
(AQ2M K)u
' ^"Vi m:
(12)
Let
wn = Cnun
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The complete algorithm is, then
(XQ2M + XQB + K)wn - -(B'+AoM)Vl -
vn = Vn + un-l
C is selected equal to the element of w with largest magnitude. Note that triangular de-
o
composition of the dynamic matrix [p M + pB + K] is required at the point p = X .
10.4.4.2 Orthogonality Properties for Nonsymmetric Matrices
Development of orthogonality properties is required in order to prove convergence and to de-
rive sweeping techniques. Consider the pair of eigenvalue problems
Ax = Ax , (15)
ATy = Ay , (16)
where A is a general, nonsymmetric, real or complex matrix. The eigenvalues of Equation 15 are
the zeroes of the determinant |A - AI|. The eigenvalues of Equations 15 and 16 are the same be-
cause
|A - AI| = |(AT - AI)T| = |(AT - AI) . (17)
The eigenvectors of Equations 15 and 16 are not, however, identical. The eigenvectors
satisfy
(A - A.)^  = 0 , (18)
(AT - A )| = 0 . (19)
J J
<}>. is called a right eigenvector of A and $. is called a left eigenvector of A because, transpos-
« J
ing Equation 19,
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?J(A - A..) = 0 . (20)
The left and right eigenvectors are orthogonal for A. ^ A.. To show this,, premultiply Equa-
tion 18 by <LT
-r I /. , . =f t A n /oi \
< p . n ( p ' ~ / l « < p . ( p . — U
 9 " I t l J
or, using Equation 20
(A, - A,)^ .T<j). = 0 , (22)
so that, for A. f A.
= 0 , (23)
which is known as the property of biorthogonality.
Equation 23 will be useful in proving convergence of the iteration algorithm. It is not use-
ful for sweeping procedures because transposition of the A matrix in Equation 6 leads to a form
that is extremely awkward for computation. A more convenient form of orthogonality property is
developed as follows. Let <f>. be an eigenvector satisfying
(p^ M +
 PiB + K)^ . = 0 , (24)
and (ji"._be an eigenvector satisfying
J
+ pB + K) = 0 . (25)
Premultiply Equation 24 by p.<j>. , postmultiply Equation 25 by p.(j>., and subtract;
J I J I I
PjljT(pi2M + PjB + K)^ - |JT(PJ2M + pjB + K)Pi$. =0 . • (26)
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Combine terms:
(Pj - Pj)$jT[p1PjM - K]<))i = 0 , (27)
so that for p. 1 p.
| T[p p M - K]<(>. = 0 . (28)
J ' J 1
Postmultiply Equation 25 by <J>., and find that
j i j j J i
Substitute this result into Equation 28:
which is the desired result. Equation 30 is used in the sweeping algorithm. Note that Equation
30 is the analog of the mass orthogonality relationship (Equation 5 of Section 10.4.2.1) extended
to complex unsymmetric matrices, including the presence of damping.
10.4.4.3 Proof of Convergence for the Iteration Algorithm
Consider the vector
{x } = !---> , (31)n i l
( U n )
introduced in Equation 7. Expand . (x ) and {x ,} in terms of eigenvectors
*„ = I «< „*,- . (32)
Vl = ai,n-l*i '
Then, substituting into Equation 8 and premultiplying by cji". which is the left eigenvector
vf
satisfying Equation 20,
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VA£a i ,n*i = <^ai,n-lV*i ' (34)
or, using Equation 18,
lai,nAiV*i = ^fai,n-lV*i ' (35)
and using the orthogonality property, Equation 23,
cc • = —7.— a.j,n ^-j^n J'n"'
Thus the eigenvector with lowest value of A. (i.e., with eigenvalue closest to the shiftJ
point) increases more rapidly than the others. The above proof of convergence is curious in that
it requires the postulation of a second eigenvalue problem. It would be more satisfying if such
were not required.
A more serious objection to the proof of convergence is the assumption that the mass matrix,
[M], is nonsingular, which assumption is required in the reduction of the eigenvalue problem to
standard form (see Section 10.4.4.1). The objection may be resolved by examining what happens as
[M] approaches singularity. What happens, in fact, is that one (or more if the defect of [M] is
greater than one) of the eigenvalues approaches infinity. Convergence to the corresponding eigen-
vector from any (finite) shift point is impossible. Otherwise the problem is not exceptional, and
it may be concluded that convergence to finite eigenvalues will exist even in the limit when [M]
is singular.
It will be noted that the rate of convergence of eigenvectors is the same as the rate of con-
vergence in the real eigenvalue prob.lem (see Equation 12 of Section 10.4.2.1). Thus arguments
concerning the rate of convergence of eigenvectors in the real eigenvalue problem also apply to
the complex eigenvalue problem. In particular, the test used in the decision to change the shift
point is the same.
10.4.4.4 Sweeping of Previously Found Eigenvectors
Before each iteration, components of previously found eigenvectors are removed from the vec-
(Otor {x } = } > in order to permit convergence to a new eigenvector. The procedure is a-
(M
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follows. Represent {xnl as
(37)
where <j>. is a previously accepted approximation to an eigenvector, where the sum extends overall m
J
previously extracted eigenvectors, and where the last term on the right is the "purified" trial
vector. The problem is to evaluate a. . For this purpose it is helpful to form the scalar
J »n
matrix product
> = V[pJMUn Bun] (38)
where <j>. is a previously accepted left eigenvector. Expanding u and v in terms of eigenvectors
as in Equation 37, except that m ranges over all eigenvalues,
Sjn
_
 T m
T I V (39)
or using the orthogonality relationship, Equation 30,
Sjn (40)
Thus, comparing Equations 38 and 40,
aj,n
BuJ
(41)
A subtle point is the fact that the same factor a. may be used for both u and v as indi-
cated in Equation 37. The reasons are that it is valid, under most circumstances, to regard the
union of u and v as an independent vector (x ), and that the dimension of the vector space for
x is equal to the number of eigenvalues. Thus the independent eigenvectors /___v form a
basis for the vector space of x except for the circumstance described below.
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When the damping matrix, [B], is null, the orthogonality condition, Equation 30, is ;rfaj«';ica1
• — Tin form to the orthogonality condition for real eigenvalues, j <j>; ft$. ~ 0. As a •.-••suit., consider-
J '
ing only the bottom half of Equation 37, the factors a. may be calculated fro.n
J >"
a.-
 n = -J— 2- , (4?)
J »'l _ T
as well as from Equation 41. Since v is not rigidly dependent on u , Equations 41 and 42 will,
in general, give different values of a. . Thus, if[B]is null, the assumption that a. may bej»n j ,n
used for both u and v is not valid. For this case Equation 42 is used to evaluate (u ) ; (v )
is obtained by substitution of (u ) into the basic iteration algorithm, Equation 14,
(v ) = X (u ) + ^ - (un_-|)p • (43)
The left eigenvector 4>. required in Equations 41 and 42 is evaluated after the corresponding
right eigenvector, <j>., and the eigenvalue, p., have been found. The procedure is to form the low-
J J
er and upper triangular factors [L_] and [U.] of the dynamic matrix at the accepted value of the
eigenvalue,
and then to solve the equation
\ [MTPj2 + BTPj,+ K]^ } = [U^ fCL^ ]1 }^ = (F) , (45)
for {<!).} by forward and backward substitution (see Section 2.3). The excitation vector, {F}, may
J
be specified arbitrarily since [IL] is nearly singular (see Section 10.3.8).
The above procedure is similar to that used in finding eigenvectors by the determinant method
(see Section 10.3). It has the disadvantage that it requires an additional triangular decomposi-
tion of the dynamic matrix for each eigenvalue extracted in order to evaluate the left eigenvector.
It is, however, more certain to obtain the correct left eigenvector than any other method that has
been examined, and it is relatively efficient for problems with narrow bandwidths.
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10.4.4.5 Convergence and Shift Criteria
The convergence and shift criteria for real eigenvalue analysis developed in Sections 10.4.2.2
and 10.4.2.3, and summarized in Equations 9 to 24 of Section 10.4.3, are used with slight modifica-
tion in complex eigenvalue analysis. It should be noted that the ambiguity with respect to the
sign of a noted in Equation 24 of Section 10.4.2.2 is still present and that it is removed by
comparing the phases of selected components of u and u -, .
The derivation of formulas for the convergence parameters, A,, A2, and 6 , uses the mass
orthogonality property of eigenvectors. Since the mass orthogonality property, <h. M<j>. = 0 for ij'j,
does not apply in complex eigenvalue analysis, these formulas require revision.
The orthogonality condition for complex eigenvalue analysis, as derived in Section 10.4.4.2,
is
*
T[(P + P)M + B = 0 , 1 t 3 . (46)
It cannot be used directly in the convergence criteria because we have no advance knowledge of
the left eigenvectors, 5. . For the special case of symmetric matrices, however, the left eigen-
\j
vectors are equal to the right eigenvectors. For use in the general case, define
which is assumed to be normalized to unity for i = j. The parameters p, , and p« , are the
current estimates of p, and p~. Also define
Then, substituting for u and u from Equations 19 and 20 on Page 10.4-5, and using Equation 47,
we find that
6n + ^ ^2 + 621
and
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Substituting from Equations 49 and 50 into Equation 36, a good approximation to the lowest
eigenvalue is
/A
, _ 1 /Vl.n-1
U +( T^ J2T
The error in replacing the last bracketed term by unity is seen to be, since 6 « /is""1 , of the
order of S&^ (<512 + 62l ) •
The normalized difference of successive trial vectors is, by comparison with Equation 28 of
Section 10.4.2.2,
Substituting from Equations 49 and 50, and assuming 5 « /5"1 (6,2 +-(521^ <<
and, using Equations 19 and 20 of Section 10.4.2.2
6un
2
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Similarly
J2T
A?
Therefore, using Equation 47,
Yn
and
_ -..I M +
Pl,n- l+P2 .n- l
A 2
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.2
A T . . . . , . (56)
(57)
£_ I £_ 1 L. C_ 1 1
Dividing Equation 56 by Equation 57, it is seen that
^=^L-HlL . (58)Al An,n
From Equation 56,
(59)
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Since we do not know what 612 and 6?1 are, we will assume that they are zero. It is seen that
the resulting approximation to 6p is accurate only if (<5,2 + <S2-|)/2 « 1. If this condition is not
satisfied, 6 , which is used to estimate the degree of convergence, may have a large error. Con-
vergence itself, however, is guaranteed by Equation 36. The only dangers are that the algorithm
will stop iterating before satisfactory convergence is achieved, or that it will iterate too long.
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10.4.4.6 Search Procedures
In extracting complex eigenvalues, rectangular search regions are set up in the complex plane
as shown in Figure 4. It is intended that all eigenvalues within the search regions be extracted
(as limited by the desired maximum number of roots). There may be any number of search regions,
and the search regions may overlap. The user establishes search regions by means of the coordin-
ates of end points (A., B.) and the width of the region (£.). The user estimates the number of
J J J
roots (N.) in each search region. For problems with real coefficients, all roots are either real
J
or they occur in conjugate complex pairs, and it is inefficient for the user to specify regions in
the lower half of the complex plane since the existence of conjugate pairs is assumed. The user
will not, however, be prevented from specifying a search in the lower half of the complex plane
since it is useful, in many cases, for a search region to include the origin or a band along the
real axis.
The tasks performed by NASTRAN in the search procedure are as follows:
1. Divide region I into square subregions and place a starting point at the center of
each subregion. The side length of the square subregion is set equal to X,,, and
the number of subregions is selected to be-
(59)
"1 °1
The sum of the subregions redefines the search region as shown in Figure 5. The
redefined search region is symmetrical with respect to the center of the original
search region.
2. Select the starting point that is closest to the origin as the first starting point.
Select the next closest starting point as the second starting point, etc.
3. Terminate search from any starting point when a root is found outside of a circle
passing through the corners of its square, according to rules set forth in Section
10.4.2.5.
4. When the search in region 1 has been completed, proceed to regions 2, 3, etc., in
order. Sweep out all previously extracted eigenvectors from whatever region.
10
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10.4.5 Summary of Procedures for Complex Eigenvalue Analysis
The procedures for complex eigenvalue analysis are very similar, and in many instances identi-
cal, to those for real eigenvalue analysis. The only major change in the flow diagrams for real
eigenvalue analysis (Figures 1, 2, and 3) is the amendment of Figure 2 to include the calculation
of the left eigenvector after passage of the convergence tests. Changes in procedure are indicated
below according to the numbered blocks in the flow diagrams.
1. Compute Distribution of Starting Points
See Section 10.4.4.6.
2. Select a Starting Point
S e e Section 10.4.4.6. . . .
4.1 Decompose Dynamic Matrix
The matrix to be decomposed is
[X02M + X QB+ K] , (1)
which is, in general, complex and nonsymmetric and where-X is either a starting point, X , a
moved starting point, X ', or a shifted shift point, X '.. Double-precision arithmetic with partial
pivoting is used.
4.2 One Vector Iteration (see Sections 10.4.4.1 and 10.4.4.4) -
-The iteration algorithm is, for B i 0,
i
^o^ + XoB + K]{wh} = ~1K * V^{un-l} " ^{Vl} • ' f2)
{"„> = 7- {vO , (3)
.. "
 Cn "
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U = {un} - E a.{<(..} , (5)
(I " - J J
where
(?,}T{pHMu + Mv + Bun}
a* = -J J—^ 2 JL- (7)J _ T
C = largest element (in magnitude) of {w } ,
{6.} = previously found eigenvector ,
{f .} = previously found left eigenvector ,
P. = previously found eigenvalue ,
X = shift point.
The sweeping operation, Equations 5 and 6, is also applied to starting vectors. The sum on
(j) extends over all previously found eigenvalues.
For the special case, [B] = 0, Equation 6 is replaced by
and Equation 7 is replaced by
(9)
4.3 Convergence Te^ ts
The convergence tests are identical to those for real eigenvalue analysis except that
(F } is formed in the following manner
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. -A2,n-l n
B{U } ' (9a)
where A, -, and A~
 n -i are the estimates of A, and A~ ^ rom the previous iteration.
4.8 Compute Left; Eigenvector
!
Left eigenvectors satisfy the equation
[Pj2MT + PjBT + KT]{|.} = 0 , (10)
where p. is identically equal to the eigenvalue for the given problem, i.e.,
J
[p.j2M + P..B + KHf.} = 0 . (11)
See Section 10.4.4.4 for the method employed in calculating ($.} .
J
5 . , Have We JFound All the Eigenvalues?
The answer is "yes" if the number of eigenvalues found equals the total number estimated to
be in the problem. The number found should include conjugate eigenvalues for problems with real
M, B, and K matrices. The total number estimated to be in the problem is
for problems in which [B] ^  0, and
Nt ' 2Neq - NoM
Nt. = .ZNeq.-2NoH
for problems in which [B] = 0 and where
N = number of rows in dynamic matrix
N ,, = number of columns of the mass matrix that are null.
6. Is Eigenvalue Outside Range? (see Figure 5)
The test is:
|Pn- - X I > R : Outside Range, (14)J 5 C
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where R is the distance from the starting point X to the corners of the starting point's search
C j
region, see Figure 5.
7.1 Select Next-to-Last Trial Vector as Starting Vector
a. If there was no shift in finding.the previous eigenvalue
Vl.o = U1,N-1 • (15)
V . , = V I T C \i+l ,0 i ,N-1 ' UD;
b. If there were one or more shifts: Select u-+, and \T.+, equal to the last
vector before the first shift.
8. Too Close to Starting Point? (see Section 10.4.2.4)
The criterion is
Rc
e „—=—r- > £3 : Too close (17)
where
e. = criterion specified by user for convergence of
eigenvectors (Default value = 10)
P.: = eigenvalue just found
X = starting point
R = range.
The value stored in the program for e is .05.
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c Enter
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Starting Point
1 Compute Distribution
of Starting Points
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Starting Vector
Compute One Eigenvalue
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Figure 1. Overall flow diagram for inverse power method with shifts.
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c
1
4.1 Decompose
Dynamic
Matrix
4.2 One
Iteration Step
Rapid Convergence
Normal
One
Iteration Step
4.3 Convergence
Tests
Convergence
Yes
4.6 Change Shift
Point
4.7 xeset
iteration Counter
Figure 2. Flow diagram for block 4, compute one eigenvalue and one eigenvector.
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C
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Figure 3. Flow diagram for block 4.3, convergence tests.
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Imag
Figure 4, Search regions.
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10.5 THE UPPER HESSENBERG METHOD'
The upper Hessenberg method can be used for extraction of eigenvalues and eigenvectors from.
general, real or complex matrices. The techniques are more general than those employed in the
Tridiagonal Method for Real Symmetric Matrices (Section 10.2). The fundamental reference is
Wilkinson (Reference 1). The algorithms of Wilkinson for complex matrices have been automated by
Funderlic and Rinzel in the subroutine ALLMAT (see Reference 2), which has been modified for NASTRAN.
The following outline is presented in the logical order of the calculations: Reduction to
Canonical Form, Reduction to Upper Hessenberg Form,. the QR Iteration-, Convergence Criteria,
Shifting, Deflation, and Eigenvectors.
10.5.1 Reduction to Canonical Form
The Upper Hessenberg Method requires that the eigenvalue problem be put in canonical form
[A - AI]{4>} = 0 .' • • • . ' • • •
 ( 1)
Matrix A is then reduced to the upper Hessenberg form through transformation techniques. The
first step is the reduction to the form of Equation 1, which is performed automatically in module
CEAD. Two cases are considered
1. [Mp2 + Bp + K]{U) = 0 (The general form) (2)
A =
-M-1K
p = X
U = The upper half of <)>. The lower half of (f> contains the
velocity vector and is discarded.
2. [Mp2 + K]{U} =0 (B is not present) (3)
A = [-M-1K]
p = /X with Im(p) > 0
U •= <J>
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In Case 2, the decomposition of M is bypassed if it is an identity matrix. The reduction to
canonical form requires that the matrix M must be nonsingular. The order of the problem is
doubled when the matrix B is not null.
10.5.2 Reduction to Upper Hessenberg Form
If the given matrix is denoted as [A], it can be reduced to the upper Hessenberg matrix [AQ] by
using elementary stabilized transformations. The basic algorithm and two alternatives are given
in Reference 1 (pp. 354-355). The selected method uses Equation 9.1 of Reference 1 (p. 355) in
its reduction and it appears to be appropriate for the task. The total number of multiplications
q
in the complete reduction is approximately (5/6)n , which is half the number in Householder's
reduction and one-quarter the number in Givens1 reduction.
10.5.3 The QR Iteration
The QR iteration of Francis (Reference 3) is defined by the relations (Reference 1, p. 515)
(4)
(5)
where [Q ] is the product of the (n-1) elementary unitary transformations necessary to reduce
[A ] to the upper triangular form [R ] with positive real diagonal elements,
so that
The transformation matrices [T,^ J'] are the Givens' rotations as discussed in Reference 1 (p. 239-
240) (and in this manual, Section 10.2, in real form for real matrices) but in complex form for
complex matrices. The iteration is continued until the n diagonal element a^5' , < e, the
convergence test, at which point-the smallest eigenvalue X, = if.', if the convergence proceeds so
,(s)that l,n-2 < e before n,n-l < e, the two smallest eigenvalues are the roots of
(s)
- XA a(s)Vl.n
a(s> a<s) X3n,n-l an,n A
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The roots will be complex for complex matrices, and either real or complex conjugates for real
matrices. Before each iteration, the subdiagonal elements should be tested and if some |a.s. J < £1
1 , !- I
~the~matrix shou1d~be~split according~to~this occurrenceY~and~the~iteration contlnue'dlri'th"the"Tower
main submatrix only.
10.5.4 Convergence Criteria
The convergence criteria suggested by Wilkinson (Reference 1. p, 526) is b-ised on tl~
Euclidean norm of the matrix ||AJ|E and is
e^-MlA^ , (9)
for floating-point calculations with mantissas of t binary bits. The Euclidean norm (Reference 1,
p. 57) is found from
1
 1=1 j=l 8lj
Decimal equivalents of Equation 9 are used.
10.5.5 Shifting
Since the QR iteration'converges to the smallest eigenvalue,~the convergence"carTbe accelerafid
by shifting, i.e., by subtracting scalar matrices from the original matrix. The matrix [Ai ] is
replaced by the difference [Ais'] - k [I] after each iteration, in which k is an estimate of the
eigenvalue. The shift eigenvalue kc_is that root of Equation .8,_p or q., that makesJa „-- p,|-
— - - - - - - - - s s s n > n s
or |a's ' - q | a minimum. The shifted algorithm then becomes (Reference 1, p. 524)n j n ^
and
- KS[I] = [Q* ;][R* ;] , (ID
ks[I] + [ R s ] [ Q s ] . (12)
Equations 11 and 12 represent the algorithm for a shift to a single eigenvalue and is appro-
priate for a complex matrix or a real matrix with all real eigenvalues.
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10.5.6 Deflation
When convergence to a single eigenvalue occurs, i.e., when |a^ s^ J < e, the Hessenbergri j n** i
matrix [A.] is deflated by elimination of its last row and column and the principal submatrix
[A.j] of order one less is the Hessenberg form for seeking the next eigenvalue. (Note: the
subscript on A denotes the number of eigenvalues removed from [A-].) If convergence occurs to a
pair of eigenvalues, i.e., |a;,s| J < e, the matrix [An] is deflated by deleting the last twon~ i tii"c. u
rows and columns, and the principal submatrix [A~] of order two less becomes the basis for
seeking the next eigenvalue. Each deflation removes either one or two eigenvalues depending on
the two convergence tests.
10.5.7 Eigenvectors
The inverse power method with shifts (Reference 1, pp 626-628) converges rapidly to the
eigenvector corresponding to each shift eigenvalue. This algorithm for real and complex matrices
has been discussed thoroughly in Section 10.4. No further discussion is required here.
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11. TRANSIENT ANALYSIS
Figure 1 of Section 11.1 shows a simplified flow diagram for the transient analysis module.
Each of the functional blocks in Figure 1 is discussed in a separate subsection. The equations
that are solved by the module may be expressed in terms of physical coordinates, u ., or in terms
of augmented modal coordinates, u. . Section 9.3 should be consulted for a complete explanation of
the assembly of the matrices in the equations of motion. If, in a modal formulation, there is no
2 2 2direct input, i.e., if [M., ] = [B^. ] = [K. . ] = 0, and if there are no nonlinear terms, the
equations of motion for the individual modal coordinates are uncoupled.
mi^i + bi^i + ¥i ' Pi ' ^
The uncoupled equations are sufficiently simple that they are integrated by analytical rather
than strictly numerical methods, see Section 11.4. The coupled equations are solved by a rela-
tively simple numerical integration algorithm that has been developed to meet the requirements of
structural analysis, see Section 11.3.
The results of the transient analysis module are the displacement vectors, {u ,} or {u. };, and
their first and second time derivatives. They are passed to the Dynamic Data Recovery Module
for further processing, see Figure 1 of Section 9.1. The final results, which also include inter-
nal forces and stresses, are printed and/or plotted versus time. In addition, for a list of times
provided by the user, structural displacements may be superimposed on a plot of the undeformed
structure, see Section 13.
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11.1 TRANSIENT LOADS
In static analysis a number of automatic load generating subroutines (gravity load, pressure
load, temperature induced load, etc.) are employed in order to simplify the user's task of input
data preparation. Similar schemes are not made available for transient analysis mainly because
of the great variety in the possible sources of dynamic load. Instead the user is provided with
flexible input data formats which allow for a varying degree of generality vs. simplicity.
The generation of transient loads can be a formidable task. The most general form of loading
is one which has a different time history of load for each point in the structure. Even for a
problem of moderate size (say 50 loaded points and 200 time intervals) the data set required to
specify a general loading is large (50 x 200 = 10,000 entries). Thus it is essential to provide
data formats that accommodate special cases.
In NASTRAN, the applied transient load vector, {P.c}, that is used in a specific subcase is
. J l(
constructed as a combination of component load sets {P. }.
J
{P,C(t)} = I S .(P,k(t)} , (2)
J £ I-* J
where S . is a factor that gives the proportion of component load set k used in combined load set
c. The advantage of this system is that it facilitates the examination of different combinations
of loads from different sources.
Two separate forms are provided for specifying component load sets. In the first, or general,
. form
{Pdk(t)} = {AJk>FR(t - Tjk) , 0)
where A., and T.. are tabulated coefficients that may be different for each loaded degree of free-
JK JK
dom (j). A given table of coefficients (A or T) may be referenced by more than one component load
set. F. (t - T) is a tabulated function of time that is linearly interpolated between entries. The
form provided by Equation Sis particularly useful for loads due to traveling waves. In such
problems F. represents the pressure produced by the wave, A., is the exposed area associated with
the jth degree of freedom,and T.. is the travel time required for the wave to reach the jth degree
of freedom.
In the second, or special, form of transient loading
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= {A j k>(t) *\e " /cos(2Tr^t + *,,), 0 < t < T,t - Tlt , (4)
{Pjk(t)} = 0, 0 > "t and t > T2(< - T]k
where
t = t - T l k - x j k . (5)
The coefficients A., and T.,, have the same meaning as they do in the general form, Equation
JK ]K
3. The six constants, T,. , T2k, nk, ak, f. and $. are entered on a separate data card for each
load set. Although the appearance of Equation 4 is formidable, its application to a variety of
special cases is straightforward. The time constants, T,. and T2k, define the time limits of
nonzero load for a point at which the time delay T- is zero. A square wave between T,k and T2k
is specified by setting nk = ak = f. = $. = 0. A sine wave with frequency f starting at t = T,k
is specified by setting nk = ak = 0, f. = f and <f>. = -ir/2. A polynomial function, P = a + bt +
2
ct +>. ., is specified by combining a number of load sets with different integral values of nk
and ak = u. = <|>. = 0. Since blank entries are interpreted as zeroes by the computer, the extra
burden on the user due to the generality of Equation 4 is minimal in all of the above examples.
The loads are referred by the user to the displacement set, u , of all physical points
(structural grid points, u , plus extra points, u ). The reduction to final form consists of
applying single and multipoint constraints, the Guyan reduction, and in the case of a modal for-
mulation, the transformation to modal coordinates. Except for the modal transformation, the
steps are identical to those for the reduction of static loads to final form described in Section
3.6.2. The loads on extra points are included in their proper sequence in each intermediate load
vector.
Since the number of time steps is large (typically of the order of 1000), the reduction pro-
cedure would be slow and cumbersome if it were applied directly to the load vector at each time
step. A more efficient procedure, if the number of loaded points is fewer than the number of time
steps, is to precompute a load transformation matrix, [Tj.] or [Tu^L such that the final combined
load vector is calculated by
CP d C ( t )} = [T^KP^tt)} , (6)
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in the case of a direct formulation, or by
(PhC(t)} = [Thj]{P..c(t)} (7).
in the case of a modal formulation. (P.c(t)} is the vector of loads on physical points, u , with
J ^
the terms for unloaded degrees of freedom removed.
The load transformation matrices are calculated as follows (compare with Section 3.6.2).
1. Form a matrix [T .] with the number of rows, p, equal to the total number of physical
r J
points, and the number of columns, j, equal to the number of loaded physical points.
Identify each loaded point with a particular physical point by placing a "one" at the
appropriate row-column intersection. All other elements of the matrix are zero.
2. Partition [T .] into [T .], points eliminated by multipoint constraints, and [T.].
Tnj (8)
3. Apply multipoint constraints.
[Tnj] = [Tn j ]+ [Gm ] ' [Tmj ] (9)
4. Partition [T .] into [T .], points eliminated by single point constraints, and [T-.].
nj SJ TJ
"T,fj (10)
5. Partition [T--] into [T.], points eliminated by the Guyan reduction, and [Li-].
[Tfj] =
LTojJ
(ID
6. Apply the Guyan reduction
[Tdj] = [Tdj]+[G0]'[Toj]
which completes the load transformation for a direct problem formulation.
(12)
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7. For a modal problem formulation only, transform [Tjj] to the modal coordinates, (see
Section 9.3).
When the time delay coefficients, T .. , are all zero (or all the same) for a given load set,
the load reduction procedure can be simplified even further because the time histories of loads at
different points are proportional. The reduction procedure is, in this case, applied to the area
coefficients, (A., }, resulting in transformed area coefficients {A., } or {A,,}, which are substi-
tuted for {A-k> in Equations 3 or 4.
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C Enter
1 Assemble Applied Loads
Uncoupled
Modal
4 Piecewise Continuous
Integration
C Exit
Formulation
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Equations
Coupled Modal
Or Direct
2 Calculate Non-linear
Terms
3 Finite - Difference
Integration
C Exit
Figure 1. Simplified flow diagram for transient analysis module, TRD.
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11.2 NONLINEAR ELEMENTS
Nonlinear effects are treated as an additional applied load vector, {N}, whose elements are
functions of the degrees of freedom. {N} is added to the right side of the equations of motion
and is treated in a similar but slightly different manner than the applied load vector, {P},
during numerical integration (see Equation 31 of Section 11.3).
In order to eliminate the cumbersome task of reducing nonlinear loads from the u displace-
ment set to the u. or u. displacement sets, it is required that the points to which the nonlinear
loads are applied and the degrees of freedom on which they depend be members of the u, set, i.e.,
that they not be points eliminated by constraints. It is further required, for the same reason,
that if a modal formulation is used, the points referenced by the nonlinear loads be members of
the u set (extra points). Otherwise two complete modal transformations (one for displacements
and one for loads) would be required at each time step. The means for working around this res-
triction are explained later on.
NASTRAN at present includes only four different types of nonlinear elements. They are, how-
ever, sufficient to generate almost any type of nonlinear relationship when used in conjunction
with transfer functions and direct input matrices. It is expected that additional types will be
added later as a convenience to the user.
The four nonlinear elements are:
1. Arbitrary Function Generator
N^t) = S^ Uj) , (1)
where , .
N.j(t) is the load applied to " . , • • "
S. is an arbitrary (convenience) factor.
F(u.) is a tabulated function.
J
u. is any (permissible) displacement; component.
J
The function F(u.) is interpolated linearly. • Several nonlinear elements may re-
J
ference the same table, in order to axoid 'duplication of input preparation when several
nonlinear elements of the same type are used.
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2. Multiplier
= Siuj.uk (2)
u. and u- are any (permissible) pair of displacement components. They may be the same.J K
3. Positive Power Function
= S.(uj)a u. > 0
= 0
(3)
4. Negative Power Function
N.(t) = -
= 0
U j<0
u. ,0
(4)
The negative power function is the negative reflection of the positive power function for
the negative range of u.. a may be any positive or negative real number. Taken together the
J
positive and negative power functions are useful in representing such things as pneumatic springs,
hydraulic dampers, and latching mechanisms'whose characteristics are frequently represented by
power functions.
As an example of the application of the nonlinear elements, consider the Coulomb damper con-
nected between degrees of freedom u, and u- shown below.
Structure Coulomb
Damper
F(V)
Figure 1. Coulomb damper.
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The forces exerted on the degrees of freedom are
F(V) ,
-F(V) ,
(•5)
where V = Up - u, and F(V) is the step function of velocity shown above. The arbitrary function
generator is used to simulate the Coulomb damper, but since the independent variable must be a
displacement, it is first necessary to create extra point u such that
el
ue = "2 " "l = pu2 " pul (6)
This may be done by means of a transfer function (see Equation 10 of Section 9.3.2). We
may then declare a pair of nonlinear loads
N
(7)
= -F(u
applied respectively to u, and Up- In order to avoid difficulty with numerical integration, the
step in the force-velocity curve shown in Figure 1 should be replaced by a ramp as shown below.
F(V)
Figure 2. Recommended force-velocity curve for coulomb damper.
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The slope of the ramp should be large enough that, when the velocity changes sign, the value
of the velocity will lie within the interval AV for at least a few time steps in the numerical in-
tegration.
If a modal formulation has been used, the nonlinear loads may not be applied directly to
structural gridpoints. In this case a second extra point, u , is created and the nonlinear loade2
is applied to it;
N. =. F(u
l
(8)
In addition, terms are added to the direct input matrix, [K ], in order to provide u with a
PP e2
unit spring restraint (so that it will be numerically equal to N ) and to produce forces on u,
e2 '
(and u9) that are equal (and opposite) to u . The added terras to the equations of motion are
1 0 0
- 1 0 0
1 0 0
u
6n
1
U2
=
Ne
0
0
(9)
The Coulomb damper may also be used to assist in the dynamic representation of plastic defor-
mation as shown in Figure 3
X = 1C,
X = K,
Au
Au 4
KiK-XtK, - K,)
"^ JUl
Coulomb
Damper
Figure 3. Plastic deformation element.
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The springs shown in Figure 3 may be represented by scalar elements. The Coulomb damper is
represented in the manner described previously. The composite element exhibits the hysteresis
illustrated in Figure 3, which is a characteristic of plastic deformation. Additional break
points in the force-displacement curve can be produced by adding more springs and more Coulomb
dampers.
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11.3 INTEGRATION OF COUPLED EQUATIONS
The price paid for high efficiency in the numerical integration of differential equations is
a tendency toward instability. Frequently, a choice exists between an efficient algorithm that is
unstable for large time steps and an inefficient algorithm that is excessively stable and rela-
tively inaccurate.
In a structural dynamics problem, the stability limit of the integration algorithm may be ex-
pressed as the ratio of the maximum permissible time step to the period of the highest vibration
mode of the system. For very large systems a limitation of this kind is intolerable because the
period of the highest mode of the system is generally not known and is, in fact, zero for the
very practical case when the mass matrix is singular. Thus, every effort should be made to pro-
vide an integration algorithm that is stable for the widest possible spectrum of practical pro-
blems without sacrificing either accuracy or efficiency.
An integration algorithm will be described that satisfies these requirements. It is a
particular form of the Newmark Beta Method.'^' The stability of the algorithm will be examined and
compared with the stability of other algorithms in the class to which it belongs.
The differential equations of a linear structural problem may be written in the general ma-
trix form
[p2M + pB + K]{u} = {P} , (1)
where P = •
2
Numerical integration is achieved by replacing p and p by finite difference operators.
P = "ME) ,
(2)
P2 = fz(E) ,
where the shifting operator, E, is defined by
Vl = Eun ' <3)
u is the value of u at t = t .
In examining the stability of a numerical integration procedure as applied to Equation 1, it
^N. M. Newmark, "A Method of Computation for Structural Dynamics". Proc ASCE J. Eng. Mech. Div.
EM- 3, July 1959, pp. -67-94 (1959).
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is convenient to transform {u> into the normal coordinates (C> by-means of the matrix of eigen-
vectors, [$]:
(u) = [*]{O . (4)
The resulting equations for {£} are uncoupled and their stability may be examined one at a time.
The actual integration algorithm is applied to {u} rather than {£,}. Before making the transfor-
mation, we must be sure that the transformation matrix [$] is independent of the way in which p
is related to E in order to ensure that the results of the stability analysis apply to the actual
algorithm. If [B] is a linear combination of [M] and [K], i...e..., .if
[B] = a[M] + b[K] , (5)
where a and b are constants, the damping is said to be "uniform". For a condition of uniform
damping the eigenvalue problem is
[(p2 + ap)M + (1 + bp)K]{u} = 0 (6)
or, dividing by 1 + bp,
[AM + K]{u} = 0 , (7)
where
" 1 + b f^E) •
The eigenvalues, A., of Equation 7 are related by Equation 8 to the corresponding eigen-
values, E., of the shift operator. The eigenvectors of Equation 7 depend only on the values of
the elements of [M] and [K]. They are, therefore, independent of the functional relationships
2between A, p, p and E.
For the more general case of nonuniform damping, the eigenvectors are not independent of the
2
functional relationships between p, p and E. For such cases the stability theory to be presented
can only be regarded as approximate.
The question of stability has, by the above maneuver, been reduced to the examination of a
single second order differential equation that is representative of the uncoupled equations for
the normal coordinates, namely
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(Mp2 + Bp + K)C = P . (9)
In performing numerical integration of this equation by whatever scheme, the differential opera-
2
tor, Mp + Bp + Y
equation becomes
K, is replaced by a function of the shifting operator, f(E), so that the stability
f(E) = 0 , (10)
which may have a number of roots, EI, E2, E3, etc. The condition for stability of the integra-
tion scheme is that the amplitude of the homogeneous solution not increase as time increases,
which requires that
|E.| « 1 for i = 1, 2, 3. . . , (11)
for each of the normal coordinate equations. This is required because, from Equation 3
Vi
un
= |E| . (12)
For all numerical integration procedures f(E) is, or may be reduced to, a polynomial. Consi-
der, for example, the case in which we let
-0 = A?
- 2E +l . (14)
Then the stability equation is
Mp2 + Bp + K = -^ "f E2 - 2E + 1 j + 2|( E - 1 ] + K = 0 , (15)
which is a quadratic equation in E.
The cases in which f(E) is a second degree polynomial are of special interest because they
represent the simplest integration schemes that can be applied to a second order differential equa-
tion and also because they permit a thorough algebraic examination of the question of stability.
Let the quadratic equation be written in the form,
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+ 2bE + c = 0 (16)
where the constant coefficients b and c are real functions of the physical parameters of the pro-
blem.
The roots of the stability equation are
(17)
o
For c > b , |E, ~\ ~ c> so that f°r this-condition the system is stable provided that c < 1.
For c < b , the roots of Equation 17 are both real, so that
-1.21 (18)
Stability limits.may be obtained by substituting the limiting value |E, ,| = 1 into Equation 18i ><-
and solving for c in terms of b. The result is
c = -1 ± 2b
which represents a pair of straight lines in the b, c plane.
(19)
The stability limits that have been found bound a region of the b, c plane within which both
solutions to the quadratic equation are stable. The region is depicted in Figure 1, below.
-1, +1 +1, +1
0, -1
Figure 1. Stability triangle.
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As an example of the application of the above analysis, consider Equation 15 with the dam-
ping coefficient, B, set equal to zero. For this condition Equation 15 may be written as
E2 - 2E -f 1 + A<f>2 = 0 (20)
K ,where A<J> = At / TT is the phase change associated with the time step At. The stability para-
2
meters are b = -1, c = 1 + A<f> . The point (b,c) is outside the stability triangle for any value
of A<j> except zero and the numerical integration will yield an unstable solution.
As a second, and more important example, consider the following central difference equivalent
of Equation 9 wherein (a) is an arbitrary coefficient, to be determined.
Jl
At n+2
= Pn+1
(21)
Note that the expression is symmetrical with respect to the n + 1st time step, a condition
that will result in greater accuracy than an unsymmetrical expression. The coefficient (a) will
2
be determined by stability considerations. Normalize Equation 21 by multiplying by At /M, which
results in the following stability equation:
E2 - 2E + 1 + |(E2 - l) + A<j>2( aE2 + (1 - 2a)E + a) = (22)
where T = AtB/M is a dimensionless time constant and A<f> has the same meaning as before.
The stability parameters are
b =
l - 2a)
c =
i + aA((>2
1 - ^ + aAij>2
1 + f- + aA<j>2
(23)
The case T= 0 is of special interest because it implies no structural damping in which case
the original differential equation from which Equation 21 was derived is marginally stable for all
values of A<j>. For this case
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-1 + 7T
b =
aA<J>
C = 1
(24)
so that, as A<j> increases from zero, the point in the b, c plane starts at the upper left corner
of the stability triangle and moves along the upper edge of the triangle. We desire that the
system be marginally stable for all values of A<f>. In Equation 24 let b attain its limiting value,
+1 as A<f) -»• °°. Then for the system to be stable
or
1 - 2a
2a
a >,
(25)
(26)
This is an interesting result because it shows that unconditional stability (instability in-
dependent of size of time step) can be achieved with Equation 21 for certain values of (a). In
the usual finite difference approximation, (a) is set equal to zero which, of course, gives un-
stable results for sufficiently large A<j>.
It remains to show that the system point remains within the stability triangle for all posi-
tive values of T and all values of A<|>, provided that Equation 26 is satisfied. The system point
remains below the upper edge of the triangle, c = 1, for positive T, as may be seen from Equation
23. The condition for' crossing either of the lower edges is, from Equation 19
c + 1 ± 2b = 0
which becomes, after substituting for b and c from Equation 23
(27)
1 -i- +
+ 1 ± -2 + (1 - 2a)(Aj.)'
1 + j + aA<j>
= 0 (28)
The denominator may be cleared since it is always positive for T > 0 and a > 0, with the result
A<j> = 0 (29)
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when the plus sign is chosen, and
4 + (4a - l)A<f>2 = 0 , (30)
when the minus sign is chosen. Neither condition can be satisfied for a finite A(j> provided that
a >- 1/4. Furthermore, b and c are, from the form of Equation 23, continuous functions of T and A(j>
for a > Q. The system point never crosses the boundaries of the stability triangle, and the sys-
tem is stable for any Ac|) provided that i ^. 0 and a > 1/4. Thus, if the original system of dif-
ferential equations is stable, the substitute finite difference system will also; be stable. Fur-
thermore, if one of the roots of the original system is neutrally stable, (T. = 0), the corres-
ponding root of the substitute system is also neutrally stable.
In the integration algorithm provided with NASTRAN (a) is chosen equal to 1/3, which is
somewhat. larger than the stability limit, and which, provides a margin of stability for more gene-
ral problems (e.g., those in which the damping is nonuniform or in which nonlinear term's occur)
than have been considered in the derivation. The difference equation, in terms of physical coor-
dinates, u, based upon Equation 21 with (a) set equal to 1/3, is:
2 M + 2AT B + J K] {V2} = I {Pn+2 + Pn+l + V + {Vl} + [^2 M ' 1 K] <Vl }
{Nn+-|} is the nonlinear load vector described in Section 11.2. Note that the load vector {P} is
averaged over three adjacent time steps in the same manner that [K] is averaged. This is done in
order to provide statically correct solutions for massless degrees of freedom:
As long as the time step, At, remains constant, the matrix coefficients of {u ?}> ^un+-iJ
and {u } do not change with time and they may be precomputed. The coefficient of (u ^  is
decomposed in a preliminary step into its triangular factors [12] and [Up]. The solution algo-
rithm consists of the forward pass
[L2]{yn+2) = \ <Pn+2 * Pn+] * Pn) + (Nn+v} + [A]]tun+1} + [A0]{un} , (32)
and the backward pass
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[A,] =  K , (34)1
At
The number of scalar multiplications required at each time step is approximately equal to
4Mb where N is the number of equations and b is the bandwidth. A forward integration scheme
in which the coefficient of {'u „} is [M]/At where [M] is diagonal and nonsingular, requires
about one-half as many multiplications. The latter procedure, however, has stability and accu-
racy difficulties which can be overcome by reducing the time step to a very small value.
A great advantage of the unconditionally stable integration procedure is that it permits
large phase steps in the higher modes without incurring instability. The only limitation on the
time step is provided by accuracy considerations. It should be noted in this regard that exces-
sively small time steps produce large round-off errors while large time steps produce large finite
difference errors.
A measure of finite difference error in the numerical integration is the discrepancy between
the eigenvalues of the original system of differential equations and the eigenvalues of the sub-
stitute finite difference system. Of equal importance is the discrepancy in the amplitude of the
transient response. Numerical studies indicate that errors in amplitude and errors in frequency
have the same order of magnitude. A conventional error analysis^ ' of the integration algorithm
has been made in which it is assumed that the phase step, A<J>> is small compared to unity. Under
these conditions the error in frequency (for a = 1/3) is given by
- = ! .
 A4> + ... § (36)
e
where wf is the frequency for the finite difference system and we is the exact frequency. If A<f>
is 1/4 radian, the error in frequency is a little less than 1%. The error in damping is given by
- = ]
 A(( + ... ^ (37)
^e J
^ 'See, for example, R. H. MacNeal "Electric Circuit Analogies for Elastic Structures", J. Wiley
and Sons, N. Y. , 1962, p 182.
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One percent error in damping is obtained for Acj> equal to about 1/6 radian. Note that the
error in damping is proportional rather than additive as in the case of bootstrap integration
procedures in which only the mass matrix is inverted.
In order to illustrate the error in the amplitude of response to transient excitation, consi-
der a simple undamped oscillator with prescribed initial conditions
The correct solution is
mii + ku = 0 ,
u(o) = 1
u(o) = 0 .
u = cos I / £ t ) = cos ( ./jPnAt
(38)
(39)
The approximating difference equation is
Vl +V = ° (40)
with initial conditions
The exact solution of the difference equation and the initial conditions, as obtained by the.,
method of undetermined coefficients, is -
un = cos sin (41)
where
and the phase step
cosB =
1 + A<j>
(42)
(43)
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For small phase steps, from Equation 36
The ratio of the approximate amplitude of response obtained from Equation 41 to the exact ampli-
tude of response is
A^ 2 sin
(45)
Thus the error in amplitude has the same value and opposite sign as the error in frequency.
An estimate of the total number of time steps required may be obtained with the aid of Equa-
tion 36. For example, assume that a solution is to be obtained for a time interval equal to five
times the period of the lowest mode. Assume further that 10% error in frequency and amplitude is
permissible for modes with frequencies higher than ten times the frequency of the lowest mode.
The permissible phase step relative to the lowest mode is therefore about .09 radian. The total
number of time steps is 5 x 2T/.09 = 318.
Initial conditions are specified by the user as the values of physical displacements {u } and
velocities {u } at t = 0. Nonzero initial conditions are only permitted for a direct problem for-
mulation. The specification of nonzero initial conditions for a modal formulation is not permit-
ted because the selection of a number of modes less than the total number of degrees of freedom
places constraints on the physical points that are incompatible with an arbitrary set of displace-
ment values.
In a direct formulation, the initial conditions for all unspecified degrees of freedom are
assumed to be zero, so that the user must be careful to provide a complete set of initial condi-
tions. Initial conditions specified for points that are eliminated by constraints or by the
Guyan reduction are ignored.
The initial conditions presented to the integration algorithm, Equations 32 and 33, are the
values of {u }, {u •,}, {P }, {P •,}. The values of {u •,} and {P .} are computed on the assumption
that the acceleration for t < 0 is zero. Since the mass matrix [M] may be (and often is) singu-
lar, the evaluation of the acceleration at t = 0, from the load at t = 0, may be impossible in
any case. Thus
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(u ,} = (u ) - (u )At
- 1 o o
[B](uQ}
(46)
(47)
In addition, the load specified by the user at t = 0 is replaced by
= [K]{u0> + [B]{uo> , (48)
which, in effect, sets the acceleration to zero at t = 0. The main reason for doing so is to
avoid the "ringing" of massless degrees of freedom that are subjected to step loads. Consider,
for example, that [M], [B], and [N] are zero in Equation 31, which then becomes
Pn} . (49)
If the values for {P •,} and {P } given by Equations 47 and 48 are substituted into Equation 49,
then
{i^ } = [K]~'{P-|} , (50)
i.e., {u,} is the correct static solution for any initial conditions. Solutions at subsequent
time steps will also be correct. On the other hand, suppose that P = P, = P« . . . = 1 and that
the initial conditions are u = u =0. Then u •, = 0, from Equation 46, and the sequence of
values of u , considering only a single degree of freedom, are
.
 uo " ° ' \
ui = ic '
u3 = o
' 2U4 = it
"5 =1
uc = 0D
etc.
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Thus the solution continues to "ring" indefinitely. The example cited is quite practical
because the application of a load to a point which is restrained by a very stiff spring is often
used to simulate the time history of an enforced displacement.
It is frequently advantageous to change the size of the time step one or more times during
a solution. For example, higher frequency components may be damped out quickly so that after a
while errors in the higher frequency modes become unimportant, and an ecomony without loss of
accuracy can be obtained by increasing the size of the time step. At the time of the change, the
system matrices [A ], [A,], [Lp] and [Up], Equations 32 to 35, are recalculated and initial condi-
tions {u.J, {u ,}, {P } and {P •,} are set internally to restart the integration algorithm. The
0 — I 0 — I (a '"
criterion used for selecting the new initial conditions is that the displacement, velocity and :
acceleration are continuous at the time of transition.
Let N be the last step with the previous time step, At-,. The formulas used for calculating
the previous velocity and acceleration at the transition are
-
 UN-1}
1
{uo} = —2 {UN - 2uN-l + UN-2}At1
The initial conditions for the new integration are
.= <UN}
{UQ}
(52)
(53)
(54)
(55)
[B]{uo - At2uQ} + [M]{uo} (56)
where Atp is the new time step. Note the assumption, in Equations 54 and 56, that the accelera-
.tion-is uniform for t •£ NAt,. A smooth transition is thereby assured.
The outputs of the transient analysis module include velocities and accelerations as well as
displacements. The formulas used for velocity and acceleration,are
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(58)
The output may be requested at even multiples of the integration time step, i.e., for every
step, every second step, or every third step, etc. This feature affords some economy in output
data preparation in cases where a small time step is needed for greater accuracy.
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11.4 INTEGRATION OF UNCOUPLED .LINEAR. EQUATIONS
2 2 ?When there are no direct input terms, i.e., when [M. . ] = [B. . ] = [ K . . ] = 0 , and when
there are no nonlinear terms, the equations of motion using the modal formulation are uncoupled.
Each modal coordinate, £., satisfies a separate second order differential equation,
m. £. + b. ^ + k. C1 = PjU) , (1)
which is convenient to rewrite as
(2)
where
mT
The general solution to Equation 2, expressed in terms of arbitrary initial conditions, £.i ,n
and £. at t = tn> and a convolution integral of the applied load, is, for t > ' t n >
-*n> e1§n
 +
 6(t-tn) C i j n +^| 6(t-T) PI.(T
The functions F and G are combinations of the homogeneous solutions
(5)
(-6 ± k2 - u) 2l)(t-t )
Ct) = e ° n . (6)
F and G satisfy, respectively, the initial conditions for unit displacement and unit velocity.
The applied load, P.(t), is calculated by the procedures described in Section 11.1 at times
t = t + nh where h is the time increment and t is the time of the last change in time incre-
ment. It is assumed that the load varies linearly between t and t
 +,, so that, in Equation 5,
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For this form of the applied load the integral in Equation 5 can be evaluated in closed form.
The general form of the solutions at the next time step, t = t
 +,, in terms of the initial condi-
tions at t = t and the applied loads, is
=
 F
The coefficients are functions of the modal parameters, m., 3, u 2, and of the time incre-
ment, h. The uncoupled modal solutions are evaluated at all time steps by recurrent application
of Equations 8 and 9. The accelerations, which may be requested as output, are calculated by
solving for £ from Equation 2:
The algebraic expressions for the coefficients in Equations 8 and 9 depend on whether the
homogeneous solutions are underdamped (wQ2 > B2), critically damped (iDQ2 = 32), or overdamped,
(to 2 < 32). In addition, a separate set of expressions is used for undamped rigid body modes,
(u = 3 = 0). For reasons of numerical stability, the expressions for the critically damped
case are used within a small interval near the critically damped condition, (|a)Q2 - 32| < EIU) 2),
and the expressions for the undamped rigid body case are used within a small region near the
rigid body condition, (u2 + 32)1/ h < e2 . The coefficients for all four cases are listed in
Table 1.
Once the coefficients have been evaluated, the integration algorithm, Equations 8 and 9, pro-
ceeds very rapidly, provided that the time step, h, is not changed frequently. The algorithm is
about as efficient as the finite difference integration algorithm, Equation 31 of Section 11.3,
but is much more accurate.- It is also more efficient, by a very large factor, than algorithms
that employ convolution integrals over the entire preceding time history.
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Table 1. Formulas for the Coefficients in Equations 8 and 9.
Define:
k = u,o2m.
1. Underdamped Case,
 2 . ? 1Q -8
fih ft
F = e"0 (cosuh + £ sinuh)
G = - e~6hsimohu
1 (-81
-h6 1 sinuh - hw I cosuh
F' = - -£. e-ehsinwh
G' = e"6h(cosuh - & sinuh)
A' = r4- [e"eh{(e + hw 2)sinuh + tocosuh} - u]
hkw
2. Critically Damped Case,
B = -TT— [-e"eh(Bsinuh + ucosuh) + u]
2 _ 02
<
 EI = 10'
F = e'6h(l + 0h)
G = he-ph
'
Bh
A = THT I f - ^e-p"(2 + 2 h B + h262)
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hfe
F' = -B*he-Bh
G' = e'ph(l - eh)
h262) -l
-8
3. Overdamped Case, (o)2 - g2)/u2 s -
 EI = -10
F = e"3h(coshuh + $- sinhwh)
G = - e"whsinhwh
A , -- " -he sinho* -
 4 hu coshalt, +
v Uf )
B = rr- <e p" " p sinhcoh + ^  coshtoh
to 2 to 2
o o
2
F' = - -2.
 e"
6hsinhcohto
G' = e"eh(coshuh - ^ sinhuh)to
A = - [e"eh{(B + h o > 2 ) sinhwh + wcoshuh} - to]
B = rJ— [-e~ph(|3sinhuh + tocoshwh) + w]
nKto
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4. Undamped Rigid Body Modes, (w2 + 02)1/2 h < e2 = 10~6
F = 1
G = h
B
 ~ 6in7
F = 0
G' = 1
11.4-5 (4/1/72)
FREQUENCY RESPONSE AND RANDOM ANALYSIS
12. FREQUENCY RESPONSE AND RANDOM ANALYSIS
The ability to calculate .the response of a system to steady sinusoidal excitation is important
both because such excitation exists in the real world and because methods for solving other prob-
lems often depend on the knowledge of frequency response. The latter category of problems includes
stability analysis (via Nyquist diagrams or Bode plots), random response analysis, and transient
response analysis (via Fourier or Laplace transforms).
In NASTRAN, the calculation of frequency response and its use in random response analysis are
performed by separate modules. There is at present no internal application of frequency response
results to stability problems or to transient problems.
f
It is assumed that the reader is familiar with the theory of steady-state frequency response
(which reduces linear differential equations to linear algebraic equations) and with the rudiments
of random noise theory. The equations of motion are assumed to be linear and the statistical pro-
perties of the random excitation are assumed to be stationary with respect to time.
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12.1 FREQUENCY RESPONSE
Figure 1 shows a simplified flow diagram for the frequency response module. The calculations
are of two kinds: the generation of loads; and the solution of the dynamic equations to obtain a
displacement response vector. Subsequent data reduction" procedures are discussed in Sections 9.1
and 9.4.
In static analysis a number of automatic load generating subroutines (gravity load, pressure
load, temperature-induced load, etc.) are employed in order to simplify the user's task of input
data preparation. Similar schemes are not made available for dynamic analysis, mainly because of
the great variety in the possible sources of dynamic loads. All that is done in frequency response
analysis, and perhaps all that should be done, is to provide the user with a flexible input data
format which allows for a varying degree of generality vs. simplicity.
The generation of dynamic loads can, at least in principle, be a formidable task. The most
general form of loading in frequency-response analysis is one that varies arbitrarily in magnitude
and phase with respect to the point of load application and with respect to frequency. Even for a
'problem of moderate size (say 200 degrees of freedom and 50 frequencies) the data set required to
specify a general loading is large (200 x 50 = 10,000 entries). Thus it is desirable to have input
data forms that accommodate special cases.
In NASTRAN, the dynamic load vector that is used in a specific subcase, {P.c}, is constructed
Ji,
as a combination of component load sets, {P. }.
J
{P.c(co)} = I S {P k(u)} , (1)J
 k CK J
where S . is a factor that gives the proportion of component load set k used in combined load set
c. The advantage of this system is that it facilitates the examination of different combinations
of loads from different sources. The form provided for specifying a component load set is
. i(6... - 0)T.. )
{P. (a))} = (A., e J J }-G.(co) , (2)
J J ^ K
where A-. , 6.. and T.. are tabulated coefficients that may be different for each degree of freedom
J K j K J K
(j). G. (u) is a tabulated complex function of frequency (with two alternate forms) that is lin-
early interpolated to the frequencies, w., at which solutions are requested. The form provided by
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Equation 2 is most useful for loads due to traveling waves (in air, under water, or in the earth).
A meaningful interpretation of the symbols in Equation 2 for such problems is that Gk(u) is the
pressure produced by the wave, that A., is the exposed area associated with the jth degree of free-JK
dom, and that T.. is the travel time required for the wave to reach the jth degree of freedom.JK
The coefficients A.. , e.. and i.t are tabulated separately and one list of coefficients mayJK JK JK
be referenced by several load sets. Complete generality can be obtained with Equations 1 and 2 by
identifying each load set with a specific frequency, i.e., by specifying
Gk(u>) = 1 , 03 =
Gk(u) = 0 , u 1 cok
(3)
The loads are referred by the user to the displacement set, u , that includes all physical
points (structural points, u , and extra points, u ). The reduction to final form consists
of applying single and multipoint constraints, the Guyan reduction, and in the case of a modal
formulation, the transformation to modal coordinates. Except for the modal transformation, the
steps are identical to those for the reduction of static loads to final form described in Section
3.6.2. The loads on extra points are simply included in their proper sequence in each intermedi-
ate vector. The specific operations are
1. Partition P into P , loads on points eliminated by multipoint constraints, and P.
(4)
2. Apply multipoint constraints.
V = fV + K/V . (5)
3. Partition P into P , loads on points eliminated by single point constraints, and P,.
(6)
4. Partition P, into P , loads on points eliminated by the Guyan reduction, and P..
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{fV '
Pd
P
o
(7)
5. Apply the Guyan reduction.
(Pd) = {Pd> + [G0]T(P0} . (8)
6. For a modal problem formulation only, transform P. to the modal coordinates u,, see Sec-
tion 9.3.
{Ph} = t<WT{Pd} - (9)
The above operations can be time-consuming if there is a large number of load vectors to be
transformed. If the vector of time constants, T., , in Equation 2 is null, the relative magnitudes
JK
and phases of the loads at different grid points are independent of frequency. In that event the
load transformation is applied once for each load set to the complex coefficients, B., = A.. el9jk,
JK JK
before the transformed load sets are combined. If T.. is not null for every load set in a parti-
cular combined load, {PD C}» the reduction procedure is applied to the combined load for each fre-
quency.
For a direct formulation the equation to be solved is
[-u,2 Md(J + iuBdd + Kdd](ud} = {Pd} . (10)
while for a general modal formulation, including direct (nonstructural) input the equation is
[-a,2 Mhh + iuBhh + Khh]{uh} = {Ph} . (11)
2 2 2The direct input matrices [Mdd ], [ B - j ], and (Xd ] (see Section 9.3.3), are permitted to be
dependent on frequency. If they are, an exit is made to the dynamic matrix assembler, GKAD, after
each frequency (see Figure 1). The user can request solutions for a specified list of frequencies,
or he can request a uniform or a logarithmic distribution of frequencies in a specified range.
The selection of zero as a frequency permits the user to solve static problems with nonstructural,
[Kdd2], terms.
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The standard matrix decomposition and solution routines provided with the program are used in
the solution of Equations 10 and 11. The following options are available: (a) double-precision
arithmetic with row interchanges (partial pivoting); .(b) double-precision without pivoting; (c)
single-precision without pivoting. Option (a) is the default option.
? 2 2If, in a modal formulation, there is no direct input, i.e., if [Mdd ] = [B.d ] = [Kdd ] = 0 ,
the equations are uncoupled and a separate procedure is used as indicated in Figure 1. The solu-
tion for the modal coordinates is simply
{?,} = - - - , 02)
where m . , b . , and k. are the generalized mass, damping and stiffness of the ith mode (see Section
9.3.4), and P. is the ith component of (PuK
The evaluation of Equation 12 is trivial compared to the solution of Equation 10. It is not
true, however, that a modal formulation of an uncoupled problem is always more efficient than a
direct formulation, since it is first necessary to calculate the modes and to transform the loads
and then, afterwards, to obtain physical coordinates from E. by the modal transformation. -The
question of whether the modal approach is more efficient for any given problem depends on several
factors, including the number of modes, the number af response frequencies, the bandwidth of the
problem when formulated directly, and the presence or absence of nonstructural coupling.
The results obtained by the Frequency Response module are passed to the Dynamic Data Recovery
module for further processing and thence to other modules in the data recovery chain, see Figure 1
of Section 9.1. The results that may be requested in either printed or plotted form include the
components of displacement, acceleration and velocity; components of applied loads; and selected
internal forces and stresses. The printed information may be sorted by frequency or by component.
The plotted information consists of the magnitude and phase angle of any component plotted versus
frequency. The magnitude scale is either linear or logarithmic and the frequency scale is either
linear or logarithmic.
12.1-4 (4/1/72)
FREQUENCY RESPONSE
c Enter
Assemble {p. }, loads
on All Physical Points
Reduce (P } to {pd} by
Application of Constraints
Modal
Reduce {p.} to (Ph) by
Modal Transformation
Yes
Solve Directly
for {$.}
C Exit
Direct
Pick Frequency
Form and Decompose
[-Mw2 + iBw + K]
Solve
[-Mw2 + iBw + K] {u} = {P}
Yes
Figure 1. Flow diagram for frequency response module, (FRD),
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12.2 RANDOM ANALYSIS
The application of frequency response techniques to the analysis of random processes requires
that-the system be linear and that the excitation be stationary with respect to time. The theory
includes a few important theorems which will be reviewed.
An important quantity in random analysis theory is the autocorrelation function, R.(T), of a
J
physical variable, u., which is defined by
R (T) = ]™ ifV.tt) u (t-r)dt . (I]j • ' i
 n J J
o
Note that R.(o) is the time average value of u. , which is an important quantity in the an-
J <J
alysis of structural failure. The power spectral density S.(u) of u. is defined by
lim 2 Ju.(t)dt (2)
It may be shown (using the theory of Fourier integrals) that the autocorrelation function and
the power spectral density are Fourier transforms of each other. Thus
RJ(T) = 2^-1 Sjdo) COS(UT) dw , (3)
from which follows the mean-square theorem,
V = Rj(o) = z
/2\
The transfer function theorenr ; states that, if H. (u) is the frequency response of anyJa
physical variable, u., due an excitation source, Q,, which may be a point force, a loading condiJ a
tion or some other form of excitation, i.e., if
The factor y~ in Equation 3 is omitted by some authors, and is sometimes replaced by other fac-
tors. The value of the factor depends on the definition of S.(uj), Equation 2.
J
(2)See, for example, Bisplinghoff, Ashley and Halfman, Aeroelasticity, Addison-Wesley, p.823.
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= Hja(w) ' Qa(w) (5)
where u.(w) and Q (u) are the Fourier transforms of u. and 0. then the power spectral density ofj a j a
the response, S- (u) , is related to the power spectral density of the source, S (u), byj a
S» = HJa(uO s>) (6)
Equation 6 is an important result because it allows the statistical properties (e.g., the
autocorrelation function) of the response of a system to random excitation to be evaluated via the
techniques of frequency response. Another useful result is that, if sources Q,, Q2, Q3> etc., are
statistically independent, i.e., if the cross-correlation function between any pair of sources
= T^-T Qa(t)Qb(t-T>dT (7)
is null, then the power spectral density of the total response is equal to the sum of the power
spectral densities of the responses due to individual sources. Thus
ja ' S a (uO . ' (8)
If the sources are statistically correlated, the degree of correlation can be expressed by a
cross-spectral density, S . , and the spectral density of the response may be evaluated from
S . = y ] T H H * ' s ( 9 )
J a b Ja J'b ab '
*
where H.. is the complex conjugate of H., .
In applying the theory it is not necessary to consider the sources to be forces at individual
points. An ensemble of applied forces that are completely correlated (i.e., a loading condition)
may also be treated as a source. For example, a plane pressure wave from a specified direction
may be tereated as a source. Furthermore the response may be any physical variable including
internal forces and stresses as well as displacements, velocities and accelerations.
12.2-2
RANDOM ANALYSIS
In NASTRAN, Random Analysis is treated as a data reduction procedure that is applied to the
results of a Frequency Response analysis. The Frequency Response analysis is performed for loading
conditions, {P,}> at a sequence of frequencies u.. Normal data reduction procedures are applied
to the output of the frequency response analysis module (see Figure 1 of Section 9.1), resulting
in a set of output quantities, u.. The calculation of power spectral densities and autocorrelation
J
functions for the output quantitites is performed in the Random Analysis module.
Figure 1 is a simplified flow diagram for the Random Analysis module. The inputs to the mod-
ule are the frequency responses, H- (u.), of quantities u. to loading conditions {P } at frequen-
J3 1 J a
cies, co. , and the auto- and cross-spectral densities of the loading conditions, S and S . . The
response quantities, u., may be displacements, velocities, accelerations, internal forces, or
J
stresses. The power spectral densities of the response quantities are calculated by Equation 9 or
by Equation 6, depending on whether the loading conditions are correlated or uncorrelated. At
user's option the spectral densities due to all sources, considered independent, may be combined
by means of Equation 8.
The autocorrelation function is computed by the following approximation to Equation 3
N-l (s.(cu.+1) - S.(o3.)
[cos(o>i+1T) -
(10)
S-(wi+1) sin(ui+1T) - Sj.(wi) sinf^x)
which assumes that S.(u) varies linearly between o>. and w.+,. The user specifies the sequence of
values of T. The rms value of the response, IT., is evaluated as the square root of a trapezoidal
approximation to Equation 4, i.e.,
"l/2
(11)
The power spectral densities, S., are plotted versus frequency and the autocorrelation func-
J
tions, R. (T) , are plotted versus the time delay, T, at the user's request.
Cross-correlations and cross-spectral densities between different output quantities are not
calculated.
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Compute Autocorrelation
Functions
Figure 1. Flow diagram for random analysis module.
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13. COMPUTER GRAPHICS
13.1 STRUCTURE PLOTTER
Structures, as modeled by the finite element method employed in NASTRAN, readily yield to
pictorial presentation by automatic plotters. The structural model is defined by a group of grid
points, each of which has its location in space defined by a set of coordinates. These grid
points are connected by structural elements with straight edges, which are easily drawn on the
two-dimensional surface of the plotter output media.
For structures with many elements, plotting is a vitally important tool for detecting errors
in the geometric location of grid points and in the connection of elements to grid points. Gross
errors are prominently displayed, particularly if the structure has a regular geometry.
Structure plotting is also an important aid for visualizing the vibration and buckling mode
shapes of geometrically complex structures, and the deflections of statically loaded structures.
The ability to display the deflections at selected times of dynamically loaded structures is also
available and may prove to be useful for some applications, in spite of the relatively large
expense.
Since grid point coordinates are available in a common basic coordinate system (see Section
3.4), the operations of theoretical interest which the plot generating modules perform are:
1. to obtain the coordinates of a projection of the structural model on a user-selected
two-dimensional surface by one of three available projection systems;
2. to convert the coordinates of points on the user-selected two-dimensional surface to
plotter coordinates;
3. to scale the structural deformations in order to produce observable deflections of the
structural model.
The theory used to produce orthographic, perspective, and stereoscopic projections will be
described, followed by a discussion of model-to-plotter and deformation scaling.
A discussion of the means by which the NASTRAN user requests structure plots will be found
in Chapter 4 of the User's Manual.
13.1.1 Structure Plotter Coordinate System and Orthographic Projection
In order to define the coordinates of an orthographic projection of the structural model, an
R, S, T plotter coordinate system is defined as shown in Figure 1.
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Figure 1. Plotter coordinate system.
The S-T plane is taken as the plane of projection. The structural model is defined in the basic
coordinate system, which is denoted as the X, Y, Z coordinate system. The user specifies the
position of the structural model with respect to the S-T projection plane by the angles y» 3 and
a. These angles position the X, Y, Z coordinate system with respect to the R, S, T coordinate
system. The two coordinate systems are coincident for y = B = a = 0. The sequence in which the
rotations are taken is crucial and has been abritrarily chosen as y. the rotation about the T-axis
followed by (3, the rotation about the S-axis, followed by a, the rotation about the R-axis.
Normally, a is not used since it does not affect the appearance of the S-T projection, but only
its orientation on the page.
The orthographic projection is obtained by computing the S and T coordinates of each point
having coordinates X , . Y , Z from the transformation equation
(1)
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where
and
[A ] =
Y
[AB] =
IX] =a
cosy
siny
1 0
cos 6
.0
-sing
1
0
0
-siny
cosy
0
0
1
0
0
cosa
sina
0
0
1
sing
0
cosB
0
-sina
cosa
(2)
(3)
(4)
In order to illustrate clearly the orientation process, Figure 2 shows a rectangular
parallelepiped as it is rotated through the y, 6, a sequence. The final S-T plane shown in
Figure 2d contains the desired orthographic projection.
13.1.2 Perspective Projection
In addition to the three angular relationships required for orthographic projection, the per-
spective projection requires knowledge of the vantage point in the R-S-T system (i.e., the three
coordinates of the observer), and the location of the projection plane (plotter surface). The
vantage point is selected by the user (or automatically by the program), and lies in the positive
R half space as shown in Figure 3.' The projection plane is chosen to lie between the observer
and the S-T plane.
For each point, the coordinates S' and T' on the projection plane (see Figure 3) are obtained
from the orthographic projection coordinates R, S, T by
S - S,
T - T
(5)
where R , S , T are the coordinates of the vantage point and d is the separation distance
between the vantage point and the projection plane.
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13.1.3 Stereoscopic Projection
The stereoscopic effect is obtained through the differences in images received by the left
and right eyes. Each is a perspective image, but with a different vantage point. The two vantage
points are separated horizontally by 70 mm (2.756 inches), the nominal ocular separation standard
used in commercially available stereoscopic cameras and viewers. Two plots are produced for view-
ing with a stereoscopic viewer.
13.1.4 Projection Plane to Plotter Transformations
Since the plotter surface is defined differently for each of the plotters used in NASTRAN, and
since it is desirable to minimize the amount of special coding for each plotter, a common interface
with the plotter routines is provided wherein the plotted surface is assumed to have a lower left
corner defined by x, y coordinates (0,0) and an upper right corner defined by x, y coordinates
(1,1). Plotter utility routines are utilized to convert from this system to each individual
plotter.
Since the coordinates of points in any of the projection planes previously discussed may
have arbitrary numerical values, a linear mapping of the form
(6)
and x , y are determined as shown below so as tois used, where the transformation constants [A
fill that portion of the x, y space required by the user or automatically selected by the program.
In the case of a perspective projection, {S} and {T} are replaced by { S 1 } and {T 1 } . Since we
desire no distortion of the plotted object and the orientation has already been specified, we set
[A,,] = A
Let
1 0
0, 1
= 7 Omax - W -
(7)
<8>
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Then, to fill the available x, y space we require, for M > 0,
0
 =
 A T m i n + * o
1
 =
 A T m a x + * o
=
 A Smin
(9)
or, for M < 0,
=
 A S m a x + x o
=
 A Tmin
0
 "
 A S m i n + x o
1
 =
 A S m a x + x o
where m is the horizontal margin for M > 0 and the vertical margin for M < 0.
From (9) or (10) the quantities m, A, x , y , and thus the plotter coordinates, are deter-
mined.
13.1.5 Deformation Scaling
In plotting deformed structures, the components of displacement are added to the coordinates
of the undeformed grid points to obtain the coordinates of the grid points of the deformed struc-
ture. Since the numerical magnitude of the physical structural displacements is usually much
smaller than the size of the structure itself, additional scaling must be performed on the dis-
placement vectors in order to obtain a viewable plot. In NASTRAN this is done by the user who
specifies a value for the magnitude of the maximum structural deflection in units of length of the
undeformed structural model. Thus, if max (T - T . , S - S . } were, say, 1000 units, a
specification of 50 would result in a plotted maximum deformation equal to 5% of the maximum plot
size. In addition, the scale of the deformed structure, described in Section 13.1.4, is reduced
by 5% to accommodate the deformation vectors.
13.1.6 Structure Plotter Examples
Figures 4 and 5 show examples of plots generated by the NASTRAN Structure Plotter using the
Stromberg- Carl son SC-4020 electronic plotter. Titling information usually presented on plots has
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been deleted from the figures.
Figure 4a shows a typical undeformed orthographic projection of a section of the structural
model for a large dish antenna. This is about as detailed a model as one should attempt using
the SC-4020 since the ability to "see" the object being depicted is marginal. Using one of the
table plotters, however, a plot up to 30 inches square may be requested. Thus, considerably more
detailed objects may be plotted without loss of clarity on the table plotters.
Figure 4b shows a perspective view of an undeformed 5 x 10 plate model. Grid point labels
have been requested and are shown positioned adjacent to each grid point. A vector deformation
request has resulted in the displacement patterns indicated. On the table plotters, a different
pen could be used to draw the vectors with heavier or lighter lines than those of the undeformed
shape, or with lines of a different color, or even on a transparent overlay. For the electronic
plotters, only a heavier line density can be employed to make the vector lines contrast with those
of the undeformed structure.
Figure 5 shows two perspective views of plate models using the shape deformation option.
These deformed shapes may be superimposed on the undeformed shape if desired.
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(a) Initial Position
(c) Y = 30°, $ = 30° (d) = Y = 30°, e = 30°, a = 3QO
(Plotter Will Plot on the S-T Plane)
Figure 2. Plotter — model orientation.
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Figure 3. Perspective projection geometry.
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(a) Undeformed plot (orthographic projection)
(b) Deformed plot using vectors (perspective projection)
Figure 4. Structure plotter examples.
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(a) Deformed shape (perspective projection)
(b) Deformed shape (perspective projection)
Figure 5. Structure plotter examples.
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13.2 CURVE PLOTTER
The NASTRAN curve plotter provides the user with the ability to generate x-y graphs of any
available response quantities as functions of frequency (for frequency response analysis) or time
(for transient response analysis). Scaling, axes, axis labeling, grid lines, logarithmic scales,
and titling are all features automatically provided by the plotter. The user also may control
those items if he wishes. Two basic forms are provided, the whole frame and the split frame.
Whole frame curve plots utilize the whole sheet of graph paper or camera frame, whereas the split
frame consists of an upper half frame and a lower half frame. The latter form is useful for
plotting complex quantities resulting from frequency response analysis or for making comparisons.
On any of the frames described above, one or more curves may be plotted. If not controlled
by the user, scaling will be accomplished so as to accomodate all curves on the same frame. Only
one ordinate and one abscissa scale is provided for any single frame. The user has the option of
drawing lines between the points of the tabular function, drawing symbols at the points of the
tabular function or both. The use of different symbols for the several curves of a single frame
is not provided, however.
The detailed description of the user input cards needed to request curve plots will be found
in Section 4.3 of the User's Manual.
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13.3 MATRIX TOPOLOGY PLOTTER
The NASTRAN Matrix Topology Plotter generates a picture showing the location of nonzero
elements in a matrix. This feature is useful in displaying a stiffness matrix since the bandedness
and location of active columns are important for efficiency as described in Section 2.2.
Use of the Matrix Topology Plotter is fully described in Section 5.3.2 of the User's Manual
under Utility Module SEEMAT.
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14.1 REPRESENTATION OF PART OF A STRUCTURE BY ITS VIBRATION MODES
It is sometimes required in a structural analysis to describe part of a structure by ortho-
gonal vibration modes. In some instances structural information may not be available in other
forms. The modal information may be derived either from other analyses or from vibration tests.
In the methods to be described, no special programming instructions and no special input data
are used in describing the substructure to NASTRAN. The simulation of the part within the com-
plete idealized model is accomplished by means of ordinary scalar elements and multipoint con-
straints. The particular arrangements of elements to be described are not the only possible ones,
and the user is encouraged to employ variations of his own. The only general restrictions are
those imposed by linearity, conservation of energy, and reciprocity.
The main purpose of this section is to illustrate the manner in which scalar elements and
multipoint constraints can be used to simulate structural properties when they are expressed in
abstract terms (e.g. by modal coordinates). A secondary purpose is to illustrate procedures that
have been found useful in many practical situations.
When part of a structure is described by vibration modes, it must first be ascertained how
the degrees of freedom at which it is connected to the remainder of the structure were supported
when the vibration modes were measured (or computed). Three cases are distinguished:
1. All connection coordinates free.
2. All connection coordinates restrained.
3. Some connection coordinates free and some restrained.
The first condition is usually employed in vibration tests or analyses of large parts, such
as an airplane fuselage. It is recognized that often it is not possible to achieve test condi-
tions that are effectively free from restraint. (No such qualification applies of course to cal-
culated modes). The second condition is usually employed in vibration tests or analyses of small
parts, such as a horizontal stabilizer.
Case 1 will be discussed first, because it is the simplest. The required data are the
vibration mode frequencies, to., the mode shapes or eigenvectors, {(}>•}, and the mass distribution
of the part, expressed by the mass matrix [M ]. The eigenvectors need not be normalized in any
particular manner. Let the degrees of freedom at the points of connection to the remainder of
the structure be designated by the vector {u }. Then the motions of these points are related to
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modal coordinates {£.} of the part by
{uc> = L>ci ]{?i> . (1)
(See Section 9.3.4 for a discussion of modal transformations.) The columns of [4>C1-] are the
eigenvectors, {<j>.}, abbreviated to include only the degrees of freedom at connection points, (u }.
The usual approximation of including only a finite number of eigenvectors in [<!>_-•] produces an
idealized model for the part that is too stiff. Specification of the part is completed by calcu-
lating the generalized mass, m., stiffness, k., and damping, b., associated with each modal coor-
dinate, £,., as follows (See discussion in Section 9.3.4).
m1 = {^ [Mp]^ .} , (2)
2ki = u. m.. , (3)
b. = g^m.uj. , (4)
where g. is a damping factor for the ith mode. Frequently g. will not be accurately known.
The equation of motion for the generalized coordinate, £., is
(r^ .p2 + bn.p + kj)^  = {*ci}T{fc> - (5)
where {f } is the vector of forces applied to the substructure at the connection points, and (<)>_..•}
C CI
is the eigenvector {&.} abbreviated to include only the degrees of freedom at connection points.
Equations 1 through 5 contain all of the information required to describe the part. The
way in which Equation 1 is used in the construction of the idealized model is to regard each of
its rows as an equation of constraint between a constrained degree of freedom, u , and the free
scalar points, {£.}. m., k., and b. are, respectively, concentrated scalar mass, stiffness, and
damping elements connected to £.. Figure 1 illustrates the interconnection of the elements in
diagrammatic form.
The user prepares the idealized model of Figure 1 for NASTRAN by filling out data cards that
declare the existence of scalar points, C- '•> the values of scalar structural elements m., b., and
k.; and the coefficients in the equations of constraint. Since the information is input to the
program at the element level, it is available for the solution of any static or dynamic problem
by any of the rigid formats provided with NASTRAN.
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The derivation of an idealized model for the case when some or all of the connection points
are restrained during measurement (or calculation) of the substructure modes is considerably more
involved. A general solution, that was first devised in Reference 1, is developed below. The
objective is to derive a set of relationships between the modal coordinates and the degrees of
freedom at connection points (both free and restrained) that can be treated as equations of con-
straint. The modal mass, damping, and stiffness properties will, as in case 1, be simulated by
scalar structural elements. The reader may find it helpful to review the notation and procedures
described in Section 9.3 before proceeding.
Let the degrees of freedom of the substructure be partitioned into {u >, degrees of freedom
G
that are free in the substructure modes, and {u. }, degrees of freedom that are restrained in the
substructure modes. The equations of motion for the substructure (without damping) can then be
written as
(6)
{f } and {f. } are forces applied to the substructure. The mass of the substructure is assumed to
be concentrated at the free coordinates, (u }, which include all coordinates not restrained in the
a
substructure modes. Any substructure mass on the restrained coordinates, {u. }, should be lumped
into the remainder of the structure because the masses on restrained coordinates produce no effect
during the vibration modes of the substructure. They are, therefore, ignored in the modal repre-
sentation of the substructure. The stiffness matrix is partitioned in Equation 6 according to free
and restrained coordinates. Note that {u,} contains the free connection coordinates as a subset.
a
The substructure mode shapes are described by a modal transformation between the free coor-
aa aa" ab
Kab Kbb
ua
ub
dinates, {u,}, and modal coordinates, {£.}.
a ^ i
The corresponding generalized forces on the modal coordinates are
= f*al3 <V
(7)
(8)
' 'R. H. MacNeal, "Vibrations of Composite Systems", Office of Scientific Research Report OSR
TN-55-120, October, 1954.
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By virtue of the orthogonality property of vibration modes
(9)
where [k.] and [m.] are diagonal matrices of the modal coefficients computed by Equations 2 and 3.
Thus, using Equations 7, 8, and 9 to transform Equation 6,
(10)1fb
rr- |
ki + V2 i *al\b
.. i
— _j
Kab *ai i Kbu
i
Ci
u.
It is convenient to separate the inertia forces from Equation 10, so that, defining
- [m. (n:
(12)
Equation 12 is a stiffness equation in standard form. A form that leads more directly to a
useful physical model is obtained by placing £,. on the left-hand side. Thus
(13)
M_fbi
k. cj> .TK .i an ab
..
K_u $ • Ku.ab Tai bb
«,
u.
C^
fb
=
i -.
-1 '
ki ' ^ib1
~T
i
i f •i
u,
D
where
[*1b] = - (14)
and
(15)
If the set of restrained points, {u.}, is nonredundant, the matrix [KbbL is null (see
Section 5.7). This condition will be assumed. The matrix [^Jb] is calculated from properties of
the vibration modes as follows. During a vibration mode, {ub> = 0, and the vector of forces
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acting on the constraints is, from Equation 13,
{Fb} = -{V = c*ib]T{Ti} = [*ib]T[ki]{5i} •
Define [Kb-] to be the matrix of forces on the constraints due to unit values of the modal coor-
dinates while the substructure is vibrating in its normal modes.
(Fb> = [K^]^} • (17)
Then, comparing Equations 16 and 17,
[*1b] = [k1r1[Kb1]T , (IB)
or, in other words, DjL-u] is equal to [K. .] with each row divided by the appropriate element of
[k-]. t^-jb-1 may also ^e usec' to define an auxiliary set of modal coordinates
{? i> = [*1b]£ub> . (19)
Then, from the top half of Equation 13,
(V = [kjta,. - Cj} • (20)
The free connection coordinates {u } are a subset of {u,}. The relation between {u> and theC a C
modal coordinates {£.} is
(uc} = [*„•]{?!} . (21)
where [<(>•] is the appropriate partition of [<)>,.;].ci ai
Equations 11, 19, 20 and 21 provide a complete description of the substructure. They are
also used to construct the idealized model of the substructure, shown in Figure 2. The modal
dampers, b., are placed across the modal springs, k., if they simulate structural damping. If
they simulate damping due to the viscosity of a surrounding fluid environment, they should be
placed between the modal coordinates and ground. The user may also, if he desires, retain some
non-connection coordinates in the model in order to record motions at other points in the sub-
structure. This is done by constructing constraints from additional rows of Equation 7. Equation
19 expresses a new set of constraint equations between the auxiliary modal coordinates and the
degrees of freedom that are restrained in substructure modes.
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The input data for the program consist of the coefficients of the equations of constraint,
[<(>.:] and [iKruL the values of the scalar elements, m., b., and k., and their connections.
The techniques discussed above provide the capability for complete dynamic partitioning of
a structure, since all of its parts, rather than a few, may be represented by their respective
(2)
vibration modesv '. The general case diagrammed in Figure 2 is particularly useful for this
purpose. Consider for example, the missile structure shown in Figure 3. The missile is physi-
cally partitioned with support conditions for the calculation of uncoupled vibration modes as
shown in the figure. The first partition, (a), is unsupported while the others are cantilevered.
The lumped element model for the composite system consists of parts with the form of Figure 2 con-
nected in tandem. It is evident from the form of the lumped element model that the independent
degrees of freedom consist of the modal coordinates {£ }, {?K}, {£_}> etc. The displacement setsa D C
{"= kK {£kK {UK ,-}> etc., are all constrained. The dynamic equations, when written by the stiff-
o jD D D )C »
ness method, are banded with bandwidth equal to the number of modal coordinates in three successive
partitions.
The user should be cautioned against an uncritical use of dynamic partitioning techniques.
Use of a smaller number of modes as degrees of freedom to represent a dynamical system always re-
sults in a loss of mass, a loss of flexibility, or both. Procedures have been developed^ ' ' for
incorporating the "residual mass" or the "residual flexibility" into the analysis with substantial
increase in accuracy. In general, however, established techniques for truncating the modes of a
complete system do not automatically give good results when applied to partitions.
(2)
'W. C. Hurty "On the Dynamic Analysis of Structural Systems using Component Modes" AIM
Journal, April 1965.
^ 'R. H. MacNeal and R. G. Schwendler, "Optimum Structural Representation in Aeroelastic Analysis"
ASD TR-61-680, January, 1962.
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Figure 1. Representation of part of a structure by its vibration modes when all connection
» points are free while the modes are calculated.
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Figure 2. Representation of part of a structure by Us vibration modes in the general case when
some connection points are free and some are rigidly constrained.
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Figure 3. Dynamic partitioning of missile structure.
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14.2 REPRESENTATION OF CONTROL SYSTEMS
The principal means by which linear control systems are treated in NASTRAN are the Extra
Points and the Transfer Function, described in Section 9.3.2. Nonlinear control systems employ,
in addition, the Nonlinear Elements described in Section 11.2.
The general viewpoint is taken that the control system is an adjunct of the structure, rather
than vice versa. Thus, the properties of the control system are expressed in the quadratic format
P
(Mp + Bp + K) of dynamic structural analysis. Since some readers, including control system ana-
lysts, may not be familiar with the technique, an example that includes the major points is des-
cribed below.
The variables that exist in control systems (voltages, valve positions, etc.) are assigned
degrees of freedom, u , that are called extra points. The vector of extra points, {u }, is merged
with'{u,}, the degrees of freedom at structural gridpoints, to form the dynamic analysis set {u.}
a Q
(see Section 9.3.1). In the direct method of problem formulation, the extra points can be assigned
sequence numbers such that they are interspersed with structural degrees of freedom. In the modal
method of problem formulation they are collected together at the end of the augmented modal vector
{uh> (see Section 9.3.4).
- In order to facilitate the treatment of control systems, NASTRAN includes an input data format
for the specification of transfer functions in the form
ue = ^- p- J(aQ 1 + a^p + a2V) Ui . (9)
where u must be an extra point but u. can be any degree'of freedom. As explained in Section
9.3.2, Equation 9 is treated as a differential equation
(bQ + ^ p + b2p2) ue - l(a^  + a^p + a^p2) ui = 0 , (10)
which is incorporated into the general dynamic matrix equation
[K + Bp + Mp2]{u} = {P} . (11)
The coefficients in Equation 10 thereby assume the roles of coefficients in the direct input stiff-
ness, damping and mass matrices, [K.. ], [B.. ], and [M., ]. The user may also add terms directly
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to these matrices by means of a separate direct matrix input format. It is also permitted to ap-
ply a load to an extra point, so that the vector {P} in Equation 11, includes the vector of such
loads, (PgK as a subset.
As an example of the general approach, consider the control system shown in Figure 1 which
might represent a simplified model of the autopilot of a launch vehicle. It contains many of the
components found in control systems including attitude and rate sensors, signal conditioners, and
a nonlinear mechanical actuator with local feedback. The structure is represented in Figure 1 by
the displacement components which are sensed by the control system, or to which loads are applied.
The equations of the control system are listed in Table 1. The first six equations give the
outputs of the devices labeled 1 to 6 in Figure 1 in terms of their inputs. Equation 7 defines
the input signal, u,0> as a known function of time. Equation 8 states that the force on the struc-
ture, F,,, is a function of the input to the mechanical actuator, ug.
In the analysis, an Extra Point is assigned to each of the new variables, u. - - - U,Q. The
coefficients of the transfer functions, expressed by Equations 1 to 8, are listed in Table 2. In
the case of the input signal, Equation 7, a load equal to e(t) is placed on coordinate 10, and the
diagonal term in the stiffness matrix, b , is set equal to unity.
The mechanical force produced by the control system, F,,, is a nonlinear function of the in-
put to the actuator, ug) as shown in Figure 1. This function is most easily treated by the Arbi-
trary Function Generator element (see Section 11.2), for which the governing equation is
(^t) = S. F(Uj) , (12)
where N.(t) is the load applied to u.,
S. is an arbitrary (convenience) factor,
F(u.) is a tabulated function,
J
u. is any permissible displacement component.
If the actuator were linear, such that
Fnl = K ug , (13)
the effect could also be represented by placing -K in the element of the direct input stiffness
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2
matrix [K^ ] corresponding to the row of u^ and the column of ug. Nonlinear terms are not per-
mitted in complex eigenvalue analysis or in frequency response analysis, so that the linear form
of representation is required for such cases. Also, in a modal formulation of a transient res-
ponse problem, it is not permitted to apply nonlinear loads directly to structural grid points.
This restriction is imposed in order to avoid the modal transformation of nonlinear terms. If a
modal formulation has been selected, the representation of the mechanical actuator in Figure 1 is
V
modified as shown below.
Linear
Actuator
Nonlinear
Actuator
An additional extra point, u,2> is created to which the nonlinear force F,- = F(ug) is ap-
2
plied. Two terms are added to the direct input stiffness matrix: the element of [K., ] corres-
2
ponding to the row and column of u-,2 is set equal to +1; the element of [K.. ] corresponding to
the row of u.,, and the column of u,2 is set equal to -1. By this means the force on the structure,
Fip is made equal to F-|2» and modal transformation of the nonlinear force is avoided.
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TABLE 1. Equations of Example Control System
U4 = TTTJ (Apu2
- 2
B + B,p + B2p
G u11
J8 " 1 + T4P
u = 6(t)
(C u + D u + E u)4 5 g
(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
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TABLE 2. Transfer Function Table
Transfer
Function
No.
1
2
3
4
5
6
7
ue
U4
U5
U6
U7
U8
U9
U10
b
0
1
1
1
Bo
1
1
1
bl
Tl
T2
T3
Bl
T4
b2
B2
Ui
U2
U3
Ul
U10
U4
U5
U6
; un
U7
U8
ao
1
1
C Ao
D Ao
E Ao
G
1
-1
al
A
B
C A]
D A,
E A ,
'2
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Figure 1. Example control system.
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15.1 SELECTION OF SIGNIFICANT FIGURES BASED ON ROUND-OFF ERRORS
One of the more important early decisions in the design of NASTRAN was the decision to use
double-precision arithmetic (approximately sixteen decimal digits) in most of the calculations made
with NASTRAN, including the formation of structural matrices and matrix decomposition. Since most
existing structural analysis programs employ single-precision for stiffness matrix formation and
matrix decomposition, an explanation of the reasons for the decision is in order. It should, per-
haps, be emphasized that the decision was made on the assumption that a single-precision number has
27 binary bits (approximately eight decimal digits) rather than the 21 bits that are available with
the IBM 360/370 computers, or the 48 bits that are available with the CDC 6000 series computers.
The only significant exceptions where single-precision is used in NASTRAN occur in calculations
involving previously computed response vectors, such as in modal transformation and in the calcula-
tion of stresses from displacements.* Section 2 of the Programmer's Manual documents the precision
of the matrix data blocks. If a matrix data block is in double-precision format, then it was gen-
erated using double-precision arithmetic. All table data blocks are in single-precision format.
It was known at the time the decision was made that NASTRAN would be called upon to solve
structural problems that were large according to the then current standards. Previous experience
with single-precision arithmetic, was not, therefore, regarded as a reliable guide, and a brief ana-
lytical and experimental investigation was made of the effects of round-off errors in beam and
framework problems. No attempt was made to develop a comprehensive view of the effects of grid
point sequencing, stiffness tapering, different kinds of elements, etc., on the growth of roundoff
error. It was known from previous experience that beams (particularly cantilever beams) have no-
toriously ill-conditioned stiffness matrices so that results based on the study of beams should be
conservative for other structures. Since the decision to be made was whether or not to include
eight additional decimal digits, only very rough accuracy was required. The results of the study
are reported below.
Two different kinds of errors were considered: errors arising in the calculation of the ele-
ments of a stiffness matrix; and errors arising in the subsequent triangular decomposition of a
stiffness matrix. One of the more interesting results of the study was that errors of the first
kind have about the same magnitude as errors of the second kind.
* Single precision has been selectively added to the CDC version of NASTRAN for most
matrix operations. Details are described in Section 5.5.1 of the Programmer's Manual.
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The equilibrium equation for the displacement method
[K]{u> = {P} , (1)
becomes, in the presence of errors in the stiffness matrix,
[K + K£]{u + u£} = {P} , (2)
where [K ] is the error in the stiffness matrix and {u } is the resulting error in the solution
G £
vector. Neglecting the product of two errors and subtracting Equation 1 from Equation 2 results in
[K]{u } = -[K ]{u} = {P } . (3)
C C- C.
This result shows that the error vector can be (approximately) calculated from the application of
a load vector, {P }, to the original structural system which is the product of the error matrix
and the correct displacement solution vector.
An idea of the magnitude of error due to this source in uniform beams may readily be con-
structed if it is assumed that the error exists only in the diagonal (self) term for displacement
at the free end of an end-loaded cantilever beam. Let the magnitude of the error be one binary
3
bit in the 27th place. The term under consideration in the stiffness matrix is equal to 12EI/AX
where Ax is the length of one element in the beam. Thus the corresponding term in the error ma-
trix is
The correct solution for the displacement at the free end is
P*3
« = 3ET • . (5)
where X, is the total length of the beam. The load to be used in Equation 3 (which in this case
reduces to a scalar equation) is, therefore,
P = -Ku = -2-27 ' 4P3 . (6)
The ratio of the displacement error to the true displacement at the free end is equal to the
ratio of load, so that
JL ' = _£ = _2-27 . 4N3 ^ {?)
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where N = VAx is the number of cells in the cantilever beam. This result is shown in Figure 1
for various numbers of elements in the beam as the line labeled "tip modified."
A more meaningful (and probably conservative) estimate for the error ratio can be calculated
by assuming that all diagonal elements in the stiffness matrix are in error in the same direction
by one binary bit in the 27th place. The result of this calculation for a uniform cantilever beam
and for uniform square frames is shown in Figure 1 as the lines labeled "all elements modified."
It will be noted, in the case of the beam, that the error increases as the fourth power of the
number of grid points, as may be expected since the number of terms in the error load vector, {P },
increases in direct proportion to the number of grid points, and the error in displacement for a
single term increases as N . If the errors are randomly distributed with respect to sign, the ra-
tio of the net error loading to the error loading for a single term will increase approximately in
proportion to the square root of the number of grid points. Thus it may be expected that, in prac-
tical problems where rounding errors are randomly distributed, the error in the displacement at
the tip of the beam will increase as the 3.5 power of the number of grid points.
Several experimental points indicating the errors for actual problems are also shown in Figure
1. In the experiments, the accumulation of significant additional error during triangular decom-
position was avoided by using higher precision in the decomposition. Severe local variations in
the stiffness of elements can cause substantially greater errors'than those indicated in Figure 1.
Examination of Figure 1 indicates that if three significant decimal digits are desired in the
solution vector and single-precision arithmetic is used to generate the stiffness matrix, canti-
lever beam problems are limited to about 20 grid points and square frames are limited to about 150
grid points. Since it was desired to solve larger problems, and since this error cannot in general
be reduced substantially except by carrying more binary bits in the stiffness matrix, it was con-
cluded that all stiffness matrices must be generated using double-precision arithmetic. With 8
additional decimal digits in the stiffness matrix, examination of Figure 1 indicates that the prob-
lem size for cantilever beams can be extended to several thousand grid points, and for square frames
to hundreds of thousands of grid points before significant round-off error is accumulated.
The errors that occur during decomposition of the stiffness matrix (round-off errors) were
investigated by experimental means only. Care was taken to ensure that the terms in the stiffness
matrix were integers that would not be truncated in the conversion from decimal to binary arith-
metic. Some experimental determinations of error ratios due to round-off in the solutions for
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cantilever beams and square frames are indicated in Figure 2. The results indicate that if three-
figure accuracy is desired, the number of grid points is l imited, with single-precision ar i thmetic ,
to about 30 for both cantilever beams and square frames. If, on the other hand , double-precision
arithmetic is used, extrapolation of Figure 2 indicates that problem size can be extended to sev-
eral thousand grid points for cantilever beams and to hundreds of thousands of grid points for
square frames.
Some improvement in the accuracy of s ingle precision calculat ion can be achieved by means of
an iterative solut ion technique (see Section 3.6.2) provided that double precision is used in ac-
cumula t ing the residual load vectors. The error ratio must, however, be less than unity in order
for the iteration algori thm to be stable, so that, by inspection of Figure 2, only a modest in-
crease in problem size is afforded.
S imi l a r conclusions on the necessity for" us ing double-precision arithmetic for generating the
stiffness matrix and for decomposing matrices result if one considers dynamic problems. Consider,
for example, the fundamental frequency of a cantilever beam wi th a concentrated mass at the free
?7
end. Let the error in the stiffness matrix be equal to 2 in the self term for lateral displac
ment of the free end and be equal to zero elsewhere. Then the calculated frequency, is
•
 (8)
where
K = EI/3X3
„ ,-27 . 12EI
~
The ratio of the calculated frequency to the analyt ical ly correct frequency, u>_ , is
O
t o / K + K \1/2 K 9 7 - 3
1 + 1/2 -r^- = 1 + 2~£/ • 2IT . (9)
N
Thus the error in frequency is about one-half as great as the error in displacement for the cor-
responding static problem, Equation 7.
In the analysis of free-free structures the accumulation of truncation error in the formation
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of the stiffness matrix may be interpreted as i set of springs (either positive or negative) that
restrain the rigid body motions. Analysis shows that, for direct numerical integration of the
equations of motion, double-precision formation of the stiffness matrix is required in order to
contain the errors in the rigid body.motions. For such problems single-precision arithmetic is
inadequate for beam problems with more than about ten grid points.
A consideration that does not enter into the examples treated above is the effect of varia-
tions in stiffness with position in the structure. A common mistake made by beginners in the dis-
placement method is to simulate a rigid constraint by :onnecting two grid points with a very stiff
spring. Such an element will, of course, obliterate the contributions of other elements to the
subpartition of the stiffness matrix corresponding to the pair of grid points, and wrong answers
will result. (A stiff element connected from an independent grid point to ground will not, on the
other hand, produce errors.)
NASTRAN provides the means, via multipoint constraints, to avoid errors associated with ex-
tremely stiff elements. The user must, however, still decide whether to treat a stiff element as
an elastic body or as a rigid body. The decision will probably be based on an estimate of whether
the modeling error made in replacing an elastic element by a rigid element is significant. Assum-
ing that the elastic representation will be retained provided that the modeling error is greater
than 10 , the expected degradation in accuracy due to increased round-off error is approximately
a factor of 1,000. Even so, Figures 1 and 2 indicate that, if double-precision is used, accurate
results can be obtained for cantilever beams with several hundred grid points and square frames with
several thousand grid points.
The conclusion of the investigation can be stated very simply. For problems of the size for
which NASTRAN has been designed, double-precision arithmetic (16 decimal digits) is necessary, and
the accuracy of the solutions obtained with douole precision arithmetic should be satisfactory, in
the vast majority of cases.
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15,2 MODELING ERRORS IN THE BENDING OF PLATE STRUCTURES
15.2.1 Triangular Element
The errors associated with the use of the Clough bending triangle are documented in Reference
1. One of the checks made on the Clough triangle in NASTRAN was to run several plate bending pro-
blems and compare the results with those given in Reference 1. These results confirmed the equi-
valence between the triangle of Reference 1 and the triangular bending element in NASTRAN.
15.2.2 Quadrilateral Element
The quadrilateral element used in NASTRAN is a new development. In ordiT to check the accur-
(2)
acy of this new element, comparisons were made with the Clough triangle and the Meloshv ' rec-
tangle. In developing the stiffness matrix for the Melosh rectangle, the bending curvatures are
obtained by assuming that the displacements along the edges are third order polynomials, and that
the curvature varies linearly in the direction normal to the edge. It is further assumed that the
twisting effects are resisted by a state of uniform twist in the element. Unlike the NASTRAN
quadrilateral, the Melosh rectangle cannot be applied to nonrectangular shapes.
Results of the comparisons of the NASTRAN quadrilateral with the Clough triangle and the
Melosh rectangle are shown in Figures 2 through 9. The schedule of the eight cases considered is
shown in Figure 1. All calculations were made on a quarter section of the plates with the indi-
cated mesh sizes. The central deflection was used as a measure of the quality of the results. In
the case of uniformly loaded plates, the central deflection is given by
(1)
where a is a deflection coefficient, D is the flexural rigidity, a is the length of the shorter
side (see Figure 1) and q is the load intensity.
^ 'Clough, R. W. and J. L. Tocher, "Finite Element Stiffness Matrices for Analysis of Plate Bend-
ing". Proc. of Conference on Matrix Methods in Structural Mechanics, Air Force Flight Dynamics
Laboratory Report AFFDL-TR-66-80. December, 1965.
(2\
^ 'Melosh, R. Ij., "A Stiffness Matrix for the Analysis of Thin Plates in Bending". Journal of
Aeronautical Sciences, Vol. 28, P.34, 1961.
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For the concentrated load cases, the central deflection is given by
wc = eg . 2
where 3 is a deflection coefficient and P is the concentrated load.
Examination of the curves reveals that, in the case of the square plates, the NASTRAN quadri-
lateral gives results that are quite similar to those for the Melosh rectangle. However, for the
plates with 2/1 aspect ratio, the Melosh rectangle gives somewhat better results, particularly for
the coarse meshes. In all cases the quadrilateral gives better results than the triangle, parti-
cularly in the case of the square plates, where the accuracy is substantially better. The com-
parisons indicate that the NASTRAN quadrilateral is a good element to use for plate structures in
the case of nearly rectangular geometry and with the aspect ratio near unity. This is precisely
the case for which the element was designed.
Experience indicates that the error associated with increased aspect ratios tends to grow
roughly in proportion to the aspect ratio. Therefore, it is desirable to avoid quadrilateral ele-
ments with large aspect ratios, particularly when using coarse meshes. Although the quadrilateral
element is not restricted to a plane figure, it should not be used in modeling sharply curved sur-
faces. In this case triangular elements are preferred.
Triangles are also preferred if the geometry departs significantly from a rectangular pattern.
Experience with rhombic elements, having a 45-degree sweep angle, indicates errors that are two to
five times greater when using quadrilateral elements than when using triangular elements with acute
angles. The error is even greater if obtuse triangular elements are used. The large error for
the quadrilateral element in the 45° swept case is probably the result of the composite nature of
the element. Relatively large errors are associated with the two obtuse triangles forming half of
the quadrilateral element, and significantly smaller errors are associated with the two acute tri-
angles forming the other half of the element, see Section 5.8.3.2.
f
With regard to twisting behavior, the quadrilateral element does not involve any approxima-
tion for the case of a square element subjected to uniform twisting moments along its edges. In
this case, the constraints imposed on the diagonals of the quadrilateral conform exactly to the
deformed shape.
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Figure 1. Schedule of rectangular plate analyses.
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15.3 MODELING ERRORS IN MEMBRANE PLATE ELEMENTS
NASTRAN includes three quadrilateral membrane plate elements (QDMEM, QDMEM1 and QDMEM2) which
are identical in their connections and physical properties but which produce different results due
to differences in mathematical formulation. All three elements give identical correct results for
a flat element in a state of uniform plane stress. The differences occur when the element is
warped out of plane and, more significantly, when the state of stress is not uniform within the
element.
A frequent application of quadrilateral membrane elements is to model the central web of a
beam, in which case they are subjected to a steep constant stress gradient. The extraordinarily
large errors displayed in this application by the original NASTRAN quadrilateral membrane element
(QDMEM) were an important motivating force for introducing the other two quadrilateral membrane
elements. Figure 1 shows a comparison of results for the three NASTRAN elements when a pure
bending couple is applied to a square. The improvement of QDMEM1 and QDMEM2 over QDMEM is
evident, although even their accuracies are low. The use of two triangular membrane elements
(TRMEM) will produce almost the same result as QDMEM in this example. In the case of the iso-
parametric element (QDMEM1), the result shown in Figure 1 can be extended to a general rectangular
shape by means of the formula
A6QDMEM1 . 1-v2
 m
A6
 BEAM , .
THEORY '
Better accuracy can be achieved by subdividing the beam web into two or more rows of elements.
Figure 2 shows results taken from Reference 1 for a cantilever beam modeled by two rows of
elements. The error in tip displacement for QDMEM1 is 14%, which might be acceptable for some
applications, but the error for QDMEM is still unacceptable by any standard.
1. H.M. Adelman, J.E. Walz and J.L. Rogers, Jr., "An Isoparametric Quadrilateral Membrane Element
for NASTRAN," published in "NASTRAN: USER'S EXPERIENCES," NASA TM X-2637, p. 315-336, Sept. 1972.
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16.1 COMPRESSIBLE FLUIDS IN AXISYMMETRIC TANKS
16.1.1 Approach
In the class of problems considered here, the motions of the fluid are assumed to be small
compared to the dimensions of the container so that nonlinear; terms in the equations of motion can
be ignored. Such problems should properly be classified as acoustic problems rather than as fluid
flow problems. Another general restriction is that the shape of the container is axisymmetric.
There is, however, no implication that the structure of the container has axisymmetric mechanical
properties or that the combined motions of the fluid and the structure are axisymmetric. The
restriction regarding container shape is introduced'in order to simplify the equations of the
fluid which, due to the assumption of small motions, can then be decomposed into uncoupled Fourier
components with respect to \azimuth position.
Compressibility of the fluid and \the effects of gravity on a free surface are both included
in the formulation. Thus, the capability de-scribed below can be used to solve a wide practical
range of fluid-structure interaction problems for both liquids and gases.
Two different mathematical approaches are practical for the solution of linear fluid-structure
interaction problems with interface surfaces of arbitrary shape. In the first approach a funda-
mental solution of the fluid field equations is used to formulate an integral equation relating
motions and pressures at the fluid surface; the integral equation is then replaced by a finite set
of simultaneous linear equations. In the second approach the field equations are approximated by
a set of'linear difference equations (or linear finite element equations) in which the variables
are defined at a finite set of points within the fluid and on its surface. The first approach
.has the., .advantages.-that it .results,In a smaller number^of equations and ,that the .user is not
burdened with the task of locating grid points within the fluid. It has the disadvantages that
the resulting matrices are completely full, that problems involving compressible fluids can only
be formulated in the frequency domain, that the matrix coefficients are transcendental functions
of frequency if the fluid is compressible, and that the effects of inhomogeneous fluid density
cannot be treated. It is, however, an excellent method for homogeneous, incompressible fluids and
it is the only practical method when the fluid is infinite in extent. The second approach has
been selected for the class of problems considered here mainly because it can easily handle
compressibility and space-variable fluid density for all types of analysis. The restriction to
axisymmetric shapes reduces the disadvantage regarding the location of grid points in the fluid,
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in that grid points need only be specified on a cross-section of the fluid and not throughout its
volume. A finite element formulation has been selected, rather than a finite-difference formula-
tion, in order to facilitate the solution of problems with arbitrary axisymmetric tank shapes.
The field equations can be expressed directly in terms of the components of motions or, if
the fluid is irrotational, they can be reduced to the solution of the wave equation for a scalar
potential function. The latter formulation has the advantage that the number of variables is only
one third as large, but it has the disadvantage that the enforcement of compatibility at the
boundary between the fluid and the structure is awkward. The awkwardness is not, however, so
great as to cause serious difficulties in problem solution, so that a formulation in terms of a
scalar potential function (specifically the pressure) has been adopted.
In summary, the selected approach is one in which the unknown variables include the harmonic
components of pressure at a finite number of grid points in the fluid, and also the structural
displacements throughout the structure, including points on the interface. The harmonic components
of pressure are mathematically treated by NASTRAN as components of displacement. The inertia
properties of the fluid are represented by a matrix that is treated like a stiffness matrix and the
compressibility is represented by matrix terms similar to a mass matrix. These matrices are
generated from the properties of "fluid elements" interconnecting fluid grid points. The coupling
between the fluid and the structure is represented by special matrices that are treated as direct
input matrices (see Section 9.3.3).
The above capability is implemented in NASTRAN primarily by modification of existing func-
tional modules. The modules that are affected most significantly are the Input File Processor,
the Structural!Matrix Assembler (which processes the fluid elements), and the Geometry Processor.
A new functional module is introduced to generate the fluid-structure interaction matrices.
All of the existing analysis types are available for the solution of fluid-structure inter-
action problems, including the calculation of vibration modes, the solution of frequency response
problems and the solution of transient problems. In addition, vibration modes can be obtained for
the fluid \alone, with a rigid container replacing the structure.
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16.1.2 Fluid Field Equations
The governing equations used in the analysis'of the irrotational motions of an inviscid
compressible fluid are:
•*• 1 "* "?Pdu + 2-pdv(u.u) = - vp - pdg ,. (1)
p = - Bvu , (2)
pd = p - V-(pu) , (3)
where:
u is a small displacement of the fluid from a fixed reference point,
->-
ii is the velocity, (alj/3t),
u is the acceleration, (32if/3t2),
p is the mass density of the fluid, at rest,
p . is the mass density of the perturbed fluid,
g is the vector of the gravity field (opposite to the direction of free fall),
p is the pressure,
B is the bulk modulus of elasticity.
Due to the assumption of small motions, the second term on the left side of Equation 1 will be
ignored. The second term on the right side of Equation 3 will be ignored on the grounds that it is
small and unimportant for most problems. If small motions are assumed, it is significant only in
problems where the effects of gravity are included and the density varies throughout the fluid.
With these assumptions, Equation ,1 may be replaced by the following simplified equation:
->•
pii = - Vp - pg . (la)
Equations la and 2 are combined as follows to obtain a single equation in terms of the
pressure. Taking the second time derivative of Equation 2, and the divergence (V-) of Equation la
we obtain:
-3-
p = - BV-ii , (4)
-> .
V-ii = - v - Vp - V-g . (5)
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Combining Equations 4 and 5:
1 p - V- 1 Vp = V-g = 0 (6)
where V-g = 0 is assumed in the following development.
Equation 6 is a form of the wave equation. Energy expressions will be derived from it, with
the aid of which equivalent stiffness and mass matrices can be formed. To this end define the sum
of the terms on the left side of Equation 6 to be the generalized force;
J = •=- p - V- - Vp . (7)b • p
Introducing the concepts of the calculus of variations, the volume integral of the product of
the variation of the pressure, 6p, times the generalized force will produce a variation of the
generalized energy:
6H = f J 6p dV '= f (1 p - V- ^ Vp) <5p dV . (8)
The V operations may be transformed by the identity:
V-[Sp (-Vp)] = 6pV-(-Vp) + -V (6p) -Vp . (9)
Substituting Equation 9 into Equation 8 results in :
6H = [ ' ' I p f i p d V + f - V p - V ( 6 p ) d V - f V-[6p(- Vp)] dV . (10)
I K I p J P
Applying the divergence theorem to the third integral produces an integral over the surface S
V-[6p (-Vp)] dV = 6p (- Vp) -dS , (11)
P J P
S
where the vector S is normal outward from the surface. The first and second integrals in Equa-
tion 10 may be modified by the identities:
6(Vx-Vx) = 2Vx-V(6x)
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where x is any function.
The variation in energy 6H after applying Equations 11 and 12 to Equation 10 is:
The generalized energy internal to the fluid is the value of the first integral which, it is seen,
contains a term similar in form to kinetic energy, and a term '.similar in form to potential energy.
The energy flow through the boundary is given by the second integral.
In the finite element method of solution, a set of variables, p., equal to the values of p at
specific points, is chosen and the volume is divided into subregions, called fluid elements, with
vertices defined by the location of the variables. A "stiffness" matrix [K] is formed from the
potential energy U by the equation:
32U
The "equivalent" potential energy for each subregion is, from Equation 13,
U = [ ojr Vp-Vp dV . (15)
The pressure field for each subregion (fluid element) is dependent on the pressures p. at its
vertices.
The "equivalent" kinetic energy for a fluid element is, from Equation 13,
= f 2f(p)2 dV . (16)
A "mass" matrix [M] is formed from the kinetic energy by the equation
2
(17)
The set of simultaneous equations describing the pressures at discrete points may then be written
in matrix form as
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[Mi •]{?,} + [K1--]{p.} = O.j} , (18)
where {p.} is the vector of pressures at fluid points and {I.} is the vector of generalized forces
imparted to the fluid. For the uniform gravitational field treated by NASTRAN, {I.} is null except
at the boundaries.
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16.1.3 Boundary Conditions
Two types of fluid boundaries will be defined. The first is a free surface, which is defined
as an area with zero pressure relative to ambient pressure. Since the fluid pressure is measured
at points fixed in space," the actual surface will be displaced and the pressure measured at the
original position may not be zero. The second type is a structural boundary, through which the
fluid may not diffuse, and at which it must have displacement compatability normal to the surface.
Viscous boundary layer and rough surface friction effects depend on relative tangential velocities.
These effects will be ignored for the present.
A fluid-to-fluid interface is a trival matter since nonuniform fluid density and bulk modulus
are allowed. Except for gravity effects, the pressure and flow through these interfaces are con-
tinuous and compatible. When finite elements are used, the differential equations of motion are
set up in each fluid element separately and each element may have a separate set of physical
parameters.
From Equation 13, Section 16.1.2, the outward energy flow through the boundary is:
showing that
6H(boundary) = ' <Vp)-dS , (1)
(Ivp)-dS , (2)
p
is the generalized force acting on the pressure over an element of surface'area S-. From-Equa-
tion la of Section 16.1.2,
1 Vp = -U . g , (3)
so that
Is = - (ii + g)-dS . (4)
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It is interesting to note that at interior points the quantity
1 = 1
 Vp = -U - g , (5)
assumes a role that is analogous to the gradient of the stress tensor in elasticity or to
current density in electrical conduction.
On the structural boundary define
uni = . "<dS • (6)
as the average normal displacement over S.. Then from Equation 4
Is. = -S, uni - g.dS . (7)
At the structural interface, u . is a structural displacement. Equation 7 shows that the coef-
ficient S. has the form of a mass coefficient.
At a free surface the acceleration may be directly related to the pressure as follows.
displaced surface
(zero pressure)
original surface
For small motions it may be assumed that the pressure near the surface varies linearly with
distance from the displaced surface. Thus, at a point on the original surface, using Equation la,
•»• - » • - > • ±
p = -u«vp = u»p(g + u) • (8)
The pressure is evaluated at points on the original surface rather than on the displaced surface
due to the Eulerian.view point taken in fluid mechanics i.e., that the reference frame remains
fixed as the fluid moves about. Differentiating Equation 8 twice with respect to time, and
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ignoring the nonlinear term, lJ*pii,
P = Pu'-g (9)
It will be assumed that the gravity vector is in the direction of the outward normal to the
original surface (which is necessary for the original surface to be in equilibrium). Thus
u-dS = ^rU'9 = Hp ' ^10^
where dS and g are the magnitudes of dS and ^. Substituting Equation 10 into 4
\ - -f i^"5 - f ** • <">
si Si
Define the average pressure over surface element S.>
P, = ^- f P dS . (12)
1
 Si
Then from Equation 11, if pg is uniform over S.,
Is = - — p'i - [ 9-dS . (13)
Si
The first\term in Equation 13 can be represented:as a generalized inertia force in which the
mass coefficient is S./pg . If the gravity field is absent (or is ignored) the mass coefficient
becomes infinite and
Pi = 0 , (14)
on the surface. Equation 14 is treated in NASTRAN as a rigid constraint.
The effect of the term / g-dS in Equations 7 and 13 is to produce a static variation of
Si
pressure with depth. It is neglected in NASTRAN dynamic analyses since pressures are measured
relative to static equilibrium.
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The force produced by the fluid on a structural grid point at the boundary is obtained as
follows.
original
surface
disolaced surface
According to the Lagrangian formulation which is used in structural mechanics, the force on
the structural interface is equal to the integral of the pressure over the displaced surface,
which, to first order in small quantities, equals the pressure on the original surface plus a term
due to the gravitational force on the fluid between the two boundaries. Thus the force on the
boundary structural grid point in the direction of the normal is, assuming small motions,
F. = Si(pi - pg.^ .) , (15)
where p. is the average pressure defined in Equation 12 and u. is the displacement vector of the
structural point. The terms in Equation 7 and in Equation 15 can be written as follows in matrix
form.
(16)
where s = d/dt and g . and g.. are the components of gravity in the normal and tangential direc-
tions. Equation 16 is a statement of the boundary conditions at the structural interface.
As an example to illustrate the theory developed to this point consider the following simple
problem.
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incompressible
fluid
structural
mass, M.
Compute the vertical motion u , in response to an oscillating vertical applied force, F.
1. If uniform vertical motion is assumed, the pressure gradient is a constant function of
the pressures, p., at the upper and lower surface:
* - § - V* (17)
From Equations 14 and 15, Section 16.1.2, the elements of the "stiffness" matrix are:
(vP) dv
2P (18)
The complete "stiffness" matrix is, therefore,
(.: -;] (19)
2. Due to free surface effects, the additional generalized force at point p, is, from
Equation 13
j_
pg
s 2
 n
^gs pi (20)
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3. Noting the fact that the gravity vector and the displacement u are both opposite in
direction to the normal vector at the lower fluid boundary, the forces due to the inter-
face, obtained from Equation 16, are
(21)
where F
 2 is the force on the structure, in the direction of u , due to fluid pressure.
4. The total equilibrium equation, including the 'contributions of Equations 19, 20 and 21,
and of the structural mass, M , is:
Fz2
!s2
"pgS -S
* ,
Ss2 0_
uz
>2
ph pg
0
ph
_S_
S
0
-Ss2
M0s2 - pgS
(22)
The pressures and forces, it must be remembered, are measured relative to the static
equilibrium. The applied force AF is therefore:
AF = F - g(PSh + MQ) . (23)
The validity of Equation 22 is verified as follows. The first two rows of Equation 22
are solved to obtain:
g + hs
(24)
and
phsV , (25)
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or, substituting Equation 24 into Equation 25.
9
 2Po ? P? = phs ui
 g + hs* "• z
which reduces to
P2 = p(g + hs2)uz . (26)
Substituting Equation 26 into the third row of Equation 22 results in:
AF = [pS(g + hs2) + MQs2 - pgS]u
Substituting for AF from Equation 23 produces the final equation of motion:
(MQ + phS)(uz + g) = F , (27)
which is the obvious answer for the uniform acceleration of the total mass of the system.
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16.1.4 Fluid Elements
16.1.4.1 Method of Derivation
The mathematical model for the compressible fluid consists of a gridwork of points at which
pressures are calculated, and a set of "fluid elements" which are connected to the grid points and
which fill the space occupied by the fluid. The model is analogous to a finite element structural
model. The pressure is analogous to displacement and the pressure gradient is analogous to strain.
The problem is assumed to have axial symmetry so that the "structural" model is defined by a set
of fluid grid points in a plane that includes the axis of symmetry. Each fluid element occupies
the interior of a circular ring that is concentric with the axis of symmetry. The surfaces of the
ring are cones which intersect along circles that pass through the fluid grid points. For this
reason the fluid grid points will also be referred to as fluid circles.
Due to the assumption of axial symmetry, the pressure within a fluid element can be expanded
in a Fourier series with respect to the azimuth coordinate, $,
IN N *
p(r,<j>,z) = P° + I Pn cos n<j> + I Pn sin n4> . (1)
n=l n=l
The coefficients P°, Pn and Pn are functions of position in a radial plane. They will be
expanded in truncated power series of the radial and axial coordinates. Thus,
Pn(r,z) = qjj + qjr + q£ z + ... n > 0 , (2)
Pn*(r,z) = qj* + q^* r + qj* z + ... n > 1 . (3)
The coefficients q'j and qn. are called the generalized coordinates of the element. They are
J J
selected to make the values of Pn and Pn match the values of the pressure coefficients at the
fluid grid points located at the corners of the element.
Thus, if P" is the value of Pn at the ith fluid grid point,
{qj} = [HjpKPj} , (4)
{qf> = [HjpJ (Pf> , (5)
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where [H ] is a matrix of constant coefficients. Note that the matrices for the starred and
unstarred coefficients are identical. Since [n" ] is evaluated from its inverse, see Section
16.1.4.2, it must be a square matrix, and the number of generalized coordinates for harmonic coef-
ficient must be equal to the number of fluid grid points to which the element is attached.
The generalized potential energy contained within the volume of the element is, from Equa-
tion 15, Section 16.1.2,
u =
 I f p (VP'VP) dv '
V
(6)
where the gradient of the pressure, Vp, is the vector:
3r r r 3z z (7)
Using Equation (1), the gradient is:
Vp = 3r
N /
 pn
+ I (— cos n<f>
n=l
3P'
n=l
3£u
3z
n=l
3r sin n<|) -r '
(-Pn sin nj + Pn* cos n<J>)
3P"
3z sin n(j> (8)
The integral over the volume consists of separate integrals over the angle, <j>, and over the
cross-sectional area, A. Thus,
2-n
— Vp-Vp r d<(> dA (9)
where dA = dr dz.
The inner integration results in zero values for all products of different harmonics and all
sine-cosine products. The potential energy expression after applying the inner integration is:
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Note that the harmonics, n, are uncoupled, and that the starred and unstarred terms are uncoupled.
The pressure coefficients P°, Pn and Pn , which vary throughout the element, are evaluated in
terms of the constant coefficients (or generalized coordinates) q^, q!j and q^ . Thus the energy
J J J
can be expressed as a quadratic function of these coordinates. The elements of the generalized
stiffness matrix referred to the generalized coordinates for the n harmonic order are
Using Equation 4, which expresses a linear relationship between the pressure coefficients at
grid points and the generalized coordinates, the stiffness matrix for each harmonic is:
[Kfj] = [H;pf [KjJ] [H|Jp] . (12)
The stiffness matrix for the starred pressure coefficients is identically the same.
The equivalent mass matrix is derived in a similar manner. The "kinetic" energy, given by
Equation 16 of Section 16.1.2, is first expanded in terms of the harmonic pressure coefficients.
When the integration with respect to (j> is carried out, the result is
N N *
where
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in
2B
5
dA (14)
The pressure coefficients at interior points can, by combining Equation 2 with Equation 4 and
Equation 3 with Equation 5, be expressed in terms of the pressure coefficients at the fluid grid
points. The result is
P" =
Pn*
fj (r,z) Pj n * 0
f" (r,z) P»*j j n >- 1
(15)
where f|) (r,z) is an, as yet, undetermined function.
The terms in the mass matrix, referred to pressure coefficients at the fluid grid points, are
r dA n
 -
(16)
The result=-for n = 0 is twice as large. The mass matrices^for the starred terms are identical to
those for the unstarred terms.
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16.1.4.2 Triangular Fluid Element
A triangular fluid element contains the volume of fluid interior to a ring of triangular cross-
section. Each circular edge of the ring defines a fluid point in the cross-section. The pressure
in the element is assumed to be a linear function over the triangular section. A Fourier series is
used to represent the variation of pressure around the circumference. The pressure is:
N N
p(r,<j>,z) = P + I P cos n<j> + I
n=l n=l
*P sin (17)
where the assumed pressure distribution over the cross section is:
Pn(r,z) = qj + q^ r + q£ z , n > 0 ,
rtic nfc r\if r\"it
P (r,z) = qn + q, r + q, z , n > 1 ,
(18)
where qjj, q", and qjj, n = 0,1,...,N, and the corresponding starred terms, are the generalized
coordinates of the element.
The transformation matrix [H ], defined in Equation 4, is
'qpj 1 r2 z2
r3 Z3
(19)
Substituting Equation 18 into Equation 10, the potential energy for each harmonic is:
- f 5 4 Kr
/ n* . n*,, . n*,
^0 ql r q2 2
r
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The terms in the upper half of the symmetrical stiffness matrix referred to the generalized
coordinates are, from Equations 11 and 20,
n = 0:
K0q K0q _ 2it_
11 22 p
Oq _ ..Oq _ ,,0q _ ..Oq
"
 K
 ~ * " ~
..
K00 01
n > 0:
^
ncl = JL
p '00 '
K"? = ^S-Ip 10 '
W = n
2
,
Kn = J (1 + "2) T20 '
n2,
K22 = J
(21)
(22)
and similarly for the starred terms. The I. . coefficients are the following integrals over the
cross section:
I, rk-1 z^-dA, k > 0 , a >_ 0 (23)
The integrals I. . may be evaluated by dividing the triangular surface into three trapezoids
as shown below:
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The three points a, b and c are described by their r and z coordinates at cf> = 0. The
integrals take the form:
I., = G,.(a,b) + G..(b,c) + G..(c,a) . (24)
The general trapezoidal integral G. . is derived as follows. Let G. be evaluated for two points
. = -, , , =p = r-, , z, and p«  r^, z«. Then
'1
z-z.
z=z,
Jo
(r-r,)
dz dr
Performing the integration with respect to z results in the expression:
2 ]
dr
A convenient set of parameters is:
(25)
(26)
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Ar =
Az =
6
 =
 zl AT - rl •
Rearranging the integrand of Equation 26 in terms of these parameters
r.
(27)
(82)
The polynomial expansion of a binomial raised to a power is a series of the form:
r) (29)
Substituting Equation 28 into Equation 27 and rearranging gives a series of simple integrals:
_L (AZf] *? (M)i f]-jA+I W' XI j! (i+T-j)! jJ
 \
The term for j = 0 requires special treatment. Thus,
, ,.1 /Az «,+!
(30)
C» = 6
and
'
 r
r" dr = 3 log -p- , k = 0 ,
(31)
The complete series is
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j! U+l-j)! (k+j) (32)
If Ar = 0, G. should be set equal to zero.
In the evaluation of the mass matrix by means of Equation 16, the function f!? may be written
(33)
r(z2 - z3) - z) + r,(z - z2)
1 ri (Z2 " Z3^ + r2*z3 ~ Zr + r3^z l"z2'
which is a linear function of r and z that equals unity at (r-, , z,) and vanishes at (r?) z?) and
(r,, z,). f9 and f, are similar with appropriate permutations of subscripts. The final result,o o c. o
for both starred and unstarred terms, is
r3 + ri
where 6. = 1, if i = j
= 0, if i f j
and A is the surface area in the (r,z) plane. The mass matrix for n = 0 is just twice as large.
16.1.4.3 Quadrilateral Fluid Element
The quadrilateral fluid element consists of four triangular fluid elements defined by the
exterior edges and diagonals of the quadrilateral as shown below:
The "stiffness" and "mass" matrices for the quadrilateral are taken as one-half of the sum of
stiffness and mass matrices for the individual triangles.
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16.1.4.4 Center Element
Triangular and quadrilateral fluid elements are not permitted to be connected to a fluid point
on the axis of symmetry because the resulting pressures will be inconsistent and the element
integrals may be singular. For safety in computation it is not recommended that a fluid grid point
be placed close to the axis. Instead a special element may be used which is bounded by two paral-
lel planes perpendicular to the axis and a conical outer boundary. The geometry of the element is
specified by two rings at the outer edge of the upper and lower planes as shown:
The pressure is assumed to have the following functional form, which is an asymptotic solution
of the wave equation as r •> 0:
N N
 n*p(r,<(>,z) = P + I P cos n<j> + I P sin n<j>
n=l n=l
= (q° + q°z) + I (r)n (qj + qjjz) cos n*
n=l
N
J, f + q|Tz) sin n<(, (35)
This function disappears at the axis for all harmonics except zero. Its gradient approaches zero
at the axis for all harmonics except the zero and first harmonics.
The relation between the generalized coordinates q" and the harmonic coefficients of the
J
pressure on the two corner rings is:
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-1
( r ) n z2 2 j
(36)
•The generalized potential energy for each harmonic, according to Equation 10, is:
-o j T *2 dA
A
dA n > 0
dA n > 0
(37)
The stiffness matrix terms, K v . , extracted by using Equation 11, are:
,,qn _ 2ir _2
 T\T T - o« n11 p 2n,0
Kqn _K12 ~
_ 2ir 2 .
~ 2n,l n > 0 (38)
where I. , is defined in Equation 23. The starred terms are identical to the above and the zero
harmonic (n = 0) terms are multiplied by 2.
The integrals I. . are evaluated as follows. From the definition of the integral and the shape
of the region
'-2 1
ri V2-^r ^'
rk'! z* dr
=n
dz (39)
r=
After performing the integration with respect to r,
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i r / r?~ri \
V I I ( r i+ 1^7 <z-ziO k > 0 (40)
From Equation 38 it is seen that the integrals for k = 0 are not actually required since their
coefficients are zero. Define Ar = r2 - r, and Az = z2 - z,, and integrate Equation 40 by parts
with
du =
v = z
k dz
(41)
The result is
Az
kx, k(k+l)Ar (' *£
k+1
z2 z2
k+1
dz
(42)
The integral term in Equation 42 is replaced by zero for £ = 0.
The integration by parts is performed x, times, i.e., until the exponent of z in the integral
is zero. The result may then be expressed as
I kX.
. Az I / k+1 JL k+1
k(k+l)Ar | V 2 Z2 " rl z
\ r/41 ..AZ. [
 rI/ " k+2 Ar [V
£-1 k+2
Az
(k+3)Ar
Az
I
— — « -, "1
k+X,+l S+l+l
r2 ' rl J (43)
Equation 43 has 2.+1 closing brackets. The following approximation may be used for the special
case in which Ar/r-j « 1.
k / JM-1 Jl+l\
„ _
 rl VZ2 " zl J
•M (44)
The stiffness matrix referred to the harmonic coefficients of pressure at the fluid grid
points is
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Kjj] = [H;P]T [Kj;] [H;P] . (45)
,n -i-lThe elements of [Hqp]~ are shown in Equation 36.
The mass matrix associated with the center element is generated from the kinetic energy
integrals, Equation 14. Substituting
P" = (r)n (qj
 + q£ z)
into Equation 14, the generalized kinetic "energy" of the element for each harmonic is
dA , n > 0n ~ 2B
The mass matrix terms for the generalized coordinates are calculated from the equation:
(46)
(47)
»;; • (48)
In terms of the previously defined integral parameters, I. ., the terms in the mass matrix for
the generalized coordinates are:
Mqn _ 1 T
"ll B 12n+2,0
Mqn = — In22 B 12n+2,2
The elements of the starred mass matrix are identical. For n = 0 the above results are
multiplied by 2. The mass matrix referred to the harmonic coefficients of pressure at the fluid
grid points is
:H" 1 - (50)
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16.1.5 Boundary Matrices
The relation between the pressures, (p-), forces, {F.}, and displacements, {u.}, at the
structural boundary, given for an individual point by Equation 15 of Section 16.1.3, has the
general matrix form
- [Kg]{un.} .
The terms in the vector {Fi} are the forces on the displacements, {u^. The [K ] matrix
funrtirm nf tKp nrauitv
(1)
is aI I II, I»L IIIIO III \rlll. * V,^ W I
f ction of the gr vity.
\
The generalized forces on the fluid, {I.}, corresponding to pressures, {p.}, are dependent o
J J
shown by Equation 7 of Section 16.1.3. The general matrixthe structural
relation has the form
acceleration, {Li.}, as
(2)
where s = d/dt. In order to conserve the energy flow, {u.} {p.,}, through the surface, it is
necessary that
[R] = - [A]' .
Several structural points are attached to each boundary fluid circle as shown in the
following figure.
(3)
Fluid Circle
Structural Points
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where r. is the radius of the circle
H is the slant length of an equivalent conical surface associated with the circle
<{>. is the angular position of point i
u. is the displacement vector of point i
p. (<j>) is the pressure around the k fluid circle
n is the vector normal to the equivalent conical surface
tjj is the angle between n and the (r,<j>) plane
The pressure function around the circle is
Pk(4>) = Pj + I (PJJ cos n<j> + Pj* sin n4>) . (4)
The outward normal force on an increment of area, given by Equation 15, Section 16.1.3, is
dFi = [p(<j>) - pg-uU)] dS1. (5)
Thus the total outward force acting on the element of surface area associated with the i
structural grid point can be found by integrating
^ = j dFi = I P° + I P£ cos n<j> + P".* sin n<f> - pguz dS. . (6)
Si Si
The vertical displacement u can be expressed in terms of the available components of structural
displacement, u.. Thus
J
(7)
n
where the coefficients A?, A", A" and K.. will be found by expanding Equation 6 and comparing
the result with Equation 7.
In order to produce the coefficients in Equation 7, we must define the limits of integration
in Equation 6 and the manner in which the direction of the normal varies in the vicinity of the
fluid circle. The pressure function of a fluid circle is assumed to be a function of <)> only and
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acts over the area as defined below.
The boundary is assumed to consist of conical surfaces interconnecting fluid circles as shown
below. The forces acting on a fluid circle are taken as the forces acting on the adjacent halves
of the adjacent conical surfaces as shown.
/ \
24.,
rk-l'zk-l
*• »-
 rk+l' zk+l
The forces on each of the two sections, for a unit increment of azimuth angle, are
where
P r. ds1 '
P r ds '
1
2
(r
 -
rk - Sl
(rk - rk-l}
r2 = rk + S2
(rk+1 - rk)
(9)
(10)
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Performing the integrations indicated in Equation 9 we obtain:
"
 r
k-l
4V r.
(11)
4
Resolving the forces into r and z components and adding them, produces the radial and vertical
components of the force on the ring:
Fr = p rk Az ,
Fz = p rk Ar ,
(12)
where
Az =
Ar = A,
1 -
1 - T
rk /]
r - r \rk rk-l\
rk /]
\ 2^ ,
f^k - r,.!
\ 2^
4 \ r.
(13)
-
 r k .
An equivalent conical section, which produces the same magnitude and direction of force, has
a slant length, i, and cone angle, ty, given by:
= \ATTAz
(14)
The structural gridjpoints are, in general, placed at irregularly spaced azimuth angle, <}>.,
th
around the fluid circle. The limits of integration for the i gridlpoint are <j>,. = (<j>1-+i+<f'1-)/2
and <(>Q.J = (<t>1-+<t>j_i )/2. Thus, using the results expressed by Equation 14 in Equation 6, the
force applied to the i— grid point in the direction of the normal, ^, is
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Fi = pk cos Pk sin n<f) " pg i sin * + uti cos
no-
upi is the normal component of displacement and utl- is the tangential component of displace-
ment at the i grid point. Note that the assumption is made, implicitly, that the angle (<J> - cf>.)
between the local normal and the radial direction at the i grid point is small enough that
cos((f> - 4,..) may be assumed equal to unity.
Performing the indicated integration, the coefficients in Equation 7 are:
A? = — (sin ^. - sin <f>oi) ,
(cos <|>n. - cos $,,
The components of force in a cylindrical (r, <(>, z) coordinate system are
(16)
p
ir
Fi<t>
F,-,
=
COS \jl
0
sin \l>
F. (17)
"In order to produce loads on the point in any other coordinate system, the vector in Equa-
tion 17 is multiplied by a transformation matrix, the stiffness coefficient in Equation 7 that
relates normal force, F., to motion in the direction of the normal is
K.J.J = sin (18)
The off-diagonal term that relates normal force to tangential motion, ut, is
Kit = rkzpg cos * (4>li " *01} .
These coefficients are rotated into the directions taken locally by the global coordinate system.
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As an example, the boundary stiffness matrix in a cylindrical (r,4>,z) coordinate system is, for
an individual structural grid point,
(r)
"o
0
_ 0
U)
0
0
0
(z)
COS 1JJ
0
sin ijj_
(r)
(*)
z)
(20)
In summary, the arrays which describe the interconnection of the fluid and the structure are
the matrices of the coefficients A?, A", A1? , and K.. defined in Equation 7 and evaluated in
Equations 16 and 20. The A°, A", and A" coefficients also serve, by virtue of Equations 2 and 3,
as the arrays that give the generalized forces on the harmonic pressure coefficients due to the
structural displacements. In the latter capacity they have the form of a mass matrix. NASTRAN
includes a separate functional module, the Boundary Matrix Generator, for the generation of these
arrays. The outputs of the module are treated as direct input matrices by the Direct Dynamic
Matrix Assembler (GKAD). See Section 9.3.3 for details.
The boundary condition at a free fluid surface is given by Equation 13 of Section 16.1.3.
Neglecting the static term, it is seen that the boundary condition describes a surface "mass"
distribution with surface density equal to 1/pg. If the gravity field is absent (g = 0), the
pressure is zero at the surface. This condition is treated automatically in NASTRAN by applying
single point constraints to the degrees of freedom that are the harmonic pressure coefficients at
the free surface.
When gravity is present, the program satisfies the free surface boundary condition by con-
necting a mass matrix to the harmonic pressure coefficients at surface grid points. The elements
in the mass matrix are obtained by an energy method. The pressure is assumed to vary linearly with
radius between two adjacent fluid circles on the free surface, so that the pressure coefficient is
l
between the two fluid circles. The "kinetic" energy for the n harmonic coefficient is, by
analogy with Equation 14 of Section 6.1.4
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• 25? f <'">2 r <"• (22)
The elements of the mass matrix interconnecting P" and PJJ are then obtained from
32T
3P1? 3P^
' J
(23)
The results are, for both the starred and unstarred coefficients,
'11
ir(r2 - r-|)
12w (3r, + r,)
M?2 = M21 -
n
M22 " 12pg
n > 0 (24)
The values are multiplied by two for n = 0.
For the region between the axis of symmetry and the first fluid circle, the pressure
coefficients are assumed to be proportional to the n power of the radius (see Section 16.1.4.4).
Thus, in this region,
and
n > 0
(25)
(26)
The element of the mass matrix is
'11
TT r
(2n+2)pg n > 0 (27)
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irr.2
(28)
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16.1.6 Applications
The hydroelastic capability described in the preceding subsections may include many different
effects such as variable density and compressibility, a free surface, rigid or flexible structural
boundaries, multiple boundaries, free surfaces with gravity, and user defined matrices for the
simulation of viscous effects and auxiliary connections to the fluid.
The general restrictions on the problem to be solved are: 1) the fluid must have axisymmetric
geometry and properties; the motions, however, may be general; 2) the mathematics are valid only
for small displacements; 3) the solution is accomplished only for dynamic pertubations from the
static equilibrium. Both of the latter restrictions rule out direct solution of problems with
large steady-state velocities. Indirect methods may be applied to these problems, but they must be
provided by the user via direct input matrices.
In order to model fluid problems, a number of special considerations must be kept in mind:
1. The degrees of freedom for the fluid are harmonic pressure coefficients. The generalized
forces acting on these degrees of freedom are actually the accelerations of the fluid.
The applications of a dynamic force is not allowed except through a structural boundary.
2. At a free surface the gravity effect is modeled automatically with finite elements. If
gravity is missing the pressures at a free surface will be constrained to zero. If
gravity is present, the geometry of the free surface must be compatible with static
equilibrium, i.e. it must lie in a plane perpendicular to the axis of symmetry.
3. The structural boundary may be either rigid or flexible. A fluid with no boundary defini-
tion in the input data will have a fixed rigid boundary.
4. The effects of variable fluid density, and of a gravity field are not completely compatible.
If the effects of either gravity or variable density are small they may be used together
but second order errors may result.
The hydroelastic capability may be used with any of the available rigid formats. The rigid
formats for static analysis and for elastic stability analysis will, however, produce trivial
results, since the fluid-structure interaction matrices are ignored by these rigid formats. Recom-
mended Rigid Formats and the restrictions on each are described below:
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Rigid Format No. 3 - Normal Modes Analysis
The modes of a fluid in a rigid container may be extracted with this rigid format. Any
structural data in the deck will be treated as a disjoint problem. (The structure may also produce
normal modes.) Free surface effects with or without gravity will be accounted for.
Rigid Format No. 7 - Direct Complex Eigenvalue Analysis
The combined modes of the fluid and structure are obtained with this rigid format. If no
damping or direct input matrices are added, the resulting complex roots will be purely imaginary
numbers, whose values are the natural frequencies of the system. The mode shape may be normalized
to maximum quantity (pressure or displacement) or to a specified structural displacement.
Rigid Format No. 8 - Direct Frequency and Random Response
It should be remembered that loads may be applied only to structural grid points. The use of
overall structural damping (parameter g) is not recommended since the fluid matrices will be
affected.
Rigid Format No. 9 - Direct Transient Response
Transient analysis may be performed for the fluid-structure system. The following rules apply.
1. Applied loads and initial conditions may only be given for the structural degrees of
freedom.
2. All quantities are measured relative to static equilibrium. The initial values of the
pressures are assumed to be in equilibrium.
3. Overall structural damping (parameters u, and g) should not be used.
Rigid Formats 10, 11, and 12 - Modal Formulations
Although these rigid formats may be used in a fluid-structure interaction problem, their
practicality is limited. The modal coordinates used to formulate the dynamic matrices are the
normal modes of both the fluid and the structure solved as uncoupled systems. Even though the
range of natural frequencies is typically very different for the fluid and the structure, a
similar number of modes should be chosen from each. The safest method with the present version of
NASTRAN is the extraction of a large number of modes using the Tridiagonal Method. This procedure,
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however, results in a dynamic system with large full matrices. The Direct Formulation is probably
more efficient.
In applying the hydroelastic capability, the user selects the harmonic coefficients for the
representation of the fluid. There is no requirement relating the number of harmonics and the
number of structural grid points around the circumference nor is it required that the structural
grid points be evenly spaced. The results for harmonic orders greater than one-half the number of
structural grid points around the circumference will, however, be meaningless. For problems with
transverse symmetry planes it will frequently be possible to eliminate the starred (sine) harmonic
coefficients.
The program includes a provision whereby advantage may be taken of one or more planes of
structural symmetry. The user specifies an even number m, where 1/m is the fraction of the circum-
ference used in the structural; model. The boundary conditions at the radial planes bounding the
structural model may be both symmetric, both antisymmetric or one of each. The matrix, [A] ,
defining the generalized forces on the pressure coefficients is multiplied by m. The matrices
defining the fluid forces on the structure are unchanged. It is required that the pressure
harmonics selected by the user be consistent with the symmetry assumptions. Thus, if m = 6, the
permissible values of n are 0, 3, 6, 9, etc.
At present the axisymmetric structural elements (conical shell, doubly curved shell, and
solid of revolution) cannot be used in hydroelastic problems. All other structural elements
are avaiTable.
The topology of the fluid surface is quite arbitrary. Figure 1 shows several examples of
permissible .topologies,..,. The major restriction, is that, when the problem contains two or more
tanks, they must have the same axis of symmetry. As an aid in establishing topology, the user
must provide separate sequential lists of free surface points and structural boundary points for
each disjoint boundary segment. The fluid must be located to the right of the boundary when the
boundary is traversed according to the sequence in the list. Rigid inclusions or rigid external
boundary segments, are not included in the lists. The existence of a rigid boundary is implied
simply by the absence of elements in the boundary matrices.
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The input data consists of card entries that describe the following.
1. The cross-sectional coordinates of fluid grid points (fluid circles).
2. Connection information and physical properties (density and bulk modulus) for fluid
elements.
3. Identification of structural grid points.
4. Sequential lists of fluid circles on free surfaces and on structural boundaries.
5. The harmonic components of pressure to be considered.
6. The magnitude of the gravity vector.
7. Identification of radial planes of symmetry.
8. The location (radius and azimuth) of points on free surfaces at which normal displacements
are desired for output.
9. The location of points in the fluid at which values of the pressure are desired for output
(pressure points).
10. Direct input matrix terms coupling fluid degrees of freedom with each other or with any
other structural degree of freedom or extra points.
A useful special feature of the program is that the specification of a pressure point in the
fluid, item 9 above, may be used in conjunction with direct matrix input, item 10, to define a
pressure transducer in a servo control system. In this application the pressure point is related
to the harmonic pressure coefficients by the analyst using a multipoint equation of constraint.
Another use of direct matrix input occurs in the treatment of viscous damping due to tank
wall friction. The effect may be represented by viscous dampers interconnecting the harmonic
pressure coefficients in the fluid, and the resulting matrix of damping coefficients may be
inserted by means of the direct matrix input feature. The arrangement of the viscous dampers is
derived as follows. Let the frictional effect be represented by uniformly spaced porous baffle
plates normal to the wall as shown below.
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t
h BoundaryLayer
Ax
The frictional force on the wall per unit of surface area is,
(1)
The height of the baffle, h, is made equal to the thickness of the boundary layer. Consid-
ering the sides of the baffle to be external fluid surfaces, Equation 7 of Section 16.1.3 may be
used to calculate the generalized force transferred through the baffle,
'x = - S ux = - S
(2)
where S is the area of the baffle and s = d/dt. Substituting for u from Equation 1,
(3)
Substituting harmonic coefficients for I and p, and integrating over the circumference,
X
fn _ irrh
x CAx n > 0
n = 0
(4)
The coefficient Bn = 5^- (1+6") has the form of a viscous damping coefficient. A modeln LuX o
which incorporates its effect is shown below.
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Each fluid grid point on the boundary is replaced by a pair of closely spaced grid points,
between which a viscous damper, B , is connected for each harmonic order. One, but not both, of
each pair of fluid grid points is identified as lying on the structural interface.
The above model neglects the velocity of the structure and also neglects the frictional force
on the structure. These relatively small effects may be incorporated by means of additional
direct matrix terms.
16.1-40 (-A/1/72)
COMPRESSIBLE; FLUIDS IN AX I SYMMETRIC TANKS
s
—
Figure 1. Examples of permissible topologies.
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16.2 COMPRESSIBLE FLUIDS IN ROTATIONALLY SYMMETRICAL CAVITIES WITH SLOTS
This section describes an application of NASTRAN to the acoustic analysis of cavities with
the symmetry properties shown in Figure 1. The cavity is assumed to consist of an axisymmetric
central region and two or more symmetrically arranged slotted extensions. The application does
not consider interaction with the surrounding structure. Internal procedures and data cards have
been designed to automate the computation of the vibration modes of the cavity. Additional
information is included in the User's Manual and in reference (1).
16.2.1 Formulation of the Problem
The general case of an unsymmetrical acoustic cavity may be solved with a finite element
model representing the wave equation in three dimensions. In the case of symmetrical cavities,
the problem may be reduced, depending on the actual symmetry and shape of the cavity. The various
choices of simplification are:
1. If planes of symmetry exist in the cavity, a three dimension finite element model may be
used to model a portion of the cavity and the acoustic resonance modes may be extracted
in separate runs using different boundary conditions. Figure 2 shows an example of the
use of symmetry to reduce the model to one-fourth size using two planes of symmetry.
2. If the shape of the cross section does not vary along the axis, the problem may be solved
with a two dimensional model of the cross section. See Figure 3 for an illustration of
this technique.
3. If the cavity is axisymmetric, i.e., if the outer radius is independent of the circumfer-
ential angle, the problem may be reducedlto a two dimensional problem in r (the radius)
and z (the axis). The motion is expressed as harmonics about the circumference and each
harmonic is solved as a separate disjoint problem. This is the type of problem treated
in Section 16.1.
(1) D. N. Herting, J. A. Joseph, L. R. Kuusinen and R. H. MacNeal, "Acoustic Analysis of Solid
Rocket Motor Cavities by a Finite Element Method," Air Force Rocket Propulsion Lab Report
AFRPL-TR-71-96, 1971.
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4. A special case exists for typical solid rocket motor cavities wherein the cross section
contains a round central hole and symmetrically arranged radial slots as shown in
Figure 1. If the slots are sufficiently narrow the gradient of pressure across them can
be ignored; and if the slots are evenly spaced, the formulation of the problem in terms
of harmonic degrees of freedom becomes relatively easy. The net result is that the
vibrations within the slots can be modeled by harmonics. Thus both the slots and the
central circular cavity reduce to two dimensional problems in harmonic analysis. This is
the formulation that has been selected.
The theoretical treatment of the axisymmetric central region is identical to that described
in Sections 16.1.2 and 16.1.4. The cross-section is divided into triangular and quadrilateral
elements and special trapezoidal elements next to the axis. The slotted region is also divided
into triangular and quadrilateral elements. The complete finite element model has the appearance
shown in Figure 4. Note that axisymmetric tubular regions that have no direct connection to the
central cavity may be attached to the slots.
The main subjects treated in following sections are the development of finite elements for
the slot region, and the procedures used to interconnect the slots with the axisymmetric regions.
The formulas required to recover velocity components for both types of regions are also described.
The slot elements can also be used by themselves to solve both static and dynamic two-
dimensional potential problems including, in addition to acoustic problems, fluid flow, heat
conduction, gravity waves in shallow water, electrical wave transmission, etc. The user can
specify a different slot width at each gridpoint in the field.
16.2.2 Fluid Elements for the Slots
16.2.2.1 Energy Expressions
A slot region is defined as a series of narrow, evenly spaced cavities with their midplanes
defined by planes passing through the axis of the fluid. If the pressure gradient across each
slot is ignored, the pressure in the j slot can be described by a finite Fourier series:
p. = 'p°(r,z) + I pn(r,z) cos n<|>. + I pn (r,z) sin n<|>. . (1)
J
 n=l J n=l J
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The slots are placed at angles
j = 0,1,2,..., M-l , (2)j ''
where M is the total number of slots. The total number of terms in the series, 1+N+N*, must equal
M in order to provide a unique decomposition of an arbitrary pressure distribution into Fourier
components. If M is an odd number
N = N* = ^- . (3)
If M is an even number
(4)
N* = - 1
For this case sin (7 <!>,•) = sin(jir) = 0, so that the sine coefficient of order n* = ^ provides no
pressure and we may select the upper limit of N* equal to -~ if we wish.
The equation for generalized potential energy is the same as Equation 9 of Section 16.1.4,
except that the integration, over <f> is carried out as follows:
f M-l
f(<j>)r d<|) = I w f(<(>.) , (5)
i i=n J
where f(cf>) is any function and w is the slot width assumed to-be equal, for al.l slots. .„. . . _ _ . .
Substituting Equation 5 into Equation 9 of Section 16.1.4 results in the following expression
for the potential energy:
M-l
U = i f f * I Vp(*.).7p(*.)) dA . (6)
* I \p j=0 J J /
where dA = dr dz.
Ignoring the gradient in the <j> direction, the equation for the pressure gradient is:
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Vp =
cos n
*
cos no.
. n*
+ ^£- sin n e_ (7)
where K = M/2 for M even and K = (M-l)/2 for M odd.
Substituting Equation 7 into Equation 6 results in a rather involved expression. The cross
product terms between different harmonics will, however, disappear, which may be shown as follows:
Since <j> = 0 is a plane of symmetry:
sin 2irnj = 0 all m,n (8)
Define the coefficients:
mn cos cos J- (m+n))
sin
. 0
. (9)
The only conditions under which the sums of the cosine terms give a nonzero result occurs
when r^p- = 0 or 1, or when ^p = 0 or 1. The latter condition can occur only if n = m. Since
n < M/2 and m < M/2 the former condition can occur only i f m = n = 0 o r i f m = n = M/2. Thus all
of the cross product terms (m f n) disappear. In addition.
= S
R00 = R = MM M
2'2
S00 SM M
2'2
Mfor m ^  0,
(10)
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Since the cross-product terms disappear, the potential energy may be written,
K<M M
u = u° + y (un + un ) + if ,
n=l
(11)
where
M.
,,2
dA o < n < £-
dA
 •
(12)
is the two dimensional gradient operator
If fe (13)
In an analysis of the vibration modes of the cavity, the results for the sine coefficients,
n*p , will be identical to the results for the cosine coefficients, and they are, therefore, of no
further interest. Each distinct cosine coefficient, 0 5 n 5 M/2, produces a distinct set of
vibration modes.
The kinetic energy may be analyzed in the same manner as the potential energy. From
Equation 16 of Section 16.1.2
Tn . Mf Jtf")'
A
T° = Jf J(P°)Z
.„dA
.,dA
0 < n < M/2 ,
TM/2 = M f w (.M/2)2
(14)
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16.2.2.2 Triangular Slot Elements
The pressure distribution within each triangular slot element is assumed to be linear with
respect to r and z and of the form:
pn(r,z) = f^ r.z) p" + f2(r,z) P2 + f3(r,z) pj , (15)
where p., j = 1, 2, 3, are the values of pressure at the corners.
J
Each term of the stiffness matrix is calculated as a second partial derivative of the energy,
(16)
Thus, from Equations 12, 15, and 16,
(17)
for 0 < n < ^  . For n = Q, •*, the stiffness matrix terms are twice as large. In an analogous
Mmanner the mass matrix terms for 0 < n < •* are, using Equation 14,
ij 3P?
(18)
The functions f. may be evaluated as follows. Observe that the expression
X(r.z) =
1 r z
1 r z2 2
1 r3 Z3
X, +1
1
 r] Z]
1 r z
1 r3 23
1
 r] Z]
1 r2 z2
1 r3 Z3
x +
2
1
 r] Z]
1 r z2 2
1 r z
x 3
(19)
implies that X is a linear function with values X,, Xp, and X, at positions (r-,, z,), (r^, z2) and
(r^, z.,) respectively, f••, fg, and f, are thereby equal to the coefficients of X,, X2, and X,
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respectively in the equation above. The value of the denominator equals twice the cross sectional
area.
The integrals given in Equations 17 and 18 are evaluated under the assumption that the com-
pressibility, B, and the density, p, are constant over the element. The thickness, w, is assumed
to vary linearly over the element. It may, therefore, be expressed by the equation:
w(r,z) = f,(r,z)w, + f2(r,z)w2 + f.,(r,z)w_ . (20)
The gradients are:
V2 f^ r.z) = ^ [(z. - zk) er + (rR - r.) ej , (21)
where j and k are the other two points in cyclic order and A is the area of the triangle.
Observing that the gradient of pressure is constant over the element, the stiffness matrix
terms, obtained by inserting Equation 20 into Equation 17, are
f (flwl + f2w2 + f3w3> dA '
Combining Equations 18 and 20 the mass matrix terms are:
'lfl + W2f2 + W3f3> fi fj dA
The integral equations for stiffness and mass may be evaluated by the identity
fl.
 f& ,Y .. _ a! 6! Y! ,.
where i, j and k are distinct and A is the area of the triangle.
Substituting Equation 24 repeatedly into Equations 22 and 23 results in stiffness and mass
terms for the triangular slot element for 0 < n < M/2 as follows:
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..n
 = MA
ij 6p ] + w2 + W3)[v2(fi)-V2(fj.)]
(25)
- r . ) ( r . - r.)] . (26)
J I N J
For n = 0, M/2, the values are twice as large.
16.2.2.3 Quadrilateral Slot Elements
The quadrilateral slot element consists of four triangular slot elements defined by the
exterior edges and diagonals of the quadrilateral as shown below:
The points may be input in any order but each interior angle must be less than 180 degrees.
The stiffness and mass matrices for the quadrilateral are taken as one-half the sums of stiffness
and mass matrices for the individual triangles.
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16.2.3 Corrections for the Effects of Finite Slot Width
16.2.3.1 Circumferential Variation of Pressure
In the central cavity, it is assumed that the pressure
Pc = p" (r,z) cos n<j> .
It is also assumed, in the slotted region, that, in the m slot,
(1)
Ps.m = PS (r'z) cos (2 )
where cj> is the azimuth angle at the midplane of the m slot, see sketch below. A question then
arises as to how the pressure at the mouth of the slot is related to the pressure in the cylindri-
cal region.
We might, for example, assume that the pressure in the mouth of the m slot, p , is equals 5 m
to the pressure in the cylindrical region evaluated at $ = <j> , the midpoint of the slot. A better
assumption, particularly for wide slots, is that p is equal to the average pressure in thes j m
cylindrical region, averaged over the slot width. Thus, using Equation 1, the pressure in the
width of the mth slot is
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Ps,m = P"C <VZ> f cos n<l"ro d
nw
PC (ro'z) cos nV
2r
,m nw (3)
Note that the ratio p /p is independent of m so that, upon substituting Equations 1 and
s 9 in c jFfl
2 into Equation 3,
nw
(4)
2r_
nw
The factor ^~ achieves a maximum value of ir/2 for n = M/2 (the highest mode index) and
0
w = 2irr /M, i.e., if the slots occupy the entire circumference. The following table shows howo o
the ratio of p^ to p" depends on nwQ/2r
nw
0
0
n
_§.
n
PC
0
i .n
.2
.995
.4
.975
.6
.94?
.8
.898
1.0
.840
IT/2
.636
Note that the effect becomes significant for nw0/2r > 0.5, i.e., when each slot covers greater
than a twelfth of a wave length.
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16.2.3.2 Effect of Sharp Corners
It may be shown that the effect of an abrupt change in the diameter of a pipe is to add a
coupling impedance that is equivalent to a short additional length of pipe^. Our problem is a
little different in that the slot is long (in the z direction) compared to its width. Smythe^
has solved the analogous problem for the added resistance of a conducting strip whose width
suddenly changes. His solution may easily be expressed in terms of the added effective length,
#e, of the strip whose dimensions are shown below.
i
The impedance of the added length is
W-t
(5)
where p is the density of the fluid and t is the transverse dimension of the slot in a direction
normal to the plane of the figure. Smythe's expression for i is
where h = w^2 and K = w2/2. Manipulation of Equation 6 leads to
- 21oge4hK] , (6)
(7)
where 3 = w^ /w,.
(1) Rschevkin, S. N., "The Theory of Sound", The MacMillan Co., N.Y., 1963, p 218.
(2) Smythe, W. R., "Static and Dynamic Electricity", McGraw Hill, N.Y., 1939, pp 230 - 233.
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Equation 7 is plotted in Figure 5. The bracketed expression has a logarithmic singularity
as fj -»• °°, but it is seen that £ //w,w2 remains finite (in fact approaches zero) as 3 •* °°. By
way of comparison, the effective length of a round pipe of diameter w, approaches 4w,/3ir = .42w,
as 3 ->- °°.
In our application
w, = width of slot mouth, w ,
W2 = 2irr /M
Mwot
0 < n < ^
(8)
For n = 0, j, K is twice as large; t is the length of slot in the (r,z) plane associated with the
grid point.
16.2.3.3 Combination of the Two Effects
The effects described in the two preceding subsections may be combined to define a stiffness
matrix that couples! p" and p". The two effects may be represented schematically as follows
n
 nc °
Cavity
c-; j«
Constraint PC v ns Kfi PS
Slot
side
The equation of constraint is
sin 2r_
= Pc nwo
2r_
(9)
The scalar spring is given by Equation 8. The equation of constraint and the scalar spring
produce a "stiffness" matrix as follows
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Fs
p
Ke
-Kea
-Kea
Ke«2
n
^s
pj
(10)
where
nw
sin
a =
2r\, (11)
2r_
In the finite element model, Figure 4, the grid points on the slot boundary each have two degrees
of freedom, p" and pn, which are coupled by the stiffness matrix in Equation 10. All other grid
points have only one degree of freedom. In the limiting case of sharp corners between slots,
w2/w, = 1.0, so that the effective length, a , is zero and the stiffness Kg is infinite. In order
to avoid receding for this special case, the effective length is chosen to be not less than one-
hundredth of the width of the slot.
16.2.4 Recovery of Velocity Components
The velocity components within the fluid are calculated in the stress recovery phase of
NASTRAN. Using the momentum relation, Equation la of Section 16.1.2,
(1)
Since the frequency is known in the cases of interest, the velocity is:
(2)
where to is the radian frequency and i is the imaginary number indicating a phase shift of 90
degrees. In normal modes analysis, the velocity is considered to be composed of real numbers and
the phase shift is ignored. In frequency response analysis the velocity will be given as a complex
number. In complex eigenvalue analysis, the complex eigenvalue p = iu + a is used instead of ito.
The velocities in a triangular fluid element at any point (r,z) in the axisymmetric region
are:
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- .
iwp 3r
1 n
iup ql (3)
n 3£ = _
iujpr iiopr (4)
1 3p
 =
iiop 3z
_1_ n
iwp q2 (5)
where q" are .the generalized coordinates described in Section 16.1.4.2. In the elements for the
slotted region, V and V have the same formulas, but V is zero. The velocities are evaluated
at four points, the centroid and the midpoints of the outer edges. The velocity in the circum-
ferential direction, V,, is the value that occurs at <j> = - -S- , n f 0. The other values occur at
<j> = 0.
At the centroid:
1
iup
i o
nz
.
pl
(6)
where
P3>
(7)
and [Hn ] is the matrix which transforms pressures, p?, to generalized coordinates, q'j1, see
Equation 19 of Section 16.1.4.2.
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At the midpoint of each edge:
"id
iup A^.
iwp r + r.
where •i, • /^v
(8)
These formulas are derived using the assumption that the pressure is a linear function of
position. Vs. . is the component of velocity directed along the edge of the element in the r,z
plane (at <j> = 0). V?. is the velocity in the circumferential direction (at (j> = - ir/2n).
The velocities of the quadrilateral fluid element are calculated at the intersection of the
diagonals by averaging the velocities of each of the four subtriangles. The velocities along each
edge are calculated using the same equations as with the triangular fluid element.
The velocities in the trapezoidal fluid elements next to the axis of symmetry are calculated
at the center (r = 0) and along the outer edge. The velocity at the center has nonzero values
only for n = 0 and n = 1. At the center:
P2)
iwp
V_ = 0
_
iup (z2 -
- o
n = 1
nj 1
n = 0 ,
n f 0
(9)
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At the outer edge:
Z
 -
s itop
V. = ^rp" (10)
where
Since the velocities are calculated at the midpoint of the outer edge, the terms are
evaluated at:
r =
z =
rl + r2
zl + Z2
(11)
The derivatives of the pressure at the midpoint of the outer edge are:
&. = nr_ (q"
r
82. = rn nn
(12)
where the generalized coordinates at points (1) and (2) are related to the pressure coefficients
by,
(13)
See Equation 45 of Section 16.1.4.4 for evaluation of [H" ].
Evaluating Equation 11 through 13 results in the velocity vector\along the outer edge:
iwp
n(r2-r1) | nz(r2-r])
nz
!"1 (14)
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Figure 1. Symmetrical acoustic cavity with slots.
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SYM
ANTISYM
SYK
4-,
ANTISYM
ANTISYM
ANTISY.^!
Arrows (t) denote flow direction at boundary
SYM = Symmetric Boundary
ANTISYM = Antisymmetric Boundary
Figure 2. Boundary conditions for one-quarter symmetry.
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Three Dimensional Cavity
Two Dimensional
Laclace Elements
11 " /I •
K. = , n = 0, 1, 2, 3 - Number of Longitudinal
L Waves. Connected to each firidnoint.
Eouivalent Two Dimensional Model
Figure 3. Two dimensional representation of a three dimensional oroblem.
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Slot Boundary
Figure 4. Finite element model of acoustic cavity.
16.2-20 (4/1/72)
COMPRESSIBLE FLUIDS IN ROTATIONALLY SYMMETRICAL CAVITIES WITH SLOTS
0 "-
0.5 1.0 2.0 5.0 10.0 20.0 50.0 100.0
Figure 5. Effective length of an abrupt change in the width of a strip.
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17.1 INTRODUCTION
Flutter analysis brings a whole new range of capability to NASTRAN, which can be used with
the structural analysis:. Modules have been introduced to:
(a) Generate aerodynamic grid points,
(b) Provide connection (interpolation) between the structure and aerodynamics,
(c) Compute aerodynamic matrices, and
(d) Solve the flutter equations.
Existing modules have been modified to provide, for example, a new method of eigenvalue extraction,
the ability to plot aerodynamic elements and to plot the curves produced. A rigid format for
modal flutter analysis by the k-method is available.
Aerodynamic analysis, like structural analysis, is based upon a finite element approach. The
finite elements are strips or boxes for which there are aerodynamic forces. .There are two major
points to be considered. The aerodynamic elements, even for rather complex vehicles, tend to be
in regular arrays. Thus, while NASTRAN has no provision to generate arrays of structural elements,
it is very desirable to generate the arrays of aerodynamic elements. In particular, the aerodynamic
elements for lattice methods are arrays of trapezoidal boxes whose sides are parallel to the air-
flow. These should be described simply by defining properties of the array (panel). The grid
points defining the structure usually will not coincide with the grid points defining the aerodynamic
. elements. Provision has been made to generate equations of. constraint between the two sets of grid
points. The geometry interpolation is a key feature, since it allows the choice of structural and
aerodynamic elements to be based upon structural and aerodynamic considerations separately.
Aerodynamic forces are generated via the flow surrounding the structure. The theory produces
a matrix defining the forces upon the structure in terms of the ^ lefTectionsT>f the structure: — • —
State-of-the-art methods which involve interactions between aerodynamic elements are available
only for sinusoidal motion. Phase lags occur between the motions and the forces, thus the matrices
are complex. Furthermore, these complex matrices depend upon parameters of the flow, namely reduced
frequency (ratio of frequency to velocity) and Mach number (ratio of velocity to speed of sound).
Such a matrix, if computed by an interaction theory such as the doublet lattice method, will be
expensive to produce. The most effective method to evaluate the matrix for a large number of
parameter values is to compute the matrix for a few selected ones, and then interpolate to others.
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This parametric interpolation is an automatic feature of the solution modules for modal flutter
analysis.
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17.2 DATA INPUT AND GENERATION
Aerodynamic elements are strips, hoxcs or bodies which represent the structure for computation
of aerodynamic forces. These elements, like the structural elements, are defined by their geometry,
and their motions are defined by degrees of freedom at associated aerodynamic grid points. Often
requirements of the aerodynamic theory will dictate the geometry of the boxes. For example, the
doublet lattice theory requires trapezoidal boxes with their parallel edges along the streamlines.
Also, if one box lies in the wake of another, their edges must be on the same two streamlines. Aero-
dynamic elements and grid points will be generated to reduce the labor of the user (many less data
cards will be required) and to help insure that theoretical requirements are met.
Aerodynamic calculations are made in a cartesian aerodynamic coordinate system. By the usual
convention the flow is in the positive x direction. The basic coordinate system was not chosen,
since it would place an undesirable restriction upon the description of the structural model. Any
NASTRAN cartesian system may be specified, and flow will be defined in the direction of its positive
x axis. All aerodynamic calculations are made initially in the aerodynamic coordinate system. All
element and aerodynamic grid point data, computed initially in the basic coordinate system, will be
converted to the aerodynamic coordinate system. The global (displacement) coordinate system of the
aerodynamic grid points will.have its Tl direction in the flow direction, and T3 normal to the
element. Coordinate system data are generated for the aerodynamic grid points.
The grid points are. physically located at the centers of the boxes. Permanent constraints
are generated for the Tl, 12, Rl and R3 degrees of freedom. A second set of grid points, used
only for undeformed plotting, is located at the element corners. All 'six degrees of freedom
associated with each grid point in this second set are permanently constrained. Grid point
numbers are generated based upon_the element Jdentification_number. For_any .panel the-extermal ._,.__._
grid point numbers for the boxes start with the panel identification number and increase consecutively.
Aerodynamic degrees of freedom, along with the extra pointSi are added after the structural
matrices and modes have been determined. This introduces the following displacement sets:
uk Aerodynamic box degrees of freedom (plunge and pitch at box center)
u . Permanently constrained degrees of freedom associated with aerodynamic grid points
u Union of u (physical) and u .
u . Union of u. and u (physical and aerodynamic).
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The set u . replaces u as the set available for output at grid, scalar and extra points.
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17.3 INTERCONNECTION OF STRUCTURE WITH AERODYNAMICS
Structural and aerodynamic degrees of freedom will be constrained by interpolation. This
feature allows the selection of grid points and elements for the structure and for the aero-
dynamics to each be chosen in a method which is well suited to the particular problem. The
structural model for a wing may involve a one-, two- or three-dimensional array of grid points.
The aerodynamic theory may involve a strip theory, or a lifting surface theory. A general inter-
polation method is available which can interconnect the various combinations. Any aerodynamic panel
can be subdivided into subzones for interpolation, using a separate function for each.
The interpolation method will be "splining." The theory involves the mathematical analysis
of beams and plates (see Figure 1). Linear splines are a generalization of the simple beam,
which allows torsional as well as bending degrees of freedom. Surface splines are solutions for
infinite uniform plates. Several splines, including combinations of the two types, can be used in
one model. For example, a model may use one linear spline for the horizontal tail, and three sur-
face splines for the wing (inboard section, outboard section, and aileron). This local splining
allows discontinuous slopes (for wing-aileron hinge), separate functions (for wing and tail), and
smaller zones. Smaller zones will reduce the computing effort (cost).
The structural degrees of freedom have been chosen as the independent degrees of freedom; the
aerodynamic degrees of freedom are dependent. A matrix is derived which relates the dependent
degrees of freedom to the independent ones. The structural degrees of freedom may\include any grid
components. . .
17.3.1 Theory for Surface Splines
A surface spline is a mathematical tool used to find a function w'(x,y) for all points (x,y)
when W is known for a discrete set of points, w. = w(x.,y.). A linear spline is a "beam" function
which passes through the known points. The natural extension to two dimensions is to introduce an
infinite plate, and solve for its deflection, given its deflection at a discrete set of points.
This surface spline is a smooth continuous function which will become nearly linear in x and y at
large distances from the points (x.,y.)- Furthermore, the problem can be solved in closed form
involving nothing more difficult than to evaluate some logarithm functions.
The deflection of the plate will be synthesized as the response due to a set of point loads
on the infinite plate. The response due to a single load is called a fundamental solution. The
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fundamental solutions have polar symmetry. If the.load is taken at xi = yi = 0, and polar coordinates
are used (x = r cos 6, y = r sin e), the governing differential equation is
(1)
The load q vanishes except near r = 0. A solution to the general spline problem, formed by super-
imposing solutions of Equation 1 is given by
w(x,y) = an + a,xo I
N
Z K. (x,y)P.
1=1 i i (2)
. = (x-x.)2 + (y-y.)2 ,
P. = concentrated load at (x^ y^ ).
where K^x.y) =(l/167rD)r2 In r?,
and
The N+3 unknowns (aQ, a^, a2, P.., i=l,N) are determined from the N+3 equations
E P. = I xiPi = Z y.1P1 = 0, and
N
(3)
where K^ = ^  (x^ .y^ ).
Note that K. . = K-., and K.. = 0 when i = j. The details of the derivation are given by Harder
and Desmarais .
These equations can be summarized in matrix form:
w(xsy) = [1, x, y [ Kx.y), K(x,y),..., (4)
where K^X.Y) is defined below Equation 2.
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The vector of a's and p's is found by solving
N
0
0
0
0 0 | 1 . . 1
0 0 IX1 . . x f
°_ . . ° ! yl ' '. Yf
X2 y2 1 ' ' ' K2
: : i : : : :
y v \f (]
N yN | Nl ' '
pl" (5)
N
—I J
where K.. is defined below Equation 3.
The interpolation to any point in the plane (x,y) is then achieved by evaluating w(x,y) from
Equation 2. Slopes can be found by analytic differentiation of Equation 2.
17.3.2 Theory of Linear Splines
Linear splines are easily solved by the three-moment method, which is excellent for simple
linear splines. Unfortunately, the method does not work as well for splines with torsion, rigid
arms and attachment springs. The derivations sketched below are based upon an analogy with the.
surface spline derivation.
a. Linear splines
Equation: El —£• = q - ^ r , (6)
dx
where q = applied load and M = applied moment.
A symmetric fundamental solution for x + 0 is used for loads q = P6(x), and an antisymmetric funda-
mental solution is used for moments. The solution for the general case is found by superimposing
the fundamental solutions,
w(x) = aQ + a^ 12EI
p(x-x.
(7)
(8)
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These are written in matrix notation as
W / y \
 (*•)
flfy^0 V f.)
I , ,3
i 1 x"xl 1i
 v I '.1 A
 12EI
I
I (x-x,) |x-x, |
n i ' 'U
 ' i 4EI
(x-x^jx-x,)
• • • i
 4EI
i lx~xi 1
• • • 1 2EI
(9)
The unknowns a, P and M are found from
0
0
i
-"»
\ 6M /
> =
"o 1 RT ' RTu
 :
 K] | K2
i 1 TR A A
Kp 91 1 r*)
<
k
al_
:
_
PN_
MII
Mw /
(10)
where it has been assumed x, < x? ... < XN, and
" 1
_
X1
0
_ 1
1
x? ...
0
1
1
XN_
0 ~
i
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"11
12EI
12EI
(x^ ) (Xft-x2^
12EI 12EI
12EI
(xN-x2r
12EI
J
(x2-x-,)
4EI
4EI
4EI
0
4EI
4EI
4EI
2EI
<XN-X1•
2EI
2EI
0
(XN-XZ)
<xrrxi)
2EI
2EI
2EI
b. Torsion Bars
Equation: GJH_^= -I' .dx2 (ID
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0, -
2GJ 2GJ
2GJ
2GJ
2GJ
0
•
x .
_N_
2GJ
2GJ
2GJ
02)
(13)
17.3.3 Attachment of Splines with Elastic Springs
The change in the formulas for splines to accommodate the springs is very easy. A derivation,
valid for the several types of splines, is as follows: The spline deflection is given by Equations
4, 9 or 12 and can be written
u(r) .. (14)
where u. is the deflection of the spline and the r may be a one- or two-dimensional argument. Thus,
including the equilibrium equations 5, 10 or 13
0 =
and
(15)
(16)
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The structural deflection, u , will differ from the spline deflection by the deformation of the
spring, resulting in forces
(P >= (17)
where the matrix, K , has the spring constant, K, along the diagonal. These are nonzero (if K
were = 0, then there would be no attachment and that grid point would be discarded) and thus the
i nverse of K i s
i
1C
• 1
K
(18)
Eliminate u. between Equations 16 and 17 to get
{u J = [f .J^KP) (19)
Thus, all that is required to accommodate springs is to add the spring flexibilities to the diagonal
of the spline influence coefficient matrix. This is obvious by physical reasoning, since the spring
and spline flexibilities are in series and can be added directly.
17.3.4 Rigid Arms on Linear Splines
The linear splines used for geometry interpolation have rigid arms (see Figure 1).
Mathematically, these represent equations of constraint between the displacements and rotations a*.
the spline end and attachment end of the spline. The constraint equations are used to transform f:e
influence functions from the spline ends to influence functions at the attachment ends. The com-
plete transformed influence functions are shown in Table 1.
17.3.5 Coordinate Systems and Constraints
The spline constraints are derived in spline coordinates, transformed to the global coordinate
system, then all splines are appended to a common constraint matrix, G^ . Finally, the multi,
single and omit constraints are applied to reduce this to 6. .
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surface spline
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Figure 1- Splines and their coordinate systems.
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Table 1. Matrices for spline interpolation
The A Matrix for Surface Splines:
where r.. =
_ n for i = j
>1j
 (o for i f j
"•)
""( "
4
2 2
16irD + kz
(yry.j)(Hin r2..)
(xrx..)(H-ln »£,)
8irD
The R Matrix for Surface and Linear Splines
u
\
Q
)
0
\
=
1 1 y ' -X.
i • 1| i
O i l 1 0
i ._ _ 4-
0 i 0 j 11 1
u
z
Q
X
Qyi I- _l
 r
The A Matrix for Linear Splines
u
__
z
ex
ey
=
i
K-*il3 VjMj
12EI 2GJ
Mj|Mj>
4EI
6i
k,
,,.,.
4EI 2GJ
1
I
! ~ 2EI + Hc~
^
tx Kex
0
1
1 ' r I,, „ i
• Ji i~^j
2GJ 1 0I
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M
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17.4 FLUTTER ANALYSIS RIGID FORMAT
The Aeroclastlc Modules are arranged into a single flutter analysis rigid format for user con-
venience. The flutter analysis rigid format is shown in Figure 1. The following capabilities are
provided:
1. Complete modal flutter analysis. The user supplies a finite element model for structural
and aerodynamic elements. V-g and V-f curves are drawn. If desired, flutter mode shapes
may be plotted.
2. Analysis can proceed in steps with intermediate output to check partial results. This
would use the RESTART procedure and could involve a rigid format switch.
3. A change of mass or spring without recalculating modes, by means of DMIG data.
4. Selection of the number of modes. A change of modes does not require aerodynamics to be
recalculated.
5. The matrix values for additional Mach numbers and reduced frequencies can be appended
during RESTART.
6. The full extra point, DMIG, transfer function capability is available for control systems,
etc. Special provision is made for user supplied matrix of downwash due to motion of
extra points.
7. Restart tables are provided, which allow modules to be turned on during RESTART due to
changes in the Bulk Data deck.
8. Data recovery is available for structural displacements, constraint forces and element
stressjL-s and forces for any eigensolutions selected.
9. Output of the modal amplitudes may be requested using a SDISP request in Case Control.
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i 7
10
11
llnter after real eigenvalue
analysis with Kj,h , Mh|,,
C , C! , etc., + ccomotry datam o ' •
Aerodynamic Pool Distributor APD
Undeformed Plots PL0T
I Geometry Interpolation GI I
5 j Aerodynamic Matrix Generator AMG J
Acrodynainic Matrix Processor AMI"
1
Flutter Analysis I'h.-ise'l FA1
8 Complex Eigenvalue Analysis CEAD I
9 I Solution Set Data Recovery VI)R I
'lutter Annlysj.s Phase '2 !;A2 I
yes
V-g, V-f curves XYTRAN, XYPL0T
12 [ Data Recovery DDR1, SDR1, SDR2
13 Deformed Plots PL0T
EXIT
Figure 1. Modal flutter analysis rigid format
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17.5 UNSTEADY AERODYNAMIC THEORIES
The complete set of matrix equations needed for aerodynamic calculation can be stated as
<wj> - CAjjNPj} , (1)
{Wj} = [D]k + Ik Dj2k]{uk} , (2)
<Pk> - [Skj]{Pj} , (3)
where u^, P. = displacement and forces at aerodynamic grid points,
w- = downwash (normal wash) at 3/4 chord point for doublet lattice,
J
P* = pressure (acts at 1/4 chord for doublet lattice),
A..(k,m) = aerodynamic influence matrix,
D.!. ,0.. = downwash matrices, and
S, . = integration matrix.
1 2Matrices A, D , D and S must be computed. In practice a list of values of A is computed for a
user supplied list of (k,m). For the doublet lattice method, which has been chosen for inclusion
in NASTRAN (see Section 17.5.1), Equation 2 is the relationship relating the downwash at the 3/4
chord point to the deflection and rotation of the box control point at the center. Equation 3
integrates the force and moment at the box central point, assuming that the lift is concentrated
at the quarter chord.
17.5.1 Doublet Lattice Method
The doublet lattice theory can be used for interacting lifting surfaces in subsonic flow.
Many articles in the technical literature "describe the method in detail; see, for example,
Reference 1.
The doublet lattice method is an extension of the vortex lattice method to unsteady flow. It
looks like it is a finite element method, where the "finite elements" are boxes placed on the
lifting surfaces. It is not a true finite element method, since the aerodynamic matrix which is
derived is not a sum of element matrices. The aerodynamic matrix is a function of the interaction
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between all boxes. In the case of aerodynamic symnetry (about one or two planes), the computations
involve the images of the lifting surfaces.
The theoretical basis of the method is based upon linearized aerodynamic theory. The undis-
turbed flow, about which the perturbations occur, is uniform (no spatial variations) and steady (no
time variations). Thus, all airfoils must lie nearly parallel to the flow. The method has been
developed only for subsonic flow.
The mathematical equations will not be reproduced here. An interpretation of their
significance is
1. The unknown is the pressure distribution on the wing. These lifting forces are lumped
along the line along the 1/4 chord of each box, and at the image points (with the approximate sign)
for symmetry or antisymmetry.
2. A downwash matrix, A.., is computed based upon an average value, of the "Kernel Function."
U J
The Kernel Function is a closed form solution relating all pressure drop across an inf-'.iitesimal
element to the downwash it produces.
All code for computing A., was taken directly from Gies ing , Ka lman , and Rodden.
J J
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17.6 FLUTTER SOLUTION TECHNIQUE
Flutter analysis is the unsteady stability problem. It may be solved for subsonic or super-
sonic flows by merely substituting the correct aerodynamic formulation. For the linear case, the
solution involves a series of complex eigenvalue solutions.
17.6.1 The K-method of Flutter Solution
The basic equation for modal flutter analysis is
p 1 9
f.M , .^ -L M-A.:~W /I w^\r». /i. „ \rr i « /1 \
where M = modal mass matrix, usually (but not necessarily) diagonal.
nn
Kj^ = modal spring matrix, usually (but not necessarily) diagonal. May be complex
(for real structural damping). May be singular if there are rigid body modes.
Q, , ,, i = dimensionless aerodynamic force matrix, which is a function of parameters
k, reduced frequency and m, Mach number
u = circular frequency = 2uf
g = artificial structural damping
p = density
V = velocity
u. = modal amplitude vector.
The above parameters are not independent, since k = cw/2V, where c is a reference length.
For the k-method of solution, the aerodynamic terms are converted to aerodynamic mass
/
l>hh + l(*)%h<k.."» JTTg
Equation 2 is solved as an eigenvalue problem for a series of values for parameters k, m and p.
The complex eigenvalue is u> /1+ig, which can be interpreted as real values of u> and g. Velocity,
V is recovered from V = oo/2k. Flutter occurs for values of k, m and p for which g = 0 (really
for g > 0). The solutions are not valid except when g = 0, since the aerodynamic force terms are
valid only for sinusoidal motion.
A slight variation has been used with NASTRAN. The equation is written as
uh = 0 . (3)
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:is, the eigenvalue is
P2 = -V2/(l+ig) . (4)
Equation 4 is approximated by
P-v(f+l) . ' (5)
The advantage of this method is that it is possible to let k = 0, since division by zero is not
required. This may actually allow solution of static divergence problems.
To solve Equation 3 it must first be reduced to the canonical form for the Hessenberg method,
[A - XIJu = 0 . (6)
To do this, let
A--Oft,]'1 DS,,,] . (7)
where M*h = (2k/E)2Mhh + (p/2)Qhh(k,m) ,
and P = X1/2 (with IM p > 0).
As the flow chart for modal flutter analysis (page 17.4-2) shows, the flutter analysis is
a looping procedure. The values of V, g and f are solved for various values of k, m and p. Plots
of V versus g can be used to determine flutter (when g goes thru zero to positive values).
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