Abstract. We consider time-dependent dynamical systems arising as sequential compositions of self-maps of a probability space. We establish conditions under which the Birkhoff sums for multivarate observations, given a centering and a general normalizing sequence b(N ) of invertible square matrices, are approximated by a normal distribution with respect to a metric of regular test functions. Depending on the metric and the normalizing sequence b(N ), the conditions imply that the error in the approximation decays either at the rate O(N −1/2 ) or the rate O(N −1/2 log N ), under the additional assumption that b(N )
Introduction
In this note we revisit the topic of normal approximation by Stein's method for dynamical systems, studied previously in [18] [19] [20] . We consider discrete time-dependent dynamical systems described by sequential compositions T n = T n • · · · • T 1 , where each T i : X → X is a transformation of a probability space (X, B, µ). The measure µ is not assumed to be invariant under any of the maps T i . Given a bounded obsevable f : X → R d and a sequence b = b(N) ∈ R d×d of invertible normalizing matrices, we are interested in approximating the law of the sums
by a multivariate normal distribution. More precisely, we want to identify conditions that cover a wide range of chaotic time-dependent systems and imply a good upper bound on
Since its introduction in [34] , Stein's method has seen extensive development in the literature of probability theory. In the present context of dynamical systems the simple basic idea of the method can be described as follows. If for each test function h ∈ H the solution A : R d → R to the differential equation (called a Stein equation)
lies in another class of functions A, then it follows that
In this way the original problem of approximating the law of W by a normal distribution is reduced to bounding the right hand side of (3), which interestingly only depends on the law of W and the class A. It was observed in [18, 20] that, when b(N) = √ NI d×d , Taylor expanding ∇A(W ) about the punctured sums
with a suitably chosen K = K(N) ≫ 1 leads to certain correlation-decay conditions for an upper bound on |µ[tr ΣD 2 A(W ) − W T ∇A(W )]|. Such an approach calls for bounds on the partial derivatives of A, which are known to follow from sufficient regularity of h. In [18, 20] , H was taken to be the class of three times differentiable functions with bounded derivatives in the case of a general d > 1, and the class of Lipschitz continuous functions in the case d = 1.
The approach described above was applied in [20] to stationary Sinai billiards and in [18] to time-dependent smooth uniformly expanding circle maps. Both systems are (the latter in a certain sense) exponentially mixing, which is essentially the reason why replacing W with W n,K in the application of Stein's method causes only a small error. Indeed, upper bounds of order O(N −1/2 log N) on (1) for sufficiently regular observables could be obtained this way. While such a "fixed gap" approach works also for polynomially mixing systems, it yields a larger error depending on the rate of mixing. This can be seen from the results of [19] , where time-dependent systems in the spirit of [1, 30] described by sequential compositions T αn • · · · • T α 1 of polynomially mixing intermittent maps T αn : [0, 1] → [0, 1] with parameters 0 ≤ α n ≤ β * < 1/3 were considered. Under the condition that Σ = Cov µ (W ) is positive definite, an upper bound of order O(N β * −1/2 (log N) 1/β * ) was obtained for Lipschitz continuous observables. The result was used to establish central limit theorems for quasistatic and random compositions of intermittent maps.
The purpose of the present note is to describe an adaptation of Stein's method that is more suitable than those of [18, 20] for normal approximation of polynomially mixing systems, and investigate some of its implications. The starting point is a decomposition of µ[tr ΣD 2 A(W ) − W T ∇A(W )] due to Sunklodas [39] , which allows to identify correlationdecay conditions that imply a rate of decay for (1) depending on the "growth of b(N)". In the case of a general b(N) such that b(N) −1 N −1/2 , the conditions yield the rate O(N −1/2 ) for a class of smooth test functions H, and in the special self-norming case b(N) = Cov µ ( n<N (f • T n − µ(f • T n ))) 1/2 the rate O(N −1/2 log N) for Lipschitz continuous test functions. A key ingredient in the proof of the latter estimate is a recent result due to Gallouët-Mijoule-Swan [12] concerning the regularity of solutions to Stein equation. As applications we obtain rates of convergence in the central limit theorem for the random piecewise expanding model studied by Dragičević et al. in [10] and for sequential, random, and quasistatic intermittent systems. The results for intermittent systems notably improve those of [19] .
Statistical properties of time-dependent dynamical systems have been studied in several previous works including [2, 11, 22, 23, 36, 37, 40] . Central limit theorems were obtained by Bakhtin [3, 4] , Conze and Raugi [8] , and more recently by Nándori et al. [29] and Nicol et al. [30] . Haydn et al. [17] established almost sure invariance principles (ASIP) for piecewise-expanding and other related models, also in higher dimension. ASIPs were obtained also by Castro et al. [6] for convergent sequences of Anosov diffeomorphisms and expanding maps on compact Riemannian manifolds. Recently Su [38] proved a vector valued ASIP for a general class of polynomially mixing time-dependent systems. Among its many implications is a self-norming CLT for the sequential intermittent system with β * < 1/2, under a (polynomial) variance growth condition. Finally, Hafouta [16] showed several limit theorems, including a Berry-Esseen theorem and a local limit theorem, for sequential compositions of maps belonging to a certain class of distance expanding maps of a compact metric space.
We mention that Pène [31] has established correlation-decay conditions for conventional measure-preserving dynamical systems (or stationary stochastic processes) which imply the rate O(N −1/2 ) in the multivariate CLT, with normalization b(N) = √ N I d×d , in the sense of the Wasserstein metric (Lipschitz continuous test functions). We obtain the same rate for time-dependent dynamical systems (or non-stationary stochastic processes), with more general normalization b(N) but smoother metric.
Notation. For a function
we write D k A for the kth derivative of A, and also denote ∇A = D 1 A. We define
The spectral norm of a matrix A ∈ R d×d is denoted by
where · is the Euclidean norm of
with center x and radius r > 0.
Given a measure space (X, B, µ) and a µ-integrable function f : X → R d we set µ(f ) = f dµ. The components of f are denoted by f α , where α ∈ {1, . . . , d}. The Lebesgue measure is denoted by m.
For two vectors
We denote by C a generic positive constant whose value might change from one line to the next. We use C(a 1 , . . . , a n ) to denote a positive constant that depends only on the parameters a 1 , . . . , a n .
Structure of the paper. In Section 2 we present our main results concerning normal approximation of abstract discrete time-dependent dynamical systems. Sections 3 and 4 contain applications to one-dimensional dynamics. The model of Section 3 is a random dynamical system of piecewise smooth uniformly expanding maps, while in Section 4 we consider sequential, quasistatic, and random intermittent systems. Finally, in Section 5 we prove the main results.
Main results
Consider a sequence (T n ) n≥1 of measurable maps T n : X → X of a probability space (X, B, µ). For each i ≥ 0 let g i : X → R d be a bounded measurable function and define
Let b = b(N) ∈ R d×d be an invertible matrix and set
and for brevity denotef n,k = 0≤i<N :|i−n|=kf i .
General normalization.
First we consider a general invertible b = b(N) and give conditions that imply an upper bound on the distance between the law of W and the normal distribution N (0, Σ) with respect to a smooth metric.
where
Here is the first main result:
and that there exist a function ρ : N → R + and constants C i > 0, 1 ≤ i ≤ 3, such that the following conditions hold for all 0 ≤ n, m ≤ N − 1:
Here Φ Σ (h) denotes the expectation of h with respect to N (0, Σ). We postpone proving Theorem 2.1 and other results in this section until Section 5. Due to the smooth metric the constant C * in the upper bound (4) is independent of the covariance matrix Σ. Note that under the additional assumptions
which is the optimal rate in this generality. Conditions (A1)-(A3) are designed for time-dependent systems with sufficiently good (polynomial) mixing properties. Condition (A1) requires the decay of non-stationary correlations at the rate ρ. Condition (A2) requires that, for large m, the random vectors
are componentwise nearly uncorrelated. This is reasonable because the function on the right depends onf i with |i − n| ≥ m only. The function G h is differentiable and its C 1 norm appears as a factor in the upper bound. Condition (A3) is similar in spirit to condition (A2), for it requires
to be nearly componentwise uncorrelated, which is again reasonable when k ≫ m.
Recall that the Wasserstein distance between two random vectors Y 1 and Y 2 is defined by
is the class of all 1-Lipschitz functions. When d = 1 we obtain a result similar to Theorem 2.1 for the Wasserstein distance. The relaxed smoothness of h comes with the expense that conditions (A2) and (A3) have to be verified for a whole class of regular functions.
For a function G :
and that there exist constants C i > 0, 1 ≤ i ≤ 3, and a function ρ : N → R + such that the following conditions hold for all 0 ≤ n, m ≤ N −1:
and Z ∼ N (0, 1) is a random variable with standard normal distribution.
The following easy observation allows for normalizing constants other than
Lemma 2.4. Suppose (5) of Theorem 2.3 holds. Then, for any c > 0,
Proof. For any random variables X, Y and any a > 0, the Wasserstein metric satisfies
Remark 2.5. There is a notable difference between the upper bounds (4) and (6): unlike (4), (6) depends always on Var µ ( i<Nf i ) 1/2 in addition to the normalizing constant c. This difference is due to the choice of metric.
2.2. Self-normalization. We now assume that Cov µ (
In this case we establish an upper bound on the distance between the law of W and a standard normal random vector Z ∼ N (0, I d×d ) with respect to the Wasserstein metric. Unlike Theorem 2.3, the result applies for a general d ≥ 1. We denote by λ min the least eigenvalue of Cov µ (
and that there exist a non-increasing function ρ : N → R + and constants C i > 0, 1 ≤ i ≤ 3, such that the following conditions hold for all 0 ≤ n, m ≤ N − 1:
3. Application I: Random 1D piecewise expanding maps
In this section we apply Theorem 2.3 to estimate the rate of convergence in the quenched CLT for a class of piecewise expanding random dynamical systems. Namely we consider the setup studied by Dragičević et al. in [10] . Below we recall some definitions and results from [10] as they are necessary for understanding the application given in this section.
) and for a function g : X → R define its total variation by
The Banach space BV consists of all functions g with V (g) < ∞ and is equipped with the norm · BV .
Let us denote by E the collection of all maps T : X → X for which there exists a finite partition A(T ) of X into subintervals such that for every I ∈ A(T ):
(1) T ↾ I extends to a C 2 map in a neighborhood of I;
The map T is monotonous on each element I ∈ A(T ). From now on we take A(T ) to be the minimal such partition and set N(T ) = |A(T )|.
Let (Ω, F , P) be a probability space and let τ : Ω → Ω be an invertible P-preserving transformation. We consider a map ω → T ω from Ω into E. Random compositions of maps are denoted by
is the transfer operator associated to T ω :
Conditions (H):
(i) τ : Ω → Ω is invertible, P-preserving, and ergodic.
(
Remark 3.1. It was shown in [10] that conditions (H) imply several nice properties for the transfer operators L ω , including a Lasota-Yorke inequality and exponential decay in the BV-norm. The authors used such properties to establish an almost sure invariance principle.
Lemma 3.2 (See Proposition 1 in [10]). Assume conditions (H). Then there exists a unique measurable and non-negative function
3.1. Statement of result. Let f : X → R be a bounded measurable function and set
where dµ ω = h ω dm and h is the function from Lemma 3.2. Set
where b is the square root of µ ω [(
. We denote by ϕ : Ω×X → Ω×X the skew product ϕ(ω, x) = (τ (ω), T ω (x)), which preserves the measure µ on Ω × X defined by
Theorem 3.3. Consider a family of piecewise expanding maps (T ω ) ω∈Ω such that conditions (H) hold. Fix N ≥ 1 and suppose f is Lipschitz continuous such that f can not be
holds for almost every ω ∈ Ω. Here Z ∼ N (0, 1) is a random variable with standard normal distribution.
3.2.
A functional correlation bound. The proof for Theorem 3.3 is an application of Theorem 2.3. Conditions (B2) and (B3) will be verified by applying the auxiliary result given below, which facilitates bounding integrals of the form
k → R is not necessarily a product of one-dimensional observables. Such functional correlation bounds were established for stationary Sinai billiards in [27] and for time-dependent intermittent maps in [24] .
where x(a/β) ∈ [0, 1] k is obtained from x by replacing the βth coordinate with a ∈ [0, 1]. We say that F is θ-Hölder continuous in the coordinate
where we assume that n ℓ i +1 < . . . < n ℓ i+1 holds for all 0 ≤ i ≤ p. Suppose (T ω ) ω∈Ω ⊂ E is a family of maps such that conditions (H) hold, and that F ω : [0, 1] k → R is a function with ess sup ω∈Ω F ω ∞ < 0 and
Denote by H ω (x 1 , . . . , x p+1 ) the function
Then, for any probability measures µ 1 , . . . , µ p+1 whose densities belong to BV , and for almost every ω ∈ Ω,
where 0 < γ < 1, and
Remark 3.5. The upper bound (8) is independent of k.
The proof for Proposition 3.4 is based on two auxiliary results. The first result is an immediate consequence of Corollary 8 in [2] due to Aimino and Rousseau, who considered sequential (non-random) compositions of piecewise-expanding maps. The second result is Lemma 2 in the paper [10] by Dragičević et al.
Lemma 3.6. Suppose conditions (H) hold. There is C > 0 such that for almost every ω ∈ Ω,
where V I (f ) denotes the total variation of f over the subinterval I ⊂ [0, 1].
Proof. As is explained on p. 2252 of [10] , condition (iv) implies that there exists α N ∈ (0, 1) and K N > 0 such that, for almost every ω ∈ Ω,
holds for all φ ∈ BV and R ≥ 1. It suffices to fix Ω * ⊂ Ω with P(Ω * ) = 1 such that (10) holds for all ω ∈ Ω * . Then the proof of Corollary 8 in [2] shows that (9) holds for all ω ∈ Ω * .
Lemma 3.7 (See Lemma 2 in [10]). Assume conditions (H).
There is K > 0 and η ∈ (0, 1) such that, for almost every ω ∈ Ω,
holds for all n ≥ 0 and φ ∈ BV with m(φ) = 0.
Proof for Proposition 3.4. The proof proceeds by induction on p. First let p = 1 and denote ℓ 1 = ℓ. Then the function H ω (x, y) in Proposition 3.4 becomes
Proof for Claim. Since F ω is θ-Hölder continuous for a.e. ω ∈ Ω in the first ℓ coordinates,
1 We denote by ⌊x⌋ the greatest non-negative integer n with n ≤ x.
This proves the claim.
We fix constants c J ∈ J for each J ∈ A(T n * ω ). Then (11) implies for a.e. ω ∈ Ω the upper bound
Let φ 1 ∈ BV denote the density of µ 1 , and let φ 2 ∈ BV denote the density of µ 2 . Moreover, let H ω (c J , x) be the function that satisfies
It follows easily from this and the strict monotonicity of
We conclude that
On the other hand there is C > 0 such that, for any φ ∈ BV , sup k≥0 V (L k ω (φ)) ≤ C φ BV holds for almost every ω ∈ Ω. This follows from (10) together with the fact that L ω (φ) BV ≤ C φ BV for almost every ω ∈ Ω; see p. 2257 of [10] . In particular,
Next we combine Lemma 3.7, (13) and (14) to obtain
for a.e. ω ∈ Ω, where η 1 ∈ (0, 1). Then, by Lemma 3.6,
for a.e. ω ∈ Ω. Taking γ = max{η 1 , κ} completes the proof for the case p = 1.
Suppose that we have shown (8) for p − 1, and fix integers 0 = ℓ 0 < ℓ 1 < . . . < ℓ p < ℓ p+1 = k as in the proposition. Recall that H ω (x 1 , . . . , x p+1 ) denotes the function
From the case p = 1 we know that, for a.e. ω ∈ Ω,
where h i is the density of µ i .
Next for each x p+1 ∈ [0, 1], we apply the induction hypothesis to the function
). This implies for a.e. ω ∈ Ω the upper bound
for all x p+1 ∈ [0, 1]. Now, to complete the proof for Proposition 3.4, it suffices to combine (15) and (16). 3.3. Proof for Theorem 3.3. It was shown in [10] that there exists a non-random σ 2 ≥ 0 such that
Hence, under our assumption there exists C > 0 and n 0 ≥ 1 such that, for a.e. ω ∈ Ω,
holds for all n ≥ n 0 .
Next we show that, with µ ω as the initial measure, conditions (B1)-(B3) hold with ρ(m) = γ m for a.e. ω ∈ Ω, where γ ∈ (0, 1) is the same as in Proposition 3.4. To this end recall that, by Lemma 3.2, the density h ω of µ ω lies in BV for a.e. ω ∈ Ω.
(B1): For brevity we introduce the notation f
for a.e. ω ∈ Ω.
(B2): Let m ≤ k ≤ N −1 and let G : R ×B 1 (0, 4 f ∞ + 1) → R be a bounded Lipschitz continuous function. We define F ω (x 0 , . . . , x n−k , x n−m , x n , x n+m , x n+k , . . . , x N −1 ) by the formula
which is the integral we need to control. It is easy to verify that F ω is Lipschitz continuous with
indexing for the arguments of F . It follows by Proposition 3.4 applied with F that, for a.e. ω ∈ Ω,
(B3): This is obtained in the same way as condition (B2). Namely, applying Proposition 3.4 with the function
implies for a.e. ω ∈ Ω the upper bound
Since ∞ m=1 mγ m < ∞, Theorem 3.3 now follows by Theorem 2.3.
Application II: intermittent maps
Following [28] we define for each α ∈ (0, 1) the map
.
We denote by dμ α =ĥ α dm the invariant absolutely continuous probability measure associated to T α . It follows from [28] that the densityĥ α belongs to the convex cone of functions
We recall from [1, 28] that
and that
4.1. Sequential compositions. First we consider sequential compositions
of intermittent maps with parameters 0 < α n ≤ β * < 1. The notation below is adapted from Section 2.2: µ is a Borel probability measure on
observable for all n ≥ 1;
For a Lipschitz continuous function g :
, where
and Lip(g) = sup
|x − y| . ( i and σ 2 = µ(S 2 ). Assuming β * < 1/3, the sharper upper bound
is obtained by applying Theorem 2.3 instead of Theorem 2.6, provided that σ 2 > 0. Consequently, by Lemma 2.4, for any c > 0,
Without any assumption on σ 2 we still obtain the weaker bound
This follows easily by combining (18) with the fact that, for any random variables X and Y with finite variances σ 2 X and σ 2 Y , respectively, the Wasserstein metric satisfies d W (X, Y ) ≤ σ X + σ Y (see e.g. [18] for the last statement).
(ii) In the stationary case T αn = T β * (n ≥ 1) of a single intermittent map with parameter β * and invariant measure µ =μ β * , item (2) of the theorem can be viewed as an extension of the multivariate CLT proved in [24] . In [24] , the CLT was shown by applying Pène's theorem [31] , which does not apply for parameters β * ≥ 1/3 because correlations do not decay at a rate which has a finite first moment.
Proof for Theorem 4.1 . Set ρ(n) = n 1−1/β * (log n) 1/β * for n ≥ 2 and ρ(0) = ρ(1) = 1. We show that conditions (C1)-(C3) of Theorem 2.6 hold with ρ using Theorem 1.1 in [24] . where C = C(β * ) > 0.
1 -function with bounded gradient. We define
by the formula
which is the integral we need to control. It is easy to verify that
and
Here
G(x, y) s and ∇G ∞ = max
[F ] 1,β is defined by (7), and
|i − n| = m} ∪ {n} is an indexing for the arguments of F . Theorem 1.1 in [24] together with (19) and (20) implies the upper bound
(C3): This is shown in the same way as condition (C2). Namely Theorem 1.1 in [24] is applied with the function
We leave the details to the reader.
If β * < 1/3, it follows by the foregoing that conditions (C1)-(C3) hold also with ρ(n) = n −κ for some κ > 2. In particular
(1 + log(ρ(m) −1 ))mρ(m) < ∞, so that item (1) of Theorem 4.1 follows by Theorem 2.6. If instead 1/3 ≤ β * < 2/5 we obtain conditions (C1)-(C3) with ρ(n) = n 1−1/β * +δ for any δ > 0. Then 
Quasistatic dynamics.
We apply Theorem 4.1 to a model described by timedependent (non-random) compositions of slowly transforming intermittent maps. More precisely we consider the following subclass of quasistatic dynamical systems (QDS); for background and earlier results on quasistatic systems we refer the reader to [9, 18, 19, 25, 26, 35] . for all t, we say that (T, γ) is an intermittent QDS.
Given an intermittent QDS (T, γ), we define the functions S
d is a bounded function. We fix an initial distribution µ of x ∈ [0, 1] and for each t ∈ [0, 1] view the S n (t) = S n (·, t) as random vectors. The problem is now to approximate the law of the fluctuations |α n,⌊nt⌋ − γ t | < ∞, and that there exists t 0 ∈ (0, 1] such that f is not a co-boundary for T γt 0 in any direction 
β * ] and β * < 1/3, then there exists C * = C * (t 0 , d, f, γ) such that for all t ≥ t 0 and n ≥ 2,
and 1/3 ≤ β * < 2/5, then for any δ > 0 there exists C * = C * (t 0 , d, f, δ, γ) such that for all t ≥ t 0 and n ≥ 1,
and we have denotedf t = f −μ γt (f ). By theorem 2.11 in the same paper the limit covariance Σ t (f ) := t 0Σ s (f ) ds is positive definite for all t ≥ t 0 (this is where the coboundary condition on f is needed). In particular, λ min (Σ t (f )) > 0, where λ min (A) denotes the least eigenvalue of the matrix A ∈ R d×d . Then it follows by the same argument as in p. 20 of [19] that there exists n 0 and C > 0 such that λ min (Cov µ (ξ n (t))) ≥ C holds for all t ≥ t 0 and all n ≥ n 0 . In other words,
Next we show the wanted upper bound on d W (W n (t), Z) by controlling separately the following three terms:
It follows immediately by (21) and Theorem 4.1 that for all n ≥ n 0 and t ≥ t 0 ,
where δ > 0 can be made arbitrarily small.
In the remainder of this proof we assume that β * < 1/2 and γ(
Since the density of µ belongs to C * (β * ), it follows by Lemma 3.3 in [25] that
For brevity denote Σ n,s = Cov µ (S n (s)). Then we have for t ≥ t 0 and n ≥ n 0 the upper bound (see [33] for the first inequality)
To bound the remaining spectral norm we fix α, β ∈ {1, . . . , d} and denote ϕ = f α and ψ = f β . Then, whenever n ≥ 2/t 0 , we use Theorem 1.1 in [25] to find κ > 1 such that 
Lip . Hence, Lemma 5.4 implies that Σ n,⌈nt⌉/n − Σ n,t s ≤ dC f 2 Lip . We have shown that (23) ≤ Cn −1/2 whenever t ≥ t 0 and n ≥ n 0 .
Finally, by (21) and Lemma 5.4,
whenever t ≥ t 0 and n ≥ n 0 . Now to finish the proof for Theorem 4.4 it suffices to combine the foregoing upper bounds on (22), (23), and (24).
Rate in the quenched CLT.
We consider a sequence (T ω i ) i≥1 of intermittent maps with parameters (ω i ) i≥1 drawn randomly from the probability space (Ω,
, where E is the Borel σ-algebra of [0, β * ] and Z + = {1, 2, . . .}. Let τ : Ω → Ω denote the shift (τ (ω)) i = ω i+1 .
Conditions (RDS):
(i) The shift τ : Ω → Ω : (τ (ω)) i = ω i+1 preserves P.
(ii) There is C > 0 and γ > 0 such that, for all n ≥ 1,
where F i 1 is the sigma-algebra generated by the projections π 1 , ..., π i , π k (ω) = ω k , and F ∞ i+n is generated by π i+n , π i+n+1 , . . .. We set 
is well-defined and positive semi-definite. Moreover, Σ is positive definite if and only if
holds for all v = 0. Fix an arbitrarily small δ > 0. If Σ is positive definite, then there is Ω * ⊂ Ω with P(Ω * ) = 1 such that for any three times differentiable function h :
where Σ N = Cov µ (W ⊗ W ). In other words, ℓ n (v) is the variance of
Let v ∈ R d . By Theorem 2.6 in [19] , lim n→∞ ℓ n (v) = v T Σv exists and v T Σv > 0 if and only if
Hence (25) is equivalent to the positive definiteness of Σ. The proof of Theorem 2.6 in [19] also shows that, for almost every ω ∈ Ω,
Hence, by Lemma 4.4 in [21] , for almost every ω ∈ Ω,
From now on we assume that Σ is positive definite. We split |µ[h(W )] − Φ Σ (h)| into two terms:
It follows by (27) that there is N 0 such that Σ N is positive definite for N ≥ N 0 and a.e. ω ∈ Ω. Then, for all ω ∈ Ω and N ≥ N 0 , the upper bound
holds for some C = C(β * , d, f Lip ) > 0. The proof for (30) is almost verbatim the same as the proof for Theorem 4.1: Theorem 2.1 is applied with b = √ N I d×d after verifying conditions (A1)-(A3) using Theorem 1.1 in [25] . We will not repeat the argument here.
Finally, it is easy to show that, for some absolute constant C > 0,
Hence, for N ≥ N 0 and a.e. ω ∈ Ω (see [33] for the first inequality),
The obtained upper bound combined with (27) finishes the proof for Theorem 4.5.
Proofs for main results

5.1.
On the regularity of solutions to Stein equation. Let the matrix Σ ∈ R d×d be symmetric and positive definite. Denote respectively by φ Σ and Φ Σ the density and distribution function of the d-dimensional normal distribution with mean 0 and covariance matrix Σ. Given a test function h :
Then, we have the following result for smooth test functions h; see [5, [13] [14] [15] :
, and A solves the Stein equation (2). Moreover, the partial derivatives of A satisfy the bounds
Note that the bounds on the partial derivatives of A are independent of the covariance matrix Σ.
Recently Gallouët-Mijoule-Swan [12] obtained notable improvements on the regularity of solutions to Stein equation in the case Σ = I d×d , for test functions h that are assumed to be Hölder continuous: 
We will apply the result with η = 1. In this case the result is known to be optimal in terms of regularity of D 2 A. More precisely it was shown in [12] that, when d = 2 and h(x, y) = max{0, min{x, y}} (an example considered first by Raič in [32] ),
Next, we define punctured modifications of the sum W , namely
as well as
for any n and m.
The proofs for the main results are based on the following decomposition, which is a multivariate version of Proposition 4 in [39] due to Sunklodas.
Proof. For any n, by (33) ,
By (34),
, it follows by the above identities that
Note that
Next note that
Finally, since
This completes the proof for Proposition 5.3.
5.3.
Proof for Theorem 2.1. We gather in the following lemma some useful basic inequalities involving the spectral norm.
Lemma 5.4. For all A, B ∈ R d×d , x ∈ R d , and α, β ∈ {1, . . . , d}: 
Proof. We denote
which together with Lemma 5.4 implies
Hence,
Similarly we see that, for all 1 ≤ i ≤ 2d,
For (A1') Suppose that m ≤ k ≤ N − 1. Recall from Lemma 5.1 that
solves the Stein equation (2) . Since h is three times differentiable with D k h ∞ < ∞ for 1 ≤ k ≤ 3, we can use dominated convergence to compute
Recall that, for a function F :
so that an application of condition (A2) combined with (36) and (37) yields
s ρ(m), which proves condition (A2'). The proof for condition (A3') is essentially the same which is why we omit it.
We now proceed to show Theorem 2.1. Combining Lemma 5.1 with Proposition 5.3 yields
where A is given by (31) and E i are as in Proposition 5.3. We bound each term E i separately, using conditions (A1), (A2') and (A3').
By condition (A2'),
Moreover,
s , where (35) was used in the third inequality.
For E 3 first note that
so that Lemma 5.4 and condition (A1) can be used to obtain
Combinining (38) with an application of condition (A2') yields
Condition (A3') is used to bound E 4 and E 5 :
Again by (38) ,
Finally,
Gathering the foregoing upper bounds we obtain
The proof for Theorem 2.1 is complete.
5.4.
Proof for Theorem 2.3. Since the proof for Theorem 2.3 is very similar to the proof for Theorem 2.1, we omit most of the details and only give an outline, emphasizing differences between the two proofs.
. Then the univariate Stein equation is defined by
where w ∈ R. Note that the order of (39) is one smaller than the order of the multivariate Stein equation (2) . We have the following result regarding the regularity of A:
Lemma 5.6 (See [7] ). Whenever h : R → R is Lipschitz continuous with Lip(h) ≤ 1 the solution A : R → R to (39) belongs to the class F 1 consisting of all differentiable functions with an absolutely continuous derivative, satisfying the bounds
The lemma implies that
is decomposed precisely as in Proposition 4 of [39] . The decomposition is the same as that given in Proposition 5.3 except that δ n,m (u) there is replaced with
By Lemma 5.6
Hence, conditions (B2) and (B3) can be applied with G u ↾ (R × B 1 (0, 4M + 1)) as in the proof for Theorem 2.1. Using also condition (B1) we obtain bounds to each of the terms E i appearing in the univariate version of Proposition 5.3, which then lead to the upper bound (5). 
where we recall that λ min is the least eiqenvalue of Cov µ (
where Z ∼ N (0, I d×d ) and A denotes the class of all C 2 functions satisfying (32) . The proof then proceeds as follows. First we decompose µ[tr
i=1 E i using Proposition 5.3, which reduces the proof to bounding each term E i for functions A ∈ A. For example to obtain an upper bound on E 1 we have to control the integral
where we recall that
To this end we will describe a class G of regular functions G :
The integral on the right is bounded by condition (C2), provided that G is a C 1 -function. This might not be the case, since functions in G will have the same regularity as the second derivatives of functions in A, which according to Lemma 5.2 is Lipschitz up to a logarithmic factor. But we can approximate such functions by C ∞ -functions, which in combination with condition (C2) then leads to an upper bound on (40) and consequently on E 1 . The other terms E i will be treated similarly. We now proceed to detail the foregoing argument.
We denote by G the collection of all functions G :
d×d that satisfy the following upper bounds:
where K = 2C # + √ d4M + 2 and C # is the constant from Lemma 5.2 with η = 1.
Lemma 5.7. Assume λ min > 1. Then, given any A ∈ A and 0 ≤ n, m ≤ N − 1, there is a function G u :
where δ n,m (u) is defined as in Proposition 5.3, such that
Proof. It is easy to see that (41) holds with G u (x, y) defined as
We show that G ∈ G and leave the similar verification of G 1 ∈ G to the reader.
Assume (as we may) that y = 0. Then using A ∈ A and b 
where we used Lemma 5.4. Hence, G(x, y) s ≤ λ Proof. The proof is an easy approximation argument, but unfortunately we need to determine the values of C 
For E 3 we note that
Hence, by Lemma 5.4 and condition (C1), 
Combining (47) with condition (C2') implies the upper bound min (2C
(1 + log(ρ(m) −1 ))mρ(m).
Next condition (C3') is used to bound E 4 and E 5 : Finally, (1 + log(ρ(m) −1 ))mρ(m) 3C
The proof for Theorem 2.6 is complete.
