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a b s t r a c t
Solving a sparse system of linear equations Ax = b is one of the most fundamental
operations inside any circuit simulator. The equations/rows in the matrix A are often
rearranged/permuted before factorization and applying direct or iterative methods to
obtain the solution. Permuting the rows of the matrix A so that the entries with large
absolute values lie on the diagonal has several advantages like better numerical stability
for directmethods (e.g., Gaussian elimination) and faster convergence for indirectmethods
(such as the Jacobi method). Duff (2009) [3] has formulated this as a weighted bipartite
matching problem (the MC64 algorithm). In this paper we improve the performance of the
MC64 algorithmwith a new labeling techniquewhich improves the asymptotic complexity
of updating dual variables from O(|V | + |E|) to O(|V |), where |V | is the order of the matrix
A and |E| is the number of non-zeros. Experimental results from using the new algorithm,
when benchmarked with both industry benchmarks and UFL sparse matrix collection, are
very promising. Our algorithm is more than 60 times faster (than Duff’s algorithm) for
sparse matrices with at least a million non-zeros.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Solving a system of sparse linear equations of the form Ax = b is one of the most fundamental operations in any circuit
simulator. The quality of simulation is a very important factor. Solving a system of sparse linear equations with a good
accuracy and numerical stability will have a direct impact on the quality of the simulation results. The state of the art circuit
simulators such as SPICE [1] solve the underlying sparse system of linear equations of a circuit in two stages. The first stage
is called the reordering stage. For example, minimum degree reordering can be employed in this stage. The second stage
is called the the factorization stage. Factorization techniques such as the Cholesky, LU, QR method, etc., can be used in this
stage. Reordering the sparse matrix is often done to maintain the sparsity.
In this paper we are interested in rearranging the sparsematrix so that the resultant sparsematrix will have large entries
along the diagonal. There are several advantages in doing this. In fact several industry standard circuit simulators perform
this step before the reordering step. It is a very well known theory in the circuit simulator community that the placement
of large entries along the diagonal of a sparse matrix will have an impact on the numerical stability of the direct solvers.
There is no rigorousmathematical proof for this theory, however. In the case of iterative techniques such as the Gauss–Seidel
and Jacobi method, permuting the sparse matrix A such that large entries lie on the diagonal makes the resultant matrix a
nearly diagonally dominantmatrix. Another advantage of placing large entries along the diagonals is evidentwhen Gaussian
elimination with static pivoting is used to solve a system of sparse linear equations. Static pivoting, in contrast to partial
pivoting, can help in giving a priori information about the sizes of the data structures (due to new fill-ins) which we need
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to use before hand. In fact the first step in the algorithm SuperLU-dist [2] is to find a permutation which puts large entries
along the diagonal of the sparse matrix A.
It is now evident that the problem of placing large entries along the diagonal of a sparse matrix is critical for circuit
simulations and hence is an important problem. Duff [3] formulated the problem of placing large entries along the diagonal
as a weighted matching problem in a bipartite graph. This is a well studied problem in combinatorial optimization and is
also known as the assignment problem. One of the asymptotically best algorithms for solving the assignment problem uses
Fibonacci heaps [4] and is due to Tarjan. This algorithm has a run time of O(n2 log(n)+ nτ)where n is the number of nodes
in the graph (and corresponds to the order of the symmetric sparse matrix A), and τ is the number of edges in the graph
(this corresponds to the number of non-zeros in the sparse matrix A). However this algorithm is not used in practice due to
the large underlying constants. The algorithm of Duff and Koster [3] uses a shortest augmenting path approach to solve the
problem. This algorithm is well known as theMC64 algorithm.
The asymptotic run time ofMC64 isO((n2+nτ) log(n)). In practice,MC64 is usedmore frequently than Tarjan’s Fibonacci
heap algorithm to compute theweightedmatch. The asymptotic complexity ofMC64 is dominated by the time needed to find
a shortest augmenting path (a variation of Dijkstra’s algorithm) which is O((n + τ) log(n)). Our experimental data reveal
that the time taken for computing the shortest augmenting path does not dominate the total run time. Instead, the task
of updating the dual variables (which is done in O(n + τ) time) dominates the total run time. With this observation, we
have developed a new technique which simultaneously updates the dual variables and augments the match. This technique
achieves an improved performance compared to the standard implementation of the MC64 algorithm.
The rest of this paper is organized as follows. In Section 2 we define the problem. In Section 4 we give a brief overview
of the MC64 algorithm. Section 5 describes our improvements to MC64. Section 6 provides details on our experiments.
2. Problem definition
Let A = (aij) be a general sparse matrix of order n. Given A, the problem is to compute a row permutation pi which
maximizes the following product along the diagonal:
n∏
i=1
|api(i)i|.
3. Basics
Let A = (aij) be an n × n sparse matrix. We can associate a bipartite graph G = (Vc, Vr , E) with A as follows.
Vc = { j : aij ∈ A and aij 6= 0}, Vr = {i : aij ∈ A and aij 6= 0} and E = {(i, j) : aij ∈ A and aij 6= 0}. If M is any subset
of E then M is called a match iff no two edges in M are incident on the same vertex. Given a match M we say that a node
i ∈ Vc ismatched iff ∃j ∈ Vr : (i, j) ∈ M; otherwise node i is said to be unmatched. A matchM is perfect iff every node in Vc is
matched. Given a matchM a path P is known as an alternating path iff the edges along the path alternate between the sets
{M} and {E −M}. An alternating path P is called an augmenting path iff the nodes at both ends of the path P are unmatched.
If A and B are two sets then A ⊕ B = {A ∪ B} − {A ∩ B}. Given a match M in G and an augmenting path P then M ⊕ P is
also a match and |M ⊕ P| = |M| + 1. We can associate a permutation pi with a perfect match M as follows: pi(i) = j iff
(i, j) ∈ M . The cost of a matchM denoted by c(M) is defined as c(M) =∑(i,j)∈M |aij|, a perfect matchM is called aminimum
cost perfect match iff @M ′ : c(M ′) < c(M).
4. The MC64 weighted matching algorithm
Recall that we are interested in finding a row permutation pi such that
∏n
i=1 |api(i)i| is maximum. The MC64 algorithm
first converts this to a problem of finding a minimum cost perfect match by defining a new matrix C = (cij) corresponding
to matrix A as follows.
cij =
{
log(mi)− log(aij) if aij 6= 0
∞ otherwise
mi = max
1≤j≤n
|aij|.
It is now easy to see that finding a rowpermutationpi thatmaximizes
∏n
i=1 |api(i)i| is equivalent to finding api thatminimizes∑n
i=1 cpi(i)i. Computing aminimum cost perfectmatch is a verywell studied combinatorial optimization problem. Numerous
algorithms [5–7] have been proposed for solving this fundamental problem. Algorithms that combine linear programming
with combinatorial searching seem to do well in practice for solving this problem.
MC64 is one such algorithm. This algorithm first formulates a dual linear program for identifying aminimum cost perfect
match. It then solves the dual linear program iteratively by searching for a combinatorial object in each iteration. The
combinatorial object of interest is a shortest augmenting path with respect to a match M in G. From here on we only deal
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with transformed sparse matrix C and the underlying bipartite graph G = (Vc, Vr , E) with cost cij associated with every
edge (i, j) ∈ E. Without loss of generality we can make the graph G a complete bipartite graph (by adding non-existing
edges with a cost equal to inf) and |Vc | = |Vr | = n. We first describe the primal linear program and then the corresponding
dual linear program for solving the minimum cost perfect match problem. Let xij be a Boolean indicator variable (primal)
indicating whether an edge (i, j) ∈ M .
Primal Linear Program
minimize
∑
cijxij Objective Function
subject to:
n∑
j=1
xij = 1 row constraint i ∈ Vr
n∑
i=1
xij = 1 column constraint j ∈ Vc
xij ∈ {0, 1} Boolean integer.
Let ui be a dual variable corresponding to the ith row constraint, vj be the dual variable corresponding to the jth column
constraint in the primal linear program. Clearly the following is the corresponding formulation of the dual linear program
in terms of dual variables ui and vj. Since the primal and dual problems have the same value of the optimal solution (duality
theorem), from here on we only deal with the dual linear problem. The dual formulation has a strong combinatorial flavor.
Dual Linear Program
maximize
n∑
i=1
ui +
n∑
j=1
vj Objective Function
subject to:
ui + vj ≤ cij edge constraint ((i, j) ∈ E)
ui, vj ≥ 0 Positive integers
Simple Feasible Solution (D0)
ui = 0 i ∈ Vr
vj = min
(i,j)∈E
cij j ∈ Vc .
Wedefinewij = cij−ui−vj corresponding to each edge constraint in the dual linear program to denote the complementary
slackness. When we refer to the complementary slackness of an edge ((i, j) ∈ E) it means that we are referring to the
corresponding slack variable wij. Given a feasible solution to the dual linear program, a match M is called extreme iff for
every edge (i, j) ∈ M the complementary slack is zero (i.e., wij = 0). Theorem 1 due to Kuhn [5] gives a sufficient condition
for finding a minimum cost perfect match in a weighted bipartite graph G.
Theorem 1. A perfect match M in G is optimal if and only if it is extreme.
The core idea behind the MC64 algorithm is to solve the dual linear program iteratively. In each iteration the dual variables
are updated (ensuring the feasibility of the constraints) by solving an underlying combinatorial problem (which will be
discussed later).
The MC64 algorithm starts off with a feasible dual solution (e.g., D0—see the formulation of the dual linear programming)
and the corresponding extreme match Me (if possible) and iteratively increases its cardinality by unity until it becomes
an extreme perfect match and hence optimal (according to Theorem 1). The underlying combinatorial problem which is of
interest is to search for a shortest augmenting path from an unmatched node in Gwith respect to the extremematchMe. The
cost of the shortest augmenting path is used to reduce the slack of edges in the augmented match, thus making it extreme.
In the next section we summarize these two important steps (finding the shortest augmenting path and updating the dual
variables) in the MC64 algorithm. Algorithm 1 summarizes all the steps discussed so far.
4.1. Computing a shortest augmenting path
During any stage of the MC64 algorithmwe always have a feasible dual solution (D) and a corresponding extremematch
Me. Now the aim of the algorithm is to update the dual variables without violating the constraints and increase the size of
the extreme match Me. It is clear that the only way we can increase the size of the match Me is via some augmenting path
with respect to Me in G. Though we may use any augmenting path to increase the size of the match Me, since we want to
find a perfect match with the minimum cost, it is very intuitive to pick the augmenting path with theminimum cost since it
results in the minimal increase of the cost.
Let P be the shortest augmenting path with respect to Me. Then, Me ⊕ P will be a match. However this match may not
be an extremematch. In order to make the matchMe ⊕ P an extreme match, the dual variables need to be updated to make
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Algorithm 1: Outline of the MC64 algorithm
INPUT : Sparse matrix A or order n× n
OUTPUT: Row permutation pi
1. Create a weighted bipartite graph G from A
2. Define cost C = (cij) to transform the problem to a
min cost weighted matching problem
D← D0 (initial feasible solution)
Me ← {(i, j) : ui + vj = 0} (initial extreme match)
while Me is not perfect do
3. Find the Shortest Augmenting Path
4. Augment the matchMe
5. Update the dual solution D
end
sure that there is no slack on the matched edges. A shortest augmenting path from an unmatched node can be found with a
slightly modified version of Dijkstra’s algorithm. Let k ∈ Vr be the unmatched node from which we begin our search for the
shortest augmenting path. During this process we discover shortest paths from k to several other candidate nodes. Let B be
the set of all nodes for which shortest paths have been discovered during our search and let dj, j ∈ B denote the cost of this
shortest path to j. Let daug be the cost of the shortest augmenting path P from k that has been found. Then the matchMe⊕ P
can be made extreme by updating the dual variables as follows.
Dual Variable Update
ui = ui + di − daug, i ∈ B
vj = cij − ui, (i, j) ∈ {Me ⊕ P}.
By updating the dual variables we have madeMe ⊕ P an extreme match and thus we replaceMe withMe ⊕ P and continue
the process untilMe is a perfect match (see Algorithm 1).
5. Our algorithm
The asymptotic analysis of theMC64 algorithmdone in [3] is as follows. According toDuff’s analysis themajor contributor
to the asymptotic complexity is the step which computes the shortest augmenting path. We summarize the asymptotic
complexity of each step in Algorithm 1 as follows.
– The asymptotic complexity of Step-3 in Algorithm 1 is O((|V | + |E|) log(|V |)), where |V | = |Vr | + |Vc |. This is because
the shortest augmenting path is computed using a variation of Dijkstra’s algorithm (see Algorithm 2).
– The asymptotic complexities of Step-4 and Step-5 areO(|V |) andO(|V |+|E|), respectively. Since the graph is represented
in sparse format, access to a particular edge (i, j) for a given node i takes O(di) time where di is the degree of the node i.
– Since Step-3 dominates Step-4 and Step-5 and it needs to be carried out atmost |V | times, the total asymptotic complexity
of the algorithm is O(|V |(|V | + |E|) log(|V |)).
A lot of attention was given by Duff to using efficient priority queues to make the computation of the shortest augmenting
path faster. However, in practice it turns out that the computation of the shortest augmenting path is not a dominating
factor. The shortest augmenting paths that are found in each iteration seem to be small (in the number of vertices) and the
worst case asymptotic bound of O((|V | + |E|) log(|V |)) is never reached. In fact our experimental results have revealed that
the dominating factor in the run time of the MC64 algorithm is the time spent in updating the dual variables. (We carefully
profiled the time spent by each of the steps.) With this practical observation we have developed an efficient dual-update
techniquewhich improves the performance of theMC64 algorithm considerably in practice. One of the reasonswhy the dual
updating takes a long time is because of the way the sparse matrix is represented. A row compressed form for representing
the sparse matrix is common in the industry. See for example [8] for a discussion on this representation.
In the row compressed sparse matrix representation, the bipartite graph G = (Vc, Vr , E)which is of our focus of interest
is represented using three arrays row, col and C. Given a node i, all the neighbours of the node i can be accessed in the array
col from indices row[i] to row[i+1]. The corresponding costs of these edges can be accessed in the array C from indices row[i]
to row[i+1]. From our previous discussion we have seen that to update the dual variables (ui, vj) we need to access the cost
of the corresponding edge (i.e. cij). If the matrix is in dense representation such an access will take O(1) time. However, this
is not true for the sparse matrix representation. To access the cost of the edge (i, j) ∈ E we need to spend O(1)+ O(di) time
where di is the degree of the node i. This is because we spend O(1) time by indexing into the array row and then scanning its
neighborhood (i.e., col[row[i]+k], k ≤ di) in O(di) time. Thus the asymptotic complexity of updating the dual variables will
be
∑
i∈V O(1)+ O(di) ≤ O(|V | + |E|).
Since the dominating factor in the asymptotic run time of MC64 is O((|V | + |E|) log(|V |)), researchers have almost
ignored the time needed to update the dual variables. Unfortunately, O((|V | + |E|) log(|V |)) is a crude upper bound and
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Algorithm 2: Shortest augmenting path algorithm with labeling
INPUT : G(Vr , Vc, E) = (row[], col[], C[]), extreme matchMe, unmatched node i ∈ Vr
OUTPUT: Shortest Augmenting path P = (i→ jend)
daug ← inf
dsp ← 0
dj ← inf ,∀j ∈ Vc
parent[i] ← φ ,∀i ∈ Vr
B← φ
while true do
for k = row[i] to row[i+ 1] do
if col[k] is unvisited then
j = col[k]
break ;
if dsp + C[k] < daug then
if dsp + C[k] < dj then
dj = dsp + C[k]
ip ← {ip : (ip, j) ∈ Me}
parent[ip] = i
auglabel[j] = k
if j is unmatched then
daug = dsp + C[k]
jend = j
itr = i
else if dsp + C[k] ≥ daug then
shortest augmenting path found
break ;
j← minj∈Vc {dj}
if j = φ then
break ;
B← B ∪ j
i← {i : (i, j) ∈ Me}
Algorithm 3: Dual update in MC64
INPUT : Augmented matchMe ⊕ P
foreach j ∈ B do
vj = vj + dj − daug
foreach (i, j) ∈ Me ⊕ P do
for k = row[i] to row[i+ 1] do
if col[k] == j then
ui = C[k] − vj
is never reached in practice. On the other hand, the asymptotic upper bound of O(|V | + |E|) for updating the dual variables
is reached in every iteration. See Algorithm 3 on howMC64 updates the dual variables. One of our contributions in this paper
is a technique for reducing the asymptotic run time to update the dual variables from O(|V | + |E|) to O(|V |). We modify
the shortest augmenting path finding algorithm by introducing two labels auglabel and clabel. See Algorithm 2 to follow the
discussion. Our crucial observation is that as the size of the extremematchMe grows incrementally the dual updates can be
localized to the subgraphwith vertices from the current extremematchMe. This observation allows us to develop Algorithm
4 which simultaneously updates both the dual variables and augments the match. The time for updating the dual variables
is now reduced to O(|V |).
5.1. Discussion on our labeling technique
From our discussion in the previous section it is now clear that if we isolate the steps for computing the shortest
augmenting path and dual updates, we will spend a total of O(|V | + |E|) time. We note that the dual variables (especially
ui, i ∈ Vr ) that need to be updated will always lie along the augmenting path. In Algorithm 2 (and also in MC64) an array
called parent is maintained to trace back the shortest augmenting path (P) after it is found. So if an edge (i, j) is along the
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Algorithm 4: Our algorithm for dual update and augmentation
foreach j ∈ B do
vj = vj + dj − daug
if j ismatched then
i← {i : (i, j) ∈ Me}
ui = C[clabel[i]] − vj
j← jend
i← itr
while i 6= φ do
Me ← Me − {(i, j1)}
Me ← Me ∪ {(i, j)}
clabel[i] = auglabel[j]
ui = C[clabel[i]] − vj
j← j1
i← parent[i]
shortest augmenting path (i.e. (i, j) ∈ P) and (i, j) is not a matched edge (i.e. (i, j) 6∈ Me), then the edge (i, j) will make its
way into the newly augmented match (i.e. (i, j) ∈ {P ⊕ Me}). If an edge (i, j) makes its way into P ⊕ Me then we would
need to update the dual variable ui (ui = cij − vj) to make Me extreme. Therefore, if we keep a reference to cij during the
construction of the shortest augmenting path itself we could update the dual variable ui in O(1) time; otherwise we need
to spend O(di) time to update this variable during the dual-update step. This reference to cij is maintained via auglabel.
See Algorithm 2. auglabel is similar to the trace back pointer parent. As we can see from Algorithm 2, whenever parent is
updated the corresponding auglabel is also updated and hence we will have a pointer to the right edge (i, j) during our dual
update of variable ui. MC64 algorithm does not use this critical piece of information during the construction of the shortest
augmenting path and hence spends O(di) time in updating every dual variable ui along the augmenting path. From this
discussion it is clear that we can update all the dual variables along the augmenting path in O(1) time per variable. Another
important task in the algorithm is to update the dual variables when an edge (i, j) 6∈ P makes its way into {P ⊕ Me}. To
ensure that our dual update of the variable ui happens in O(1) time even in that case we use clabel (see Algorithm 4). The
observation here is that even though (i, j) 6∈ P in the current iteration of the algorithm the edge (i, j) must have been on
some augmenting path in one of the previous iterations. Thus clabel is a stale auglabel useful for handling such situations.
See Algorithm 4 on how clabel and auglabel together efficiently help in performing a dual update in O(1) time per variable.
Theorem 2. The overall asymptotic complexity of our algorithm for performing dual updates is O(|V |).
Proof. From the preceding discussion, we realize that we spend only O(1) time in updating the dual variable ui, i ∈ Vr .
Note that every dual variable ui which gets updated is a part of the partial match and since we need to update at most |Vr |
dual variables the asymptotic complexity of updating the dual variables in the entire algorithm is O(|V |). The asymptotic
complexity of the MC64 algorithm for the same step is O(|V | + |E|). 
6. Experimental results
We have implemented both MC64 and our algorithm. The complete implementation can be downloaded from
http://trinity.engr.uconn.edu/~vamsik/release-0.9.tgz. Please refer to the README file in that archive for how to build the
MC64 algorithm and our algorithm and run themon the test cases.We have used several sparsematrices from theUniversity
of Florida (UFL) sparse matrix library [9]. To make the comparison fair we have implemented the MC64 algorithm including
the heuristic (1-augmentation) as described in [3]. As we can see in Table 1 the total run time of the MC64 algorithm is
dominated by the time taken to update the dual variables. The time reported in the results is the user time (cpu time) in
terms of clock ticks (10 ms) on a Linux 32-bit i686 machine. We have also recorded the time for computing the shortest
augmenting path in terms of the operations on the binary heap used. In Table 2 we report the total time taken for insert,
delete and update operations on the heap used in computing the shortest augmenting path. As we can see, the time that
MC64 spends on the heap is nearly the same as the time that our algorithm spends on the heap. In fact our algorithm spends
1.5 (see Table 2) times less time on the heap on average. We compare heap operations due to the fact that our algorithm
does not start with any initial match using any heuristic. We start with an empty match. But the MC64 algorithm starts
off with a heuristic (1-augmentation). We emphasize the fact that even though we start off with an empty match we can
do much better than MC64. In fact this is in contrast to Duff’s observation that we should find a good initial match. From
our implementation we can see that this is not necessary if we use the fast dual-update scheme described in this paper.
Although we have done experiments on several test cases from the UFL sparse library we have chosen to report results on
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Table 1
Comparison of dual update; MC64 vs. our algorithm ‘OUR ALGO’.
Name Order |E| MC64 OUR ALGO Speedup
Total (10 ms) Dual Total (10 ms) Dual
nd3k 9001 1644346 530 411 148 4 3.58
barrier2-12 115626 3897558 33582 33098 695 15 48.32
hvdc2 189861 1347274 3276 3267 45 9 72.80
barrier2-10 115626 3897558 33841 33372 668 8 50.66
viscorocks 37763 1162245 5435 5422 38 1 143.03
matrix_9 103431 2121551 63142 51983 11916 397 5.30
barrier2-3 113077 3805069 27685 27283 654 14 42.33
t3dh_e 79172 2215639 49618 30231 12978 654 3.82
bcsstk39 46773 1068034 40610 9533 14657 721 2.77
ibm_matrix_2 51449 1056611 10780 8915 1956 49 5.51
ASIC_680ks 682713 2329177 201300 197488 3813 250 52.79
rajat24 358173 1948236 158715 156019 3145 26 50.47
matrix-new_3 125330 2678751 47714 44010 4093 95 11.66
barrier2-4 113077 3805069 27422 27045 605 7 45.33
conf5_4-8x8-05 49153 1916929 9092 8071 1109 103 8.20
barrier2-9 115626 3897558 33519 33079 675 19 49.66
ct20stif 52 330 1375397 579 574 81 1 7.15
boneS01_M 127225 1182805 31076 24562 4574 391 6.79
conf5_4-8x8-10 49153 1916929 9398 8381 1143 100 8.22
conf6_0-8x8-20 49153 1916929 9125 8208 1095 101 8.33
nd12k 36001 7128474 7868 6882 994 26 7.92
ch7-9-b4 317521 1587601 372 260 146 9 2.55
t3dh 79172 2215639 59068 25563 18028 1057 3.28
t3dh_E 79172 2215639 49132 29969 12816 635 3.83
barrier2-11 115626 3897558 33548 33115 648 16 51.77
barrier2-1 113077 3805069 27713 27322 610 14 45.43
twotone 120751 1224225 15681 15524 264 13 59.40
rma10 46836 2374002 5845 5810 76 4 76.91
3D_51448_3D 51449 1056611 10769 8645 2206 81 4.88
Raj1 263744 1302465 49876 49774 345 3 144.57
rajat21 411677 1893371 89125 88884 342 21 260.60
Rucci1 1977886 7791169 8105 4763 240 4 33.77
nd6k 18001 3457659 2200 1847 417 10 5.28
ASIC_320ks 321672 1827808 113328 113191 156 17 726.46
language 399131 1216335 181015 169691 13294 1926 13.62
filter3D_E 106438 1406792 65344 32357 21309 1800 3.07
filter3D 106438 1406809 63751 37692 20302 1687 3.14
barrier2-2 113077 3805069 27922 27518 594 18 47.01
conf6_0-8x8-80 49153 1916929 9320 8303 1086 100 8.58
laminar_duct3D 67174 3833078 39539 29751 9833 499 4.02
para-10 155925 5416359 53178 52600 823 13 64.61
xenon2 157465 3866689 120818 120581 206 8 586.50
pwtk 217919 5926172 19851 19830 314 8 63.22
rajat29 643995 4866271 792214 784986 9112 830 86.94
conf6_0-8x8-30 49153 1916929 9027 8099 1104 97 8.18
conf5_4-8x8-15 49153 1916929 9155 8101 1182 109 7.75
t3dh_a 79172 2215639 59128 25524 17879 951 3.31
nasasrb 54871 1366098 89 88 80 2 1.11
The average speedup is 61.550081109329
sparse matrices with at least one million non-zeros. Our experiments indicate that our algorithm is more than 60 times
faster than the original algorithm of Duff [3].
7. Conclusions
In this paper we have presented a labeling technique which reduces the time taken to update the dual variables in the
MC64 algorithm from O(|V | + |E|) to O(|V |). Our implementation is more than 60 times faster than the original algorithm
of Duff on sparse matrices with at least one million non-zeros.
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Table 2
Time spent on heap; MC64 vs. our algorithm.
Name Order |E| MC64 (10 ms) OUR ALGO (10 ms) Speedup
INS DEL UPD TOT INS DEL UPD TOT
nd3k 9001 1644346 14 6 28 48 55 6 0 61 0.79
barrier2-12 115626 3897558 29 26 7 62 30 24 2 56 1.11
hvdc2 189861 1347274 0 1 0 1 16 1 0 17 0.06
barrier2-10 115626 3897558 33 20 9 62 35 22 2 59 1.05
viscorocks 37763 1162245 2 0 2 4 22 1 2 25 0.16
matrix_9 103431 2121551 905 1231 240 2376 885 1282 149 2316 1.03
barrier2-3 113077 3805069 28 23 7 58 25 28 5 58 1.00
t3dh_e 79172 2215639 1215 2582 6574 10371 1983 2990 848 5821 1.78
bcsstk39 46773 1068034 1574 3937 10476 15987 2150 3254 1123 6527 2.45
ibm_matrix_2 51449 1056611 144 196 43 383 130 171 32 333 1.15
ASIC_680ks 682713 2329177 952 1161 50 2163 874 1063 33 1970 1.10
rajat24 358173 1948236 56 15 1 72 33 8 1 42 1.71
matrix-new_3 125330 2678751 252 279 60 591 257 325 56 638 0.93
barrier2-4 113077 3805069 23 24 9 56 31 29 2 62 0.90
conf5_4-8x8-05 49153 1916929 145 217 78 440 97 248 83 428 1.03
barrier2-9 115626 3897558 21 18 12 51 39 31 2 72 0.71
ct20stif 52 330 1375397 2 0 2 4 36 1 0 37 0.11
boneS01_M 127225 1182805 801 1521 1204 3526 762 1140 234 2136 1.65
conf5_4-8x8-10 49153 1916929 145 209 56 410 155 220 40 415 0.99
conf6_0-8x8-20 49153 1916929 133 188 60 381 157 204 59 420 0.91
nd12k 36001 7128474 96 120 184 400 289 90 18 397 1.01
ch7-9-b4 317521 1587601 30 17 0 47 58 13 0 71 0.66
t3dh 79172 2215639 2101 4864 10946 17911 2873 4158 900 7931 2.26
t3dh_E 79172 2215639 1233 2514 6563 10310 1946 3126 908 5980 1.72
barrier2-11 115626 3897558 35 28 5 68 47 19 4 70 0.97
barrier2-1 113077 3805069 29 15 3 47 23 23 4 50 0.94
twotone 120751 1224225 22 19 5 46 44 40 19 103 0.45
rma10 46836 2374002 1 3 2 6 23 6 4 33 0.18
3D_51448_3D 51449 1056611 164 201 44 409 153 220 41 414 0.99
Raj1 263744 1302465 26 3 1 30 19 5 0 24 1.25
rajat21 411677 1893371 40 10 2 52 60 12 1 73 0.71
Rucci1 1977886 7791169 643 816 107 1566 28 35 1 64 24.47
nd6k 18001 3457659 35 30 59 124 139 32 6 177 0.70
ASIC_320ks 321672 1827808 23 12 1 36 10 15 5 30 1.20
language 399131 1216335 2598 2952 422 5972 2609 3074 419 6102 0.98
filter3D_E 106438 1406792 2898 6272 8321 17491 3354 5146 1025 9525 1.84
filter3D 106438 1406809 2250 4924 6595 13769 3053 4616 1317 8986 1.53
barrier2-2 113077 3805069 20 17 6 43 25 28 2 55 0.78
conf6_0-8x8-80 49153 1916929 144 198 54 396 161 205 64 430 0.92
laminar_duct3D 67174 3833078 1304 2050 814 4168 1208 1964 770 3942 1.06
para-10 155925 5416359 19 20 10 49 36 26 1 63 0.78
xenon2 157465 3866689 35 25 5 65 53 30 9 92 0.71
pwtk 217919 5926172 8 0 3 11 155 0 0 155 0.07
rajat29 643995 4866271 1887 1534 533 3954 2220 1815 360 4395 0.90
conf6_0-8x8-30 49153 1916929 123 194 68 385 149 203 52 404 0.95
conf5_4-8x8-15 49153 1916929 171 206 61 438 134 235 57 426 1.03
t3dh_a 79172 2215639 2116 4924 11039 18079 2963 4130 912 8005 2.26
nasasrb 54871 1366098 0 0 0 0 43 0 0 43 0.00
The average speedup is 1.498
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