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Abstract
Let fAn j n= 1; 2; : : :g and fBn j n= 1; 2; : : :g be sequences of random variables and
Yn = B1 + A1B2 + A1A2B3 +   + A1   An−1Bn:
Let M be a positive real number. Dene the time of ruin by TM = inffn jYn >Mg (TM =+1,
if Yn6M for n = 1; 2; : : :). We are interested in the ruin probabilities for large M . We assume
that the sequences fAng and fBng are independent and that the variables A1; A2; : : : are strictly
positive. The sequences are allowed to be general in other respects. Our main objective is to
give reasons for the crude estimate P(TM <1)  M−w where w is a positive parameter. In
the particular case where both fAng and fBng are sequences of independent and identically
distributed random variables, we prove an asymptotic equivalence P(TM <1)  CM−w with a
strictly positive constant C. c© 1999 Elsevier Science B.V. All rights reserved.
MSC: Primary 60G40; Secondary 60F10
Keywords: Insurance mathematics; Ruin problem; Level-crossing probability; Stochastic
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1. Introduction
Let fAn j n= 1; 2; : : :g and fBn j n= 1; 2; : : :g be sequences of random variables and
Yn = B1 + A1B2 + A1A2B3 +   + A1   An−1Bn: (1.1)
Let M be a positive real number. Dene the time of ruin by TM=inffn jYn>Mg (TM=
+1, if Yn6M for n=1; 2; : : :). We are interested in the ruin probabilities for large M .
We assume throughout the paper that the sequences fAng and fBng are independent
and that the variables A1; A2; : : : are strictly positive. The sequences are allowed to be
general in other respects.
( Supported by the Research Grants Committee of the University of Helsinki and by the Rolf Nevanlinna
Institute.
0304-4149/99/$ - see front matter c© 1999 Elsevier Science B.V. All rights reserved.
PII: S0304 -4149(99)00030 -7
320 H. Nyrhinen / Stochastic Processes and their Applications 83 (1999) 319{330
The ruin probabilities in various models have been of constant interest in risk theory.
In our case, the interpretation is as follows. Denote by Un the capital of an insurance
company at the end of the year n. Suppose that U0 =M and that
Un = (1 + rn)(Un−1 − Bn) (1.2)
for n = 1; 2; : : : . The variable rn describes the rate of return on investments in the
year n. The variable Bn is interpreted as the net payout of the company in the year n
(excluding the investment return). Dene the discount factor by An = 1=(1 + rn) for
n= 1; 2; : : : . Then TM describes the time of ruin of the company in the discrete time,
i.e. TM = n if and only if the capital is negative at the end of the year n for the
rst time. Our main interest is in the case where both positive and negative values
are possible for the rates r1; r2; : : : . Instead of (1.2), it is also natural to consider the
recursion Un = (1 + rn)Un−1 − Bn. The dierence is, however, small in our case. We
have chosen (1.2) to be more compatible with related earlier studies. For the general
background concerning the above processes, we refer to Daykin et al. (1994).
Our main objective is to give reasons for the asymptotic estimate P(TM <1) 
M−w where w is a positive parameter. More precisely, we prove by using the techniques
of large deviations theory that, under suitable conditions,
lim
M!1
(logM)−1logP(TM <1) =−w: (1.3)
We pay a special attention to the particular case where both fAng and fBng are
sequences of independent and identically distributed random variables. It follows from
Goldie (1991) that then
lim
M!1
Mw P(TM <1) = C; (1.4)
where C is a non-negative constant. Based on limit (1.3) and on a rate result of Goldie
(1991), we will sharpen this result by showing that C is strictly positive under simple
conditions. Our study concerning (1.3) and (1.4) extends currently known results both
in generality and in accuracy.
There are rather few earlier papers which deal with the ruin problem in connection
with stochastic rates of returns on investments. We list here those which are the most
closely related to the present paper. A more complete list can be found in the survey
paper of Paulsen (1998b). Upper bounds for ruin probabilities are obtained in Schnieper
(1983) in the case where fAng is a Markov chain and fBng a sequence of independent
and identically distributed random variables. In the continuous time case, upper and
lower bounds as well as exact formulae for ruin probabilities are derived in Paulsen
(1993). Similar questions and asymptotic properties of the estimates are studied in
Gjessing and Paulsen (1997). Further representations for ruin probabilities can be found
in Ruohonen (1980), MHller (1995), Asmussen and Bladt (1996) and Paulsen and
Gjessing (1997). Finally, conditions for certain ruin are obtained in Ruohonen (1980)
and Paulsen (1998a).
The rest of the paper is organized as follows. Limit results for general processes are
stated in Section 2. Renement (1.4) is studied in Section 3. The results are illustrated
in Section 4 by means of an example. Section 5 consists of the proofs.
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2. Large deviations estimates for ruin probabilities
Let (
; S;P) be a probability space and fAn j n = 1; 2; : : :g and fBn j n = 1; 2; : : :g
sequences of random variables on the measurable space (
; S). We assume that the
sequences fAng and fBng are independent and that P(An> 0)=1 for n=1; 2; : : : . Let
Yn be as in (1.1). For M > 0, dene the time of ruin TM by
TM =

inf fn jYn>Mg;
+1; if Yn6M for n= 1; 2; : : : :
In ths section, we consider the ruin probabilities from the viewpoint of large devia-
tions theory. We refer to Dembo and Zeitouni (1993) for the general background. For
necessary information concerning convex functions, we refer to Rockafellar (1970).
It is convenient to deal with the logarithms of the variables A1; A2; : : : . Denote
Zn = logA1 +   + logAn
for n=1; 2; : : : . Dene the convex functions cn: R! R[ f+1g; c: R! R[ f1g
and d: R! R [ f+1g by
cn(t) = n−1logEfet Zng; (2.1)
c(t) = lim sup
n!1
cn(t) (2.2)
and
d(t) = supfcn(t) j n 2 Ng (2.3)
for n 2 N and t 2 R. Clearly, c(0) = d(0) = 0. Let
w = supft j c(t)60g 2 [0;1]:
Consider rst upper bounds for ruin probabilities.
Theorem 2.1. Assume that c(t)< 0 for some t > 0 and that d(t) is nite for every
t 2 (0; w). Suppose that
sup
n2N
Ef(Bn1(Bn> 0))tg<1 (2.4)
for every t 2 (0; w). Then
lim sup
M!1
(logM)−1logP(TM <1)6− w: (2.5)
Clearly; w equals zero if c(t)> 0 for every t > 0. Then (2:5) holds trivially. Thus;
under the technical conditions concerning the function d and the sequence fBng; the
upper bound (2:5) holds except perhaps in the case where c(t) equals zero for every
t 2 (0; w).
More detailed conditions are required for lower bounds. For M > 0, dene
M =

inffk jZk >Mg;
+1; if Zk6M for k = 1; 2; : : : :
For y 2 R, denote by dye the smallest integer >y.
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Theorem 2.2. Assume that there exists  2 (0;1) such that
lim sup
M!1
M−1 logP(M =M6x)<− w (2.6)
for every x 2 (0; ) and
lim inf
M!1
M−1 logP(M =M6x)>− w (2.7)
for every x 2 (;1). Further; assume that
sup
n2N
Ef(−Bn1(Bn< 0))tg<1 (2.8)
for every t > 0 and that
lim inf
!0+
lim inf
n!1 n
−1 logP(Bd(1−)ne>; Bd(1−)ne+1>; : : : ; Bn >) = 0 (2.9)
for some > 0. Then
lim inf
M!1
(logM)−1logP(TM <1)>− w: (2.10)
The conditions of Theorem 2.2 are rather complicated. They allow, however, in-
homogeneity and various dependence structures for the processes fAng and fBng. The
verication of conditions (2.6) and (2.7) may be based on sample path large deviations
results, like Mogulskii’s theorem, and on ruin theory associated with the process fZng.
See Dembo and Zeitouni (1993), Theorem 5:1:2, and Martin-Lof (1983) and (1986).
For general sequences, inequalities (2.6) and (2.7) may be deduced from Theorem 2.2
of Nyrhinen (1998). This will be illustrated by means of an example in Section 4. The
problematic condition for the net payout process fBng is (2.9). We do not know gen-
eral background results for that condition. The example shows that it allows suitable
models for the net payouts.
The intuitive meaning of the conditions of Theorem 2.2 is that they allow the max-
imum of the process fYng to be of the same magnitude as the maximum of the pro-
cess fA1   An j n 2 Ng, at least when this maximum is high. Clearly, the process
fA1   Ang crosses a level M if and only if logM is nite. For large M , the crude
estimate P(logM <1)  M−w can be justied for general processes, see for example
Nyrhinen (1994). Thus, under our regularity conditions, we may expect that (2.10)
holds.
3. A renement
We assume in this section that both fAng and fBng are sequences of independent
and identically distributed random variables. We still assume that these sequences are
independent and that P(A1> 0)=1. Our objective is to sharpen the results of Section 2
in this particular case.
The following theorem is a consequence of Theorem 6:3 of Goldie (1991).
Theorem 3.3. Assume that w 2 (0;1) and that c(t) and EfjB1jtg are nite for some
t >w. Suppose that some of the convolution powers of the distribution of logA1 has
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a non-trivial absolutely continuous component. Then there exist constants C>0 and
> 0 such that
MwP(TM <1) = C + o(M−) (3.1)
when M tends to innity.
If C in (3:1) equals zero then
lim sup
M!1
(logM)−1logP(TM <1)6− w − : (3.2)
If C is positive then clearly (1:3) holds. Thus; given the asymptotic result (3:1); the
constant C is positive if and only if limit (1:3) holds.
Theorem 3.4. Assume the conditions of Theorem 3:3: Then the constant C in (3:1)
is strictly positive if and only if P(B1> 0)> 0.
4. An example
We illustrate in this section the conditions of Theorems 2.1 and 2.2 by means of
an example. A general observation is that the conditions for fAng and for fBng are
completely separate. This is mainly due to the independence of these two sequences.
For the investment return, we consider a model which is closely related to examples
found in the literature. Our model for the net payouts B1; B2; : : : contains submodels for
the claims and the premiums as usual. We do not assume any ination associated with
these payouts. If we would then it could be considered together with the investment
return. See, for example, Schnieper (1983). According to the previous sections, we
assume that the sequences fAng and fBng are independent.
4.1. A model for the investment return
By the notations of Section 1, suppose that the rate of return rn satises the equation
log(1 + rn)− r = a(log(1 + rn−1)− r) + n (4.1)
for n 2 N where r > 0 and a 2 [0; 1) are xed real numbers. We assume that 1; 2; : : :
are independent and identically distributed random variables with Ef1g=0. We take r0
to be a constant and assume that r0>−1. Eq. (4.1) actually means that frng obeys the
Wilkie model for the rate of ination (originally, in Wilkie (1986), the distribution of
1 is assumed to be normal). To have real returns, a separate part may be incorporated
into the model. We refer to Wilkie (1986) and Daykin et al. (1994), Chapters 7 and 8,
for the background.
To describe the technical requirements, denote by c the cumulant generating function
of 1, i.e. c(t) = logEfet1g for t 2 R. We assume that there exists u< 0 such that
c(u) + (1− a)ru= 0: (4.2)
Further, we assume that c(t) is nite for some t <u.
For suciently regular 1, requirement (4.2) merely excludes the cases where the
rates of returns tend to be non-negative. To see this, consider the simple case where
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c(t) is nite for every t 2 R. Then c is either linear or strictly convex. Suppose
that (4.2) is not satised for any u< 0. It is easy to see geometrically that then
c0(t)>(a − 1)r for every t 2 R. Consequently, P(1>(a − 1)r) = 1. We refer to
Iscoe et al. (1985), Lemma 3:4. Recursion (4.1) implies that then
P(log(1 + rn)>an log(1 + r0)) = 1
for every n2N. Thus for given >0, we have P(rn>− )=1 for suciently large n.
4.2. A model for the net payouts
Suppose that the net payout Bn is of the form
Bn = Xn − Pn (4.3)
for n 2 N where Xn describes the total claim amount and Pn the premium income in the
year n. Assume that X1; X2; : : : are independent and identically distributed non-negative
random variables. Suppose that the premium income Pn is determined by the formula
Pn = (1− b)P + b(Xn−1 +   + Xn−n0 )=n0 (4.4)
for n 2 N where n0 2 N, P>0 and b 2 [0; 1) are constants. We take X1−n0 ; : : : ; X0 to
be xed non-negative real numbers. Credibility theory suggests a rating rule like (4.4),
see Buhlmann (1967). As the technical requirements, we assume that P(X1>P)> 0
and that Efet X1g is nite for some t > 0.
4.3. Verication of the conditions of Theorems 2.1 and 2.2
Consider rst the conditions for the sequence fAng. It is easy to see that
logAn =−n − an−1 −    − an−11 − r − an(log(1 + r0)− r)
and
Zn =−(1− a)−1
nX
m=1
(1− am)n+1−m − rn− a(1− a)−1(1− an)(log(1 + r0)− r)
(4.5)
for n 2 N. As in Example 3 in Nyrhinen (1994), we conclude that
c(t) = c((a− 1)−1t)− rt
for every t 2 R. Clearly, c0(0+)=−r and thus c(t) is negative for some t > 0. Further,
w = (a − 1)u and it follows from (4.5) that d(t) is nite for every t 2 (0; w). Thus
the conditions of Theorem 2.1 for fAng are satised. Consider (2.6) and (2.7). We
conclude as in Example 3 of Nyrhinen (1994) that
lim
M!1
M−1 logP(M <1) =−w: (4.6)
We repeat for convenience some denitions required in Nyrhinen (1998). Let c be
the Fenchel{Legendre transform of c. By denition, c(v) = supftv − c(t) j t 2 Rg
for v 2 R. Denote by J the maximal open interval such that c is nite and strictly
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increasing on J . Clearly, w 2 J and d(t) is nite for every t 2 J . Dene the function
  : [0;1)! R [ f+1g by
 (v) =
8<
:
lim
y!0+
yc(1=y) for v= 0;
vc(1=v) for v> 0:
(4.7)
By Theorem 2.2 of Nyrhinen (1998),
lim sup
M!1
M−1 logP(M =M6x)6− inff (v) j v 2 [0; x]g (4.8)
and
lim sup
M!1
M−1 logP(M =M 2 [x;1))6− inff (v) j v 2 [x;1)g (4.9)
for every x> 0. By convexity, c0(w) is a positive real number. Let =1=c0(w). It is seen
as in Martin-Lof (1983) and (1986) that  () = w; ( )0() = 0 and ( )00()> 0.
By Lemma 2:1 of Nyrhinen (1998),   is convex. It follows that the minimum value
of   equals w and it is attained at a unique point, namely, at . Inequality (2.6)
follows from this and (4.8). Let x 2 (;1). Clearly,
P(M =M6x)>P(M <1)− P(M =M 2 [x;1)): (4.10)
By (4.6) and (4.9), the right-hand side of (4.10) is dominated by the probability
P(M <1) for large M . More precisely, P(M =M 2 [x;1))=P(M <1) tends to
zero when M tends to innity. Inequality (2.7) follows from this and (4.6).
Consider the conditions for the sequence fBng. Let t > 1 and n 2 N. Clearly,
EfjBnjtg6Ef(Xn + b(Xn−1 +   + Xn−n0 )=n0 + (1− b)P)tg:
It follows from Minkowski’s inequality that
EfjBnjtg6K(t)EfX t1g;
where K(t) is a nite constant. By our assumptions, both (2.4) and (2.8) hold for
every t > 1 and hence, for every t > 0. Consider (2.9). Let y>P and < (1 − b)
(y − P)=(1 + b) be such that
q= P(X1 2 (y − ; y + ))> 0: (4.11)
Denote = (1− b)(y− P)− (1 + b). Then > 0. Let  2 (0; 1). It is easy to see by
(4.3) and (4.4) that for suciently large n 2 N,
P(Bd(1−)ne>; Bd(1−)ne+1>; : : : ; Bn >)
>P(Xd(1−)ne−n0 2 (y − ; y + ); : : : ; Xn 2 (y − ; y + ))>qn+n0+1:
This implies (2.9).
5. Proofs
Proof of Theorem 2.1. Let
Y = supfY1; Y2; : : :g: (5.1)
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We will prove below that for every t 2 (0; w)
Ef( Y1( Y > 0))tg<1: (5.2)
For M > 0 and t > 0, we have by Chebyche’s inequality
Ef( Y1( Y > 0))tg>Ef( Y1( Y >M))tg
>MtP( Y >M) =MtP(TM <1):
Under (5.2), we conclude that
lim sup
M!1
(logM)−1 logP(TM <1)6− t
for every t 2 (0; w). This implies (2.5) and so it suces to prove (5.2).
Assume rst that w> 1. Denote
Y n = supfYm jm= 1; : : : ; ng (5.3)
for n2N. Clearly,
Y n1( Y n> 0)6
nX
m=1
A1   Am−1Bm1(Bm> 0): (5.4)
Let t 2 (1; w). By Minkowski’s inequality and by independence,
Ef( Y n1( Y n> 0))tg1=t6
nX
m=1
Ef(A1   Am−1)tg1=tEf(Bm1(Bm> 0))tg1=t : (5.5)
Hence,
Ef( Y n1( Y n> 0))tg6
 
1 +
1X
m=2
e(m−1)cm−1(t)=t
!t
sup
m2N
Ef(Bm1(Bm> 0))tg: (5.6)
The series in (5.6) converges to a real number since d(t) is nite and, by convexity,
c(t)< 0. By (2.4),
sup
n2N
Ef( Y n1( Y n> 0))tg<1: (5.7)
By the monotone convergence theorem,
lim
n!1 Ef( Y n1( Y n> 0))
tg= Ef( Y1( Y > 0))tg:
This and (5.7) show that (5.2) holds for every t 2 (1; w). Hence, it holds for every
t 2 (0; w).
Consider (5.2) in the case where w 2 (0; 1]. Then for xed t 2 (0; w) and for every
y; z>0, we have (y + z)t6yt + zt . Instead of Minkowski’s inequality, we make use
of this relation in (5.5) and obtain an upper bound which suces for (5.2).
Proof of Theorem 2.2. Fix > 0 such that (2.9) holds. For n 2 N;  2 (0; );
0 2 (0; 1) and 00> 0, denote
Dn = Dn(; 0) = f! 2 
 jZ16(1− 0)n; : : : ; Zd(−)ne−16(1− 0)ng; (5.8)
En = En() = f! 2 
 j d( − )ne6n6d( + )ne − 1g; (5.9)
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Fn = Fn(; 00) = f! 2 
 jB1>− e00n; : : : ; Bd(−)ne>− e
00ng; (5.10)
Gn = Gn() = f! 2 
 jBd(−)ne+1>; : : : ; Bd(+)ne>g (5.11)
and
Hn = Hn(; 0; 00) = Dn \ En \ Fn \ Gn: (5.12)
Let  2 (0; 1). We will prove below that for given  2 (0; ), there exists 0 2 (0; 1)
such that
lim inf
n!1 n
−1 logP(Dn \ En)>− w: (5.13)
Further, we will prove that for suciently small  2 (0; ),
lim inf
n!1 n
−1 logP(Fn \ Gn)>−  (5.14)
for every 00> 0.
Fix  2 (0; ); 0 2 (0; 1) and 00 2 (0; 0) such that (5.13) and (5.14) hold. The
events Dn \ En and Fn \ Gn are independent and hence,
lim inf
n!1 n
−1 logP(Hn)>− w − : (5.15)
For given n 2 N, we have for every ! 2 Hn,
maxfYm j d( − )ne+ 16m6d( + )neg
=Yd(−)ne +maxfYm − Yd(−)ne j d( − )ne+ 16m6d( + )neg
>− e00n − d( − )nee00nmaxfeZm j 16m6d( − )ne − 1g
+maxfeZm j d( − )ne6m6d( + )ne − 1g
>− e00n − d( − )nee00ne(1−0)n + en: (5.16)
Thus for suciently large n 2 N,
maxfYm j d( − )ne+ 16m6d( + )neg> e(1−)n (5.17)
for every ! 2 Hn.
Let Y be as in (5.1). By (5.17), we have for suciently large M > 0,
HdlogMe  f Y > e(1−)dlogMeg
 f Y >M 1−g= fTM 1− <1g:
By (5.15),
lim inf
M!1
dlogMe−1 logP(TM 1− <1)>− w − :
Consequently,
lim inf
M!1
(logM)−1 logP(TM <1)>− (w + )=(1− ): (5.18)
We obtain (2.10) by letting  tend to zero in (5.18).
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To complete the proof, we have to show that (5.13) and (5.14) are true. Consider
(5.13). Let  2 (0; ) and 0 2 (0; 1). Clearly,
P(Dn \ En)>P(En)−P(
nDn) = P(En)−P((1−0)n6d(−)ne−1): (5.19)
For suciently large n 2 N, we have
P(En)>P(n=n6 + =2)− P(n=n6 − =2): (5.20)
It follows from (2.6) and (2.7) that the right-hand side of (5.20) is dominated by the
probability P(n=n6 + =2) for large n. Hence by (2.7),
lim inf
n!1 n
−1 logP(En)>− w: (5.21)
Let now 0 2 (0; 1) be such that ( − =2)=(1− 0)6 − =3. Then
lim sup
n!1
n−1 logP((1−0)n6d( − )ne − 1)
6(1− 0) lim sup
M!1
M−1 logP(M =M6( − =2)=(1− 0))
6(1− 0) lim sup
M!1
M−1 logP(M =M6 − =3): (5.22)
It follows from (2.6) that we may choose 0 2 (0; 1) such that,
lim sup
n!1
n−1 logP((1−0)n6d( − )ne − 1)<− w: (5.23)
Then by (5.21), the right-hand side of (5.19) is dominated by the probability P(En)
for large n. This and (5.21) imply (5.13).
Consider (5.14). Let  2 (0; ) and 00> 0. Clearly,
P(Fn \ Gn)>P(Gn)− P(
nFn): (5.24)
By (2.9),
lim inf
n!1 n
−1 logP(Gn)>−  (5.25)
for suciently small > 0.
Let t > 0. By Chebyche’s inequality,
sup
m2N
Ef(−Bm1(Bm< 0))tg> sup
m2N
Ef(−Bm1(Bm6− e00n))tg
> e
00tn sup
m2N
P(Bm6− e00n):
It follows by (2.8) that
P(
nFn)6
d(−)neX
m=1
P(Bm6− e00n)6K(t)dnee−00tn; (5.26)
where K(t) is a nite constant. Choose t = 2=00 in (5.26) and make use of (5.25) to
see that the right-hand side of (5.24) is dominated by the probability P(Gn) for large n.
This and (5.25) imply (5.14).
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Proof of Theorem 3.3. We assumed that c(t) = logEfAt1g is nite for some t >w.
An application of Lemma 2:2 of Goldie (1991) shows that then EflogA1g 2 [−1; 0).
Let Y be as in (5.1). Let (A; B) be a random vector which is independent of Y and
has the same distribution as (A1; B1). It follows from Proposition 6:1 of Goldie (1991)
that Y is nite almost surely and that Y and B+Amax(0; Y ) are identically distributed
(by the notations of Goldie (1991), we have P(L= 0) = 1 in our case). We conclude
by Theorem 6:3 of Goldie (1991) that there exist C>0 and > 0 such that
MwP( Y >M) = C + o(M−) (5.27)
when M tends to innity. More precisely, for our purposes it is sucient to choose the
parameter  in Theorem 3:2 of Goldie (1991) such that the contour integral in formula
(3:8) of the theorem vanishes. See also the discussions after Theorems 3:1 and 3:2 in
Goldie (1991). We obtain (3.1) since P( Y >M) =P(TM <1) for every M > 0.
Proof of Theorem 3.4. Clearly, P(TM <1) = 0 for every M > 0 if P(B1> 0) = 0.
By Theorem 3.3, we only have to prove that (1.3) holds if P(B1> 0)> 0. See also
the discussion after Theorem 3.3 in Section 3. The upper bound (2.5) follows from
(3.1) and so it suces to prove (2.10).
To apply Theorem 2.2, we will prove below that (2.6) and (2.7) hold with  =
1=c0(w). Fix > 0 such that P(B1>)> 0. We have not assumed that (2.8) is satised
for every t > 0 but will prove by other means that (5.14) holds. There is no further
need for (2.8) than (5.14) in the proof of Theorem 2.2. Condition (2.9) is clearly
satised for  xed above. Thus, by Theorem 2.2, it is sucient to prove (2.6), (2.7)
and (5.14).
Consider (2.6) and (2.7). The proof of Theorem 3.3 shows that EflogA1g2
[−1; 0). It follows that c(t) is negative for some t > 0. Associated with the pro-
cess fZng, the conditions of Theorem 2.2 of Nyrhinen (1998) are satised. We obtain
(2.6) and (2.7) as in Section 4.3.
Consider (5.14). Let  2 (0; ) and 00> 0. By our assumptions,
P(Fn \ Gn) = P(B1>− e00n)d(−)ne P(B1>)d(+)ne−d(−)ne (5.28)
for n 2 N. Let t > 0 be such that EfjB1jtg is nite. By Chebyche’s inequality,
EfjB1jtg>EfjB1jt1(jB1j>e00n)g>e00tnP( jB1 j>e00n)>e00tnP(B16− e00n):
Hence,
P(B1>− e00n)>1− K(t)e−00tn;
where K(t) is a nite constant. By (5.28),
lim inf
n!1 n
−1 logP(Fn \ Gn)>2 logP(B1>):
This implies (5.14).
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