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1. INTRODUCTION 
The work presented here was inspired by a lecture series by S. Ulam 
and P. Stein (Munich, 1966), which was partly based on their report [l]. 
In their report a special chapter was devoted to the study of the stability 
of the origin for iterations of the transformation (Eq. (58) in the report) 
x++~y+~y2-6xy 
+ ;y + 2y2 + 2 47 xy. 
(*) 
Ulam and Stein have performed several series of about lo5 iterations each 
in an attempt to determine the stability numerically, but without conclusive 
results. They have also conjectured that all quadratic transformations of 
this type (“the linear part consists of a rotation through an irrational angle”) 
have the property that “the iterates of [the transformation] converge to the 
origin provided one starts with points in a circle of sufficiently small radius.” 
In this note we present a straightforward analytic method, which-for 
the transformation (*), cf. Ex. 1 bi-yields a Lyapunov function f(x, y) such 
that 
f(x y) = x2 + y2 + 0(x2 + yy2 
f(x), y’) -j-(x: y) = -16(x2 + ya)a + 0(x2 + y2)s12, 
(**) 
thus proving the stability. It also becomes evident that the stability is 
actually governed by the second-order terms, thus disproving the conjecture 
(cf. Ex. la). The method has a much wider applicability, however, and 
facilitates the determination of stability for a large class of linearly indeter- 
minate transformations and differential equations. 
’ The examples are collected in Appendix B. 
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2. GENERAL REMARKS 
The stability of a fixed point of an iterated mapping (difference scheme) 
or a system of differential equations can often be determined easily by 
means of linearization. When this is not possible the fixed point may be 
called linearly indeterminate. For such points it seems natural to try 
Lyapunov’s direct method, cf. Refs. [2]-[6]. There is, however, no general 
scheme for the construction of Lyapunov functions for this so-called critical 
or doubtful case. (By Lyapunov function we shall mean any function that 
satisfies a Lyapunov-type criterion of stability or instability.) In this note 
we present a practical method for finding Lyapunov functions for a certain 
class of linearly indeterminate fixed points. Although the proposed scheme 
is neither fully systematized nor universally successful, it appears to be 
useful as long as no simpler method is available. 
The methods described by nlalkin [6] for the treatment of critical cases 
are obviously related to the ones presented here and in some respects more 
general. However, the point of view adopted here is different and for 
problems where it is applicable the calculations appear to become simpler 
and less implicit. Our aim has been to present a self-contained account of 
the stability determination for such problems. All that should be needed 
for the understanding of the proposed scheme is a knowledge of the 
fundamental theorems of Lyapunov theory. For convenience these have 
been listed as Criteria I-III in Appendix A. (In the following, Roman 
numerals will refer to criteria in this appendix.) 
In Appendix A we have also given an unconventionally formulated 
instability criterion (cf. IV) and discussed a construction scheme for its 
application that sometimes allows a quicker proof of instability. For particular 
problems the determination of stability may be facilitated if one recognizes 
the existence of independent or weakly dependent subsystems. An account 
of such techniques falls outside the scope of this note. 
In Appendix B we have illustrated the proposed construction scheme by 
applying it to some specific examples. The examples are mainly those that 
were used to develop the scheme and have no connexion to any particular 
application. 
The note is written in terms of mappings but can equally well be read 
in terms of systems of differential equations, necessary modifications are 
inserted between oblique dashes (solidi). Thus primes may be interpreted 
as denoting either transformed or differentiated quantities. Let 
x’ = Ax + u(x) (1) 
be a real m-dimensional transformation, where xl is a constant matrix and 
U(X) is a vector function whose components are finite-or sufficiently 
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well-behaved-power series in the components of x and contain no constant 
or linear terms. For simplicity we shall restrict the treatment to autonomous 
systems where the coefficients do not depend on the independent variable t 
(i.e., number of iterations or “time”). The proposed construction scheme 
can however also be applied to several types of nonautonomous systems, 
cf. [6]. The stability of the origin-the fixed point to be investigated- 
is normally determined solely by A’s eigenvalues Xi . The origin is 
asymptotically stable if 
14 I < 1 
/Re A! < 0,l 
for all j, 
unstable if 
If 
14 I > 1 
/Re hj > O/ 
for some j. 
IhI > 1 
/Re hi > O/ 
for all j, 
all iterations starting outside the origin tend to leave the origin; we may 
call it totally unstable (or inversely stable because it is stable for the inverse 
transformation /for t -+ -CO/). By stable we mean stable in the small; we 
shall always consider a su@iently small neighbourhood of the origin. 
3. STANDARDIZATION OF PROBLEM AND NOTATION 
In this note we shall study the linearly indeterminate case 
I& I = 1 
for some j, 
Ihl < 1 
/Re hj = O/ /Re Aj < O/ 
for all j. (2) 
We shall assume that the matrix A is diagonalizable, but allow the diagonaliza- 
tion to lead to a complex matrix. (In fact, it would often be sufficient to 
assume that A is diagonalizable with respect to the critical eigenvalues 
1 hj ( = 1 
/Re 1\3 = 01. 
One can then normally reduce the problem to one with a diagonal matrix 
of lower order by means of a procedure analogous to that described by 
Malkin [6], e.g., Section 41.) We also assume that a(x) is not identically zero. 
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In order to avoid proliferation in the notation-as, e.g., “there are k(l, m) 
eigenvalues K& , pi) with corresponding variables xi(yi , xi) and nonlinear 
functions &(x, y, z)( Yi(.lc, y, x), 2$(x, y, x)) having such and such a property” 
-it may often be convenient to use a notation based on subsets of the 
subscript space M 
M:jgM if l<j<m, j integer. (3) 
So as to connect subscripts belonging to complex conjugate quantities we 
define a one-to-one “conjugation mapping” of M onto itself 
c(i) = j if Im hj = 0 
c(c(j)) = j, h,~) = AT if Im hi # 0. (4) 
If c(i), c(j),..., c(k) is a permutation of i, j ,,.., k, we say that c(zj’ . . . k) = ij . . . k. 
Further we introduce the following subsets of M. 
(5) 
N:N= (j N,,. 
n=l 
Note that N only contains those j for which Im hj > 0. Another subset of N 
will be introduced in Eq..(39). 
To illustrate the diagonalization, let 1, ,..., 1, be a complete set of left 
eigenvectors and r1 ,..., r,, a set of right eigenvectors such that 
l&l = X,lj 
Arj = X,rj 
lo(j) = 1; (6) 
l,ri = aii . 
Instead of in the x-space we shall study the transformation in a t-space: 
tj = ljx (sj is the jth component of the vector 5) 
.?j = Px, x = P-l& c = PAP-16 + Pu(P-lt) = B[ + b(t), (7) 
where the ith row of P is li and the jth column of P-l is rj . B is a diagonal 
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matrix, (B)ii = /\& . A further simple transformation 71 = Q[ will give a 
real representation of our results. Let 
% = -a + 5cd for jEN 
I 
%(i) = z (fj - SC(n) for jEN1uN3 
so that 
tj = rlj -t- iw) , L(j) = 75 - irldd for jEN1uN3 
fj = r)f for jENauN* 
Finally we put 
P2 = c 77i2 = c t%(j) 
ieM jEN 
2 
PP ,..., Y = ” 1 s&j, 1 
j~N~u...uN, 
and introduce the difference operator D 
W(S) = f(S’) -f(S) 
IDmY = frcni, 
and a variation coefficient L 
Lij...k = &A* s-s A, - 1 
lLi*...k = 4 + +i + *** + hk/* 
(8) 
(9) 
. 
(13) 
(14) 
The number of subscripts may, when convenient, be indicated by a 
superscript in parenthesis, i.e., Ljf’ = Lij . 
It is easy to verify that the standardized mapping (cf. Eq. (7)) 
5’ = a + b(t) (15) 
(B diagonal!) implies that for any pth order term eifj . . . .$ 
(17) 
We shall call such a term diminable if 
L!“) 
u.,,k # 0 
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and p-invariant if 
L!“’ - 0 23...k - * (18) 
(A set defined in terms of p-invariants is an invariant set of the linearized 
transformation.) A p-invariant will be called normal if it can be written as 
l’Ji (,$J,ci,) or ej I’& ([J,(s), otherwise it will be called anomalous. (The 
normal p-invariants are automatically real, the complex anomalous ones 
will only appear in real combinations of complex conjugates.) The existence 
of normal even-p-invariants is a consequence of the assumed linear indeter- 
minacy, cf. Eq. (2). Normal odd-p-invariants exist if and only if 
xj = 1 
/hj = o/ for some j. 
Anomalous p-invariants exist if and only if there are multiple critical 
eigenvalues 
Ai = Aj i f j and i,jENluNz (1% 
or some other special relation of the form 
h,hj . . . A, = 1 
A + 4 + ... + A, = o/ 
where c(;j . . . k) f g . . . K. (20) 
4. CONTRUCTION OF LYAPUNOV FUNCTIONS 
We shall now try to construct a function F to which we can apply one 
of the basic criteria I and II. Our aim is not to cover all possible cases but 
instead to demonstrate that in many cases one can find a Lyapunov function 
by means of an explicit and comparatively simple procedure. The advantages 
of the proposed method depend on a relative scarcity of p-invariants. If, 
say, all eigenvalues were unity /zero/, all terms sifj . . . fI, would bep-invariants 
and the method would give no help. (We might still use the second type of 
elimination described at the end of the next section.) 
In our first attempt we look for an F such that all dominant terms in DF 
are of at most fourth degree. This part of the construction can be fairly 
well systematized. If the first attempt fails, its results may still give useful 
indications for the construction of a more complicated DF. These indications 
can be so varied that it does not appear expedient to try to systematize 
the procedure for a general problem. In many cases there are analogies with 
the first-attempt procedure. 
Inspection of Eq. (16) makes it seem plausible that we should try to 
construct F starting from the l-, 2-, and 3-invariants. (We shall at first 
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assume that N3 u N4 is empty and consider the noncritical variables in the 
next section.) In order to avoid variable-sign terms in DF we construct an 
auxiliary corresponding to each p-invariant. An auxiliary, f(g-l), of order 
q - 1 has the property 
@W-l) = I(s) + R(C), (21) 
where I(q) represents a sum of p-invariants (p < q), and the remainder, 
R(q), may contain eliminables of order p@ and arbitrary terms of higher order. 
For this we shall use the notation 0,~“. (Sometimes we may let R(Q) contain 
other terms that are known not to affect the sign of DF.) Thus a p-invariant 
is automatically an auxiliary of order p. To raise the order of an auxiliary 
of order q - 1 we multiply each (nonnegligible) qth-order eliminable term 
of R(g) by (L$)...$l and substract it from f (q-l). It is not always necessary 
to carry out this elimination in full detail. 
From a list of the third-order auxiliaries, f b3), derived in this way from 
the l-, 2-, and 3-invariants, i.e., from 
of” = IF) + @‘, 
we now attempt to find a linear combination of the 1:4’ such that 
(22) 
is negative definite (or at least nonpositive with the set G = 0 as small as 
possible). Obviously, it may often be unnecessary to construct a complete 
list of the f h”‘. Also, the construction of the auxiliaries can often be facilitated 
by making a preliminary elimination in the basic system, Eq. (15), cf. next 
section. 
Using the K’s of Eq. (23) we define a function Ft3) 
Ft3) = c kvf p). 
The function obtained through elimination of the fourth-order eliminables 
in DF(” will be denoted by Ft4’ and that obtained by deleting the third-order 
terms in F@) will be called F@). Let us first assume that we are successful 
and, further, that 
G < -KP:,, , (25) 
i.e. G is not only negative definite but also smaller than some negative 
definite fourth order form. Then, for sufficiently small plsz 
DFf4’ < /3G < 0 0</3<1 (26) 
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so that P4) is a Lyapunov function satisfying Criterion I. To determine the 
stability it is sufficient to study Ft2). If P2) is positive definite, so is F(4) 
and the origin is asymptotically stable; if Fc2) is negative definite, so is F(4) 
and the origin is totally unstable; in all other cases P4) must be nondefinite 
and the origin unstable. The least evident part of this statement is the last, 
to prove it, we assume, for instance, that Ft2) is positive semidefinite. Then, 
either Ft3) = *Cp3, C f 0 on some radius where Fc2) = 0 and thus F(4) is 
nondefinite, or it might-but presumably does not-happen that Fc3) = 0 
where Ft2) = 0. In the latter case 
H = Ft4) - YP:., (27) 
would be nondefinite for sufficiently large y while DH = DFf4) + Opt,, 
would remain negative definite, thus proving the instability. 
When Fc2) is definite it is easy to obtain an estimate of the rate of 
convergence (or divergence). For sufficiently small pl,2 we have 
and, from Eqs. (25), (26), and (28), 
I DFc4) 1 > ,‘3Kp; 2 > (F(4))2 E 
K12 ’ (29) 
Then if t is the number of iterations, necessary to reach (emerge from) 
a small value 1 Ft4) I = F starting from (reaching) the limit of validity of 
Eqs. (28) and (29), say I Ff4) j = Fmax , we have 
t < 2 . $ 11 + 2 (g2 . F log(Fmax/F))1’2! 
(30) 
I 
Thus if it is possible to construct a negative definite G, satisfying Eq. (25), 
which is often evident from inspection of D(f$‘), the determination of 
stability is very simple. We do not even have to construct the full Lyapunov 
function Fc4). In fact it is sufficient to see whether Fla) is positive definite 
(implying stability) or not (implying instability). 
However, when we cannot find G < KP:,~ , we have to be more careful 
and explicit-especially with the remainders-in the construction of the 
Lyapunov function. If our failure to find G < 0 is due to the absence of 
(&tcb))2 from Y, we should inspect the transformation to see if and how 
we can produce a term of the type (&~cri))k. Sometimes we cannot use the 
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lowest producible such term because it carries with it nonnegligible extra 
terms. We then have to raise the order of the extra terms, preferably raising 
the order of the ([j[Cuj)-term as little as possible. If our failure is due to 
the fact that ([j[,(j,)2-although present in 1:“’ -carries with it a nonnegligible 
lower-order term, we have to proceed in the same way as just described. 
If, however, the failure to find G < 0 is due to a real impossibility of 
finding any DF < 0, we should note that-for DF ,< &-stability requires 
F > 0 for DF = 0; whereas instability requires only F 3 0 for DF = 0. 
For instance, if ti never occurs alone (or with [,u,) in b(t), then to prove 
stability we must use some term +(&[,uj) in the construction of F, whereas 
for instability we are free to leave out the pure fj-terms altogether, cf. 
Ex. 3c. It should also be stressed that a real impossibility of finding DF < 0 
for the critical variables necessitates a more careful handling of the 
noncritical variables. 
If b(t) contains only few low-order terms it seems natural to go to higher 
orders in the original elimination. This, as also the existence of low-order 
anomalous p-invariants, increases the number of possible terms, which tends 
to lessen the chance of success and add to the complexity of the task. 
5. ELIMINATION AND COORDINATE TRANSFORMATIONS 
As was stated above, it is often practical to construct the auxiliaries by 
using a modification of the basic system, Eq. (15). The elimination work 
is then simpler and less extensive. In general, if 
Qdl> = k(O + ah(t) + R (31) 
W5‘) = lh(5) + r (32) 
L-llf0, (33) 
then obviously 
D g+L-l ( 
ah -) =L(g+&) +R+fi (34) 
so that the term h(f) in Eq. (31) can be simply eliminated when L - 1 f 0. 
(Note that if a, L and E vary with time, the analogous elimination would 
be based on the solution of a simple differential equation.) We shall extend 
the meaning of eliminable and also the symbol 0, to include such terms, 
thus making these notations dependent on the equation in which the terms 
appear. When applied to the basic equations this elimination may be viewed 
as a coordinate transformation and carried out systematically to any desired 
order K, 
474 DAHLBERG 
Then we have for any j E Nr u N, , 
Dfj = L,tj + Ij’“‘(t) + 0,~“. (35) 
If this is done a p-invariant will automatically be an auxiliary of order 
p + k - 2 (i.e., contain no essential terms of order less than pP+” in the 
remainder, cf. Eq. (21)). F or a specific problem it may, however, be simpler 
to retain the original coordinates of Eq. (I 5) or to carry out only an incomplete 
coordinate transformation. For instance, this may be important when we 
want to make use of some special property of the nonlinear terms that may 
be difficult to express in terms of new, implicitly defined coordinates. In 
any case, it is normally advisable to use the basic system, Eq. (15), for the 
first steps of the elimination, up to the lowest order terms for which 
L - E = 0. The polynomials obtained in this way then form the starting 
point for the construction of the auxiliaries. 
Let us now consider the treatment of the noncritical variables fi , 
j E Na u N4. Any term in Dtj , j E: Nr v Na , containing a noncritical 
variable is automatically eliminable, cf. Eqs. (14) and (33), and we could 
construct the auxiliaries as before and attempt to build a Lyapunov function 
from these and a suitable sum 
Normally it is, however, better to employ a successive coordinate transforma- 
tion of the noncritical variables that enables us to study essentially a system 
in the critical variables alone. 
Malkin [6] has described general methods for finding coordinate trans- 
formations that will eliminate the low-order purely critical terms in the 
noncritical equations. When the matrix B is diagonal such transformations 
are easy to construct using Eqs. (31)-(34). Again it is often unnecessary 
to carry out the elimination in full detail. After elimination of purely critical 
terms to order K - 1 with the corresponding coordinate transformations, 
we may have 
Dti = LiEi + J?‘(t) +fi(O + Opt?, iENluNz (36) 
Dti = L&j +g&!) + OP:~, jEN3uN4, (37) 
where Xck) represents purely critical terms up to the order p:,a and f and 
g are Op~a,~. The “critical order” C(f, K) will be defined as the order 
(in P~,~) off for h4 = OP& . The critical order can be raised either by 
elimination of critical terms in Eq. (37) or by elimination of terms from f in 
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Eq. (36)-whichever is preferable. The elimination of purely critical terms 
in the critical equations does not change the critical order. Since it does 
add higher-order terms to f and g and since new critical terms may result 
from raising the critical order, it seems advisable to do the latter first. In 
many cases it is sufficient to go to C(f, K) = 4 corresponding to K == 3 
or K = 2 for f = O(p?& + p&). It is easy to establish that if 
C(j, K) > k (38) 
then further elimination of critical terms in Eq. (37) and/or elimination of 
terms fromf in Eq. (36) will not affect the form of X’“). Thus Eqs. (36)-(38) 
are equivalent with 
Xi = -Ui + Xi’“‘(E) + O(p:y + p”), iENluN2 (39) 
D5j = L,5j + h,(t) $ OP:,? j jEN3u N4 (40) 
(where hj = O~a,~p) for arbitrary finite M and N. 
If we can find a Lyapunov function determining the stability for the 
critical variables using the reduced system 
DE. = L.t. + X!“‘(c$) + Opk+l E t z 2 1.2 9 icNluN2, (41) 
then the stability conclusion-except as regards total instability-will hold 
also for the full system underlying Eqs. (36)-(38), cf. Malkin [6], e.g., 
Sections 30, 40, 91, and 92. (If DF < 0 for Eq. (41), then D(F + p”,,,) < 0 
for Eqs. (39) and (40).) Obviously we must ensure that the remainders 
cannot affect the result, which may be difficult when using criterion II 
where it is not permissible to have a remainder known only to its order. 
If we have used criterion III to prove the instability of the reduced 
system, Eq. (41), then the result also holds for the full system. (If Eq. 
(41) gives F DF > 0 where F > 0, then Eqs. (39) and (40) give 
(F - d.J V - d.J > 0 where (F - di,,) > 0.1 
For criterion IV the situation is more complicated. Let the vectors 77 
and 5 denote the critical and noncritical parts of 5 respectively. Assume 
that the reduced system 
Dr], = LiTi + X!“fv) + R.(rl t) z z 7 
is unstable provided only 
(42) 
I %?T t)l G A I7 Ik+l for O<t<co. (43) 
This means that there exists an E(A) > 0 such that, for any arbitrary small 
6 > 0 and any R(7, t) satisfying Eq. (43), we can find some initial point 
17(O) = 44 6, q with 1 01 1 < 6 and such that the iteration /trajectory/ 
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starting with 17 = 01 at t = 0 will reach / 17 j > E in a finite time. If we add 
the restriction that it shall be possible to choose ~(0) = &(A, 6) independent 
of R it is easy to show that the full system is also unstable. (This restriction 
is included in Malkin’s definition ([6], Section 91) of “instability independent 
of terms of order higher than k.“) To prove this we note that the full system, 
Eqs. (39) and (40) or 
with 
Drli = Li17i + xi(T) + pi(171 5) (4) 
D5j = LJj + hj(T, 5) + Q~(T) (45) 
I p I < B(l 7 /?+l + I 5 I”+‘) (46) 
IQ I < 4 I 7 IN, N>k (47) 
I h I < B, I 5 ICI T I + I 5 I> (48) 
has the property that 
implies 
I w-9l G I dO)l (49) 
I WI G I dOI for t > 0. (50) 
Let 7 = p)(t), 5 = t)(t) be the solution of Eqs. (44) and (45) for q(O) = ~(0) = 
42B, 8) and some chosen l(O) such that ] c(O)] = ( #(O)] < ] v(O)]. Then 
because of Eqs. (49) and (50) we may put 
W> = 4 dt)i with I r(t)1 G 1 (51) 
so that 7 = p)(t) is the solution of Eq. (42) for the initial value ~(0) = 42B, 6) 
and with 
R(rl, t) = Ph r(t>l rl I> < 23 I T I’+l. (52) 
But this solution is unstable and consequently the full system is unstable 
(cf. Malkin [6], Section 92). 
If the choice of initial point cannot be made independent of R(q, t) in 
Eq. (42), we cannot now give a general proof. This might happen if we 
can prove only that the predecessors of certain points must remain in the 
region Sz, of criterion IV (or, equivalently, that the successors of some 
unspecified point arbitrarily close to the origin will remain in 4). If it could 
be shown that successive elimination of critical terms in Eq. (40) is a 
convergent process when N + co (i.e., leads to a system (44)-(48) with 
Q = 0), this would mean that the instability of the reduced system carries 
over to the full system since then an unstable solution of Eq. (42) with 
Ri = P,(r], 0) would obviously define an unstable full-system solution for 
which 5 = 0, In most cases it is, however, not difficult to modify a 
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predecessor-based proof to one based on successors, cf. Ex. 3b. For 
differential equations one may alternatively use a three-function theorem [7]. 
Finally we shall mention another type of elimination which we shall refer 
to as the second type. The characteristic feature of this is that the eliminated 
term in DF is different from and of higher order than what is added to F 
to achieve the elimination. The simplest example is when a variable-sign 
p-invariant term is excluded from G of Eq. (23) by means of special 
combinations of the auxiliaries, cf. Ex. 3a, Eq. (B3.9). This type of elimination 
can also often be used to find transformations to coordinates for which the 
coupling between the equations is weaker than for the original coordinates 
of Eq. (15). Such transformations are useful when looking for “radial” 
instability, cf. discussion after criterion IV, and especially when there is a 
relative abundance of p-invariants, for instance due to multiple critical 
eigenvalues. 
6. DIFFERENCES BETWEEN MAPPINGS AND DIFFERENTIAL EQUATIONS 
Before we conclude, we shall say a few words about differences between 
mappings and systems of autonomous differential equations. First, the rules 
for the difference operator D are not the same. Thus, e.g., 
D(fifJ = fiDf2 +fiDfi + DfiDfi 
(53) 
lD(fifi) = fiDfi +fiDfil 
D(f”) = (f + Of)” --f” := nfn-lDf + .** + (Of) 
(54) 
/D(f”) = nf”-lDf/. 
Secondly, t(n) = B[(+l) + b([(+l)) = Bn[ + W(fJ (i.e., the n times 
iterated mapping) is more directly applicable to stability studies than 
/t’“) = Bf(m-l) + b(.$“-‘)) = B”f + W(t)/ (i.e. the nth derivative of 0. 
Thirdly, the conditions for the existence of anomalous p-invariants differ 
significantly, cf. Eq. (20). F or instance, a single pair of critical complex 
conjugate eigenvalues may and will give rise to anomalous p-invariants for 
mappings, if Ai” = 1, but not for differential equations. If such anomalous 
p-invariants occur (for so small CJ that they affect the calculations, cf. Ex. lc) 
it may be advantageous to study the q times iterated mapping using real 
variables, e.g., rli and veu) , cf. Eq. (9). Note that the originally eliminable 
terms will cancel in the q times iterated mapping at least up to the order 
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of the first nonzero noneliminable term. Thus it will often be unnecessary 
even to introduce the complex variables for such systems. 
As a further illustration we shall derive a result that is sometimes useful 
for differential equations but has no immediate counterpart for mappings. 
Consider the system 
where f and g have real coefficients and 
(56) 
We shall assume that there are no multiple imaginary eigenvalues and 
also that Eq. (20) does not hold for any combination of (less than m + n) 
imaginary eigenvalues. This implies that all p-invariants (p < m + n) must 
be real. Thus fj , j E N, can contain only eliminable terms (up to the order 
P m+n-2). Further, L - I is always purely imaginary in the eliminations, cf. 
Eqs. (14), (16), and (31)-(34). Th e e imination of an mth order term in f 1’ 
will then produce changes in g that are at most Opm++l. Thus Eq. (55) 
is equivalent with 
(57) 
where W) has real coefficients and contains only p-invariants 
(1 < p < m + n - 3) and IQ(<) 3 0 for j E N, . From Eq. (57) we at once 
obtain 
Thus, if we can determine the stability from Eq. (58) (and (57) for j E N,), 
then the result will hold also for Eq. (55) as long as Eq. (56) is satisfied. 
It should be noted that the separation of terms leading to f and g is not 
unique. The transformation 
(59) 
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will transfer certain terms from f to g and vice versa. The illustrated result 
will be useful if we can write our system in the form of Eqs. (55) and (56) 
with n > nz (cf. the example considered by Malkin [6], Sections 36 and 42). 
7. CONCLUSION 
The semi-systematic scheme proposed should make it feasible to determine 
analytically the stability of many linearly indeterminate fixed points for 
mappings and differential equations. The conventional direct-method 
criteria of stability and instability have been listed in a slightly modified 
and extended form, which should facilitate the determination in many cases. 
By considering the special Lyapunov functions obtained it will often be 
possible to make estimates of the rate and range of convergence. For cases 
where the proposed scheme does not yield conclusive results, the partial 
results obtained may often be interesting in themselves and also form a 
good starting point for an ad hoc procedure. 
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APPENDIX A: CRITERIA OF STABILITY AND INSTABILITY~ 
This appendix contains a reformulation in convenient terms of the simpler 
theorems of Lyapunov theory (cf., e.g., [2-51) and their obvious counterparts 
for mappings. We have also listed a supplementary instability criterion that 
may simplify the stability determination in particular cases. All Lyapunov 
functions are assumed to be real and continuous, to vanish at the origin 
and to have a /piecewise/ continuous and calculable difference, DF. The 
last requirement is somewhat weaker-and sometimes more convenient as it 
may allow the use of, e.g., F lln-than the more common one of continuous 
partial derivatives. Further, we always consider a sufficiently small neigh- 
bourhood Q of the origin (excluding the origin itself, thus F < 0 means 
F < 0 for 0 < p < R, F = 0 for p = 0). We can then list the following 
criteria in terms of a Lyapunov function F. 
I. DFtO 
a. F > 0 (then F > 0) j origin asymptotically stable; 
b. F < 0 for some E arbitrarily near 0 * origin unstable; 
c. F < 0 (for all f near 0) * origin totally unstable. 
We see that if the origin is stable but not asymptotically stable it is impossible 
to find an F with DF < 0. In general this is impossible if the transformation 
has an invariant set contained in an arbitrarily small sphere and which does 
not include. the origin. (F must have a smallest value on this set from which 
it cannot decrease.) It may often be easy to establish the existence of such 
invariant sets. 
We shall now list some criteria involving DF = 0 somewhere; they may, 
of course, be used also when it is not impossible to find an F with DF < 0. 
II. DF < 0,F > 0 where DF = 0 
a. F > 0, F > 0 where DF = 0 (then F > 0) 2 origin stable; 
b. F < 0 for some t arbitrarily near 0 => origin unstable; 
c. F > 0 (i.e., F > 0 where DF < 0), but .F = DF = 0 for some [ 
arbitrarily near 0. This information is not sufficient to determine the 
stability. If DF < 0 for F sufficiently small and all possible 4 we know that 
2 Note: For nonautonomous systems the criteria need sharpening. For differential 
equations we may, for instance, require F(x, t) and x/(x, t) to be bounded in Q and 
takeF>gtomeanthatixI>c> 9 implies F > 6,(r) > 8. Further, in the instability 
criteria F _ -E e: $3 should imply DF < -h(c) < $3 or F > E > fl imply 
DF 2 S,(C) .‘. g respectively. In criterion IL, we should require F > 0 also where 
DF< 0. 
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F = 0 is a stable property of the solutions which may be interesting in 
itself. The function F may be taken to represent an independent or weakly 
dependent subsystem and used as a starting point for the construction of a 
Lyapunov function for the whole system. 
The instability criteria 1.b and 1I.b are unnecessarily severe in their 
requirements on DF. To establish instability all we need to do is to show 
the existence of one unstable trajectory. A step in this direction is the 
instability theorem of Chetaev which only involves a subregion of the 
neighbourhood Sz of the origin. 
III. If DF > 0 everywhere in the nonempty open set defined by F > 0 
and with F = 0 on its boundary /or in one of the disjoint subsets thus 
defined/ and if this set has the origin as a boundary point, then the origin 
is unstable. 
Note that if DF has a remainder term known only to its order in p the 
statement DF > 0 will have the form DF > ypyp” + O@+l y > 0 at least for 
the region F 3 0. 
The idea behind the Chetaev theorem can be summarized in a less formal 
instability criterion. 
IV. Let Q1 C Q contain points arbitrarily close to the origin, and let 
F > 0 for points in Sz, . Further let F > E > 0 imply DF > S(E) :- 0 for 
such points. We may then establish instability by showing: 
a. either that all successors of (some or all) points in .Q, arbitrarily close 
to the origin will remain in Q, (at least as long as they remain in Q); 
b. or inversely, with the added restriction that F + 0 implies 1 [ / -+ 0 
for points [ EQr , that all finite-time predecessors of (some or all) points 
in Qr , with, say, F = E will remain in Q1 . 
To prove this statement we assume that the conditions hold but that 
the origin is stable. Then for a given small or we can find a S, such that 
/ t(O)1 < 6, implies 1 E 1 < or for all times. For a we then choose a E(O) E Qr 
such that (all its successors remain in Q, and) / f(O)1 < 6, with F(f(0)) = 
e > 0. We observe that j 6 ) < cl must implyF < e2 < co. Since DF > S(E) 
for f(O) and all its successors the condition F < l 2 cannot hold for times 
longer than (cZ - <)/S(E) < co, which contradicts the assumption of stability. 
For b we instead choose a t(T) E Q, such that (all its predecessors are in 
.Qr and) 1 t(T)/ > or with F(f( T)) = us < co. Then, because of the assumed 
stability, 5 > 6, and consequently F > E > 0 and DF > S(E) for all its 
predecessors. However, this cannot hold if we choose the time T greater 
than (Q - E)/S(E) since then F([(T)) would have to be greater than ca , 
which again contradicts the assumption of stability. 
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Criterion III may be considered as a special case of IV, which also contains 
Chetaev’s two-function theorem [8]. For autonomous systems it is in many 
cases possible to find F and Q, through a semi-systematic construction 
which we have called “search for radial instability.” The construction is 
perhaps best described by reference to the specific examples considered, cf. 
Ex. 3a, 3b, and 4. The procedure is based on the assumed existence of an 
unstable iteration /trajectory/ approaching the origin for t --f --cc and does 
not work when no such solution exists, cf. Ex. 3c. It is related to Malkin’s 
treatment, cf. [6] Section 94, of a system of differential equations with 
two vanishing eigenvalues. The general idea is the following. In the space 
defined by the coordinates 
if i E Nr or hi = -1 (mapping) 
if i E N, except hj = -1 (mapping), 
it should be possible to approximate this unstable solution by an outgoing 
radius with p = 0 / cr, 1 for at least one k. Putting z = / 5, I, we may then 
attempt to find a sufficient number of terms in a series expansion in z of 
such a solution so that we can prove that the successors (or predecessors) 
of points in a certain neighbourhood Sz, of this approximate solution will 
remain in Q, . To find the approximate solution we put 71z,i = & - &n, .z) 
for i f  k and determine the terms of y  (i.e., ~(n, z) - ~(n - 1, z)) so that 
the pure z-terms in Dyn,i = fnsi(v, , x) vanish to a successively higher order. 
The approximate solution is often not unique, we must then look for one 
that gives Dz = g,(vn , 2) > 0 in Qr , cf. Ex. 3a. If  we succeed in this, 
the conditions of criterion IV will be fulfilled. Note that the series for y  
need not be a pure power series in z but may contain terms like zn log .z 
and nonintegral powers. Also it is normally unnecessary tom work with 
(titr(ijY'*, instead we use li[+, itself as a basic variable. Once the trans- 
formations have been carried to a point allowing a predecessor-based proof 
(IVb) /or even a three-function proof, cf. [7]/, t i is normally easy to establish 
that the transformations can be carried on further until we could use IVa 
or ultimately even III. 
APPENDIX B. EXAMPLES 
As an illustration of the proposed method we shall determine the stability 
for a number of specific examples. In these x, 5, etc. will denote scalars 
instead of vectors as in the main text and we normally give only one of two 
complex conjugate equations (i.e., for x’ and y’ when y  = x*). 
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EXAMPLE 1 a (Mapping). Let us first consider a fairly general linearly 
indeterminate 2-dimensional mapping with complex h. 
x’ = A(” + 4x2 + bxy + cy2 + dx2y) + o,p3 
y zs x*, 1 h 1 = 1, h,J f 1 for q = 1,2,3,4. 
To eliminate the second-order terms we put (cf. Eq. (34)) 
hax2 hbxy hcy2 - __ U=x+h-A2+h-l+-, h - A*2 
v  = u*, 
which, after calculation of the x2y-term in (x’)~, x’y’ and (Y’)~, yields 
ai = h(u + pu% + O,p3) 
u’v’ = uv + (p + p*) z&J2 + o,p4 
with 
2h2ab 
P=X-h2+ x-1 
b(u + b*) + 2A*2cc* 
h + d, 
and thus 
p+p*=2Red--cc*-bb*+2Re ab 
[ ( 
ImabImX 
=2Red--cc*-bb*-3Reab- 1 -Reh . 
We have asymptotic stability for p + p* < 0 and total instability for 
p + p* > 0. (As an example of instability [cf. Introduction], we may choose 
a = a* = -b, c = d = 0, which gives p + p* = 2a2.) 
EXAMPLE 1 b (Mapping). To apply this result to the mapping studied 
by Ulam and Stein we rewrite their system (*), putting 
x = HE + rl), [=xfiy 
x2-.-\/7 
4 a 4 
1 
Y = z (6 - 171, 7=x-iy 
and obtaining 
5’ = h [E + A* (5 + i) p + A* (-$ + i) .$ - A* (-& + 22.) g]. 
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Substituting the coefficients in the formula for p + p* in Ex. la, we find 
p +p* = -16, 
thus proving the stability. 
EXAMPLE Ic (Mapping). Consider the mapping of Ex. la but let A3 = 1 
with c f 0. (If c = 0 Ex. la is still applicable.) The three times iterated 
mapping is 
x(3) = x + 3cys + opa. 
Putting x = u + iv and c = A + iB (u, v, A and B real) we find 
Du = 3A(u2 - v”) + 6Buv + Op3 
Dv = 3B(u2 - v”) - 6Auv + Op3 
for which it is easy to establish “radial instability.” 
EXAMPLE 2 (Differential equation). For comparison we also consider the 
differential equation analogous to Ex. la (notice that the coefficients are 
defined differently): 
dxjdt = Xx + ax2 + bxy + cy2 + dx2y + Oep3 
y  3 x*, A* = --A # 0. 
Putting (cf. Eq. (34)) 
2 bxy cy” -- u=x+&+~w~+h+2h’ v  5; u*, 
we find 
with 
duldt = hu + pu2v + 0,p3 
d(uv)ldt = (P + P*)(uv)” + 0,p4 
and thus 
p + p* = 2 Re(d - ah/h). 
The origin is asymptotically stable for p + p* < 0 and totally unstable for 
p+p* >o. 
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EXAMPLE 3a (Mapping). In Ex. 1 and 2 the set Ni u N, had one element. 
If N1 u N, has two elements, say 1 and 2, with X, # X, the determination 
of stability is still fairly straightforward. If the number of elements in 
Nr u N, is greater than two the construction of Lyapunov functions normally 
requires some combinatorial ingenuity. Also the search for “radial” 
instability leads to simultaneous equations that may require numerical 
solution, cf. [7]. Here, we shall consider a mapping with h, = 1, /\a = - 1, 
for which trnEsnk is an (n + m)-invariant if and only if m is even. First we 
assume that the stability is determined by terms up to third order in p. Let 
x’ = x + UllX2 + u,,xy + a,,y2 + c1x3 + cz.iy2 + O&3 
(B.3.1) 
y’ = -y + &X2 + b,,xy + b,,y2 + WY + 4Y3 + 0,P3. 
To eliminate second-order terms (cf. Eqs. (34) and (14)) we put 
u = x + a,,.y/2 
v  = y  - b,,x2/2 - b,,y2/2 
and obtain (after elimination of third-order eliminables as well) 
u’ = u + allu2 + a22v2 + (~1 + +M2) u3 
+ Cc2 + a12(bz2 - a12P) uv2 + OP* (B.3.2) 
v’ = -v + b,,uv + (dl + b,,(b,, - a,,)) ~‘2, + ($ + b:,) vQ + Op4. 
First we check for radial instability. This could be done for the twice iterated 
mapping but equally well treating v2 as a basic variable (of order p2). Putting 
w = 92 - &2 = @,2 
we obtain 
W’ = W - 2(b12 -I- k2a2,) wu - 2kZ(b,, + ‘k2az2 + all) us + 0~4 
(B.3.3) 
u’ = u + (alI + az2K2) u2 + az2w + Op3. 
For a,, # 0 (choosing K2 = 0) and for al, = 0, b,,u,, < 0 (choosing 
k2 = -b,,/a,, > 0) it is possible to make the u3-term in w’ vanish while 
retaining a u2-term in u’. (Note that in the latter case we “eliminate” a term 
that is already absent from w’ in order to create a u2-term in u’. Similar 
“eliminations” of the second type will often be necessary in a search for 
radial instability.) It is now easy to establish the instability. Putting 
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and considering the region 
we find 
with the inverse 
where 
b= 
b= 
--2@,, + k2a22Ma,, + k2a22) 
= --2Wan for all # 0, k2 = 0 
b = 0, for a,, = 0, t &a,, < 0. 
(B.3.6) 
F > 0, 1 w 1 < AF2+m, O<ar<l, 
F’=F+F2+OF2+= 
w’ = w + bwF + OF4 
F = F’ - (F’)2 + O(F’)Ofa 
w = w’ - bw%’ + O(F’)4, 
(B.3.4) 
(B.3.5) 
If b < 2.5 we may choose 01 = 0.75, and it is obvious that 
1 w’ I < AFa+a(l + bF + CF2-a) < A(F’)2+a 
so that all successors (inside the region of validity) of a point arbitrarily 
close to the origin with F > 0, / w 1 < AF sfa will satisfy the same conditions. 
Thus the origin is unstable. 
If, on the other hand, b > 2.5 we may choose 01 = 0.25, and it is obvious 
that if 
then 
F’ > 0, 1 w’ / < A(F’)2+~, 
( w 1 < A(F’)2+a (1 - bF’ + C(F’)2-a) < AF2+u 
so that all predecessors will satisfy the same conditions. 
Consequently, there will exist a predecessor with arbitrarily small F-value, 
i.e., arbitrarily close to the origin, cf. Ex. 3b. Thus the instability is proved 
provided 
a,, f 0 or a,, = 0, b,,cxt < 0. (B.3.7) 
For the remaining cases we attempt to find a Lyapunov function using 
the method of Section 4. We rewrite the system (B.3.2) with an obvious 
change of notation: 
u’ = u + a22v2 + Clu3 + C2uv2 + Op4 
(B.3.8) 
v’ = -v + b,+ + D,u2v + D2v3 + Op4. 
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For simplicity we shall assume a,,b,,C, f 0 (otherwise higher order terms 
may be important, cf. below). Constructing the auxiliaries (cf. Eq. (22)) 
we find 
Du2 = 2a,,uv2 + 2C,u4 + 2C,u”v2 + a$” + Op5 
Dv2 = -2b,,uv2 - (2D, - b;,) u2v2 + 2D2v4 + Op5 
DUG = -2b,,uW + a22v 4 + op5 
(B.3.9) 
Du3 = 3a2,u2v2 + Op5. 
From this list it is obvious that we can construct a negative definite DF < Kp4, 
and that F will contain u2 and v2 with opposite signs for az2b12 < 0 (instability 
already proved) and with the same sign for a2,b12 > 0. In the latter case 
there will be asymptotic stability for C, < 0 and total instability for C, > 0. 
We may note that also for a,,b,,C, = 0, it is in many cases possible to 
determine the stability either by finding a negative definite DF from 
Eqs. (B.3.9) or through a further search for radial instability using Eqs. 
(B.3.8). 
EXAMPLE 3b (Mapping). In the presence of noncritical variables the 
type of instability proof that is based on the existence of predecessors 
arbitrarily close to the origin may be insufficient-at least for mappings 
(cf. Section 5). To obtain a valid proof based on successors, assume that 
we can eliminate all the pure Fn-terms in w’ up to some n > b. The instability 
is then established by showing that if 
F>O, IwI<AFf’, b<P<n (B.3.10) 
holds originally, then it will hold for all successors. In Ex. 3a b > 2 may 
occur only for a,, # 0, k2 = 0 [cf. Eq. (B.3.6)]. In that case the first-type 
elimination (cf. Eqs. (31)-(34)) of p ure @-terms can be carried to any 
desired order already in the equation for v’, Eq. (B.3.2). If, however, the 
original system had A1 = A, = 1 such a first-type elimination would not be 
possible. Take, for instance, the mapping 
x’ = x + x2 - y12 + op3 
r; = Yl + axy, + op3 (B.3.11) 
d = AZ + op2, IhI < 1, 
where a > 2. Here it is easy to show instability of the reduced system by 
tracing predecessors ince 
j y; / < A(x’)+, O<a<l implies / yr 1 < L/xl+“, 
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It is, however, always possible to eliminate the pure xn-terms in y’ up to 
sufliciently high order. Let the lowest-order term of this kind be A,xm+‘. 
If / a - m 1 > + we put ym = y,,+r - IZ,xm and choose k, = -&/(a - m) 
so that rL(ym, x) does not contain xm+l. This is done successively 
until the lowest term is A,x”+i with i a - n 1 < i . We then put y% = 
ynel + [&/(a - n)](x” - xa) (with the limit y,, = y+i - A,xn log x for 
a = n). We could now proceed to higher orders but the result obtained is 
sufficient to establish that, if / yn / < Kx a+a originally, it will remain similarly 
bounded, which proves the instability also for the full system (B.3.11). 
EXAMPLE 3c (Mapping). This is an example where the coefficients in 
Eq. (B.3.1) are such that we cannot find a negative definite DF, and that a 
search for radial instability would be unfruitful: 
x1=x+y2 
y’ = -y +y3. 
From the list of auxiliaries we can select several semi-definite DF. Thus 
for instance 
Dy2 = -2y4(1 + Op2), 
which however does not prove stability since F = 0 where DF = 0 (cf. 
1I.a). Instead 
D(-xy2) = -y4(1 + 0~) 
establishes instability by 1I.b. 
EXAMPLE 4 (Differential equation). The last example is a simple illustra- 
tion of the fact that we are not restricted to integral powers when searching 
for radial instability. Let 
dxldt = y2 + ax5 
dy/dt = -by” + cxS, c # 0. 
To look for a radial instability with p = 0 1 x 1, we put 
v =y-kxnz. 
Then 
dv/dt = --b(v + kx”)3 + cXS - mkxm-l((v + kxm)2 + ux5), 
and we see that the x%erm will be eliminated if 
m = 713 
KS = 3cp. 
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Then, for instance, for x > 0 and v2 < Ax5 we find 
dxldt = k2x2S’6 + 0xzg’6 > 0 
dvz/dt = - ~k2x22&,2 + Ox53/6, 
which proves the instability. (Note: For c = 0 ab # 0 the stability depends 
on the signs of a and b as seen from, for instance, 
d 3y2 
- 
t 
- - ax6 
dt b 1 
= -6[y4 + uy2x5 + u2x10] < 0. 
The special character of c = 0 is of course due to the coalescence of the 
singular points at x = y = 0 and at 
