Abstract. We prove that the multiparameter (product) space BMO of functions of bounded mean oscillation can be written as the intersection of finitely many dyadic product BMO spaces, with equivalent norms, generalizing the one-parameter result of T. Mei. We establish the analogous dyadic structure theorems for the space VMO of functions of vanishing mean oscillation, for Ap weights, for reverse-Hölder weights and for doubling weights. We survey several definitions of VMO and prove their equivalences, in the continuous, dyadic, one-parameter and product cases. In particular, we introduce the space of dyadic product VMO functions. We show that the weighted product Hardy space H 1 ω is the sum of finitely many translates of dyadic weighted H 1 ω , for each A∞ weight ω, and that the weighted strong maximal function is pointwise comparable to the sum of finitely many dyadic weighted strong maximal functions, for each doubling weight ω. Our results hold in both the compact and non-compact cases.
Introduction
Function spaces and function classes are of considerable interest in harmonic analysis, since (i) a prototypical problem is to establish the boundedness of a singular integral operator from one function space to another, (ii) these operators also act on L p spaces weighted by functions in the A p or RH p function classes, and (iii) the density of the measure on the underlying space is often assumed to belong to the class of doubling weights. For brevity we use the term function spaces to refer to BMO, VMO, H 1 , A p and RH p as well as the class of doubling weights. Dyadic function spaces offer a parallel setting in which calculation is often simpler, since one can exploit the geometry of the dyadic intervals. For instance, in [17] the John-Nirenberg inequality is proved by establishing a related inequality on certain dyadic cubes arising from a Calderón-Zygmund decomposition. For some recent developments in the theory of these function spaces, in particular in the multiparameter (product) setting, see for example [19] and [29] .
In this paper we are concerned with a bridge between continuous and dyadic function spaces. The main theme is that for these function spaces, which are defined in terms of conditions that must hold uniformly on all intervals, the continuous version of the function space is an intersection of finitely many dyadic versions of the space, with equivalent norms, or in the case of H 1 , a sum, with equivalent norms. There is also a related result for the maximal operator.
Our main results are the following dyadic structure theorems. We state the biparameter versions, for simplicity. The detailed statements and definitions are in the body of the paper.
Theorem A. The product BMO space is the intersection of finitely many dyadic product BMO spaces: In our structure theorems we take δ to be far from the dyadic rational numbers, in the following sense.
with equivalent norms, for each real number δ that is far from dyadic rationals, in the sense of Definition 1.2 below. Here, for instance, BMO d,δ (R ⊗ R) is essentially a translate by δ in the second variable of the standard dyadic product space BMO d,d (R ⊗ R). The corresponding intersection results hold for the oneparameter and product versions of VMO, of
H 1 ω (R ⊗ R) = H 1 d,d,ω (R ⊗ R) + H 1 d,δ,ω (R ⊗ R) + H 1 δ,d,ω (R ⊗ R) + H 1 δ,δ,ω (R ⊗ R),
with equivalent norms, for each δ ∈ R that is far from dyadic rationals. If ω is a product doubling weight, then the weighted strong maximal function M s,ω is pointwise comparable to the sum of finitely many weighted dyadic strong maximal functions:
M s,ω (f ) ∼ M d,d,
Definition 1.2.
A real number δ is far from dyadic rationals if the distance from δ to each given dyadic rational k/2 n is at least some fixed multiple of 1/2 n ; that is, if
for all integers n and k,
where C is a positive constant that may depend on δ but is independent of n and k. Equivalently, the relative distance d(δ) from δ to the set of dyadic rational numbers is positive:
For example, δ = 1/3 is far from dyadic rationals since d(1/3) = 1/3 > 0. The set of all such δ is dense in R but has measure zero [21] . Note that d(δ + 1) = d(δ) for all δ ∈ R. Remark 1.3. To reduce the amount of notation required, in the rest of the paper we work on R and R ⊗ R. However, our results and proofs go through for T and T ⊗ T, and for R m , R m1 ⊗ R m2 , T m , and T m1 ⊗ T m2 , and also for arbitrarily many factors in the multiparameter setting ( [21] ) is a generalization of the so-called one-third trick. Namely, for each interval Q there is an interval I that contains Q, whose length is comparable to that of Q, and that belongs to either D or D 1/3 . The earliest reference we have found for this idea is on p.339 of [23] , although it was known earlier.
Remark 1.7.
We compare the compact case (the circle T) with the non-compact case (the real line R). We define the circle to be the unit interval with endpoints identified: T := [0, 1]/(0 ∼ 1). First, for the continuous function space BMO and for continuous A p , RH p and doubling weights, there is only a small difference between the compact and non-compact cases: namely, the defining property is assumed to hold only on the intervals contained in T as opposed to on all intervals in R. Second, for their dyadic versions (
p and dyadic doubling weights), the same is true, with the additional difference that when considering translations by δ, in the compact case T it suffices simply to translate each dyadic interval by δ, while in the non-compact case R, we translate intervals of length larger than 1 not only by the amount δ but also by an additional amount that depends on the scale, as mentioned above. See Section 2.
The differences for VMO are more subtle. First, for continuous VMO, in the compact case the definition of the subspace VMO of BMO involves a condition requiring the mean oscillation of the function to approach zero as the length of the interval goes to zero. In the non-compact case, one must impose two additional conditions controlling the mean oscillation over large intervals and over intervals that are far from the origin. (With this definition one retains the duality VMO * = H 1 .) Second, for the dyadic non-compact case the same three oscillation conditions apply, and also when translating by δ we need the additional translations of intervals at large scales, as described in the preceding paragraph. See Section 4.
The same observations on the compact and non-compact cases apply to the oneparameter but higher-dimensional cases (T m and R m ), and to the multiparameter case. We give the technical details in the body of the paper. Remark 1.8. The overall approach of our proofs in Sections 3, 4, and 5 is as follows. We first prove the BMO intersection result, then from that together with checking the VMO conditions we deduce the VMO intersection result, which in turn implies the H 1 summation result by duality. We note that one could also obtain the same results by first proving the H 1 result by means of the atomic decompositions of the continuous and dyadic H 1 spaces, then deducing the BMO result by duality, and then proving the VMO result by the proof we give here. See the discussion in Section 5. Remark 1.9. A second type of bridge between continuous and dyadic function classes, via averaging, is developed in the papers [12, 31, 25, 29, 26, 6] . Namely, a suitable family of functions in the dyadic version of a function space can be converted to a single function that belongs to the continuous version of the same space, via a translation-average (for BMO and VMO) or a geometric-arithmetic average (for A p , RH p , and doubling weights). We do not discuss these matters further in the current paper.
As usual, the notation A B means A ≤ CB with a constant C independent of all variables in A and B, while A ∼ B means A is comparable to B in the sense that A B A.
The paper is organized as follows. In Section 2 we give the required background on dyadic and δ-dyadic intervals. The key observation is that for intervals Q and I as in Proposition 2.1 of [21] , and for a weight ω that is both dyadic doubling and δ-dyadic doubling with δ far from dyadic rationals, the averages of ω on Q and on I are comparable. In Section 3 we give a new proof of Mei's BMO result, via the Carleson-measure characterization of BMO, and extend it to yield the multiparameter BMO dyadic structure theorem. In Section 4, we establish the equivalence of several definitions of VMO, and do the same for the dyadic and product variants of VMO (Theorems 4.4, 4.6, 4.8, and 4.10), then prove the VMO structure theorem. We believe that the dyadic product VMO space VMO d,d (R⊗R) has not appeared in the literature before.
In Section 5, we prove the dyadic structure theorem for the product Hardy space H 1 , and discuss some consequences of the duality relations between BMO, H 1 and VMO. In Section 6 we prove that the multiparameter ("strong") maximal function is pointwise comparable to a sum of strong dyadic maximal functions. In Section 7 we prove our results for A p weights, RH p weights and doubling weights, including the extreme cases A 1 , A ∞ , RH 1 and RH ∞ . We also establish weighted versions of the A p structure theorem and of Proposition 2.1 of [21] . Finally in Section 8 we present weighted versions of our results from Sections 5 and 6 on Hardy spaces and maximal functions.
Dyadic intervals and δ-dyadic intervals
Let D = D(R) denote the grid of dyadic intervals on R:
For real δ, we denote by D δ = D δ (T) the translate to the right by δ of the dyadic grid on the circle T, considered modulo 1. Thus
Finally, on the real line R, following Remark 7 in [21] , we include additional translations in the definition of the large-scale δ-dyadic intervals in the δ-dyadic grid D δ (R). Our translates are not the same as Mei's. Specifically,
These choices together with the nestedness property (namely, any two intervals in the same dyadic grid are either nested or disjoint) completely determine the collections D δ n (R) for n < 0, n odd. We have translated by 
The constant C(δ) can be taken to be C(δ) = 2/d(δ).
Mei states this result on the circle T identified with (0, 2π], with condition ( 
Proof of Proposition 2.1. Fix an interval
As an aside, we note that the corresponding result holds for intervals
A weight is a nonnegative locally integrable function ω on R. As usual, by a doubling weight we mean a weight such that ω( Q) ≤ Cω(Q) with a positive constant C independent of Q, where the double Q of an interval Q is the interval with the same midpoint as Q and twice the length of Q: 
Lemma 2.2. Let δ be far from dyadic rationals. Let ω be a weight that is both dyadic D-doubling and dyadic D δ -doubling with constant C dy . Then given intervals Q and I as in Proposition 2.1, the averages of ω on Q and on I are comparable:
Proof of Lemma 2.2. Let N be the unique integer such that 2
Therefore, considering the 2 N +1 pairwise disjoint subintervals J of I of length
, we see that one of these intervals J must be completely contained in Q. For this J, we have
Moreover, since Q ⊂ I, |I| ≤ C(δ)|Q|, and ω ≥ 0, we have 
On the real line R, however, the situation is different. Take 
BMO and product BMO
We extend Mei's BMO result to the biparameter case. We begin by recalling some observations and background results; for details see [5, 28] . Next we give a new proof of Mei's one-parameter result, still using Mei's proposition but expressing BMO in terms of Carleson measures. Then we extend this proof to the multiparameter case. 
and for the Haar function
where Q l and Q r are the left and right halves respectively of an interval Q, then h I * ψ y (t) = 0.
We omit the (elementary) proofs, except to note that part (v) holds since h Q is constant on each of Q l and Q r , ψ y is supported in I t,y , and ∫ R ψ = 0. Now we impose an additional condition (the Calderón-Torchinsky condition) on ψ as follows: there exists a constant C ψ such that for each ξ ̸ = 0, (3.1)
standard Littlewood-Paley L 2 estimate holds:
where
∫ ψ = 0, and ψ satisfies (3.1).
Definition 3.2. A locally integrable function f belongs to the dyadic BMO space
It follows from the John-Nirenberg theorem that for each p > 1, the expression
; see Corollary 2.3 on p.233 of [11] .
Here is an equivalent definition of BMO d (R) in terms of dyadic Carleson measures.
Definition 3.3.
A locally integrable function f belongs to the dyadic BMO space BMO d (R) if there is a constant C such that for all dyadic intervals J,
Here (f, h I ) is the Haar coefficient of f with respect to the Haar function h I of I ∈ D.
The smallest constant C in condition (3.4) is comparable to ∥f ∥ 2 BMO d (R) . We note that if in Definition 3.3 we allow J to range over all intervals in R, not only dyadic intervals in R, we recover the same dyadic BMO space BMO d (R), with comparable norms. This observation follows from the fact that the sum in inequality (3.4) is over only dyadic intervals I, together with the observation that for each interval Q ⊂ R, dyadic or not, there are two adjacent dyadic intervals J 1 and J 2 such that Q ⊂ J 1 ∪ J 2 and
For δ ∈ R we define BMO δ (R) similarly, in terms of both averages and Carleson conditions, with respect to the collection D δ from Section 2.
We now re-prove the dyadic structure theorem for one-parameter BMO.
Theorem 3.5. Suppose δ ∈ R is far from dyadic rationals, in the sense of con-
Moreover, the norms are comparable:
where C depends only on C ψ in condition (3.1).
Proof. The inclusion BMO(R)
and BMO δ (R) the supremum is over fewer intervals than for BMO(R). Further, max{∥f
Now we prove the other inclusion. Our proof, which relies on the Carlesonmeasure characterization of BMO(R), is more complicated than the original proof in [21] . We give this proof because it readily generalizes to the multiparameter case (Theorem 3.6). Suppose f belongs to BMO d (R) ∩ BMO δ (R). Choose ψ as in Proposition 3.1 and satisfying (3.1). We must show that there is a positive constant C such that for every interval I 0 , 
.
It suffices to control the term (G 1 ), since the estimate for the term (G 2 ) is similar.
Replacing f by its Haar expansion, we see that
For each (t, y) ∈ F 1 , we have I t,y ⊂ 3I 0 , by Proposition 3.1(i). Fix (t, y) ∈ F 1 . We split the sum in equation (3.7) at the scale of 2 N |3I 0 |, where N > 0 is a constant to be determined later but independent of f , t, y and I 0 . Let k 0 be the unique integer such that
For the sum g 12 : We first show that each term in the sum g 12 over large intervals is zero, if N is chosen appropriately. Let N be the unique integer such that
(Note that N ≥ 2, since d(δ) < 1 and so 2C(δ) = 4/d(δ) > 2 2 .) We will use the right-hand inequality in (3.8) for our estimate of g 12 , and the left-hand inequality for g 11 .
If the interval I appears in the sum g 12 , we have I we see that I t,y is contained in either the left half of I or the right half of I, and so by Proposition 3.1(v), h I * ψ y (t) = 0. Thus the sum g 12 is zero. For the sum g 11 : For each interval I that appears in the sum g 11 , we have
that has the same midpoint as I 0 and length
The third equality holds because if I ⊂ J 0 , I ∈ D k and k < k 0 − N − 1, then h I * ψ y (t) = 0 by Proposition 3.1 and the argument for g 12 above.
As a consequence, and applying the Littlewood-Paley L 2 estimate (3.2) and the Carleson condition (3.4) for f ∈ BMO d (R) and the interval J 0 , we see that
, where C depends only on the C ψ in (3.1).
In the same way, we obtain the estimate
. Therefore, as required, inequality (3.6) holds, and
2(3.9)
We now turn to the product setting. For simplicity we discuss the biparameter case.
A locally integrable function f on R ⊗ R belongs to the product BMO space BMO(R ⊗ R) if there exists a positive constant C such that for every open set Ω ⊂ R ⊗ R with finite measure, the following inequality holds: We are ready to prove the main result of this section.
Theorem 3.6. Suppose δ ∈ R is far from dyadic rationals, in the sense of condition (1.2). Then
with equivalent norms. The norm ∥ · ∥ BMO(R⊗R) is comparable to the maximum of the four dyadic BMO norms.
Proof. We first note that BMO(
This inclusion is not trivial in the multiparameter setting. A proof (for biparameter BMO) was given in the Ph.D. thesis [24] of J. Pipher, but the best proof of this result is in S. Treil's paper [29] . There he shows that
(R⊗R) via the characterization of these H 1 spaces in terms of the square function and the fact that the multiparameter square function acts iteratively when viewed as a vector-valued operator. Using the fact that the dual of H 1 (R ⊗ R) is BMO(R ⊗ R), by [5] , and likewise the dual of
The same argument shows that BMO(R⊗R) is contained in each of BMO d,δ (R⊗ R), BMO δ,d (R ⊗ R), and BMO δ,δ (R ⊗ R).
. We must show that there is a positive constant C such that the inequality (3.12) 
Then T (Ω) = F 1 ∪F 2 ∪F 3 ∪F 4 , and the sets F i (i = 1, 2, 3, 4) are pairwise disjoint.
We first estimate (G 1 
where M s is the strong maximal operator. Next, using the biparameter Haar expansion, we have
for every (t 1 , y 1 , t 2 , y 2 ) ∈ F 1 . We now claim that: If
In fact, this claim follows from the analogous estimates in the one-parameter case; see the estimates of g 12 in the proof of Theorem 3.5. More precisely, we explain it as follows. First, from the properties of h I1 and ψ y1 , we see that if 
We now estimate (G 1 ). First let P Ω1 f denote the projection
From the results above, we have
Here the last equality holds since the terms
Then, using the L 2 boundedness of the Littlewood-Paley g-function, we see that
Repeating the proof above, we find that ( Combining the estimates for (G 1 ), . . . , (G 4 ), we see that inequality (3.12) holds with a constant C independent of Ω, as required. In particular, f ∈ BMO(R ⊗ R) and
where C depends only on the C ψ in condition (3.1). 2
VMO and product VMO
We begin with the one-parameter case. We state three definitions of VMO(R) and show that they are equivalent. The space VMO of functions of vanishing mean oscillation on the circle T was introduced by Sarason in [27] as the set of integrable functions on T satisfying lim δ→0 sup I:|I|≤δ − ∫
This space is the closure in the BMO norm of the subspace of BMO(T) consisting of all uniformly continuous functions on T.
The analogous space VMO(R) on the real line was defined by Coifman and Weiss [7] , where they proved that it is the predual of the Hardy space H 1 (R). 
where ψ is any function of the form specified in Proposition 3.1. 
where Q is an arbitrary interval in R, 4Q is the interval with the same midpoint as Q and four times the length, and C is a constant independent of Q and f . Then it follows from Proposition 3.3 in [9] that f satisfies Definition 4.2. We note that [9] deals with the generalized space VMO L (R n ) of VMO functions associated to a differential operator L satisfying the conditions that L has a bounded holomorphic functional calculus on L 2 (R n ) and that the heat kernel of the analytic semigroup generated by L has suitable upper bounds. We need only the special case when L is the Laplacian ∆. It is shown in Proposition 3.6 in [9] , by an argument using the tent space corresponding to VMO, that VMO ∆ (R n ) coincides with the usual VMO as in Definition 4.2.
2
We turn to the dyadic one-parameter case. Again we give three equivalent definitions. Similarly, for each δ ∈ R, the three analogous definitions for the dyadic VMO space VMO δ (R) defined with respect to D δ are equivalent.
Proof. The proof of the equivalence of definitions (1) and (2) follows the corresponding proof in the continuous case. The equivalence of definitions (2) and (3) is proved in the same way as the equivalence of Definitions 3.
and 3.3 of BMO d (R). 2
Next we consider the product VMO space VMO(R⊗R), which was first defined in [19] . Here we give only two definitions, since the one-parameter definition in terms of oscillations does not generalize naturally. First, VMO(R⊗R) is the closure of C ∞ 0 (R ⊗ R) in the product BMO(R ⊗ R) norm. The second definition is in terms of Carleson measures, as follows.
and (c) lim
Here and in the definitions below, Ω ranges over all open sets in R ⊗ R of finite measure. Proof. A short calculation shows that Definition 4.7 is equivalent to the definition of VMO(R ⊗ R) given in Proposition 5.1(ii) of [19] . In [19] the equivalence of this last definition and the definition in terms of
Finally, we define the dyadic product VMO space VMO d,d (R⊗R), in two ways. We have not found this space in the literature. First,
The second definition is in terms of a Carleson condition on the Haar coefficients, as follows.
, and VMO δ,δ (R ⊗ R) similarly.
Theorem 4.10. The following definitions of dyadic product
(2) Definition 4.9, in terms of a Carleson condition on the Haar coefficients.
The analogous results hold for the spaces VMO
Proof. We follow the ideas given in [19] for the continuous case. Denote by FH the linear space of finite linear combinations of the Haar basis {h R : R ∈ D × D}. We first claim that
In fact, from Definition 4.9, it is immediate that every Haar function
for every positive integer n. Then it is clear that f n ∈ FH for each n. Moreover, ∥f − f n ∥ BMO d,d goes to 0 as n tends to infinity, by conditions (a), (b) and (c) in Definition 4.9. Hence the claim holds. Next, we claim that
In fact, we can see that 
and in the biparameter case, Again, we can prove the other inclusion (⊃) via minor modifications of our BMO(R ⊗ R) proof, using the definition of our dyadic product VMO spaces in terms of Haar coefficients (Definition 4.9). Again, we omit the details. 
Hardy spaces
In this section we present our results on Hardy spaces. Here we use sums, not intersections, of dyadic spaces, since the dyadic Hardy spaces are subsets, not supersets, of the continuous Hardy space. We also show (Theorem 5.4) that the duality relations between VMO, H 1 , and BMO allow us to deduce the H 1 and BMO structure theorems from the VMO structure theorem. We work in the biparameter case.
The one-parameter result that the Hardy space H 1 can be written as the sum of two suitable dyadic Hardy spaces ( 2) ) is proved in [21] .
For the multiparameter case, let H 1 (R ⊗ R) denote the product Hardy space. Chang and Fefferman [5] showed that the dual of H 1 (R ⊗ R) is the product BMO space BMO(R ⊗ R), as mentioned in Section 3. Lacey, Terwilleger and Wick [19] showed that the predual of H 1 (R ⊗ R) is the product VMO space VMO(R ⊗ R), as noted in Section 4.
Next, as in the proof of Theorem 3.6, we denote by H 
denotes the dyadic square function with respect to D × D, and χ R is the characteristic function of R. For more information on the dyadic product Hardy space, see [29] . We define the dyadic product Hardy spaces 
and similarly for H Proof. The first proof of the duality of dyadic biparameter H 1 and BMO is in [1] . See also Theorem 4.2 of [15] for a proof in a more general setting of product sequence spaces.
The proof of the duality of dyadic product VMO and H 1 is similar to the proof of the continuous version (VMO(R ⊗ R)) * = H 1 (R ⊗ R) as shown in [19] , where they relied on the facts that (H 1 (R ⊗ R)) * = BMO(R ⊗ R) and clos H 1 FW = H 1 . Here FW means the linear space of finite linear combinations of product wavelets. Correspondingly, we have the facts that (H
, where the latter follows from the definition of the norm of
Then we have the following result.
Theorem 5.2. Suppose δ ∈ R is far from dyadic rationals, in the sense of condition (1.2). Then
with equivalent norms (see Definition 5.3) .
Proof. The result follows from the intersection result for product VMO (Theorem 4.11), Theorem 5.4 below, and the duality of dyadic product VMO and H 1 (Lemma 5.1).
One can also obtain a direct proof via the atomic decomposition. 2
In a different direction, we now show that the duality relations between VMO, H 1 and BMO allow us to deduce our structure theorems for H 1 and BMO from that for VMO. 
; to see that the containment is proper, consider a sufficiently small multiple of an H 1 atom whose support lies in the intersection of a dyadic interval and a δ-dyadic interval.
We will use the facts that
Theorem 5.4. Take δ ∈ R. Consider the function spaces VMO, H 1 , BMO and their dyadic analogues, defined on R ⊗ R. 
Maximal functions
where the supremum is taken over all intervals Q ⊂ R that contain x. Similarly, denote by M d (f ) (resp. M δ (f )) the dyadic (resp. δ-dyadic) maximal function; here the supremum is taken over only those intervals I ∈ D (resp. I ∈ D δ ) that contain x.
In the multiparameter case, instead of the Hardy-Littlewood maximal function we consider the strong maximal function M s (f ), defined as follows.
where the supremum is taken over all rectangles R ⊂ R ⊗ R that contain (x, y).
denote the dyadic strong maximal function, defined by restricting the supremum in formula (6.1) to dyadic rectangles R ∈ D × D that contain (x, y).
Theorem 6.1. Suppose δ ∈ R is far from dyadic rationals, in the sense of condition (1.2). Then the following assertions hold.
The implicit constants are independent of f .
Proof. It is immediate from the definitions that
The multiparameter proof is similar; the point is that each rectangle in R ⊗ R is contained in a dyadic rectangle that is not much larger and that belongs to one of the four collections The A p weights were identified by Muckenhoupt [22] as the weights ω for which the Hardy-Littlewood maximal function is bounded from L p (dµ) to itself for 1 < p < ∞, where dµ = ω(x) dx. For p = 1, the A 1 weights were identified as the weights ω satisfying M (ω)(x) ≤ Cω(x), a.e. x ∈ R. And for p = ∞, A ∞ is the union of A p for all 1 ≤ p < ∞. For an equivalent definition of A p in terms of an integral condition, see for example pp.678-679, 695 of [13] . See pp.693-694 of [13] for the definition of the reverse-Hölder weights in terms of an integral condition. See for example [11] , [13] or [10] for the theory and history of A p weights, 1 ≤ p ≤ ∞, and of RH p weights for 1 < p < ∞. The class RH ∞ was defined in [8] , and the class RH 1 was defined in [2] and, via an equivalent definition, in [14] . We write A p (ω) and RH p (ω) for the A p constant and the reverse-Hölder-p constant of ω, respectively, for 1 ≤ p ≤ ∞.
The dyadic A p classes A d p for 1 ≤ p ≤ ∞ are defined analogously, using the dyadic Hardy-Littlewood maximal function or suitable integral conditions. For the dyadic reverse-Hölder classes it is necessary to assume the weight is dyadic doubling, in addition to satisfying an integral condition. We define RH where C is independent of RH 1 (ω). The constant 1/e is sharp, and the right-hand inequality is sharp in RH 1 (ω). The same proofs go through for the dyadic case. We note that A ∞ is the union of the A p classes, which are nested and increasing as p → ∞, and also that RH 1 is the union of the RH p classes, which are nested and decreasing as p → ∞. Thus, A ∞ = ∪ 1≤p<∞ A p = ∪ 1<p≤∞ RH p = RH 1 . The main result of this subsection is as follows. Thus ω is doubling, with doubling constant at most C The theory of product weights was developed by K.-C. Lin in his thesis [20] , while the dyadic theory was developed in Buckley's paper [4] . The product A p and RH p weights (resp. doubling weights) and their dyadic analogues are defined via integral conditions (resp. doubling conditions) parallel to those for the oneparameter case, using rectangles in R ⊗ R instead of intervals in R. It follows that a product weight belongs to A p (R ⊗ R) if and only if it belongs to A p (R) in each variable separately.
To be precise, ω ∈ A p (R ⊗ R) if and only if ω(·, y) ∈ A p (R) uniformly for a.e. y ∈ R and ω(x, ·) ∈ A p (R) uniformly for a.e. x ∈ R. In one direction this fact is a consequence of the Lebesgue Differentiation Theorem, letting one side of the rectangle shrink to a point. The converse uses the equivalence between ω ∈ A p (R ⊗ R) and the maximal inequality for the strong maximal function; see p.83 of [28] . Further, the A p (R ⊗ R) constant depends only on the two A p (R) constants, and vice versa. 
Weighted dyadic structure theorems
In this section we present our results on weighted Hardy spaces and on weighted maximal functions. As usual, we present the biparameter case. We also note that during the proof of Theorem 7.1(c) above, we have established a weighted version (Lemma 7.2) of the dyadic structure theorem for A p (Theorem 7.1(b)).
Weighted Hardy spaces
Suppose ω ∈ A ∞ is a doubling weight. Denote the weighted Hardy space by H In parallel with the one-parameter case, given a product A ∞ weight ω we define the weighted product Hardy spaces H As in the oneparameter case, it can be shown that the definition in terms of the weighted square function is equivalent to the definition in terms of weighted product atoms, and that the dual of product weighted H 1 is product weighted BMO, in both the continuous and dyadic cases. We omit the details. 
