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Defect and evaluations
Stefano Trapani
Abstract
Let S be a generic submanifold of CN of real codimension m. In this
work we continue the study, carried over by various authors, of the set of
analytic discs attached to S. Moreover we look at the subspaces of CN obtained
by evaluating at 0 and at 1, holomorphic maps which are the infinitesimal
deformations of analytic discs attached to S.
1 Introduction
Let S be a real submanifold of CN of real codimension m, assume that S is generic
i.e. that Tp(S) + iTp(S) = C
N , for every p ∈ S. (Tp(S) is the tangent space to S at
p). In the study of the polynomial hulls of such submanifolds, as well as in the study
of holomorphic extendability of their C-R functions, it is of particular importance
the set of analytic discs attached to the submanifold. Let ∆ be the unit disc |ζ | < 1
in C. A continuous map f : ∆¯→ CN is said to be an analytic disc attached to S, if
f(∂∆) ⊆ S and f is holomorphic on ∆. Let α be a positive real which is not an integer,
it is convenient to consider analytic discs attached to S which are in Cα(∆¯,CN). If
S is given by the zero set of a maximal rank defining map ρ : Ω→ Rm, (Ω being an
open neighborhood of S in CN), and f0 : ∆¯→ C
N is an analytic disc attached to S,
then the set M of such analytic discs is the zero set of the map f → ρ ◦ f. Let ONα
be the space of Cα maps from ∂∆ to CN which extends holomorphically to ∆¯. The
defining map of M goes from ONα to C
α(∂∆,RN ), and its differential is given by
w → Re
(
∂ρ
∂z
◦ f0(w(ζ))
)
Because of the implicit function theorem, the set M is a manifold, as soon as its
differential is onto. Whenever M is a manifold, its tangent space at f0 is given by
{w ∈ ONα : Re
(
∂ρ
∂z
(f0(ζ))w
)
= 0}.
Same procedure can be carried over in the case we want to look at the set of analytic
discs with a fixed point at the boundary. In other words the set Mq = {f ∈ M :
f(1) = q}, where q = f0(1). In [1], [3], [4], [6], and [9], sufficient condition are given
for either M or Mq to be manifolds in a neighborhood of f0.
To gather informations on the polynomial hull of S, it is obviously interesting to
describe the union of the images of f(∆) for f in M and Mq. Or, which is the same
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because of the action on M of the group of authomorphims of ∆, the images of the
evaluation map µ0 : M → C
N given by µ0(f) = f(0). To derive informations on
the evaluation maps, one might study the image of their differentials (i.e. the maps
themselves), restricted to the tangent space to M and Mq. This will tell us when to
apply the open mapping theorem.
Similarly, the evaluation maps at the boundary, µ1(f) = f(1) onM, and µ−1(f) =
f(−1) on Mq, are related to the local extendability of C −R functions on S, see [10].
In this paper we will give a sufficient criteria forMq to be a manifold (more general
then the one stated in [1]). We will also describe the images of the differentials of the
above evaluation maps, restricted to the suitable tangent spaces. We will determine
their dimensions. (Some work in this direction was previously made in [1], [2], [7],
and [8]). In particular we show that, for x ∈ ∆, the dimension of the image of the
differential of µx|M and µx|Mq are independent on x. The same is true as x varies in
∂∆. More, we prove that, as x varies in ∆¯− 1, the complex span of the image of the
differential of µx|Mq defines a C
α vector bundle which is holomorphic on ∆. Moreover
its restriction to ∂∆ contains the complex tangent bundle to S as a subbundle. We
will then apply all this, as outlined above, to find the images of the evaluation maps
themselves. For example we show that, if every point of S is minimal, then there
is an open dense subset Ω of M, invariant under the action of the authomorphism
group of ∆, such that the restriction to Ω of the evaluation µ0 is an open map. In
the present work, we will make heavy use of the results of [9] about the operator
UA(w) = Re
(
∂ρ
∂z
(f0(ζ))w
)
from ONα to C
α(∂∆,RN ), whose kernel is the tangent space to M at f0. What was
proved in [9], was that the study of the above operator can be reduced to the study
of its continuous L2 extension which is much easier to deal with. We will mimic this
procedure and apply it to the restriction of UA to suitable subspaces of O
N
α. The
Theorems about the evaluation maps will follow fairly easily.
In the last two sections we consider the special case, interesting and substantially
simpler, of totally real submanifolds, and of hypersurfaces.
The Author would like to thank Prof. Claudio Rea and Doctor Patrizia Rossi,
for introducing him to the subject, and for many stimulating discussions.
2 Preliminaries
Let α be a positive real which is not an integer, write α = k + β, where k is a
non negative integer and 0 < β < 1. Denote by Cα the space of maps which are
continuously differentiable up to order k, and such that all their derivatives of order
k, are Holder maps with Holder coefficient β. We assume β > 1/2. Let ∆ be the
disc |ζ | < 1 in C. Let ONα be the space of C
α maps from ∂∆ to CN which extends
holomorphically to ∆¯. Denote with Re z and Im z respectively the real and the
imaginary part of a complex number z. Let f0 be an analytic disc attached to a generic
C2 submanifold S of real codimension m. Then f ∗0 (T (S)) is a vector bundle over ∂∆.
If f ∗0 (T (S)) is trivial over ∂∆, (orientable case), there exists an open neighborhood
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U of the graph of f0 in ∂∆ × C
N , and a C2 map ρ : U → Rm such that for every
fixed x ∈ ∂∆ the map Y → ρ(x, Y ) is a defining map of S. If f ∗0 (T (S)) is non trivial,
then (f0 ◦ sq)
∗(T (S)) is. Here sq(ζ) = ζ2, see [9]. All we say in this paper can be
easily carried over to the non orientable case, by composing with the map sq and
modifying the function spaces accordingly, as in [9]. However we will for simplicity
confine ourself to the orientable case. So for us every analytic disc attached to S is an
orientable one. Observe that the map from ONα to C
α(∂∆,Rm) given by f → ρ◦f is
C1. (see appendix in [4].) Since S is generic, then the matrix ∂ρ
∂z
(ζ, f0(ζ)) has maximal
rank m for every ζ ∈ ∂∆.We will consider this problems sketched in the Introduction
from a slightly more general point of view:
Let A : ∂∆→M(m×N,C) a Cα map, where M(m×N,C) denotes the space
of m× N complex matrices. Assume that m ≤ N and that A(ζ) has maximal rank
m for every ζ ∈ ∂∆. (In the case of an analytic disc f0 the map A is given by
A(ζ) = ∂ρ
∂z
(ζ, f(ζ)). Let
LA = {w ∈ O
N : Re(Aw) = 0 on ∂∆}.
and let
EA = {γ ∈ C
α(∂∆,RN )
such that γtA extends holomorphically to ∆}.
Let EA
C be the complexification of EA, that is
EA
C = {δ ∈ Cα(∂∆,CN ) : Reδ and Imδ belong to EA}.
For a given x ∈ ∆. Define the evaluation map
µx : O
N → CN
as the value in x of the holomorphic extension of w. Define
Ψx : EA
C → CN as the evaluation at x of the holomorphic extension of δtA.
In other words
Ψx(δ) =
1
2pii
∫
∂∆
δtA(ζ)
ζ−x
dζ
for x ∈ ∆ and
Ψx(δ) = δ
t(x)A(x)
for x ∈ ∂∆.
By the results in [8] the space EA has a finite dimension d. The number d will be
called defect of A. Let γ1 . . . γd be a base of EA over R, so γ1 . . . γd is also a base
of EA
C over C. Given x ∈ ∆, if EA 6= 0 define P (x) as the matrix having rows
Ψx(γ1), . . .Ψx(γd). If EA = 0 let P (x) be the zero matrix in M(N ×N,C).
Given x ∈ ∆¯, denote by (KA)x the kernel of the map Ψx and by (NA)x the kernel
of its restriction to EA. We will be especially interested in (KA)0 and (NA)0 which
will be simply denoted by KA and NA respectively. Let lx be the real dimension of
the image of Ψx|EA , and let rx be the complex dimension of the image of Ψx, i.e. the
rank of P (x).
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Finally let QA be the subspace of EA
C given by
QA = {δ ∈ EA
C : δ¯ = −ζ¯δ.}
Note that if δ ∈ QA, then δ
tA = −ζδ¯tA, therefore the holomorphic extension of δtA
vanishes at 0, i.e. QA ⊆ KA.
We can relate QA and EA, via the following
Lemma 2.1 Let γ be in EA such that γ(1) = 0, denote by δ the map
δ =
γ
1− ζ¯
.
Then δ is in Cα(∂∆,Cm), more precisely δ ∈ QA. Viceversa, if δ is in QA, then
(1− ζ¯)δ is in EA and it vanishes at 1.
Proof.
Given δ ∈ QA, then (1 − ζ¯)δ is real and vanishes at 1. Moreover (1 − ζ¯)δ
tA =
δtA − 1
ζ
δtA which extends holomorphically to ∆¯ since QA ⊆ KA ⊆ EA
C. Viceversa
Let γ ∈ EA such that γ(1) = 0. Since β > 1/2 we can write A = (A
′, A”) where A′
has values in GL(m,C), see [9]. We have the factorization −A′−1A¯′ = Θ−1ΛΘ¯ where
Θ is a holomorphic map from ∆¯ to GL(m,C), and Λ is a diagonal matrix of the form
Λ =


ζk1 0 . . . 0
0 ζk2 . . . 0
. . .
0 . . . ζkm

 .
Here k1 . . . km are suitable integers, called partial indices of A, (Birkhoff factorization),
See [4], [7] and [11]. Now γtA′ extends holomorphically to ∆¯. Set γtA′ = ut, then
utA′−1 is real, i.e. −utΘ−1ΛΘ¯ = u¯t. By setting vt = iutΘ−1, we find vj = v¯jζ
−kj on
∂∆, for 1 ≤ j ≤ m. In particular each component vj is a polynomial vanishing at 1.
Therefore we have vj = (1− ζ)wj with wj polynomial. We then obtain
δ¯ =
γ
1− ζ
= −i(A′
t
)−1Θ−1w.
Where w is the vector with components wj. Hence δ and δ¯ are in C
α(∂∆,Cm). Let
f be the holomorphic extension of γtA to ∆¯. Let fn =
f
1−ζ+1/n
. The maps fn are
holomorphic in ∆¯ and converge uniformly to f
1−ζ
= δ¯tA on ∂∆. By the maximum
principle the sequence fn converges uniformly to a holomorphic map on ∆¯ which is
an extension of δ¯tA. Since γ is real, δ = −ζδ¯. Hence δtA extends holomorphically to
∆¯, therefore δ ∈ QA.
Lemma 2.2 The space QA is maximal totally real in KA.
Proof.
Clearly QA ∩ iQA = 0. Given δ ∈ KA we have δ = δ
′ + iδ” with δ′ = δ+ζδ¯
2
, and
δ” = δ−ζδ¯
2i
.
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Remark 2.3 There exist two natural embeddings of NA into QA. One is given by
γ → (1− ζ)γ and its image coincides with the set of elements in QA vanishing at 1.
The other is given by γ → i(1 + ζ)γ and its image coincides with the set of elements
in QA vanishing at −1. The proof is as in Lemma 2.1.
Proposition 2.4
a) The numbers rx are independent
on x for x in ∆¯. Let r be their common value.
b) The numbers lx are independent on x for x in ∆. Let l be their common value.
c) We have lx = r for every x ∈ ∂∆,
Proof. Proof of a) We will show that r1 = r0. Given any x ∈ ∆, let σx the authomor-
phism of the disc sending 0 to x and keeping 1 fixed, it will be sufficient to apply the
above equality to A ◦σx to show that rx is independent on x for x in ∆. By a further
application to A ◦ σ, where σ is an rotation, we conclude that rx is independent on
x ∈ ∆¯. Since A(1) has maximal rank m, then an element γ in EA
C is in the kernel
of Ψ1 if and only if γ = γ1 + iγ2 with γ1 and γ2 in EA vanishing at 1. It follows from
Lemma 2.1, and Lemma 2.2, that the kernel of Ψ1 has real dimension d − r0, i.e.
r1 = r0. So we proved part a). Part c) follows directly from the fact that A(x) has
rank m for x ∈ ∂∆.
Let us prove b) Given x in ∆ different from 0, let
t(ζ) =
x¯ζ2 − (|x|2 + 1)ζ + x
ζ
,
the function t(ζ) has only one pole in ∆¯ and it is a simple pole at 0. It also has only
one zero in ∆¯ and it is a simple zero at x. Moreover t(ζ) is real on ∂∆. Hence the
map γ → t(ζ)γ(ζ) defines a linear isomorphism from (NA)0 onto (NA)x.
Remark 2.5 If γ is in EA and w is in LA then the map
x→ Ψx(γ)µx(w)
is holomorphic in ∆ and it is purely imaginary on ∂∆. Hence it is a purely imaginary
constant.
Proposition 2.6 The integers r and l have the following properties
a) 0 ≤ r ≤ min(l, m), l ≤ min(d, 2r), r = 0 if and only if d = 0
b) If r = m then
LA = {w ∈ O
N
α : such that P (x)w(x) is a purely imaginary constant}.
c) If the map A is associated to a small analytic disc
attached to a generic submanifold S, then r = d.
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Proof.
The inequalities r ≤ l ≤ 2r, and l ≤ d, follows immediately from the definitions.
If r = 0 then d = 0 because of Proposition 2.4. Fix a point x ∈ ∂∆, and a base
γ1, . . . γd of EA. Let M(x) be the matrix having the vectors γ1(x), . . . γd(x), as rows,
so P (x) = M(x)A(x). Since A(x) has rank m, the matrix M(x) must have rank r,
hence r ≤ m.
Assume now that r = m. Given w ∈ LA, we know from Remark 2.5 that Pw is a
purely imaginary constant.
Fix viceversa a map w ∈ ONα such that Pw is a purely imaginary constant. We
have that M(x)(ReA(x)w(x)) = 0, for x ∈ ∂∆. Since r = m, then M(x) defines a
1-1 linear map from Rd into Rm. Therefore w ∈ LA.
We now assume that A is associated to a small analytic disc f attached to a
generic submanifold S ⊆ CN .
Take U ⊆ Cm and V ⊆ CN−m, neighborhoods of the origin. Denote with z1 =
x + iy, the points of U, and with z2 the points of V. Assume that the image of f is
contained in U × V. Assume moreover the existence of a map h : {|z1| < ρ, |y| <
ρ} → Rm with the following properties : h(0) = dh0 = 0, and x − h(z2, y) is a
defining map of S. Such map always exists if we choose U and V small enough. [10],
and [8]. In such conditions there exists a map G : ∂∆→ GL(m,R) such that γ ∈ EA
if and only if γt = X tG with X constant vector in Rm belonging to the space
Vf = {X ∈ R
m : X tG(hz2 ◦ f) extends holomorphically to ∆}.
It is proved in [8] that the space Vf has dimension d. Let Q be a matrix having as
rows the vectors of a base of Vf . Then we can choose P = QG(I + ihy) ◦ f If we take
a small enough U, we can assume that (I + ihy) ◦ f(0) is invertible, hence P (0) has
rank d.
Proposition 2.7 We have r = l if and only if they both equal d.
Proof. Let Dx ⊆ C
d be the complex r dimensional image of P (x). Let Rx = Dx ∩
(iRd). The set of vectors c ∈ CN such that P (x)c¯ ∈ Rx is the orthogonal space in
R2N to the rows of the matrix P (x), so it has real codimension l. The Kernel of P (x)
has real codimension 2r, hence Rx has real dimension 2r − l. So if r = l, then Rx
has real dimension r. Now Rx is a totally real subspace of the r dimensional complex
space Dx. It follows that Dx = Rx + iRx. Let G(C, r, d) be the Grasmanian of the
complex r subspaces of Cd, and let G(R, r, d) be the analogous real Grasmanian.
The map from G(R, r, d) sending the subspace Σ to Σ+ iΣ, identifies G(R, r, d) with
a maximal totally real submanifold of G(C, r, d). Let θ : ∆ → G(C, r, d), be the
holomorphic map sending x to Dx. Our hypotheses implies that the image of θ is
contained in G(R, r, d). Hence θ is constant.
In other words, there exist r independent vectors v1, . . . , vr in R
d, generating over
C the image of P (x) for every x in ∆, hence, for every x in ∂∆. But the image of
P (x) coincides with the image of M(x) as soon as x is in ∂∆. Therefore, there exist
r maps, λ1, . . . , λr from ∂∆ to R
m, such that every map γj of a base of EA is a linear
combination with constant real coefficients of the maps λ1, . . . λr. Hence d ≤ r. We
conclude by invoking part a) of Lemma 2.6.
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Remark 2.8 Since A has rank m in ∂∆, Proposition 2.4 implies that θ : ∆¯ →
G(C, r, d) is an analytic disc attached to the maximal totally real submanifold G(R, r, d).
From the above proof we see that, whenever r < d, the map θ is non-constant.
Recall that a map A is defined in [9] to be regular if NA = 0 i.e. if Ψ0|EA is one
to one. Then it is natural to give the following
Definition 2.9 We say that A is strongly regular if the map Ψ0 is one to one. (i.e.
if KA = 0).
Examples 2.10 If d ≤ 1, then A is strongly regular.
If m=1, then A is strongly regular if and only if it is regular. It follows from the
results of the next section and of [9].
If A is the map associated to a small analytic disc, then A is strongly regular, see
part c) of Proposition 2.6.
If m=N, (totally real case) then A is regular if and only if every partial index is
greater then or equal to −1.
A is strongly regular if and only if every partial index is greater then or equal to
0. See Section 5. See also [6] and [1].
It follows from Proposition 2.7 that A is strongly regular if and only if l = r.
3 The Operators
Let UA : O
N
α → C
α(∂∆,RN ), be the operator given by UA(w) = Re(A(w)). As we
observed in the Introduction, the above operator is important for the study of the
set of analytic discs attached to a generic submanifold of CN . In particular Tre´preau
gives in [9] important properties of the extension of UA to L
2(∂∆,RN ).
More precisely let H be the closure in L2(∂∆,C) of functions in ONα. Then H
is the space of functions in L2(∂∆,C) whose Fouerier series expansion has only non-
negative coefficients. Let U˜A : H
N → L2(∂∆,Rm) be the L2 continuous extension
of UA. We will state Tre´preau result (slightly differently from the statement of his
paper) in the following
Theorem 3.1
a) The operator UA : O
N
α → C
α(∂∆,RN) has closed finite codimensional range.
Moreover its kernel has a closed supplementary in Cα(∂∆,RN ).
In case m = N, the kernel is finite dimensional.
i.e. UA is Fredholm.
b) The operator U˜A : H
N → L2(∂∆,Rm) has also closed finite codimensional range.
Moreover the range R(UA) coincides with the intersection of R(U˜A) with C
α(∂∆,RN ).
In particular the kernel of U˜A is in C
α(∂∆,RN ), hence it coincides with the kernel of UA.
c) The L2 orthogonal to R(U˜A) is contained in C
α(∂∆,RN ), and it coincides with NA.
It follows that the operator UA is onto if and only if A
is regular (i.e. NA = 0).
8 S. Trapani
Proof.
Tre´preau deals with the operator BA : C
α(∂∆,RN ) → Cα(∂∆,Rm) given by
φ → Re(A(φ + iT0(φ))) where T0 is the Hilbert transform normalized at 0. Let
B˜A : L
2(∂∆, Rn) → L2(∂∆, Rm). The continuous extension of BA. Let us observe
that
UA(w) = UA(ζ)
ζ
(ζw) = Bζ−1A(Re(ζw))
Re(ζw)(0) =
∫ 2pi
0
Re(ζw)dθ = 0.
Since the set
L = {φ ∈ L2(∂∆,Rm) :
∫ 2pi
0
φdθ = 0}.
is closed m-codimensional, the Theorem follows from the results in [9].
Let UA(1) be the restriction of UA to the space
ONα(1) = {w ∈ O
N
α : w(1) = 0}.
seen as an operator from ONα(1) to
Cα(∂∆,RN)(1) = {φ ∈ Cα(∂∆,RN ) : φ(1) = 0}.
Since UA has a closed range with finite codimension, and O
N
α(1) is closed in O
N
α
with finite codimension, if follows that UA(1) has closed range with finite codimension
as well.
We introduce another operator VA given by
VA(w) = (1− ζ)
−1UA((1− ζ)w)
= 1/2
(
A(ζ)w(ζ)− ζA(ζ)w(ζ)
)
.
So
VA : O
N
α → C
α(∂∆,Cm)
Lemma 3.2 Let w ∈ ONα such that w(1) = 0, then the map
w(ζ)
1−ζ
is in L2(∂∆,CN )
and it is a limit in L2(∂∆,CN ), of a sequence of maps in ONα.
Proof.
Since β > 1/2, then w(ζ)
1−ζ
is in L2(∂∆,CN ). By Lebesque dominated convergence
theorem, it is a limit in L2, of the sequence wn =
w
1−ζ+1/n
.
We take the continuous L2 extension V˜A of VA.
V˜A : H
N → L2(∂∆,Cm).
Proposition 3.3 Let φ ∈ Cα(∂∆,RN ) such that φ(1) = 0, then φ belongs to the
range of UA(1) if and only if
φ(ζ)
1−ζ
belongs to the range of V˜A.
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Proof.
Note that, since β > 1/2, then for every φ in Cα(∂∆,RN ), with φ(1) = 0, we have
that φ(ζ)
1−ζ
is in L2(∂∆,Cm). If φ is in the range of UA(1), then
φ(ζ)
1−ζ
is in the range of
V˜A, because of Lemma 3.2. Viceversa, if
φ(ζ)
1−ζ
is in the range of V˜A, then there exists
u ∈ HN such that U˜A((1 − ζ)u) = φ. Set w = (1 − ζ)u. Because of Theorem 3.1
w ∈ ONα. Since
w(ζ)
1−ζ
= u(ζ) is in L2(∂∆,Cm), we must have w(1) = 0.
Note that the range of V˜A is contained in the subspace Z of L
2(∂∆,Cm) given by
the maps φ such that (1− ζ)φ(ζ) is real. So
Z = {φ ∈ L2(∂∆,Cm) : φ¯ = −ζφ}
Hence Z is a closed subspace of L2(∂∆,Cm) and we can regard V˜A as an operator
from HN into Z.
We are going to show that the range of V˜A is closed and finite codimensional in
Z.
We first look at the orthogonal to the range of V˜A in Z.
Proposition 3.4 An element φ ∈ Z is L2 orthogonal to the range of V˜A if and only
if φ¯ is in QA. In particular the orthogonal to R(V˜A) is finite dimensional.
Proof.
An element φ in Z is orthogonal to R(V˜A) if and only if
∫ 2pi
0
φ¯t
1− ζ
Re(A(1 − ζ)w)dθ = 0
for every w ∈ ONα. However φ =
γ
1−ζ
with real γ, so
∫ 2pi
0
φ¯t
1− ζ
Re(A(1 − ζ)w)dθ
=
∫ 2pi
0
Re
(
γt
|1− ζ |2
(A(1− ζ)w)
)
dθ
= Re
∫ 2pi
0
(
γt
1− ζ¯
Aw
)
dθ.
So we have that φ in Z is orthogonal to R(V˜A) if and only if
∫ 2pi
0
φ¯tA(w) = 0 for every w ∈ ONα(1)
(replace w with iw). Since φ¯ = −ζφ, then formula (1) is equivalent to
∫ 2pi
0
φ¯t(ζA)(w) = 0
and ∫ 2pi
0
φt(ζA)(w) = 0
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for every w ∈ ONα. Theorem 3.1 (applied to ζA) shows that φ ∈ Z is orthogonal
to R(V˜A) if and only if φ is in C
α(∂∆,Cm), and φ¯tA extends to a map which is
holomorphic in ∆¯ and vanishes at 0. We set δ = φ¯. By definition δ¯ = −ζ¯δ = −1
ζ
δ.
Hence δ¯tA extends holomorphically to ∆¯ as well, i.e. δ ∈ QA.
Lemma 3.5 Given an integer k, the map pk : H → L
2(∂∆,C) given by w → w+ζkw¯,
has a closed range in L2(∂∆,C).
Proof.
Let us identify L2(∂∆,C) with l2(C) via the orthonormal complete system eimθ, with
m ∈ Z. The map pk becomes am → am + ak−m under the restriction am = 0 for neg-
ative m. The range of pk is then described by the equations bk−m = bm.
We then come to the
Proposition 3.6 The operator V˜A has a closed range with finite codimension in Z.
Proof.
Since β > 1/2 we can assume that A = (A′, A”) where A′ has values in GL(m,C),
(see [9]). So it is sufficient to prove the Proposition for the case m = N. In this case
we have the factorization −A−1A¯ = Θ−1ΛΘ¯. (See the proof of Lemma 2.1). We can
write
VA =
1
2
AΘ
(
(Θ−1w) + (ζ)−1Λ(Θ−1w)
)
.
Now multiplication by AΘ defined an automorphism of L2(∂∆,Cm), moreover multi-
plication by Θ−1 defines an automorphism of HN . Therefore the range of V˜A is closed
because of Lemma 3.5 and it is of finite codimension in Z, because of Lemma 3.4.
We summarize the above statements in the following
Theorem 3.7 Let φ ∈ Cα(∂∆,RN ) with φ(1) = 0. Then φ is in the range of UA(1)
if and only if
∫ 2pi
0
γt(ζ)
φ(ζ)
|1− ζ |2
dθ = 0
for every γ in EA with γ(1) = 0. Alternatively if and only if
∫ 2pi
0
δt(ζ)
φ(ζ)
1− ζ
dθ = 0
for every δ in QA.
Proof. It follows from Lemma 3.3, Proposition 3.4, Proposition 3.6 and Lemma 2.1.
Remark 3.8 Note that the space {(1− ζ)δ¯ for δ ∈ QA} is a supplementary space of
R(UA(1)) in C
α(∂∆,CN )(1). Moreover it can be proved in the same way as in [9]
that the kernel of UA(1) has a closed supplementary in C
α(∂∆,CN )(1).
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Corollary 3.9 The operator UA(1) is onto if and only if r = d, i.e. if and only if
Ψ0 is one-to-one.
Proof. It follows from Remark 3.8, and Lemma 2.2.
Suppose that Af0 is the map associated to an analytic disc f0 attached to a
generic submanifold S in CN . (Recall that f → ρ ◦ f is C1). Let q = f0(1). Let
M = {f ∈ ONα such that f extends to an analytic disc attached to S}, and Mq =
{f ∈M such that f(1) = q}.
It is proved in [9], by using Theorem 3.1 together with the implicit function
theorem, that if Af0 is regular then M is a manifold in a neighborhood of f0. With
a similar proof by using corollary 3.9 and Remark 3.8, we obtain the following
Corollary 3.10 If Af0 is strongly regular, then Mq is a manifold in a neighborhood
of f0.
Remark 3.11 In the totally real case Mq is finite dimensional and its dimension
equal the total index k of the submanifold S. In general (when S is totally real but A
may not be strongly regular) the number k is the index of UA(1). (See section 5).
Remark 3.12 More generally M is a manifold in a neighborhood of f0 as long as
d− l is constant as f varies in a neighborhood of f0. Similarly Mq is a manifold in a
neighborhood of f0 as long as d− r is constant as f varies in a neighborhood of f0.
We finally need to study the operator UA restricted to the subspace of O
N
α given
by the maps vanishing at the point 1 and at the point −1 simultaneously.
Denote by ONα(1,−1) the space of maps in O
N
α which vanish at 1 and at −1.
Similarly denote by Cα(1,−1), the space of Cα maps vanishing at 1 and −1. Denote
by UA(1,−1) the restriction of UA to the space O
N
α(1,−1) seen as an operator from
ONα(1,−1) to C
α(1,−1).
Note that if a map φ is in Cα and it vanishes at 1 and −1, then φ(ζ)
1−ζ2
∈ L2. Define
V ∗A(w) = (1− ζ
2)−1UA((1− ζ
2)w)
= 1/2
(
A(ζ)w(ζ)− ζ2A(ζ)w(ζ)
)
.
So
V ∗A : O
N
α → C
α(∂∆Cm)
and
˜V ∗A : H
N → L2(∂∆,Cm).
Lemma 3.13 Let w ∈ ONα such that w(1) = 0 and w(−1) = 0, then the map
w(ζ)
1−ζ2
is in L2(∂∆,CN ) and it is a limit in L2(∂∆,CN ), of a sequence of maps in ONα.
Proof. The proof is analogous to that of Lemma 3.2.
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Proposition 3.14 Let φ ∈ Cα(∂∆,RN ) such that φ(1) = 0, and φ(−1) = 0, then φ
belongs to the range of UA(1,−1) if and only if
φ(ζ)
1−ζ2
belongs to the range of ˜V ∗A.
The range of ˜V ∗A is contained in the subspace Z
∗ of L2(∂∆,Cm) given by the
maps φ such that (1− ζ2)φ(ζ) is real. So
Z∗ = {φ ∈ L2(∂∆,Cm) : φ¯ = −ζ2φ}
Z∗ is a closed subspace of L2(∂∆,Cm) and we can regard ˜V ∗A as an operator
from HN into Z∗.
Let K∗A be the subset of EA
C of maps δ such that the holomorphic extension of
δtA vanishes of order at least 2 at 0. Let Q∗A ⊆ K
∗
A the subspace given by
Q∗A = {δ ∈ K
∗
A : δ¯ = −ζ¯
2δ.}
Proposition 3.15 An element φ ∈ Z∗ is L2 orthogonal to the range of V˜ ∗A if and
only if φ¯ is in Q∗(ζA). In particular the orthogonal to R(V˜
∗
A) is finite dimensional.
Proposition 3.16 The operator V˜ ∗A has a closed range with finite codimension in
Z∗.
Lemma 3.17 The space Q∗(ζA) is maximal totally real in K
∗
(ζA).
However, the space Q∗(ζA) is essentially EA, more precisely we have
Lemma 3.18 The map from EA into Q
∗
(ζA) given by
γ → iζγ
is an isomorphism, which extends to an isomorphism of EA
C onto K∗(ζA).
Proof.
Just observe that δ = iζγ with real γ, if and only if δ¯ = −ζ¯2δ. Moreover iζγt(ζA)
extends to a holomorphic map vanishing of order at least 2 at 0, if and only if γtA
extends holomorphically. The last assertion of the Lemma follows from Lemma 3.17.
From the above Lemma, with a similar proof as in Theorem 3.7 we find
Theorem 3.19 Let φ ∈ Cα(∂∆,RN) with φ(1) = φ(−1) = 0. Then φ is in the range
of UA(1,−1) if and only if ∫ 2pi
0
γt(ζ)
ζφ(ζ)
1− ζ2
dθ = 0
for every γ in EA.
Remark 3.20 Note that the space {iζ¯(1−ζ2)γ for γ ∈ EA} is a supplementary space
of R(UA(1,−1)) in C
α(1,−1).
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4 Evaluation spaces
Fix an element y ∈ ∂∆, and an element x ∈ ∆¯, define
LA(y) = {w ∈ LA : w(y) = 0}.
We are interested in studying the various evaluation spaces Wx = µx(LA), and
Wx(y) = µx(LA(y)). (Recall that µx is the evaluation at x of an element in O
N
α
and LA = {w ∈ O
N
α : Re(Aw) = 0}. ) We have the following theorems:
Theorem 4.1 Given x ∈ ∆ we have
a) Wx = {c ∈ C
N : Re(Ψx(γ)c) = 0 for every γ ∈ EA}.
In other words Wx = {c ∈ C
N : Re(P (x)c) = 0}. So Wx ∩ iWx coincides with the
kernel of P (x).
b) The real codimension of Wx in R
2N is l.
c) The complex codimension of Wx ∩ iWx in C
N is r.
d) The complex codimension of Wx + iWx in C
N is l − r.
Proof. We assume first that x = 0. A vector c in CN , belong toW0 if and only if there
exists u ∈ ONα such that ζu(ζ)+ c belongs to LA, if and only if −Re(A(ζ)c) belongs
to the range of UζA. Now γ ∈ NζA if and only if ζγ
tA extends holomorphically to ∆¯
and its extension vanishes at 0. This is the case if and only if γ ∈ EA. It follows from
Theorem 3.1 that c ∈ W0 if and only if
∫ 2pi
0
γtRe(Ac)dθ = 0
for every γ ∈ EA. However, since γ ∈ EA, we have
∫ 2pi
0
γtRe(Ac)dθ = Re(Ψ0(γ)c).
In other words the image of W0 under the conjugation map, is the orthogonal space
in R2N to the space Ψ0(EA). This proves b). Part c) and part d) follow easily. In the
general case, let σ be an authomorphism of the disc such that σ(0) = x. It follows
from Proposition 2.4 that the numbers r and l relative to the map A, coincide with
the corresponding numbers relative to A ◦ σ.
Theorem 4.2 Given x ∈ ∂∆ we have
a) Wx = {c ∈ C
N : Re(A(x)c) = 0 and δt(x)A(x)c = 0 for every δ ∈ KA }.
So the kernel of A(x) is contained in Wx.
b) The real codimension of Wx in the space Re(A(x)c) = 0 is l − r.
c) We have Wx ∩ iWx = Ker(A(x)).
d) The complex codimension of Wx + iWx in C
N is l − r.
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Proof.
Assume first that x = 1.
Obviously
W1 ⊆ {c ∈ C
N : Re(A(1)c) = 0}.
Now, given c ∈ CN with Re(A(1)c) = 0, we have c ∈ W1 if and only if −Re(A(ζ)c)
belongs to the range of UA(1). This is the case if and only if
∫ 2pi
0
δtRe(A(ζ)c)
1− ζ
dθ = 0 for every δ ∈ QA.
By the definition of QA this is equivalent to saying that
∫ 2pi
0
Re
(
δtA(ζ)c
1− ζ
)
dθ = 0 for every δ in QA.
Let f be the holomorphic extension of δtAc. Since δ = −ζδ¯, then δ(1) is purely
imaginary, and, by assumption, so is A(1)c, therefore f(1) is real. Moreover, since
δ ∈ QA ⊆ KA, then f(0) = 0. We have:
1
2pi
∫ 2pi
0
Re
(
f(ζ)
1− ζ
)
dθ =
1
2pi
∫ 2pi
0
Re
(
f(ζ)− f(1)
1− ζ
)
dθ
+
f(1)
2pi
∫ 2pi
0
Re
(
1
1− ζ
)
dθ.
By the proof of Lemma 3.2 we know that
1
2pi
∫ 2pi
0
Re
(
f(ζ)− f(1)
1− ζ
)
dθ
= lim
n→∞
1
2pi
∫ 2pi
0
Re
(
f(ζ)− f(1)
1− ζ + 1/n
)
dθ
= lim
n→∞
Re(f(0)− f(1))
1 + 1/n
= −f(1),
since f(0) = 0 and f(1) is real. On the other hand
f(1)
2pi
∫ 2pi
0
Re
(
1
1− ζ
)
dθ =
f(1)
2
We have then proved that
W1 = {c ∈ C
N : Re(A(1)c) = 0 and δt(1)A(1)c = 0
for every δ ∈ QA}.
To replace QA with KA we only need to recall that QA is maximal totally real in KA.
As we already observed if δ ∈ QA, then iδ(1) is real. Let X ⊆ R
m, be the orthogonal
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space to the image of the map δ → iδ(1) for δ ∈ QA. Then because of Remark 2.3, X
has real codimension d− r− (dimension of NA) = l− r. Moreover W1 = A(1)
−1(iX).
Since the kernel of A(1) has complex dimension N −m, then W1 has real dimension
2N −m− l+ r, therefore it has codimension l− r in Ker(ReA(1)). This proves part
b). Part c) and d) are immediate. In the general case, let σ be the rotation such that
σ(1) = x. Since σ(0) = 0, then δ ∈ KA if and only if δ ◦ σ ∈ KA◦σ. The conclusion
follows.
Remark 4.3 Let x ∈ ∂∆, and γ in EA, such that γ(x) = 0. Define
γ′(x) = lim
y→x
γ(y)
y − x
.
(Such limit exists and its finite because of Lemma 2.1). Then part a) of Theorem 4.2
can be restated as follows:
Wx = {c ∈ C
N : Re(A(x)c) = 0 and
γ′(x)A(x)c = 0 for every γ ∈ EA such that γ(x) = 0}.
This follows from the proof of Theorem 4.2, and from Lemma 2.1.
For x ∈ ∆, let
Ψ˜x : E(ζ−x)A → C
N
be the evaluation at x of the holomorphic extension of δt(ζ − x)A,
In other words Ψ˜x(δ) is the residue at x of the meromorphic extension of δ
tA.
Moreover let r1 and l1 and d1 be the numbers r and l and d relative to the map
ζA.
Theorem 4.4 Given x ∈ ∆ and y ∈ ∂∆, we have
a) Wx(y) = {c ∈ C
N : Re(Ψ˜x(γ)c) = 0
for every γ ∈ E(ζ−x)A such that γ(y) = 0}.
Wx(y) ∩ iWx(y) = {c ∈ C
N : Ψ˜x(γ)c = 0
for every γ ∈ EC(ζ−x)A such that γ(y) = 0}.
b) The real codimension of Wx(y) in R
2N is l1 − r1 + r.
c) The complex codimension of Wx(y) ∩ iWx(y) in C
N is l1 − r1.
d) We have Wx(y) + iWx(y) =Wx ∩ iWx = Ker(P (x)).
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Proof. Assume first that x = 0 and y = 1. Because of Lemma 2.1, statement a) is
equivalent to
W0(1) = {c ∈ C
N : Re(Ψ˜0(δ¯)c)) = 0
for every δ ∈ QζA}.
A vector c belongs toW0(1) if and only if there exists a map w ∈ LA with w(1) = 0
and w(0) = c. This is the case if and only if there exists u in ONα such that,
Re(A(ζu(ζ) + c)) = Re((ζA)(u(ζ) + c)) +Re(A((1− ζ)c)) = 0.
Since w = ζu + c, we have u(1) + c = 0. Therefore c is in W0(1) if and only if
−Re(A((1 − ζ)c)) belongs to the range of UζA(1). This is so if and only if∫ 2pi
0
δt
Re(A((1− ζ)c))
1− ζ
dθ = 0
for every δ ∈ Q(ζA). Since every δ ∈ Q(ζA) is of the form δ =
γ
1−ζ¯
with γ real, we find
∫ 2pi
0
δt
Re(A((1− ζ)c))
1− ζ
dθ
= Re(
∫ 2pi
0
δtAcdθ) =
Re
(∫ 2pi
0
−δ¯t(ζA)cdθ
)
= −Re(Ψ˜0(δ¯)c).
Therefore the image of W0(1) under the conjugation map, is the orthogonal space in
R2N to H(Q(ζA)) where H : KζA → C
N is given by
H(δ) = Ψ˜0(δ¯).
It follows directly from the definitions that the kernel of H is precisely EA
C, and its
intersection with QζA is QA. Now QζA has dimension d1− r1, and QA has dimension
d−r. Hence the image of H has dimension d1−d−r1+r. However d is the dimension
of NζA which is d1 − l1. So the codimension of W0(1) is l1 − r1 + r.
Similarly, since QA is maximal totally real in KA, then a vector c ∈ C
N , belongs
to W0(1)∩ iW0(1) if and only if Ψ˜0(δ¯)c = 0 for every δ ∈ KA. Therefore the complex
codimension of W0(1) ∩ iW0(1) equals the complex dimension of KζA minus the
complex dimension of EA
C, which is l1 − r1. From above we derive that W0(1) +
iW0(1)) has complex codimension r. It follows from Remark 2.5 and Theorem 4.1
that W0(1) + iW0(1) ⊆W0 ∩ iW0.
Since, by Theorem 4.1, these two complex spaces have the same dimension, they
must coincide.
For the general case, let σ be the unique authomorphism of the disc such that
σ(1) = y and σ(0) = x. By replacing A with A ◦ σ we immediately prove part c).
Now γ ◦ σ ∈ EζA◦σ if and only if γ ∈ Eσ−1A. On the other hand σ
−1(x) = 0, and
since σ is an authomorphism, the function η(ζ) given by
η(ζ) =
σ−1(ζ)
ζ − x
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for ζ 6= x and
η(x) =
∂σ−1
∂ζ |ζ=x
is holomorphic on ∆, Cα on ∂∆ and does not have zeros on ∆¯. Therefore Eσ−1A =
E(ζ−x)A.
We are left to show that the dimension of Wx(y) is independent on x and y. First
of all the space
{γ ∈ E(ζ−x)A : γ(y) = 0}
has dimension independent on x. In fact the map γ → tγ, (where the function
t(ζ) =
x¯ζ2 − (|x|2 + 1)ζ + x
ζ
,
was defined in the proof of Proposition 2.4), gives a linear isomorphism between
{γ ∈ E(ζ−x)A : γ(y) = 0} and {γ ∈ EζA : γ(y) = 0}.
However, since for every rotation σ, we have that EζA is isomorphic to EζA◦σ, by
choosing the rotation sending 1 to y we show that the dimension of the above spaces
is independent on y as well. To conclude we still need to prove the independence on
x and y of the dimension of the spaces
{γ ∈ E(ζ−x)A : γ(y) = Ψ˜x(γ) = 0}
This space coincides with {γ ∈ EA : γ(y) = 0} whose dimension is independent
on y because of part b) of Proposition 2.4.
Theorem 4.5 Given x and y ∈ ∂∆ with x 6= y we have
a) Wx(y) = {c ∈ C
N : Re(A(x)c) = 0 and γt(x)A(x)c = 0 for every γ ∈ EA }.
So the kernel of A(x) is contained in Wx.
b) The real codimension of Wx(y) in the space Re(A(x)c) = 0 is r
c) We have Wx(y) ∩ iWx(y) = Ker(A(x)).
d) We have Wx(y) + iWx(y) = KerP (x).
Proof. We first assume that y = 1 and x = −1. Given c ∈ CN with Re(A(−1)c) = 0,
we have that c belongs to W−1(1) if and only if there exists w ∈ O
N
α such that
w(1) = 0, w(−1) = c and Re(A(ζ)w(ζ)) = 0. Let us write w = u + (1−ζ)c
2
. Then c
belongs to W−1(1) if and only if Re((1− ζ)A(ζ)c) belongs to the range of UA(1,−1).
This is to say that
∫ 2pi
0
ζγt
Re(A((1− ζ)c))
1− ζ2
dθ = 0 for every γ ∈ EA.
However ∫ 2pi
0
ζγt
Re(A((1− ζ)c))
1− ζ2
dθ =
1
2
∫ 2pi
0
ζγt
Ac
1 + ζ
dθ+
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1
2
∫ 2pi
0
ζγt
(1− ζ¯)A¯c¯
1− ζ2
dθ =
1
2
∫ 2pi
0
ζγt
Ac
1 + ζ
dθ
−
1
2
∫ 2pi
0
γt
A¯c¯
1 + ζ
dθ =
= iIm
(∫ 2pi
0
ζγt
Ac
1 + ζ
dθ
)
.
Let f be the holomorphic extension of ζγtAc, then f(0) = 0 and Re(f(−1)) = 0.
Then
iIm
(∫ 2pi
0
f(ζ)
1 + ζ
dθ
)
=
iIm
(∫ 2pi
0
f(ζ)− f(−1)
1 + ζ
dθ
)
+f(−1)Re
(∫ 2pi
0
1
1 + ζ
dθ
)
= −pif(−1).
Since A(−1) has maximal rank, we find from part b) of Proposition 2.4, that the
space {γ(−1), γ ∈ EA} ⊆ R
m has real dimension r and its orthogonal space X in
Rm, has real dimension m − r. We conclude that W−1(1) = iA(−1)
−1(X) has real
dimension 2N −m− r, so it has codimension r in Ker(Re(A(−1)), this proves part
b).
Part c) follows from a). As far as d) concernes we conclude from a) and c) that
W−1(1) + iW−1(1) has complex codimension r in C
N . However form Remark 2.5 we
know that W−1(1)+ iW−1(1) is a subspace of KerP (−1) which also has codimension
r in CN . The general case follows by acting with the authomorphism group of the
disc.
Proposition 4.6 a) The assignment x → Ker(P (x)) defines a complex Cα vector
bundle F on ∆¯ of rank N−r, which is holomorphic on ∆. Moreover the bundle KerA
on ∂∆ is a subbundle of the restriction of F to ∂∆.
b) The assignment x→ Wx ∩ iWx coincides with F on ∆.
c) Given y ∈ ∂∆, the assignment x→ Wx(y)+ iWx(y) coincides with F on ∆¯−y.
Proof.
Part a) follows from the definition of P and from Proposition 2.4.
Part b) follows from part a) of Theorem 4.1.
Part c) follows from Theorem 4.5.
There is an interesting special case
Proposition 4.7 If for the map A we have r = m, then Wx(y) is a complex space
for every y ∈ ∂∆, and every x ∈ ∆¯ − y. Therefore, in this case, the bundle F is a
holomorphic extension to ∆¯ of the bundle Ker(A(x)) on ∂∆.
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Proof. If x ∈ ∂∆, the result follows from Theorem 4.5 part c). Assume then, that
x ∈ ∆, by acting with the authomorphism group of the disc we may suppose x = 0,
y = 1.We want to show thatW0(1) = Ker(P (0)). The inclusion W0(1) ⊆ Ker(P (0))
follows from Remark 2.5. Fix c ∈ KerP (0). Theorem 4.1 part a) says that there
exists w ∈ LA with w(0) = c. Hence Pw is a purely imaginary constant such that
P (0)w(0) = 0, so Pw ≡ 0. Set w˜ = (1 − ζ)w, then w˜(1) = 0 and w˜(0) = c, from
Proposition 2.6 part b) we conclude that w˜ belongs to LA.
Suppose now that Af0 is the map associated to an analytic disc f0 attached to
a generic submanifold S in CN . Let q = f0(1), Recall that, whenever A is regular,
the set M = {f ∈ ONα such that f extends to an analytic disc attached to S}, is
a manifold in a neighborhood of f0, and that, whenever Af0 is strongly regular, the
set Mq = {f ∈M such that f(1) = q}, is a manifold in a neighborhood of f0.
We then have the following
Theorem 4.8 a) If ζA is regular, that is if EA = 0, then there exists a neighborhood
U of f0 in M such that µ0(U) is an open set in C
N .
b) If ζA is strongly regular, then there exists a neighborhood U of f0 in Mq such
that µ0(U) is an open set in C
N .
Proof.
a) If ζA is regular, then the operator UζA is onto, in particular so is the operator
UA. Hence M is a manifold in a neighborhood of f0. The tangent space to M at f0
coincides with LA and the map µ0|LA coincide with the differential of µ0|M . It follows
from Theorem 4.1 that such differential is onto. We conclude by using the open
mapping theorem. The proof of part b) goes in the same way if we use Theorem 3.9
Lemma 4.9 Let Ω be the subset of ONα given by the analytic discs f such that there
exists a neighborhood of f in ONα where the numbers d, l and r are constant. Then
Ω is open and dense in ONα, moreover Ω ∩M is open and dense in M.
Proof.
Let f be an analytic disc with associated map A. Recall that d−l is the dimension
of the cokernel of UA, whereas d−r is the dimension of the cokernel of UA(1) and d is
the dimension of the cokernel of UA(1,−1). Since the map f → Af is continuous on
ONα, It follows from, [5] pag.235, that d, d− r, and d− l are upper semicontinuous
functions in ONα with value in the set of non negative integers. Let Ω1 be the set of
discs where d is locally constant, Ω2 the set of discs where d− l is locally costant and
Ω3 the set of discs where d − r is locally constant. Let us consider for example Ω1.
Let U be any non empty open subset of ONα, then, since d gives a semicontinuous
function, it follows that the set of discs in U where d takes its minimum value in U,
is open and non empty, so U ∩Ω1 6= ∅. In the same way it can be shown that Ω2 and
Ω3, are dense in M. So Ω = Ω1 ∩Ω2 ∩Ω3 is a dense open subset of O
N
α, in the same
way it can be proved that Ω ∩M is dense in M.
Observe that Ω is invariant under the action of the group of authomorphisms of
the disc.
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Definition 4.10 Let p be a point on the submanifold S in CN , we say that p is a
minimal point if every immersed submanifold H of S containing p and such that the
complex tangent bundle to H concides with the restriction to H of the complex tangent
bundle to S, is an open set in S.
Corollary 4.11 Let S be a generic submanifold of CN where every point is minimal,
then the set Ω˜ of analytic discs attached to S with defect zero is open and dense in
M. In particular µ0 restricted to Ω˜ is an open map.
Proof. Let Ω be the open dense subset defined in Lemma 4.9, clearly Ω˜, is contained
in Ω ∩M. Viceversa let f0 ∈ Ω ∩M such that f(0) = q, then by Remark 3.12, the
sets Ω ∩M and Ω ∩Mq are manifolds. Let us consider the the map µ−1 restricted
to Ω ∩ Mq, seen as a map from Ω ∩Mq into S. By Theorem 4.5 the image of the
differential of such map has a locally constant codimension r. Therefore µ−1(Ω∩Mq)
is an immersed submanifold as in definition 4.10. Since every point of S is assumed
to be minimal, it follows that r = 0, hence, because of Proposition 2.6 d=0.
5 The case N = m (totally real case)
If we assume that A is at values in GL(N,C), then we may use the Birkhoff fac-
torization −A−1A¯ = ΘΛΘ−1, described in Lemma 2.1. We are going to determine
everything we need in terms of the partial indices k1, k2, . . . kN . (See also [7]).
We have
LA = {u ∈ O
N
α : Au+ Au = 0}
= {u ∈ ONα : u+ A
−1Au = 0}
= {u ∈ ONα : Θ
−1u− ΛΘ−1u = 0}
= {v ∈ ONα : v¯j = ζ
−kjvj on ∂∆}
Here j runs from 1 to N and vj is the jth component of the vector v = Θ
−1u.
Therefore if kj < 0, then vj ≡ 0, if kj = 0 then vj is a real constant function, and
if j > 0 then vj is a polynomial of degree kj. It has the form vj =
∑kj
i=0 aiz
i, with
as = akj−s for every s from 0 to kj.
Let k+ be the sum of all the positive partial indeces, and let m+ be their number.
Let k− be the absolute value of the sum of the negative partial indices, and let m−
their number, finally let m0 be the number of partial indices equal to 0. So we have
dimRLA = k+ +m+ +m0. On the other hand
EA = {γ ∈ C
α(∂∆,RN ) : γtA = u extends holomorphically}.
Hence EA is isomorphic to the space
{u ∈ ONα : u
tA−1 is real}
= {u ∈ ONα : −u
tΘΛΘ−1 = u¯t.}
= {v ∈ ONα : v¯j = ζ
kjvj}
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where j runs from 1 to N and vj is the jth component of the vector v = i(Θ
−1)tu. In
the same way as above we find that d = k− + m− + m0.
If we replace A with ζ−1A the index kj is replaced by kj+2, therefore the dimension
of NA equals
∑
kj<0(|kj|−1). It follows that the index of UA is k+N, where k =
∑
kj
is the total index, see also [6].
Moreover A is regular if and only if every partial index is greater then or equal
to −1.
We have l = d− (dimension of NA) = 2m− +m0. On the other hand (Ψ0)(EA
C)
has complex dimension m− +m0 = r. In particular A is strongly regular if and only
if every partial index is greater then or equal to 0.
Similarly we can compute r1 and l1.
Let us look at the index of UA(1). We find dimRLA(1) = k+. On the other hand
the dimension of the cokernel of UA(1) is d−r =
∑
kj<0 |kj|, therefore UA(1) has index
k.
6 The case m = 1 (hypersurface case)
Lemma 6.1 Assume m = 1, given x ∈ ∆. we have the following possibilities
d = l = r = 0, hence A is regular and Wx = C
N .
d = l = r = 1, hence A is regular and Wx is a real hyperplane in R
2N .
d > 1, l = 2, r = 1 and A is not regular.
In this case Wx is a complex hyperplane in C
N .
In particular we can not have d = 2.
Proof. If d = 0, then l = r = 0. If d 6= 0, by the Proposition 2.6 r = 1 and l is either
1 or 2. Moreover, by Proposition 2.7, and Example 2.10, l = 1, if and only if A is
regular, if and only if d = l. If we had d = 2, we would have r = 1. If it was l = 1,
we would have l = r, so A regular, so l = d = 2. If it was l = 2, we would have l = d,
hence A regular, and l = r = 1. So we found an absurd. The other statements follow
from Theorem 4.1.
More generally we have the following
Proposition 6.2 If m = 1, then d is either zero or an odd positive integer. For every
d which is either 0 or an odd positive integer, there exists an analytic disc attached
to an hypersurface in C2 with defect d.
Proof. Let 2k0 be the smallest strictly positive even integer such that there exists an
A with m = 1 and d = 2k0. From the above Lemma we know that 2k0 > 2, and that
l = 2, so 2k0 − 2 is even and strictly positive. However 2k0 − 2 is the defect of ζ
−1A.
This is against the minimality of 2k0.
Let us consider the example in [7] given by the hypersurface
S = {(z1, z2) ∈ C
2 : Re(zk1z2) = 0, z1 6= 0}
and the disc f(ζ) = (ζ, 0) attached to S. If k < 0 the disc f has defect 0, while if
k ≥ 0, the disc has defect 2k + 1.
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Moreover
Proposition 6.3 Assume that m = 1. Given y ∈ ∂∆ and x ∈ ∆, we have that Wx(y)
is a complex space, more precisely
If EA = 0, then Wx(y) = C
N .
If EA 6= 0, then Wx(y) is a complex hyperplane in C
N .
Proof. By Proposition 2.6 we know that r ≤ 1. If r = 1 we conclude applying
Proposition 4.7, if r = 0, then EA = 0, and so ζA is regular. It follows from example
2.10 that ζA is strongly regular, so l1 = r1 and by Theorem 4.4 we conclude.
Proposition 6.4 Assume that m = 1. Fix a point x ∈ ∂∆.
If A is not regular, then, Wx = Ker(A(x)).
If A is regular, then Wx = Ker(Re(A(x))).
Proof. A is regular, if and only if its strongly regular if and only if l = r. (See
Proposition 2.7). We conclude using Theorem 4.2.
Proposition 6.5 Assume that m = 1. Fix two points x and y in ∂∆ with x 6= y.
If EA 6= 0, then Wx(y) = Ker(A(x))
If EA = 0, then Wx(y) = Ker(Re(A(x)).
Proof. It follows directly from Theorem 4.5.
Suppose now that Af0 is the map associated to an analytic disc f0 attached to an
hypersurface S in CN . Let q = f0(1).
Corollary 6.6 If EA = 0 and m = 1, then there exists a neighborhood U of f0 in Mq
such that µ0(U) is an open set in C
N .
Proof. Since ζA is strongly regular if and only if it is regular, if and only if EA = 0,
the result follows from Theorem 4.8
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