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Abstract—Many complex engineering systems admit bidirec-
tional and linear couplings between their agents. Blind and pas-
sive methods to identify such influence pathways/couplings from
data are central to many applications. However, dynamically
related data-streams originating at different sources are prone
to corruption caused by asynchronous time-stamps of different
streams, packet drops and noise. Such imperfect information
may be present in the entire observation period, and hence not
detected by change-detection algorithms that require an initial
clean observation period. Prior work has shown that spurious
links are inferred in the graph structure due to the corrupted
data-streams, which prevents consistent learning. In this article,
we provide a novel approach to detect the location of corrupt
agents as well as present an algorithm to learn the structure
of radial dynamical systems despite corrupted data streams. In
particular, we show that our approach provably learns the true
radial structure if the unknown corrupted nodes are at least three
hops away from each other. Our theoretical results are further
validated in test dynamical network.
I. INTRODUCTION
Networks provide an effective representation framework to
analyze the interactions in complex systems. Network repre-
sentations are widely used in a various fields like neuroscience
[1], social networks [2], power grid [3] to name a few. Learn-
ing the network representation can provide insights into the
analysis of system behavior, help identify critical links, detect
faults, and optimize flows. Initial research on learning the
network representation involved considering the outputs of the
system as random variables [4] . However, such an approach
requires independence among time-lagged observations and
is not applicable in the presence of dynamics in the system
and with the availability of high (time) resolution observations
from the system.
Two distinct paradigms have emerged, active network in-
ference [5] and passive network inference [6]. In the former,
the value of an output is set to a fixed value and the impact
on other outputs are analyzed to infer the network structure.
Whereas, only the time series observations from the system
are utilized to infer the network structure without any active
intervention in the latter. In this article, we will focus on a
passive approach to inference of the network structure. In fact,
in many applications like the stock market, and power grid,
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active intervention is much costlier and often impermissible
compared to passive data collection.
In this article, we consider dynamical systems where every
coupling between agents/nodes is considered to be a bi-
directional. There are several physical systems, especially flow
driven systems like power grid networks [7], heat transfer
networks [8], fluid flow networks, and others like networks
of oscillators [9] and consensus networks [10], where a
notion of a directed edge is insufficient to capture the system
dynamics, and requires bi-directed edges to correctly represent
the influence between two nodes.
Inferring the network representation from time series mea-
surements for complex dynamical system has recently gained
interest in controls community [11], [12], [13], [14], [15]. In
the context of Linear Time Invariant (LTI) systems, [16] use
multivariate Wiener filters to infer the network structure in a
passive manner in the context of LTI systems. Here, the au-
thors infer the moral graph of the system, which has spurious
edges between graph nodes that are two-hops away. In [17],
the authors show that for bi-directed LTI system networks
with a radial network topology, the spurious edges in the
moral graph can be eliminated using graphical separation rules.
Similarly, phase -based results of the estimated Wiener filters
have been shown to enable removal of spurious edges in non-
radial bi-directional LTI systems [18]. The problem of learning
polytree structures has been studied in [19] and [20]. The
authors provide guarantees of a consistent reconstruction. All
the above work assume that the measurements are uniformly
sampled and are available without any non ideal aspect like
packet drops or random delays. Often, the data-streams in large
systems are not immune to effects of noise [21], asynchronous
sensor clocks [22], [23] and packet drops [24], [25]. In [26]
focusing on directed networks with linear time-invariant (LTI)
interactions, authors provided characterization of the extent
of spurious links that can appear due to data-corruption in
the moral graph. However, little is known if these spurious
edges can be eliminated to infer the exact network structure
even in the presence of corruptions in the data streams, thus
establishing consistency guarantees. In [27], focusing on bi-
directional networks, it is shown that the location of corrupt
nodes can be detected by combining tools from information
theory and graph theory. However, a method to eliminate
spurious edges was not presented.
Our contribution: In this article, the objective is to deter-
mine the exact network representation of radial bi-directional
LTI systems, using passive means from corrupt data-streams.
We show that for radial bi-directed network of LTI systems
where corrupt nodes are located deep in the network, at least
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2three hops away from the leaf nodes, the spurious edges
owning to data corruption can be eliminated and the the
exact network structure can be inferred. We present novel
topological characterizations and phase-based properties to
determine the exact location of corruptions. Finally, we pro-
pose an algorithm called ‘hide and learn’ to determine the
exact topology generating the time series observations. To this,
we follow a similar topology learning algorithm, presented
in our prior conference paper [28] that considered hidden
nodes. However in [28], there was a tighter assumption on
the distance between hidden nodes restricting them to be at
least four hops away from each other and the measurements
were assumed to be perfect. Moreover, rigorous proofs were
not presented. Here, we consider time-series with imperfect
information and relax the assumption on the location of corrupt
nodes, and provide rigorous proofs to our results.
The preliminary section II describes the generative model,
the graphical representation for the network and reviews earlier
work on LTI network identification using power spectra.
Section III describes the data corruption models and its effect
on structure inference. In Section IV-A, we present main result
to determine the location of corrupt nodes. The exact topology
learning algorithm is presented in Section IV-B. Simulation
results are provided in Section V and finally, a conclusion is
provided in Section VI.
Notation
Y denotes a vector with yi being ith element of Y.
i − j denotes an undirected edge between nodes i, j in an
undirected graph while i→ j denotes a directed edge from i
to j in a directed graph.
If M(z) is a transfer function matrix, then M(z)∗ = M(z−1)T
is the conjugate transpose.M(i, j) denotes the matrix entry at
ith row and jth column.
E[·] denotes expectation operator.
RXY (k) := E[X[n+ k]Y [n]] is the cross-correlation function
of jointly wide-sense stationary(WSS) processes X and Y . If
Y = X then RXX(k) is called the auto-correlation.
ΦXY (z) := Z(RXY (k)) represents the cross-power spectral
density while ΦXX(z) := Z(RXX(k)) denotes the power
spectral density(PSD). Z(·) is the Z-transform operator.
bi represents the ith element of the canonical basis of Rn.
II. PRELIMINARIES
In this section the generative model and the generative graph
that represents the networked system are presented.
A. Generative Model
Consider N agents that interact over a network. Consider
the following continuous time linear dynamics for each agent
i ∈ {1, · · ·N}:
n∑
m=1
am,i
dmxi
dtm
=
N∑
j=1,j 6=i
bij(xj(t)− xi(t)) + wi(t), (1)
where the process wi(t) is considered to be zero mean WSS
process innate to agent i and thus wi is independent of wj
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(b) Generative Topology GT
Fig. 1: A generative graph and its tree topology.
if i 6= j. Thus, the power spectral density (PSD) of w =
(w1, w2, . . . , wN )
T , Φw(z) is a diagonal matrix. Above, am,i,
bij ∈ R. We assume the signals are bounded in a mean-square
sense: E[‖ xi[t] ‖2] < ∞ and E[‖ wi[t] ‖2] < ∞. After
discretization and taking z transform we obtain the following:
Si(z)xi(z) =
N∑
j=1,j 6=i
bijxj(z)+wi(z) for i = 1, . . . , N. (2)
Here si(z) is a transfer function obtained due to the derivatives
of xi(t). Rewriting the above equation we obtain:
xi(z) =
N∑
j=1,j 6=i
Gij(z)xj(z) + ei(z) for i = 1, . . . , N. (3)
Here, Gij(z) = bijSi(z) , ei(z) =
wi(z)
Si(z)
.
Compactly, (3) is equivalent to
x = G(z)x+ e, (4)
where x = (x1(z), x2(z), . . . , xN (z))T and e =
(e1(z), e2(z), . . . , eN (z))
T and G(i, j) = Gij(z). We call
the pair (G(z), e) generative model. We consider generative
models such that Gij(z) 6= 0 and Gji(z) 6= 0. Such models
are prevalent in linearized models of engineering systems
operating around an equilibrium point. For example, consider
swing dynamics for power systems and heat transfer dynamical
systems.
B. Graphical Representation
The structural description of (3) induces a generative graph
G = (V,
−→
A ) formed by identifying the set of vertices, V =
{1, 2, . . . , n}, with random processes xi and the set of directed
links,
−→
A, is given by:
−→
A = {i → j|Gji 6= 0}. Since we
consider bi-directional dynamical systems, it follows that we
have that a directed edge from j to i as well. Thus, G is a
bi-directed graph. Given generative graph G, its generative
topology is the undirected graph GT = (V,A) where A =
{i − j | i → j ∈ −→A} ∪ {i − j | i ← j ∈ −→A}. The following
definitions on undirected graphs will be useful for subsequent
analysis. Figure 1 represents a bidirected system.
Definition 1 (Path). Nodes w1, w2, . . . , wn ∈ V forms a
path in an undirected graph, G = (V,A), if for every
i = 1, 2, . . . , n − 1 we have wi − wi+1 in A. The path is
denoted by w1 − w2 · · · − wn. The length of the path is one
less than the number of nodes in the path.
Definition 2 (n-Hop Neighbor). Given an undirected graph,
G = (V,A), a node j ∈ V is a n hop neighbor of i ∈ V
3if there is a path of length n between i and j in G. We will
denote n hop neighbors of i as n − hop(i). We refer 1-hop
neighbors as neighbors.
Definition 3 (Tree). An undirected graph G = (V,A) is called
a tree if there is a unique path connecting any two nodes in
V .
Definition 4 (Leaf Node/ non-leaf nodes). In a tree, GT =
(V,A), a node i ∈ V that has only one neighbor (1−hop(i))
is called a leaf node. Nodes with more than one neighbor are
called non-leaf nodes.
In figure 1b), {2, 4, 7, 8, 9} are non-leaf nodes while the rest
are leaf nodes.
Definition 5 (Radial Systems). If the generative topology GT
associated with a generative model (G(z), e) is a tree, then
the generative system is called a radial system.
Figure 1 represents a radial system.
Definition 6 (Kins). Suppose the generative graph is G =
(V,A). The kins of a node i, kin(i), is given by: kin(i) =
{j|j → i or i→ j or i→ k ← j holds in G}.
In figure 1a), for example, kin(2) = {1, 3, 4, 5, 6, 7}.
Definition 7 (Moral-Graph). Suppose G = (V,
−→
A ) is a
generative graph. Its moral-graph is the undirected graph
GM = (V,AM ) where AM := {i− j|j ∈ V, i ∈ kin(j)}.
The moral graph for a radial system is the graph formed
by adding undirected edges between 2-hop neighbors in the
generative topology. See Figure 2b) for example.
C. Moral Graph Inference from Time Series
The relationship between the sparsity pattern of inverse PSD
matrix of time sereis, x and the moral graph, GM of a is
described by the following result from [16].
Theorem 1. Consider a generative model (G(z), e) consisting
of N nodes with generative graph G. Let x = (x1, . . . , xN )T
denote the time series measurements. Let Φxx be the power
spectral density matrix of the vector process x. Then the (j, i)
entry of Φ−1xx is non zero implies that i is a kin of j.
The basis of the above result comes from the structure of
the matrix G(z). For a radial system, we have Gij(z) 6= 0 if
and only if i− j holds in GT . From (4) we can express Φxx
for a radial system as follows:
Φxx = (I − G(z))−1Φe(I − G(z))−∗. (5)
The inverse PSD, Φ−1xx , is given by:
Φ−1xx = (I − G(z))∗Φ−1e (I − G(z)) (6)
We have the following:
Φ−1xx (i, j) =

−Gij(z)Φ−1ei − Gji(z−1)Φ−1ej , j ∈ 1− hop(i)
Gki(z−1)Gkj(z)Φ−1ek , j ∈ 2− hop(i)
and k ∈ 1− hop(i), k ∈ 1− hop(j)
Φ−1ei +
∑
k∈1−hop(i) |Gki|2Φ−1ek , i = j
0, otherwise.
(7)
Remark 1. For i and j being kins but Φ−1xx (i, j) to be zero, the
transfer functions in G must be belong to a set of measure zero
on space of system parameters. For example, system dynamics
with transfer functions being zero or a static system with all
noise sequences being identical. Therefore, except for these
restrictive cases, the result in Theorem 1 is both necessary and
sufficient. See [16] for more details. For subsequent discussion
and results to follow, we assume such pathological cases don’t
hold.
III. UNCERTAINTY DESCRIPTION
In this section we provide a description for how uncertainty
affects the time-series xi. We interchangeably use corruption
or perturbation to denote imperfections/uncertainties in mea-
surement information.
A. General Perturbation Models
Consider ith node in a generative graph and it’s associated
unperturbed time-series xi. The corrupt data-stream ui asso-
ciated with i is assumed to follow:
ui[t] = gi(xi[·], ui[·], ζi[t]), (8)
where ui can depend dynamically (can be non-causal) on xi,
its own values in the strict past, and ζi[t] which represents a
stochastic process. We highlight a few important perturbation
models that are practically relevant. See [26] for more details.
Temporal Uncertainty: Consider a node i in a generative
graph. Suppose t is the true clock index but the node i
measures a noisy clock index which is given by a random
process, ζi[t]. One such probabilistic model is given by the
following Bernoulli process:
ζi[t] =
{
t1, with probability pi
t2, with probability (1− pi),
where t1 and t2 are integers such that at least one of t1
and t2 are not equal to 0. Randomized delays in information
transmission can be modeled as a convolution operation with
the impulse function δ[t] shifted by ζi[t] as follows :
ui[t] = δ[t+ ζi[t]] ∗ xi[t]. (9)
Noisy Filtering: Given a node i in a generative graph, the
data-stream xi is filtered by a stable filter Li and corrupted
with independent measurement noise ζi[·]. This perturbation
model is described by:
ui[t] = (Li ∗ xi)[t] + ζi[t]. (10)
Packet Drops: The measurement ui[t] corresponding to a
ideal measurement xi[t] packet reception at time t can be
stochastically modeled as:
ui[t] =
{
xi[t], with probability pi
ui[t− 1], with probability (1− pi).
(11)
Consider a Bernoulli process ζi described by,
ζi[t] =
{
1, with probability pi
0, with probability (1− pi).
The corruption model in (8) takes the form:
ui[t] = ζi[t]xi[t] + (1− ζi[t])ui[t− 1]. (12)
4B. Corruption of power spectra
In all the perturbation models illustrated above, ui will have
cross-spectra and power spectra of the form:
Φuixi(z) = hi(z)Φxixi(z) (13a)
Φuiui(z) = hi(z)hi(z
−1)Φxixi(z) + di(z), (13b)
for some transfer functions hi and di. If the perturbations were
deterministic and time invariant so that ui = hi(z)xi, then
the power spectrum formulas would hold with di(z) = 0.
However, the randomized perturbations imply that di(z) 6= 0.
A more rigorous characterization of the perturbation models
is described in [29].
Structure of inverse power spectra due to corruption
Here, we will describe the structure of Φ−1uu (ω). We will
use the following equations and setup for deriving subsequent
results. For compact notation, we will often drop the ω
arguments.
For p = 1, . . . , N if p is not a perturbed node, set hp(ω) = 1
and dp(ω) = 0. With this notation, (13) implies that the entries
of Φuu are given by:
(Φuu)pq =
{
hp(Φxx)pqh
∗
q if p 6= q
hp(Φxx)pph
∗
p + dp if p = q
When p 6= q, there is no d term because the perturbations were
assumed to be independent.
In matrix notation, we have that:
Φuu = HΦxxH
∗ +
n∑
k=1
Dvk
where H is the diagonal matrix with entries hp on the diagonal
and Dvk(ω) = bvkdvk(ω)b
T
vk
where bvk is the canonical unit
vector with 1 at entry vk.
For k = 0, . . . , n − 1 set Ψk = HΦxxH∗ +
∑k
m=1Dvm .
Here, Φ−1uu = Ψ
−1
n . We can inductively define these matrices
as:
Ψ0 = HΦxxH
∗ (14a)
Ψk+1 = Ψk + bvk+1dvk+1b
T
vk+1
(14b)
Note that Ψ−10 (i, j) can be expressed as follows:
Ψ−10 (i, j) =
1
hi(ω)
Φ−1xx (i, j)
1
hj(ω)
(15)
Combining Woodbury matrix identity in (14b) implies that
Ψ−1k+1 = Ψ
−1
k − Γk+1 (16)
where Γk+1 := Ψ−1k bvk+1b
T
vk+1
Ψ−1k ∆
−1
k+1, and ∆k+1 =
d−1vk+1 + Ψ
−1
k (vk+1, vk+1) which is a scalar.
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(a) Generative graph
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(b) Moral Graph inferred using perfect measure-
ments
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(c) Perturbed Kin graph inferred due to corruption
at 4
Fig. 2: This figure shows how unreliable measurements at a
node can yield in erroneous dynamic influences.
C. Network identification in presence of corruption
Here, we describe how structure learning using sparsity in
inverse PSD of corrupted data streams leads to inference of
spurious links.
Definition 8 (Perturbed Graph). Let GM = (V,AM ) be a
moral graph. Suppose Y ⊂ V is the set of corrupt nodes
satisfying (13). Then the perturbed graph of GM with respect
to set Y is the graph GU = (V,AU ) such that i− j ∈ AU if
either i− j ∈ AM or there is a path from i to j in GM such
that all intermediate nodes are in Y .
We have the following result from [26].
Theorem 2. Consider a generative model (G(z), e) consisting
of N nodes with the moral graph GM = (V,AM ). Let
{v1, v2, . . . , vn} be the set of n perturbed nodes where each
perturbation satisfies (13). Then, (Φ−1uu (z))pq 6= 0 implies that
p and q are neighbors in the perturbed graph GU .
Consider a chain network consisting of 7 nodes with bidi-
rectional dynamics between adjacent nodes as shown in 2a.
The true moral graph is depicted in figure 2b. Suppose 4 is
corrupted. Applying, Theorem 2, the inferred undirected graph
is shown in figure 2c.
IV. EXACT TOPOLOGY LEARNING
The first step towards exact topology learning is to deter-
mine the location of all the corrupt nodes. This is presented in
the following subsection. We consider the following assump-
tion on the location of corrupt nodes:
Assumption 1. C1) Corrupt nodes are at least 3 hops away
from all leaf nodes in the generative topology.
C2) Corrupt nodes are at least 3 hops away from each other
in the generative topology.
Remark 2. The above condition C1) implies that the corrupt
nodes are located deep in the network such that its effects are
felt by the agents that have perfect measurements.
5A. Corruption Detection
In this section we describe a method to locate the corrupt
nodes in the inferred perturbed graph for radial dynamical
systems.
Neighborhood characterization
In this subsection, we characterize the neighborhood set
of leaf and corrupt nodes. The following proposition will be
needed for the development to follow.
Proposition 1. Consider a radial system with generative
topology GT = (V,A) consisting of N nodes with the moral
graph GM = (V,AM ). Let 1 − hop(i) and 2 − hop(i)
denote the set of 1-hop and 2 hop neighbors of i in GT . Let
Y ⊂ V be the set of perturbed nodes where each perturbation
satisfies (13) and Assumption 1. Suppose GU = (V,AU ) is the
perturbed graph inferred using Theorem 2. Let neighbors of
node i in GU ben Nu(i). If i is a leaf node in GT or i ∈ Y ,
then Nu(i) = 1− hop(i) ∪ 2− hop(i).
Proof. We will show that no additional nodes excluding 1 −
hop(i) or 2 − hop(i) neighbors exist as neighbors of i in
GU . Suppose j is a neighbor of i in GU such that j /∈ 1 −
hop(i) ∪ 2 − hop(i). Then, by definition of perturbed graph,
there should be a path i − v1 − v2 − j in GM such that v1
and v2 are corrupt nodes. This implies v1 belongs to 1 −
hop(i) or 2 − hop(i) in GT . Suppose i is a corrupt node.
This contradicts condition C2). Suppose i is a leaf node. This
contradicts condition C1).Therefore, Nu(i) = 1−hop(i)∪2−
hop(i).
The following lemma describes a topological method to
detect a set of candidate nodes which contains only leaf and
corrupt nodes using the perturbed graph. It states that only
leaf nodes and corrupt nodes has a neighborhood that forms
a clique in the perturbed graph.
Lemma 1. Consider a radial dynamical system with gener-
ative topology GT = (V,AT ). Let Y ⊂ V be the set of
perturbed nodes where each perturbation satisfies (13) and
assumption 1. Suppose GU = (V,AU ) is the perturbed graph
inferred using theorem 2. Consider any node i in V . Neighbors
of node i in GU , Nu(i)∪{i} will form a clique in GU if and
only if i is a leaf node in generative topology GT or i is a
corrupt node.
Proof. (⇒) We will show that if i is neither a leaf node nor a
corrupt node, then Nu(i)∪{i} does not form a clique in GU .
Note that all nodes in 1− hop(i) and all nodes in 2− hop(i)
will be neighbors of i in moral graph and hence are neighbors
of i in GU . We will show that there exists a pair of nodes
a, b ∈ Nu(i) such that a − b does not hold true in GU and
thus N (i)u ∪ {i} cannot form a clique in GU .
By generative model description, we have that there is at
least one 1-hop neighbor and one 2 -hop neighbor for every
node in GT . Consider a ∈ 1 − hop(i) and b ∈ 2 − hop(i).
Then, a path a− i− p− b exists in GT for some node p ∈ V .
Either a is a leaf node or not in GT . Suppose, a is a leaf node.
As GT is a tree, the path a − i − p − b is unique. Thus, all
possible paths between a and b in GM goes through at least
one of i, p. As a is a leaf node, by condition C 1), i, p are not
corrupt. Thus, a− b /∈ AU .
Suppose a is not a leaf node. Then, there exists a path
c−a−i−p−b in GT . Thus, c ∈ 2−hop(i) and a neighbor of
i in the perturbed graph, GU . We show that c, b despite being
neighbors of i in GU , c− b does not hold true in GU . Similar
to argument above, since GT is a tree, the path connecting
c, b, c−a− i−p− b is unique in GT . Thus, all possible paths
between c and b in GM goes through at least one of a, p and
i. By condition C2), both a and p cannot be corrupt. Thus all
possible paths between c and b in GM goes through at least
one non-perturbed node. Thus, c− b /∈ AU .
(⇐) Suppose i is a leaf node in GT or a corrupt node. We
will show that Nu(i)∪{i} forms a clique in the perturbed kin
graph, GU . Using Proposition 1, Nu(i)∪{i} = 1−hop(i)∪
2− hop(i) ∪ {i}.
i is a leaf node: There is only one non-leaf node nl which
is a neighbor of i in GT . Any pair of 2-hop neighbors of i
in GT , k1, k2, has a common parent of nl in the generative
graph. Thus, k1−nl− k2 holds in GT and neighbors in GM .
Hence, k1−k2 holds in GU . Thus, Nu(i)∪{i} forms a clique
in GU .
i is a corrupt node: For any k1, k2 ∈ Nu(i), there is a path
k1 − i − k2 in the moral graph GM . As i is a corrupt node,
k1 − k2 holds in GU . Thus, Nu(i) ∪ {i} forms a clique in
GU .
Detection of corrupt nodes
After a candidate set containing corrupt nodes and leaf
nodes are determined as discussed above, we will now isolate
the corrupt nodes exactly. The following theorem precisely
detects the corrupt nodes separately based on phase properties
of entries in inverse PSD.
Theorem 3. Suppose GT = (V,AT ) is the generative
topology corresponding to a radial dynamical system. Let
Y = {v1, v2, . . . , vn} ⊂ V be set of corrupt nodes with
each corruption satisfying (13) and Assumption 1. Suppose
GU = (V,AU ) is the perturbed graph inferred using theorem
2. Let B be the set of nodes detected using Lemma 1 whose
neighborhood, Nu(i) forms a clique with {i} in GU . Take a
node i ∈ B. Then, i has at least two neighbors, p, q in GU
with non-constant ∠Φ−1uu (i, p)(ω) for all ω ∈ (−pi, pi] if and
only if i is a corrupt node in GT .
Proof. First, we recall the structure of Φ−1uu (ω) described in
III-B in equations (14b)-(16). For each i ∈ B, we will in-
ductively prove that for k = 2, . . . , n, Ψ−1k (i, j) = Ψ
−1
1 (i, j).
Consider case k = 2. Using (16), Ψ−12 (i, j) = Ψ
−1
1 (i, j) −
Γ2(i, j). Note that Γ2(i, j) = Ψ−11 (i, v2)Ψ
−1
1 (v2, j)∆
−1
2 . Sim-
ilarly, using (16), Ψ−11 (i, v2) = Ψ
−1
0 (i, v2)−Γ1(i, v2) where
Γ1(i, v2) := Ψ
−1
0 (i, v1)Ψ
−1
0 (v1, v2)∆
−1
1 . Here, if i is a corrupt
node, v1 = i. By (15), Ψ−10 (v1, v2) =
Φ−1xx (v1,v2)
hv1hv2
. As v1 and
v2 are at least 3-hops away in GT , using (7), Φ−1xx (v1, v2) = 0.
Thus, Γ1(i, v2) = 0. Again, by (15) Ψ−10 (i, v2) =
Φ−1xx (i,v2)
hihv2
.
Since i is either a leaf node or a corrupt node, we have that
i, v2 are at least 3 hops away from each other. Using this and
6(7) we have that Φ−1xx (i, v2) = 0. This implies Ψ
−1
0 (i, v2) = 0.
Therefore, Ψ−11 (i, v2) = 0 and hence Γ2(i, j) = 0. Thus we
have proved that Ψ−12 (i, j) = Ψ
−1
1 (i, j).
Now assume that the claim holds for some k >
2. That is, Ψ−1k (i, j) = Ψ
−1
1 (i, j). Using (16),
Ψ−1k+1(i, j) = Ψ
−1
k (i, j) − Γk+1(i, j), where Γk+1(i, j) =
Ψ−1k (i, vk+1)Ψ
−1
k (vk+1, j)∆
−1
k+1. Using the induction hypoth-
esis, Ψ−1k (i, vk+1) = Ψ
−1
1 (i, vk+1). As v1, vk+1 and i, vk+1
are at least 3 hops away from each other respectively, using the
same argument as described for v1, v2 and i, v2 in the previous
paragraph, we have Γk+1(i, vk+1) = 0 and Ψ−1k+1(i, j) =
Ψ−1k (i, j) = Ψ
−1
1 (i, j). As Φ
−1
uu = Ψ
−1
k for k = n, we have
established that Φ−1uu (i, j) = Ψ
−1
1 (i, j).
(⇐) We will show that if i ∈ B is a leaf node in
GT , then there is at most only one node j ∈ Nu(i) such
that ∠Φ−1uu (i, j)(ω) is non-constant for all ω ∈ (−pi, pi]. By
Proposition 1, Nu(i) = 1 − hop(i) ∪ 2 − hop(i). Moreover
as i is a leaf node, any node j ∈ Nu(i) is not a corrupt node.
Therefore, using (15) and preceding discussion, we have
Φ−1uu (i, j) = Ψ
−1
1 (i, j) = Ψ
−1
0 (i, j) = Φ
−1
xx (i, j). (17)
Since i is a leaf node, there is only node in 1 − hop(i).
Suppose r is that node. We will show that for all j 6= r ∈
Nu(i) (this means j ∈ 2 − hop(i)), ∠Φ−1uu (i, j) = 0 while
∠Φ−1uu (i, r) is non-constant.
Take any j ∈ 2−hop(i). Let q ∈ V be the common neighbor
of i and j in GT . Combining (17) and (7) we have:
Φ−1uu (i, j) = Gqi(ω)Gqj(ω)Φ−1eq (18)
=
bqibqjΦ
−1
wq
|Sq|4 , (19)
which is a positive real scalar. Thus, ∠Φ−1uu (i, j) = 0.
Now, consider the node r. By (17) and (7) we have:
Φ−1uu (i, r) = −
birΦ
−1
wi
Si(ω)|Si(ω)|2 −
briΦ
−1
wr
Sr(ω)|Sr|2 (20)
Thus Φ−1uu (i, r) has a non-constant phase response.
(⇒) We will show that if i ∈ B is a corrupt node in GT ,
then there are at least two neighbors p, r of i in GU such
that Φ−1uu (i, p), Φ
−1
uu (i, r) are non-constant transfer functions.
By assumption on location of corrupt nodes, every corrupt
node has at least two 1 hop neighbors in GT . Take any p ∈
1−hop(i). We will now show that Φ−1uu (i, p) is not a constant
transfer function.
Now, Φ−1uu (i, p) = Ψ
−1
0 (i, p)−Ψ−10 (i, i)Ψ−10 (i, p)∆−11 . By
(15), Ψ−10 (i, p) =
Φ−1xx (i,p)
hihp
. Then,
Φ−1uu (i, p) =
Φ−1xx (i, p)
hi
− ∆
−1
1 Φ
−1
xx (i, i)Φ
−1
xx (i, p)
hi|hi|2
(21)
Using (7) we have:
Φ−1xx (i, p) = −
bipΦ
−1
wi
Si(ω)|Si(ω)|2 −
bpiΦ
−1
wp
Sp(ω)|Sp|2 (22)
Therefore, by (21) and (22) we can see that Φ−1uu (i, p) is not
a constant transfer function and hence has non-constant phase
response.
The above result detects the set of corrupt nodes, y, from
the candidate set, B, and hence the remaining nodes B \y are
the leaf nodes. Moreover, the above result delineates that only
leaf nodes have one unique entry in Φ−1uu with a non-constant
phase response. This corresponds to the true edge associated
with the leaf node. Thus, the above also provides a method to
detect leaf nodes and remove spurious edges associated with
leaf nodes. The procedure is described comprehensively in
Algorithm 1.
Algorithm 1 Detection of Corrupt Nodes and Isolating True
Edges Associated with Leaf Nodes
Input: Time series measurements, u.
Output: Set of perturbed nodes, Y , set of leaf nodes, L,
and set of true edges, EL associated with leaf nodes.
Init: AZ ← {}, Y ← {}, L← {}, EL ← {}.
1: Compute inverse PSD, Φ−1uu .
2: for all i ∈ V , i 6= j do
3: if Φ−1uu (i, j)(ω) 6= 0 then
4: AZ ← AZ ∪ {i− j}
5: end if
6: end for
7: for all i ∈ V do
8: i ← {}.
9: if Nu(i) ∪ {i} forms a clique in GZ = (V,AZ) then
10: for all j ∈ Nu(i) do
11: if ∠Φ−1uu (i, j)(ω) is not constant for all ω ∈
(−pi, pi] then
12: i ← i ∪ {i− j}
13: end if
14: end for
15: if Cardinality of i ≥ 2 then
16: Y ← Y ∪ {i}
17: elseL← L ∪ {i} and EL ← EL ∪ i
18: end if
19: end if
20: end for
B. Hide and Learn Algorithm
The steps to recover the exact topology of the radial linear
dynamical system using imperfect information are presented
in this section. To accomplish this we follow hide and learn
strategy. This is described in Algorithm 2. First, hide the
measurements of the corrupt nodes. We infer the graphical
structure of the network by observing sparsity pattern of
inverse PSD using only the nodes that has perfect information
by marginalizing out the corrupt node measurements. That
is, the corrupt nodes will be treated as latent nodes. This
graph will contain spurious edges. This constitutes lines 1
to 7 in Algorithm 2. Second, identify the true edges in
the graph obtained from previous step. This constitutes lines
8 to 15 in Algorithm 2. Finally, place the corrupt nodes
back at the correct location in the structure resulting from
previous step as described in lines 16 to 29 in Algorithm 2.
Theorem 4 is the main result of the article which states that
Algorithm 2 precisely learns the exact topology of a radial
7Algorithm 2 Exact Topology Learning: Hide and Learn
Input: Inputs and outputs from Algorithm 1.
Output: Set of true edges, A, in generative topology GT .
Init: Set of observed edges, Ao ← {}.
1: Isolate non-corrupt measurements, o = u \ y. Observed
nodes Vo = V \ Y .
2: Using measurements o, compute inverse PSD, Φ−1oo .
3: for all i ∈ Vo, i 6= j do
4: if Φ−1oo (i, j)(ω) 6= 0 then
5: Ao ← Ao ∪ {i− j}
6: end if
7: end for
8: Non-leaf nodes, Vnl = V \ {Y ∪ L}.
9: True edge set, ET ← EL.
10: for all p, q ∈ Vnl such that p− q ∈ Ao do
11: if There exist K 6= {} and S 6= {} such that
sep(K,S|{p, q}) holds then
12: ET ← ET ∪ {p− q}
13: A← A ∪ ET
14: end if
15: end for
16: d ← number of disconnected components in the graph,
Θ = (Vo, ET ). (i.e Θ = ∪di=1θi).
17: for all i ∈ {1, 2, . . . , d} do
18: for all j ∈ {i+ 1, . . . , d} do
19: if There exists nodes q ∈ θi and r ∈ θj such that
p− q ∈ θi and s− r ∈ θj holds for some other observed
nodes p, s then
20: for all l ∈ Y do
21: if {p, q, l, r, s} forms a clique in GZ then
22: if Φ−1uu (p, s)(ω) is constant for all ω ∈
(−pi, pi] then
23: A← A ∪ {q − l, l − r}
24: end if
25: end if
26: end for
27: end if
28: end for
29: end for
system with imperfect information once the corrupt nodes have
been detected using Algorithm 1. The proof is given in the
appendix.
Theorem 4. Suppose Y is the set of perturbed nodes, L is
the set of leaf nodes and EL is the set of true edges associated
with leaf nodes detected from Algorithm 1. Then, Algorithm 2
results in learning the true generative topology is GT = (V,A)
for the corresponding radial system.
V. SIMULATION RESULT
In this section we demonstrate the topological learning
algorithm via a numerical example. Let the true generative
graph, G, be as shown in Fig. 2a) with the following dynamics:
Fig. 3: Magnitude Plots The magnitude of inverse power
spectral density estimates computed from corrupt data streams
u are shown in the here. Notice the entries are non-zero across
the frequency grid. To each non-zero entry, we add undirected
edges to infer the perturbed graph as shown in Figure 2c)
following theorem 2.
x1[t] = 0.5x2[t− 1] + e1[t]
x2[t] = 0.36x1[t− 1] + 0.6x3[t− 1] + e2[t]
x3[t] = 0.95x2[t− 1]− 1.7x4[t− 1] + e3[t]
x4[t] = 0.51x3[t− 1] + 0.55x5[t− 1] + e4[t]
x5[t] = 1.5x4[t− 1] + 0.6x6[t− 1] + e5[t]
x6[t] = 0.7x5[t− 1] + 0.5x7[t− 1] + e6[t]
x7[t] = 0.65x6[t− 1] + e7[t]
(23)
where ei are white noise sequences. The corruption model for
node 4 is:
u4[t] =
{
x4[t− 2], with probability 0.7
x4[t], with probability 0.3.
(24)
From a trajectory length of 107, the estimates for power spec-
tral density was obtained using MATLAB ’cpsd’ command.
The plot for magnitude of the inverse power spectral density
estimates is shown in Figure 3. Step 1: Using Theorem 2,
adding edges and constructing an undirected graph results in
the perturbed graph shown in figure 2c). Step 2: We notice
that neighbors of 1,4 and 7 forms a clique with nodes 1,4 and 7
respectively. As predicted by Lemma 1, we have identified the
candidate set. Step 3: The next step is to detect the corrupt
node. To this we observe the phase response of the inverse
PSD estimated. Figure 4 shows that only 4 will have at least
two non-constant phase estimates. For leaf nodes, there will
only be one non-constant phase plot. Using Theorem 3 we
determine node 4 as the corrupt node. Step 5: The next step
is to follow the hide and learn algorithm. We first remove
the measurements of node 4 and infer the topology of the
network with latent node 4. That is, using the measurements
O = {1, 2, 3, 5, 6, 7}, we compute the inverse PSD. The
magnitude of Φ−1oo is shown in Figure 5. Following Lemma
2 yields the undirected graph shown in figure 6a.
8Fig. 4: Phase Plots. The estimated phase response values
are shown in the figure. We observe that the phase response
corresponding to edges to the leaf nodes, {1, 7}, have only
non-constant phase response. Node 4 has two non-constant
phase response. This verifies predictions of Theorem 3. The
phase response estimate of 2 − 6 link is approximately close
to zero and is a constant. This verifies Lemma 4.
Fig. 5: Unobserved node 4. The magnitude of the inverse
PSD estimates computed from o = u \ {4} are shown here. y
axis is angular frequency ω in radians/s. Notice the entries are
non-zero across the frequency grid. To each non-zero entry, we
add undirected edges to infer the undirected graph as shown
in Figure 6a) following Lemma 2.
Then, using graphical separation results mentioned in
Lemma 3, we detect the true edges in the inferred network.
This yields two disconnected components as shown in Figure
6b. Finally, we place the latent node at the point of disconnec-
tion and obtain the true generative topology shown in Figure
6c.
VI. CONCLUSION
In this article, we proposed an exact topology learning
algorithm for radial bi-directed network of LTI systems in
the presence of corruption. We show that for networks where
1 2 3 5 6 7
(a) Inferred undirected graph with latent node 4.
1 2 3 5 6 7
(b) Detect true edges.
1 2 3 4 5 6 7
(c) Place hidden (corrupt) node 4.
Fig. 6: This figure shows how Hide and Learn algorithm
learns the exact topology of the generative system considered
in the example.
corrupt nodes are three or more hops away from each other
deep inside the network, the spurious edges owning to data
corruption can be eliminated and the the exact network struc-
ture can be determined. We used clique characterization in
the inferred undirected graph to determine the set of leaf and
corrupt nodes. Then using phase properties of the inverse PSD,
we isolated the location of corrupt nodes. Finally, we hide the
corrupt node measurements and adopt hide and learn strategy
to learn the exact network representation generating the time
series observations. We remark here that Algorithm 1 and 2
will still work to learn the exact network structure even when
there are hidden nodes and corruption simultaneously as long
as the location of hidden nodes and the corrupt nodes are at
least 3 hops away from each other and at least 3 hops away
from the leaf nodes. The future direction of research entails
relaxing the assumption on generative topology being a tree.
Another pertinent direction would be to quantify the amount
of data and provide confidence intervals in estimating PSD
from finite samples of data.
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APPENDIX: PROOF OF THEOREM 4
Structure Learning with Latent Corrupt Nodes: Let y be the
time series measurements of corrupt nodes, Y , detected after
Theorem 3. Let o denote the set of measurements without
y. That is, o = u \ Y . We compute the inverse PSD of o.
Now, using sparsity pattern in inverse PSD of o as adjacency
matrix construct an undirected graph, Tm = (Vo, Ao). The
following result from [28] characterizes the edges in Tm and
the generative topology GT .
Lemma 2. Consider a linear dynamical system with genera-
tive topology GT . Then, Φ−1oo (i, j)(ω) 6= 0 for ω ∈ (−pi, pi],
implies that i and j are within four hops of each other in GT .
True edge set discovery between observed nodes: The graph
Tm inferred from Lemma 2 contains spurious edges. The
objective here is to eliminate the spurious edges and thus
identify the true edges. To this, following notion of separation
in undirected graphs is introduced.
Definition 9 (Separation). Given an undirected graph G =
(V,A), the set of nodes Z ⊂ V is said to separate the path
between nodes i, j, if there exist no path between i and j
in G after removing the set of nodes Z. We denote this by
sep(i, j|Z) which is read as i, j are separated by Z.
The following result from [28] provides a topological method
based on separation property to identify the observed non-leaf
nodes and identify the true edges between them.
Lemma 3. Suppose Tm is the graph inferred using measure-
ments o in Lemma 2. Suppose there exist observed nodes c, d
distinct from observed nodes a, b such that a− b ∈ Tm. Then,
sep(c, d|{a, b}) holds in Tm if and only if a− b is a true edge
in GT and a, b are non-leaf nodes.
Combining Lemma 3 with the output of Algorithm ‘1 that
detected the only true edge associated with all the leaf nodes,
we have thus identified all true edges associated with the
observed nodes. Denote this graph as Θ.
Placement of Corrupt Nodes: The graph Θ will have
multiple radial disconnected components denoted as θj , with
the disconnections being at the location of the latent corrupt
nodes, Y . Based on our assumptions, it can be shown that
each disconnected component has at least two observed nodes.
Thus, for all node p ∈ θj , there is another node q ∈ θj such
that p − q ∈ GT . Since GT is a connected graph, the final
step is to connect the disconnected components by placing
the corrupt nodes at the disconnected locations. We make use
of the prior knowledge gained by inferring the perturbed graph
GU and we map every corrupt node i ∈ Y to it’s corresponding
neighborhood Nu(i) in GU . The following lemma precisely
characterizes this.
Lemma 4. Let Θ be the disconnected network inferred after
removing spurious edges between the observed nodes based
on Lemma 3. Consider two disconnected components θ1, θ2
in Θ with observed nodes q ∈ θ1 and r ∈ θ2. Consider all
p ∈ θ1 and all s ∈ θ2 such that p−q and r−s are edges in θ1
and θ2 respectively. Consider a corrupt node l ∈ Y . Suppose
{p, q, l, r, s} forms a clique in the perturbed graph, GU . Then,
p− q− l− r− s holds in GT if and only if ∠Φ−1uu (ω)(p, s) is
a constant for all ω ∈ (−pi, pi].
Proof. Since {p, q, l, r, s} forms a clique in GU and GT is a
tree, it follows that l is located at the point of disconnection
between p−q and r−s. What needs to be shown is the correct
alignment among the paths q− p− l− r− s, p− q− l− s− r
and q− p− l− s− r and p− q− l− r− s in GT . To this we
will analyze the phase of inverse PSD entry corresponding to
pairs from {p, q} × {r, s} described in Proposition 3. Before
that we will need the following proposition.
Proposition 2. Suppose p− q− l− r− s holds in GT where
l is a corrupt node. Then, for any a ∈ {p, q} and b ∈ {r, s},
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Φ−1uu (ω)(a, b) = Ψ
−1
1 (ω)(a, b), where Ψ
−1
1 is defined by (16)
and v1 = l.
Proof. For k = 2, 3, . . . , n perturbed nodes we will induc-
tively show that Ψ−1k (a, b) = Ψ
−1
1 (a, b).
We will require the following claim: for any vk being a
perturbed node (k > 1), at the most only one of a−vk or vk−b
holds in GT . Note that there is already a path, p−q− l−r−s,
consisting of a and b. As vk 6= l and GT is a tree, existence
of a− vk − b violates the assumption that GT is a tree. This
proves the claim. In other words, at least one of a − vk or
vk − b does not hold in GT . Suppose vk − b does not hold
true. (The case a− vk can be shown similarly). Refer to this
result as R1.
Consider k = 2. We will show that Ψ−12 (a, b) = Ψ
−1
1 (a, b).
Using (16), Ψ−12 (a, b) = Ψ
−1
1 (a, b) − Γ2(a, b). Note that
Γ2(a, b) = Ψ
−1
1 (a, v2)Ψ
−1
1 (v2, b)∆
−1
2 . We will show that
Γ2(a, b) = 0. Using (16), Ψ−11 (v2, b) = Ψ
−1
0 (v2, b) −
Γ1(v2, b) where Γ1(v2, b) := Ψ−10 (v2, v1)Ψ
−1
0 (v1, b)∆
−1
1 . By
(15), Ψ−10 (v1, v2) =
Φ−1xx (v1,v2)
hv1hv2
. As v1 and v2 are at least
3-hops away in GT , using (7), Φ−1xx (v1, v2) = 0. Thus,
Γ1(v2, v1) = 0. Invoking R1, we have that v2 − b does not
hold in GT . Then, v2 can either be a 2-hop neighbor of b in
GT or not.
Suppose v2 is a 2-hop neighbor of b. Then, v2 cannot be
a 1-hop or 2-hop neighbor of a because this leads to two
paths connecting a and b: one through v2 and the other being
p − q − l − r − s, violating the condition that GT is a tree.
Thus, v2 is neither a 1-hop neighbor nor a 2-hop neighbor of
a in GT . Thus, using (7) we have that Φ−1xx (a, v2) = 0. By
(15), Ψ−10 (a, v2) =
Φ−1xx (a,v2)
hahv2
. This implies Ψ−10 (a, v2) = 0.
Therefore, Ψ−11 (a, v2) = 0 and hence Γ2(a, b) = 0. Thus we
have proved that Ψ−12 (a, b) = Ψ
−1
1 (a, b).
Now consider that v2 is not a 2-hop neighbor of b.
Then, using (7) we have that Φ−1xx (v2, b) = 0. By (15),
Ψ−10 (v2, b) =
Φ−1xx (v2)
hv2hb
. This implies Ψ−10 (v2, b) = 0. There-
fore, Ψ−11 (v2, b) = 0 and hence Γ2(a, b) = 0. Thus we have
proved that Ψ−12 (a, b) = Ψ
−1
1 (a, b).
Now assume that the claim holds for some k >
2. That is, Ψ−1k (a, b) = Ψ
−1
1 (a, b). Using (16),
Ψ−1k+1(a, b) = Ψ
−1
k (a, b) − Γk+1(a, b). As shown in Theo-
rem 3, Ψ−1k (a, vk+1) = Ψ
−1
1 (a, vk+1) and Ψ
−1
k (vk+1, b) =
Ψ−11 (vk+1, b). Invoking R1, we have that vk+1 − b does not
hold in GT . Then, vk+1 can either be a 2-hop neighbor of b
in GT or not.
Suppose vk+1 is a 2-hop neighbor of b. Similar to argument
for v2, vk+1 cannot be a 1-hop or 2-hop neighbor of a. As
v1 and vk+1 are at least 3-hops away in GT , using (7),
Φ−1xx (v1, vk+1) = 0. Now consider that vk+1 is not a 2-hop
neighbor of b. Similar to argument for v2, Ψ−11 (vk+1, b) = 0
and hence Ψ−1k (vk+1, b) = 0 and Γk+1(a, b) = 0. Thus we
have proved that Ψ−1k+1(a, b) = Ψ
−1
1 (a, b).
We now proceed to stating and proving Proposition 3.
Proposition 3. If p − q − l − r − s holds in GT ,
then ∠Φ−1uu (ω)(p, s) is a constant while ∠Φ−1uu (ω)(p, r),
∠Φ−1uu (ω)(q, s) and ∠Φ−1uu (ω)(q, r) are non-constant for all
ω ∈ [−pi, pi].
Proof. Using Proposition 2 we have that for any a ∈ {p, q}
and b ∈ {r, s}, Φ−1uu (ω)(a, b) = Ψ−11 (ω)(a, b), where Ψ−11 is
defined by (16) and v1 = l.
As v1 = l is the only corrupt node, Φ−1uu (ω)(a, b) can be
expressed as:
Φ−1uu (a, b) = Ψ
−1
0 (a, b)−Ψ−10 (a, l)Ψ−10 (l, b)∆−1v1 . (25)
Moreover, as a, b are not corrupt nodes, we have that ha(ω) =
hb(ω) = 1. Thus, Ψ−10 (a, l) = Φ
−1
xx (a, l) and Ψ
−1
0 (l, b) =
Φ−1xx (l, b). Now we will show that the term ∆
−1
v1 is real valued
for all ω. Now, ∆l = d−1v1 + Ψ
−1
0 (v1, v1). By (15) we
have that Ψ−10 (v1, v1) =
Φ−1xx (v1,v1)
|hl(ω)|2 . Using (7), we have
that Φ−1xx (v1, v1) is real valued and therefore, Ψ
−1
0 (v1, v1)
is real valued. As d(ω) is the PSD of autocorrelation of a
WSS process it will be real and non-negative valued. A more
formal description is in [29]. Thus, ∆−1v1 is real valued for all
ω ∈ [−pi, pi].
We now proceed to evaluating ∠Φ−1uu (ω)(a, b) for all com-
binations of a ∈ {p, q} and b ∈ {r, s}.
(q, r): In this case q, r are 1-hop neighbors of l in GT and
hence as discussed in Theorem 3, Ψ−10 (q, l) and Ψ
−1
0 (l, r)
will be non-constant transfer functions. Thus, Φ−1uu (q, r)(ω)
will be non-constant transfer functions.
(p, r): Here, s is a 1-hop neighbor of l in GT . Thus
as discussed in Theorem 3, Ψ−10 (l, s) will be non-constant
transfer function. Thus, Φ−1uu (p, r)(ω) will be a non-constant
transfer function. The case (q, s) can be shown similarly where
r is a 1-hop neighbor of l in GT ..
(p, s): As p, s are 2-hop neighbors of l in GT . Then, by
(7) we have that Φ−1xx (p, l) and Φ
−1
xx (l, s) being real valued.
Thus, Ψ−10 (p, l) and Ψ
−1
0 (l, s) will be real valued transfer
functions. As p, s are 4 hop neighbors, using (7) Φ−1xx (p, s) =
0. This implies Ψ−10 (p, s) = 0. Then, Φ
−1
uu (ω)(p, s) =
−Ψ−10 (p, l)Ψ−10 (l, s)∆−1l . We have Ψ−10 (p, l), Ψ−10 (l, s) and
∆−1l being real valued. Thus, Φ
−1
uu (p, s)(ω) will be a real
valued transfer functions. Therefore, ∠Φ−1uu (p, s)(ω) will be
a constant for all ω ∈ [−pi, pi].
It follows from above lemma that only if the corresponding
phase properties hold in p− q − l− r − s, then it is the only
correct alignment as any other alignment will have non-2 hop
neighbors as 4 hops away and hence will violate the constant
phase argument. This verifies Lemma 4.
