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Abstract. We develop new structural results for apex-minor-free graphs
and show their power by developing two new approximation algorithms.
The ﬁrst is an additive approximation for coloring within 2 of the optimal
chromatic number, which is essentially best possible, and generalizes the
seminal result by Thomassen [32] for bounded-genus graphs. This result
also improves our understanding from an algorithmic point of view of the
venerable Hadwiger conjecture about coloring H-minor-free graphs. The
second approximation result is a PTAS for unweighted TSP in apex-
minor-free graphs, which generalizes PTASs for TSP in planar graphs
and bounded-genus graphs [20,2,24,15].
We strengthen the structural results from the seminal Graph Minor
Theory of Robertson and Seymour in the case of apex-minor-free graphs,
showing that apices can be made adjacent only to vortices if we generalize
the notion of vortices to “quasivortices” of bounded treewidth, proving a
conjecture from [10]. We show that this structure theorem is a powerful
tool for developing algorithms on apex-minor-free graphs, including for
the classic problems of coloring and TSP. In particular, we use this the-
orem to partition the edges of a graph into k pieces, for any k, such that
contracting any piece results in a bounded-treewidth graph, generalizing
previous similar results for planar graphs [24] and bounded-genus graphs
[15]. We also highlight the diﬃculties in extending our results to general
H-minor-free graphs.
1 Introduction
Structural graph theory provides powerful tools for designing eﬃcient algorithms
in large families of graphs. The seminal work about the structure of graphs is
Robertson and Seymour’s Graph Minors series of over twenty papers over the
past twenty years. From this work, particularly the decomposition theorem for
? Work done while at MIT.graphs excluding any ﬁxed minor H [28], has been made increasingly algorith-
mic and has led to increasingly general approximation and ﬁxed-parameter al-
gorithms; see, e.g., [14,21,8,7,12,1]. In general, it is interesting to explore how
the combinatorial structure of the graph family inﬂuences the approximability
of classic computational problems.
One such structural graph family that has played an important role in the-
oretical computer science (e.g., in [17,9,10,7]) is apex-minor-free graphs: graphs
excluding a ﬁxed apex graph H, where the removal of some vertex of H results
in a planar graph. Apex-minor-free graphs include all bounded-genus graphs and
many, many more graph families, almost to the extent of general H-minor-free
graphs. For example, K5 is an apex graph, and the class of K5-minor-free graphs
includes K3,n for all n, but the genus of K3,n goes to inﬁnity as n grows.4 Another
example is K3,k-minor-free graphs, which according to personal communication
were Robertson and Seymour’s ﬁrst step toward their core decomposition result
for H-minor-free graphs, because K3,k-minor-free graphs can have arbitrarily
large genus. More generally, apex-minor-free graphs have all the structural ele-
ments of H-minor-free graphs: clique-sums, bounded-genus graphs, apices, and
vortices. Thus apex-minor-free graphs serve as an important testbed for algo-
rithmic graph minor theory.
Eppstein [17] showed that apex-minor-free graphs are the largest minor-
closed family of graphs that have a property called bounded local treewidth. This
property has important algorithmic implications: such graphs admit a general
family of PTASs following a generalization of Baker’s approach for planar graphs
[3]. Since this work, apex-minor-free graphs have been studied extensively, in
particular in the bidimensionality theory (see [13]), with many algorithmic ap-
plications including more general PTASs and subexponential ﬁxed-parameter
algorithms [10,7,11,12,9,13]. On the structural side, it has been shown that apex-
minor-free graphs have linear local treewidth, i.e., every radius-r neighborhood
of every vertex has treewidth O(r) [10]. This bound is best possible and substan-
tially improves the bounds on the running of PTASs based on the generalized
Baker’s approach, from the previous bound of 22
2O(1/ε)
nO(1) to the likely best
possible bound of 2O(1/ε)nO(1).
To advance our understanding of how structural graph theory impacts ap-
proximation algorithms, we develop new such tools for apex-minor-free graphs.
In particular, we develop two new decomposition results, strengthening previous
results from Graph Minors [28] and from [15], and proving a conjecture from
[10]. We use these decompositions to obtain an additive 2-approximation for
graph coloring, improving previous results from [14], and to obtain a PTAS for
unweighted TSP, generalizing results from [20] and from [15].
Graph coloring. Graph coloring is one of the hardest problems to approximate.
In general graphs, the chromatic number is inapproximable within n1−ε for any
4 Also, because K3,k has arbitrarily large genus, and K3,k is itself an apex graph, for
any genus g there is a k such that K3,k has genus more than g and thus K3,k-minor-
free graphs include all genus-g graphs.ε > 0, unless ZPP = NP [18]. Even for 3-colorable graphs, the best approx-
imation algorithm achieves a factor of O(n3/14 lg
O(1) n) [5]. In planar graphs,
the problem is 4/3-approximable in the multiplicative sense, but more interest-
ingly can be approximated within an additive 1, essentially because all planar
graphs are 4-colorable; these approximations are the best possible unless P =
NP. In contrast, graphs excluding a ﬁxed minor H (or even graphs embeddable
on a bounded-genus surface) are not O(1)-colorable for a constant independent
of H (or the genus); the worst-case chromatic number is between Ω(|V (H)|) and
O(|V (H)|
p
lg|V (H)|). Therefore we need diﬀerent approaches to approximate
coloring of such graphs within small factors (independent of H or genus).
In a seminal paper, Thomassen [32] gives an additive approximation algo-
rithm for coloring graphs embeddable on bounded-genus surfaces that is within
2 of optimal. More precisely, for any k ≥ 5, he gives a polynomial-time algo-
rithm to test k-colorability of graphs embeddable on a bounded-genus surface.
Thus, for bounded-genus graphs, we do not know how to eﬃciently distinguish
between 3, 4, and 5 colorability, but we can otherwise compute the chromatic
number, and in all cases we can color within an additive 2 of the chromatic
number. This result is essentially best possible: distinguishing between 3 and 4
colorability is NP-complete on any ﬁxed surface, and distinguishing between 4
and 5 colorability would require a signiﬁcant generalization of the Four Color
Theorem characterizing 4-colorability in ﬁxed surfaces.
More recently, a 2-approximation to graph coloring has been obtained for
the more general family of graphs excluding any ﬁxed minor H [14]. However,
additive approximations have remained elusive for this general situation.
The challenge of an improved approximation for H-minor-free graphs is par-
ticularly interesting given its relation to Hadwiger’s conjecture, one of the major
unsolved problems in graph theory. This conjecture states that every H-minor-
free graph has a vertex coloring with |V (H)|−1 colors. Hadwiger [22] posed this
problem in 1943, and proved the conjecture for |V (H)| ≤ 4. As mentioned above,
the best general upper bound on the chromatic number is O(|V (H)|
p
lg|V (H)|)
[26,29]. Thus, Hadwiger’s conjecture is not resolved even up to constant factors,
and the conjecture itself is only a worst-case bound, while an approximation
algorithm must do better when possible.
Here we develop an additive approximation for graph coloring in apex-minor-
free graphs, which are between bounded-genus graphs and H-minor-free graphs.
We obtain the same additive error of 2 that Thomassen does for bounded-genus
graphs:
Theorem 1. For any apex graph H, there is an additive approximation algo-
rithm that colors any given H-minor-free graph using at most 2 more colors than
the optimal chromatic number.
As mentioned above, the additive constant of 2 is essentially best possible.
Also, Thomassen’s proof method for bounded-genus graphs [32] does not work
for apex-minor-free graphs. More precisely, Thomassen’s main result in [32] says
that, for any k ≥ 6, there are only ﬁnitely many “k-color-critical graphs” em-beddable in a ﬁxed surface. Here a graph G is k-color-critical if G is not (k−1)-
colorable, but removing any edge from G makes it (k − 1)-colorable. However,
for any k, there is any apex graph H such that there are inﬁnitely many k-color-
critical H-minor-free graphs.5
TSP and related problems. The Traveling Salesman Problem is a classic problem
that has served as a testbed for almost every new algorithmic idea over the past
50 years. It has been considered extensively in planar graphs and its generaliza-
tions, starting with a PTAS for unweighted planar graphs [20], then a PTAS for
weighted planar graphs [2], recently improved to linear time [24], then a quasi-
polynomial-time approximation scheme (QPTAS) for weighted bounded-genus
graphs [19], recently improved to a PTAS [15]. Grohe [21] posed as an open
problem whether TSP has a PTAS in general H-minor-free graphs.
We advance the state-of-the-art in TSP approximation by obtaining a PTAS
for unweighted apex-minor-free graphs. Furthermore, we obtain a PTAS for min-
imum c-edge-connected submultigraph6 in unweighted apex-minor-free graphs,
for any constant c ≥ 2, which generalizes and improves previous algorithms for
c = 2 on planar graphs [4,6] and for general c on bounded-genus graphs [15].
Theorem 2. For any ﬁxed apex graph H, any constant c ≥ 2, and any 0 < ε ≤
1, there is a polynomial-time (1 + ε)-approximation algorithm for TSP, and for
minimum c-edge-connected submultigraph, in unweighted H-minor-free graphs.
TSP and minimum c-edge-connected submultigraph are examples of a gen-
eral class of problems called contraction-closed problems, where the optimal so-
lution only improves when contracting an edge. Many other classic problems are
contraction-closed but not minor-closed, for example, dominating set (and its
many variations) and minimum chordal completion. For this reason, contraction-
closed problems have been highlighted as particularly interesting in the bidimen-
sionality theory (see [13]).
To obtain the PTASs for TSP and minimum c-edge-connected submultigraph,
as well as general family of approximation algorithms for contraction-closed prob-
lems, we study a structural decomposition problem introduced in [15]: partition
the edges of a graph into k pieces such that contracting any one of the pieces
results in a bounded-treewidth graph (where the bound depends on k). Such a
result has been obtained for bounded-genus graphs [15] and for planar graphs
5 Start with any k-color-critical graph G, e.g., Kk. Pick an apex graph H so that
G is H-minor-free, which is possible because there is an apex graph of arbitrarily
large genus. Now we can combine two vertex-disjoint copies G1 and G2 of G into an
H-minor-free k-color-critical graph G
0 using the following Haj´ os construction. Start
from the union graph G1 ∪ G2. Pick any edge {v1,w1} in G1 and any edge {v2,w2}
in G2. Remove both of these edges, identify v1 and v2, and join w1 and w2 by a
new edge. The resulting graph G
0 is H-minor-free and k-color-critical provided G
is. By repeating this construction starting from G
0, etc., we obtain inﬁnitely many
k-color-critical H-minor-free graphs.
6 This problem allows using multiple copies of an edge in the input graph—hence
submultigraph—but the solution must pay for every copy.with a variation of contraction called compression (deletion in the dual graph)
[24,25]. These results parallel similar decomposition results for edge deletions in
planar graphs [3], apex-minor-free graphs [17], and H-minor-free graphs [16,14].
However, contraction decomposition results are not known for graphs beyond
bounded genus.
In this paper, we prove such a contraction decomposition result for apex-
minor-free graphs:
Theorem 3. For any ﬁxed apex graph H, any integer k ≥ 2, and every H-
minor-free graph G, the edges of G can be partitioned into k sets such that
contracting any one of the sets results in a graph of treewidth at most f(k,H).
Furthermore, such a partition can be found in polynomial time.
In [15], it is shown how Theorem 3 leads to a general family of PTASs for
any contraction-closed problem satisfying a few simple criteria, including TSP
and minimum c-edge-connected submultigraph, thus proving Theorem 2.
Structural results. In order to prove both Theorem 1 about coloring approxi-
mation and Theorem 3 about contraction decomposition, we need to strengthen
the structural results from the seminal Graph Minor Theory in the case of apex-
minor-free graphs. Roughly speaking, Robertson and Seymour [28] prove that
every H-minor-free graph is a clique sum of graphs “almost embeddable” into
bounded-genus surfaces, with the exception of a bounded number of “apex” ver-
tices and a bounded number of “local areas of non-planarity”, called “vortices”,
which have bounded pathwidth. See [14] for the relevant deﬁnitions. More re-
cently, this result was made algorithmic [14]. We prove that, when H is an apex
graph, the apex vertices can be constrained to have edges only to vertices of vor-
tices, but we have to generalize vortices to what we call “quasivortices”, which
have bounded treewidth instead of pathwidth. Our result is also algorithmic:
Theorem 4. For any ﬁxed apex graph H, there is a constant h such that any H-
minor-free graph can be written as a clique-sum of h-almost embeddable graphs
such that the apex vertices in each piece are only adjacent to quasivortices. More-
over, apices in each piece are not involved in the surface part of other pieces.
Furthermore, there is a polynomial-time algorithm to construct this clique-sum
decomposition for a given H-minor-free graph.
Let us observe that it is obviously necessary for the running time of the
coloring algorithm to depend exponentially on the excluded apex graph H.
This theorem is a powerful tool for the design of approximation algorithms
in apex-minor-free graphs, as we show here for graph coloring and TSP. By
analogy, the structural result for H-minor-free graphs has already proved crit-
ical throughout graph algorithms—see, e.g., [21,8,12,14,1]—and the additional
structure we establish for apex-minor-free graphs seems essential. Indeed, this
theorem was conjectured in the context of proving that apex-minor-free graphs
have linear local treewidth [10], where it was suggested that this theorem would
make it substantially easier to prove linear local treewidth and thereby improvethe running time of many PTASs from 22
2O(1/ε)
nO(1) to 2O(1/ε)nO(1). In fact, the
conjecture of [10] used the standard notion of vortices, and one of our insights
is to introduce quasivortices, which are just as good for algorithmic purposes;
there is evidence that the use of quasivortices in Theorem 4 is necessary.
In Section 3, we describe the signiﬁcant diﬃculties in generalizing our results
to general H-minor-free graphs, as we crucially rely on our structure theorems
for apex-minor-free graphs.
2 Overview
In this section, we give overviews of the proofs and algorithms behind our three
main results. We start in Section 2.1 with our structural theorem about apex-
minor-free graphs, which strengthens the Robertson-Seymour clique-sum decom-
position. The structure determined by this theorem can be computed in polyno-
mial time, and forms the foundation for our other results. The most direct use
is our additive 2-approximation for coloring apex-minor-free graphs, described
in Sections 2.2–2.3, which shows how to combine Thomassen’s bounded-genus
techniques over the new structure of apex-minor-free graphs. The PTASs for un-
weighted TSP and related problems are based on the contraction decomposition
result, as described in Section 2.4, which in turn is based on the new structure
of apex-minor-free graphs.
2.1 Overview of Structure Theorem for Apex-Minor-Free Graphs
Our main structure theorem, Theorem 4, builds upon the seminal Graph Minor
decomposition theorem together with a new technique that is also developed in
the Graph Minors series. The main challenge for our structure theorem is to
control the neighborhood of apex vertices. How do we do it? Consider an apex v
in the apex set. If v is adjacent to a vertex set W in the surface part in such
a way that each vertex in W is far apart from other vertices in W, then we
should be able to ﬁnd a desired apex graph minor, because one of lemmas in
Graph Minors tells us that, if a given vertex set is located far apart from each
other on a planar graph or a graph on a ﬁxed surface with suﬃciently large
representativity, then we can ﬁnd any desired “rooted” planar graph minor. By
choosing v to be the apex vertex of H, if there is a rooted H − v minor in the
surface part of some piece, we ﬁnd that the graph actually has an H minor.
Otherwise, the neighbors of each apex vertex in the surface part of each
piece are covered by a bounded number of bounded-radius disks. Because the
number of apex vertices in each piece is bounded, this implies that there are
bounded number of bounded-radius disks in the surface part such that these
disks take care of all the neighbors of apices in the surface part of each piece. Now
these bounded-radius disks become quasivortices after some modiﬁcation. More
precisely, these disks can decompose into a linear decomposition such that the
intersection of two consecutive bags has bounded size. Then we can decomposeeach bag to extend our structure in such a way that each apex vertex is adjacent
only to quasivortices.
This result is quite powerful. For example, it follows that apices in each piece
are not involved in the surface part of other pieces. This is because there are no
≤ 3-separations in the surface part (excluding vortices) that have a neighbor in
the apex vertex set. Otherwise, we could ﬁnd a “neighbor” of some apex vertex
v by ﬁnding a path from v to the surface part through the component. So the
surface part could involve a clique-sum, but this is really a ≤ 3-separation. This
property helps a lot in our algorithm.
2.2 Overview of Coloring Algorithm
Next we turn to our coloring algorithm. As pointed out before, Thomassen’s
proof method in [32] does not work for H-minor-free graphs for a ﬁxed apex
graph H, because there are inﬁnitely many k-color-critical graphs without H
minors for a ﬁxed apex graph H. Nonetheless, some of the results proved in
[32] are useful for us. Let us point out that Thomassen’s result [32] depends on
many other results, mostly by Thomassen himself; see [31,30,33,27]. The result
in [32] is considered by many to be one of the deepest results in chromatic graph
theory. This is because the series of results obtained by Thomassen opens up
how topological graph theory can be used in chromatic graph theory.
At a high level, by our structure theorem, we have a clique-sum decomposition
such that each torso (intersection of two pieces) in the surface part involves at
most three vertices (in the surface), and no other vertices at all. Because there
are at most three vertices in the intersection of pieces in the surface part, we
can focus on each bag individually, and the coloring of each bag can be matched
nicely by putting cliques in the intersections of two pieces. Let us observe that
the clique size here is at most three.
Hence we can really focus on one piece, which has h-almost embeddable struc-
ture without any 3-separations in the surface part. Call this graph G. Roughly,
what we will do is to decompose G into two parts V1 and V2 such that V1 has
bounded treewidth, and V2 is a union of bounded-genus graphs. We can ﬁnd
such a decomposition such that the boundary of V1 in V2 is, roughly, the vertices
on the cuﬀs to which quasivortices are attached. We shall add these boundary
vertices of V2 to V1, and let V 0
1 be the resulting graph obtained from V1. It turns
out to be possible to prove that V 0
1 also has bounded treewidth. To ﬁnd such
a partition, we use the properties of our structure theorem for apex-minor-free
graphs.
Next, we color V1 ∪V2. It is well-known that we can color graphs of bounded
treewidth in polynomial time. So we can color V 0
1 using at most χ(G) colors.
The main challenge is how to extend the precoloring of the vertices in V1 ∩ V2
to the rest of vertices in V2. To achieve this, we shall need some deep results by
Thomassen [32], as described in the next subsection.2.3 Coloring Extensions in Bounded-Genus Graphs
As we pointed out above, we shall decompose a given graph G into two parts V1
and V2 (possibly with V1 ∩ V2 6= ∅) such that V1 has bounded treewidth, V2 is
union of bounded-genus graphs, and V1 ∩V2 is, roughly, the vertices on the cuﬀs
to which quasivortices are attached. So we can color the vertices in V1 using the
bounded-treewidth method. Then the vertices in V1 ∩ V2 are precolored.
Our challenge is the following. Suppose the vertices in the bounded number
of cuﬀs are precolored. Can we extend this precoloring to the whole surface part?
To answer this question, we use the following tool developed by Thomassen [32].
In fact, our statement below is diﬀerent from the original by Thomassen. The list-
coloring version of the following theorem is proved in [23]. So this immediately
implies Theorem 5. But if we only need graph-coloring version of the result, let
us point out that it follows from the same proof as in [32] by combining with
the metric of Robertson and Seymour.
Theorem 5. For any two nonnegative integer g,q,d, there exists a natural num-
ber r(g,q,d) such that the following holds: Suppose that G is embedded on a ﬁxed
surface S of genus g and of the representativity at least r(g,q,d) and there are
d disjoint cuﬀs S1,S2,...,Sd such that the distance (in a sense of Robertson
and Seymour’s metric) of any two cuﬀs of S1,S2,...,Sd is at least q. Suppose
furthermore that all the vertices in S1,S2,...,Sd are precolored with at most ﬁve
colors such that
1. all the faces except for S1,S2,...,Sd are triangles, and
2. no vertex v of G − (S1 ∪ S2 ∪ ··· ∪ Sd) is joined to more than two colors
unless v has degree 4 or v has degree 5 and v is joined to two vertices of the
same color.
Then the precoloring of S1,S2,...,Sd can be extended to a 5-coloring of G. Also,
there is a polynomial time algorithm to 5-color G.
For the reader’s convenience, let us make some remarks for the proof of
Theorem 5. The above statement follows from Theorem 8.1 (by putting p = 0)
of [32]. The large distance of the metric of Robertson and Seymour implies the
existence of large number of canonical cycles in the statement of Theorem 8.1.
Then we can extend the result of Theorem 8.1 to the above statement. But as
we pointed out above, there is now a stronger theorem, which is the list-coloring
version of Theorem 5, see [23].
By a small modiﬁcation to the theorem above, we obtain the following the-
orem which we will use:
Theorem 6. For any two nonnegative integer g,q,d, there exists a natural num-
ber r(g,q,d) such that the following holds: Suppose that G is embedded on a ﬁxed
surface S of genus g and of the representativity at least r(g,q,d) and there are
d disjoint cuﬀs S1,S2,...,Sd such that the distance (in a sense of Robertson
and Seymour’s metric) of any two cuﬀs of S1,S2,...,Sd is at least q. Suppose
furthermore that all the vertices in S1,S2,...,Sd are precolored such that1. all the faces except for S1,S2,...,Sd are triangles, and
2. no vertex v of G−(S1∪S2∪...∪Sd) is joined to more than χ(G)−1 colors
unless v has degree 4 or v has degree 5 and v is joined to two vertices of the
same color.
Then the precoloring of S1,S2,...,Sd using at most χ(G) colors can be extended
to a (χ(G)+2)-coloring of G. In fact, in the surface part, we only need ﬁve colors
for most of vertices. (Precoloring may use more than ﬁve colors and vertices that
are adjacent to precolored vertices may need some other color, though.) Also,
there is a polynomial time algorithm for such a coloring G.
The list-coloring version of Theorem 6 is also proved in [23]. So this im-
mediately implies Theorem 6, but for the reader’s convenience, let us make
some remarks. By the assumption of Theorem 6, each vertex not on the cuﬀs
S1,S2,...,Sd has a list with at least 5 colors available, and each vertex that has
a neighbor in the cuﬀs S1,S2,...,Sd has a list with at least 3 colors available. If
we delete all the cuﬀs S1,S2,...,Sd in Theorem 5, then each vertex that has a
neighbor in the cuﬀs S1,S2,...,Sd has a list with at least 3 colors available. So
it follows that the conditions in Theorem 6 are equivalent to that in Theorem 5.
Hence Theorem 6 follows from Theorem 5.
Let us observe that the coloring of Theorem 6 may use more than ﬁve colors
because the precoloring vertices may use χ(G) colors. On the other hand, most of
the vertices in the surface part use only ﬁve colors. The exceptional vertices are
the precolored vertices on the cuﬀs, and vertices that are adjacent to precolored
vertices.
2.4 Contraction Decomposition Result and PTASs
Finally, we sketch our proof of the contraction decomposition result and its
applications to PTASs.
Our proof of Theorem 3 heavily depends on our decomposition theorem. Let
us focus on one piece that has an h-almost embeddable structure without any
3-separations in the surface part. Call this graph G. As we did in our coloring
algorithm, we decompose the graph G into two parts V1 and V2 such that V1
has bounded treewidth, and V2 is union of bounded-genus graphs. We can ﬁnd
such a decomposition such that the boundary of V1 in V2 is, roughly, the vertices
on the cuﬀs to which quasivortices are attached. We shall add these boundary
vertices of V2 to V1, and let V 0
1 be the resulting graph obtained from V1. Again we
can prove that V 0
1 also has bounded treewidth and V 0
2 is union of bounded-genus
graphs.
Now our goal is to label the edges of the graph such that contracting any
label set results in a bounded-treewidth graph. One challenge is the following.
Suppose that the edges in the bounded number of cuﬀs are prelabeled. Can we
extend this prelabeling to the whole surface part? Fortunately, this extension
can be done by pushing the proof of the result in [15] just a little.
The main challenge is in handling the clique-sums. As we mentioned in the
context of the coloring algorithm, we have a clique-sum decomposition suchthat each torso (intersection of two pieces) in the surface part involves at most
three vertices, and nothing else. Because there are at most three vertices in the
intersection of two pieces in the surface part, so for our coloring algorithm, we
could really focus on each piece separately, and combine the colorings of each
piece nicely by putting cliques in the intersection of two pieces. But for the
contraction decomposition, this is a serious issue. Fortunately, the clique-sum
in the surface part involves at most three vertices. We now put cliques in the
intersection of two pieces (i.e., we add all the possible edges in the intersection
of two pieces) and precolor these edges. What we need are edge-disjoint paths
connecting these at most three vertices such that each path has the same label
as the prelabeling of the corresponding edge. This is possible because we only
need to control at most three edge-disjoint paths. All we need is to modify the
argument in [15] to prove this, and the proof is identical to that in [15]. The
details will be provided in the appendix.
As described in [15], the contraction decomposition result of Theorem 3 is
strong enough to obtain a PTAS for TSP, minimum c-edge-connected submulti-
graph, and a variety of other contraction-closed problems, for an unweighted
apex-minor-free graph, in particular proving Theorem 2. But it seems very hard
to extend this result to H-minor-free graphs, because we do not know how many
vertices are involved in the clique-sum—the number is bounded, but it seems to
us that the precise number of vertices involved in the clique-sum is important—so
we may not be able to control the neighbors of each apex vertex.
3 Diﬃculties with H-Minor-Free Graphs
One natural question is whether it is possible to extend our approach in this
paper to H-minor-free graphs. More speciﬁcally, Robin Thomas (private com-
munication) asked whether there is an additive c-approximation for chromatic
number in H-minor-free graphs, where c is independent of H. One obvious way
to attack this question is to prove the following conjecture:
Conjecture 1. Every H-minor-free graph has a partition of vertices into two
vertex sets V1 and V2 such that V1 has bounded treewidth and V2 has chromatic
number at most c for some absolute constant c.
We could add some moderate connectivity condition on the conjecture.
Our approach clearly breaks down for general H-minor-free graphs. Let us
highlight some technical diﬃculties.
1. We need to consider separations of huge order, dependent on H instead of
an absolute constant like 3.
2. We can no longer control the neighbors of apices: they can be all over the
surface part of the piece.
3. Clique-sums become problematic. In particular, clique-sums involving ver-
tices in the surface part are diﬃcult to handle because of so-called virtual
edges: edges present in the pieces but not in the clique-sum (the actualgraph). Many pieces may be clique-summed to a common piece, making all
of the surface edges in that piece virtual, eﬀectively nonexistent.
So far we have been unable to surmount any of these diﬃculties, which is
why apex-minor-free graphs seems like a natural limiting point.
Acknowledgments. We thank Paul Seymour for helpful suggestions and intuition
about the structure of apex-minor-free graphs.
References
1. I. Abraham and C. Gavoille, Object location using path separators, in Proceed-
ings of the 25th Annual ACM Symposium on Principles of Distributed Computing,
2006, pp. 188–197.
2. S. Arora, M. Grigni, D. Karger, P. Klein, and A. Woloszyn, A polynomial-
time approximation scheme for weighted planar graph TSP, in Proceedings of the
9th Annual ACM-SIAM Symposium on Discrete Algorithms, 1998, pp. 33–41.
3. B. S. Baker, Approximation algorithms for NP-complete problems on planar
graphs, Journal of the ACM, 41 (1994), pp. 153–180.
4. A. Berger, A. Czumaj, M. Grigni, and H. Zhao, Approximation schemes for
minimum 2-connected spanning subgraphs in weighted planar graphs, in Proceed-
ings of the 13th Annual European Symposium on Algorithms, vol. 3669 of Lecture
Notes in Computer Science, Palma de Mallorca, Spain, October 2005, pp. 472–483.
5. A. Blum and D. Karger, An ˜ O(n
3/14)-coloring algorithm for 3-colorable graphs,
Information Processing Letters, 61 (1997), pp. 49–53.
6. A. Czumaj, M. Grigni, P. Sissokho, and H. Zhao, Approximation schemes for
minimum 2-edge-connected and biconnected subgraphs in planar graphs, in Proceed-
ings of the 15th Annual ACM-SIAM Symposium on Discrete Algorithms, Philadel-
phia, PA, USA, 2004, Society for Industrial and Applied Mathematics, pp. 496–505.
7. E. D. Demaine, F. V. Fomin, M. Hajiaghayi, and D. M. Thilikos, Bidimen-
sional parameters and local treewidth, SIAM Journal on Discrete Mathematics, 18
(2004), pp. 501–511.
8. , Subexponential parameterized algorithms on graphs of bounded genus and
H-minor-free graphs, Journal of the ACM, 52 (2005), pp. 866–893.
9. E. D. Demaine and M. Hajiaghayi, Diameter and treewidth in minor-closed
graph families, revisited, Algorithmica, 40 (2004), pp. 211–215.
10. , Equivalence of local treewidth and linear local treewidth and its algorith-
mic applications, in Proceedings of the 15th ACM-SIAM Symposium on Discrete
Algorithms (SODA’04), January 2004, pp. 833–842.
11. E. D. Demaine and M. Hajiaghayi, Bidimensionality: New connections between
FPT algorithms and PTASs, in Proceedings of the 16th Annual ACM-SIAM Sym-
posium on Discrete Algorithms (SODA 2005), Vancouver, January 2005, pp. 590–
601.
12. , Graphs excluding a ﬁxed minor have grids as large as treewidth, with com-
binatorial and algorithmic applications through bidimensionality, in Proceedings of
the 16th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2005),
Vancouver, January 2005, pp. 682–689.
13. , The bidimensionality theory and its algorithmic applications, The Computer
Journal, 51 (2008), pp. 292–302.14. E. D. Demaine, M. Hajiaghayi, and K. Kawarabayashi, Algorithmic graph
minor theory: Decomposition, approximation, and coloring, in Proceedings of the
46th Annual IEEE Symposium on Foundations of Computer Science, Pittsburgh,
PA, October 2005, pp. 637–646.
15. E. D. Demaine, M. Hajiaghayi, and B. Mohar, Approximation algorithms via
contraction decomposition, in Proceedings of the 18th Annual ACM-SIAM Sym-
posium on Discrete Algorithms, New Orleans, Louisiana, 2007, pp. 278–287.
16. M. DeVos, G. Ding, B. Oporowski, D. P. Sanders, B. Reed, P. Seymour,
and D. Vertigan, Excluding any graph as a minor allows a low tree-width 2-
coloring, Journal of Combinatorial Theory, Series B, 91 (2004), pp. 25–41.
17. D. Eppstein, Diameter and treewidth in minor-closed graph families, Algorith-
mica, 27 (2000), pp. 275–291.
18. U. Feige and J. Kilian, Zero knowledge and the chromatic number, Journal of
Computer and System Sciences, 57 (1998), pp. 187–199.
19. M. Grigni, Approximate TSP in graphs with forbidden minors, in Proceedings
of the 27th International Colloquium of Automata, Languages and Programming,
vol. 1853 of Lecture Notes in Computer Science, 2000, pp. 869–877.
20. M. Grigni, E. Koutsoupias, and C. Papadimitriou, An approximation scheme
for planar graph TSP, in Proceedings of the 36th Annual Symposium on Founda-
tions of Computer Science, 1995, pp. 640–645.
21. M. Grohe, Local tree-width, excluded minors, and approximation algorithms, Com-
binatorica, 23 (2003), pp. 613–632.
22. H. Hadwiger, ¨ Uber eine Klassiﬁkation der Streckenkomplexe, Vierteljschr. Natur-
forsch. Ges. Z¨ urich, 88 (1943), pp. 133–142.
23. K. ichi Kawarabayashi and B. Mohar, List-color-critical graphs on a surface.
Preprint, 2008.
24. P. N. Klein, A linear-time approximation scheme for TSP for planar weighted
graphs, in Proceedings of the 46th IEEE Symposium on Foundations of Computer
Science, 2005, pp. 146–155.
25. , A subset spanner for planar graphs, with application to subset TSP, in
Proceedings of the 38th ACM Symposium on Theory of Computing (STOC’06),
2006, pp. 749–756.
26. A. V. Kostochka, Lower bound of the Hadwiger number of graphs by their average
degree, Combinatorica, 4 (1984), pp. 307–316.
27. B. Mohar and C. Thomassen, Graphs on surfaces, Johns Hopkins Studies in the
Mathematical Sciences, Johns Hopkins University Press, Baltimore, MD, 2001.
28. N. Robertson and P. D. Seymour, Graph minors. XVI. Excluding a non-planar
graph, Journal of Combinatorial Theory, Series B, 89 (2003), pp. 43–76.
29. A. Thomason, The extremal function for complete minors, Journal of Combina-
torial Theory, Series B, 81 (2001), pp. 318–338.
30. C. Thomassen, Five-coloring maps on surfaces, Journal of Combinatorial Theory.
Series B, 59 (1993), pp. 89–105.
31. , Every planar graph is 5-choosable, Journal of Combinatorial Theory. Series
B, 62 (1994), pp. 180–181.
32. , Color-critical graphs on a ﬁxed surface, J. Combin. Theory Ser. B, 70 (1997),
pp. 67–100.
33. , The chromatic number of a graph of girth 5 on a ﬁxed surface, Journal of
Combinatorial Theory. Series B, 87 (2003), pp. 38–71. Dedicated to Crispin St. J.
A. Nash-Williams.