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A complex fuzzy set is a fuzzy set whose membership function takes values in the unit cir-
cle in the complex plane. This paper investigates various operation properties and proposes
a distance measure for complex fuzzy sets. The distance of two complex fuzzy sets mea-
sures the difference between the grades of two complex fuzzy sets as well as that between
the phases of the two complex fuzzy sets. This distance measure is then used to deﬁne d-
equalities of complex fuzzy sets which coincide with those of fuzzy sets already deﬁned in
the literature if complex fuzzy sets reduce to real-valued fuzzy sets. Two complex fuzzy
sets are said to be d-equal if the distance between them is less than 1 d. This paper shows
how various operations between complex fuzzy sets affect given d-equalities of complex
fuzzy sets. An example application of signal detection demonstrates the utility of the con-
cept of d-equalities of complex fuzzy sets in practice.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Since the seminal paper in 1965 by Zadeh proposed Fuzzy Sets [17], a huge amount of literature has appeared on different
aspects of fuzzy sets and their applications [9–11, 14–16]. Ramot et al. [12] recently proposed an important extension of
these ideas, the Complex Fuzzy Sets, where the membership function l instead of being a real valued function with the range
of [0,1] is replaced by a complex-valued function of the formrSðxÞ  eixSðxÞ i ¼
ﬃﬃﬃﬃﬃﬃﬃ
1
p 
;where rsðxÞ andxsðxÞ are both real valued functions and rSðxÞ  eixSðxÞ has a value in the range of complex unit circle. However,
this concept is different from fuzzy complex number introduced and discussed by Buckley [1–4] and Zhang [18–20]. Essen-
tially as explained in [12] this still retains the characterization of the uncertainty through the amplitude of the grade of
membership having a value in the range of [0,1] whilst adding the membership phase captured by fuzzy sets xSðxÞ. As ex-
plained in Ramot et al. [12], the key feature of complex fuzzy sets is the presence of phase and its membership. This gives
those complex fuzzy sets wavelike properties which could result in constructive and destructive interference depending on
the phase value. Thus property distinguishes these complex fuzzy sets from conventional fuzzy sets, fuzzy complex sets, and
type 2 fuzzy sets [7,8,12,17,18] (a brief comparison of them in Appendix). Several examples are given in [12] which demon-
strate the utility of these complex fuzzy sets. They also deﬁne several important concepts such as the complement, union,
intersection and fuzzy relations for such complex fuzzy sets.
On the other hand, with an attempt to show that ‘precise membership values should normally be of no practical signif-
icance’, Pappis [11] introduced ﬁrstly the notion of ‘proximity measure’. Hong and Hwang [10] then presented an important. All rights reserved.
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said to be d-equal if they are equal to an extent of d. The concept of d-equalities of fuzzy sets was then employed in synthesis
of real-time fuzzy systems by Virant [15], for assessing the robustness of fuzzy reasoning by Cai [6], and generalized in the-
ory to the so-called ð; dÞ-equalities of fuzzy sets by Georgescu [9]. In this paper, we build on the results obtained in Cai’s
papers by introducing some operations on complex fuzzy sets and their properties and then investigate the important con-
cept of d-equalitieswhich allows us to systematically develop measures of distance between, equality and similarity for com-
plex fuzzy sets.
This paper is a continuing work of the papers of Ramot et al. [12,13] and Cai [5,6]. We follow the philosophy of Ramot
et al. [12,13] and will not argue for the rationale of introducing the concept of complex fuzzy sets in this paper. In Section
2, after reviewing the concept of complex fuzzy set, some operations of complex fuzzy sets are introduced, and their prop-
erties are discussed. Section 3 introduces d-equalities of complex fuzzy sets and discusses d-equalities for various implication
operators. An application example is presented in Section 4 to demonstrate the utility of d-equalities of complex fuzzy sets in
practice. Conclusion is given in Section 5.
2. Operations of complex fuzzy sets
Deﬁnition 2.1 [12]. A complex fuzzy set C, deﬁned on a universe of discourse U, is characterized by a membership function
lCðxÞ that assigns any element x 2 U a complex-valued grade of membership in C.
By deﬁnition, the values of lCðxÞmay receive all lying within the unit circle in the complex plane, and are thus of the form
rCðxÞ  eiArgC ðxÞ; i ¼
ﬃﬃﬃﬃﬃﬃﬃ
1
p 
, rCðxÞ is a real-valued function such that rCðxÞ 2 ½0;1 and eiArgC ðxÞ is a periodic function whose
periodic law and principal period are, respectively, 2p and 0 < argCðxÞ 6 2p, i.e., ArgCðxÞ ¼ argCðxÞ þ 2kp; k ¼ 0;1;2; . . .,
where argCðxÞ is the principal argument. The principal argument argCðxÞ will used on the following text.
Let FðUÞ be the set of all complex fuzzy sets on U. The complex fuzzy set Cmay be represented as the set of ordered pairsWe sa
We saC ¼ fðx;lCðxÞÞjx 2 Ug: ð2:1ÞDeﬁnition 2.2
(1) A quasi-triangular norm T is a function ð0;1  ð0;1 ! ½0;1 that satisﬁes the following conditions:
(i) Tð1;1Þ ¼ 1;
(ii) Tða; bÞ ¼ Tðb; aÞ;
(iii) Tða; bÞ 6 Tðc; dÞ whenever a 6 c, b 6 d;
(iv) TðTða; bÞ; cÞ ¼ Tða; Tðb; cÞ.(2) A triangular norm T is a function ½0;1  ½0;1 ! [0,1] that satisﬁes conditions (i)–(iv) and the following condition:
(v) Tð0;0Þ ¼ 0.
id T is an s-norm, if a triangular norm T satisﬁes
(vi) Tða;0Þ ¼ a;
id T is a t-norm, if a triangular norm T satisﬁes
(vii) Tða;1Þ ¼ a.(3) We said a binary function eT :eT : FðUÞ  FðUÞ ! FðUÞ
eT ðA;BÞ# sup
x2U
T1ðrAðxÞ; rBðxÞÞe
i2p sup
x2U
T2
argA ðxÞ
2p ;
argB ðxÞ
2p
 
is a triangular norm if T1 is a triangular norm and T2 is a quasi-triangular norm; we said eT is an s-norm if T1 an s-norm; we
said eT is a t-norm if T1 a t-norm.
Deﬁnition 2.3. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy union of A and B, denoted by A [ B, is speciﬁed by a functionlA[BðxÞ ¼ rA[BðxÞ  eiargA[BðxÞ ¼maxðrAðxÞ; rBðxÞÞ  eimaxðargAðxÞ;argBðxÞÞ: ð2:2ÞExample 2.1. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then A [ B ¼ 0:6ei1:2p1 þ 1e
i2p
0 þ 1e
i2p
1 þ 0:8e
i1:6p
2 .
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Proof. Properties (i), (ii), (v) and (vi) can be easily veriﬁed from Deﬁnition 2.3. Here we only prove (iii) and (iv).
(iii) Let A, B and C be three complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ, and
lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their membership functions, respectively. We suppose jlAðxÞj 6 jlBðxÞj, argAðxÞ 6 argBðxÞ, 8x 2 U. Thus
jlA[CðxÞj ¼ maxðrAðxÞ; rCðxÞÞ 6 maxðrBðxÞ; rCðxÞÞ ¼ jlB[CðxÞj; 8x 2 U;
argA[CðxÞ ¼maxðargAðxÞ; argCðxÞÞ 6 maxðargBðxÞ; argCðxÞÞ ¼ argB[CðxÞ; 8x 2 U:(iv) Suppose A, B and C are three complex fuzzy sets on U, lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and
lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their membership functions, respectively. We havelA[ðB[CÞðxÞ ¼ maxðrAðxÞ; rB[CðxÞÞ  eimaxðargAðxÞ;argB[C ðxÞÞ ¼maxðrAðxÞ;maxðrBðxÞ; rCðxÞÞÞ  eimaxðargAðxÞ;maxðargBðxÞ;argC ðxÞÞÞ
¼ maxðmaxðrAðxÞ; rBðxÞÞ; rCðxÞÞ  eimaxðmaxðargAðxÞ;argBðxÞÞ;argC ðxÞÞ ¼ lðA[BÞ[CðxÞ: Corollary 2.1. Let Ca 2 FðUÞ;a 2 I, and lCa ðxÞ ¼ rCa ðxÞ  eiargCa ðxÞ its membership function, where I is an arbitrary index sets. ThenS
a2ICa 2 FðUÞ, and its membership function islS
a2I
Ca
ðxÞ ¼ sup
a2I
rCaðxÞ  e
i sup
a2I
argCa ðxÞ
:Proof. This is straightforward from Deﬁnition 2.2 and Proposition 2.1. h
Deﬁnition 2.4. Let C be a complex fuzzy set on U, and lCðxÞ ¼ rCðxÞ  eiargC ðxÞ its membership function. The complex fuzzy
complement of C, denoted C is speciﬁed by a functionlCðxÞ ¼ rCðxÞ  eiargC ðxÞ ¼ ð1 rCðxÞÞ  eið2pargC ðxÞÞ: ð2:3ÞExample 2.2. Let A ¼ 0:6ei1:2p1 þ 1:0e
i2p
0 þ 0:8e
i1:6p
1 þ 0:5e
ip
2 , then,A ¼ 0:4e
i0:8p
1 þ
0
0
þ 0:2e
i0:4p
1
þ 0:5e
ip
2
:Proposition 2.2. Let C be a complex fuzzy set on U. Then C ¼ C.
Proof. By Deﬁnition 2.4, we havel
C
ðxÞ ¼ r
C
ðxÞ  eiargC ðxÞ ¼ ð1 rCðxÞÞ  eið2pargC ðxÞÞ ¼ ð1 ð1 rCðxÞÞÞ  eið2pð2pargC ðxÞÞÞ ¼ rCðxÞ  eiargC ðxÞ ¼ lCðxÞ:Thus C ¼ C. h
Deﬁnition 2.5. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy intersection of A and B, denoted A \ B, is speciﬁed by a functionlA\BðxÞ ¼ rA\BðxÞ  eiargA\BðxÞ ¼minðrAðxÞ; rBðxÞÞ  eiminðargAðxÞ;argBðxÞÞ: ð2:4ÞExample 2.3. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then A \ B ¼ 0:6ei1:2p1 þ 0:8e
i1:6p
0 þ 0:8e
i1:6p
1 þ 0:5e
i1p
2 .
Proposition 2.3. Let A and B be two complex fuzzy sets on U. Then A \ B ¼ A [ B.
Proof. By use of Deﬁnition 2.3–2.5, we havelA\BðxÞ ¼ rA\BðxÞ  eiargA\BðxÞ ¼ ð1 rA\BðxÞÞ  eið2pargA\BðxÞÞ ¼ ð1minðrAðxÞ; rBðxÞÞÞ  eið2pminðargAðxÞ;argBðxÞÞÞ
¼ maxð1 rAðxÞ;1 rBðxÞÞ  eimaxð2pargAðxÞ; 2pargBðxÞÞ ¼maxðrAðxÞ; rBðxÞÞ  eimaxðargAðxÞ;argBðxÞÞ ¼ lA[BðxÞ: 
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Proof. Properties (i)–(ii), (v) and (vii) can be easily veriﬁed from Deﬁnition 2.5. Here we only prove (iii) and (iv).
(iii) Let A, B and C be three complex fuzzy sets on U, lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and lCðxÞ ¼ rCðxÞ  eiargC ðxÞ
their membership functions, respectively. We suppose jlAðxÞj 6 jlBðxÞj, argAðxÞ 6 argBðxÞ, 8x 2 U. ThusjlA\CðxÞj ¼ minðrAðxÞ; rCðxÞÞ 6 minðrBðxÞ; rCðxÞÞ ¼ jlB\CðxÞj; 8x 2 U;
argA\CðxÞ ¼ minðargAðxÞ; argCðxÞÞ 6minðargBðxÞ; argCðxÞÞ ¼ argB\CðxÞ; 8x 2 U:(iv) Suppose A, B and C are three complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and
lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their membership functions, respectively. We havelA\ðB\CÞðxÞ ¼minðrAðxÞ; rB\CðxÞÞ  eiminðargAðxÞ;argB\C ðxÞÞ ¼minðrAðxÞ;minðrBðxÞ; rCðxÞÞÞ  eiminðargAðxÞ;minðargBðxÞ;argC ðxÞÞÞ
¼minðminðrAðxÞ; rBðxÞÞ; rCðxÞÞ  eiminðminðargAðxÞ;argBðxÞÞ;argC ðxÞÞ ¼ lðA\BÞ\CðxÞ: Corollary 2.2. Let Ca 2 FðUÞ;a 2 I and lCa ðxÞ ¼ rCa ðxÞ  eiargCa ðxÞ its membership function, where I is an arbitrary index sets. ThenT
a2ICa 2 FðUÞ, and its membership function islT
a2I
Ca
ðxÞ ¼ inf
a2I
rCa ðxÞ  e
i inf
a2I
argCa ðxÞ:Proof. This is obvious from Deﬁnition 2.2 and Proposition 2.4. h
Corollary 2.3. Let Cab 2 FðUÞ, a 2 I1, b 2 I2 and lCab ðxÞ ¼ rCab ðxÞ  e
iargCab ðxÞ their membership functions, respectively, where I1 and
I2 are two arbitrary index sets. Then
S
a2I1
T
b2I2Cab,
T
a2I1
S
b2I2Cab 2 F
ðUÞ and their membership functions arelS
a2I1
T
b2I2
Cab
ðxÞ ¼ sup
a2I1
inf
b2I2
rCab ðxÞ  e
i sup
a2I1
inf
b2I2
argCab ðxÞ
;
lT
a2I1
S
b2I2
Cab
ðxÞ ¼ inf
a2I1
sup
b2I2
rCab ðxÞ  e
i inf
a2I1
sup
b2I2
argCab ðxÞ
:Proof. Trivial. h
Corollary 2.4. Let Ck 2 FðUÞ, k ¼ 1;2; . . . and lCk ðxÞ ¼ rCk ðxÞ  e
iargCk ðxÞ their membership functions, respectively. Then
limn!1Cn ¼
T1
n¼1
S1
k¼nCk, limn!1Cn ¼
S1
n¼1
T1
k¼n Ck 2 FðUÞ, and their membership functions arellimn!1Ck ðxÞ ¼ infnP1 supkPn
rCa ðxÞ  e
i inf
nP1
sup
kPn
argCk ðxÞ; llimn!1Ck ðxÞ ¼ sup
nP1
inf
kPn
rCa ðxÞ  e
i sup
nP1
inf
kPn
argCk ðxÞ:Proof. Trivial. h
Proposition 2.5. Let A, B and C be three complex fuzzy sets on U, ThenðA [ BÞ \ C ¼ ðA \ CÞ [ ðB \ CÞ;
ðA \ BÞ [ C ¼ ðA [ CÞ \ ðB [ CÞ:Proof. Here we only prove ﬁrst conclusion. For A;B; C 2 FðUÞ, we havelðA[BÞ\CðxÞ ¼ rðA[BÞ\CðxÞ  eiargðA[BÞ\C ðxÞ ¼ minðrA[BðxÞ; rCðxÞÞ  eiminðargA[BðxÞ;argC ðxÞÞ
¼minðmaxðrAðxÞ; rBðxÞÞ; rCðxÞÞ  eiminðmaxðargAðxÞ;argBðxÞÞ;argC ðxÞÞ
¼maxðminðrAðxÞ; rCðxÞÞ;minðrBðxÞ; rCðxÞÞÞ  eimaxðminðargAðxÞ;argC ðxÞÞ; minðargBðxÞ;argC ðxÞÞÞ
¼maxðrA\CðxÞ; rB\CðxÞÞ  eimaxðargA\C ðxÞ;argB\C ðxÞÞ ¼ rðA\CÞ[ðB\CÞðxÞ  eiargðA\CÞ[ðB\CÞðxÞ: Proposition 2.6. Let A and B be two complex fuzzy sets on U, ThenðA [ BÞ \ A ¼ A; ðA \ BÞ [ A ¼ A:
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¼ minðmaxðrAðxÞ; rBðxÞÞ; rAðxÞÞ  eiminðmaxðargAðxÞ;argBðxÞÞ;argAðxÞÞ ¼ rAðxÞ  eiargAðxÞ: Deﬁnition 2.6. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy product of A and B, denoted A  B, is speciﬁed by a functionlABðxÞ ¼ rABðxÞ  eiargABðxÞ ¼ ðrAðxÞ  rBðxÞÞ  ei2p
argA ðxÞ
2p 
argBðxÞ
2p
 
: ð2:5ÞExample 2.4. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then A  B ¼ 0:36ei0:72p1 þ 0:8e
i1:6p
0 þ 0:8e
i1:6p
1 þ 0:4e
i0:8p
2 .
Proposition 2.7. The complex fuzzy product on FðUÞ is a t-norm.
Proof. Properties (i)–(ii), (v) and (vii) can be easily veriﬁed from Deﬁnition 2.6. Here we only prove (iii) and (iv). (iii) Let A, B
and C be three complex fuzzy sets on U, lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their member-
ship functions, respectively. We suppose jlAðxÞj 6 jlBðxÞj, argAðxÞ 6 argBðxÞ, 8x 2 U. ThusjlACðxÞj ¼ jrAðxÞj  jrCðxÞj 6 jrBðxÞj  jrCðxÞj ¼ jrBðxÞ  rCðxÞj ¼ jlBCðxÞj; 8x 2 U;
argACðxÞ ¼ 2p
argAðxÞ
2p
 argCðxÞ
2p
 
6 2p argBðxÞ
2p
 argCðxÞ
2p
 
¼ argBCðxÞ; 8x 2 U:(iv) Suppose A, B and C are three complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and
lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their membership functions, respectively. We have   lAðBCÞðxÞ ¼ ðrAðxÞ  rBCðxÞÞ  ei2p
argA ðxÞ
2p 
argBC ðxÞ
2p
 
¼ ðrAðxÞ  ðrBðxÞ  rCðxÞÞÞ  e
i2p argA ðxÞ2p 
2p
argB ðxÞ
2p 
argC ðxÞ
2p
2p
¼ ððrAðxÞ  rBðxÞÞ  rCðxÞÞ  e
i2p
2p
argA ðxÞ
2p 
argB ðxÞ
2p
 
2p 
argC ðxÞ
2p
 
¼ lðABÞCðxÞ: Corollary 2.5. Let Ca 2 FðUÞ, a 2 I and lCa ðxÞ ¼ rCa ðxÞ  eiargCa ðxÞ their membership functions, where I is an arbitrary index sets.
Then
Q
a2ICa ¼ C1  C2      Ca 2 FðUÞ, and its membership function islQ
a2I
Ca
ðxÞ ¼ rC1 ðxÞ  rC2 ðxÞ . . . rCa ðxÞ  e
i2p
argC1
ðxÞ
2p 
argC2
ðxÞ
2p 
argCa ðxÞ
2p
 
:Proof. Trivial. h
Deﬁnition 2.7. Let An, n ¼ 1;2; . . . ;N be N complex fuzzy sets on U, and lAn ðxÞ ¼ rAn ðxÞ  eiargAn ðxÞ their membership func-
tions, respectively. The complex fuzzy Cartesian product of An, n ¼ 1;2; . . . ;N, denoted A1  A2      AN , is speciﬁed by
a functionlA1A2AN ðxÞ ¼ rA1A2AN ðxÞ  e
iargA1A2AN ðxÞ ¼minðrA1 ðx1Þ; rA2 ðx2Þ; . . . ; rAN ðxNÞÞ  eiminðargA1 ðx1Þ;argA2 ðx2Þ;...;argAN ðxNÞÞ; ð2:6Þwhere x ¼ ðx1; x2; . . . ; xNÞ 2 U  U      U|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
N
.
Example 2.5. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;
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A B ¼ 0:6e
i1:2p
ð1;1Þ þ
0:6ei1:2p
ð1;0Þ þ
0:6ei1:2p
ð1;1Þ þ
0:6ei1:2p
ð1;2Þ
þ 0:6e
i1:2p
ð0;1Þ þ
0:8ei1:6p
ð0;0Þ þ
1:0ei2p
ð0:1Þ þ
0:8ei1:6p
ð0;2Þ
þ 0:6e
i1:2p
ð1;1Þ þ
0:8ei1:6p
ð1;0Þ þ
0:8ei1:6p
ð1;1Þ þ
0:8ei1:6p
ð1;2Þ
þ 0:5e
ip
ð2;1Þ þ
0:5eip
ð2;0Þ þ
0:5eip
ð2;1Þ þ
0:5eip
ð2;2Þ :
Deﬁnition 2.8. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy probabilistic sum of A and B, denoted Aþ^B, is speciﬁed by a functionlAþ^BðxÞ ¼ rAþ^BðxÞ  eiargAþ^BðxÞ ¼ ðrAðxÞ þ rBðxÞ  rAðxÞ  rBðxÞÞ  ei2p
argA ðxÞ
2p þ
argB ðxÞ
2p 
argA ðxÞ
2p 
argB ðxÞ
2p
 
: ð2:7ÞExample 2.6. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then A þ^ B ¼ 0:84e
i1:68p
1 þ
1ei2p
0
þ 1e
i2p
1
þ 0:9e
i1:8p
2
.
Proposition 2.8. The complex fuzzy probabilistic sum on FðUÞ is an s-norm.
Proof. Properties (i), (ii), (v) and (vi) can be easily veriﬁed from Deﬁnition 2.3. Here we only prove (iii) and (iv).
(iii) Let A, B and C be three complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and
lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their membership functions, respectively. We suppose jlAðxÞj 6 jlBðxÞj, argAðxÞ 6 argBðxÞ, 8x 2 U. Thus
jlAþ^CðxÞj ¼ jrAþ^CðxÞ  eiargAþ^C ðxÞj ¼ jrAðxÞ þ rCðxÞ  rAðxÞ  rCðxÞj 6 jrBðxÞ þ rCðxÞ  ð1 rBðxÞÞj ¼ jlBþ^CðxÞj 8x 2 U;
argAþ^CðxÞ¼2p
argAðxÞ
2p
þargCðxÞ
2p
argAðxÞ argCðxÞ
2p
 
62p argBðxÞ
2p
þargCðxÞ
2p
argBðxÞ argCðxÞ
2p
 
¼ argBþ^CðxÞ; 8x2U:(iv) Suppose A, B and C are three complex fuzzy sets on U, lAðxÞ ¼ rAðxÞ  eiargAðxÞ, lBðxÞ ¼ rBðxÞ  eiargBðxÞ and
lCðxÞ ¼ rCðxÞ  eiargC ðxÞ their membership functions, respectively. We havelAþ^ðBþ^CÞðxÞ ¼ ðrAðxÞ þ rBþ^CðxÞ  rAðxÞrBþ^CðxÞÞ  ei2p
argA ðxÞþargBþ^C ðxÞargA ðxÞargBþ^C ðxÞ
2p
 
¼ ðrAðxÞ þ ðrBðxÞ þ rCðxÞ  rBðxÞrCðxÞÞ  rAðxÞðrBðxÞ þ rCðxÞ  rBðxÞrCðxÞÞ  ei2p
argA ðxÞþargBþ^C ðxÞargA ðxÞargBþ^C ðxÞ
2p
 
¼ ðððrAðxÞ þ rBðxÞ  rAðxÞrBðxÞÞ þ rCðxÞ  ððrAðxÞ þ rBðxÞ  rAðxÞrBðxÞÞrCðxÞÞ  ei2p
argA ðxÞþargBþ^C ðxÞargA ðxÞargBþ^C ðxÞ
2p
 
¼ ðrAþ^BðxÞ þ rCðxÞ  rAþ^BðxÞrCðxÞÞ  ei2p
argA ðxÞþargBþ^C ðxÞargA ðxÞargBþ^C ðxÞ
2p
 
¼ lðAþ^BÞþ^CðxÞ: Corollary 2.6. Let Ca 2 FðUÞ;a 2 I and lCa ðxÞ ¼ rCa ðxÞ  eiargCa ðxÞ their membership functions, where I is an arbitrary index set.
Then C1þ^C2þ^    þ^Ca 2 FðUÞ, and its membership function islC1þ^C2þ^þ^Ca ðxÞ ¼ ½ðrC1 ðxÞ þ rC2 ðxÞ þ    þ rCaðxÞÞ     þ ð1Þ
a1ðrC1 ðxÞ  rC2 ðxÞ    rCaðxÞÞ
 ei2p
argC1
ðxÞ
2p þ
argC2
ðxÞ
2p þþ
argCa ðxÞ
2p
 
þð1Þa1ð2pÞa ðargC1 ðxÞargC2 ðxÞargCa ðxÞÞ
h i
:Proof. Trivial. h
Deﬁnition 2.9. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy bold sum of A and B, denoted A _[B, is speciﬁed by a functionlA _[BðxÞ ¼ rA _[BðxÞ  eiargA _[BðxÞ ¼minð1; rAðxÞ þ rBðxÞÞ  eiminð2p;argAðxÞþargBðxÞÞ: ð2:8Þ
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i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then A _[B ¼ 1e
i2p
1 þ
1ei2p
0
þ 1e
i2p
1
þ 1e
i2p
2
.
Proposition 2.9. The complex fuzzy bold sum on FðUÞ is an s-norm.
Proof. This proof is similar to the proof of Proposition 2.1. h
Corollary 2.7. Let Ca 2 FðUÞ;a 2 I and lCa ðxÞ ¼ rCa ðxÞ  eiargCa ðxÞ their membership functions, where I is an arbitrary index set.
Then C1 _[C2 _[    _[Ca 2 FðUÞ, and its membership function islC1 _[C2 _[ _[Ca ðxÞ ¼minð1; rC1 ðxÞ þ rC2 ðxÞ þ    þ rCaðxÞÞ  e
iminð2p;argC1 ðxÞþargC2 ðxÞþþargCa ðxÞÞ:Proof. Trivial. h
Deﬁnition 2.10. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy bold intersection of A and B, denoted A _\B, is speciﬁed by a functionlA _\BðxÞ ¼ rA _\BðxÞ  eiargA _\BðxÞ ¼maxð0; rAðxÞ þ rBðxÞ  1Þ  eimaxð0;argAðxÞþargBðxÞ2pÞ: ð2:9ÞExample 2.8. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then A _\B ¼ 0:2e
i0:4p
1 þ
0:8ei1:6p
0
þ 0:8e
i1:6p
1
þ 0:3e
i0:6p
2
.
Proposition 2.10. The complex fuzzy bold intersection on FðUÞ is a t-norm.
Proof. This proof is similar to the proof of Proposition 2.4. h
Corollary 2.8. Let Ca 2 FðUÞ;a 2 I and lCa ðxÞ ¼ rCa ðxÞ  eiargCa ðxÞ their membership functions, where I is an arbitrary index set.
Then C1 _\C2 _\    _\Ca 2 FðUÞ, and its membership function islC1 _[C2 _[ _[Ca ðxÞ ¼maxð0; rC1 ðxÞ þ rC2 ðxÞ þ    þ rCaðxÞ  aþ 1Þ  e
imaxð0;argC1 ðxÞþargC2 ðxÞþþargCa ðxÞ2ða1ÞpÞ:Deﬁnition 2.11. Let A and B be two complex fuzzy sets on U, lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their member-
ship functions, respectively. The complex fuzzy bounded difference of A and B, denoted Aj  jB, is speciﬁed by a functionlAjjBðxÞ ¼ rAjjBðxÞ  eiargAjjBðxÞ ¼ maxð0; rAðxÞ  rBðxÞÞ  eimaxð0;argAðxÞargBðxÞÞ: ð2:10ÞExample 2.9. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then Aj  jB ¼ 01þ 0:2e
i0:4p
0 þ 01þ 02.
Deﬁnition 2.12. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy symmetrical difference of A and B, denoted ArB, is speciﬁed by a functionlArBðxÞ ¼ rArBðxÞ  eiargArBðxÞ ¼ jrAðxÞ  rBðxÞj  eijargAðxÞargBðxÞj: ð2:11Þ
1234 G. Zhang et al. / International Journal of Approximate Reasoning 50 (2009) 1227–1249Example 2.10. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then ArB ¼ 01þ
0:2ei0:4p
0
þ 0:2e
i0:4p
1
þ 0:3e
i0:6p
2
.
Deﬁnition 2.13. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. The complex fuzzy convex linear sum of min and max of A and B, denoted AjjkB ð0 6 k 6 1Þ, is
speciﬁed by a functionlAjjkBðxÞ ¼ rAjjkBðxÞ  e
iargAjjkBðxÞ
¼ ½kminðrAðxÞ; rBðxÞÞ þ ð1 kÞmaxðrAðxÞ; rBðxÞÞ  ei½kminðargAðxÞ;argBðxÞÞþð1kÞmaxðargAðxÞ;argBðxÞÞ: ð2:12ÞExample 2.11. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
B ¼ 0:6e
i1:2p
1 þ
0:8ei1:6p
0
þ 1:0e
i2p
1
þ 0:8e
i1:6p
2
;then AjjkB ¼
0:6ei1:2p
1 þ
0:9ei1:8p
0
þ 0:9e
i1:8p
1
þ 0:65e
i0:8p
2
when k ¼ 0:5.3. d-Equalities of complex fuzzy sets
Deﬁnition 3.1. A distance of complex fuzzy sets is a function q : ðFðUÞ; FðUÞÞ ! ½0;1 with the properties: for any
A;B; C 2 FðUÞ
(1) qðA;BÞP 0, qðA;BÞ ¼ 0 if and only if A ¼ B,
(2) qðA;BÞ ¼ qðB;AÞ,
(3) qðA;BÞ 6 qðA; CÞ þ qðC;BÞ.
In the following, we introduce a function d, which plays a key role in the remainder of this paper. We deﬁnedðA; BÞ ¼max sup
x2U
jrAðxÞ  rBðxÞj; 12p supx2U jargAðxÞ  argBðxÞj
 
: ð3:1ÞObviously, this function dð; Þ is closure for any operations deﬁned in Section 2, for example, complex fuzzy product, com-
plex fuzzy probabilistic sum, complex fuzzy bold sum and complex fuzzy intersection, etc.
Theorem 3.1. dðA; BÞ deﬁned by the equality (3.1) is a distance function of complex fuzzy sets on U.
Proof. Trivial. h
Example 3.1. LetA ¼ 0:6e
i1:2p
1 þ
1:0ei2p
0
þ 0:8e
i1:6p
1
þ 0:5e
ip
2
;
A0 ¼ 0:7e
i1:4p
1 þ
1:0ei2p
0
þ 0:6e
i1:2p
1
þ 0:4e
i0:8p
2
:We see supx2U rAðxÞ  rA0 ðxÞj j ¼ 0:2 and 12p supx2U argAðxÞ  argA0 ðxÞj j ¼ 0:2. ThereforedðA;A0Þ ¼ 0:2:
It is easy to see that, if S and T are two real fuzzy sets on U, thendðA; BÞ ¼ sup
x2U
jlAðxÞ  lBðxÞj:
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bership functions, respectively. Then A and B are said to be d-equal, denoted by A ¼ ðdÞB, if and only ifsup
x2U
jlAðxÞ  lBðxÞj 6 1 d; 0 6 d 6 1: ð3:2ÞIn this way, we say A and B construct a d-equality.
Lemma 3.1. Letd1  d2 ¼maxð0; d1 þ d2  1Þ; 0 6 d1; d2 6 1: ð3:3Þ
Then
(1) 0  d1 ¼ 0; 8d1 2 ½0;1,
(2) 1  d1 ¼ d1; 8d1 2 ½0;1,
(3) 0 6 d1  d2 6 1; 8d1; d2 2 ½0;1,
(4) d1 6 d01 ) d1  d2 6 d01  d2; 8d1; d01; d2 2 ½0;1,
(5) d1  d2 ¼ d2  d1; 8d1; d2 2 ½0;1,
(6) ðd1  d2Þ  d3 ¼ d1  ðd2  d3Þ; 8d1; d2; d3 2 ½0;1.
Proof. Trivial. h
Lemma 3.2. Let f, g be bounded, real valued functions on a set U. Thenj sup
x2U
f ðxÞ  sup
x2U
gðxÞj 6 sup
x2U
jf ðxÞ  gðxÞj; j inf
x2U
f ðxÞ  inf
x2U
gðxÞj 6 sup
x2U
jf ðxÞ  gðxÞj: ð3:4ÞProof. See Ref. [12]. h
Deﬁnition 3.3. Let A and B be two complex fuzzy sets on U, and lAðxÞ ¼ rAðxÞ  eiargAðxÞ and lBðxÞ ¼ rBðxÞ  eiargBðxÞ their mem-
bership functions, respectively. Then A and B are said to be d-equal, denoted by A ¼ ðdÞB, if and only ifdðA; BÞ 6 1 d; 0 6 d 6 1: ð3:5ÞProposition 3.1. Let A and B be two complex fuzzy sets on U. Then
(1) A ¼ ð0ÞB,
(2) A ¼ ð1ÞB() A ¼ B,
(3) A ¼ ðdÞB() B ¼ ðdÞA,
(4) A ¼ ðd1ÞB and d2 6 d1 ) A ¼ ðd2ÞB,
(5) If 8a 2 I, A ¼ ðdaÞB, where I is an index set, then A ¼ ðsupa2IdaÞB,
(6) 8A;B, there exists a unique d such that A ¼ ðdÞB and if A ¼ ðd0ÞB then d0 6 d.
Proof. Properties (1)–(4) can be easily proved. Here we only prove properties (5) and (6). (5) Since 8a 2 I, A ¼ ðdaÞB, we havedðA; BÞ ¼ max sup
x2U
jrAðxÞ  rBðxÞj; 12p supx2U jargAðxÞ  argBðxÞj
 
6 1 da; 8a 2 I:Thereforesup
x2U
jrAðxÞ  rBðxÞj 6 1 sup
a2I
da;and
1
2p
sup
x2U
jargAðxÞ  argBðxÞj 6 1 sup
a2I
da:SodðA; BÞ ¼ max sup
x2U
jrAðxÞ  rBðxÞj; 12p supx2U jargAðxÞ  argBðxÞj
 
6 1 sup
a2I
da:Thus A ¼ ðsupa2IdaÞB.
(6) Let d ¼ 1 dðA;BÞ. Then A ¼ ðdÞB. If A ¼ ðd0ÞB, we have 1 d ¼ dðA;BÞ 6 1 d0. Consequently d0 6 d. Now suppose
there exist two constants d1 and d2 which simultaneously satisfy the required properties, then d1 6 d2 and d2 6 d1. This
implies d1 ¼ d2. So the desired d is unique. h
1236 G. Zhang et al. / International Journal of Approximate Reasoning 50 (2009) 1227–1249Proposition 3.2. If A ¼ ðd1ÞB and B ¼ ðd2ÞC, then A ¼ ðdÞC, where d ¼ d1  d2.
Proof. Since A ¼ ðd1ÞB and B ¼ ðd2ÞC, we havedðA; BÞ ¼max sup
x2U
jrAðxÞ  rBðxÞj; 12p supx2U jargAðxÞ  argBðxÞj
 
6 1 d1;anddðB;CÞ ¼max sup
x2U
jrBðxÞ  rCðxÞj; 12p supx2U jargBðxÞ  argCðxÞj
 
6 1 d2:Thereforesup
x2U
jrAðxÞ  rBðxÞj 6 1 d1 and 12p supx2U jargAðxÞ  argBðxÞj 6 1 d1;andsup
x2U
jrBðxÞ  rCðxÞj 6 1 d2 and 12p supx2U jargBðxÞ  argCðxÞj 6 1 d2:Consequently, we havedðA; CÞ ¼max sup
x2U
jrAðxÞ  rCðxÞj; 12p supx2U jargAðxÞ  argCðxÞj
 
6 max sup
x2U
jrAðxÞ  rBðxÞj þ sup
x2U
jrBðxÞ  rCðxÞj; 12p supx2U jargAðxÞ  argBðxÞj þ
1
2p
sup
x2U
jargBðxÞ  argCðxÞj
 
6 maxðð1 d1Þ þ ð1 d2Þ; ð1 d1Þ þ ð1 d2ÞÞ ¼ ð1 d1Þ þ ð1 d2Þ ¼ 1 ðd1 þ d2  1Þ;
and dðA;CÞ 6 1 from Deﬁnition 3.1. ThereforedðA; CÞ 6 1 d1  d2 ¼ 1 d:
That is A ¼ ðdÞC. h
Theorem 3.2. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then A [ B ¼ ðminðd1; d2ÞÞA0 [ B0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼ max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
ArgAðxÞ  ArgA0 ðxÞj j
 
6 1 d1;and  
dðB;B0Þ ¼max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p supx2U
ArgBðxÞ  ArgB0 ðxÞj j 6 1 d2:Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p supx2U
ArgAðxÞ  ArgA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p supx2U
ArgBðxÞ  ArgB0 ðxÞj j 6 1 d2:Consequently, we havesup
x2U
rA[BðxÞ  rA0[B0 ðxÞj j ¼ sup
x2U
maxðrAðxÞ; rBðxÞÞ max rA0 ðxÞ; rB0 ðxÞð Þj j
¼
sup
x2U
rAðxÞ  rA0 ðxÞj j if rAðxÞP rBðxÞ and rA0 ðxÞP rB0 ðxÞ
sup
x2U
rAðxÞ  rB0 ðxÞj j if rAðxÞP rBðxÞ and rB0 ðxÞ > rA0 ðxÞ
sup
x2U
rBðxÞ  rA0 ðxÞj j if rBðxÞ > rAðxÞ and rA0 ðxÞP rB0 ðxÞ
sup
x2U
rBðxÞ  rB0 ðxÞj j if rBðxÞ > rAðxÞ and rB0 ðxÞ > rA0 ðxÞ
8>>><>>>>:
6
1 d1 if rAðxÞP rBðxÞ and rA0 ðxÞP rB0 ðxÞ
sup
x2U
rAðxÞ  rB0 ðxÞj j if rAðxÞP rBðxÞ and rB0 ðxÞ > rA0 ðxÞ
sup
x2U
rBðxÞ  rA0 ðxÞj j if rBðxÞ > rAðxÞ and rA0 ðxÞP rB0 ðxÞ
1 d2 if rBðxÞ > rAðxÞ and rB0 ðxÞ > rA0 ðxÞ
8>><>>>: :
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(1) If rAðxÞ  rB0 ðxÞP 0, then rAðxÞ  rA0 ðxÞP rAðxÞ  rB0 ðxÞP 0 from rB0 ðxÞ > rA0 ðxÞ. Thereforesup
x2U
rAðxÞ  rB0 ðxÞj j ¼ sup
x2U
rAðxÞ  rB0 ðxÞð Þ 6 sup
x2U
rAðxÞ  rA0 ðxÞð Þ 6 sup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1:(2) If rAðxÞ  rB0 ðxÞ 6 0, then rB0 ðxÞ  rBðxÞP rB0 ðxÞ  rAðxÞP 0 from rBðxÞ 6 rAðxÞ. Therefore
sup
x2U
rAðxÞ  rB0 ðxÞj j ¼ sup
x2U
rB0 ðxÞ  rAðxÞð Þ 6 sup
x2U
rB0 ðxÞ  rBðxÞð Þ 6 sup
x2U
rB0 ðxÞ  rBðxÞj j 6 1 d2:
Thus, if rAðxÞP rBðxÞ and rB0 ðxÞ > rA0 ðxÞ, we have
sup
x2U
rAðxÞ  rB0 ðxÞj j 6 maxð1 d1;1 d2Þ ¼ 1minðd1; d2Þ:2. Similarly, We can provesup
x2U
rBðxÞ  rA0 ðxÞj j 6 maxð1 d1;1 d2Þ ¼ 1minðd1; d2Þ;if rBðxÞ > rAðxÞ and rA0 ðxÞP rB0 ðxÞ. So, we have
sup
x2U
rA[BðxÞ  rA0[B0 ðxÞj j 6maxð1 d1;1 d2Þ ¼ 1minðd1; d2Þ:On the other hand, we have also1
2p
sup
x2U
argA[BðxÞ  argA0[B0 ðxÞj j ¼
1
2p
sup
x2U
maxðargAðxÞ; argBðxÞÞ max argA0 ðxÞ; argB0 ðxÞð Þj j
¼
1
2p sup
x2U
argAðxÞ  argA0 ðxÞj j if argAðxÞP argBðxÞ and argA0 ðxÞP argB0 ðxÞ
1
2p sup
x2U
argAðxÞ  argB0 ðxÞj j if argAðxÞP argBðxÞ and argB0 ðxÞ > argA0 ðxÞ
1
2p sup
x2U
argBðxÞ  argA0 ðxÞj j if argBðxÞ > argAðxÞ and argA0 ðxÞP argB0 ðxÞ
1
2p sup
x2U
argBðxÞ  argB0 ðxÞj j if argBðxÞ > argAðxÞ and argB0 ðxÞ > argA0 ðxÞ
8>>>><>>>>:
6
1 d1 if argAðxÞP argBðxÞ and argA0 ðxÞP argB0 ðxÞ
1
2p sup
x2U
argAðxÞ  argB0 ðxÞj j if argAðxÞP argBðxÞ and argB0 ðxÞ > argA0 ðxÞ
1
2p sup
x2U
argBðxÞ  argA0 ðxÞj j if argBðxÞ > argAðxÞ and argA0 ðxÞP argB0 ðxÞ
1 d2 if argBðxÞ > argAðxÞ and argB0 ðxÞ > argA0 ðxÞ
8>>><>>>: :
1. Consider the case argAðxÞP argBðxÞ and argB0 ðxÞ > argA0 ðxÞ.
(1) If argAðxÞ  argB0 ðxÞP 0, then argAðxÞ  argA0 ðxÞP argAðxÞ  argB0 ðxÞP 0 from argB0 ðxÞ > argA0 ðxÞ. Therefore1
2p
sup
x2U
argAðxÞ  argB0 ðxÞj j ¼
1
2p
sup
x2U
argAðxÞ  argB0 ðxÞð Þ 6
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞð Þ 6
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
6 1 d1:
(2) If argAðxÞ  argB0 ðxÞ 6 0, then argB0 ðxÞ  argBðxÞP argB0 ðxÞ  argAðxÞP 0 from argBðxÞ 6 argAðxÞ. Therefore
1
2p
sup
x2U
argAðxÞ  argB0 ðxÞj j ¼
1
2p
sup
x2U
argB0 ðxÞ  argAðxÞð Þ 6
1
2p
sup
x2U
argB0 ðxÞ  argBðxÞð Þ 6
1
2p
sup
x2U
argB0 ðxÞ  argBðxÞj j
6 1 d2:
Thus, if argAðxÞP argBðxÞ and argB0 ðxÞ > argA0 ðxÞ, we have
1
2p
sup
x2U
argAðxÞ  argB0 ðxÞj j 6maxð1 d1;1 d2Þ ¼ 1minðd1; d2Þ:2. Similarly, We can prove1
2p
sup
x2U
argBðxÞ  argA0 ðxÞj j 6maxð1 d1;1 d2Þ ¼ 1minðd1; d2Þ;if argBðxÞ > argAðxÞ and argA0 ðxÞP argB0 ðxÞ. So, we have
1
2p
sup
x2U
argA[BðxÞ  argA0[B0 ðxÞj j 6 maxð1 d1;1 d2Þ ¼ 1minðd1; d2Þ:
1238 G. Zhang et al. / International Journal of Approximate Reasoning 50 (2009) 1227–1249HencedðA [ B;A0 [ B0Þ ¼max sup
x2U
rA[BðxÞ  rA0[B0 ðxÞj j;
1
2p
sup
x2U
argA[BðxÞ  argA0[B0 ðxÞj j
 
6 maxð1 d1;1 d2Þ
¼ 1minðd1; d2Þ:
That is A [ B ¼ ðminðd1; d2ÞÞA0 [ B0. h
Corollary 3.1. If Aa ¼ ðdaÞBa, a 2 I, where I is an index set, then
S
a2IAa ¼ infa2Idað Þ
S
a2IBa.
Proof. This is becaused
 [
a2I
Aa;
[
a2I
Ba
!
¼max sup
x2U
jrS
a2I
Aa
ðxÞ  rS
a2I
Ba
ðxÞj; 1
2p supx2U
jargS
a2I
Aa
ðxÞ  argS
a2I
Ba
ðxÞj
 !
¼max sup
x2U
j sup
a2I
rAa ðxÞ  sup
a2I
rBaðxÞj;
1
2p
sup
x2U
j sup
a2I
argAa ðxÞ  sup
a2I
argBa ðxÞj
 
6max sup
x2U
sup
a2I
jrAaðxÞ  rBaðxÞj;
1
2p
sup
x2U
sup
a2I
jargAa ðxÞ  argBa ðxÞj
 
¼max sup
a2I
sup
x2U
jrAa ðxÞ  rBa ðxÞj; sup
a2I
1
2p
sup
x2U
jargAa ðxÞ  argBaðxÞj
 
¼max sup
a2I
ð1 daÞ; sup
a2I
ð1 daÞ
 
¼ sup
a2I
ð1 daÞ ¼ 1 inf
a2I
da;from Lemma 3.2. h
Theorem 3.3. If A ¼ ðdÞB, then A ¼ ðdÞB.
Proof. This is because ofdðA;BÞ ¼max sup
x2U
jrAðxÞ  rBðxÞj;
1
2p
sup
x2U
jargAðxÞ  argBðxÞj
 
¼max sup
x2U
jð1 rAðxÞÞ  ð1 rBðxÞÞj; 12p supx2U jð2p argAðxÞÞ  ð2p argBðxÞÞj
 
¼max sup
x2U
jrAðxÞ  rBðxÞj; 12p supx2U jargAðxÞ  argBðxÞj
 
¼ dðA; BÞ 6 1 d: Theorem 3.4. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then A \ B ¼ ðminðd1; d2ÞÞA0 \ B0.
Proof. By use of Theorems 3.2 and 3.3, we have A ¼ ðd1ÞA0, B ¼ ðd2ÞB0 and A [ B ¼ ðminðd1; d2ÞÞA0 [ B0. ThusA \ B ¼ A [ B ¼ minðd1; d2Þð ÞA0 [ B0 ¼ ðminðd1; d2ÞÞA0 \ B0;
from Propositions 2.2 and 2.3. h
Corollary 3.2. If Aa ¼ ðdaÞBa, a 2 I, where I is an index set, then
T
a2IAa ¼ infa2Idað Þ
T
a2IBa.
Proof. By using Corollary 3.1 and Theorem 3.3, we have Aa ¼ ðdaÞBa, 8a 2 I and Sa2IAa ¼ infa2Idað ÞSa2IBa Thus\
a2I
Aa ¼
[
a2I
Aa ¼ inf
a2I
da
 [
a2I
Ba ¼ inf
a2I
da
 \
a2I
Ba: Corollary 3.3. If Aab ¼ ðdabÞBab, a 2 I1, b 2 I2 where I1 and I2 are index sets, then[
a2I1
\
b2I2
Aab ¼ inf
a2I1
inf
b2I2
dab
  [
a2I1
\
b2I2
Bab;and \
a2I1
[
b2I2
Aab ¼ inf
a2I1
inf
b2I2
dab
  \
a2I1
[
b2I2
Bab:
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Corollary 3.4. Letlim
n!1
supAn ¼
\1
n¼1
[1
k¼n
Ak; lim
n!1
supBn ¼
\1
n¼1
[1
k¼n
Bk;
lim
n!1
inf An ¼
[1
n¼1
\1
k¼n
Ak; lim
n!1
inf Bn ¼
[1
n¼1
\1
k¼n
Bk:If Ak ¼ ðdkÞBk, k ¼ 1;2; . . ., thenlim
n!1
supAn ¼ inf
nP1
dn
 
lim
n!1
supBn;
lim
n!1
inf An ¼ inf
nP1
dn
 
lim
n!1
inf Bn:Proof. From Corollary 3.3, we have[1
n¼1
\1
k¼n
Ak ¼ inf
nP1
inf
kPn2
dab
 [1
n¼1
\1
k¼n
Bk;
\1
n¼1
[1
k¼n
Ak ¼ inf
nP1
inf
kPn2
dab
 \1
n¼1
[1
k¼n
Bk:This implies thatlim
n!1
supAn ¼ inf
nP1
dn
 
lim
n!1
supBn; lim
n!1
inf An ¼ inf
nP1
dn
 
lim
n!1
inf Bn: Theorem 3.5. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then A  B ¼ ðd1  d2ÞA0  B0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;
and  dðB;B0Þ ¼ max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:
Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;
andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:Consequently, we have  
dðA B;A0 B0Þ ¼max sup
x2U
rABðxÞ rA0B0 ðxÞj j;
1
2p
sup
x2U
argABðxÞ argA0B0 ðxÞj j
¼max sup
x2U
rAðxÞrBðxÞ rA0 ðxÞrB0 ðxÞj j;
1
2p
sup
x2U
2p argAðxÞ
2p
 argBðxÞ
2p
 



 2p argA0 ðxÞ2p  argB0 ðxÞ2p
  



 
¼max sup
x2U
rAðxÞrBðxÞ rAðxÞrB0 ðxÞþ rAðxÞrB0 ðxÞ rA0 ðxÞrB0 ðxÞj j;

1
2p
sup
x2U
argAðxÞargBðxÞ
2p
 argAðxÞargB0 ðxÞ
2p
þ argAðxÞargB0 ðxÞ
2p
 argA0 ðxÞargB0 ðxÞ
2p




 




¼max sup
x2U
rAðxÞðrBðxÞ rB0 ðxÞÞþ ðrAðxÞ rA0 ðxÞÞrB0 ðxÞj j;

1
2p
sup
x2U
argA
2p
ðxÞ argBðxÞ argB0 ðxÞð Þþ argAðxÞ argA0 ðxÞð Þ
argB0 ðxÞ
2p




 




6max sup
x2U
rBðxÞ rB0 ðxÞj j þ sup
x2U
rAðxÞ rA0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ argB0 ðxÞj j þ sup
x2U
argAðxÞ argA0 ðxÞj j
  
6maxðð1 d2Þþ ð1 d1Þ; ð1 d2Þþ ð1 d1ÞÞ ¼ 1ðd1þ d21Þ:
Further we note that dðA  B;A0  B0Þ 6 1. SodðA  B;A0  B0Þ 6 1 d1  d2: 
1240 G. Zhang et al. / International Journal of Approximate Reasoning 50 (2009) 1227–1249Corollary 3.5. If Aa ¼ ðdaÞBa;a 2 I, where I is an index set, then A1  A2      Aa ¼ ðd1  d2      daÞB1  B2      Ba.
Proof. Trivial from Theorem 3.5. h
Theorem 3.6. If An ¼ ðdnÞA0n, n ¼ 1;2; . . . ;N, then A1  A2      AN ¼ inf16n6Ndnð ÞA01  A02      A0N.
Proof. Since An ¼ ðdnÞA0n, n ¼ 1;2; . . . ;N, we haved An;A
0
n
  ¼max sup
x2U
rAn ðxnÞ  rA0n ðxnÞ



 


; 1
2p
sup
x2U
argAnðxnÞ  argA0nðxnÞ



 


  6 1 dn;for any n ¼ 1;2; . . . ;N. Thereforesup
x2U
rAn ðxnÞ  rA0n ðxnÞ



 


 6 1 dn and 12p supx2U argAn ðxnÞ  argA0n ðxnÞ



 


 6 1 dn:
Consequently, from Lemma 3.2, we haved A1AN;A01A0N
 ¼max sup
x2UU
rA1AN ðxÞ rA01A0N ðxÞ



 


; 1
2p
sup
x2UU
argA1AN ðxÞargA01A0N ðxÞ



 


 
¼max sup
x2UU
min
16n6N
rAn ðxnÞ min16n6NrA0nðxnÞ




 



; 12p supx2UU min16n6NargAnðxnÞ min16n6NargA0nðxnÞ




 



 
6max sup
16n6N
sup
xn2Un
rAn ðxnÞ rA0nðxnÞ



 


; 1
2p
sup
16n6N
sup
xn2Un
argAnðxnÞargA0nðxnÞ



 


 !
6max sup
16n6N
ð1dnÞ; sup
16n6N
ð1dnÞ
 
¼1 inf
16n6N
dn: Theorem 3.7. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then Aþ^B ¼ ðd1  d2ÞA0þ^B0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼ max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;anddðB;B0Þ ¼max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j
 
6 1 d2:Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:Consequently, we havedðAþ^B;A0þ^B0Þ ¼max sup
x2U
rAþ^BðxÞ rA0 þ^B0 ðxÞ


 

; 1
2p
sup
x2U
argAþ^BðxÞargA0 þ^B0 ðxÞ


 

 
¼max sup
x2U
ðrAðxÞþ rBðxÞ rAðxÞ  rBðxÞÞðrA0 ðxÞþ rB0 ðxÞ rA0 ðxÞrB0 ðxÞÞj j;

1
2p
sup
x2U
2p argAðxÞ
2p
þargBðxÞ
2p
argAðxÞ
2p
argBðxÞ
2p
 
2p argA0 ðxÞ
2p
þargB0 ðxÞ
2p
argA0 ðxÞ
2p
argB0 ðxÞ
2p
 



 




¼max sup
x2U
ð1 rBðxÞÞðrAðxÞ rA0 ðxÞÞþð1 rA0 ðxÞÞðrBðxÞ rB0 ðxÞÞj j;sup
x2U
1argBðxÞ
2p
 
argAðxÞ
2p
argA0 ðxÞ
2p
 




þ 1argA0 ðxÞ
2p
 
argBðxÞ
2p
argB0 ðxÞ
2p
 




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x2U
j1 rBðxÞj rAðxÞ rA0 ðxÞj jþsup
x2U
1 rA0 ðxÞj j rBðxÞ rB0 ðxÞj j;sup
x2U
1argBðxÞ
2p




 



 argAðxÞ2p argA0 ðxÞ2p




 




þsup
x2U
1argA0 ðxÞ
2p




 



 argBðxÞ2p argB0 ðxÞ2p




 




6max sup
x2U
rAðxÞ rA0 ðxÞj jþsup
x2U
rBðxÞ rB0 ðxÞj j;
1
2p
sup
x2U
argAðxÞargA0 ðxÞj jþsup
x2U
argBðxÞargB0 ðxÞj j
  
6maxðð1d2Þþð1d1Þ;ð1d2Þþð1d1ÞÞ¼1ðd1þd2Þ1:Further we note that dðAþ^B;A0þ^B0Þ 6 1. SodðAþ^B;A0þ^B0Þ 6 1 d1  d2: Corollary 3.6. Aa ¼ ðdaÞBa, a 2 I, where I is an index set, then A1þ^A2þ^    þ^Aa ¼ ðd1  d2      daÞB1þ^B2þ^    þ^Ba.
Proof. Trivial from Theorem 3.7. h
Theorem 3.8. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then A _[B ¼ ðd1  d2ÞA0 _[B0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;anddðB;B0Þ ¼ max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j
 
6 1 d2:Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:Consequently, we havesup
x2U
rA _[BðxÞ  rA0 _[B0 ðxÞj j ¼ sup
x2U
minð1; rAðxÞ þ rBðxÞÞ min 1; rA0 ðxÞ þ rB0 ðxÞð Þj j
¼
0 if rAðxÞ þ rBðxÞP 1 and rA0 ðxÞ þ rB0 ðxÞP 1
sup 1 rA0 ðxÞ  rB0 ðxÞð Þx2U if rAðxÞ þ rBðxÞP 1 and rA0 ðxÞ þ rB0 ðxÞ < 1
sup
x2U
ð1 rAðxÞ  rBðxÞÞ if rAðxÞ þ rBðxÞ < 1 and rA0 ðxÞ þ rB0 ðxÞP 1
sup
x2U
rAðxÞ þ rBðxÞ  rA0 ðxÞ  rB0 ðxÞj j if rAðxÞ þ rBðxÞ < 1 and rA0 ðxÞ þ rB0 ðxÞ < 1
8>>>><>>>>:
6
0 if rAðxÞ þ rBðxÞP 1 and rA0 ðxÞ þ rB0 ðxÞP 1
sup
x2U
rAðxÞ  rA0 ðxÞ þ rBðxÞ  rB0 ðxÞð Þ if rAðxÞ þ rBðxÞP 1 and rA0 ðxÞ þ rB0 ðxÞ < 1
sup
x2U
rA0 ðxÞ  rAðxÞ þ rB0 ðxÞ  rBðxÞð Þ if rAðxÞ þ rBðxÞ < 1 and rA0 ðxÞ þ rB0 ðxÞP 1
sup
x2U
rAðxÞ þ rBðxÞ  rA0 ðxÞ  rB0 ðxÞj j if rAðxÞ þ rBðxÞ < 1 and rA0 ðxÞ þ rB0 ðxÞ < 1
8>>>>><>>>>:
6 sup
x2U
rAðxÞ  rA0 ðxÞj j þ sup
x2U
rBðxÞ  rB0 ðxÞj j 6 ð1 d1Þ þ ð1 d1Þ ¼ 1 ðd1 þ d2  1Þ:
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2p
sup
x2U
argA _[BðxÞ  argA0 _[B0 ðxÞj j ¼
1
2p
sup
x2U
minð2p;argAðxÞ þ argBðxÞÞ min 2p;argA0 ðxÞþ argB0 ðxÞð Þj j
¼
0
if argAðxÞ þ argBðxÞP 2p
argA0 ðxÞ þ argB0 ðxÞP 2p
1
2p sup
x2U
2p argA0 ðxÞ  argB0 ðxÞð Þ
if argAðxÞ þ argBðxÞP 2p
argA0 ðxÞ þ argB0 ðxÞ< 2p
1
2p sup
x2U
ð2p argAðxÞ  argBðxÞÞ
if argAðxÞ þ argBðxÞ< 2p
argA0 ðxÞ þ argB0 ðxÞP 2p
1
2p sup
x2U
argAðxÞ þ argBðxÞ argA0 ðxÞ  argB0 ðxÞj j
if argAðxÞ þ argAðxÞ< 2p
argA0 ðxÞ þ argB0 ðxÞ< 2p
8>>>>>>>>><>>>>>>>>>:
6
0
if argAðxÞ þ argBðxÞP 2p
argA0 ðxÞþ argB0 ðxÞP 2p
1
2p sup
x2U
argAðxÞ þ argBðxÞ  argA0 ðxÞ  argB0 ðxÞð Þ
if argAðxÞ þ argBðxÞP 2p
argA0 ðxÞþ argB0 ðxÞ< 2p
1
2p sup
x2U
argA0 ðxÞþ argB0 ðxÞ  argAðxÞ  argBðxÞð Þ
if argAðxÞ þ argBðxÞ< 2p
argA0 ðxÞþ argB0 ðxÞP 2p
1
2p sup
x2U
argAðxÞ þ argBðxÞ  argA0 ðxÞ  argB0 ðxÞj j
if argAðxÞ þ argBðxÞ< 2p
argA0 ðxÞþ argB0 ðxÞ< 2p
8>>>>>>><>>>>>>>:
6 1 sup rAðxÞ  rA0 ðxÞj j þ
1
sup rBðxÞ  rB0 ðxÞj j6 ð1 d1Þ þ ð1 d1Þ ¼ 1 ðd1 þ d2  1Þ:2p x2U 2p x2U
ThereforedðA _[B;A0 _[B0Þ ¼ max sup
x2U
rA _[BðxÞ  rA0 _[B0 ðxÞj j;
1
2p
sup
x2U
argA _[BðxÞ  argA0 _[B0 ðxÞj j
 
6 1 ðd1 þ d2  1Þ:Further we note that dðA _[B;A0 _[B0Þ 6 1. So
dðA _[B;A0 _[B0Þ 6 1 d1  d2: Theorem 3.9. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then A _\B ¼ ðd1  d2ÞA0 _\B0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼ max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p supx2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;anddðB;B0Þ ¼max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j
 
6 1 d2:Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:Consequently, we havesup
x2U
rA _\BðxÞ  rA0 _\B0 ðxÞj j ¼ sup
x2U
maxð0; rAðxÞ þ rBðxÞ  1Þ max 0; rA0 ðxÞ þ rB0 ðxÞ  1ð Þj j
¼
0 if rAðxÞ þ rBðxÞ 6 1 and rA0 ðxÞ þ rB0 ðxÞ 6 1
sup
x2U
rA0 ðxÞ þ rB0 ðxÞ  1ð Þ if rAðxÞ þ rBðxÞ 6 1 and rA0 ðxÞ þ rB0 ðxÞ > 1
sup
x2U
ðrAðxÞ þ rBðxÞ  1Þ if rAðxÞ þ rBðxÞ > 1 and rA0 ðxÞ þ rB0 ðxÞ 6 1
sup
x2U
rAðxÞ þ rBðxÞ  rA0 ðxÞ  rB0 ðxÞj j if rAðxÞ þ rBðxÞ < 1 and rA0 ðxÞ þ rB0 ðxÞ < 1
8>>><>>>:
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0 if rAðxÞ þ rBðxÞ 6 1 and rA0 ðxÞ þ rB0 ðxÞ 6 1
sup
x2U
rA0 ðxÞ þ rB0 ðxÞ  rAðxÞ  rBðxÞð Þ if rAðxÞ þ rBðxÞ 6 1 and rA0 ðxÞ þ rB0 ðxÞ > 1
sup
x2U
rAðxÞ þ rBðxÞ  rA0 ðxÞ  rB0 ðxÞð Þ if rAðxÞ þ rBðxÞ > 1 and rA0 ðxÞ þ rB0 ðxÞ 6 1
sup
x2U
rAðxÞ þ rBðxÞ  rA0 ðxÞ  rB0 ðxÞj j if rAðxÞ þ rBðxÞ > 1 and rA0 ðxÞ þ rB0 ðxÞ > 1
8>>>><>>>>:
6 sup
x2U
rAðxÞ  rA0 ðxÞj j þ sup
x2U
rBðxÞ  rB0 ðxÞj j 6 ð1 d1Þ þ ð1 d1Þ ¼ 1 ðd1 þ d2  1Þ:On the other hand, we have also1
2p supx2U
argA _\BðxÞ  argA0 _\B0 ðxÞj j ¼
1
2p supx2U
maxð0; argAðxÞ þ argBðxÞ  2pÞ max 0; argA0 ðxÞ þ argB0 ðxÞ  2pð Þj j
¼
0
if argAðxÞ þ argBðxÞ 6 2p
argA0 ðxÞ þ argB0 ðxÞ 6 2p
1
2p sup
x2U
argA0 ðxÞ þ argB0 ðxÞ  2pð Þ
if argAðxÞ þ argBðxÞ 6 2p
argA0 ðxÞ þ argB0 ðxÞ > 2p
1
2p sup
x2U
ðargAðxÞ þ argBðxÞ  2pÞ
if argAðxÞ þ argBðxÞ > 2p
argA0 ðxÞ þ argB0 ðxÞ 6 2p
1
2p sup
x2U
argAðxÞ þ argBðxÞ  argA0 ðxÞ  argB0 ðxÞj j
if argAðxÞ þ argBðxÞ < 2p
argA0 ðxÞ þ argB0 ðxÞ > 2p
8>>>>>>><>>>>>>>:
6
0
if argAðxÞ þ argBðxÞ 6 2p
argA0 ðxÞ þ argB0 ðxÞ 6 2p
1
2p sup
x2U
argA0 ðxÞ þ argB0 ðxÞ  argAðxÞ  argBðxÞð Þ
if argAðxÞ þ argBðxÞ 6 2p
argA0 ðxÞ þ argB0 ðxÞ > 2p
1
2p sup
x2U
argAðxÞ þ argBðxÞ  argA0 ðxÞ  argB0 ðxÞð Þ
if argAðxÞ þ argBðxÞ > 2p
argA0 ðxÞ þ argB0 ðxÞ 6 2p
1
2p sup
x2U
argAðxÞ þ argBðxÞ  argA0 ðxÞ  argB0 ðxÞj j
if argAðxÞ þ argBðxÞ > 2p
argA0 ðxÞ þ argB0 ðxÞ > 2p
8>>>>>><>>>>>>>:
6 1
2p
sup
x2U
rAðxÞ  rA0 ðxÞj j þ
1
2p
sup
x2U
rBðxÞ  rB0 ðxÞj j 6 ð1 d1Þ þ ð1 d1Þ
¼ 1 ðd1 þ d2  1Þ:
ThereforedðA _\B;A0 _\B0Þ ¼max sup
x2U
rA _\BðxÞ  rA0 _\B0 ðxÞj j;
1
2p
sup
x2U
ArgA _\BðxÞ  ArgA0 _\B0 ðxÞj j
 
6 1 ðd1 þ d2  1Þ:Further we note that dðA _\B;A0 _\B0Þ 6 1. So
dðA _\B;A0 _\B0Þ 6 1 ðd1  d2Þ: Theorem 3.10. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then Aj  jB ¼ ðd1  d2ÞA0j  jB0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;anddðB;B0Þ ¼ max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j
 
6 1 d2:Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:
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x2U
rAjjBðxÞ  rA0 jjB0 ðxÞ


 

 ¼ sup
x2U
maxð0; rAðxÞ  rBðxÞÞ max 0; rA0 ðxÞ  rB0 ðxÞð Þj j
¼
0 if rAðxÞ  rBðxÞ 6 0 and rA0 ðxÞ  rB0 ðxÞ 6 0
sup
x2U
rA0 ðxÞ  rB0 ðxÞð Þ if rAðxÞ  rBðxÞ 6 0 and rA0 ðxÞ  rB0 ðxÞ > 0
sup
x2U
ðrAðxÞ  rBðxÞÞ if rAðxÞ  rBðxÞ > 0 and rA0 ðxÞ  rB0 ðxÞ 6 0
sup
x2U
rAðxÞ  rBðxÞ  rA0 ðxÞ þ rB0 ðxÞj j if rAðxÞ  rBðxÞ > 0 and rA0 ðxÞ þ rB0 ðxÞ > 0
8>>>>><>>>>>:
6
0 if rAðxÞ  rBðxÞ 6 0 and rA0 ðxÞ  rB0 ðxÞ 6 0
sup
x2U
rA0 ðxÞ  rB0 ðxÞ  rAðxÞ þ rBðxÞð Þ if rAðxÞ  rBðxÞ 6 0 and rA0 ðxÞ  rB0 ðxÞ > 0
sup
x2U
rAðxÞ  rBðxÞ  rA0 ðxÞ þ rB0 ðxÞð Þ if rAðxÞ  rBðxÞ > 0 and rA0 ðxÞ  rB0 ðxÞ 6 0
sup
x2U
rAðxÞ  rBðxÞ  rA0 ðxÞ þ rB0 ðxÞj j if rAðxÞ  rBðxÞ > 0 and rA0 ðxÞ  rB0 ðxÞ > 0
8>>>><>>>>:
6 sup
x2U
rAðxÞ  rA0 ðxÞj j þ sup
x2U
rBðxÞ  rB0 ðxÞj j 6 ð1 d1Þ þ ð1 d1Þ ¼ 1 ðd1 þ d2  1Þ:The other hand, we have also1
2p
sup
x2U
argAjjBðxÞ  argA0 jjB0 ðxÞ



 


 ¼ 1
2p
sup
x2U
maxð0; argAðxÞ  argBðxÞÞ max 0; argA0 ðxÞ  argBðxÞð Þj j
¼
0 if argAðxÞ  argBðxÞ 6 0
argA0 ðxÞ  argB0 ðxÞ 6 0
1
2p sup
x2U
argA0 ðxÞ  argB0 ðxÞð Þ if argAðxÞ  argBðxÞ 6 0argA0 ðxÞ  argB0 ðxÞ > 0
1
2p sup
x2U
argAðxÞ  argBðxÞð Þ if argAðxÞ  argBðxÞ > 0argA0 ðxÞ  argB0 ðxÞ 6 0
1
2p sup
x2U
argAðxÞ  argBðxÞ  argA0 ðxÞ þ argB0 ðxÞj j if argAðxÞ  argBðxÞ > 0argA0 ðxÞ  argB0 ðxÞ > 0
8>>>>>><>>>>>:
6
0 if argAðxÞ  argBðxÞ 6 0
argA0 ðxÞ  argB0 ðxÞ 6 0
1
2p sup
x2U
argA0 ðxÞ  argB0 ðxÞ  argAðxÞ þ argBðxÞð Þ if argAðxÞ  argBðxÞ 6 0argA0 ðxÞ  argB0 ðxÞ > 0
1
2p sup
x2U
argAðxÞ  argBðxÞ  argA0 ðxÞ þ argB0 ðxÞð Þ if argBðxÞ  argAðxÞ > 0argA0 ðxÞ  argB0 ðxÞ 6 0
1
2p sup
x2U
argAðxÞ þ argBðxÞ  argA0 ðxÞ  argB0 ðxÞj j if argAðxÞ  argBðxÞ > 0argA0 ðxÞ  argB0 ðxÞ > 0
8>>>>><>>>>>>:
6 1
2p supx2U
rAðxÞ  rA0 ðxÞj j þ
1
2p supx2U
rBðxÞ  rB0 ðxÞj j 6 ð1 d1Þ þ ð1 d1Þ
¼ 1 ðd1 þ d2  1Þ:
ThereforedðAj  jB;A0j  jB0Þ ¼max sup
x2U
rAjjBðxÞ  rA0 jjB0 ðxÞ


 

; 1
2p
sup
x2U
argAjjBðxÞ  argA0 jjB0 ðxÞ



 


  6 1 ðd1 þ d2  1Þ:Further we note that dðAj  jB;A0j  jB0Þ 6 1. So
dðAj  jB;A0j  jB0Þ 6 1 d1  d2: Theorem 3.11. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then ArB ¼ ðd1  d2ÞA0rB0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼ max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;anddðB;B0Þ ¼max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j
 
6 1 d2:
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x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:Consequently, we havedðArB;A0rB0Þ ¼max sup
x2U
rArBðxÞ  rA0rB0 ðxÞj j;
1
2p
sup
x2U
argArBðxÞ  argA0rB0 ðxÞj j
 
¼max sup
x2U
rAðxÞ  rBðxÞj  jrA0 ðxÞ  rB0 ðxÞk k;
1
2p
sup
x2U
argAðxÞ  argBðxÞj  jargA0 ðxÞ  argB0 ðxÞk k
 
¼max sup
x2U
maxðrAðxÞ  rBðxÞ; rBðxÞ  rAðxÞÞ max rA0 ðxÞ  rB0 ðxÞ; rB0 ðxÞ  rA0 ðxÞð Þj j
1
2p
sup
x2U
maxðargAðxÞj

argBðxÞ;argBðxÞ  argAðxÞÞ max argA0 ðxÞ  argBðxÞ;argB0 ðxÞ  argA0 ðxÞð ÞjÞ
6max sup
x2U
rAðxÞ  rA0 ðxÞj j þ sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j þ sup
x2U
argBðxÞ  argB0 ðxÞj j
  
6maxðð1 d2Þ þ ð1 d1Þ; ð1 d2Þ þ ð1 d1ÞÞ ¼ 1 ðd1 þ d2  1Þ:
Further we note that dðArB;A0rB0Þ 6 1. SodðArB;A0rB0Þ 6 1 d1  d2: Theorem 3.12. Let ADB ¼ ðA \ BÞ [ ðB \ AÞ. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then ADB ¼ ðminðd1; d2ÞÞA0DB0.
Proof. We can prove by using ADB ¼ ðA \ BÞ [ ðA \ BÞ and Theorems 3.2–3.4. h
Theorem 3.13. If A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, then AjjkB ¼ ðminðd1; d2ÞÞA0jjkB0.
Proof. Since A ¼ ðd1ÞA0 and B ¼ ðd2ÞB0, we havedðA;A0Þ ¼max sup
x2U
rAðxÞ  rA0 ðxÞj j;
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j
 
6 1 d1;anddðB;B0Þ ¼ max sup
x2U
rBðxÞ  rB0 ðxÞj j;
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j
 
6 1 d2:Thereforesup
x2U
rAðxÞ  rA0 ðxÞj j 6 1 d1 and
1
2p
sup
x2U
argAðxÞ  argA0 ðxÞj j 6 1 d1;andsup
x2U
rBðxÞ  rB0 ðxÞj j 6 1 d2 and
1
2p
sup
x2U
argBðxÞ  argB0 ðxÞj j 6 1 d2:Consequently, we haved AjjkB;A0jjkB0
  ¼ max sup
x2U
rAjjkBðxÞ  rA0 jjkB0 ðxÞ



 


; 1
2p
sup
x2U
argAjjkBðxÞ  argA0 jjkB0 ðxÞ



 


 
¼ max sup
x2U
kminðrAðxÞ; rBðxÞÞ þ ð1 kÞmaxðrAðxÞ; rBðxÞÞ  kmin rA0 ; ðxÞ; rB0 ðxÞð Þj

ð1 kÞmax rA0 ðxÞ; rB0 ðxÞð Þj;
1
2p
sup
x2U
kminðargAðxÞ; argBðxÞÞj
þ ð1 kÞmaxðargAðxÞ; argBðxÞÞ  kmin argA0 ðxÞ; argB0 ðxÞð Þ  ð1 kÞmax argA0 ðxÞ; argB0 ðxÞð ÞjÞ
6 max sup
x2U
kminðrAðxÞ; rBðxÞÞ minðrA0 ðxÞ; rB0 ðxÞÞj j þ ð1 kÞmaxðrAðxÞ; rBðxÞÞ maxðrA0 ðxÞ; rB0 ðxÞÞj jð Þ;

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2p
sup
x2U
k minðargAðxÞ; argBðxÞÞ minðargA0 ðxÞ; argB0 ðxÞÞð j þ ð1 kÞmaxðargAðxÞ; argBðxÞÞj
maxðargA0 ðxÞ; argB0 ðxÞÞjÞÞ
6 max sup
x2U
kmax rAðxÞ  rA0 ðxÞj j; rBðxÞ  rB0 ðxÞj jð Þ þ ð1 kÞmax rAðxÞ  rA0 ðxÞj j; rBðxÞ  rB0 ðxÞj jð Þð Þ;

1
2p supx2U
kmax argAðxÞ  argA0 ðxÞj j; argBðxÞ  argB0 ðxÞj jð Þð
þ ð1 kÞmax argAðxÞ  argA0 ðxÞj j; argBðxÞ  argB0 ðxÞj jð ÞÞÞ
6 maxðmaxð1 d2;1 d1Þ;maxð1 d2;1 d1ÞÞ ¼ 1minðd1; d2Þ: Theorem 3.14. Let A1, B1, C1, A2, B2 and C2 be complex fuzzy sets on U, IfrA1 ðxÞ 6 rB1 ðxÞ 6 rC1 ðxÞ; rA2 ðxÞ 6 rB2 ðxÞ 6 rC2 ðxÞ;
argA1 ðxÞ 6 argB1 ðxÞ 6 argC1 ðxÞ; argA2 ðxÞ 6 argB2 ðxÞ 6 argC2 ðxÞ; 8x 2 U; ;andA1 ¼ ðdaÞA2; C1 ¼ ðdcÞC2; A1 ¼ ðdacÞC1;Then B1 ¼ ðdac minðda; dcÞÞB2.
Proof. Since A1 ¼ ðdaÞA2 and C1 ¼ ðdcÞC2, we havedðA1;A2Þ ¼ max sup
x2U
jrA1 ðxÞ  rA2 ðxÞj;
1
2p
sup
x2U
argA1 ðxÞ  argA2 ðxÞ


 

  6 1 da;
dðA1; C1Þ ¼ max sup
x2U
jrA1 ðxÞ  rC1 ðxÞj;
1
2p
sup
x2U
jargA1 ðxÞ  argC1 ðxÞj
 
6 1 dac;anddðC1;C2Þ ¼max sup
x2U
jrC1 ðxÞ  rC2 ðxÞj;
1
2p supx2U
jargC1 ðxÞ  argC2 ðxÞj
 
6 1 dc:Thereforesup
x2U
jrA1 ðxÞ  rA2 ðxÞj 6 1 da and
1
2p supx2U
jargA1 ðxÞ  argA2 ðxÞj 6 1 da;
sup
x2U
jrA1 ðxÞ  rC1 ðxÞj 6 1 dac and
1
2p
sup
x2U
jargA1 ðxÞ  argC1 ðxÞj 6 1 dac;andsup
x2U
jrC1 ðxÞ  rC2 ðxÞj 6 1 dc and
1
2p
sup
x2U
jargC1 ðxÞ  argC2 ðxÞj 6 1 dc:FromrA1 ðxÞ  rC2 ðxÞ 6 rB1 ðxÞ  rB2 ðxÞ 6 rC1 ðxÞA2 ðxÞ;
argA1 ðxÞ  argC2 ðxÞ 6 argB1 ðxÞ  argB2 ðxÞ 6 argC1 ðxÞ  argA2 ðxÞ; 8x 2 Uwe havejrB1 ðxÞ  rB2 ðxÞj 6maxðjrA1 ðxÞ  rC2 ðxÞj; jrC1 ðxÞA2 ðxÞjÞ;
jargB1 ðxÞ  argB2 ðxÞj 6 maxðjargA1 ðxÞ  argC2 ðxÞj; jargC1 ðxÞ  argA2 ðxÞjÞ: 8x 2 UHoweverjrA1 ðxÞ  rC2 ðxÞj 6 jrA1 ðxÞ  rC1 ðxÞj þ jrC1 ðxÞ  rC2 ðxÞj 6 1 dac þ 1 dc;
jrC1 ðxÞ  rA2 ðxÞj 6 jrC1 ðxÞ  rA1 ðxÞj þ jrA1 ðxÞ  rA2 ðxÞj 6 1 dac þ 1 da;
1
2p
sup
x2U
jargA1 ðxÞ  argC2 ðxÞj 6
1
2p
sup
x2U
jargA1 ðxÞ  argC1 ðxÞj þ
1
2p
sup
x2U
jargC1 ðxÞ  argC2 ðxÞj 6 1 dac þ 1 dc;
1
2p
sup
x2U
jargC1 ðxÞ  argA2 ðxÞj 6
1
2p
sup
x2U
jargC1 ðxÞ  argA1 ðxÞj þ
1
2p
sup
x2U
jargA1 ðxÞ  argA2 ðxÞj 6 1 dac þ 1 da:
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1
2p
sup
x2U
jargC1 ðxÞ  argA2 ðxÞj 6 maxð2 dac  dc;2 dac  daÞ 6 2 dac minðda; dcÞ:Further we note that dðB1; B2Þ 6 1. SodðB1; B2Þ 6 1maxð0; dac þminðda; dcÞ  1Þ: 4. Example application
We consider a signal processing example below which involves the application of d-equalities of complex fuzzy sets. In
this section we are not intended to show the potential advantages of using complex fuzzy sets in comparison with existing
alternative approaches. The reader should be referred to Ramot et al. [12,13] for the rationale of using complex fuzzy sets.
Rather, we want to show how the theoretical results presented in this paper can be applied in reality. The example demon-
strates the use of d-equality theory of complex fuzzy sets in application that determines if any of the L different signals SlðkÞ,
ð1 6 l 6 LÞ received by a digital receiver can be identiﬁed as similar to a given reference signal R. Each of the signals SlðkÞ and
R are sampled N times i.e. ð1 6 k 6 NÞ. The discrete Fourier Transforms of both SlðkÞ and RðkÞ can obtained.
The problem statement of the example is taken from Refs. [12,13]. Let SlðkÞ denote each kth sample ð1 6 k 6 NÞ of the lth
signal ð1 6 l 6 LÞ.
Let Cl;n ð1 6 n 6 NÞ be the complex Fourier coefﬁcients of Sl. Then SlðkÞ can be expressed asSlðkÞ ¼ 1N
XN
n¼1
Cl;n  ei
2pðn1Þðk1Þ
N :Let the Fourier coefﬁcients of R be CR;n where ð1 6 n 6 NÞ. ThenRðkÞ ¼ 1
N
XN
n¼1
CR;n  ei
2pðn1Þðk1Þ
N :The aforementioned sum may be rewritten in the formSlðkÞ ¼ 1N
XN
n¼1
Al;n  ei
2pðn1Þðk1ÞþNai;n
N ; ð4:2Þwhere Cl;n ¼ Al;n  eial;n , with Al;n;al;n real-valued and Al;n P 0 for all n ð1 6 n 6 NÞ.
The purpose of the application is to determine which, if any, of the L signals received can be identiﬁed as the reference
signal, R. The reference signal R has been similarly sampled N times, and its discrete Fourier transform is known. Let the Fou-
rier coefﬁcients of R be CR;n, where 1 6 n 6 N, thusRðkÞ ¼ 1
N
XN
n¼1
AR;n  ei
2pðn1Þðk1ÞþNaR;n
N ; ð4:3Þwhere CR;n ¼ AR;n  eiaR;n , with AR;n;aR;n real valued and Al;n P 0 for all n.
Calculating a measure of the similarity between two signals is possible by comparing their Fourier transforms. Now we
apply the following method supported by d-Equality theory to compare the different signals.
(Step 1) Normalize the amplitudes of all Fourier coefﬁcients. Consider Sl, ð1 6 l 6 LÞ. Denote as Al the (N-dimensional) vector
of amplitudes of Sl’s Fourier coefﬁcients: ðAl;1;Al;2; . . . ;Al;NÞ, and let AR denote the vector of R’s Fourier coefﬁcients:
ðAR;1;AR;2; . . . ;AR;NÞ, let Bl denote the normalized vector 1=ðnormðAlÞÞAl, where normðAlÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPN
n¼1ðAl;nÞ2
q
, and let BR
denote the normalized vector 1=ðnormðARÞÞAR. Thus, Bl ¼ ðBl;1;Bl;2; . . . ;Bl;NÞ is the vector of normalized amplitudes
of Sl’s Fourier coefﬁcients. Similarly, BR ¼ ðBR;1;BR;2; . . . ;BR;NÞ is the vector of normalized amplitudes of R’s Fourier
coefﬁcients.
(Step 2) Deﬁne complex fuzzy sets Sl;n ð1 6 n 6 N;1 6 l 6 LÞ and Rn ð1 6 n 6 NÞ such that their Cartesian product
Sl ¼ Sl;1      Sl;N and R ¼ R1      RN corresponding to Sl ð1 6 l 6 LÞ and R, respectively, aslSl;n ðkÞ ¼ Bl;n  ei
2pðn1Þðk1ÞþNal;n
N ; 1 6 k;n 6 N; 1 6 l 6 L; ð4:4ÞandlR;nðkÞ ¼ BR;n  ei
2pðn1Þðk1ÞþNaR;n
N ; 1 6 k; n 6 N: ð4:5Þ
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i min
16n6N
al;n
; 1 6 l 6 L; ð4:6ÞandlRðk1; k2; . . . ; kNÞ ¼ min16n6N BR;n  e
i min
16n6N
al;n
: ð4:7Þ(Step 3) Calculate the distances of two complex fuzzy sets Sl ð1 6 l 6 LÞ and R,dðSl;RÞ ¼max sup
k1 ;k2 ;...;kN
j min
16n6N
Bl;n  min
16n6N
BR;nj; 12p supk1 ;k2 ;...;kN
j min
16n6N
al;n  min
16n6N
al;nj
 !
6 max sup
n2f1;2;...;Ng
jBl;n  BR;nj; 12p supn2f1;2;...;Ng jal;n  aR;njt
 !
: 1 6 l 6 L: ð4:8Þ(Step 4) In order to conclude if Sl may be identiﬁed as R, compare: 1 dðSl;RÞð1 6 l 6 LÞ to a threshold d. If 1 dðSl;RÞ
exceeds the threshold, identify Sl as R.
By this method, a device for measuring the similarity between two signals is provided. The method can be of use for any
signal analysis application in which the relative phase between the Fourier components of the signals under consideration is
important.
Note that (Step 1) above is the same as that in Refs. [12,13]. However (Steps 2–4) are different and utilize the results de-
rived in this paper.
5. Conclusion
Up to this point we have investigated the properties of various operations on complex fuzzy sets and introduced a dis-
tance measure for complex fuzzy sets. This distance measure was then used to deﬁne d-equalities of complex fuzzy sets
which subsume d-equalities of real-valued fuzzy sets deﬁned in references [5,6]. Two complex fuzzy sets are said to be d-
equal if the distance between them is less than 1 d. Suppose A1 ¼ ðd1ÞB1 and A2 ¼ ðd2ÞB2, and f is an operation on two com-
plex fuzzy sets. In the preceding sections we have shown how d varies with different form of f such that
f ðA1;A2Þ ¼ ðdÞf ðB1;B2Þ. An example application demonstrates that the concept of d-equalities of complex fuzzy sets can be
exploited to pick up the underlying reference signal from a set of noisy signals.
The importance of the work presented in this paper can be justiﬁed in theory as well as in practice. On the one hand, this
paper shows that the d-equalities of (complex) fuzzy sets can be deﬁned and investigated in a general framework by intro-
ducing a distance measure for complex fuzzy sets. Such a distance measures the difference between the grades of two com-
plex fuzzy sets as well as that between the phases of the two complex fuzzy sets. In this way d-equalities may be further
investigated from the perspective of a metric space of (complex) fuzzy sets. On the other hand, as shown in the example
application of signal detection in Section 4, the concept of d-equalities of complex fuzzy sets may be useful in various appli-
cations where errors of membership functions of (complex) fuzzy sets are of concern.
A lot of research work can be conducted for the d-equalities of (complex) fuzzy sets in the future. For example, given
A1 ¼ ðd1ÞB1, A2 ¼ ðd2ÞB2 and f, how to determine a maximal d such that f ðA1;A2Þ ¼ ðdÞf ðB1;B2Þ. How to apply to the concept
of d-equalities of complex fuzzy sets to synthesis of real-time fuzzy systems is another problem of interest.
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Appendix
Comparison of the complex fuzzy sets, fuzzy sets (type 1 fuzzy sets), fuzzy complex sets, and type 2 fuzzy set is listed
below.Domain Co-domainComplex fuzzy sets A given universe of discourse Complex unit circle
Fuzzy sets A given universe of discourse Real unit interval
Fuzzy numbers A given universe of discourse Real unit interval
Fuzzy complex numbers Complex numbers universe Real unit interval
Type 2 fuzzy sets A given universe of discourse Fuzzy numbers
From above table, it can be seen that the four concepts have close relationships and also remarkable difference although
the operations on them may be similar.References
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