Abstract-We propose a method of incorporating the copolarized observations (HH and VV observations) of multipolarimetric SAR acquisitions into persistent scatterer interferometry to estimate the surface displacement and the scatterer height. Interferograms obtained from HH and VV observations were equally weighted on the basis that the magnitude of the backscattered signals from persistent scatterers represented by odd-bounce scattering and even-bounce scattering are the same in the copolarized observations. Moreover, because of the coarser slant-range resolution of multipolarimetric SAR data, distributed scatterers (DSs) should be taken into account to obtain a spatial density of pixels that is sufficient to estimate the parameters of interest. To this aim, we applied a small baseline criterion to create the analyzed data sets, and we used space adaptive filtering to improve the signal-to-noise ratio of the DSs. We applied this method to estimate the ground subsidence rate in an area of groundwater extraction in Japan using the SAR images that are acquired by Advanced Land Observing Satellite/Phased Array Type L-band SAR (PALSAR) in the full polarimetric observation mode.
I. INTRODUCTION

P
ERSISTENT scatterer interferometry (PSI) is a powerful technique of mapping surface displacement and estimating a target's scatterer height [1] - [3] . Results obtained from differential SAR interferometry (DInSAR) analysis have sometimes suffered from temporal and geometrical decorrelation. However, since PSI analysis makes use of high-quality information obtained from persistent scatterers (PSs) with less decorrelation, the values of estimated parameters, such as the displacement rate or the scatterer height that is obtained by PSI analysis, are more accurate than the values that are obtained from the DInSAR results. Generally, the PSI only adopts singlepolarization data; however, we propose a method using the data of the copolarized components of multipolarimetric SAR Manuscript received October 11, 2013 ; accepted October 30, 2013. Date of publication December 23, 2013; date of current version March 11, 2014 . This work was supported by the Japan Society for the Promotion of Science (JSPS) through the Grant-in-Aid for JSPS Fellows under Grant 5029.
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acquisition (HH and VV) based on PSI analysis. In recent years, several satellites that are equipped with SAR, which can acquire multipolarimetric data, have been launched. These include Advanced Land Observing Satellite (ALOS), Environmental Satellite, Radarsat-2, and TerraSAR-X. Additionally, upcoming SAR satellite missions such as ALOS-2 and Sentinel-1 will operate in a multipolarimetric acquisition mode.
To enhance the ability to estimate surface displacement and a target's scatterer height from multipolarimetric data, several methods that incorporate multipolarimetric data have been proposed [4] - [6] . In this letter, we improve the estimation accuracy by making use of twice the number of interferograms using both HH-HH and VV-VV data pairs. In other words, we equally stack HH-HH and VV-VV interferograms (the weighting of each copolarized observation is the same) by considering both copolarized interferograms constraining the same surface displacement with a different magnitude of noise.
In addition to PSs, distributed scatterers (DSs), which are defined by the pixels that are more affected by decorrelation than the PSs but with decorrelation still low enough to estimate the parameters of interest, have been recently incorporated into PSI analysis to increase the number of pixels in the PSI analysis and to estimate the parameters of interest [7] . The idea of considering DSs and PSs would be important to the analysis of multipolarimetric SAR data because of the coarser slant-range resolution of the data. Thus, we also incorporate an analysis for the DSs into the time-series multipolarimetric data analysis that is proposed in this letter.
In this letter, we first present the theoretical consideration for the improvement of the estimation accuracy using the method that is proposed in this letter and a method of considering DSs in addition to PSs. We then apply our method to real SAR data acquired by ALOS/Phased Array Type L-band SAR (PALSAR) in the full polarimetric observation mode for a target area of ground subsidence in Japan to demonstrate the ability of the proposed methodology.
II. EQUIVALENT STACKS
We equivalently use both HH and VV observations in the PSI technique based on the scattering characteristics of PSs as follows. PSs are generally man-made structures such as residences and buildings, or bare rocks, which are often represented by the odd-bounce scattering from roof or plane surfaces (single bounces) and buildings with a courtyard internal angle (triple bounces), or by even-bounce scattering from the bottom side of a man-made structure and the ground surface (double bounces) [8] . Theoretically, odd-bounce scattering can be modeled as the scattering from a flat plate, a spherical surface, or a trihedral corner reflector; even-bounce scattering can be modeled as the scattering from a dihedral corner reflector. Because the contributions of the magnitude of the odd-bounce scattering and that of the even-bounce scattering from the ideal targets to the copolarized components are the same, it is reasonable to use both the HH and VV observations to estimate the parameter of interest.
PSI analysis finds pixels with a small residual between the observed wrapped phase ψ obs and modeled phase ψ model (m) that are obtained by maximizing the objective function that is often referred to as the temporal coherence [1] - [3] as follows:
where N and j are the number of interferograms and the imaginary unit, respectively, whereas m denotes the model parameters such as the displacement rate and the scatterer height. Since the pixels that fit the modeled phase are recognized as PSs, the estimated parameters of the PSI analysis are constrained by this modeled phase. Note that the problem of finding the optimum model parameters from the observed phase that is wrapped by modulo 2π is a nonlinear optimization; however, the accuracy of the estimated parameter can be discussed as a linear problem at the PSs because of the small magnitude of the phase noise. Thus, from the viewpoint of basic PSI analysis theory, an increase in the number of interferograms helps improve the estimation accuracy as follows. According to the least squares theory, the variance of the estimated parameters σ 2 p is linearly correlated with phase noise variance σ 2 n [2], [9] as in the following:
where K p is the coefficient that describes the relationship between the variance of the estimated parameter and the phase noise variance. If the displacement rate is constant over time
where φ is the absolute phase increment due to the displacement; λ, T , and ν are the wavelength, the temporal baseline length, and the displacement rate, respectively; andT is the mean temporal baseline value. If both HH-HH and VV-VV interferograms are used in the data analysis, the value of coefficient K p would be doubled, and correspondingly, the variance of the errors of the estimated displacement would be halved [10] .
The improvement of estimation accuracy described earlier is not always true for the estimation of the scatterer height because the scatterer height might depend on the polarization. Because there is a possibility that the scatterer height differs for each polarization, a procedure to check if there is such dependence is required in order to estimate the scatterer height properly. As a method of such checking, we propose to measure the electromagnetic width from the critical baseline in each copolarized interferogram according to the following theory: If the signals from the scattering targets are assumed to be uncorrelated and uniformly distributed within a certain area on the surface, electromagnetic width D can be theoretically described as a function of the critical baseline B c [2] , [10] , [11] as follows:
where R and θ are the sensor-target distance and the incidence angle, respectively, and B c is the critical baseline of the pixel of interest. Theoretically, the coherence linearly decreases with an increasing normal baseline, owing to the spectral separation between the interferometric data sets [10] , [11] . The critical baseline is defined by the normal baseline whose coherence becomes zero following this geometrical decorrelation model. If the scatterers are uniformly distributed within a pixel, the electromagnetic width equals the slant-range resolution. However, in real data, the critical baseline and the electromagnetic widths depend on the target. Thus, we estimated the critical baseline of the HH-HH and VV-VV interferograms from the spatial coherence in each interferogram as a function of the normal baseline. The scatterer height was then considered to differ with the polarization when the pixels had a significant difference in the critical baseline of the HH-HH and VV-VV interferograms.
As aforementioned, the spatial coherence is used to estimate the critical baseline. To properly measure the spatial coherence, a number of neighboring pixels are required; otherwise, the estimated coherence is biased and unreliable. One possible way to properly estimate the coherence is to estimate statistically homogeneous pixels (SHPs) [7] whose noise magnitude is similar to that of the target pixel and then to calculate the coherence using the SHPs. The SHPs can be selected by statistically testing the amplitude data to check whether two pixels are drawn from similar amplitude statistics. Because properly selected SHPs have similar noise magnitude, the coherence can be properly estimated in general. Pixels with a small number of SHPs are empirically known as PSs; thus, they can be reliably measured. Note that one disadvantage of this method for determining if the scatterer height depends on the polarization is that we cannot differentiate the scatterer heights of different polarizations when the target signal originates from different scatterer heights in each polarization and both targets behave as PSs.
III. SPACE ADAPTIVE FILTERING FOR DSS
The slant-range resolution of multipolarimetric SAR data is generally twice as coarse as that of single-polarimetric data. Thus, PS pixels may behave as DSs because more scatterers are likely to be included in a resolution cell. As a matter of fact, it has been reported that the number of PSs increases as the spatial resolution of the data becomes finer [12] . Therefore, if the polarimetric data do not have enough PSs to reveal the spatial extent of the displacement and scatterer height, an analysis incorporating both the PSs and the DSs is required. To this aim, we propose to apply space adaptive filtering within statistically homogeneous areas to improve the SNR [7] , [13] . Space adaptive filtering is a method of applying filtering to SHPs that makes it possible to improve the SNR of DSs, although the spatial resolution is degraded, while obtaining high-quality information from PSs. In this letter, we applied the coherent average (multilook) as a spatial filtering technique.
One way to select the SHPs is to apply the KolmogorovSmirnov (KS) test [14] , which is introduced in [7] , for this purpose. The KS test, of course, can be effectively applied as a nonparametric test for selecting pixels. However, if we only have a small number of SAR data, the classification results of the KS test may be more robust than those of parametric tests. Thus, it is likely better to apply a parametric test when there are less SAR data because it tends to show more rigid statistical classification. In this letter, we apply both a two-sample F-test and a two-sample t-test [16] , [17] as a parametric test. The SAR amplitudes are known to be described by the Rice distribution [2] , [15] ; the Rice distribution tends to become a Gaussian distribution when the SNR is high and a Rayleigh distribution when the SNR is low. Therefore, by applying the F-test and the t-test, we focus on high-SNR pixels whose amplitude can be described by a Gaussian distribution. The F-test checks the null hypothesis that there is no difference in the variances of two populations with a Gaussian distribution, whereas the t-test checks the null hypothesis that there is no difference in the mean values of two populations with a Gaussian distribution. Therefore, by applying both the F-test and the t-test, we test whether two sampled amplitudes are drawn from a Gaussian distribution with the same mean and variance.
IV. EXPERIMENTAL RESULTS
A. Data Analysis and Results
The application area was the city of Hirosaki in Aomori Prefecture, northern Japan. Subsidence due to groundwater extraction for snow melting has been reported in this area. We used six ALOS/PALSAR images that are acquired in the full polarimetric observation mode from July 2006 to September 2009. Full polarimetric acquisition of an ALOS/PALSAR image results in the image having a single-look resolution of about 9.4 and 3.5 m in the slant-range and azimuth directions, respectively. We selected 255 × 950 pixels, which corresponds to the area of a rectangular region of about 2.4 × 3.3 km. The central and lower parts of the analyzed area are urban areas, where even-bounce scattering and odd-bounce scattering are rather dominant according to the Pauli-based decomposition [18] [see the red and blue in Fig. 1(a) ], whereas the upper and side parts of the analyzed area are mainly rural with odd-bounce scattering and diffusive scattering [see the blue and green in Fig. 1(a) ].
In the following, we performed the equivalent stacking of the HH-HH and VV-VV interferograms and the space adaptive filtering for the DSs based on the processing flow that is proposed in [2] . The first step is to select coherent pixel candidates (candidates of the PSs and the DSs). As discussed in Sections II and III, our aim is to choose the pixels that have a high SNR and contain ideal even-bounce or odd-bounce scatterers. To extract pixels with these characteristics, we used three criteria: 1) the amplitude dispersion index [2] (smaller than 0.35) to detect the pixels with a high SNR; 2) the absolute phase difference between the HH and VV SAR images [19] , [20] (less than 0.3 rad for the odd-bounce scatterers and more than 2.8 rad for the even-bounce scatterers); and 3) the amplitude ratio between the HH and VV SAR images (from 0.8 to 1.2) to detect the pixels containing the ideal even-bounce or odd-bounce scatterers, and those without polarimetric dependence on the amplitude. For each candidate, we then searched for the SHPs using a statistical test for the amplitude time series. We applied the two-sample F-test and t-test with a 95% confidence level to the amplitude time series of the coherent pixel candidates and to each pixel within a rectangular window of 14 × 30 pixels around a candidate. The number of SHPs extracted from the F-test and the t-test ranged from 0 to 366 pixels and averaged 110 pixels. For comparison with the results of the F-test and t-test, we also applied the KS test and obtained the number of SHPs ranging from 0 to 420 pixels and averaging 250 pixels. Compared with the number of SHPs per candidate that is obtained by applying the KS test, fewer were obtained by applying the F-test and the t-test, probably owing to the more rigid classification.
We next created differential interferograms using phases in the coherent pixel candidates. We created 14 single-look differential interferograms (seven from the HH-HH data sets and seven from the VV-VV data sets) with a normal baseline that is less than 900 m [see Fig. 1(b) ]. Subsequently, we created 14 single-look differential interferograms (seven from the HH-HH data sets and seven from the VV-VV data sets) and calculated the spatial coherence in each interferogram using the SHPs. In this letter, we removed the coherent pixel candidates having average spatial coherence less than the threshold of 0.3 and having a standard deviation of spatial coherence more than the threshold of 0.2 because these candidates are not likely to have high phase stability.
In the next step, the coherent average was taken for each of the SHPs in each differential interferogram as the space adaptive filtering. Fig. 2 shows the differential interferogram phase of the HH-HH and VV-VV data sets before and after the space adaptive filtering was applied. There are no significant changes in the urban area around the center of the analyzed scene where the number of SHPs was rather small, whereas there was improvement in the rural area where the number of SHPs was large, suggesting that the magnitude of the filtering differed depending on the noise level of pixels. Consequently, the space adaptive filtering enhanced the SNR and clarified the boundaries of a physically reasonable interferometric phase.
We next checked whether the scatterer height, which is one of the model parameters, differs between the HH and VV observations. To check the polarization dependence of the scatterer height according to (3), we calculated the critical baseline from all available data sets (15 data sets for each polarization). The critical baseline was estimated by minimizing the L1 norm of the difference between the theoretical line and the observed coherence value as a function of the normal baseline. In Fig. 3 , we show examples of geometrical decorrelation. Some pixels show a similar decorrelation rate in the HH-HH and VV-VV differential interferograms [see Fig. 3(a) ], but others show a different decorrelation rate in the HH-HH and VV-VV differential interferograms [see Fig. 3(b) ]. If a measured critical baseline differed between the HH-HH and VV-VV differential interferograms, we considered different values for the scatterer heights in each interferogram. In contrast, some pixels did not follow the geometrical decorrelation model probably because of temporal decorrelation or, possibly, the inaccurate selection of SHPs. In these pixels, we assumed that the scatterer height differed between the polarizations. The next step is to select the coherent pixels (PSs and DSs) and estimate the parameters from the measurement candidates by maximizing the temporal coherence [see (1)]. To avoid atmospheric effects, we calculated the wrapped phase gradient at the neighboring coherent pixel candidates connected by the Delaunay triangulation between the pixels with a spacing of less than 150 m [3] . For the parameter of interest, we considered the surface displacement with a constant rate (φ ν = (4π/λ) T ν) and the scatterer height with respect to a reference surface (φ Δh = (4π/λR sin θ)BΔh), where B is the normal baseline. The displacement rate and the scatterer height were simultaneously estimated using 14 interferograms. The phase gradients whose temporal coherence was below the threshold of 0.75 were then removed.
Unwrapping was then performed by minimizing the L0 norm of the phase difference between the wrapped phase and unwrapped phase gradients using the minimum Lp norm algorithm [21] . Finally, surface displacement rate ν and scatterer height Δh were estimated by a least-squares linear regression [see Figs. 4 and 5(a)]. These results were obtained from the same coherent pixel candidates, the SHPs, and the combined data sets. The comparison was performed for a variance of the estimated displacement rate of less than 4.0 mm/year. The variance of the displacement rate was calculated using (2) , and the phase noise variance that is needed for (2) was obtained from the expectation of the square of the residual phase e 2 compensated for by the number of interferograms M and parameters of interest N , according to the least squares theory (σ 2 n = E{|e| 2 }/(M − N )). As a result, we found that 86% of the selected coherent pixels have increased accuracy of the estimated displacement rate, resulting in 1182 coherent pixels when employing the proposed method, whereas there were 659 and 797 coherent pixels in the single-polarimetric data analysis of HH and VV observations, respectively. As predicted by our theoretical consideration, the number of the selected coherent pixels increased as a result of the improvement of the estimation accuracy. When we did not apply the space adaptive filtering, there were only 50 and 64 selected coherent pixels in the single-polarimetric analysis of HH and VV observations, respectively. This is possibly because our data did not originally have many ideal PSs, owing to the coarse spatial resolution and a long temporal interval.
B. Comparison With Single-Polarimetric Data Analysis
V. CONCLUSION
In this letter, we have used the copolarized interferograms of multipolarimetric SAR observations to estimate the displacement rate and the scatterer height. Because this method increases the number of interferograms, the estimation accuracy is improved. We applied the method to the real data that are acquired by ALOS/PALSAR in the full polarimetric mode. As a result, the variance of the estimated displacement rate was improved to 86% and became less than half at the selected 72% of the coherent pixels. Correspondingly, the number of the selected coherent pixels increased by 79% and 48% compared with the single-polarimetric data analysis results. Moreover, we demonstrated the effectiveness of the space adaptive filtering in improving the SNR of DSs. Using multipolarimetric data, the proposed method makes it possible to estimate displacement rates or the scatterer heights from a smaller number of data over a shorter time span compared with the case when using singlepolarimetric data.
