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HARTOGS DOMAINS AND THE DIEDERICH-FORNÆSS
INDEX
MUHENNED ABDULSAHIB AND PHILLIP S. HARRINGTON
Abstract. We study a geometric property of the boundary on Hartogs
domains which can be used to find upper and lower bounds for the
Diederich-Fornæss Index. Using this, we are able to show that under
some reasonable hypotheses on the set of weakly pseudoconvex points,
the Diederich-Fornæss Index for a Hartogs domain is equal to one if and
only if the domain admits a family of good vector fields in the sense
of Boas and Straube. We also study the analogous problem for a Stein
neighborhood basis, and show that under the same hypotheses if the
Diederich-Fornæss Index for a Hartogs domain is equal to one then the
domain admits a Stein neighborhood basis.
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1. Introduction
Let Ω ⊂ Cn be a bounded pseudoconvex domain with C2 boundary. Recall
that Ω is pseudoconvex if and only if − log δ is a plurisubharmonic function
on Ω, where δ(z) denotes the distance from z to the boundary of Ω. Note that
the signed distance function δ˜ (i.e., δ˜ = δ on Ωc and δ˜ = −δ on Ω) is C2 near
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the boundary of Ω by a result of Krantz and Parks [25], so the level curves of
− log δ near bΩ form an exhaustion of Ω by C2 pseudoconvex domains. We
say that − log δ is an unbounded plurisubharmonic exhaustion function for Ω.
In [13], Diederich and Fornæss proved that every bounded pseudoconvex
domain with C2 boundary also admits a bounded plurisubharmonic exhaus-
tion function. In particular, there exists an exponent 0 < τ < 1 and a C2
defining function ρ for Ω such that −(−ρ)τ is strictly plurisubharmonic on Ω.
Recall that ρ is a defining function for Ω if Ω = {z : ρ(z) < 0} and dρ 6= 0
on bΩ. Since we will be working on smooth domains, we call τ a Diederich-
Fornæss exponent for Ω if there exists a smooth defining function ρ for Ω
such that −(−ρ)τ is plurisubharmonic on Ω, and let the Diederich-Fornæss
Index of Ω denote the supremum over all Diederich-Fornæss exponents. In
[12], Diederich and Fornæss show that for any 0 < τ < 1, there exists a
bounded pseudoconvex domain Ω with smooth boundary such that τ is not
a Diederich-Fornæss exponent for Ω. These domains have come to be known
as worm domains, and we will examine them more closely in a later section
(see Definition 2.1 below).
Much recent interest in the Diederich-Fornæss Index has stemmed from its
connections to regularity for the Bergman Projection. The Bergman Projec-
tion P for Ω is the orthogonal projection from L2(Ω) onto the closed subspace
of L2 holomorphic functions. We say that a smooth domain Ω satisfies Con-
dition R if P preserves the space C∞(Ω). Extending a result of Fefferman
[15], Bell and Ligocka [3] proved that if f : Ω1 → Ω2 is a biholomorphic map
and Ω1 and Ω2 are smooth, bounded, pseudoconvex domains satisfying Con-
dition R, then f extends smoothly to the boundary of Ω1. Given that the
Riemann Mapping Theorem fails in several complex variables, this result gives
us a critical tool to evaluate biholomorphic equivalence classes of domains by
showing that in some cases a biholomorphism must preserve the geometry of
the boundary (in contrast to the one variable case). For example, a biholo-
morphism which extends to the boundary must preserve the signature of the
Levi form for the boundary, while there is no corresponding curvature which
must be preserved in one variable. Unfortunately, Condition R is known to
fail on the worm domains of Diederich and Fornæss by work of Barrett [1]
and Christ [9].
Under an additional technical hypothesis, it is known that Condition R is
satisfied when the Diederich-Fornæss Index is equal to one by work of Kohn
[23], Harrington [20], and Pinton and Zampieri [28]. Hence, there is great
interest in identifying cases in which the Diederich-Fornæss Index is equal to
one. For example, Fornæss and Herbig have shown that it suffices for Ω to
admit a defining function which is plurisubharmonic on bΩ [16, 17]. Other
recent results have been obtained in [24], [26] and [21].
Our goal in this paper is to better understand some open questions regard-
ing the Diederich-Fornæss Index by considering the special case of Hartogs
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domains. A domain Ω ⊂ C2 is said to be Hartogs if
(1.1) (eiθz, w) ∈ Ω whenever (z, w) ∈ Ω and θ ∈ R.
The symmetry of such domains makes them relatively tractable for analysis,
so they are frequently studied to gain a deeper understanding of phenomena
that are difficult to approach on more general classes of domains (for example,
see [5], [18], or [10]). The worm domain of Diederich and Fornæss is a Hartogs
domain, and we will see that we can use our results to recover recent results
on the worm domain due to Liu [27] and Yum [32].
We will see in this paper that, as with the worm domain, the presence of
an annulus in the boundary of a Hartogs domain plays a critical role in the
value of the Diederich-Fornæss Index. Our primary innovation is to show that
there is a curvature term on such an annulus which can be used to find upper
and lower bounds for the Diederich-Fornæss Index. We use δ˜ to denote the
signed distance function, i.e., δ˜(z) = −δ(z) on Ω and δ˜(z) = δ(z) outside of
Ω. The result of Krantz and Parks [25] shows that δ˜ is C2 in a neighborhood
of bΩ. One can check that second derivatives of δ˜ can be derived from the
second fundamental form of bΩ, and hence measure the extrinsic curvature
of bΩ. We will see that in the coordinates given by (1.1), ∂
2 δ˜
∂w∂z¯ is the critical
term to study on an annulus in the boundary. Since this term is obtained
from the Hessian of the signed distance function, it depends on the second
fundamental form of the boundary, so it is a geometric invariant. In particular,
if 2 Re
(
eiθ ∂∂w
)
is the normal vector at a point p in the annulus for some θ ∈ R,
then 2Re
(
eiθ ∂∂w
)
∂δ˜
∂z¯ (p) = 0 (this will follow from (2.1) below). Hence
∂2δ˜
∂w∂z¯
(p) = ie−iθ
(
1
2
Im
(
eiθ
∂2δ˜
∂w∂x
(p)
)
+
i
2
Im
(
eiθ
∂2δ˜
∂w∂y
(p)
))
= ie−iθ
(
1
2
IIp
(
Im
(
eiθ
∂
∂w
)
,
∂
∂x
)
+
i
2
IIp
(
Im
(
eiθ
∂
∂w
)
,
∂
∂y
))
,
where z = x + iy and IIp denotes the second fundamental form at p. In
particular,∣∣∣∣∣ ∂
2δ˜
∂w∂z¯
(p)
∣∣∣∣∣
2
=
1
4
∣∣∣∣IIp
(
Im
(
eiθ
∂
∂w
)
,
∂
∂x
)∣∣∣∣
2
+
1
4
∣∣∣∣IIp
(
Im
(
eiθ
∂
∂w
)
,
∂
∂y
)∣∣∣∣
2
,
so in some sense
∣∣∣ ∂2δ˜∂w∂z¯ (p)∣∣∣ measures the pairing of the maximal complex sub-
bundle of the tangent space (i.e., the span of ∂∂x and
∂
∂y at p) with the totally
real tangent vector that is orthogonal to this space (i.e., 2 Im
(
eiθ ∂∂w
)
) with
respect to the second fundamental form. We will see (see (3.16) below) that
∂2δ˜
∂w∂z¯ also corresponds to the coefficients of D’Angelo’s one-form α, which is
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know to be a crucial in the study of Condition R (see Section 5.9 in [30] for
more information).
Our first result is an upper bound for the Diederich-Fornæss Index:
Theorem 1.1. Let Ω ⊂ C2 be a Hartogs domain with smooth boundary,
and suppose that for some w ∈ C, B > A > 0 and C > 0 the annulus
M = {(z, w) : A ≤ |z|2 ≤ B} is in bΩ and
∣∣∣ ∂2δ˜∂w∂z¯ ∣∣∣ > C|z| on M . Then the
Diederich-Fornæss Index is at most π
2C log B
A
+π
.
To establish a lower bound for the Diederich-Fornæss Index, we will find it
helpful to place a mild regularity condition on the set of weakly pseudoconvex
points.
Definition 1.2. Let Ω ⊂ C2 be a Hartogs domain with coordinates given by
(1.1). Let W ⊂ bΩ denote the set of weakly pseudoconvex points, and let
M1 =
{
p ∈ W : ∂δ˜
∂z
(p) = 0
}
,
M2 =
{
p ∈ W : ∂δ˜
∂z
(p) 6= 0
}
.
Note that we could replace δ˜ with any C1 defining function ρ without altering
the definitions ofM1 andM2. We say that Ω has regular weakly pseudoconvex
points if M1∩M¯2 = ∅, M1 has finitely many connected components, and each
connected component K of M1 has either of the following two properties:
(1) If (z, w) ∈ K, then (rz, w) ∈ K for all 0 ≤ r ≤ 1.
(2) If (z, w) ∈ K, then (0, w) /∈ K.
In case (1), we say that K is disk-like, and in case (2), we say that K is
annulus-like.
We note that condition (1) can be weakened considerably, since there are
more general regions on which Lemma 3.1 holds, but we have adopted the
present definition for the sake of clarity.
To illustrate this condition, we suppose that Ω is a complete Reinhardt
domain, i.e., if (z, w) ∈ Ω then (r1eiθ1z, r2eiθ2w) ∈ Ω for all 0 ≤ r1, r2 ≤ 1
and θ1, θ2 ∈ R. A complete Reinhardt domain is known to be pseudoconvex
if and only if log τ(Ω) = {(log |z|, log |w|) : (z, w) ∈ Ω} is a convex subset of
R2 (see Theorem 3.28 in [29], for example). Using this characterization, one
easily checks that on a pseudoconvex complete Reinhardt domain, M1 has at
most one connected component and this component must be disk-like, while
M2 consists of the remaining points (z, w) ∈ bΩ such that b log τ(Ω) is weakly
convex at (log |z|, log |w|) (except for possible points in M2 at which w = 0).
Hence,M1∩M¯2 = ∅ wheneverM2 contains only finitely many connected com-
ponents (since we always assume that Ω has smooth boundary). While M1
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may have a more complicated structure on general Hartogs domains, it would
be interesting to know if it remains true that Ω has regular weakly pseudo-
convex points whenever M1 and M2 both have only finitely many connected
components, as is true in the case of complete Reinhardt domains.
With this additional hypothesis, we have the following:
Theorem 1.3. Let Ω ⊂ C2 be a Hartogs domain with smooth boundary
and regular weakly pseudoconvex points, and suppose that every annulus-like
connected component K of
{
p ∈ bΩ : ∂δ˜∂z (p) = 0 and ∂
2 δ˜
∂z∂z¯ (p) = 0
}
admits con-
stants B ≥ A > 0 and C > 0 such that A ≤ |z|2 ≤ B on K and
∣∣∣ ∂2δ˜∂w∂z¯ ∣∣∣ ≤ C|z|
on K. Then the Diederich-Fornæss Index is at least π
2C log B
A
+π
.
If Ω is a worm domain (see Definition 2.1), this allows us to recover a result
of Liu [27].
Corollary 1.4. Let Ωr be a worm domain with weakly pseudoconvex points
given by the annulus Mr = {(z, w) : 1 ≤ |z| ≤ r, w = 0} for some r > 1. Then
the Diederich-Fornæss Index for Ωr is equal to
π
log r2+π .
Remark 1.5. Here and elsewhere in this paper we use Diederich and Fornæss’s
original definition of the worm domain. Many recent papers, including [27],
choose a parametrization such that the annulus in the boundary is given by
Mβ =
{
(z, w) : −β + pi
2
≤ log |z|2 ≤ β − pi
2
, w = 0
}
for β > π2 . These definitions are equivalent after a re-scaling under the rela-
tionship r = exp(β − π2 ). With this parametrization, the Diederich-Fornæss
Index for the worm domain is equal to π2β , which is the value computed in
[27].
As an application of these theorems, we use the Diederich-Fornæss Index
to study a sufficient condition for Condition R. In [4], Boas and Straube
introduced a sufficient condition for Condition R which we will refer to as the
good vector field condition. We will use the refined version of this condition
presented in [7] (the further refinement presented in [30] is not needed on the
domains which we are considering). We will define this condition precisely
later, but for now we note that we can use our methods to prove the following
equivalence:
Theorem 1.6. Let Ω be a Hartogs domain with smooth boundary and regular
weakly pseudoconvex points such that any annulus-like connected component
of the weakly pseudoconvex points is an annulus. Then the Diederich-Fornæss
Index is equal to one if and only if there exists a family of good vector fields
on bΩ.
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As in several recent papers (e.g., [21] and [32]), we will also consider the
natural analogue of the Diederich-Fornæss Index on the complement of Ω.
Here, the case is complicated by the fact that not every pseudoconvex domain
Ω admits a Stein neighborhood basis. Recall that Ω admits a Stein neighbor-
hood basis if for every open set U containing Ω there exists a pseudoconvex
domain ΩU such that Ω ⊂ ΩU ⊂ U . For sufficiently large winding number
r, Diederich and Fornæss have already shown in [12] that the worm domain
is a smooth, bounded, pseudoconvex domain that does not admit a Stein
neighborhood basis. Fortunately, the existence of a Stein neighborhood basis
on the domains that we are studying is completely characterized by work of
Bedford and Fornæss [2]. In particular, we have
Theorem 1.7. Let Ω ⊂ C2 be a Hartogs domain with smooth boundary, and
suppose that for some w ∈ C, B > A > 0 and C > 0 the set of weakly
pseudoconvex points is equal to the annulus M = {(z, w) : A ≤ |z|2 ≤ B}
in bΩ and
∣∣∣ ∂2 δ˜∂z∂w¯ ∣∣∣ < π2√A|log AB | when |z| =
√
A. Then a Stein neighborhood
basis for Ω¯ exists. If
∣∣∣ ∂2δ˜∂z∂w¯ ∣∣∣ > π2√A|log AB | when |z| =
√
A then no Stein
neighborhood basis exists.
As an interesting consequence, Theorems 1.1 and 1.7 allow us to show the
following:
Corollary 1.8. Let Ω be a Hartogs domain with smooth boundary such that
the set of weakly pseudoconvex points is equal to an annulus, and suppose that
the Diederich-Fornæss Index for Ω is equal to one. Then Ω admits a Stein
neighborhood basis.
Given the connection between Condition R and the Diederich-Fornæss In-
dex studied in [23], [20], and [28], this result can be seen as a parallel result to
Zeytuncu’s Theorem 8 (and Remark 6) in [33]. Zeytuncu shows that on the
Hartogs domain Ωg = {(z, w) ∈ C2 : |w| < 1 and |z| < |g(w)|}, where g is a
bounded holomorphic function on the unit disk, Condition R implies that Ωg
admits a Stein neighborhood basis. Note that Ωg is necessarily not smooth,
so Zeytuncu’s result applies to a different class of Hartogs domains from those
considered in Corollary 1.8.
Once we know that a Stein neighborhood basis exists, we have the analogue
of Theorem 1.1 on the complement of Ω:
Theorem 1.9. Let Ω ⊂ C2 be a Hartogs domain with smooth boundary,
and suppose that for some w ∈ C, B > A > 0 and C > 0 the annulus
M = {(z, w) : A ≤ |z|2 ≤ B} is in bΩ and
∣∣∣ ∂2δ˜∂w∂z¯
∣∣∣ > C|z| on M . Assume there
exists a smooth strictly positive function h such that
σ = hδ˜τ
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is plurisubharmonic on U\Ω¯, for some τ > 1 and some neighborhood U of Ω.
Then C < π
2 log B
A
and τ > π
π−2C log B
A
.
Adopting terminology of [11], we say that Ω admits a strong Stein neighbor-
hood basis if the neighborhood basis is obtained by considering level curves
of a plurisubharmonic function. The hypotheses of Theorem 1.9 are even
stronger, although they are known to be satisfied in many cases (see [16],
[17], or [21]). There is not yet a standard terminology for this analogue of the
Diederich-Fornæss Index, although Yum [32] has suggested “Steinness Index.”
On the worm domain (see Definition 2.1), Theorem 1.9 gives us:
Corollary 1.10. Let Ωr be a worm domain with weakly pseudoconvex points
given by the annulus Mr = {(z, w) : 1 ≤ |z| ≤ r, w = 0} for some r > 1. If∣∣log 1r2 ∣∣ < pi, then a Stein neighborhood basis exists for Ωr and if there exists
τ > 1 and a smooth function h > 0 such that ρ = hδ˜τ is plurisubharmonic
on U\Ω, then τ ≥ ππ−log r2 . If
∣∣log 1r2 ∣∣ > pi, then no Stein neighborhood basis
exists.
This is consistent with recent discoveries due to Yum [32], after the repar-
ametrization discussed in Remark 1.5.
The authors would like to thank the anonymous referee for many helpful
comments and corrections. This paper is adapted from the PhD Thesis of the
first author at the University of Arkansas under the direction of the second
author.
2. Preliminaries
2.1. Notation and Definitions. Recall that a pseudoconvex domain with
C2 boundary is a domain Ω such that for any C2 defining function r and
p ∈ bΩ, the Levi form
〈Lr(z)t, t〉 =
n∑
i,j=1
∂2r
∂zj∂zj
(p)titj
is nonnegative for all t = (t1, · · · , tn) ∈ Cn with
∑n
j=1 tj(
∂r
∂zj
)(p) = 0. If the
Levi form is strictly positive for all t 6= 0 at some p ∈ bΩ, we say that Ω is
strictly pseudoconvex at p.
Since our primary goal in this paper is to study bounded plurisubharmonic
exhaustion functions for a domain, we recall that a function ϕ : Ω → R
is an exhaustion function for a domain Ω if the closure of {x ∈ Ω|ϕ(x) <
c} is compact for all c in the range of ϕ. A C2 function ϕ is said to be
plurisubharmonic on Ω if and only if
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z)tjtk ≥ 0
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for all t = (t1, · · · , tn) ∈ Cn and z ∈ Ω.
We adopt the original definition of the worm domain given by Diederich
and Fornæss in [12]:
Definition 2.1. Let λ : R→ R be a smooth function satisfying the following
properties:
(1) λ(x) = 0 if x ≤ 0
(2) λ(x) > 1 if x > 1
(3) λ′′(x) ≥ 100λ′(x) for all x
(4) λ′′(x) > 0 if x > 0
(5) λ′(x) > 100 if λ(x) > 12 .
For any r > 1, define the function ρr : C× C→ R as follows:
ρr(z, w) =
∣∣∣w + e(i log zz¯)∣∣∣2 − 1 + λ
(
1
|z|2 − 1
)
+ λ
(
|z|2 − r2
)
.
Then Ωr = {(z, w) ∈ C× C : ρr(z, w) < 0} is called a worm domain.
As shown in [12], the worm domain is a smooth pseudoconvex domain.
Also in [12], it is shown that for any exponent 0 < τ < 1, there exists an
r > 1 such that the Diederich-Fornæss Index for the worm domain Ωr is less
than τ . Part of our goal in this paper is to adapt Diederich and Fornæss’s
argument to general Hartogs domains admitting an annulus in the boundary.
Following [7], we say that Ω admits a family of good vector fields if for every
ε > 0, there exists a vector field Xε of type (1, 0) such that the coefficients of
Xε are smooth in a neighborhood Uε of the set of the boundary points of Ω
of infinite type, and the following conditions are satisfied:
(1) |argXερ| < ε on Uε, C−1 < |Xερ| < C, and
(2) ∂ρ[Xε,
∂
∂z¯j
] < ε on Uε for all 1 ≤ j ≤ n.
Boas and Straube have shown that if a smooth, bounded domain Ω admits
a family of good vector fields, then Ω satisfies Condition R (see [4] for the
original version, [7] for the version used here, and [30] for a further refinement
that is not needed in our setting).
2.2. Distance Function. For a smooth bounded domain Ω ⊂ Rn with C2
boundary, there exists a neighborhood U of bΩ on which the signed distance
function δ˜ is also C2 [25]. For x ∈ U , let pi(x) denoted the unique point in
bΩ minimizing the distance to x (the uniqueness of pi(x) on U is also found
in [25]). On this set U , we have
(2.1) ∇δ˜(x) = ∇δ˜(pi(x)).
This follows from Theorem 4.8 in [14].
The following result can be found in [31], [22], and [19]:
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Theorem 2.2. For any smooth bounded domain Ω ⊆ Rn, there exists a neigh-
borhood U of bΩ such that for all x ∈ U
(2.2) ∇2δ˜(x) = ∇2δ˜(pi(x)) ·
(
I + δ˜(x)∇2 δ˜(pi(x))
)−1
,
where I denotes the identity matrix and ∇2δ˜ denotes the (real) Hessian of δ˜.
With more calculations we can rewrite this result in complex coordinates.
For 1 ≤ j, k ≤ n, if we write zj = xj + iyj, then we have
(2.3)
∂2δ˜
∂zj∂z¯k
=
1
4
∂2δ˜
∂xj∂xk
+
1
4
∂2δ˜
∂yj∂yk
+
i
4
∂2δ˜
∂xj∂yk
− i
4
∂2δ˜
∂yj∂xk
.
When δ(z) is close to zero, the left-hand side of (2.2) can be approximated
by
∇2δ˜(z) = ∇2δ˜(pi(z))
(
I − δ˜(z)∇2δ˜(pi(z))
)
+O((δ(z))2)
= ∇2δ˜(pi(z))− δ˜(z)
(
∇2δ˜(pi(z))
)2
+O((δ(z))2),
where
(
∇2δ˜(pi(z))
)2
=
(
∇2δ˜(pi(z))
) (
∇2δ˜(pi(z))
)
denotes matrix multiplica-
tion.
Substituting (2.3), we obtain
∂2δ˜(z)
∂zj∂z¯k
=
∂2δ˜(pi(z))
∂zj∂z¯k
− δ˜(z)
n∑
ℓ=1
(
∂2δ˜(pi(z))
∂zj∂xℓ
· ∂
2δ˜(pi(z))
∂xℓ∂z¯k
+
∂2δ˜(pi(z))
∂zj∂yℓ
· ∂
2δ˜(pi(z))
∂yℓ∂z¯k
)
+O((δ(z))2).
Using the identities ∂∂xj =
∂
∂zj
+ ∂∂z¯j and
∂
∂yj
= i
(
∂
∂zj
− ∂∂z¯j
)
, we obtain
(2.4)
∂2δ˜(z)
∂zj∂zk
=
∂2δ˜(pi(z))
∂zj∂zk
− δ˜(z)
n∑
ℓ=1
(
2
∂2δ˜(pi(z))
∂zj∂zℓ
· ∂
2δ˜(pi(z))
∂zℓ∂zk
+ 2
∂2δ˜(pi(z))
∂zj∂zℓ
· ∂
2δ˜(pi(z))
∂zℓ∂zk
)
+O((δ(z))2).
3. Proof of Main Result
3.1. Upper bound for Diederich-Fornæss Index.
Proof of Theorem 1.1. Since Ω is Hartogs, we may assume
δ˜(z, w) = ρ(|z|2 , w),
for some function ρ that is smooth for (z, w) near the boundary of Ω. To
emphasize that this is actually a function on R×C, we introduce the notation
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t = |z|2. We will abbreviate ρw = ∂ρ∂w and ρt = ∂ρ∂t . To simplify notation, we
will frequently identify the points (|z|2, w) and (z, w).
For any p ∈ Ω satisfying pi(p) ∈M , the signed distance function δ˜ satisfies
(3.1)
∂δ˜
∂z
(pi(p)) = 0,
and
(3.2)
∂2δ˜
∂z∂z
(pi(p)) = 0.
From (2.1),
(3.3)
∂δ˜
∂z
(p) = 0
as well. Hence,
(3.4) ‖ρw(p)‖2 = 1
4
‖∇δ˜(p)‖2 = 1
4
.
If we take the derivative of both sides of (3.4) with respect to t, we get
(3.5) ρtw¯(p)ρw(p) + ρtw(p)ρw¯(p) = 0.
Since
∂δ˜
∂z
(z, w) = ρt(|z|2 , w)z,
and the first component of pi(p) is non-zero on the annulus M , (3.1) gives us
ρt(pi(p)) = 0.
Since
∂2δ˜
∂z∂z
(z, w) = ρtt(|z|2 , w) |z|2 + ρt(|z|2 , w),
(3.2) gives us
(3.6) ρtt(pi(p)) = 0.
We also compute
(3.7)
∂2δ˜
∂w∂z
(z, w) = ρtw(|z|2 , w)z,
and
(3.8)
∂2δ˜
∂w∂z
(z, w) = ρtw¯(|z|2 , w)z.
Furthermore, since
∂2δ˜
∂z∂z
(z, w) = ρtt(|z|2 , w)z2,
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then (3.6) gives us
(3.9)
∂2δ˜
∂z∂z
(pi(p)) = 0.
Substituting (3.2) and (3.9) in (2.4), we obtain
∂2δ˜
∂z∂z
(p) = −2δ˜(p)
( ∂2δ˜
∂z∂w
(pi(p)) · ∂
2δ˜
∂w∂z
(pi(p))
+
∂2δ˜
∂z∂w
(pi(p)) · ∂
2δ˜
∂w∂z
(pi(p))
)
+O((−δ˜(p))2).
Now, (3.8) and (3.7) give us
(3.10)
∂2δ˜
∂z∂z
(p) = −4δ˜(p) |ρtw(pi(p))|2 |pz|2 +O((−δ˜(p))2).
Assume that −h(−δ˜)τ is plurisubharmonic on U ∩ Ω for some positive C2
function h and some neighborhood U of bΩ. Using the Hartogs symmetry of
Ω, we can set
hˆ(z, w) =
∫ 2π
0
h(eiθz, w)dθ
and obtain another plurisubharmonic function −hˆ(−δ˜)τ which is rotationally
symmetric in z. We set σ = −hˆ(−δ˜)τ .
We denote the complex Hessian of σ at the point (z, w) in the direction
(ξ, η) by
Hσ
(
|z|2 , w, ξ, η
)
=
∂2σ
∂z∂z
(z, w) |ξ|2 + 2Re
(
∂2σ
∂z∂w
(z, w)ηξ
)
+
∂2σ
∂w∂w¯
(z, w) |η|2 .
At p = (pz, pw), we use (3.3) to compute
∂2σ
∂z∂z
(p) = hˆ(p)τ
(
(−δ˜(p))(τ−1) ∂
2δ˜
∂z∂z¯
(p)
)
− ∂
2hˆ
∂z∂z¯
(p)(−δ˜(p))τ .
Substituting (3.10), we get
∂2σ
∂z∂z¯
(p) =
(
4hˆ(p)τ |ρtw(pi(p))|2 |pz|2 − ∂
2hˆ
∂z∂z¯
(p)
)
(−δ˜(p))τ +O((−δ˜(p))τ+1).
Also, (3.3) gives us
∂2σ
∂z∂w¯
(p) =
hˆ(p)τ(−δ˜(p))τ−1 ∂
2δ˜
∂z∂w¯
(p)−(−δ˜(p))τ ∂
2hˆ
∂z∂w¯
(p)+τ(−δ˜(p))(τ−1) ∂hˆ
∂z
(p)
∂δ˜
∂w¯
(p).
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Since ρ is C3, |ρtw¯(pi(p))− ρtw¯(p)| < O(−δ˜(p)), so (3.8) implies
∂2σ
∂z∂w¯
(p) =
hˆ(p)τ(−δ˜(p))τ−1ρtw¯(pi(p))p¯z + τ(−δ˜(p))(τ−1) ∂hˆ
∂z
(p)
∂δ˜
∂w¯
(p) +O((−δ˜(p))τ ).
Furthermore,
∂2σ
∂w∂w¯
(p) =
hˆ(p)τ
(
(−δ˜(p))(τ−1) ∂
2δ˜
∂w∂w¯
(p) + (1− τ)(−δ˜(p))(τ−2) ∂δ˜
∂w¯
(p)
∂δ˜
∂w
(p)
)
+ τ(−δ˜(p))(τ−1) ∂hˆ
∂w¯
(p)
∂δ˜
∂w
(p)
− (−δ˜(p))τ ∂
2hˆ
∂w∂w¯
(p) + τ(−δ˜(p))(τ−1) ∂hˆ
∂w
(p)
∂δ˜
∂w¯
(p),
so (3.4) gives us
∂2σ
∂w∂w¯
(p) =
1
4
τ(1 − τ)(−δ˜(p))(τ−2)hˆ(p) +O((−δ˜(p))(τ−1)).
Motivated by the different orders of vanishing in each term, we evaluate
the complex Hessian in the direction (ξ, η) = (ξ, (−δ˜(p))ηˆ), and obtain
Hσ(|pz|2 , pw, ξ, η) =
(
4hˆ(p)τ |ρtw(pi(p))|2 |pz|2 − ∂
2hˆ
∂z∂z¯
(p)
)
(−δ˜(p))τ |ξ|2
+ 2Re
((
hˆ(p)τ(−δ˜(p))τρtw¯(pi(p))p¯z + τ(−δ˜(p))τ ∂hˆ
∂z
(p)
∂δ˜
∂w¯
(p)
)
ξ ¯ˆη
)
+
1
4
τ(1 − τ)(−δ˜(p))τ hˆ(p) |ηˆ|2 +O((−δ˜(p))τ+1|(ξ, η)|).
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Dividing by (−δ˜(p))τ and letting p→ pi(p), we see that if the complex Hessian
is positive definite on U ∩ Ω for some neighborhood U of bΩ, then the form
lim
p→π(p)
Hσ(|pz|2 , pw, ξ, η)
(−δ˜(p))τ =(
4hˆ(pi(p))τ |ρtw(pi(p))|2 |pi(p)z |2 − ∂
2hˆ
∂z∂z¯
(pi(p))
)
|ξ|2
+ 2Re
((
hˆ(pi(p))τρtw¯(pi(p))pi(p)z + τ
∂hˆ
∂z
(pi(p))
∂δ˜
∂w¯
(pi(p))
)
ξ ¯ˆη
)
+
1
4
τ(1 − τ)hˆ(pi(p)) |ηˆ|2
must be positive semi-definite on M . On M , we set
a(p) = 4hˆ(p)τ |ρtw(p)|2 |pz|2 − ∂
2hˆ
∂z∂z¯
(p),
b(p) =
1
4
τ(1 − τ)hˆ(p),
and
c(p) = hˆ(p)τρtw¯(p)p¯z + τ
∂hˆ
∂z
(p)
∂δ˜
∂w¯
(p),
then this is equivalent to requiring that the matrix
(
a(p) c(p)
c¯(p) b(p)
)
be positive
semi-definite. Since 0 < τ < 1 and hˆ(p) is positive, b(p) > 0 on M , so it
suffices to show that the determinant a(p)b(p)− |c(p)|2 is also non-negative.
We compute
∂
∂z
hˆ(|z|2 , w) = ∂hˆ
∂t
(|z|2 , w) · z¯,
and
∂2
∂z∂z¯
hˆ(|z|2 , w) = ∂hˆ
∂t
(|z|2 , w) + ∂
2hˆ
∂t2
(|z|2 , w) |z|2 .
If we write pt = |pz|2, we can simplify |c(p)|2 via
|c(p)|2 =
∣∣∣∣∣τ p¯z
(
hˆ(p)ρtw¯(p) +
∂hˆ
∂t
(p)ρw¯(p)
)∣∣∣∣∣
2
= τ2pt
( ∣∣∣hˆ(p)∣∣∣2 |ρtw¯(p)|2 + ∂hˆ
∂t
(p) (ρtw¯(p)ρw(p) + ρtw(p)ρw¯(p))+
(
∂hˆ
∂t
(p)
)2
|ρw(p)|2
)
.
14 MUHENNED ABDULSAHIB AND PHILLIP S. HARRINGTON
From (3.5) and (3.4), this can be simplified to
|c(p)|2 = τ2pt

∣∣∣hˆ(p)∣∣∣2 |ρtw¯(p)|2 + 1
4
(
∂hˆ
∂t
(p)
)2 .
Computing a(p)b(p), we have
a(p)b(p) =
hˆ(p)τ(1 − τ)
4
(
4hˆ(p)τ |ρtw(p)|2 pt − ∂hˆ
∂t
(p)− ∂
2hˆ
∂t2
(p)pt
)
= hˆ2(p)τ2(1− τ) |ρtw(p)|2 pt − τ(1 − τ)
(
∂hˆ
∂t
(p)
hˆ(p)
4
+
hˆ(p)
4
∂2hˆ
∂t2
(p)pt
)
.
Combining these computations, we obtain
a(p)b(p)− |c(p)|2 = −(hˆ(p))2τ3 |ρtw(p)|2 pt
− τ(1 − τ)
(
∂hˆ
∂t
(p)
hˆ(p)
4
+
hˆ(p)
4
∂2hˆ
∂t2
(p)pt
)
− τ2pt 1
4
(
∂hˆ
∂t
(p)
)2
.
To linearize this expression, we set g = (hˆ)1/(1−τ). Since hˆ > 0, we may
assume that g is also real and positive. Substituting hˆ = g(1−τ), we get
a(p)b(p)− |c(p)|2 =(
−τ3ptg(p) |ρtw(p)|2 − 1
4
τ(1 − τ)2
(
∂g
∂t
(p) + pt
∂2g
∂t2
(p)
))
(g(p))1−2τ .
Hence, a(p)b(p)− |c(p)|2 ≥ 0 implies
(3.11) − 1
4
τ(1 − τ)2
(
∂g
∂t
(p) + pt
∂2g
∂t2
(p)
)
− τ3ptg(p) |ρtw(p)|2 ≥ 0.
Our hypothesis on
∣∣∣ ∂2 δ˜∂w∂z¯ ∣∣∣ and (3.8) imply
|ρtw(p)| > C
pt
on M . Coupled with (3.11), this implies that
(3.12) − 1
4
τ(1 − τ)2
(
∂g
∂t
+ t
∂2g
∂t2
)
− C
2
t2
τ3tg > 0
when A ≤ t ≤ B. Note that we may suppress the dependency on p since pw
and arg pz no longer play a role in this inequality.
We will show that this implies a contradiction unless τ < π
2C log B
A
+π
. Let
g˜(s, w) = g(es, w), i.e., we will use the substitution t = es so that logA ≤ s ≤
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logB on M . Then
∂g˜
∂s
(s, w) = es
∂g
∂t
(es, w)
and
∂2g˜
∂s2
(s, w) = es
∂g
∂t
(es, w) + e2s
∂2g
∂t2
(es, w) = t
(
∂g
∂t
(t, w) + t
∂2g
∂t2
(t, w)
)
.
Henceforth we fix w and treat g˜ as a function of the single variable s. Substi-
tuting in (3.12), we have
(3.13)
1
4
τ(1 − τ)2 d
2g˜
ds2
+ τ3C2g˜ < 0.
Let us assume we have a strictly positive function g˜ on some interval satisfying
(3.13). After making the substitution u =
√
τ3C2
1
4
τ(1−τ)2 s =
2τC
1−τ s, we have
(3.14)
d2g˜
du2
+ g˜ < 0.
when 2τC(1−τ) logA ≤ u ≤ 2τC(1−τ) logB.
Suppose τ ≥ π
2C log B
A
+π
. Then 2τC(1−τ) log
B
A ≥ pi, so (3.14) holds on an
interval of length pi. Since g˜ > 0, (3.14) implies d
2g˜
du2 < 0, so g˜ is strictly concave
down on this interval. Therefore, there must be an interval of length π2 on
which g˜ is strictly increasing or strictly decreasing. If it is strictly increasing,
then we can flip it upward using a reflection to make it strictly decreasing and
positive. So, after a translation in u, dg˜du < 0 on [0,
π
2 ]. In [12], Diederich and
Fornæss have shown in the proof of Theorem 6 that (3.14) has no positive,
strictly decreasing solution on [0, π2 ]. Thus, we have a contradiction, and the
conclusion of the theorem follows. 
3.2. Lower bound for Diederich-Fornæss Index. In this section we will
prove Theorem 1.3. Since the weakly pseudoconvex points may be divided into
multiple connected components, we will begin with some technical lemmas
that will allow us to deal with each connected component separately and
patch the end results together.
Lemma 3.1. Let Ω be a Hartogs domain in C2, and let K be a connected
component of
{
p ∈ bΩ : ∂δ˜∂z (p) = 0 and ∂
2 δ˜
∂z∂z¯ (p) = 0
}
that is disk-like. Then
there exists a real valued function u defined in a neighborhood of K such that
(3.15)
∂u
∂z
= − ∂
2δ˜
∂z∂w¯
/
∂δ˜
∂w¯
on K and the complex Hessian of ρ = δ˜eu is positive semi-definite on K.
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Proof. On K, we have ∂δ˜∂z = 0, so (3.4) applies. In particular,
(
∂δ˜
∂w¯
)−1
= 4 ∂δ˜∂w
on K. Hence, if we define
(3.16) α = − ∂
2δ˜
∂z∂w¯
/
∂δ˜
∂w¯
dz − ∂
2δ˜
∂z¯∂w
/
∂δ˜
∂w
dz¯,
then this is a scalar multiple of D’Angelo’s one-form α (see [6] or Section 5.9 in
[30] for detailed analysis of this form). Fix an analytic disk M ⊂ K. Lemma
5.14 in [30] implies that α is closed on M . Since M is simply connected, there
exists a smooth function u˜ on M such that dM u˜ = α on M . If we add the
requirement that u˜ is equal to zero at the center of the disk (i.e., the unique
point in M at which z = 0), then u˜ is uniquely determined. Hence, we may
solve this equation for every analytic disk in K to obtain a smooth function
u˜ satisfying (3.15) on K. We extend u˜ smoothly to a neighborhood of K. Let
u = u˜+ sδ˜ for some number s > 0 to be chosen later. On K, we have ∂δ˜∂z = 0,
so ∂u∂z =
∂u˜
∂z , and hence (3.15) is satisfied. Furthermore,
∂2δ˜
∂z∂z¯ = 0 on K, so
ρ = δ˜eu satisfies ∂
2ρ
∂z∂z¯ = 0 on K. Further computation gives us
∂2ρ
∂z∂w¯
= eu
(
∂2δ˜
∂z∂w¯
+
∂u
∂z
∂δ˜
∂w¯
)
on K and
∂2ρ
∂w∂w¯
= eu
(
∂2δ˜
∂w∂w¯
+
∂u
∂w
∂δ˜
∂w¯
+
∂δ˜
∂w
∂u
∂w¯
)
on K. Using (3.15), ∂
2ρ
∂z∂w¯ = 0 on K, while (3.4) gives us
∂2ρ
∂w∂w¯
= eu
(
∂2δ˜
∂w∂w¯
+
∂u˜
∂w
∂δ˜
∂w¯
+
∂δ˜
∂w
∂u˜
∂w¯
+
s
2
)
on K. For s sufficiently large, we will have ∂
2ρ
∂w∂w¯ > 0 on K, so the complex
Hessian of ρ will be positive semi-definite on K. 
Lemma 3.2. Let Ω be a Hartogs domain in C2. If K ⊂ bΩ is compact, and
∂δ˜
∂z 6= 0 on K, then there exists a defining function for Ω in a neighborhood of
K which is plurisubharmonic on bΩ near K.
Proof. Let p ∈ K. Suppose p = (0, w) for some w ∈ C. Let {(zj, wj)} be any
sequence in bΩ converging to (0, w). By restricting to a subsequence, we may
assume
{
(zj ,wj−w)√
|zj |2+|wj−w|2
}
converges to a unit length vector (u1, u2) tangential
to bΩ at p. We note that every tangent vector may be obtained in this way
(in fact, [14] takes this as the definition of a tangent vector, which agrees with
the usual definition on domains with C1 boundaries). Since Ω is Hartogs,
(eiθzj, wj) ∈ bΩ for any θ ∈ R, so (eiθu1, u2) is tangential to bΩ at p for any
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θ ∈ R. Hence, eiθu1 ∂δ˜∂z¯ (p) + u2 ∂δ˜∂w¯ (p) = 0 for any θ ∈ R. Since ∂δ˜∂z¯ (p) 6= 0,
we must have u1 = 0. However, this means that every tangent vector at p
is of the form (0, u2), which is inadequate to span a tangent space of 3 real
dimensions. Therefore, we may assume that z 6= 0 whenever (z, w) ∈ K.
Since Ω is Hartogs, δ˜ depends only on |z|2 and w, so in a neighborhood
of any point p ∈ bΩ for which ∂δ˜∂z (p) 6= 0, we can use the implicit function
theorem to find a strictly positive smooth function fp(w) such that (z, w) ∈ bΩ
whenever |z|2 = fp(w).
Near p, our defining function will be
ρp(z, w) = (fp(w))
−1|z|2 − 1.
The implicit function theorem does not guarantee that fp(w) = fq(w) for all
p, q ∈ bΩ satisfying ∂δ˜∂z 6= 0, but for q sufficiently close to p we do have fp(w) =
fq(w), so that ρp can be extended to a global function on a neighborhood of
K. Henceforth, we will suppress the subscript p when writing f and ρ. On a
neighborhood of K, we may compute the first derivatives
∂ρ
∂z
(z, w) = (f(w))−1z¯ and
∂ρ
∂w
(z, w) = −(f(w))−2 ∂f
∂w
(w)|z|2,
and the second derivatives
∂2ρ
∂z∂z¯
(z, w) = (f(w))−1,
∂2ρ
∂w∂z¯
(z, w) = −(f(w))−2 ∂f
∂w
(w)z,
and
∂2ρ
∂w∂w¯
(z, w) = −(f(w))−2 ∂
2f
∂w∂w¯
(w)|z|2 + 2(f(w))−3
∣∣∣∣ ∂f∂w (w)
∣∣∣∣
2
|z|2.
For (pz, pw) in some neighborhood of K in bΩ, we have |pz|2 = f(pw). Since
(ξ, η) =
(
∂f
∂w (pw), p¯z
)
spans the complex tangent space at (pz, pw), the Levi
form at (pz , pw) in this direction is given by
Hρ(|pz|2, pw, ξ, η) = ∂
2ρ
∂z∂z¯
(pz, pw)
∣∣∣∣ ∂f∂w (pw)
∣∣∣∣
2
+
∂2ρ
∂z¯∂w
(pz , pw)p¯z
∂f
∂w¯
(pw)
+
∂2ρ
∂z∂w¯
(pz, pw)z
∂f
∂w
(pw) +
∂2ρ
∂w∂w¯
(pz, pw)f(pw)
= (f(pw))
−1
∣∣∣∣ ∂f∂w (pw)
∣∣∣∣
2
− ∂
2f
∂w∂w¯
(pw).
From the pseudoconvexity of Ω, Hρ(|pz|2, pw, ξ, η) ≥ 0 on bΩ near K. This
implies ∣∣∣∣ ∂f∂w (pw)
∣∣∣∣
2
≥ f(pw) ∂
2f
∂w∂w¯
(pw).
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For (pz, pw) on bΩ near K, the determinant of the complex Hessian of ρ is
given by
∂2ρ
∂z∂z¯
(pz , pw)
∂2ρ
∂w∂w¯
(pz, pw)−
∣∣∣∣ ∂2ρ∂w∂z¯ (pz , pw)
∣∣∣∣
2
=
− (f(pw))−2 ∂
2f
∂w∂w¯
(pw) + (f(pw))
−3
∣∣∣∣ ∂f∂w (pw)
∣∣∣∣
2
.
This is nonnegative since the Levi form is nonnegative. Hence, ρ is a defining
function that is plurisubharmonic on bΩ near K. 
Lemma 3.3. Let Ω be a smooth, bounded, pseudoconvex domain in C2, and
let K denoted the set of weakly pseudoconvex points in bΩ. Let U1 be a neigh-
bourhood of K (not necessarily connected) U2 an open set such that K∩U2 = ∅
and bΩ ⊂ U1∪U2. Let ρ1 be a smooth defining function for Ω on U1. Then, for
every 0 < τ3 < 1, there exists a neighborhood U3 of bΩ such that U3 ⊂ U1∪U2
and a smooth defining function ρ3 for Ω on U3 such that
ρ3 = ρ1 on U1 \ U2
and
i∂∂¯(−(−ρ3)τ3) ≥ iM3(−ρ3)τ3∂∂¯ |z|2 on U3 ∩ Ω.
Proof. Let U3 be a neighborhood of bΩ such that U3 ⊂ U1 ∪ U2. Fix χ ∈
C∞(C2) such that 0 ≤ χ ≤ 1, χ ≡ 1 on a neighborhood of U3 \ U2, and χ ≡ 0
on a neighborhood of U3 \ U1. Since Ω is strictly pseudoconvex on U2, we
may let ρ2 be a strictly plurisubharmonic defining function for Ω on U2 ∩ U3
(this may require shrinking U3). Set ρ3 = χρ1+(1−χ)ρ2. We know eλ3ρ3 − 1
is strictly plurisubharmonic on U3 ∩ U1 ∩ U2 for λ3 > 0 sufficiently large (see,
for example, Theorem 3.4.4 [8]). More precisely, there exists some N3 > 0
such that
i∂∂¯(eλ3ρ3 − 1) > iN3∂∂¯ |z|2
on U3 ∩ U1 ∩ U2. We compute
i∂∂¯(eλ3ρ3 − 1) = iλ3eλ3ρ3(∂∂¯ρ3 + λ3∂ρ3 ∧ ∂¯ρ3) ≥ iN3∂∂¯ |z|2 .
Hence,
(3.17) i∂∂¯ρ3 ≥ ie−λ3ρ3N3
λ3
∂∂¯ |z|2 − iλ3∂ρ3 ∧ ∂¯ρ3
on U3 ∩ U1 ∩ U2. On the other hand, we want to show
i∂∂¯(−(−ρ3)τ3) ≥ iM3(−ρ3)τ3∂∂¯ |z|2
on U3 ∩ U1 ∩ U2 ∩Ω. Expanding the left hand side, this is equivalent to
iτ3(1− τ3)(−ρ3)τ3−2∂ρ3 ∧ ∂¯ρ3 + iτ3(−ρ3)τ3−1∂∂¯ρ3 ≥ iM3(−ρ3)τ3∂∂¯ |z|2
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on U3 ∩ U1 ∩ U2 ∩Ω. To show this, we need
(3.18) i∂∂¯ρ3 ≥ iM3
τ3
(−ρ3)∂∂¯ |z|2 − i(1− τ3)(−ρ3)−1∂ρ3 ∧ ∂¯ρ3
on U3∩U1 ∩ U2∩Ω. Since ρ3 is close to zero near the boundary, the first term
on the right hand side of (3.17) is greater than the first term on the right hand
side of(3.18). Similarly, since 0 < τ3 < 1, the second term on the right hand
side of (3.17) bounds the second term on the right hand side of (3.18) when
ρ3 is sufficiently close to zero. Hence, we may shrink U3 sufficiently small so
that (3.18) holds.

With these tools in place, we are finally ready to prove our main theorem
for this section.
Proof of Theorem 1.3. First we will consider the possibility that K is an
annulus-like connected component of
{
p ∈ bΩ : ∂δ˜∂z (p) = 0 and ∂
2 δ˜
∂z∂z¯ (p) = 0
}
.
By assumption, there exist constants B ≥ A > 0 and C > 0 such that
A ≤ |z|2 ≤ B on K,
∣∣∣ ∂δ˜∂w∂z¯ ∣∣∣ ≤ C|z| on K, and 2τC1−τ logB − 2τC1−τ logA < pi. By
this last hypothesis, there exists a constant φ such that
sin
(
2τC
1− τ log t+ φ
)
> 0
on A ≤ t ≤ B. There then exists ε > 0 such that a positive solution of
(3.19) − 1
4
τ(1 − τ)2
(
∂g
∂t
(t) + t
∂2g
∂t2
(t)
)
− C
2
t2
τ3tg(t) ≥ ετ3tC
2
t2
on A ≤ t ≤ B is given by g(t) = c1 cos(2τC1−τ log t)+ c2 sin(2τC1−τ log t)− ε, where
c1 = sinφ and c2 = cosφ. Then (3.19) implies
(3.20) − 1
4
τ(1 − τ)2
(
∂g
∂t
(t) + t
∂2g
∂t2
(t)
)
> τ3tg(t)
C2
t2
.
Our hypotheses now imply that g satisfies (3.11).
Define h(z, w) = (g(|z|2))1−τ , and σ = −h(−δ˜)τ . Following the proof of
Theorem 1.1 backward from (3.11), we see that Hσ ≥ 0 on U ∩Ω, where U is
some neighborhood of K (see similar arguments in [21] and [27]). Therefore,
σ is plurisubharmonic in a neighborhood of U ∩ Ω.
Next, suppose K is a disk-like connected component of{
p ∈ bΩ : ∂δ˜∂z (p) = 0 and ∂
2δ˜
∂z∂z¯ (p) = 0
}
. We have shown in Lemma 3.1 that
there exists a real-valued function u satisfying (3.15) on K. Then on K,
(3.21)
∂u
∂z
= − ∂
2δ˜
∂z∂w¯
/
∂δ˜
∂w¯
= −4 ∂δ˜
∂w
∂2δ˜
∂z∂w¯
.
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Since ∂∂z¯ is tangential to K, we may differentiate both sides of (3.21) to obtain
∂2u
∂z¯∂z
= −4 ∂δ˜
∂w
∂3δ˜
∂z¯∂w¯∂z
− 4 ∂
2δ˜
∂z¯∂w
∂2δ˜
∂z∂w¯
on K. Since u is real-valued, this can be written
∂2u
∂z¯∂z
= −4Re
(
∂δ˜
∂w
∂3δ˜
∂z¯∂w¯∂z
)
− 4
∣∣∣∣∣ ∂
2δ˜
∂z∂w¯
∣∣∣∣∣
2
= −2 ∂
2
∂z¯∂z
∣∣∣∣∣ ∂δ˜∂w
∣∣∣∣∣
2
+ 2
∣∣∣∣∣ ∂
2δ˜
∂z∂w¯
∣∣∣∣∣
2
+ 2
∣∣∣∣∣ ∂
2δ˜
∂z∂w
∣∣∣∣∣
2
− 4
∣∣∣∣∣ ∂
2δ˜
∂z∂w¯
∣∣∣∣∣
2
.
Since (3.4) implies that
∣∣∣ ∂δ˜∂w ∣∣∣2 is constant and equations (3.7) and (3.8) imply
that
∣∣∣ ∂2 δ˜∂z∂w¯
∣∣∣2 = ∣∣∣ ∂2 δ˜∂z∂w
∣∣∣2, we are left with
∂2u
∂z¯∂z
= 0
on K. Let hˆ(z, w) = eτu(z,w)−s|z|
2
for s > 0 to be chosen later. Let p ∈ Ω
sufficiently close to the boundary of Ω satisfy pi(p) ∈ K. As in the proof of
Theorem 1.1 we set
a(p) = 4hˆ(p)τ |ρtw(pi(p))|2 |pz |2 − ∂
2hˆ
∂z∂z
(p),
so that
a(p) = eτu(p)−s|pz|
2
4τ |ρtw(pi(p))|2 |pz|2
− eτu(p)−s|pz|2
∣∣∣∣τ ∂u∂z (p)− spz
∣∣∣∣
2
− eτu(p)−s|pz |2
(
τ
∂2u
∂z∂z¯
(p)− s
)
.
Notice that (3.21), (3.8), and (3.5) imply
Re
(
∂u
∂z
(pi(p))(pi(p))z
)
= −4Re
(
∂δ˜
∂w
(pi(p))
∂2δ˜
∂z∂w¯
(pi(p))(pi(p))z
)
= −4|(pi(p))z|2Re(ρw(pi(p))ρtw¯(pi(p))) = 0.
Hence, using (3.4), (3.21), and (3.8), we have
∣∣∣∣τ ∂u∂z (pi(p)) − s(pi(p))z
∣∣∣∣
2
= τ2
∣∣∣∣∂u∂z (pi(p))
∣∣∣∣
2
+ s2|(pi(p))z |2
= 4τ2|(pi(p))z |2|ρtw(pi(p))|2 + s2|(pi(p))z |2.
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Since u is at least C2 and |pi(p) − p| = δ(p), we have∣∣∣∣τ ∂u∂z (p)− spz
∣∣∣∣
2
≤ 4τ2|pz|2|ρtw(pi(p))|2 + s2|pz|2 +O(−δ˜(p)).
Furthermore,
∂2u
∂z∂z¯
(p) ≤ ∂
2u
∂z∂z¯
(pi(p)) +O(−δ˜(p)),
so since ∂
2u
∂z∂z¯ (pi(p)) = 0, this allows us to simplify a as follows:
a(p) ≥ eτu(p)−s|pz|2 (s+ 4τ(1− τ)|pz |2|ρtw(pi(p))|2 − s2|pz|2)−O(−δ˜(p)).
Also as in the proof of Theorem 1.1, we set
b(p) =
1
4
hˆ(p)τ(1 − τ) = 1
4
eτu(p)−s|pz |
2
τ(1 − τ)
and
c(p) = hˆ(p)τρtw(pi(p))pz + τ
∂hˆ
∂z
(p)
∂δ˜
∂w¯
(p).
Using (3.21) and (3.8), we may simplify and obtain
|c(p)| ≤ τ(1−τ)eτu(p)−s|pz|2ρtw(pi(p))pz−sτeτu(p)−s|pz |
2
pz
∂δ˜
∂w¯
(p)+O(−δ˜(p)).
Hence, using (3.4) and (3.5),
a(p)b(p)− |c(p)|2 ≥
1
4
τ(1−τ)e2τu(p)−2s|pz|2 (s− s2|pz|2)− 1
4
τ2e2τu(p)−2s|pz|
2
s2|pz|2−O(−δ˜(p)).
Since b(p) > 0, the matrix
(
a(p) c(p)
c(p) b(p)
)
is positive definite provided that
a(p)b(p)−|c(p)|2 > 0, and this is true if 1−τ > s|pz|2 and −δ˜(p) is sufficiently
small. We assume that |pz|2 ≤ B on K. Hence, a(p)b(p) − |c(p)|2 > 0 if
s < 1−τB and −δ˜(p) is sufficiently small. As a result, Hσ ≥ 0 on U ∩ Ω for
some neighborhood U of K.
Finally, suppose K is a set of weakly pseudoconvex points satisfying the
hypotheses of Lemma 3.2. Then Lemma 3.2 gives us a defining function
which is plurisubharmonic on K. Following the construction of [16], we may
construct a defining function with a Diederich-Fornæss Index of τ near K.
Finally, we decompose the weakly pseudoconvex points into {Kj} where
each Kj is either disk-like, annulus-like or satisfies the hypotheses of Lemma
3.2. Let U1 be a neighborhood of the weakly pseudoconvex points such that
each connected component of U1 contains exactly one component Kj. Lemma
3.3 shows that there exists an appropriate defining function defined on some
neighborhood of bΩ.

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As an important special case, we now show that our results are sharp on
the worm domain.
Proof of Corollary 1.4. Let Mr = {(z, 0) : 1 ≤ |z| ≤ r} denote the annulus
containing all of the weakly pseudoconvex points in the boundary of Ωr. Let
ρr be the defining function given by Definition 2.1. Since r is taken to be
fixed, we will omit the subscript r in the following. For (z, w) ∈M, we have
∂ρ
∂w
(z, w) = e−i log|z|
2
,
∂2ρ
∂z¯∂w
(z, w) =
−iz
|z|2 e
−i log|z|2 , and(3.22)
∂2ρ
∂z∂w
(z, w) =
−iz¯
|z|2 e
−i log|z|2 .
We also have ∂ρ∂z (z, w) = 0. Let w = u+ iv, and z = x+ iy. Since
∂ρ
∂w
(z, w) =
1
2
∂ρ
∂u
(z, w)− i1
2
∂ρ
∂v
(z, w) = cos(log |z|2)− i sin(log |z|2),
the real normal vector will be
∇ρ(z, w) = (0, 0, 2 cos(log |z|2), 2 sin(log |z|2)),
and the real tangent space is spanned by T1 = (1, 0, 0, 0), T2 = (0, 1, 0, 0),
and T3 = (0, 0,− sin(log |z|2), cos(log |z|2)). We denote ∂ν = 12 ▽ ρ · ▽ and
∂3 = T3 · ∇. In this notation,
∂
∂w
=
1
2
e−i log|z|
2
(∂ν − i∂3).
Hence,
∂2δ˜
∂z¯∂w
(z, w) =
1
2
e−i log|z|
2
(
∂ν
∂δ˜
∂z¯
− i∂3 ∂δ˜
∂z¯
)
.
Since ∂3 and
∂
∂z¯ are tangential, ∂3
∂δ˜
∂z¯ (z, w) = |▽ρ(z, w)|−1 ∂3 ∂ρ∂z¯ (z, w) (see, for
example, the discussion preceding (2.9) in [19] for justification). Using (2.1) to
differentiate the gradient in the normal direction, we obtain ∂ν
∂δ˜
∂z¯ (z, w) = 0.
We get
∂2δ˜
∂z¯∂w
(z, w) = −i1
2
e−i log|z|
2 |∇ρ(z, w)|−1 ∂3 ∂ρ
∂z¯
(z, w).
On the other hand,
∂3 = ie
i log|z|2 ∂
∂w
− ie−i log|z|2 ∂
∂w¯
,
so
∂3
∂ρ
∂z¯
(z, w) = iei log|z|
2 ∂2ρ
∂w∂z¯
(z, w)− ie−i log|z|2 ∂
2ρ
∂w¯∂z¯
(z, w).
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Substituting (3.22), we compute
∂2δ˜
∂z¯∂w
(z, w) =
i
4
e−i log|z|
2 2z
|z|2 ,
so ∣∣∣∣∣ ∂
2δ˜
∂z¯∂w
(z, w)
∣∣∣∣∣ = 12 1|z| .
From Theorem 1.1, the Diederich-Fornæss Index is less than π2C log r2+π , for
every C < 12 , so the Diederich-Fornæss Index is less than or equal to
π
log r2+π .
On the other hand, Theorem 1.3 guarantees that the Diederich-Fornæss Index
is at least πlog r2+π , so the result is sharp. 
4. Existence of a Family of Good Vector Fields
In this section, we will relate the Diederich-Fornæss Index to other suffi-
cient conditions for global regularity. In [5], Boas and Straube defined Har-
togs domains that were “nowhere worm-like,” and showed that Condition
R is obtained on such domains. In the notation of the present paper, Ω is
nowhere worm-like if and only if ∂
2 δ˜
∂z∂w¯ = 0 on any annulus in the boundary
of Ω. Therefore, Theorem 1.3 implies that the Diederich-Fornæss Index for a
nowhere worm-like domain is equal to one.
Proof of Theorem 1.6. If a family of good vector fields exists, then the hy-
potheses of Theorem 2.11 in [21] are satisfied, and hence the Diederich-Fornæss
Index of Ω is equal to one.
Conversely, suppose that the Diederich-Fornæss Index of Ω is equal to one.
We will consider each connected component of the set of weakly pseudocon-
vex points separately. Since a disk is simply-connected, results of Boas and
Straube [6] can be used immediately to prove the existence of a family of
good vector fields in a neighborhood of a disk in the boundary. For sets K
satisfying the hypotheses of Lemma 3.2, we have a defining function that is
plurisubharmonic on K, so results of Boas and Straube [4] can be used to
prove the existence of a family of good vector fields. This leaves us with the
case of an annulus in the boundary.
From Theorem 1.1, if the Diederich-Fornæss Index is equal to one, then
for any annulus M in bΩ, the constants A, B, and C given by Theorem 1.1
must either satisfy A = B or for every C > 0 there exists (zC , wC) ∈M such
that
∣∣∣ ∂2δ˜∂w∂z¯ (zC , wC)
∣∣∣ ≤ C|zC | . When A = B, the result follows from Example
3 in [5]. In the other case, compactness of M (and z 6= 0 on M) guarantees
the existence of (z0, w0) ∈ M such that
∣∣∣ ∂2δ˜∂w∂z¯ (z0, w0)∣∣∣ = 0. Due to the
circular symmetry of the Hartogs domain, ∂
2δ˜
∂w∂z¯ (z0e
iθ, w0) = 0 for all θ ∈ R.
Hence D’Angelo’s 1-form α (see (3.16)) satisfies α = 0 on some circle in M .
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This shows that the cohomology class represented by α is trivial on M . By
Remark 5 in Section 4 of [6], there exists a family of good vector fields in a
neighborhood of M .

5. A Necessary Condition for the Existence of a Strong Stein
Neighborhood Basis
In [2], Bedford and Fornæss introduced a general criteria for the existence
of a Stein neighborhood basis. On a Hartogs domain, this criteria is relatively
easy to compute explicitly. LetM be the annulus in bΩ given in the statement
of Theorem 1.7. Let γ1 denote the boundary component of M parameterized
by (
√
Aeiθ, w) for θ ∈ R. For α defined by (3.16), we wish to compute c1 =∫
γ1
α. We have
c1 =
∫
γ1=
√
Aeiθ
− ∂
2δ˜
∂z∂w¯
(z, w)/
∂δ˜
∂w¯
(z, w)dz − ∂
2δ˜
∂z¯∂w
(z, w)/
∂δ˜
∂w
(z, w)dz¯
Using (3.8), we have
c1 =
∫
γ1=
√
Aeiθ
−ρtw¯(|z|
2
, w)z¯
ρw¯(|z|2 , w)
dz − ρtw(|z|
2
, w)z
ρw(|z|2 , w)
dz¯
=
∫ 2π
0
−2Re
(
ρtw¯(A,w)
ρw¯(A,w)
iA
)
dθ.
Since the integrand is now constant with respect to θ, we have
(5.1) c1 = −2Re
(
2piiA
ρtw¯(A,w)
ρw¯(A,w)
)
.
Let ω(z) = c14π log
|z|2
B , and let γ0 denote the boundary component of M
parameterized by (
√
Beiθ, w) for θ ∈ R. Clearly ω is harmonic and ω(z) = 0
for z ∈ γ0. If we define dcω = i(∂¯ − ∂)ω, then∫
γ1
dcω = i
∫
γ1
c1
4piz¯
dz¯ − i
∫
γ1
c1
4piz
dz = c1.
When |z|2 = A, we have ω(z) = a1, where a1 is the constant given by
(5.2) a1 =
c1
4pi
log
A
B
.
Using Bedford and Fornæss’s main result in [2], we immediately obtain
Theorem 5.1 (Bedford and Fornæss). Let Ω ⊂ C2 be a Hartogs domain
with C4 boundary that is strongly pseudoconvex except on an annulus M =
{(z, w) : A ≤ |z|2 ≤ B} ⊂ bΩ. Let c1 and a1 be given by (5.1) and (5.2). If
|a1| < pi then Ω¯ admits a Stein neighborhood basis, and if |a1| > pi then Ω¯
does not admit a Stein neighborhood basis.
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We first carry out some computations to rephrase Bedford and Fornæss’s
result in terms of the curvature term that we have been studying in this paper:
Proof of Theorem 1.7. First, we assume we have
∣∣∣ ∂2δ˜∂z∂w¯ (z, w)∣∣∣ < π2√A|log AB |
when |z|2 = A. Using (3.8), we have∣∣∣∣∣ ∂
2δ˜
∂z∂w¯
(z, w)
∣∣∣∣∣ = |ρtw¯(A,w)z¯| = |ρtw¯(A,w)|
√
A.
Using (3.4) and (5.1), we have |c1| < 8piA
∣
∣
∣
∂2 δ˜
∂z∂w¯
(z,w)
∣
∣
∣
√
A
, so (5.2) gives us
|a1| =
∣∣∣∣ c14pi log AB
∣∣∣∣ < 2√A
∣∣∣∣∣ ∂
2δ˜
∂z∂w¯
(z, w)
∣∣∣∣∣
∣∣∣∣log AB
∣∣∣∣ < pi.
By Theorem 5.1, this implies a Stein neighborhood basis exists.
Next, we assume
∣∣∣ ∂2δ˜∂z∂w¯ (z, w)∣∣∣ > π2√A|log AB | when |z|2 = A. Observe that
the Taylor series in w for δ˜ near M must be of the form
δ˜(z, w) = Re(weiθ(|z|
2)) +O(|w|2),
for some smooth real-valued function θ. On M , we have
∂δ˜
∂w
(z, w) =
1
2
eiθ(|z|
2)
and
∂2δ˜
∂z¯∂w
(z, w) =
1
2
eiθ(|z|
2)iθ′(|z|2)z.
When |z|2 = A, we may substitute this into (5.1) to obtain
c1 = −4piAθ′(A).
On M, ∣∣∣∣∣ ∂
2δ˜
∂z¯∂w
(z, w)
∣∣∣∣∣ = 12
∣∣∣θ′(|z|2)∣∣∣ |z| ,
so when |z|2 = A we have
|c1| = 8pi
√
A
∣∣∣∣∣ ∂
2δ˜
∂z¯∂w
(z, w)
∣∣∣∣∣ .
Using (5.2), our hypothesis implies that |a1| > pi, so no Stein neighborhood
basis exists by Theorem 5.1.

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Proof of Corollary 1.8. LetM = {(z, w) : A ≤ |z|2 ≤ B} be an annulus in the
boundary of Ω. Since the Diederich-Fornæss Index of Ω is equal to one, we may
apply Theorem 1.1 to the annulus Mε = {(z, w) : A ≤ |z|2 ≤ A + ε} for any
ε > 0 and conclude that for every ε > 0 there exists a circle (rεe
iθ, w) ⊂ Mε
on which ∂
2 δ˜
∂w∂z¯ = 0. By continuity,
∂2 δ˜
∂w∂z¯ = 0 when |z|2 = A. Hence, Theorem
1.7 guarantees the existence of a Stein neighborhood basis for Ω. 
Proof of Theorem 1.9. We define hˆ as in the proof of Theorem 1.1. Following
the proof of that Theorem, we see that the complex Hessian of σ is positive
semi-definite on Ω ∩ U for a neighborhood U of p in M only if the matrix(
a(p) c(p)
c¯(p) b(p)
)
is positive semi-definite, where
a(p) = −4hˆ(p)τ |ρtw(p)|2 |pz|2 + ∂
2hˆ
∂z∂z
(p),
b(p) =
1
4
τ(τ − 1)hˆ(p), and
c(p) = hˆ(p)τρtw(p)p¯z + τ
∂hˆ
∂z
(p)
∂δ˜
∂w¯
(p).
Since τ > 1 implies b(p) > 0, it suffices to check a(p)b(p) − |c(p)|2 ≥ 0. If we
again write pt = |z|2 and hˆ = g1−τ for some g > 0, this is equivalent to
(5.3) − 1
4
τ(1 − τ)2
(
∂g
∂t
(p) + pt
∂2g
∂t2
(p)
)
− τ3ptg(p) |ρtw(p)|2 ≥ 0.
Our assumptions imply |ρtw(p)| > Ct , so (5.3) implies
−1
4
τ(1 − τ)2
(
∂g
∂t
+ t
∂2g
∂t2
)
− τ3tg
(
C2
t2
)
g > 0,
for A ≤ t ≤ B, where we have again omitted the dependence on p since this
no longer depends on arg pz or pw.
We will show that this implies a contradiction. Let g˜(s) = g(es), i.e., we
will use the substitution t = es where logA ≤ s ≤ logB . Then (5.3) takes
the form
(5.4)
1
4
τ(1 − τ)2
(
d2g˜
ds2
)
+ τ3C2g˜ < 0.
After making the substitution u =
√
τ3C2
1
4
τ(1−τ)2 s =
2τC
τ−1s, where
2τC
(τ − 1) logA < u <
2τC
(τ − 1) logB,
(5.4) implies
(5.5)
d2g˜
du2
+ g˜ < 0.
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If 2τC(τ−1) log
B
A ≥ pi, then we obtain a contradiction as in the proof of Theorem
1.1.
Therefore, we must have ττ−1 <
π
2C log B
A
. Since τ > 1, we must have
1− 2C log
B
A
pi
> 0 and τ >
1
1− 2C log BAπ
.

Proof of Corollary 1.10. As in the proof of Corollary 1.4, we know that∣∣∣∣∣ ∂
2δ˜
∂z¯∂w
(z, w)
∣∣∣∣∣ = 12|z|
on M . Since we have parameterized the worm domain so that B = r2 and
A = 1, then Theorem 1.7 guarantees the existence of a Stein neighborhood
basis if 12 <
π
2 log r2 , and no Stein neighborhood basis can exist if
1
2 >
π
2 log r2 .
Since the hypotheses of Theorem 1.9 are satisfied for any C < 12 , the existence
of a strictly positive function h such that σ is plurisubharmonic on some
neighborhood of Ω¯ will imply that π2 log r2 ≥ 12 and τ ≥ ππ−log r2 . 
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