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Abstract—Linear minimum mean-square error (L-MMSE)
equalization is among the most popular methods for data detec-
tion in massive multi-user multiple-input multiple-output (MU-
MIMO) wireless systems. While L-MMSE equalization enables
near-optimal spectral efficiency, accurate knowledge of the signal
and noise powers is necessary. Furthermore, corresponding VLSI
designs must solve linear systems of equations, which requires
high arithmetic precision, exhibits stringent data dependencies,
and results in high circuit complexity. This paper proposes the
first VLSI design of the NOnParametric Equalizer (NOPE),
which avoids knowledge of the transmit signal and noise powers,
provably delivers the performance of L-MMSE equalization for
massive MU-MIMO systems, and is resilient to numerous system
and hardware impairments due to its parameter-free nature.
Moreover, NOPE avoids computation of a matrix inverse and
only requires hardware-friendly matrix-vector multiplications.
To showcase the practical advantages of NOPE, we propose
a parallel VLSI architecture and provide synthesis results in
28 nm CMOS. We demonstrate that NOPE performs on par
with existing data detectors for massive MU-MIMO that require
accurate knowledge of the signal and noise powers.
I. INTRODUCTION
It is widely believed that massive multi-user multiple-input
multiple-output (MU-MIMO) will be a core technology for fifth-
generation (5G) wireless systems. Massive MU-MIMO relies
on base-station (BS) architectures with hundreds of antenna
elements and radio-frequency (RF) chains that serve tens of
user equipments (UEs) in the same time-frequency resource.
While this emerging technology enables unprecedented spectral
efficiency by means of fine-grained beamforming [1], [2], it
also poses significant practical implementation challenges.
A. The Case for Nonparametric Equalization
Data detection in the uplink (UEs transmit data to the BS)
is among the most critical tasks from a spectral efficiency and
hardware complexity perspective [3]. While optimal MIMO
data detection is known to be NP-hard [4], it has been shown
in [3], [5] that linear minimum mean-square error (L-MMSE)
equalization enables near-optimal performance in massive MU-
MIMO systems. However, L-MMSE equalization requires accu-
rate knowledge of the signal and noise powers [6]. Furthermore,
corresponding hardware designs must solve linear systems
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of equations, which requires high arithmetic precision and
suffers from stringent data dependencies—both of these aspects
result in relatively high circuit complexity [7]–[11]. In addition,
practical massive MU-MIMO BS designs will most likely rely
on inexpensive RF circuitry which suffers from numerous
impairments, including amplifier nonlinearities, phase noise,
and quantization artifacts [12], [13]. The presence of non-ideal
hardware necessitates the design of new equalization algorithms
that are resilient to real-world hardware imperfections.
Recently, a novel algorithm called NonParametric Equalizer
(NOPE, for short) was proposed in [6]. NOPE does not require
knowledge of the signal and noise powers while provably
achieving the performance of L-MMSE equalization in massive
MU-MIMO systems. NOPE combines approximate message
passing (AMP) [14] with Stein’s unbiased risk estimator
(SURE) [15] and mismatched data detection [16], which renders
this algorithm resilient to numerous hardware impairments
while being computationally efficient: NOPE only requires
matrix-vector products and avoids a computation of costly
matrix inverses or matrix decompositions, which are typically
required by L-MMSE equalizer algorithms. Despite all these
advantages, NOPE has been designed only for idealistic channel
models and has not yet been integrated in hardware.
B. Contributions
In this paper, we generalize NOPE to practical channels and
provide, to the best of our knowledge, its first VLSI design.
Our contributions are summarized as follows:
• We propose a set of algorithm-level modifications that enable
NOPE to operate on more realistic MU channels.
• We develop a VLSI architecture that relies on Cannon’s
algorithm [17] to achieve high throughput at low area.
• We show reference VLSI synthesis results in 28 nm CMOS
for a 64 BS antenna, 16 UE massive MU-MIMO system.
• We compare NOPE to existing massive MU-MIMO equaliz-
ers requiring knowledge of the signal and noise powers.
Our results demonstrate that massive MU-MIMO has the
unique potential to design parameter-free algorithms, such as
NOPE, that perform on par with solutions that require accurate
knowledge of critical system and model parameters.
C. Notation
Lowercase and uppercase boldface letters designate column
vectors and matrices, respectively. The transpose and conjugate
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transpose of a matrix A are denoted by AT and AH, respec-
tively; the entry on the kth row and `th column of A is Ak,`.
The M ×M identity matrix is denoted by IM and the M ×N
all-zeros matrix by 0M×N . The kth entry of a vector a is ak.
We define the Hadamard product as ◦. For an N -dimensional
vector a, we define 〈a〉 = 1N
∑N
k=1 ak. The probability density
function (PDF) of a circularly-symmetric complex-valued
Gaussian random vector with covariance matrix K is denoted
by CN (0,K). Expectation and variance with respect to the
random vector a is denoted by Ea[·] and Vara[·], respectively.
II. A PRIMER ON L-MMSE EQUALIZATION
We now introduce the system model and review the basics
of L-MMSE equalization. We then discuss NOPE.
A. System Model
We consider the input-output relation y = Hx+n to model
a massive MU-MIMO uplink system operating in a frequency-
flat channel [3]. The vector y ∈ CB contains the received
signals at the BS; B denotes the number of BS antennas;
the matrix H ∈ CB×U represents the uplink MIMO channel;
U denotes the number of UEs; the transmit signal vector is
x ∈ CU ; and the vector n ∈ CB models receive noise, which
has i.i.d. circularly-symmetric complex Gaussian entries with
variance N0 per entry. Throughout this paper, we assume that
the transmit signal vector x has i.i.d. entries so that p(x) =∏U
u=1 p(xu), where p(·) models the signal prior (e.g., a 16-
QAM constellation) with zero mean and signal variance Ex =
E
[|xu|2], u = 1, . . . , U . We require the following definitions.
Definition 1. The antenna ratio is defined as β = U/B.
Definition 2. The large-antenna limit is defined by fixing the
antenna ratio β and letting U →∞.
Definition 3. The channel matrix H is said to have uniform
channel gains if the entries are i.i.d. circularly-symmetric
complex Gaussian with variance 1/B per complex entry.
B. Basics of L-MMSE Equalization
L-MMSE equalization is among the most popular methods
to compute an estimate for x from y and from knowledge of
the channel matrix H, and enjoys widespread use for data
detection in MIMO systems [7], [18]–[20]. The relatively
low computational complexity (except for the inversion of
a potentially large matrix) and acceptable performance render
this method a feasible alternative to more complicated data
detection algorithms. Moreover, it has been shown in [3], [5]
that L-MMSE equalization enables (often significantly) higher
achievable rates than zero-forcing (ZF) or maximum ratio
combining (MRC)-based equalizers in massive MU-MIMO
systems. However, to enable near-optimal spectral efficiency
via L-MMSE equalization, accurate knowledge of the signal
and noise powers is required; see, e.g., [6], [21].
Mathematically, the goal of L-MMSE equalization is to
compute a linear estimate xˆ = Wy from the receive vector y
that minimizes the MSE = Ex,n
[‖xˆ− x‖2] using knowledge
of the channel matrix H as well as the signal and noise powers,
Ex and N0, respectively. For a circularly-symmetric complex-
valued transmit signal x, the equalization matrix W ∈ CU×B
is given by W = (HHH + N0Ex IU )
−1HH. If the signal x is
zero-mean and real-valued (e.g., for BPSK signals), then the
optimal linear estimator for the real part xRe is given by
xˆRe =
(
HTReHRe +H
T
ImHIm +
N0
2Ex
IU
)−1
(HTReyRe +H
T
ImyIm),
where HRe, HIm, yRe, and yIm are the real and imaginary
parts of H and y, respectively; the imaginary part of the
estimate is xˆIm = 0U×1. Clearly, L-MMSE equalization relies
on knowledge of the quantities ρ = N0/Ex or ρ = N0/(2Ex),
which requires (i) means to detect whether the transmit signals
are real- or complex-valued and (ii) an accurate estimate of ρ
that is commonly acquired in a dedicated training phase [22].
C. L-MMSE Equalization via AMP
As shown in [16], L-MMSE equalization can be implemented
using the mismatched complex Bayesian AMP (mcB-AMP)
framework. By assuming a mismatched Gaussian signal prior
distribution p˜(x) =
∏U
i=u p˜(xu) with p˜(xu) ∼ CN (0, Ex)
instead of the true signal prior X0 ∼ p(x0) (e.g., two Dirac
delta functions concentrated at −1 and +1 for BPSK), one
can design the following parametric L-MMSE algorithm:
Algorithm 1 (L-MMSE-AMP [16]). Initialize t = 1, x1u = 0,
u = 1, . . . , U , and r1 = y −Hx1. Then, for every iteration
t = 1, . . . , tmax compute the output zt via the following steps:
σ˜2t =
1
B ‖rt‖
2
2
τ t = arg minτ≥0 Ψ(σ˜
2
t , τ) (1)
zt = xt +HHrt
xt+1 = Fmm
(
zt, τ t
)
(2)
rt+1 = y −Hxt+1 + βrt〈F′mm(zt, τ t)〉. (3)
Here, the posterior mean function Fmm(xu, τ) = ExEx+τ xu and
F′mm(xu, τ) = ExEx+τ operate element-wise on vectors. We
furthermore need the MSE function: Ψ(σ˜2t , τ) =
τ2Ex+σ˜
2
tE
2
x
(Ex+τ)2
.
Interestingly, the estimate zˆ = limt→∞ zt computed by
L-MMSE-AMP exhibits the same MSE as that of the L-
MMSE equalizer in the large-antenna limit and for matrices H
with uniform channel gains [16]. While this is an asymptotic
equivalence, reference [6] has shown that the error-rate perfor-
mance of L-MMSE-AMP is virtually indistinguishable from
an L-MMSE equalizer in practical (finite-dimensional) massive
MU-MIMO systems for a small number of iterations tmax
(ten or fewer). Clearly, Algorithm 1 mainly relies on matrix-
vector multiplications, which enables parallel hardware designs.
However, the exact knowledge of Ex is still required.
III. NONPARAMETRIC EQUALIZER: NOPE
We now summarize the necessary steps to free Algorithm 1
from knowledge of the signal power, leading to NOPE. We
then propose a generalization of the algorithm that makes it
suitable for more realistic MIMO system scenarios.
A. The NOPE Algorithm
To develop NOPE, we wish to automatically tune the
signal power Ex and the parameter τ t. To this end, we first
introduce the parameter γt = Ex/τ t and reparametrize the
functions Fmm(xu, γt) = γ
t
γt+1xu and F
′mm(xu, γt) = γ
t
γt+1 in
Algorithm 1. Now, only a single parameter must be tuned per
iteration, i.e., γt. Interestingly, [16, Thm. 3] shows that optimal
parameter tuning is achieved by tuning each parameter γt by
minimizing (1) separately at iteration t starting from t = 1
to tmax. Hence, the remaining piece is to replace the MSE
function Ψ with a function that does not depend on the true
signal prior p(x0). As shown in [6], one can use Stein’s
unbiased risk estimate (SURE) [15] to extract an estimate
of the MSE function Ψ as
Ψˆ(σ˜2t , γ
t) = σ˜2t
γt−1
γt+1 +
‖zt‖22
U(γt+1)2 . (4)
Since the minimum of Ψˆ is given by γtmin =‖zt‖22/(Uσ˜2t )− 1
we can replace the tuning stage in (1) by γtmin, which leads
to NOPE. As proven in [6, Cor. 6], NOPE achieves the
performance of an L-MMSE equalizer in the large antenna
limit given that H has uniform channel gains and for t→∞.
B. Robust Version of NOPE
NOPE and Algorithm 1 require the matrix H to have uniform
channel gains. However, in practice each UE typically has a
different large-scale fading gain (e.g., affected by the distance
to the BS), resulting in channel matrices H whose columns
have different scale. We now show how NOPE can be made
robust to such channels. As in [6], one can rewrite the channel
matrix as H = H˜D, where each element of H˜ is distributed
as CN (0, 1/B) and D is diagonal containing the uth UE’s
individual large-scale fading gain du. For this model, one
must estimate the gain of the uth UE by
∑B
b=1|Hb,u|2 =
d2u
∑B
b=1 |H˜b,u|2, which converges to d2u in the large-antenna
limit. Thus, D is estimated with a diagonal matrix D̂, where
the uth diagonal element is given by dˆu. To enable NOPE to
support nonuniform channel gains, we modify the posterior
mean function in (2) into an element-wise operation [6]
Fmmu (z
t
u, τ
t) = Ex
Ex+τt/dˆ2u
ztu. (5)
Furthermore, step (3) in Algorithm 1 must be replaced by
rt+1 = y −Hxt+1 + βrt 1U
∑U
u=1 F
′mm
u (z
t
u, τ
t)
to take into account the fact that different functions Fmmu (z
t
u, τ
t)
are used for each UE. This generalization also requires new
estimates for the parameters Ex and τ t in (5). As shown in [6,
Thm 7], both of these parameters can be estimated as follows
Eˆtx =
vtz−2vtr∑U
u=1 dˆ
2
u
and τˆ t = 1B ‖rt‖2, (6)
where we introduced shorthand notation vtz =
∑U
u=1 dˆ
2
u|ztu|2
for the weighted-norm of zt with respect to its large-scale
fading gains, and vtr = β‖r‖22 /2 for the residual norm.
The remaining piece of our robust NOPE is to enable
L-MMSE data detection for BPSK constellations for which
Algorithm 2 Robust version of NOPE
1: inputs: H ∈ CB×U and y ∈ CB
2: precompute: dˆ2u =
∑B
b=1|Hb,u|2, dˆ−2u = 1/dˆ2u for all
u = 1, . . . , U , and 〈dˆ2〉 = 1U
∑U
u=1 dˆ
2
u
3: initialize: t = 1, x1 = 0U×1, and 〈α〉 = 0
4: for t = 1, 2, . . . , tmax do
5: rt = y −Hxt + β2 〈α〉rt (residual update)
6: vtr =
β
2 ‖rt‖
2
2 (norm of r
t)
7: zt = xt + dˆ−2 ◦ (HHrt)
8: vtz,Re =
∑U
u=1 dˆ
2
uRe{ztu}2 (weighted norm of Re{zt})
9: vtz,Im =
∑U
u=1 dˆ
2
uIm{ztu}2 (weighted norm of Im{zt})
10: Kt = (vtr〈dˆ2〉)−1
11: for u = 1, . . . , U do
12: αtu,Re = (1 + (K
tdˆ2u(v
t
z,Re − vtr))−1)−1
13: αtu,Im = (1 + (K
tdˆ2u(v
t
z,Im − vtr))−1)−1
14: xt+1u = α
t
u,ReRe{ztu}+ jαtu,ImIm{ztu}
15: αtu = α
t
u,Re + α
t
u,Im (Onsager constant)
16: ρtu = (2B/β)K
t〈dˆ2〉dˆ2u (post-equalization SNR)
17: end for
18: t = t+ 1
19: end for
20: output: L-MMSE estimate zt and post-equalization SNR
values ρtu for each UE u = 1, . . . , U
the imaginary part of x is zero. In fact, assuming a circularly-
symmetric complex Gaussian prior for BPSK signals is a poor
match as the imaginary part is zero. We generalize NOPE
by estimating the signal variance Ex in (6) for the real and
imaginary parts separately, which enables us to automatically
adapt NOPE to the used constellation set. To do so, we
decompose the weighted-norm of zt denoted by vtz, into real
and imaginary parts, i.e., vtz = v
t
z,Re + v
t
z,Im. More specifically,
we can estimate the necessary variances as
Eˆtx,Re =
vtz,Re−vtr∑U
u=1 dˆ
2
u
and Eˆtx,Im =
vtz,Im−vtr∑U
u=1 dˆ
2
u
,
for which Eˆtx,Re + Eˆ
t
x,Im = Eˆ
t
x. With all these ingredients, we
arrive at the generalized NOPE algorithm in Algorithm 2.
C. Numerical Results
Figure 1 shows uncoded bit error-rate (BER) simulation
results in a B = 64 BS antenna, U = 16 UE massive MU-
MIMO system with BPSK, 16-QAM, and 256-QAM. We
show the performance of exact L-MMSE equalization, as
well as the performance of NOPE for both infinite and fixed-
precision. Solid lines correspond to floating-point precision, and
circle markers correspond to fixed-point precision simulations
of NOPE. Evidently, the BER performance of NOPE with
tmax = 5 iterations (tmax = 7 for 256-QAM) is virtually
indistinguishable from the exact L-MMSE estimator, which
requires accurate knowledge of both the signal and noise
powers. Due to its parameter free nature, NOPE is suitable for
situations in which the signal and noise powers change rapidly
(e.g., due to interference) or if the transmit constellation is
unknown and must be estimated prior to data detection.
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Fig. 1. Uncoded bit error-rate of NOPE algorithm in a 64 × 16 massive
MU-MIMO system with Rayleigh fading channel matrices. NOPE closely
approaches the performance of the L-MMSE estimator that requires exact
knowledge of the signal and noise powers. Furthermore, fixed-point arithmetic
in NOPE (shown with circle markers) does not exhibit a significant BER
performance loss compared to infinite-precision arithmetic (continuous lines).
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Fig. 2. Each iteration of the NOPE is partitioned into two main units: matrix-
vector unit (left) and parameter estimation unit (right). Both units require an
identical number of clock cycles, which allows us to process two independent
problems via coarse-grained pipeline interleaving.
IV. VLSI ARCHITECTURE AND SYNTHESIS RESULTS
We now propose a very-large scale integration (VLSI)
architecture of the NOPE algorithm for a B = 64 BS
antenna, U = 16 UE massive MU-MIMO system. We then
discuss the most essential optimization steps and finally present
implementation results in a 28 nm CMOS technology.
A. Architecture Overview
We partition the NOPE iterations into two phases, each
executed by a separate unit; see Fig. 2 for an architecture
overview. The matrix-vector unit (MVU) executes the necessary
matrix-vector multiplications and the estimation unit (EU)
implements automatic parameter tuning.
The MVU performs the matrix-vector multiplication required
to compute the 16 dimensional output vector z (line 7 of Alg. 2)
and the scalar ‖r‖22 (line 5 of Alg. 2). The EU implements the
mean and variance estimation to compute the posterior mean x
(line 14 of Alg. 2) and Onsager constant 〈α〉 (line 15 of
Alg. 2). In addition, we compute the per-user post-equalization
SNR ρ (line 16 of Alg. 2), which is required for log-likelihood
row1
row2
row3
post-shift
pre-shift
Fig. 3. Illustration of the matrix-vector unit (MVU) that computes computes
Hx and HHr in a 3× 3 system via Cannon’s algorithm. To compute Hx,
we circularly shift the inputs (pre-shift); to compute HHx, we circularly shift
the outputs (post-shift). This approach enables column-wise storage of the
entries of H without causing access contentions, leading to high throughput.
ratio (LLR) value calculations to perform soft-output data
detection. Both units carry out their tasks in the same number
of clock cycles, which enables us to process two independent
equalization problems concurrently in the same architecture by
means of coarse-grained pipeline interleaving.
B. Architecture Details
We now provide architecture details for the MVU and EU,
and briefly discuss the key fixed-point implementation aspects.
1) MVU Details: The MVU computes both Hx and HHr in
a single unified architecture, similarly to the architecture in [8].
We divide the 64× 16-dimensional channel matrix H into four
16× 16 blocks, each of which are processed using a separate
MVU, which we refer to as MVU-m, m ∈ {1, 2, 3, 4}. Each
16 × 16 matrix-vector multiplication is carried out using 16
complex-valued multiply-accumulate (MAC) units; the matrix-
vector operation is carried out on a column-by-column basis
so that each MAC unit is associated to a row of the matrix.
A straightforward approach to compute Hx would be to
broadcast the 16-dimensional vector x to all MVUs. To
compute HHr within the same architecture, access contentions
would arise as one would need to be able to read all entries
from the row of HH and sum all partial products. To enable
highly parallel matrix-vector computation without causing
access contentions, we use an architecture as depicted in Fig. 3
that performs a variant of Cannon’s algorithm [17]. Let A be a
16×16 block of H where each row r is cyclically shifted by its
index. To compute Ax, the input x is first loaded into the input
shift registers (the pre-shift block). We then circularly shift the
entries of this shift register while sequentially calculating the
MAC operations with entries of the matrix A; the outputs are
accumulated in the registers at the output of each MAC unit.
This effectively implements a column-by-column matrix-vector
operation in 16 clock cycles. To compute HHr, we load r into
the input shift register but no cyclical shifts are carried out.
Instead we cyclically exchange the outputs (the post-shift block)
while accumulating the results. This effectively implements a
row-by-row matrix-vector operation in 16 clock cycles.
TABLE I
SYNTHESIS RESULTS OF NOPE FOR A 64 BS ANTENNA, 16 UE SYSTEM
AND COMPARISON TO EXISTING MASSIVE MU-MIMO DATA DETECTORS.
This work Prabhu [9] Tang [10] Peng [11] Castañeda [23]
System (B × U ) 64× 16 128× 8 128× 32 128× 8 128× 8
Algorithm NOPE MMSE/ZFa MPD MMSE SDR
Parameters none Ex,N0c Ex,N0 Ex,N0 Ex,N0
Modulation 256-QAM 256-QAM 256-QAM 64-QAM QPSK
Preproc. included no yes no yes no
Preproc. quantities col. gains – Gram mat. – Gram mat.
Results synthesis ASIC ASIC ASIC post-layout
Technology [nm] 28 28 40 65 45
Area [mm2] 0.28 1.10 0.58 2.57 0.48
Frequency [MHz] 800 300 425 680 560
Throughput [Gb/s] 0.92 0.30 2.76 1.02 0.13
Eff.b [Gb/s/mm2] 3.29 0.27 13.87 4.96 1.08
athis design also supports precoding; bstandard technology scaling rules apply;
cthe ZF mode does not require any parameters.
After the computation of HHr, we have to accumulate the
results of the four 16×16 blocks. We do this over two additional
clock cycles: in cycle 1, MVU-1 and MVU-4 pass their result
to MVU-2 and MVU-3 for accumulation; in cycle 2, MVU-2
passes its result to MVU-3 to obtain the final result.
2) EU Details: The EU computes the posterior mean x and
Onsager constant 〈α〉. To this end, the EU first computes the
16-dimensional norm of the real and imaginary part of z, vz,Re
and vz,Im. We employ two MAC units which compute the real
and imaginary parts over 16 clock cycles. Once vz,Re and vz,Im
are completed, we compute the so-called denoising parameter
αu,Re (line 12 of Alg. 2) and αu,Im (line 13 of Alg. 2) for
each u-th UE sequentially over 16 clock cycles. We note that
the function (1 + x−1)−1 = 1 − (1 + x)−1 ∈ [0, 1) in lines
12 and 13 of Alg. 2 is numerically stable so we employ a
single-iteration of the LUT-based Newton-Raphson procedure.
3) Fixed-Point Arithmetic: In order to achieve low hardware
complexity and high throughput, our design uses fixed-point
arithmetic. We first globally scale H so that the real and
imaginary entries are less than 1. We then quantize each element
of H to 10 fraction bits, and y to 6 integer and 4 fraction bits.
The fixed-point performance of our NOPE design is shown in
Fig. 1. The solid lines correspond to floating-point performance,
the markers to the fixed-point performance of our golden model.
C. Implementation Results and Conclusion
Table I shows synthesis results for NOPE in a 28 nm CMOS
technology and compares our design to existing data detectors
for massive MU-MIMO. We note that the numbers reported
in Table I for NOPE are based on synthesis results; an ASIC
design is part of ongoing work. While our design is comparable
to other designs in terms of hardware efficiency, we emphasize
that NOPE is completely parameter-free (other than knowledge
of H and y), which makes it more resilient to parameter
mismatch and dynamic variations of the system compared to
all the other methods. In addition, NOPE requires a minimal
amount of preprocessing, i.e., dˆ2 and dˆ−2, in contrast to, e.g.,
the design of [10] that requires computation of the Gram which
often dominates the complexity of massive MU-MIMO data
detectors [3]. In summary, NOPE is a robust “fire-and-forget”
equalization algorithm for MU-MIMO systems that achieves L-
MMSE performance at competitive implementation complexity.
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