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Abstract 
An automatic, reliable and efficient prediction system for protein subcellular localization  can be used for establishing 
knowledge of the spatial distribution of proteins within living cells and permits to screen systems for drug discovery 
or for early diagnosis of a disease. In this paper, we propose a  two-stage multiple classifier system to improve 
classification reliability by introducing rejection option. The system is built as a  cascade of two classifier ensembles. 
The first ensemble consists of set of binary SVMs which generalizes to learn a  general classification rule and the 
second ensemble focus on the exceptions rejected by the rule. To enhance diversity for the classifier ensembles, 
multiple features are introduced, including the local binary patterns (LBP), Gabor filtering and Gray Level 
Coocurrence Matrix (GLCM). Using the public benchmark  2D HeLa cell images, a high classification accuracy 96% 
is obtained  with rejection rate 21%. 
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1.Introduction 
Determining a protein's location within a cell is critical to understanding its function and to build 
models that capture and simulate cell behaviours.  The knowledge of the location of all proteins will be 
essential for early diagnosis of disease and/or monitoring of therapeutic effectiveness of drugs. The most 
widely used method for determining protein subcellular location is fluorescence microscopy. Over the 
past decade, there has been much progress in the classification of subcellular protein location patterns 
from fluorescence microscope images [1,2]. Machine learning methods such as artificial neural networks 
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and Support Vector Machine have been utilized for the task in conjunction with various  feature 
extraction methods from fluorescence microscopy images.  
In previous studies, classification accuracy was the only pursuit, aiming to produce a classifier with the 
smallest error rate possible. In many applications, however, reject option for classifiers by allowing for an 
extra decision expressing doubt is important.  For instance, in early diagnosis of disease or monitoring of 
therapeutic effectiveness of drugs, it is more important to be able to reject an example of subcellular 
phenotype image when there is no  sufficiently high degree of accuracy, since the consequences of 
misclassification are severe and scientific expertise is required to exert control over the accuracy of the 
classifier  thus making reliable determination. Therefore, we are motivated to investigate the option of 
classification scheme with rejection paradigm to meet the desirable functionality of  subcellular 
phenotype images classification whereby the system generates decisions with confidence larger than 
some prescribed threshold and transfers the decision on cases with lower confidence to a human expert.  
As a typical multi-class  classification issue, subcellular phenotype images classification involves two 
interweaved parts: feature representation and classification. Many of the off-the-shelf standard classifiers 
such as multiple layer perceptron  can be directly applied together with different possible feature sets 
which are  potentially useful for separating different classes of subcellular phenotype. However, it is 
almost impossible to find a feature set that is universally informative for separating all classes 
simultaneously. A better alternative solution to the problem, therefore, is to train different classifiers on 
distinct feature sets to fit the different characteristics. In our study,  three kind of texture feature 
representations  were considered, together with the Subcellular Location Features (SLF)  [1,2]. The three 
texture feature expressions are the local binary patterns (LBP) [3], Gabor filtering [5] and Gray Level 
Coocurrence Matrix (GLCM) [6]. The LBP operator has been proved a powerful means of texture 
description, which  is computationally simple. Gabor filter  is another widely adopted operator for texture 
properties description  and has been shown to be very efficient in many applications [5]. The Gray Level 
Coocurrence Matrix (GLCM) method is characterised by its capability of extracting second order 
statistical texture features when considering the spatial relationship of pixels and has been  proved to be a 
promising method in many image analysis tasks. These kinds of texture features alone might, however, 
have limited power in describing the complex features from microscopy images related to the subcellular 
protein location patterns. 
Our work follows  the hybrid classification paradigm,  which combines classifiers to yield more 
accurate recognition rates when different classifiers contributes partially with different features.  With the 
2D HeLa images, a sample  can be either classified or rejected.  The objective of reject option is  to 
improve classification reliability  and leave the control of classification accuracy to human expert.  
Comparing with some earlier cascading classifier paradigms,  our proposed system is composed of 
different classifiers each specializes with different set of features. In our implementation,  one-vs-all 
SVMs are employed in the first stage to obtain high accuracy for easier inputs and reject a subset of class 
assignments which is harder or ambiguous. A second stage classifier ensemble consists of three different 
kind of multi-class classifiers working in parallel (random forest, neural networks and support vector 
machines) and the final decision is based on the majority voting for the final combination. 
2.Feature Descriptions for Cell Phenotype Images  
In order to automated analyse and classify microscopic cellular images, some kind of features have to 
be extracted to express the statistical characteristics  in the image. Features extracted using different 
techniques can be combined in an attempt to enhance their  description capability. 
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2.1.Local Binary Patterns 
Local Binary Pattern (LBP) [3]  labels pixels of an image by  taking a local neighbourhood around 
each pixel into account, thresholding the pixels of the neighbourhood at the value of the central pixel and 
then using the resulting binary-valued image patch as a local image descriptor. Formally, the LBP 
operator takes the form 
 
A common practice to apply the LBP coding over the image is by using the histogram of the labels, 
where a 256-bin histogram represents the texture description of the image and each bin can be regarded as 
a micro-pattern. The distribution of these patterns represents the whole structure of the texture. The 
number of patterns in an LBP histogram can be reduced by only using uniform patterns without losing 
much information. There are totally 58 different uniform patterns at 8-bit LBP representation and the 
remaining patterns can be assigned in one non-uniform binary number, thus representing the texture 
structure with a 59-bin histogram instead of using 256 bins. 
 
2.2.Gabor Based Feature Description 
Gabor filters [5] have been used extensively to extract texture features  for different image processing 
tasks. Image representation using Gabor filter responses minimises the joint space-frequency uncertainty. 
The filters are orientation- and scale-tunable edge and line detectors. Statistics of these local features in a 
region relate to the underlying texture information. The convolution kernel of Gabor filter is a product of 
a Gaussian and a cosine function, which can be characterized by a preferred orientation and a preferred 
spatial frequency: 
 
 
Typically, an image is filtered with a set of Gabor filters of different preferred orientations and spatial 
frequencies that cover appropriately the spatial frequency domain, and the features obtained form a 
feature vector  that is further used for classification. Given an image I(x,y), its Gabor wavelet transform is 
defined as 
 
where * indicates the complex conjugate. With assumption of spatially homogeneous  local texture 
regions, the mean  and standard deviation of the magnitude of transform coefficients can be used to 
represent the image  regions [5].  
 
2.3.*UD\/HYHO&RRFFXUUHQFH0DWULFHV 
Gray level co-occurrence matrix (GLCM) [6] estimates image properties related to second-order 
statistics. GLCM  matrix  is defined over an image to be the distribution of co-occurring values at a given 
offset. Mathematically, a co-occurrence matrix C is defined over an  nxm image I, parameterized by an 
offset (Ƹx, Ƹy)  as 
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In order to estimate the similarity between different GLCM matrices, Haralick  proposed a number of 
statistical features extracted from them [6],  including: (1)Energy, which is a measure of textural 
uniformity of an image and reaches its highest value when gray level distribution has either a constant or 
a periodic form; (2) Entropy, which  measures the disorder of an image and  achieves its largest value 
when all elements in C matrix are equal; (3) Contrast, which is a difference moment of the C and  
measures the amount of local variations in an image; (4) Inverse difference moment (IDM) that measures 
image homogeneity. 
 
2.4.6XEFHOOXODU/RFDWLRQ)HDWXUHV6/) 
Murphy group has developed and published  several sets of informative features, termed Subcellular 
Location Features (SLFs), that describe protein subcellular location patterns in 2D fluorescence 
microscope images [1,2]. There are three major subsets of features including Zernike moment features, 
Haralick texture features and morphological and geometric analysis that correspond better to the terms 
used by biologists. 
 
3.Two-stage Hybrid Classification Ensembles 
We proposed a two-stage hybrid classifier ensemble in which a second classifier ensemble is 
concatenated to the first ensemble. At all stages, a pattern can be either classified or rejected. Rejected 
patterns are fed into the next stage.  The overall system can be illustrated in Figure 1, which shows that 
second stage need only operate on the surviving inputs from the previous stage. 
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Figure. 1  Stage 1 classifier ensemble, which consist of a set of binary SVMs with high rejection rate   
The standard approach to rejection in classification is to estimate the class posteriors, and to reject the 
most unreliable objects, that is, the objects that have the lowest class posterior probabilities [7].  As the 
posteriors sum to 1, there will be complete  ambiguity if all posteriors are equal to 1/d with d classes and 
complete certainty when  one posterior is equal to 1 and all others equal to 0. To simplify the design of 
the first stage ensemble with appropriate posteriors estimation, we decompose the multi-label 
classification problems with k classes  into k independent two-class problems, each one consisting in 
deciding whether an object should be assigned or not to the corresponding class. The multiclass 
classification is carried out according to the maximal output of the binary classifiers. We apply SVMs to 
the first stage.  To  estimate class posteriors from SVM's outputs,  a mapping can be implemented  using  
the following  sigmoid function: 
 
where the class labels are denoted as y = +1, -1, while a and b are constant terms to be defined on the 
basis of sample data.  
In our scheme,  M  binary SVM  classifiers are constructed for M different image features. The ith 
SVM output function Pi is trained taking the examples from i-th class as positive and the examples from 
all other classes as negative. In another word, each binary SVM classifier in the ensemble was trained to 
act as a class label detector, outputting a positive response if its label is present and a negative response 
otherwise. So, for example, a binary SVM trained as a ``Nuclei detector''  would classify between cell 
phenotypes which are Nuclei and not Nuclei.  For a new example $x$, the corresponding SVM  assigns it 
to the class with the largest value of Pi following 
 
where Pi is the signed confidence measure of the ith SVM classifier. The maximum confidence rule with  
P(Yi = 1) is used as the confidence measure.  
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Figure. 2  Illustration of the stage 2 classifier ensemble which consist of a set of binary SVMs with high rejection rate.      
We assume that k classifier ensemble or experts are deployed in the first stage, and that for each input 
sample, each expert produces a unique decision regarding the identity of the sample. This identity could 
be one of the allowable classes, or a rejection when no such identity is considered possible. In the event 
that the decision can contain multiple choices, the top choice would be selected. In combining the 
decisions of the k  experts, the sample is assigned the class for which there is a consensus or when at least 
t of the experts are agreed on the identity, where 
 
Otherwise, the sample is rejected. The set of rejected patterns  found by the first stage classifier  
ensemble will be handled by next stage  ensemble, which consists of three individual classifiers, including 
neural network (NN), SVM, and  Random Forest classifier,  which are simultaneously trained with stage 
1 ensemble.  The last step of the second ensemble  is to combine the above base models  to give final 
decision. 
4.Experiment 
The dataset used for evaluating the system is the 2D HeLa dataset, a collections of HeLa cell 
immunofluorescence images containing 10 distinct subcellular location patterns [1,2].  The subcellular 
location patterns in these collections include endoplasmic reticulum (ER), the Golgi complex, lysosomes, 
mitochondria, nucleoli, actin microfilaments, endosomes, microtubules, and nuclear DNA. The 2D HeLa 
image dataset is composed of 862 single-cell images, each with size  382x512. Sample images for each 
class are illustrated in Figure 3.  
 
Figure 3  Sample 2D HeLa images   
As first set of experiment, we compared the classification performance from the three base classifiers, 
i.e., random forest, SVM and three-layer perceptron (MLP) neural network, for each of the features (LBP, 
CLBP, Gabor, GLCM and SLF). As a comparison, we also applied a newly published variant of LBP 
operator, called Complete LBP (CLBP for short) [4]. A problem of CLBP is its much higher dimension, 
which is 2400 with a much larger subregion (size 125x128) and parameters radius=3 and  neighborhood 
=8. The experiment settings for all the classifiers are summarized as follows.  For MLP, we experimented 
with a three-layer network. Specifically, the number of inputs is the same as the number of features, one 
hidden layer with 20 units and a single linear unit representing the class label.  The network is trained 
using the Conjugate Gradient learning algorithm for 500 epochs. To prevent saturation, the target values 
are scaled to 0.9 for positive cases and to 0.1 for negative cases. 
The library for support vector machines LIBSVM (www.csie.ntu.edu.tw/~cjlin/libsvm) was sued in the 
experiment.  The parameter ¤that defines the spread of the radial function was set to be 5.0 and 
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parameter C that defines the trade-off between the classifier accuracy and the margin (the generation) to 
be 3.0. We use the radial based function kernel for the SVM classifier when Gabor, GLCM and SLF 
features were applied and the histogram intersection  kernel for LBP histograms [8].  With the  random 
forest classifier [9], the number of trees was chosen as 300 and  the number of variables to be randomly 
selected from the available set of variables was selected as 20. For the 2D HeLa data set, we  randomly 
split it into training and testing sets,  each time with  20% of each class's images reserved for testing while 
the rest for training.  The classification accuracy results reported  in Table 1 are the average accuracies 
from 100 runs, such that each run used a random split of the data to training and testing sets. 
 
 
 
Then we proceeded the experiment with the proposed two-stage hybrid classifier system. The first 
stage consists of five SVM ensembles which use different sets of features (Gabor, LBP, CLBP, GLCM 
and SLF). Each base SVM classifier ensemble is trained using the entire training set of the corresponding 
feature, for example, an LBP feature is used to train 10 binary SVMs. Each binary SVM classifier in a 
feature specific ensemble was trained to act as a subcellular location detector, outputting a high posterior 
probability if its corresponding feature is present and a low posterior probability otherwise. During 
classification, a test instance feature is sent to the 10 base SVM classifiers that estimate the posterior 
probabilities, with the largest one among the base SVMs indicating the class label. Then 3-out-of-5 
majority voting is applied to the output labels from the five SVM ensemble to decide a class label if there 
is a consensus or reject otherwise. Here the ``consensus'' criterion   k=3 acts like a threshold to split the 
instances into two partitions. In another words, the SVM classifier ensemble collectively labels the 
multiple feature instances for a give testing HeLa image as belonging or not to any  of the 10 categories, 
while it rejects them from the remaining categories, i.e. no decision is taken about these latter categories. 
Using a holdout experiment with 80% of data were used for training while the remaining for testing, the 
first stage accuracy approximates 98% with rejection rate 48% 
The second stage of classifier ensemble consists of 5x3 = 15 multi-class classifiers, which are neural 
network (NN) classifier,  multi-class support vector machine (SVM), and  Random Forest classifier, with 
the five different  features. All the base classifiers are simultaneously trained with stage 1 ensemble. 
During classification, the rejected instances from stage 1 ensemble is passed to the stage 2. Similar to 
stage 1, k-out-of-15 majority voting is applied to the output labels from the 15 classifiers to decide a class 
label if there is a consensus  or reject otherwise, while k can be controlled to yield varying  rejection rate. 
The overall classification accuracy is defined as  the  number of correctly classified samples from both 
stage 1 and stage 2 over the total number of samples tested. From the same holdout experiment with 80% 
of data for training while the remaining for testing, the second stage accuracy is above 96% with rejection 
rate 21%, as shown in Figure 4. We also compared different rejection rates between 6% and 42% from 
stage 2 by varying k in the k-out-of-15 majority voting, yielding the classification accuracies as illustrated 
in Figure 4. It seems that rejection rate larger than 35% will  not bring any more improvement for  the 
classification performance. The corresponding box plot for the comparison is given in Figure 5. 
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Figure 4  Comparison of the final accuracy from stage 2 with overall rejection rate 21% and  the first stage accuracy with rejection 
rate 48%.  resulting from holdout experiment with 80% of data were used for training while the remaining for testing. 
 
 
Figure 5   Overall accuracies with 10 varying rejection rates in the second stage    
5.Conclusion 
In this paper, a two-stage multiple classifier system  was proposed with rejection strategies  for 
subcellular phenotype images classification.  Rather than simply pursuing classification accuracy, we 
emphasized  reject option in order  to minimize the cost of misclassifications while secure high 
classification reliability. The two-stage method  used a serial approach where the second classifier 
ensemble is only responsible for the patterns rejected by the first classifier ensemble. The first stage  
ensemble consits of binary SVMs with  different  features,  including texture features local binary patterns 
(LBP), Gabor filtering and Gray Level Co-occurrence  Matrix (GLCM), together with Subcellular 
Location Features (SLF).  The first stage ensemble  was trained in parallel with the second which is 
composed of  multiple layer perceptron, multi-class support vector machine (SVM), and the  Random 
Forest classifier. During classification, the cascade of classifier ensembles receives a plurality of samples 
corresponding to different features. The first stage classifier ensemble generates classifications for each of 
the samples as well as a confidence score associated with the classifications. If the confidence score for a 
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received sample is above a threshold associated with the  ensemble, then it absorbs the sample. Otherwise,  
the classifier ensemble rejects the sample, and such sample is directed to a subsequent classifier ensemble 
within the cascade. A high classification accuracy  96% is obtained  with rejection rate 21% for the 2D  
HeLa cells from the exploitation of the complementary strengths of feature construction and classifiers 
decision fusion. 
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