Several versions of the Stein-rule estimators of the coefficient vector in a linear regression model are proposed in the literature. In the present paper, we propose new feasible generalized Stein-rule restricted ridge regression estimators to examine multicollinearity and autocorrelation problems simultaneously for the general linear regression model, when certain additional exact restrictions are placed on these coefficients. Moreover, a Monte Carlo simulation experiment is performed to investigate the performance of the proposed estimator over the others.
INTRODUCTION
Stein estimator is proposed by Stein (1956) . The family of Stein-rule (SR) estimators proposed by James and Stein (1960) has smaller variability than the ordinary least squares (OLS) estimator under quadratic risk with a simple condition that the number of explanatory variables are more than two. For the coefficient vector in a linear regression model with spherical disturbances, SR estimators have been extensively used. The comparisons under different loss functions and several versions of the SR estimators have also received considerable attention in the literature. Chaturvedi and Shukla (1990) consider a SR estimator for estimating the regression model with autocorrelated errors and derive its asymptotic properties. Wan and Chaturvedi (2000) extend the analysis of Chaturvedi and Shukla (1990) to a class of operational variants of the minimum mean squared error estimators. Srivastava (1983, 1984) and Srivastava and Chandra (1991) consider families of improved restricted estimators obtained by mixing SR with restricted least squares. Chaturvedi et al. (1996) extends the analysis of Srivastava and Srivastava (1984) to models with nonspherical disturbances. Chaturvedi et al. (2001) propose a SR estimator for the general linear regression model with nonspherical disturbances and a set of linear restrictions binding the regression coefficients.
Many authors have studied the predicted performance of predictors obtained by using different estimators for either the actual values or the average values of the study variable at a time. Toutenburg and Shalabh (1996) analyzed the performance properties of predictors arising from the methods of restricted regression and mixed regression besides least squares according to the target function. Then, Toutenburg and Shalabh (2000) considered the family of SR estimators proposed by Srivastava and Srivastava (1983) and analyzed performance properties of this family when the objective is to predict values outside the sample and within the sample. Kumar et al. (2008) considered two families of SR estimators proposed by Srivastava and Srivastava (1984) and analyzed performance properties of these families under the target function. Shalabh, Toutenburg and Heumann (2009) introduced the extended balanced loss function (EBLF) under the target function and discussed the SR estimation. Moreover, Chaturvedi and Shalabh (2014) discussed the bayesian estimation of regression coefficients under the EBLF.
In the present paper, we extend the idea of Chaturvedi et al. (2001) 
THE MODEL AND ESTIMATORS
Consider the following linear regression model (1) where Y is an n ×1 vector of observations on the dependent variable, X is an n × p known design matrix of rank p,  is an p × 1 vector of unknown parameters, and  is an n × 1 vector of random errors with zero mean and variance 2 n I  , where n I is an identity matrix of order n .
The OLS estimator of  is defined as:
Both the OLS estimator and its covariance matrix heavily depend on the characteristics of the XX  matrix. If XX  is ill-conditioned, i.e. the column vectors of X are linearly dependent, the OLS estimator is sensitive to a number of errors. One of the most popular estimator dealing with multicollinearity is the ordinary ridge regression (ORR) estimator proposed by Hoerl and Kennard (1970a) and is defined as
where the constant 0  k is known as the biasing parameter.
One may often have some exact linear restrictions binding the regression coefficients. Hence, we assume the exact linear restrictions binding the regression coefficients vector  of m linearly independent rows as follows: 
Let us consider the general linear regression model ) , 0 ( ,
When V is a known positive definite (p.d.) matrix, the following estimators are proposed: Aitken (1935) derived the generalized least squares (GLS) estimator as:
However, in this case the problem of multicollinearity may also arise. So, Trenkler (1984) extended the idea of ridge regression to reduce the effects of autocorrelation and multicollinearity problems and he proposed the generalized ridge (GR) estimator of  in the general linear regression model as:
He concluded that the ridge regression estimator which takes the autocorrelation into account can perform better than some other methods.
Many authors consider some estimation methods for the general linear model in case of V is unknown. So, the feasible generalized restricted least squares (FGRLS) estimator under the prior restrictions in Equation (4) is given by Chaturvedi et al. (2001) )
where ) (
, ˆ is a consistent estimator of  , and
is the feasible generalized least squares (FGLS) estimator of  .Then, the feasible generalized ridge regression (FGR) estimator is given by Eledum and Zahri (2013) 1(
Chaturvedi and Shukla (1990) consider the following SR estimator of  :
where 0 a  is the shrinkage factor. Replacing  by R  in Equation (12), Chaturvedi et al. (2001) considered the following estimator as a restricted SR
where
replaced for  in Equation (9), they obtain the restricted estimator,
which can be expressed equivalently as,
More recently, Özbay et al. (2016) have considered replacing  by () GR k  in Equation (9) and extending the idea of restricted ridge estimation method (see, Gross, 2003; Kaçıranlar et al. 2011) for the case of V is unknown, they have defined the feasible generalized restricted ridge regression (FGRR) estimator as follows: 
Following Srivastava (1983, 1984) and Chaturvedi et al. (2001) , if we replace (17), we obtain the following FGSRR estimator:
where 
GSRR RS   .
THE PMSE UNDER THE TARGET FUNCTION
In this section, we will represent the prediction performance of When the situation demands prediction of both the actual and the average values together, the target function is defined as follows, Shalabh (1995) , Toutenburg and Shalabh (1996) , Toutenburg and Shalabh (2000) , Kumar et al. (2008) . The PMSE matrix under the target function of the predictor T is given by
Then, the scalar PMSE under the target function of the predictor T is given by
This strong criterion is used by many authors who are working on the predictive performance of the estimators. Shalabh (1995) , Shalabh (1996, 2000) and Kumar et al. (2008) have theoretically studied the predictive performance of some predictors obtained by using different estimators under the PMSE criterion.
They derived some conditions for the superiority of the proposed estimator over the other known estimators.
However, since these conditions depend on the unknown parameters, it is difficult to know how to make use of the theoretical results in practice. Thus, we consider the prediction performance of the estimators
according to the PMSE criterion under the target function using a Monte Carlo simulation study.
A MONTE CARLO SIMULATION STUDY
In this section, we will discuss the simulation study to compare the performances of the
MATLAB is used for the simulation experiment. Following McDonald and Galarneau (1975) and Kibria (2003) , the explanatory variables are generated by
where ij z are independent standard normal pseudo-random numbers,  is specified so that the correlation between any two explanatory variables is given by 
where the i u 's are assumed to be generated by either an AR(1) process ( 
where MCN represents the number of Monte Carlo replications which is taken as 5000.
Following Kaçıranlar et al. (2011) 
However, when  is chosen as 1.05 (or 1.10), the right hand side of the restriction is equal to
, which leads to a 5% (or 10%) deviation on the right hand side of the restriction. Since R , r ,  , and  are all defined at the beginning of the simulations and fixed through the replications, the restrictions are still nonstochastic. The approaches of Hoerl et al. (1975) 
COMMENTS:
For Tables 1 and 2 
-For the following pair-wise comparisons among the estimators, in each row the best estimator is highlighted in bold font under each restriction, AR(1) and MA (1) error term model and -Under the same restriction type, when t value is increasing, pmse values for all mentioned estimators are increasing for the AR(1) error term model rapidly than for the MA(1) error term model.
-For AR(1) and MA(1), the pmse values are so close to each other for all mentioned estimators with the same restriction type and the same value of t .
CONCLUSION
In this study, we introduce some feasible generalized SR restricted ridge regression estimators to examine multicollinearity and autocorrelation problems 
