Abstract. We consider several finiteness conditions on normalizers
Introduction
Finiteness conditions related to normality are by now a classical topic in group theory. In the pioneering work [12] in 1955, B. Neumann characterized the groups in which the normalizer of every subgroup is of finite index as the central-by-finite groups, and the groups in which every subgroup has finite index in its normal closure as the finite-by-abelian groups. Many other conditions have been considered in this regard since then, and in the present paper we want to focus on some natural conditions on normalizers of subgroups, and their corresponding counterparts for centralizers of elements.
Our motivation stems from our previous works [2] and [3] , which were in turn inspired by the results of Q. Zhang and Gao in [17] and X. Zhang and Guo in [18] . On the one hand, in [3] we considered the finite p-groups G, where p is a prime, satisfying one of the following two conditions for a given bound n: either that |N G (H) : H| ≤ n for every non-normal subgroup H of G, or that the same bound holds for every H which is non-normal and cyclic. This second condition is weaker than the first one for arbitrary finite groups, but it turns out to be equivalent to it if G is a finite p-group [3, Proposition 2.2]. We also dealt with two similar restrictions on centralizers in finite p-groups, namely that |C G (x) : x | ≤ n either for all x ∈ G Z(G), or for all x ∈ G such that x ⋪ G. On the other hand, in the paper [2] , we studied the first of these conditions on centralizers in the case of general finite groups.
Our goal in this paper is to extend our earlier work to the realm of infinite groups. Given a group G, we can require that (1) |N G (H) : H| < ∞ for every H ⋪ G, in which case we say that G is an FNI-group (FNI for 'finite normalizer index'), or the seemingly weaker condition that this only holds for nonnormal cyclic subgroups of G:
(2) |N G ( x ) : x | < ∞ for every x ⋪ G.
We can also ask for the existence of a uniform bound for the indices in (1) and (2), thus getting the conditions that, for some positive integer n,
|N G (H) : H| ≤ n for every H ⋪ G, in which case we speak of BNI-groups (BNI for 'bounded normalizer index'), or that (4) |N G ( x ) : x | ≤ n for every x ⋪ G.
Similar conditions can be considered with centralizers instead of normalizers.
More precisely, we say that G is an FCI-group (FCI for 'finite centralizer index') provided that (5) |C G (x) : x | < ∞ for every x ⋪ G, and if there exists n such that (6) |C G (x) : x | ≤ n for every x ⋪ G, then we say that G is a BCI-group (BCI for 'bounded centralizer index').
Observe that there are obvious connections between these conditions. For example, (1) implies (2) , which implies (5). Actually (2) and (5) are equivalent, since |N G ( x ) : C G (x)| is always finite. Similarly, (3) implies (4), which in turn implies (6) .
In the case of centralizers, we will also consider some other conditions, such as (7) |C G (x)| < ∞ for every x ⋪ G,
for some fixed n. Of course, these two conditions are generally stronger than (5) and (6) , and (7) is equivalent to (5) if the group G is periodic. On the other hand, it is natural to consider the same conditions in (5) and (6), with non-central elements instead of elements generating a non-normal subgroup, which read as (9) |C G (x) : x | < ∞ for every x ∈ G Z(G), and (10) |C G (x) : x | ≤ n for every x ∈ G Z(G).
We could also consider the corresponding versions of (7) and (8) for noncentral elements. However, as we will see later in Theorem I, (9) and (10) already have such strong implications that it will not make sense to consider more restrictive conditions.
All the conditions above hold in finite groups, so they can be considered as finiteness conditions, and the goal of this paper is to study the infinite groups satisfying these properties. There are well-known results that give information about the structure of a group simply from the knowledge that the centralizer of one element is finite. For example, Shunkov [15, page 263] proved that a periodic group having an involution with finite centralizer is necessarily locally finite. This property does not extend to non-involutions, but by combining results of Hartley and Meixner [5] , Fong [4] and Khukhro [7] with the classification of finite simple groups, it follows that a locally finite group having an element of prime order with finite centralizer has a nilpotent subgroup of finite index [7, Corollary 5.4.1] . In the present situation, we are imposing conditions on a broad set of centralizers or normalizers and, as a consequence, the results that we obtain are much more precise. Actually, we will be able to determine completely the groups in question within several important classes of groups, in the sense that we can describe how all such groups can be constructed. More precisely, we will deal with locally finite groups and locally nilpotent groups, and in the case of the conditions with bounds, also with non-periodic groups and locally graded groups. Observe that, since Tarski monster groups satisfy trivially (1) through (10) , it is hopeless to search for a complete description in the class of all groups. On the other hand, since free groups satisfy (2) and (5) by [9, Proposition 2.19 ], one cannot expect detailed results about the structure of non-periodic or locally graded groups satisfying one of the conditions above without bounds.
Our approach to this problem is to concentrate on two of the conditions related to centralizers, namely on FCI-groups and BCI-groups. The other conditions about centralizers are closely related to these two for the classes of groups that we will be dealing with. On the other hand, as we will see in Section 5, the analysis of the conditions (1) through (4) on normalizers can be easily reduced to the case of centralizers. We start by considering locally finite groups in Section 2, where we get the following result.
Theorem A. For a locally finite group, all four conditions (5) through (8) about centralizers of non-normal cyclic subgroups are equivalent. Furthermore, the infinite locally finite groups for which these conditions hold can be characterized as a special type of finite cyclic extensions of certain periodic Dedekind groups.
The characterization mentioned in Theorem A is too technical to include it in the introduction; see Theorem 2.14 below. On the other hand, the fact that Dedekind groups arise in this context is not surprising, since they vacuously satisfy all conditions (1) through (8) .
Next we deal with locally nilpotent groups, which are considered in Section 3. If G is locally nilpotent and periodic, then it is locally finite, and Theorem A applies. Actually, in this case we can give an easier description of the groups in question as follows.
Theorem B. Let G be an infinite periodic locally nilpotent group. Then G satisfies any of the conditions (5) through (8) if and only if G is either a Dedekind group or of the form G = P × Q, where P and Q are as follows:
(i) P = g, A is a 2-group, where A is infinite abelian of finite rank, and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A. (ii) Q is a finite abelian 2 ′ -group.
We can also give a full description in the case of non-periodic locally nilpotent groups, which again is too technical; see Theorem 3.8. Again, Dedekind groups play a fundamental role. Contrary to locally finite groups, there is a huge difference between FCI-groups and BCI-groups. 
(D). (ii) G is a BCI-group if and only if G is abelian. (iii) G satisfies (7) or (8) if and only if G is abelian.
In Section 4, we restrict to BCI-groups. In this case, we can extend our analysis to all non-periodic groups.
Theorem D. Let G be a non-periodic group. Then G is a BCI-group if and only if it satisfies condition (8) , and this holds if and only if G is either abelian or G = g A, where A is a non-periodic abelian group of finite 2-rank and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A.
In the case of periodic BCI-groups, we restrict to locally graded groups, in order to avoid Tarski monster groups. As the following result shows, this situation is fully covered by Theorem A.
Theorem E. Every locally graded periodic BCI-group is locally finite.
Finally, we study the conditions on normalizers in Section 5. We consider the same classes of groups as in the analysis of the conditions on centralizers, namely locally finite groups, locally nilpotent groups, and also, for the conditions with bounds, non-periodic groups. Observe that, since BNI-groups and groups satisfying (4) are in particular BCI-groups, Theorem E makes it unnecessary to deal specifically with locally graded periodic groups in the bounded cases. We start with locally finite groups.
Theorem F. Let G be a locally finite group. Then all four conditions (1) through (4) about normalizers are equivalent, and also equivalent to the conditions (5) through (8) 
about centralizers.
In the locally nilpotent case, it suffices to deal with non-periodic groups. By (ii) of Theorem C, it is not necessary to consider BNI-groups or groups satisfying (4), and so we restrict ourselves to FNI-groups and to condition (2).
Theorem G. Let G be a non-periodic locally nilpotent group. Then G is an FNI-group if and only if it satisfies (2) , and this is in turn equivalent to G being an FCI-group.
Our next result concerns non-periodic BNI-groups. Contrary to the previous cases, these are not the same as non-periodic BCI-groups, and we need to impose an extra condition in Theorem D for a non-periodic BCI-group to be a BNI-group. On the other hand, condition (4), where we only consider normalizers of non-normal cyclic subgroups, turns out to be equivalent to being a BCI-group.
Theorem H. Let G be a non-periodic group. Then the following hold: (i) G is a BNI-group if and only if either G is abelian or
where A is a non-periodic abelian group of finite 0-rank and finite 2-rank, and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A.
(ii) G satisfies (4) if and only if G is a BCI-group.
The results above can be applied in particular to groups satisfying conditions (9) or (10). The conclusion is really strong in this situation, and in most cases we are reduced to the trivial case of abelian groups.
Theorem I. Let G be an infinite group. Then the following hold:
(i) If G satisfies (9) and G is either locally finite or locally nilpotent, then G is abelian. (ii) If G satisfies (10) and G is either non-periodic or periodic locally graded, then G is abelian.
Observe, however, that a non-periodic group satisfying (9) need not be abelian, as the infinite dihedral group D ∞ shows.
We want to finish with an open question. As mentioned above, conditions (2) and (5) about normalizers and centralizers of non-normal cyclic subgroups are clearly equivalent, and as regards the corresponding versions with bounds, (4) implies (6) . By Theorems E, F and H, the converse is true for the classes of periodic locally graded groups and non-periodic groups: every BCI-group in those classes satisfies (4) . However, it is not clear to us whether this holds for all BCI-groups.
Question. Assume that G is a group in which |C G (x) : x | is bounded for all x ⋪ G. Does it follow that |N G (x) : x | is also bounded for x ⋪ G?
Notation. We use mostly standard notation in group theory. In particular, d(G) stands for the minimum number of generators of a finitely generated group G. We denote by Cl G (x) the conjugacy class of an element x in a group G, and if G is a finite p-group, Ω 1 (G) is the subgroup generated by all elements of G of order p. If G is a periodic group, we write π(G) for the set of prime divisors of the orders of the elements of G. Furthermore, if G is periodic and locally nilpotent, G p denotes the unique Sylow p-subgroup of G, and if ϕ is an automorphism of G which leaves G p invariant, then ϕ p stands for the restriction of ϕ to G p . On the other hand, we use to denote the direct product (i.e. restricted cartesian product) of a family of groups, and Cr for the unrestricted cartesian product. Finally, we write Z p for the ring of p-adic integers, and ν p for the p-adic valuation in Z p . Also, if R is a ring, we let R × denote the group of units of R.
Locally finite FCI-groups
In this section, we will prove Theorem A. In particular, we will completely determine the structure of infinite locally finite FCI-groups, see Theorem 2.14 below. More precisely, we will show that such a group is either a Dedekind group, or can be constructed as an extension of a certain infinite periodic Dedekind group D by an appropriate power automorphism of D of finite order.
Before proceeding, we present some general properties of the groups satisfying one of the conditions described in the introduction, with a special emphasis on FCI-groups. All conditions (1) through (10) are clearly hereditary for subgroups, and (1) and (3) can be easily checked to be hereditary also for quotients. However, the rest of the conditions, which involve normalizers of cyclic subgroups or centralizers of elements, do not usually transfer to quotients. For example, if F is a free group, then we have |C F (x) : x | < ∞ for every x ∈ F , x = 1, and in particular F is an FCI-group. Since not all groups are FCI-groups, it follows that the property of being an FCI-group is not hereditary for quotients. Next we give a general example which is valid for all conditions involving non-normal cyclic subgroups. This example will also be relevant in the proof of Theorem H. Example 2.1. A prototypical source of FCI-groups comes from the family of the so-called generalized dihedral groups Dih(A), where A is an arbitrary abelian group. Recall that Dih(A) is the semidirect product of A with a cyclic group of order 2 acting on A by inversion. Then Dih(A) is nonabelian if and only if A is not elementary abelian. In that case, a subgroup x is non-normal if and only if x ∈ A, and then C A (x) is the subgroup of all elements of A of order at most 2. Consequently, a non-abelian generalized dihedral group Dih(A) is an FCI-group if and only if it is a BCI-group, and this happens if and only if A is of finite 2-rank. (We recall the different types of rank for abelian groups later in this section.) If that is the case then (7) and (8) also hold. Furthermore, since N G ( x ) = C G (x) for every x ∈ G A, it follows that G also satisfies conditions (2) and (4) about normalizers of non-normal cyclic subgroups.
We can use the generalized dihedral groups to give an example showing that conditions (2), (4), and (5) through (8) are not hereditary for quotients. For example, consider G = Dih(A), where A is torsion-free abelian of infinite 0-rank. Then G satisfies all of the above-mentioned conditions, but if N is the subgroup consisting of all fourth powers of elements of A, then G/N = Dih(A/N ) does not satisfy any of them, since A/N is of infinite 2-rank.
However, quotients by a finite normal subgroup have a better behaviour, as we see in the following proposition. We focus on centralizers since, as mentioned in the introduction, the analysis of the conditions on normalizers will follow quite directly from the work on centralizer conditions. Proposition 2.2. Let G be a group, and let N be a finite normal subgroup of G. If we put G = G/N , then the following conditions hold for an element x ∈ G:
x | is also finite. As a consequence, all conditions (5) through (10) are preserved when passing to a quotient by a finite normal subgroup.
Proof. We only prove (ii), since the proof of (i) is practically the same (even easier). Let T be a subset of G such that T is a transversal of x in C G (x). Then we have to prove that |T | ≤ |N ||C G (x) : x |.
Put X = {[x, t] | t ∈ T }, and note that X is contained in N . Since N is finite we can choose t 1 , . . . , t r ∈ T , with r ≤ |N |, such that
Let now t be an arbitrary element of T . Then [x, t] = [x, t i ] for some i ∈ {1, . . . , r}, and consequently tt
∈ x s for some s ∈ S. Hence t ∈ x st i , and
As a consequence, the central quotient of a periodic FCI-group is again an FCI-group. Proof. If G is not a Dedekind group, then we can consider an element x ∈ G such that x ⋪ G. Since C G (x) is finite, it follows that Z(G) is also finite. By applying Proposition 2.2, G/Z(G) is an FCI-group. For the same reason, if G is a BCI-group then G/Z(G) is also a BCI-group.
Next we consider condition (9) for infinite periodic groups.
Proof. Since G is periodic, all non-central elements have finite centralizer. If A is an infinite abelian subgroup of G, it follows that A ≤ Z(G). Thus Z(G) is infinite, and G is abelian.
Recall that an infinite abelian subgroup always exists if G is an infinite locally finite group (see [14, 14.3.7] ) or an infinite 2-group (see [14, Exercise 14.4.4] ). In particular, we get (i) of Theorem I for locally finite groups.
We start our analysis of infinite locally finite FCI-groups with the following result. Recall that the FC-centre of a group G is the subgroup consisting of all elements whose conjugacy class in G is finite, and that G is said to be an FC-group if it coincides with its FC-centre. 
(ii) If a ∈ A then A ≤ C G (a), and so C G (a) is infinite. Hence a ⊳ G and a ∈ D.
Recall that an automorphism of a group G is a power automorphism if it sends every element x ∈ G to a power of x. Power automorphisms form an abelian subgroup of Aut G, which we denote by PAut G.
A crucial step in our determination of locally finite FCI-groups is the analysis of the centralizer of a power automorphism of finite order of an abelian group, which is the goal of the next two lemmas. They rely on the following result of Robinson [13, Lemma 4.1.2], which we write in a bit more detailed way for our convenience. yields an isomorphism between PAut A and the cartesian product
In both cases, an isomorphism can be obtained by sending every t ∈ R × to the automorphism given by a → a t for all a ∈ A.
According to (iii) of the previous theorem, if A is an abelian p-group, then every power automorphism of A can be written in the form a −→ a t for some t ∈ Z × p . Simply observe that, if exp A = p n is finite, it suffices to consider a representative in Z of the element in Z/p n Z given by Theorem 2.6. The p-adic integer t is uniquely determined if exp A = ∞, and it is only determined modulo p n if exp A = p n < ∞. Thus we introduce the following concept.
Definition 2.7. Let A be an abelian p-group, and let ϕ ∈ PAut A. We say that t ∈ Z × p is an exponent for ϕ if ϕ(a) = a t for every a ∈ A. We write exp ϕ = t.
Lemma 2.8. Let A be an abelian p-group, where p is a prime, and let ϕ be a power automorphism of A of finite order m > 1. Then the following hold:
Proof. By Theorem 2.6, the group PAut A is canonically isomorphic to the group of units R × , where R = Z/p n Z or Z p , according as exp A = p n < ∞ or exp A = ∞.
(i) We have p > 2 in this case. Hence R × = H × J, where the elements of H correspond to the integers or p-adic integers which are congruent to 1 modulo p, and J consists of the elements whose order divides p − 1. Let us consider a fixed value k ∈ {1, . . . , m − 1}, and let t ∈ R × be the element such that ϕ k (a) = a t for every a ∈ A. Since the order of ϕ k is a divisor of p − 1 and is greater than 1, it follows that t ∈ J and t = 1. Now, if a ∈ A is of order p, then
This is impossible, since H ∩ J = 1. Hence ϕ k does not fix any elements of order p in A, and consequently
Since m does not divide p − 1 in this case, it follows that A is a group of finite exponent, say p n . Thus PAut A ∼ = (Z/p n Z) × is of order p n−1 (p − 1). Since m does not divide p − 1, we can write m = p r k for some positive integers r and k. Then ϕ k is an automorphism of A of order p r . Let a ∈ A be an arbitrary element of order p. Since a is ϕ-invariant, we can consider the semidirect product G = ϕ k ⋉ a , which is a finite p-group. It follows that a is central in G, i.e. that ϕ k fixes a. Thus we conclude that
(iii) In this case, PAut A is a 2-group. Thus the argument given in the proof of part (ii) applies to every power of ϕ, and so Ω 1 (A) ⊆ C A (ϕ k ) for every k.
(iv) The torsion subgroup of Z × 2 has order 2, and is generated by the inversion automorphism. Hence m = 2 and C A (ϕ) = Ω 1 (A).
Recall that the rank of an abelian p-group is the dimension, as a vector space over F p , of the subgroup formed by the elements of order at most p. More generally, if A is an abelian group, the p-rank of A is defined as the rank of A p , and the torsion-free rank, or 0-rank, of A is the cardinality of a maximal independent subset of elements of A of infinite order. These are denoted by r p (A) and r 0 (A), respectively. The Prüfer rank of A iŝ
where p runs over all prime numbers, and the total rank of A is
More generally, a group G is said to have finite Prüfer rank r if every finitely generated subgroup of G can be generated by r elements and r is the least such integer. We writer(G) for r. This definition coincides with the definition of Prüfer rank given above for abelian groups. Observe that a soluble group has finite Prüfer rank if and only if it has an abelian series whose factors are of finite Prüfer rank [8, page 85] . On the other hand, by definition, a soluble group G is said to have finite abelian total rank if it has an abelian series whose factors are of finite total rank. In the remainder, we always use the word 'rank' to mean the Prüfer rank of a group. Lemma 2.9. Let D be a periodic Dedekind group, and let ϕ be a power automorphism of D of finite order m > 1. Then the following two conditions are equivalent:
(ii) D 2 is of finite rank and
and
If these conditions hold then, for every k = 1, . . . , m − 1, we have
Proof. Since D is a periodic Dedekind group, D p is abelian for odd p and D 2 is either abelian or of the form Q × E, with Q ∼ = Q 8 and E elementary abelian. Observe that
and that the order of ϕ p divides m for all p. Let p ∈ π(D) be an odd prime which does not lie in π 0 ∪ π 1 . Then the order of ϕ p is m, and m divides p − 1. By applying (i) of Lemma 2.8 to the automorphism ϕ p of D p , it follows that
We can deduce immediately from here that (ii) implies (i), and also the bound in (11) . Clearly, it suffices to show that, provided that D 2 is infinite, we have
In this case, we have 2 ∈ π 0 , since D 2 is otherwise finite by hypothesis.
Hence o(ϕ 2 ) = m. On the other hand, D 2 is abelian and exp D 2 = ∞, since D 2 is infinite but of finite rank. Then, by applying (iv) of Lemma 2.8 to ϕ 2 , we obtain that m = 2 and
. This completes the proof of the first implication. Let us now prove that (i) implies (ii). So we assume that C D (ϕ k ) is finite for every k = 1, . . . , m − 1. We begin by proving that both p∈π 0 |D p | and p∈π 1 |D p | are finite. If p ∈ π 0 then o(ϕ p ) < m, and so ϕ k p is the identity on D p for some k ∈ {1, . . . , m − 1}. Hence C Dp (ϕ k p ) = D p in that case, and we conclude from (12) that p∈π 0 |D p | < ∞. Now if p ∈ π 1 , then p > 2 and D p is abelian. By applying (ii) of Lemma 2.8, there exists k ∈ {1, . .
In particular, π 1 is finite, and so is Ω 1 (D p ) for every p ∈ π 1 . But, again by (ii) of Lemma 2.8, we know that exp D p < ∞ if p ∈ π 1 . Consequently, D p is finite for every p ∈ π 1 , and since π 1 is finite, we get p∈π 1 |D p | < ∞, as desired. Finally, we prove that D 2 is of finite rank. Since a power automorphism necessarily fixes all elements of order 2, we have
is finite, and we conclude that D 2 is of finite rank.
We can use the previous lemma to give examples of locally finite BCIgroups. These are a special kind of cyclic extensions of a periodic Dedekind group. Recall from the theory of cyclic extensions [16, Section III.7] that, given a group N and an automorphism ϕ of N , all extensions G = g, N of N by a finite cyclic group C m , where g acts on N via ϕ, are obtained by choosing the power g m to be an element n ∈ N such that:
(ii) ϕ m coincides with the inner automorphism of N induced by n.
In particular, if ϕ is of order m, these two conditions reduce to n ∈ C Z(N ) (ϕ). 
Proof. The group G is clearly locally finite, and every element of D generates a normal subgroup of G, since D is a Dedekind group and ϕ is a power automorphism of D. Thus it suffices to prove that the bound in (13) holds for every x ∈ G D. Let us write x = g k d with k ∈ {1, . . . , m − 1} and d ∈ D. Assume first that D 2 is infinite. Then D is abelian, since D 2 is of finite rank. Consequently 
Now the proof of Lemma 2.9 shows that C A (ϕ k ) is contained in the product p∈(π 0 ∪π 1 ) {2} D p , and (13) follows.
One of the main results in this section will be to prove that all infinite locally finite FCI-groups are of the form described in the previous theorem. For this purpose, we carry out a thorough analysis of the structure of infinite locally finite FCI-groups. We start with the following result. We first assume that D p is infinite for some p ∈ π(D). Then also A p is infinite, and consequently G/D embeds in PAut A p ∼ = R × , where R = Z p or Z/p n Z, by (iii) of Theorem 2.6. Unless we are in the case that p = 2 and exp A 2 < ∞, the periodic elements in R × form a cyclic subgroup, and consequently G/D is cyclic, as desired. So it suffices to see that the assumption that p = 2 and exp A 2 < ∞ leads to a contradiction. In that case, consider an element x ∈ G D. Then C G (x) is finite, and if we apply (iii) of Lemma 2.8 to the power automorphism of A 2 induced by x, we get Ω 1 (A 2 ) ⊆ C G (x). Thus both exp A 2 and Ω 1 (A 2 ) are finite, and so also A 2 is finite, contrary to our assumption. Now we assume that D p is finite for every p ∈ π(D). Since D is infinite, it follows that π(D) is infinite. Let xD ∈ G/D be an element of prime order, say q. Since C G (x) is finite, there exists a prime number p 0 such that C Dp (x) = 1 for every p ≥ p 0 . In other words, x acts as a fixed-point-free automorphism of D p for p ≥ p 0 . Then, by Lemma 1.1 in Chapter 10 of [6] , we have
Let D * = p<p 0 D p , and write G for G/D * . Then D * is finite, and consequently G is also an FCI-group by Proposition 2.2. On the other hand, by (14) , we have
and consequently x ⋪ G. It follows that C G (x) is finite. Let now g be an arbitrary element of
, and then g ∈ C G (x)d. Thus G = C G (x)D, and so |G : D| is finite. We conclude that G/D is finite.
Let us now consider, for every odd p ∈ π(D), the homomorphism Φ p from G/D to PAut A p induced by the action of G on A p by conjugation. If ker Φ p is trivial for some p, then we can conclude that G/D is cyclic, since PAut A p is cyclic for odd p. Hence we may assume that ker Φ p is always non-trivial. Since G/D is finite and π(D) is infinite, there exists an infinite subset π * of π(D) such that ker Φ p is the same subgroup, say K/D, for every p ∈ π * . If we choose an element x ∈ K D, it follows that A p ⊆ C G (x) for every p ∈ π * . Thus C G (x) is infinite, which is a contradiction. This completes the proof.
Corollary 2.12. Let G be an infinite locally finite FCI-group. Then G is metabelian.
Proof. Let D be the FC-centre of G. By Proposition 2.11, the factor group G/D = gD is cyclic, and by (i) of Proposition 2.5, every element of D generates a normal subgroup of G.
Before proceeding, we need the following lemma regarding the power automorphisms of the quaternion group Q 8 . It could be proved by ad hoc calculations without much trouble, but it is also an immediate consequence of the following result of Cooper [ Proof. Since every subgroup of Q 8 is normal, all its inner automorphisms are power automorphisms. Thus | PAut Q 8 | ≥ | Inn Q 8 | = 4. On the other hand, since every power automorphism of Q 8 is central, and since Q 8 is a 2-generator group with centre of order 2, it follows that | PAut Q 8 | ≤ 4. We conclude that PAut Q 8 = Inn Q 8 .
We are now ready to show that an infinite locally finite FCI-group is either a Dedekind group or of the form described in Theorem 2.10. 
Proof. It suffices to prove the 'only if' part of the statement, so let G be an infinite locally finite FCI-group. Let D be the FC-centre of G. By Proposition 2.5, D consists of all elements of G which generate a normal subgroup of G, and D is an infinite periodic Dedekind group. We assume that D is a proper subgroup of G, and show that (ii) holds.
Let us write D = Q × A, where Q is either trivial or isomorphic to Q 8 , and A is infinite abelian. Then C G (A) = D, since G is an FCI-group. We also know from Proposition 2.11 that G/D is cyclic. Now we claim that G = DC G (Q). This is obvious if Q = 1, so assume that Q ∼ = Q 8 . Observe that Remark 2.15. If we want to produce an infinite locally finite FCI-group G as in part (ii) of Theorem 2.14, we proceed as follows. We start by taking an infinite periodic Dedekind group D with D 2 of finite rank, and then we choose power automorphisms ϕ p of the Sylow p-subgroups D p in such a way that the least common multiple m of the orders of all the ϕ p is finite and greater than 1, and that condition (15) holds. Then we can use the natural isomorphism between PAut D and Cr p∈π(D) PAut D p to define a power automorphism ϕ of D, and we can construct G as an extension of D by the cyclic group of order m, by using the method explained before Theorem 2.10. Theoretically, selecting the automorphisms ϕ p is an easy task: if D p is abelian (in particular for all p > 2) we know that PAut D p is isomorphic to (Z/p n Z) × if exp D p = p n < ∞ and to Z × p if exp D p = ∞, and the structure of these groups of units is well-known. In practice, we have to face the problem that no general procedure is known to obtain a primitive root modulo p n (i.e. a generator of (Z/p n Z) × ) for odd p in polynomial time.
As for the choice of ϕ 2 when D 2 is non-abelian, see the next remark.
Remark 2.16. Suppose that D is non-abelian in part (ii) of Theorem 2.14, i.e. that D 2 is non-abelian, and let us write D 2 = Q × E, with Q ∼ = Q 8 and E elementary abelian. If we follow the proof of the theorem, we observe that g acts trivially on Q, and since ϕ is a power automorphism of D, it follows that g also acts trivially on E. Thus g acts as the identity on D 2 . This means that, when we want to construct an infinite locally finite FCI-group in which D is not abelian by following the procedure of the previous remark, we may take ϕ 2 to be the identity without loss of generality.
Remark 2.17. If D 2 is infinite in part (ii) of Theorem 2.14 then, since D 2 is of finite rank, it must be abelian. For the same reason, we have exp D 2 = ∞. Then by Theorem 2.6 we know that PAut D 2 ∼ = Z × 2 , and since ϕ 2 ∈ PAut D 2 is of finite order, it must be either the identity or inversion. Now observe that 2 ∈ π 0 , by condition (15). Thus we can conclude that if D 2 is infinite then ϕ 2 is necessarily the inversion automorphism, and that m = 2.
As a first corollary to Theorem 2.14, we can obtain the equivalence of conditions (5) through (8) 
Proof. Conditions (i) and (iii) are equivalent for periodic groups, and clearly, (iv) implies (ii), and (ii) implies (i). Finally, the fact that (i) implies (iv) follows immediately from Theorem 2.14 and from the bound (13) of Theorem 2.10.
Actually, we can give the following strong version of the fact that (i) implies (iv) in the previous corollary. This result will be needed in Section 5, when we consider conditions about normalizers. Proof. We may assume that G is infinite and non-Dedekind. Then we can write G = g, D , as in part (ii) of Theorem 2.14, and we use the notation therein throughout the proof. Let us consider the following two cases separately: (a) N is contained in D, and (b) N is an arbitrary normal subgroup of G.
(a) Put G = G/N , and write ϕ for the automorphism induced by g on D by conjugation, and ϕ p for the action on D p . Note that the order of ϕ is the least common multiple of the orders of the ϕ p , as p runs over π(D).
First of all, we claim that o(ϕ p ) = m for every p ∈ π(D) such that p > 2 and p ∈ π 0 ∪ π 1 . Observe that we then have o(ϕ p ) = m and p ≡ 1 (mod m), i.e. m | p − 1. Let us assume, by way of contradiction, that the order of ϕ p , say k, is smaller than m. If t = exp ϕ k p then we have t ≡ 1 (mod p) (see, for example, the proof of (i) of Lemma 2.8), and consequently t − 1 and p are relatively prime. Now if we consider an element d = 1, with d ∈ D p , then on the one hand we have ϕ k p (d) = dn for some n ∈ N , and on the other hand,
It follows that n = d t−1 is a generator of d . Hence d ∈ N and d = 1, which is a contradiction. This proves the claim.
Let us now prove the result. First of all, we consider the case that o(ϕ) < m. By the previous paragraph, we have π(D)
and so |G| = m|D| is bounded independently of N . Thus the result holds in this case. On the other hand, if D 2 is infinite then D is abelian and m = 2, by Remark 2.17. Since o(ϕ) < m, it follows that ϕ is the identity automorphism, i.e. g ∈ C G (D). We conclude that G is abelian, and the result is trivially true. Finally, we deal with the case that o(ϕ) = m. Observe that we also have |G : D| = m. We are going to bound the value of |C G (x)| for x ⋪ G by applying Theorem 2.10 to G. For this purpose, we need to consider the two sets
It is clear that π 1 ⊆ π 1 . On the other hand, if p ∈ π 0 then o(ϕ p ) < m and, as shown above, we either have p = 2 or p ∈ π 0 ∪ π 1 . As a consequence,
We claim that D 2 is finite if 2 ∈ π 0 . Of course, we may assume that D 2 is infinite. By Remark 2.17, we know that D is abelian, that ϕ 2 is the inversion automorphism, and that m = 2. Since 2 ∈ π 0 , it follows that ϕ 2 is the identity automorphism. This means that d
and so D 2 is elementary abelian. Thus |D 2 | ≤ 2r (D 2 ) is finite, since D 2 is of finite rank, and the claim is proved. Now, by Theorem 2.10, we have Note that the last result is also a generalization, in the realm of locally finite groups, of the fact that the quotient of an FCI-group by a finite normal subgroup is again an FCI-group, which was proved in Proposition 2.2.
Locally nilpotent FCI-groups
This section is devoted to infinite locally nilpotent FCI-groups. As in the previous section, we are able to give a detailed description of such groups.
We will consider separately periodic and non-periodic groups, and we will prove Theorem B and Theorem C. In every case, the groups in question are again certain cyclic extensions of Dedekind groups. We begin with some general results about locally nilpotent FCI-groups.
Lemma 3.1. Let G be a locally nilpotent FCI-group, and let T be the torsion subgroup of G. Then G/T is abelian.
Proof. We first assume that G is torsion-free and nilpotent, say of class c. Suppose for a contradiction that G is not abelian, and consider a maximal abelian normal subgroup A of G. If a ∈ A and a ⋪ G, then |A : a | is finite. Since A is torsion-free, it follows that A is cyclic. But then since A ⊳ G, we also have a ⊳ G, which is a contradiction. Thus every cyclic subgroup of A is normal in G, and since C G (A) = A by 5.2.3 of [14] , the quotient G/A embeds in PAut A. By Theorem 2.6, PAut A is of order 2, generated by the inversion automorphism. Since G is not abelian, we have |G : A| = 2 and a g = a −1 for all a ∈ A and g ∈ G A. If a = 1, then [a, c g] = a (−2) c = 1, since a is of infinite order. This is impossible, and thus we conclude that G is abelian. Now we consider the general case. Let x, y ∈ G, and put H = x, y . Then H is nilpotent, and so the torsion subgroup T (H) of H is finite. By Proposition 2.2, H/T (H) is an FCI-group. Now the result in the previous paragraph yields that H/T (H) is abelian. Hence [x, y] ∈ T for every x, y ∈ G, and so G/T is abelian.
Corollary 3.2. Let G be a locally nilpotent FCI-group, and let x ∈ G be an element of infinite order. If x ⊳ G then x ∈ Z(G).
Proof. This is immediate, since according to Lemma 3.1, [x, G] is contained in the torsion subgroup of G.
If G is a nilpotent group and the centre of G has finite exponent, it is well-known that G itself has finite exponent (see, for example, [14, 5.2.22 (i)]). The same proof applies to show that, if N is a normal subgroup of G such that N ∩ Z(G) is of finite exponent, then so is N . This result will be needed in the proof of the following lemma.
Lemma 3.3. Let G be a nilpotent FCI-group which is not a Dedekind group. Then G is finitely generated.
Proof. Let x ∈ G be such that x ⋪ G. We first prove that every periodic abelian subgroup A of G is finite. If A is infinite then a ⊳ G for every a ∈ A, since G is an FCI-group. As a consequence, if a is of prime order, then furthermore a ∈ Z(G), since G is nilpotent. Then we have
since |C G (x) : x | is finite and A is periodic. Thus A has finitely many elements of prime order, and A is of finite total rank. On the other hand, as mentioned before the lemma, since G is nilpotent and A ∩ Z(G) is finite, A is of finite exponent. This way we conclude that A is finite, a contradiction. Now since the torsion subgroup T of G is locally finite, if T is infinite then it contains an infinite abelian subgroup, which is impossible according to the previous paragraph. Thus T is finite. Then by Lemma 3.1, G ′ is finite and consequently every element of G has finitely many conjugates. In particular |G : C G (x)| is finite, and since |C G (x) : x | is also finite, it follows that |G : x | is finite. Thus G is finitely generated, as desired. Proof. Of course, we may assume that T < G. Then since G = G T and G is not abelian, there exists x ∈ G of infinite order such that x ∈ Z(G). By Corollary 3.2, we have x ⋪ G.
Let us now consider a finitely generated subgroup H/T = h 1 T, . . . , h r T of G/T , and let us prove that H/T is cyclic. To this end, we put K = h 1 , . . . , h r , x and show that KT /T is cyclic. Since K ′ is finitely generated, nilpotent, and contained in T by Lemma 3.1, it follows that K ′ is finite. Hence K is a finitely generated FC-group, and then |K : Z(K)| is finite (see Exercise 14.5.2 of [14] ). On the other hand,
is also finite, since x ⋪ G. Thus |K : x | is finite, and consequently xT has finite index in KT /T . Since KT /T is a torsion-free abelian group, this can only happen if KT /T is cyclic.
We split the determination of the infinite locally nilpotent FCI-groups into two cases, according as the group is periodic or not. Since a periodic locally nilpotent group is locally finite, Theorem 2.14 is available. As it turns out, it will be easier to apply that theorem to an appropriate Sylow subgroup than to the whole FCI-group. Our next result yields Theorem B. (i) P = g, A is a 2-group, where A is infinite abelian of finite rank, and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A. (ii) Q is a finite abelian 2 ′ -group.
Proof. Assume first that G is a locally nilpotent FCI-group. Since G is the direct product of its Sylow subgroups and G is not a Dedekind group, there exists a prime p for which a Sylow p-subgroup P of G is not Dedekind. Let us choose x ∈ P such that x ⋪ P . If we write G = P × Q with Q a p ′ -group, then Q is finite, since it is contained in C G (x) and G is an FCI-group. For the same reason, since P must be infinite, all elements of Q generate a normal subgroup of G. In particular, Q is a Dedekind group. Now P is an infinite locally finite p-group which is also an FCI-group. Let us write P = g, D as in (ii) of Theorem 2.14, where D is an infinite Dedekind group, and let us use the notation in the statement of that theorem. In particular, m > 1 is the order of g modulo D, which coincides with the order of the power automorphism of D induced by g. Then m is a power of p, and if p > 2 then p belongs to the set π 1 and consequently D is finite, which is a contradiction. Hence p = 2. By Remark 2.17, we know that D is abelian. Let us write A for D in the remainder. The same remark yields that a g = a −1 for every a ∈ A, and that m = 2. Since C A (g) = Ω 1 (A) and g 2 ∈ C A (g), we conclude that the order of g is at most 4.
Conversely, if G = P × Q is as in the statement of the theorem, then one can readily see that G is a group of the type described in (ii) of Theorem 2.14, and so G is an FCI-group. It is also easy to check that G is locally nilpotent.
In our next theorem we characterize the non-periodic infinite locally nilpotent FCI-groups, thus getting part (i) of Theorem C. We need a couple of lemmas. The first one is well-known and an easy exercise. 
Lemma 3.7. Let ϕ be a power automorphism of an abelian p-group A, and assume that t = exp ϕ = 1. Then the following hold:
Proof. (i) Let us write t = 1 + i≥ℓ t i p i , where t i ∈ {0, . . . , p − 1} for every i and t ℓ = 0. Then
(ii) Since exp ϕ k = t k = 1, we may apply (i) to ϕ k , and since A is of finite rank, it follows that C A (ϕ k ) is finite for every k ≥ 1. 
Then the semidirect product G = g ⋉ D, where g is of infinite order and acts on D via ϕ, is a locally nilpotent FCI-group. Conversely, every nonperiodic locally nilpotent FCI-group is either abelian or isomorphic to a group as above, D being the torsion subgroup of G.
Proof. First of all, let G = g ⋉ D be as in the statement of the theorem. We begin by proving that G is locally nilpotent. By (i), we can extend the definition of t 2 also to the case when D 2 is not abelian, by taking t 2 = 1.
Observe that the condition t p ≡ 1 (mod p), which is required in (ii) for all odd p, also holds for p = 2, since any 2-adic unit is congruent to 1 modulo 2. As a consequence, if d ∈ D p is of order p n , we have
Now if x is an arbitrary element of G, we can write x = g i d 1 . . . d r , with d j ∈ D p j for some primes p j , and if
Thus g is a left Engel element of G. Now since G is soluble, every left Engel element lies in the Hirsch-Plotkin radical R of G (see [14, 12.3.3] ), and since also D lies in R, we conclude that G is locally nilpotent. Now we prove that G is an FCI-group. Since ϕ ∈ PAut D and D is a Dedekind group, every element of D generates a normal subgroup of G. Hence we only need to show that |C G (x) : x | is finite for every x ∈ G D. Let us write x = g k d, with k ∈ Z {0} and d ∈ D. By Lemma 3.6, we get
The first factor of the right-hand side of the above inequality is finite, since G/D is infinite cyclic and x ∈ D. On the other hand, we have
and since π(D) is finite, in order to prove that C D (x) is finite, it suffices to see that C Dp (x) is finite whenever D p is infinite. So let us fix a prime p such that D p is infinite. If p = 2 then this implies that D 2 is abelian, since D 2 is of finite rank and D is a Dedekind group. Thus we always have D p ≤ Z(D) for p as above. As a consequence,
, we may assume without loss of generality that k ≥ 1. Now, by conditions (ii) and (iii) of the statement of the theorem, t p is an element of infinite order in Z × p . Then we conclude from (ii) of Lemma 3.7 that C Dp (ϕ k p ) is finite. This completes the proof that G is an FCI-group. Conversely, let now G be a non-periodic locally nilpotent FCI-group, and assume that G is not abelian. Let D be the torsion subgroup of G. Then D = G and, since G/D is abelian by Lemma 3.1, also D = 1. By Corollary 3.2, if y ∈ G D generates a normal subgroup of G, then y ∈ Z(G). Consequently there exists y ∈ G D such that y ⋪ G. Let us now consider an arbitrary element x ∈ D. If x ⋪ G, then C G (x) is finite, since G is an FCI-group. On the other hand, H = x, y is a nilpotent group, and the torsion subgroup of H is finite. Thus x has finitely many conjugates in H, i.e. |H : C H (x)| is finite. It follows that H is finite, which is a contradiction, since y is of infinite order. This proves that x ⊳ G, and in particular D is a Dedekind group. Also, if we choose x of prime order then x ∈ Z(H). Thus all elements of D of prime order commute with y. Since |C D (y)| ≤ |C G (y) : y | is finite, it follows that π(D) is finite and that D p is of finite rank for every p ∈ π(D).
As a consequence, and taking also into account that G/D is locally cyclic by Lemma 3.4, G has an abelian series in which the p-rank of each factor (p = 0 or a prime) is finite. In other words, G is a soluble group of finite abelian total rank. By applying 10.4.3 of [8] , there exists a nilpotent subgroup A of G such that AD has finite index in G. Since G/D is infinite, it follows that A ∩ D is a proper subgroup of A, and so A can be generated by aperiodic elements. We claim that A is finitely generated. Otherwise, A must be a Dedekind group, by Lemma 3.3, and since it is not periodic, A is abelian. If there exists a ∈ A such that a ⋪ G then |A : a | ≤ |C G (a) : a | < ∞ and A is finitely generated, contrary to our assumption. Hence all elements of A generate a normal subgroup of G, and by Corollary 3.2, we have A ≤ Z(G). Then |A y : y | ≤ |C G (y) : y | < ∞, and again A is finitely generated, a contradiction. This completes the proof of the claim. Since G/AD is finite, it follows that G/D is finitely generated. But we know that G/D is locally cyclic, and so we conclude that G/D is cyclic.
Let g ∈ G be such that G/D = gD . Clearly, we have G = g ⋉ D. Let ϕ be the power automorphism of D induced by conjugation by g, and let t p = exp ϕ p for every p ∈ π(D). Since G is generated by the coset gD, and G is not abelian, there exists d ∈ D such that gd ∈ Z(G). Then gd ⋪ G, and gd can play the same role as y above. In particular, C Dp (gd) is finite and Ω 1 (D p ) ≤ C Dp (gd) for all p ∈ π(D). Let us suppose either that p > 2 or that p = 2 and D 2 is infinite (which implies that D 2 is abelian, since D 2 is a Dedekind 2-group of finite rank). Then D p ≤ Z(D) and so C Dp (g) = C Dp (gd) is finite and contains Ω 1 (D p ). As a consequence, t p cannot be 1 if D p is infinite. On the other hand, if x ∈ D p is of order p then ϕ(x) = x tp is equal to x, and so t p ≡ 1 (mod p). This proves (ii), and part of (iii).
Next we show that (i) holds. Assume that D 2 is not abelian and write D 2 = Q × E, with Q ∼ = Q 8 and E elementary abelian of finite rank. Arguing exactly as in the proof of Theorem 2.14, we have G = DC G (Q). Thus we can choose the element g of the previous paragraph in C G (Q). Since g acts as a power automorphism on the elementary abelian 2-group E, we conclude that ϕ 2 is the identity automorphism, as desired.
Finally, we complete the proof of (iii) by showing that t 2 = −1 if D 2 is infinite. Note that D 2 is abelian and exp D 2 = ∞. By way of contradiction, assume that
is finite. But, on the other hand, since D 2 is abelian and
, which is infinite. This contradiction shows that t 2 = −1 if D 2 is infinite, which completes the proof of the theorem.
Remark 3.9. In (i) of Theorem 3.8, we require that ϕ 2 should be the identity automorphism if D 2 is non-abelian. Actually, if we follow the proof of the theorem, we can see that this condition is not necessary for the group G = g, D to be a locally nilpotent FCI-group, and any other choice of ϕ 2 would equally work. However, the proof of the converse statement shows that, if D 2 is non-abelian, then one can always choose g so that ϕ 2 is the identity. Since that condition makes things easier (we do not have to take care of constructing an automorphism of D 2 ), we have decided to include condition (i) in the characterization of infinite locally nilpotent FCI-groups.
As a first consequence of Theorem 3.8, we can give a generalization in the case of locally nilpotent groups of the fact that the quotient of an FCI-group by a finite normal subgroup is again an FCI-group. This will be needed in Section 5, when we consider conditions on normalizers. The following two corollaries show that conditions (6) and (7) are not interesting in the realm of non-periodic locally nilpotent groups. This way we complete the proof of Theorem C. Proof. Assume for a contradiction that G is not abelian. Then, by Theorem 3.8, we have G = g ⋉ D, where g is of infinite order and D is the torsion subgroup of G. Since |C G (g k ) : g k | ≥ | g : g k | = k for every k ≥ 1 and G is a BCI-group, we must have g k ⊳ G for some k ≥ 1. Then, by Corollary 3.2, g k ∈ Z(G). On the other hand, D is not contained in Z(G), since otherwise G/Z(G) is cyclic and G is abelian. Let us consider a fixed element d ∈ D Z(G), and for every multiple n of k, put x n = g n d. Then x n ∈ Z(G), and again by Corollary 3.2, we have x n ⋪ G. Now observe that
Since n can be chosen to be arbitrarily large, this is contrary to our assumption that G is a BCI-group. This proves the result.
Proof. It follows from the hypothesis that every element of infinite order generates a normal subgroup of G. On the other hand, by Theorem 3.8, we have G = g ⋉ D, where D is the torsion subgroup of G. Furthermore, D is a Dedekind group and g acts on D via a power automorphism. Thus every element of G of finite order also generates a normal subgroup of G. Hence G is a Dedekind group and, since it is not periodic, it must be abelian.
The same happens with condition (9) , for all locally nilpotent groups. This is part of Theorem I. Proof. Suppose for a contradiction that G is not abelian. By Proposition 2.4, G is non-periodic, and then Theorem 3.8 yields that G = g ⋉ D, where D is the torsion subgroup of G and every subgroup of D is normal in G. Thus if x ∈ D then |G : C G (x)| is finite, and since G is an infinite group satisfying (9) , it follows that x ∈ Z(G). Hence D ≤ Z(G), and G/Z(G) is cyclic. Thus G is abelian, contrary to our assumption.
Our last corollary to Theorem 3.8 is analogous to Corollary 2.12 for infinite locally finite FCI-groups, and the proof is exactly the same, so we omit it.
Corollary 3.14. Let G be an infinite locally nilpotent FCI-group. Then G is metabelian.
BCI-groups
This section is devoted to BCI-groups. Given a BCI-group G, we get a full description of G if it is not periodic, and in the periodic case, we prove that if G is also locally graded, then it is locally finite. These results correspond to Theorem D and Theorem E in the introduction. The restriction to locally graded groups is motivated to avoid Tarski monster groups, that is, infinite (simple) p-groups, for p a prime, all of whose proper non-trivial subgroups are of order p. Obviously, Tarski monster groups are BCI-groups. Proof. Let p be a prime number. Since G is a BCI-group and |C G (x p r ) : x p r | ≥ | x : x p r | = p r for every r ∈ N, we must have x p r ⊳ G for some r. Similarly, if q = p is another prime, then x q s ⊳ G for some s. We conclude that x = x p r , x q s ⊳ G, as desired. Now we can describe non-periodic BCI-groups, thus proving Theorem D. 
A is a non-periodic abelian group of finite 2-rank and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A.
Proof. Obviously, (i) follows from (ii). Next we prove that (i) implies (iii).
Assume that G is a non-periodic BCI-group, and that G is not abelian. Let X be the set of all elements of G which generate a normal subgroup of G, and put A = X . By Lemma 4.1, X contains all elements of G of infinite order. If x ∈ X then G ′ ≤ C G (x), and so we get G ′ ≤ C G (A). Consequently A ′ ≤ Z(A) and A is nilpotent. Since A is non-periodic, the torsion subgroup of A is a proper subgroup of A, and so A can be generated by elements of infinite order. On the other hand, if we apply Theorem 3.8 to A, it follows that every element of A of finite order generates a normal subgroup of A. It follows that A is a Dedekind group, and since it is non-periodic, A is abelian. As a consequence, A is a proper subgroup of G.
Let us now consider an element x of infinite order. Then x ∈ A and A ≤ C G (x). If there exists y ∈ C G (x) A then x ∈ C G (y). But y ⋪ G and y is of finite order, so that C G (y) is finite, which is a contradiction. We conclude that C G (x) = A, and then G/A is cyclic of order 2. Choose an element g ∈ G A. Then G = g A and x g = x −1 . Since x is an arbitrary element of infinite order, and these elements generate the abelian group A, it follows that a g = a −1 for all a ∈ A. Then C A (g) coincides with the set of all elements of A of order at most 2. Since g ⋪ G, it follows that A is of finite 2-rank. Finally, since g 2 ∈ A commutes with g, we have g 4 = 1.
We conclude by showing that (iii) implies (ii). The result is trivial when G is abelian, so we assume that G = g A is of the form described in (iii). Let us consider an element x ∈ G such that x ⋪ G. Then x ∈ A, and we can write x = ga for some a ∈ A. We have C A (x) = C A (g) = {a ∈ A | a 2 = 1}, which is finite of order 2 r , say, since A is of finite 2-rank. Consequently
As a consequence, we obtain that condition (10) can only hold trivially in a non-periodic group. This is part of Theorem I. Corollary 4.3. Let G be a non-periodic group, and assume that for some n we have
Proof. Since G is a non-periodic BCI-group, G is either abelian or of the form G = g A as in Theorem 4.2. Assume that the latter holds. Then Z(G) = C A (g) = {a ∈ A | a 2 = 1}. Since A is non-periodic, we can choose an element x ∈ A of infinite order. Then we have x m ∈ Z(G) for every m ∈ N, and |C G (x m ) : x m | ≥ | x : x m | = m. If we take m > n, we get a contradiction with the hypothesis of the theorem. Thus G is abelian.
Contrary to the case of locally finite and locally nilpotent groups, where knowing that |C G (x) : x | is finite for all x ∈ G Z(G) was enough to conclude that G is abelian (recall Proposition 2.4 and Corollary 3.13), we cannot say so if the group G is only non-periodic. Indeed, the infinite dihedral group D ∞ is an example of such a group which is not abelian.
Finally, we consider periodic BCI-groups, in which case we restrict to locally graded groups to avoid Tarski monster groups. Recall that a group is locally graded if every non-trivial finitely generated subgroup has a nontrivial finite image. The class of locally graded groups is rather wide, since it includes locally (soluble-by-finite) groups, as well as residually finite groups, and so in particular free groups. As it turns out, locally graded periodic BCI-groups are locally finite, and so they are described in Theorem 2.14. We need the following three lemmas. Proof. Let G be a finitely generated locally graded periodic BCI-group, and suppose for a contradiction that G is infinite. By hypothesis, there exists a positive integer n such that |C G (x) : x | ≤ n whenever x ⋪ G.
Let D be the FC-centre of G. By (i) of Proposition 2.5, D consists of all elements of G which generate a normal subgroup of G. Then we have G ′ ≤ C G (d) for every d ∈ D, and consequently G ′ ≤ C G (D). If G ′ is a Dedekind group, then G is soluble and, being periodic and finitely generated, G is finite. This is a contradiction. Thus there exists x ∈ G ′ such that x ⋪ G. Hence C G (x) is finite and, since D ≤ C G (x), also D is finite. Then any non-trivial element gD ∈ G/D generates a non-normal subgroup of G/D, since otherwise [g, G] ≤ g D is finite and g belongs to D.
Let m = max{n, |D|}. If p, q > m are prime numbers, we claim that G does not have any elements of order pq. Indeed, if x ∈ G is of order pq, then x p ∈ D, since x p is of order q and q ∤ |D|. Hence x p ⋪ G, and so
a contradiction. This proves the claim and, since G is periodic, it also follows that no quotient of G has elements of order pq. Now we prove that 2 ∈ π(G/D). Otherwise we can consider an involution gD. Since gD ⋪ G/D and G/D is a BCI-group by Proposition 2.2, it follows that C G/D (gD) is finite. But then Lemma 4.5 implies that G/D is finite, and so G is finite, contrary to our assumption. As a consequence, every finite quotient of G/D is of odd order, and by the Feit-Thompson Theorem, is soluble.
Let R/D be the finite residual of G/D, i.e. the intersection of all subgroups of G/D of finite index, and let us show that π(G/R) is finite. Suppose, by way of contradiction, that π(G/R) is infinite. Then we can find elements x, y, z ∈ G such that o(xR) = p, o(yR) = q and o(zR) = r are three distinct primes greater than m. By the definition of R, there exists N ⊳ G of finite index such that D ≤ N and x, y, z ∈ N . Then o(xN ) = p, o(yN ) = q and o(zN ) = r. But, as mentioned above, G/N is soluble and does not contain any elements of order pq, pr, or qr. This is impossible, according to Lemma 4.4. Now, given p ∈ π(G/R), let us consider an arbitrary non-trivial p-element gR ∈ G/R, say of order p k . If k > n then g p n ⋪ G, and we get
a contradiction. Hence the order of all p-elements of G/R is at most p n . Since π(G/R) is finite, it follows that G/R is a group of finite exponent. Since G/R is finitely generated and residually finite, Zelmanov's positive solution to the Restricted Burnside Problem yields that G/R is finite. It follows that R is finitely generated.
Since D is nilpotent, we know by Lemma 4.6 that G/D is also locally graded. Now R/D is finitely generated, and non-trivial, since D and G/R are finite, while G is infinite. Hence there exists K/D < R/D such that |R : K| is finite, and then also |G : K| is finite. This is the final contradicion, since R/D is contained in all subgroups of G/D of finite index.
As a consequence of the previous theorem and Proposition 2.4, a locally graded group satisfying condition (10) is necessarily abelian. This completes the proof of Theorem I. On the other hand, by combining Theorem 4.7 with Theorem 3.5, we get the following result.
Corollary 4.8. Let G be an infinite locally graded p-group, where p is an odd prime. If G is a BCI-group then G is abelian.
Conditions on normalizers
In this final section we study the conditions about normalizers that we described in the introduction, in the same cases that have been considered for centralizers: locally finite groups and locally nilpotent groups in all generality, and also non-periodic groups and periodic locally graded groups when we are working under the conditions with finite bounds. Thus we prove Theorems F, G, and H. We begin with locally finite groups, in which case we show that the conditions for normalizers and centralizers are all equivalent. Proof. Obviously, (i) implies (ii) and (ii) implies (iii). On the other hand, by Corollary 2.18 we know that (iv) follows from (iii). So we only need to show that (iv) implies (i).
Thus we have to prove that every locally finite BCI-group G is a BNIgroup. We may assume that G is infinite and non-Dedekind, and then part (ii) of Theorem 2.14 applies. Let us write G = g, D , where g and D are as in the statement of that theorem, and let m = |G : D| > 1. Let H be a non-normal subgroup of G, and observe that H is not contained in D, since every subgroup of D is normal in G. By Lemma 3.6, we have Observe that, as a consequence of the previous theorem, conditions (2) and (4) in the introduction, which only apply to non-normal cyclic subgroups, are also equivalent to being an FNI-, BNI-, FCI-or BCI-group, for a locally finite group. This completes the proof of Theorem F.
We continue with the case of locally nilpotent groups. By Theorem 5.1, we only need to worry about non-periodic groups. In this situation, we know from Corollary 3.11 that BCI-groups are abelian, and so the same holds for BNI-groups. Hence we only consider the case of FNI-groups, and again we obtain that they are the same as FCI-groups. This is Theorem G in the introduction. (ii) G satisfies condition (2) .
Proof. This result can be proved with an argument which is similar to that of Theorem 5.1, with Corollary 3.10 playing the role of Corollary 2.19.
Finally, we deal with BNI-groups in the same setting where we considered BCI-groups in Section 4, namely for non-periodic groups and for periodic locally graded groups. In the latter case, since periodic locally graded BCIgroups are locally finite by Theorem 4.7, it follows from Theorem 5.1 that BNI-groups are the same as BCI-groups. Next we consider the remaining case of non-periodic groups, which corresponds to Theorem H. Proof. (i) Let us first assume that G is a BNI-group. Then G is also a BCI-group, and then, by Theorem 4.2, G is either abelian or of the form G = g A, where A is a non-periodic abelian group of finite 2-rank, and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A. Thus we only need to prove that, in the latter case, A is also of finite 0-rank.
Arguing by contradiction, let us consider an infinite sequence {b n } n∈N of linearly independent elements of infinite order inside A. Then B = b n | n ∈ N is torsion-free. Let us put H = g, B and N = g 2 . Then the quotient H/N is isomorphic to Dih(B). Now, as observed in Example 2.1, if B is torsion-free of infinite 0-rank, there are quotients of Dih(B) which are not BCI-groups. This is a contradiction, since every section of G is a BNI-group (since being a BNI-group is hereditary for subgroups and quotients), and consequently also a BCI-group. Now we prove the converse. To this purpose, we consider a group G = g A as in the statement of the theorem, and see that G is a BNI-group. More precisely, if H is a non-normal subgroup of G, we are going to show that |N G (H) : H| ≤ 2 r 0 +r 2 , where r 0 and r 2 are the 0-rank and the 2-rank of A, respectively.
Since all subgroups of A are normal in G, it follows that H is not contained in A. Then we have H = h B, where h ∈ H A and B = H ∩A. Hence G = h A, since |G : A| = 2. By Dedekind's Law, we have N G (H) = h N A (H), and then by Lemma 3. since U is the kernel of the homomorphism sending every element of T to its square. Now, by the definition of 0-rank and 2-rank, we have r ≤ r 0 and |U | ≤ 2 r 2 . Hence |J : J 2 | ≤ 2 r 0 +r 2 , which implies that s ≤ r 0 + r 2 , as desired.
(ii) We only need to prove that a non-abelian BCI-group G satisfies (4). As above, we may apply Theorem 4.2, and so G = g A, where A is a nonperiodic abelian group of finite 2-rank, and g is an element of order at most 4 such that g 2 ∈ A and a g = a −1 for all a ∈ A. Let x ∈ G be such that x ⋪ G. Then x ∈ A, and we can write x = ga for some a ∈ A. Since x 2 = g 2 , the order of x is either 2 or 4. Thus
is bounded, since G is a BCI-group.
