











This thesis has been submitted in fulfilment of the requirements for a postgraduate degree 
(e.g. PhD, MPhil, DClinPsychol) at the University of Edinburgh. Please note the following 
terms and conditions of use: 
• This work is protected by copyright and other intellectual property rights, which are 
retained by the thesis author, unless otherwise stated. 
• A copy can be downloaded for personal non-commercial research or study, without 
prior permission or charge. 
• This thesis cannot be reproduced or quoted extensively from without first obtaining 
permission in writing from the author. 
• The content must not be changed in any way or sold commercially in any format or 
medium without the formal permission of the author. 
• When referring to this work, full bibliographic details including the author, title, 




Towards the Development of a Reliable 

















A thesis submitted for the Degree of Doctor of Philosophy 






I hereby declare that this thesis was composed and originated entirely by myself; 
work contained herein is my own except where explicitly stated in the text, and it has 











irst of all, I would like to express my sincere appreciation to my first 
supervisor Dr. Khaled Benkrid, who has given me consistent help and 
unceasing guidance, with his profound knowledge, kindness and patience extended 
to me. 
I also would like to give my gratitude to my supervisor Dr. Alister Hamilton, for his 
invaluable assistance in completing this thesis, and all the efforts paid in my last year 
of study. I am also grateful and indebted to Professor Tughrul Arslan and Dr. Ahmet 
T. Erdogan, who have given me important assistance in in my academic procedures. 
In particular, I would like to thank my senior colleague Dr. Xabier Iturbe, who 
originally conducted this project and gave me precious suggestions throughout the 
period of my study. In addition, I record my acknowledgements to Ali Ebrahim, Dr. 
Hana Mohammad Hussain, Dr. Mohammad Nazrin Isa, and Mr Len Shaw, who have 
made invaluable contributions to this thesis. The same appreciation goes to my 
colleagues Mr. Hopsen, Mr. Ding, Mr. Zhang, and Mr. Zhou for their kind 
encouragement and enlightenment. 
I also take this opportunity to record my deepest gratitude and best wishes to my 
parents, who have made everything possible during my whole life.  
Finally, I express my gratitude to all of the SLIG group members, who directly or 








n the last two decades, Field Programmable Gate Arrays (FPGAs) have been 
rapidly developed from simple “glue-logic” to a powerful platform capable of 
implementing a System on Chip (SoC). Modern FPGAs achieve not only the high 
performance compared with General Purpose Processors (GPPs), thanks to hardware 
parallelism and dedication, but also better programming flexibility, in comparison to 
Application Specific Integrated Circuits (ASICs). Moreover, the hardware 
programming flexibility of FPGAs is further harnessed for both performance and 
manipulability, which makes Dynamic Partial Reconfiguration (DPR) possible. DPR 
allows a part or parts of a circuit to be reconfigured at run-time, without interrupting 
the rest of the chip’s operation. As a result, hardware resources can be more 
efficiently exploited since the chip resources can be reused by swapping in or out 
hardware tasks to or from the chip in a time-multiplexed fashion. In addition, DPR 
improves fault tolerance against transient errors and permanent damage, such as 
Single Event Upsets (SEUs) can be mitigated by reconfiguring the FPGA to avoid 
error accumulation. Furthermore, power and heat can be reduced by removing 
finished or idle tasks from the chip. For all these reasons above, DPR has 
significantly promoted Reconfigurable Computing (RC) and has become a very hot 
topic. However, since hardware integration is increasing at an exponential rate, and 
applications are becoming more complex with the growth of user demands, high-
level application design and low-level hardware implementation are increasingly 
separated and layered. As a consequence, users can obtain little advantage from DPR 
without the support of system-level middleware. 
To bridge the gap between the high-level application and the low-level hardware 
implementation, this thesis presents the important contributions towards a Reliable, 
Reconfigurable and Real-Time Operating System (R3TOS), which facilitates the 
user exploitation of DPR from the application level, by managing the complex 
hardware in the background. In R3TOS, hardware tasks behave just like software 
tasks, which can be created, scheduled, and mapped to different computing resources 




efficient task scheduler and allocator; 2) implementation of a novel real-time 
scheduling algorithm (FAEDF) and two efficacious allocating algorithms (EAC and 
EVC), which schedule tasks in real-time and circumvent emerging faults while 
maintaining more compact empty areas. 3) Design and implementation of a fault-
tolerant microprocessor by harnessing the existing FPGA resources, such as Error 
Correction Code (ECC) and configuration primitives. 4) A novel symmetric 
multiprocessing (SMP)-based architectures that supports shared memory programing 
interface. 5) Two demonstrations of the integrated system, including a) the K-Nearest 
Neighbour classifier, which is a non-parametric classification algorithm widely used 
in various fields of data mining; and b) pairwise sequence alignment, namely the 
Smith Waterman algorithm, used for identifying similarities between two biological 
sequences. 
R3TOS gives considerably higher flexibility to support scalable multi-user, multi-
tasking applications, whereby resources can be dynamically managed in respect of 
user requirements and hardware availability. Benefiting from this, not only the 
hardware resources can be more efficiently used, but also the system performance 
can be significantly increased. Results show that the scheduling and allocating 
efficiencies have been improved up to 2x, and the overall system performance is 
further improved by ~2.5x. Future work includes the development of Network on 
Chip (NoC), which is expected to further increase the communication throughput; as 
well as the standardization and automation of our system design, which will be 
carried out in line with the enablement of other high-level synthesis tools, to allow 
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Chapter 1: Introduction 
Chapter 1 
Introduction 
ield Programmable Gate Arrays (FPGAs) have been rapidly developed in the 
last thirty years, offering electronic system developers the high performance 
of dedicated hardware with the flexible reprogrammability [Kuon2008, Tse2012]. 
With process technology scale-down, modern FPGAs have achieved significant 
levels of performance, programming flexibility, power efficiency and convenience 
[Compton2002, Todman2005, and Tian2010]. FPGAs achieve high speed 
performance by benefiting from the characteristics of their hardware architecture, 
such as computing parallelism and circuitry customization, which allows multiple 
data streams to be processed in parallel, directly through dedicated combinatorial 
logic gates [Banerjee2006, Sundarajan2010]. This computing parallelism and 
circuitry customization have considerably increased computing throughput compared 
with software programmed Von-Neumann architectures, where each instruction has 
to be fetched, decoded, and executed in a sequential machine [Backus1978]. 
Moreover, FPGAs give hardware programming flexibility, allowing them to be 
reconfigured after manufacture. This is achieved by using a configuration memory to 
dictate all FPGA functionalities. Thus, by changing the content of the configuration 
memory, the circuit logic can be changed accordingly [Xilinx2009]. Moreover, 
power efficiency is improved by the dedicated logic circuitry of FPGAs, thanks to 
their fine grained programming granularity, which allows hardware to be thoroughly 
customized for a particular application [Sundarajan2010]. Last, but not least, with an 
F 
Chapter 1: Introduction 
2 
 
increasing number of FPGA design tools and libraries available, developments of 
FPGAs have become more convenient and productive, making the time-to-market 
shorter. To date, FPGAs can be programmed through various design flows, from 
traditional schematic design, via Hardware Description Language (HDL), to High-
Level programming Languages (HLL), allowing the developer to programme FPGAs 
from either a structuralized viewpoint, or at a more behavioural level, by trading off 
their productivity with design efficiency [Hutchings1999,Benkrid2000, Thomas2002, 
Benkrid2004, Benkrid2008]. Figure 1.1 lists four classical computing platforms 
compared with FPGAs in respect of performance, programmability, productivity, and 
power efficiency. In general, better performance and power efficiency can be 
achieved by application-specified hardware, whereas general-purpose software 
programmed devices have higher programmability and productivity. Among these, 
the FPGA not only outperforms software programmed devices, for example General 
Purpose Processors (GPPs) and Application-Specific Instruction-set Processors 
(ASIPs) in terms of speed, but it also enjoys additional programming flexibility 
compared with Application-Specific Integrated Circuit (ASICs). In effect, although 
serving as a middle-level solution, FPGAs are more hardware oriented; that is to say, 
their speed performance is more prominent than their programmability. For instance, 
most FPGAs have performance and power efficiency close to ASICs; however, their 
level of programmability is far lower than that of software programed processors 
[Benkrid2008]. Therefore, initially, the reconfigurability of FPGAs was only used for 
design prototyping, through off-line and static full reconfiguration. Making better use 
of the reconfigurability of FPGAs subsequently became a major research topic 


















































Figure 1.1 FPGA compared with other computing platforms 
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Dynamic Partial Reconfiguration (DPR) extends programming flexibility to a higher 
level, and erodes the traditional boundary between software and hardware, giving 
hardware a software look-and-feel [Brebner1996, Wigley2001, Mignolet2003, and 
So2007]. DPR allows part of the chip region to be reconfigured without interrupting 
the operation of the rest of the chip. Benefitting from this, the logic resources can be 
more efficiently re-used by swapping tasks in/out of the chip in a time-multiplexed 
fashion on-the-fly [Xilinx2010a]. Therefore, by applying DPR, hardware tasks can 
be generated, scheduled, and mapped to the two-dimensional hardware resources, 
which is similar to the software tasks of creating, scheduling and allocating in one-
dimensional memory space. By harnessing the configurability of FPGAs, the 
reconfiguration overhead is further reduced in terms of both time and area, which 
makes more rapid run-time reconfiguration possible, such as the Xilinx Virtex4 
family FPGA, which achieves 32bit bandwidth working at 100MHz, making it 
potentially capable of configuring a task in microseconds [Xilinx2010b]. DPR brings 
three main advantages. Firstly, a limited silicon area can be more efficiently shared 
by swapping tasks over time [Dubach2010]. Secondly, reliability is gained by 
reconfiguring transient soft-error in the faulty region, or reallocating hardware tasks 
away from damaged resources [Iturbe2010a]. Finally, power dissipation is reduced 
since non-running or idle tasks can be swapped out of a chip as and when needed 
[Iturbe2010b] .  
DPR is still not mature enough to be applied widely because of the gap between 
high-level user applications and low-level hardware details [Coussy2008]. In effect, 
user software applications have become more complex because of the growth of 
customer demands, whereas the hardware has become more densely and 
heterogeneously integrated in recent decades. Therefore, developers are normally 
either specialised at the application level or in hardware implementation, making the 
design layered. To allow the application developer to benefit from DPR without 
knowing the details of hardware, a system level middleware support needs to be 
provided to bridge this gap. Encouraged by these ideas, various approaches have 
been proposed to exploit the advantages of DPR. For example, the leading FPGA 
vender, Xilinx Corp., have contributed a series of innovations of DPR, from 
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hardware chip support, such as Internal Configuration Access Port (ICAP), via 
design flow solutions, to software Application Programing Interfaces (APIs), 
including the PR-PlanAhead, and MicroBlaze ICAP driver [Xilinx2010a, 
Xilinx2010b]. With such support from industrial providers, academic research has 
focused more on system level design flows [Horta2002, Blodget2003]. However, 
most of this research has not gone beyond concepts and simulations, with insufficient 
realistic application support. And research usually specializes in limited features of 
DPR, with a lack of system generality and applicability [Brebner1996, Wigley2001, 
Kalte2005 and Becker2007].  
In light of the above, a software-like Reliable Reconfigurable Real-time Operating 
System (R3TOS) has been developed on FPGAs, in the belief that the widespread 
use of DPR will not materialize and become generalised until a generic software-like 
programming model is developed for it [Brebner1996, Wigley2001, Mignolet2003, 
Walder2005, and So2007]. R3TOS is a generic reconfigurable system that 
significantly exploits up-to-date DPR technology, and provides a generalised API for 
high level applications. R3TOS opens a new model of Reconfigurable Computing 
(RC) where hardware tasks behave just like software tasks, as they can be scheduled, 
preempted, and flexibly placed at arbitrary positions on the chip, whereby reliability, 
reconfigurability, and real-time performance are improved [Iturbe2010a, Iturbe2010b 
and Iturbe2013b].  
1.1 Scope and Objectives 
R3TOS is designed to maximally exploit the programming flexibility of DPR, and to 
universalise the standard OS API for modern FPGAs, in order to facilitate various 
advanced applications. There are three main objectives can be achieved, namely, 
reliability, reconfigurability and real-time operation.  
 Reliability 
To date, most commercial FPGAs are based on Static RAM (SRAM), which is 
highly susceptible to radiation-induced faults, such as Single Error Upsets (SEUs) 
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provoked by high energy particles in space [Xilinx2011a]. The Rosetta Experiment 
shows that at the 90nm technology node, the Xilinx Spartan-3 FPGA series suffers 
from an error rate of 111 FIT/Mb in their Configurable Logic Blocks (CLBs), and 
222 FIT/Mb in Block RAMs, (BRAMs), where FIT stands for “failures in time per 
billion hours” [Lesea2005]. To improve system fault tolerance, the R3TOS improves 
its reliability in regard to four aspects: 1) fault self-containing (see chapter 3), 2) 
transient error mitigation, 3) permanent damage avoidance, and 4) prolonging device 
life time. 
1) First of all, in the R3TOS, hardware tasks are both physically and operationally 
independent, keeping faults which occur self-contained within each module itself, 
without affecting the rest of the system. This is because all hardware tasks in the 
R3TOS are exclusively area-constrained within a square region, rather than being 
mixed up or overlapping with other modules. Consequently, an emerging fault in a 
particular task is also area-isolated from other tasks, which eases the diagnosis and 
correction of upcoming errors. Moreover, inter-task communication, for example in 
giving inputs to a task and receiving outputs from a task, is made error proof by 
adding redundant checking bits. Therefore, errors are self-contained within tasks and 
checked individually, improving the overall system fault tolerance [Iturbe2009, 
Iturbe2011d, and Iturbe2013b]. 
2) Transient errors are soft-errors provoked by a strike from electro-magnetic 
radiation irons, causing a state change in a flip-flop or a register in memory or a logic 
gate, such as Single Event Upsets (SEUs). Conventionally SEUs are eliminated by 
resetting the whole device to initialise all states [Heiner2008]. For instance, if an 
SEU occurs in the FPGA’s configuration memory, the FPGA has to be shut-down 
and powered-up again to reinitialise all the configuration states, resulting in 
temporary data loss. DPR gives the potential to read back the configuration data from 
the configuration memory, as well as to partially reconfigure a particular region at 
run-time, which can be used to minimise the chance of an SEU spreading without 
halting the device. Based on this, the R3TOS applies a scrubbing technique which 
periodically reads the configuration memory, detects errors, and reconfigures error 
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frames in the first instance. Thereby the Mean-Time-To-Repair (MTTR) is reduced 
and error infection is minimised [Ebrahim2012, Iturbe2011d and Iturbe2013b].  
3) A damaged resource is an unfixable broken piece of hardware in the chip silicon, 
which is a hard-error that cannot be repaired. The traditionally used Triple Modular 
Redundancy (TMR) method triplicates the hardware module in order to retain the 
correctness in cases where one of the three modules fails [Xilinx2001]. However, it 
is not fully error proof, since the whole triplicated module will fail if more than one 
module is damaged. In the R3TOS, damaged resources can be avoided by 
reallocating tasks to another non-damaged region; therefore, the accumulation of 
damage will not reduce the Mean-Time-To-Failure (MTTF) but only reduce the 
number of available resources [Hong2011b, Iturbe2011d, and Hong2012a]. 
4) The device may become worn out once faults or damages can no longer be 
tolerated. The device’s overall lifetime is bottlenecked by the chip’s critical region 
which is most intensively used and thus ages more quickly and is worn out earliest. 
In regard to this, a method is proposed to prolong device lifetime by distributing the 
usage intensity around the chip. Here, hardware tasks are not fixed at a particular 
region, but are swapped in/out over the whole chip, making the whole chips’ 
resources more evenly used. Hence, the device resources age uniformly and the 
overall chip lifetime is prolonged [Iturbe2011d, Iturbe2013a].  
 Reconfigurability  
DPR gives FPGAs high programming flexibility with less reconfiguration overhead 
in terms of both speed and area. However, most of the existing approaches do not 
fully exploit the programming flexibility provided by DPR. First, and most 
commonly, such approaches use a predefined fixed Partial Reconfigurable (PR) 
region or regions to accommodate hardware tasks, whereby boundaries have to be 
fixed with static communication ports such as Bus Macros (BMs) or Proxy Logic. As 
a result, hardware resources are wasted since the PR regions have to cater for the 
largest reconfigurable task possible [Iturbe2010a, Hong2012b]. Secondly, hardware 
tasks are usually pre-synthesized off-line. Therefore, only a limited number of tasks 
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are available at run-time, and multiple versions of task bitstreams consume large 
memory resources, resulting in resource dissipation. Moreover, the static nature of 
PR regions and fixed communication ports makes it more difficult to reconfigure 
around emerging faults. 
The R3TOS allows tasks to be placed at arbitrary positions with no boundary 
concerns. This is achieved by means of a novel inter-task communication 
mechanism, which relies on: 1) ICAP-based inter-task communication; and 2) Data 
Reallocation Tasks (DRTs). The ICAP-based communication harnesses the internal 
configuration port and uses it to exchange data at the configuration layer, leading to a 
clean “route-less” reconfiguration region. Due to the limitations of the bandwidth of 
the configuration port, ICAP-based communication is only used for Low Bandwidth 
Communication (LBC) tasks, namely those dominated by computation. For example, 
to allow High Bandwidth Communication (HBC) tasks, that is communication 
dominated tasks, DRTs are used such as data streaming applications. DRT is a 
temporarily allocated module used to link two existing hardware tasks, and it can 
provide the high bandwidth required in intensive communication [Iturbe2011b]. In 
addition, two optional communication architectures are also presented, namely, the 
shared memory based architecture and the snake allocation strategy. The shared 
memory architecture is inspired by the Symmetric Multiprocessing (SMP) paradigm 
in multiprocessor programming [Hong2012b]. In it, the physically isolated Block 
RAMs (BRAMs) are synchronized to keep the same content shared by all tasks. The 
snake allocation strategy, on the other hand, geographically explores the possibility 
of allowing allocated tasks to reuse the intermediate partial results between different 
stages of computation [Iturbe2011a]. All of the above communication mechanisms 
make the inter-task communication in the R3TOS possible without using 
conventional routings, leading to a clean and free reconfigurable area which tasks 
can be arbitrarily allocated. 
With the assistance of the aforementioned inter-task communication, the R3TOS is 
able to flexibly place an upcoming task anywhere on the chip. To take full advantage 
of the high flexibility, 2D-packing algorithms can be used to find optimum locations, 
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in order to reduce chip fragmentation and retain more compact areas for later tasks 
[Bazargan2000, Tabero2004]. In particular, two novel placing algorithms are 
implemented by the author; namely, the Empty Area Compaction (EAC) algorithm 
and the Empty Volume Compaction (EVC) algorithm, which show better simulation 
results compared with previous algorithms in terms of both efficacy and feasibility 
[Iturbe2010c, Iturbe2011c, Hong2011a, Hong2011b, and Iturbe2013a]. Besides this, 
a new ICAP driver is also developed by the group member Ali Ebrahim 
[Ebrahim2012], which utilises the compressed bitstream configuration, and achieves 
better speed performance compared with commercial ICAP drivers such as the 
Xilinx HwICAP IP core. In addition, the R3TOS also supports on-line task 
generation, whereby hardware tasks can be customized with optimum parameters 
taking into consideration both user requirements and currently available resources 
[Hong2013b].  
The high flexibility in reconfiguration allows the R3TOS to use limited hardware 
resources more efficiently. It also provides higher freedom to allow for high 
performance computing systems to autonomously adapt to user demands and 
environmental changes. For instance, the R3TOS supports scalable multi-user, multi-
tasking applications whereby resources can be dynamically managed in respect of 
user requirements and hardware availability. 
 Real-Time Operating 
The R3TOS is a real-time operating system, with relatively high predictability of 
hardware scheduling and operating. To achieve this, a novel scheduling algorithm is 
implemented by the author called the Finishing Aware Earliest Deadline First 
(FAEDF) algorithm, which improves the traditional Earliest Deadline First (EDF) 
algorithm by delaying the execution of tasks according to the current available 
hardware resources, resulting in better scheduling efficiency [Iturbe2013a]. In 
addition, real-time performance is further improved by hardware predictability, 
which gives relatively predictably operating clock cycles. Last, but not least, the 
R3TOS software API utilises FreeRTOS (an open source real-time operating 
system), which is an open standard real-time operating system, to provide a more 
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user friendly interface, as well as more precise prediction of performance [Inam2011, 
Iturbe2013b]. 
 Case Studies 
In this thesis, the R3TOS is demonstrated in the context of two applications, namely 
the K-Nearest Neighbour (K-NN) classifier, and Sequence Alignment (SA). K-NN is 
a non-parametric classification algorithm which is used to compute distances 
between a query sample and all members of a training set. In our demonstration, each 
K-NN module can be placed and reallocated arbitrarily on the chip, and therefore the 
chip’s resources are more efficiently exploited and fault tolerance is achieved due to 
modular reconfigurability [Hong2013a]. In the SA application, the Smith-Waterman 
algorithm is implemented using pipelined Processing Elements (PEs), whose 
pipeline-stages can be parameterized according to the current available resources and 
user requirements [Hong2013b]. The results from the above applications show that 
the R3TOS achieves high flexibility in task customization, scheduling, and 
placement, whereby resource efficiency and high performance are improved with 
minimal time and area overhead. 
1.2 Novelty and Contributions 
First of all, a novel implementation of an efficient task scheduler and allocator is 
presented. The task scheduler is responsible for scheduling hardware tasks in real-
time efficiently, according to their time constraints; and the task allocator is used to 
search for an optimal position to place the hardware task.  
In line with the task scheduler and allocator, a novel implementation of a real-time 
scheduling algorithm, called Finishing Aware Earliest Deadline First (FAEDF) 
algorithm, and two efficacious allocating algorithms, namely Empty Area 
Compaction (EAC) algorithm and the Empty Volume Compaction (EVC) algorithm, 
are also presented in this work. Results show that the our scheduling algorithm has 
outperformed other scheduling algorithms with up to 2x scheduling efficiency, and 
the allocating algorithm has achieved ~25% improvement on allocating efficiency. 
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Moreover, the contribution also includes the design and implementation of a novel 
fault-tolerant microprocessor. Based on Xilinx’s PicoBlaze processor core, the fault-
tolerant microprocessor achieves a high reliability by harnessing the existing FPGA 
resource, such as Error Correction Code (EDD) and configuration mechanisms. 
Results show that the fault-tolerant microprocessor can automatically correct a single 
bit error, as well as reliably recover from multiple errors. 
In addition, a novel symmetric multiprocessing (SMP)-based architectures is 
developed, which enables the system to be programed in a shared memory-like 
interface, with low area and time overheads. 
Last but not least, the system is demonstrated in the context of two applications: the 
K-Nearest Neighbour classifier (K-NN) and the pairwise sequence alignment (SA). 
The K-NN classifier is a non-parametric classification algorithm which has been 
widely used in a number of data mining applications; and the SA application uses the 
Smith Waterman algorithm to identify the similarities between two biological 
sequences. Results show that by using the proposed reconfigurable system, the 
overall computing performance is improved by ~2.5x. 
1.3 Outline of the Thesis 
The remainder of the thesis is structured as follow: 
Chapter 2 - Work Relevant to Dynamic Partial Reconfiguration 
This chapter discusses the basic concepts of RC, and previous related approaches. 
Concepts, methodologies, and performance are evaluated in order to develop the 
R3TOS project. 
Chapter 3 - R3TOS System Overview  
This chapter outlines the R3TOS’s basic principles, highlighting its major 
capabilities and representative features. The chapter presents the basic ideas of how 
R3TOS bridges the gap between low-level hardware and a high-level OS-like API, 
and turns electronic reconfigurable advances into system performance.  
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Chapter 4 – Design of Algorithms for the Scheduling and Allocation of Tasks 
This chapter presents three R3TOS algorithms designed for real-time task scheduling 
and hardware allocation, including one efficient scheduling algorithm called 
Finishing Aware Earliest Deadline First (FAEDF) and two allocating algorithms; 
namely, Empty Area Compaction (EAC) algorithm and the Empty Volume 
Compaction (EVC) algorithm. The algorithms are illustrated in the context of an 
R3TOS simulated environment and their performance is evaluated and compared 
with that of other state-of-the-art algorithms. 
Chapter 5 - Hardware Implementation  
This chapter presents the detailed hardware implementations of the components in 
the R3TOS. The system consists of four main components: the task scheduler, the 
task allocator, the ICAP manager, and the host API. The hardware architectures of 
each component are described, including the program flow and the memory 
organization. This chapter gives details of the technical support needed for 
implementing the methodologies described in the previous chapters. 
Chapter 6 – Development of R3TOS Applications 
This chapter presents two representative applications to demonstrate R3TOS in real 
practice, and gives further detailed explanations about system operation. The first is 
the K-Nearest Neighbour classifier, which is a classification algorithm used in data 
mining fields, while the second is a sequence alignment application in which the 
Processing Elements (PEs) are scaled and parameterized on-line to benefit from the 
system’s reconfigurability. The results are presented to validate the improvements in 
system performance brought by the R3TOS. 
Chapter 7 – Conclusion and Future Work 
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Work Relevant to Dynamic Partial 
Reconfiguration 
PR-based technologies have been increasingly developed in the last decade 
by both industrial companies and researchers. These technologies include a 
series of supports from the chip vendors; customer-designed tools and 
methodologies; and the development of reconfigurable operating systems and high-
level applications. During this period, industrial FPGA vendors have played a 
leading role, as they provided physical support for technologies associated with DPR. 
In addition, FPGA vendors have also integrate features of DPR into their IDE tool 
suites and commercial APIs, such as the ICAP driver, and DPR synthesising. 
However, since the hardware resources are becoming more and more dense and 
heterogeneous, the manipulation of the bitstream at runtime becomes both more risky 
and more complex. As a consequence, for safety issues, most of the industrial tools 
have been developed conservatively with a lack of programming flexibility. To 
further enhance configurability, researchers have proposed a number of customer-
defined tools and methods which can effectively solve a number of difficulties in 
managing complex hardware resources, such as: resource heterogeneity, on-chip 
routing, and inter-task communication. These tools and methods automate control of 
the low-level hardware and provide a relatively simple Hardware Programing 
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Interface (HPI) for upper-level designs such as the development of the ROS. The 
ROS supports more standardised OS-like user interfaces for high-level applications, 
giving hardware tasks a software look-and-feel by managing hardware resources in 
its background. The whole design chain has promoted DPR from being a 
complicated piece of hardware to an automated and generic user interface with 
friendly OS-like API, bridging the gap between high-level applications and low-level 
hardware implementation (see Figure 2.1).  
This chapter discusses previous approaches relevant to DPR, from low-level 
industrial supports, via middle-level costumer-designed tools, to high-level ROSs. 
Concepts, methodologies, and performance are evaluated in order to develop the 
R3TOS project. 
2.1 Dynamic Partial Reconfiguration Supports from 
Industry 
In the last decade, industrial companies have promoted the development of FPGAs in 
various respects, such as transistor density, heterogeneous hardware integration, and 
development tools. These developments have significantly improved FPGAs in terms 
of speed performance, power consumption, and time-to-market. In particular, the 
techniques associated with DPR have been increasingly promoted by continually 
updating products in response to technology growth and customer demands. For 
Hardware Programing Interface 
Industry manufactured physical primitives, e.g. ICAP 
Industrial API, e.g. ICAP driver, XST 
Customer developed tools and methods 
Customer developed ROS 
OS-like API for Applications 





Figure 2.1 DPR Development Chain 
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instance, the hardware ICAP was developed by Xilinx to enable configuration 
memory to be accessed from the internal chip logic, giving higher configuration 
throughput and lower configuration overhead [Xilinx2010b]. To date, FPGA 
reconfigurability has been dramatically enhanced, and a number of products have 
been commercialised by FPGA vendors, including DPR-supported devices, design 
flows, hardware drivers, and software integrated tools [Xilinx2007, Xilinx2010b, and 
Xilinx2012a, Dye2010, Korf2011, Wigley2001].  
2.1.1 Device Support 
Modern FPGAs provide the ability to reconfigure chip on-the-fly. A generic FPGA 
consists of reconfigurable logic cells, reconfigurable input/output cells, 
reconfigurable routings and specific function blocks (see Figure 2.2).  
The reconfigurable logic cells are the basic elements that can be configured to any 
combinatorial logic, such as logic gates and flip-flops. To build larger system logic, 
the reconfigurable logic cells are connected together by reconfigurable 
interconnections, which can be reconfigured to provide arbitrary links between logic 
cells. The reconfigurable IO cells are used for interfacing external devices, providing  
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Figure 2.2 Generic FPGA Architecture 
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driving capabilities as well as physical protection from external hazards, such as 
Electrostatic Discharge (ESD). To further improve system performance and reduce 
chip size, specific blocks are integrated, such as BRAM blocks, Digital Signal 
Processing (DSP) blocks, and embedded processors. In a generic FPGA, most of the 
resources are reconfigurable since their functions are dictated by the content in the 
configuration memory, which is most commonly based on SRAM. Therefore, by 
writing data to the configuration memory, the chip functionality in the logic layer can 
be changed accordingly. The data in the configuration memory is usually called the 
bitstream, which records all of the static information of chip logic, such as static 
routings and combinatorial logic gates, and also the transient status, such as latched 
values in flip-flops and memory data. Bitstreams can be accessed externally through 
external configuration ports such as the Joint Test Action Group (JTAG) and 
boundary scan. For example, an FPGA can be configured by connecting the JTAG 
port with a PC, or a non-volatile memory on the same Printed Circuit Board (PCB). 
The bitstream is then be downloaded from either the PC or the non-volatile memory 
by the boot loader every time the FPGA is powered on. The above configuration is 
called static reconfiguration, where the whole chip has to be reset and reinitialized 
every time the configuration is performed. In effect, current DPR technology allows 
bitstreams to be loaded using internal chip logic at runtime and the chip can be 
partially reconfigured, leaving un-configured hardware uninterrupted.  
DPR technology was firstly supported in the Xilinx XC6200 family FPGAs in early 
1995. XC6200 FPGAs have a configuration data bus (8, 16 or 32 bits) and an address 
bus (16 bits), which allow the entire configuration memory to be programmed within 
100 μs. In addition, a mask register is used to mask out certain bits in one 
configuration word, allowing parts of the configuration memory to be reprogrammed 
whereas the masked subsets remain unchanged, and therefore the device can be 
partially reconfigured dynamically [Churcher1995, Xilinx1997]. 
Xilinx Inc. subsequently further improved the DPR features in its following families, 
such as the VirtexII/ 4/ 5/ 6/ 7. These families support not only JTAG configuration, 
but also reconfigurability through two other ports: SelectMap and ICAP. The newly 
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supported configuration ports have significantly improved configurability in terms of 
both throughput and convenience [Xilinx2007, Xilinx2009, and Xilinx2010b]. In 
particular, ICAP allows the configuration memory to be accessed from its internal 
logic, which means that FPGA hardware can be internally self-reconfigured. 
Benefiting from the above, the configuration overhead is significantly reduced 
[Blodget2003, Xilinx2007, Xilinx2009]. For instance, the ICAP is located at the 
centre of the chip to give shorter and uniform propagation delay to all the registers. 
Since the internal port does not require any IO external to the chip, the ICAP 
bandwidth is enlarged to 32-bit to achieve higher configuration throughput. 
Moreover, the internal logic requires less voltage than external configuration ports, 
and hence power consumption is reduced [Xilinx2007, Xilinx2010b, and 
Xilinx2012a]. 
While Xilinx Corp. have developed a series of devices supporting dynamic 
reconfiguration, other FPGA vendors have also harnessed their configuration 
mechanism. For example, Altera Corp. enhanced reconfigurability in their products, 
such as the Stratix-V family FPGAs [Altera2010]. To date, the device support from 
FPGA vendors has substantially promoted DPR-associated techniques to reach a 
more realistic era for reconfigurable computing designs. 
2.1.2 Design Flow Support 
With the growth of DPR devices, Xilinx Corp. classified partial reconfiguration into 
two types, naming them difference-based and module-based DPR. Difference-based 
DPR is used when small changes are needed in hardware logic, such as changes of 
local parameters or logical equations. Difference-based DPR allows a design to be 
changed either from a user’s original file (front-end), such as HDL files, or from the 
bitstream already generated (back-end). In module-based DPR, the whole chip area is 
divided into two partitions: a static region and partial reconfigurable (PR) regions 
(see Figure 2.3).  
The static region is allocated to the system static logic, whose configuration does not 
change at run-time. PR regions are accommodated with PR modules, which are to be 
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reconfigured with different versions of bitstreams while the system is running. 
Module-based DPR reconfigures tasks as a whole instead of creating differences for 
particular functions, which gives better flexibility but requires more complicated 
procedures. To enable regional reconfiguration, hardware modules are area-
constrained within a dedicated square area, with communication ports 
accommodated at their boundaries. Note that routings in the static region could go 
across PR regions, and hence all of the PR modules have to be pre-synthesised with 
static routing (see Figure 2.3).  
Based on the above theoretical concepts, FPGA vendors have developed their own 
design flows and solutions, together with integrated tools, software drivers and 
application demonstrations [Dye2010, Xilinx2010a, and Xilinx2010b]. For example, 
Xilinx Corp. released a partial reconfiguration user guide, in which the modular-
based DPR design flow is demonstrated [Xilinx2010a]. Figure 2.4 illustrates the 
basic steps used to generate a full bitstream for three versions of partial 
reconfigurable modules (PR_A, PR_B, and PR_C).  
First of all, five source HDL files have to be created by the users, including two 
static modules (top and static module) and  three PR modules (PR_A, PR_B and 
PR_C). All the files are then synthesised into netlist format, such as an Electronic 
Data Interchange Format (EDIF) file or a Native Generic Database (NGD) file. After 
that, three netlist files (for the top module, static module and PR_A) are integrated 








Figure 2.3 Modular-based Partial Reconfiguration 
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(Full.bit) and a partial bitstream (A.bit). Afterwards, the implemented static module 
is copied and merged with two other PR modules to generate the other two partial 
bitstreams (B.bit and C.bit). To start the system, the full bitstream is used for first-
time configuration, and then the other PR modules can be swapped within the PR 
region on demand at run-time.  
To further advertise and commercialise this technique, Xilinx Corp. also integrated 
DPR features to its standard design suites, such as Xilinx PlanAhead and the 
Embedded Development Kit (EDK). In PlanAhead 12.x and later versions, the DPR 
design flow is supported, which provides the facilities to give area constraints for PR 
modules, as well as PR bitstream generation [Xilinx2012b]. In the EDK design suite, 
the ICAP can be instantiated, with the support from its hardware and software drivers 
[Xilinx2010b]. The current version of ICAP provides not only an easy-to-use API, 
but also higher performance with lower overheads. For example, in the Xilinx 
Virtex4 family of FPGAs, the ICAP supports 32-bit width with up to 100MHz 
operating frequency, which is capable of configuring a task in about hundreds of 
microseconds. In addition, Xilinx Corp. have proposed several applications based on 
DPR, such as a networked multiport interface, a dynamically reconfigurable packet 
processor and asymmetric key encryption, which apply DPR to enhance their 
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Figure 2.4 Overall PR Design Flow by Xilinx Corp. 
Chapter 2: Work Relevant to Dynamic Partial Reconfiguration 
19 
 
proposed concepts, and are not sufficiently practical to be commercialised and 
industrialised. Although efforts have been made by industrial companies to support 
DPR applications, they do not provide a standard generic solution for applications, 
and hence the major development of DPR-based systems and applications still takes 
place in academic researches.  
2.2 Hardware Management 
With industrial hardware support, academic researcher aim to develop customer 
hardware tools with better flexibility and functionality. These hardware tools and 
methods can cope with the details of hardware and facilitate the development of 
innovative ROSs, where hardware and software can coexist in a seamless manner 
[Brebner1996, Wigley2001, Mignolet2003, and So2007]. To achieve this, various 
DPR hardware mechanisms have been proposed and developed using existing 
physical primitives, such as ICAP, and synthesis tools, like Xilinx Synthesis 
Technology (XST), to offer an easy-to-use Hardware Programing Interface (HPI) for 
later ROS development.  
In order to improve programming flexibility, PR regions have to be partitioned with 
higher freedom. The existing commercialized PR flow shown in Figure 2.4 is based 
on a predefined PR region, where all the PR regions are floor planned in the design 
phase with fixed communication ports and static routings. This is also referred to as 
slot-based DPR [Carver2008, Koch2010, Al Farisi2011, and Korf2011]. In slot-
based DPR, hardware resources are not highly efficiently used since the PR regions 
are predefined to cater for the biggest tasks, and therefore resources are wasted when 
a PR region is allocated to smaller tasks. In contrast, slot-less DPR uses an entire 
large PR region with no predefined boundary, and thus tasks can be placed 
anywhere, and resources are more efficiently used by geometrically managing the 
chip area at runtime [Koester2009, Becker2010]. Although slot-less DPR achieves 
better flexibility, it is more complicated and difficult to handle, since the static 
communication ports cannot be fixed to tasks. In regard to this, various researchers 
have proposed ideas and methodologies to cope with the complexities of slot-less 
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DPR, such as hardware heterogeneity [Becker2010], static routing [Bellato2004], 
and inter-task communication [Shayani2008]. 
2.2.1 Management of Heterogeneous FPGA Resources 
With the increase in hardware integration, the management of hardware resources is 
becoming more complicated. In a generic FPGA, the hardware resources are not as 
homogeneous as they are in software memory space; on the contrary, hardware 
resources are of various resource types, such as configurable cells, memory blocks, 
DSPs, IO blocks and embedded processors, which are integrated into a single chip 
for better performance. Therefore, the same module used for a particular region 
cannot be arbitrarily mapped to other positions, and designers have to find a position 
where its resources exactly match the module. Some approaches have been proposed 
to quickly find an optimal place while maintaining better chip compactness and 
reducing chip fragmentation [Koester2009, Becker2010]. One such method is to 
keep shifting target tasks along with the chip resources until one suitable position is 
found [Becker2007]. Figure 2.5 gives an example of task shifting on a Xilinx FPGA.  
The task is composed of two types of resource, Block RAM (BRAM) and 
Configurable Logic Block (CLB), and the FPGA has three types of resources, 
namely BRAM, CLB and Input / Output Block (IOB). To find a feasible position to 
allocate the target task, it is compared with the chip resources by shifting from left to 
right until a possible position is found. In general, localisability depends on chip 
regularity, which means that more homogeneously and regularly aligned resources 
can achieve better placement flexibility.  
 



















































































Task Resource Type FPGA Resource Type 
Feasible Positions  
Figure 2.5 Task shifting to find matched positions 
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2.2.2 Preserving Static Routings 
PR modules have to be aware of static routings. When implementing the full design 
and integrating the PR modules with the static module (see Figure 2.4), although PR 
modules are area-constrained within a dedicated region, this does not exclude 
routings being used by the static region. Therefore every PR module has to keep a 
copy of the static routing within itself. This causes conflict when modules are 
arbitrarily moved around non-predefined regions. Since the current Xilinx PR design 
tools do not support the PR module being implemented exclusively, researchers have 
developed their own tools to preserve static routings. One idea is to extract the static 
routing information by dynamically reading back PR modules at run-time and then 
XOR them with other PR modules before they are written back to the configuration 
memory [Sedcole2006]. However, although the primitive resources can be 
exclusively used, such as CLBs, BRAMs, DSPs, IOBs, there is no guarantee of the 
switch box routings [Bellato2004]. For instance, the switch box in Xilinx FPGAs 
uses Programmable Interconnection Points (PIPs) to arbitrarily link two or more 
connections. As long as two PIPs are used, the routing between them is automatically 
activated. Thus even if two modules are not using the same PIP, on undesired link 
could be activated when merging them together, resulting in a short circuit between 
the two signals (see Figure 2.6).  
To avoid this conflict, a post-placed and routed module can be integrated, and thus 
the access to the particular switch box can be protected [Sedcole2006]. An 
alternative method was reported by Koch [Koch2009], who designed a blocker to 
prevent the use of certain routing resources by applying a “don’t touch” constraint. 
Similarly, certain areas can be preserved by placing an “anti-core” 
[Sohanghpurwala2011]. These methods usually rely on existing tools, such as XST, 
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and solve their routing conflicts by using the “side-effect” of certain constraints, 
which could not be used as a generic solution applicable in other circumstances. 
Another disadvantage of such approaches is that they usually result in a less 
optimised design. For example, the block macros always take extra resources, and 
the preserved resources cannot be optimised by the synthesiser, leading to an 
inefficient overall design.  
2.2.3 Inter-Task Communication 
Although slot-less DPR improves the flexibility in task placement, it also causes 
difficulties in communication between PR modules. Since the PR modules have to be 
placed at arbitrary positions, the communication ports, as well as inter-task routings 
have to correspondingly be updated with changes in the positions. The updating of 
the inter-task routings or the communication network is achieved by reconfiguring 
the FPGA routing resources. Depending on the reconfiguration effort required, the 
reconfigurable inter-task communication mechanism generally falls into two 
categories: 1) on-line routing generation, which generates routings or communication 
modules to build links between tasks; and 2) a Reconfigurable Network on Chip 
(RNoC), which relies on a relatively fixed communication infrastructure with 
reconfigurable routing tables.  
1) On-line routing generation can connect two or more tasks for on-demand 
communications on-the-fly by using existing FPGA resources, such as switch boxes 
or Look-Up-Tables (LUTs) (see Figure 2.7). In such approaches, the tasks are 
a) Inactivated  
     routings 
b) Activated by    
    static routings 
c) Activated by    
    PR routings 
d) Activated by    
    merged routings 
Switch boxes PIPs Undesired short circuit 
Figure 2.6 Routing conflicts caused by module overlapping 
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integrated with a fixed communication port, which is used to connect adjacent 
resources for communication. The routing resource can be implemented using the 
PIPs in switch boxes to directly link from source to destination without internal 
registering, which gives zero latency but longer propagation delay [Suris2008, 
Couch2011]. Alternatively, CLBs can be used to build Routing Primitives (RPs) for 
both horizontal and vertical connections, where signals can not only be registered by 
flip-flops, but also multiplexed by the truth table in the LUTs [Hubner2006, 
Upegui2006, and Shayani2008]. The latter CLB-based process provides better 
reconfigurable flexibility and controllability for the routings, at the expense of larger 
resource consumption. On the other hand, the routing topologies can be calculated 
through predefined routing models, or simplified routing algorithms. The latter is 
based on real-time computation to calculate an optimised routing, which can obtain 
better efficiency using less memory space. To better support on-line routing 
topologies, the analysis of timing constraints, such as maximum clock rate for 
particular routings can also be dynamically calculated through simplified algorithms, 
giving a more reliable design [Koch2010a, Koch2010b]. Based on these concepts, 
some practical applications have been implemented to demonstrate on-line routing, 
such as Software Defined Radio (SDR) [Suris2008]. However, on-line routing 
generation also has disadvantages. For example, the long path of the routing 
increases either the propagation delays or the transmission latency, resulting in worse 
performance. The chip area is also more fragmented due to long path routing thus 
reducing the available compact free areas for allocating upcoming tasks. Moreover, 
both predefined routings and real-time algorithms consume large amounts of 
resources, as the predefined routings require large memory space to store the 
predefined routings bitstream, and on-line algorithms always require an embedded 
processor for heavy computation [Jara-Berrocal2010, Silva2010]. 
2) The reconfigurable network on-chip uses a relatively fixed static architecture 
where its routing tables can be reconfigured, instead of arbitrarily placing routing-
modules. For example, a Reconfigurable Multiple Bus (RMB) has been designed to 
build an inter-task communication network [Ahmadinia2005] (see Figure 2.8). In 
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it, the entire chip resource is partitioned into separate slots used for accommodating 
upcoming tasks. Each slot is connected to a cross-point router, which controls data 
coming from the connected slots and routes it to the destination slot address. In such 
an approach, not only can the PR modules be reconfigured in the slots, but also the 
RMB can be reconfigured to adopt different routes. This approach reduces the 
conventional routing overhead and improves resource efficiency. In a similar 
approach, the system consists of a fixed network infrastructure [Palesi2007], with 
extra reconfigurability used to adopt different routes according to current running 
modules. Alternatively, a packet switching mechanism has been proposed 
[Sedcole2007], in which the data packet is passed through a predetermined fixed bus 
system. A combination of both packet switching and circuit switching 
(communication modules) was introduced [Stensgaard2008], where more physical 
connections can be created for communication-intensive tasks. Note that the above 
reconfigurable networks on-chip still rely on a number of static routings, along with 
slot-based module reconfiguration; thus they considerably limits the reconfigurable 
flexibility of the FPGA. To reduce the area overhead associated with the 
communication network in the forms of minimising routing resources, a novel 
solution has been proposed [Shelburne2008, Sander2008], which harnesses the 
configuration port and uses it for route-less communication. For example, data can 
be read-back from the sender module through the configuration ports, and then 
written back to the receiver module. Although such approaches significantly reduce 







Figure 2.7 On-line routings generation 
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communication overheads, they do not support concurrent communication for 
multiple tasks at the same time.  
 
2.2.4 DPR Tool Integration 
Although various solutions have been proposed to cope with particular hardware 
features, they do not provide an integrated development environment to automatize 
DPR design. To further facilitate reconfigurable hardware resources, an integrated 
developing platform needs to be provided to support the whole design flow, from 
single module RTL synthesis, via whole system integration and simulation, to a 
front-end Graphic User Interface (GUI). To date, only a relatively small number of 
approaches have managed to complete an integrated platform supporting the whole 
design flow.  The PlanAhead PR-flow is one such integrated development tool chain 
commercialised by Xilinx Corp., which has been integrated in the Xilinx design suite 
[Xilinx2010a, Xilinx2012b]. However, it only supports slot-based DPR, in which 
most of the reconfiguration relies on a fixed infrastructure with limited 
reconfigurable flexibility. To support slot-less reconfiguration with more flexibility, 
an integrated platform called GoAhead has been developed to provide an easy-to-use 
interface while maximally exploring reconfigurability [Koch2008]. This is based on 
the ReCoBus, which is a communication infrastructure previously developed by the 
same author [Koch2008]. The ReCoBus leverages Xilinx synthesis and 
implementation tools to generate PR modules exclusively. Instead of constraining a 
module to a particular region, it uses a blocker macro to prohibit using logic 
resources outside of the task region. By preventing the use of external logic, the task 
Slot 1 Router Task 1 Task 2 
Router Task 4 
Router Task 5 Task 6 
Router Task 7 







Figure 2.8 Reconfigurable network on chip 
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can be constrained within its own area without spreading its signals elsewhere. 
Moreover, the GoAhead platform supports a GUI, which gives designers a more 
friendly interface and better productivity. Nevertheless, GoAhead does not fully 
support a high-level simulation tool for whole system behaviour. In effect, most of 
the approaches so far rely mainly on separated RTL simulations for each module 
individually, and the overall system simulation is usually achieved by statically 
replacing different PR modules in the whole design [Raabe2008]. To give run-time 
simulation support and overall system evaluation, tools have to be better integrated 
with the front-end interface, such as an OS-like API, to ease real-time debugging and 
simulation. 
2.3 Reconfigurable Operating Systems 
An operating system is a collection of software built upon processors and other 
hardware to provide a standard programming interface for applications. It provides 
basic services to facilitate user application development, such as memory 
management, device driver management, basic I/O, interrupt, file systems and 
networks etc. The concept of the Reconfigurable Operating Systems (ROS) was first 
proposed by Brebner [Brebner1996], who suggested that the OS can be built on 
reconfigurable hardware, such as FPGAs, and thus virtual hardware resources can be 
used by sharing the same hardware among different tasks in a time-multiplexed 
fashion, which is similar to the operation of virtual memory in software 
programming. To achieve this, the ROS has to provide not only the capability of 
memory management, but also the control of reconfigurable hardware resources 
[Wigley2001]. For example, in the software based OS, a software task is created and 
allocated to a free memory space and scheduled among other tasks. If there is no 
available memory space, heterogeneous data storage such as disk storage will be 
used. From a hardware perspective, if a hardware component such as a multiplier is 
required but out of order, the system will free (or preempt) parts of its other hardware 
resources which are not currently occupied, and use them to reconfigure the required 
component; thereby, more virtual hardware resources will be available for use. 
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Figure 2.9 gives a comparison between virtual memory and virtual hardware 
resources. As with software memory space which can be mapped to heterogeneous  
 
physical resources, the hardware components stored in the bitstream library can be 
mapped to FPGA resources in the PR region. Since hardware tasks can be preempted 
and freed from the resources, more virtual components will become available by 
sharing hardware resources in a time-multiplexed fashion.  
Compared with a conventional OS, the most significant feature of the ROS is that it 
supports extra services for hardware resource management, which essentially 
requires dynamic hardware scheduling and allocation on the run [Wigley2002]. In 
order to meet system timing constraints meanwhile using resource more efficiently, 
tasks have to be scheduled in real-time and allocated to optimised positions, whereby 
task deadlines can be met and chip fragmentation can be reduced respectively. The 
following sections summarise some previous approaches used in hardware task 
scheduling and allocation, and then briefly describe some representative ROSs. 
2.3.1 Hardware Task Scheduling 
In a real-time environment, such as an event-triggered system or a time-triggered 
system, tasks have to meet different levels of real-time constrains in order to provide 
a good Quality of Service (QoS) [Buttazzo2004]. Generally, the real-time feature of 
a task can be defined using the following variables: task releasing time ri, 
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Figure 2.9 Virtual memory and virtual hardware 
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time is the absolute time when the task is triggered or required and the computation 
time is the relative time period from task starting to task finishing. If there is no 
available resource after a task is released, the task can be put on hold to wait for 
other resources to be freed. However, the task cannot wait for more time than its 
relative deadline Di, otherwise it becomes obsolete. In the proposed hardware 
environment, the task computation time consists of the task allocation time and task 
execution time. The task allocation time refers to the time spent on reconfiguring a 
task to the chip, and it is proportional to the number of logic resources it uses. 
Likewise, the task execution time is the product obtained by multiplying the task 
clock cycle with the system clock period. In most software OSs, tasks are assigned 
with a priority value which is used to decide task running order and task preempting. 
In a real-time OS, the priority is usually decided according to task deadlines. For 
example, in the first proposed Deadline Monotonic (DM) system [Leung1982], a task 
with the shortest relative deadline is always assigned with highest priority. 
Alternatively, the more commonly used Earliest Deadline First (EDF) algorithm 
gives the highest priority to tasks which have the earliest absolute deadline 
[Liu1973]. The EDF gives dynamic scheduling and hence achieves better 
adaptability to the environment, whereas DM is statically determined off-line and 
therefore results in less scheduling time overhead.  
 
 
On the other hand, scheduling algorithms can also be categorised into preemptive  
and non-preemptive scheduling. In a non-preemptive scheduling system, hardware 
tasks cannot be interrupted before they finish their computations, which gives more 
predictable performance and less scheduling overhead [Steiger2003, Cui2007]. In a 







Figure 2.10 Hardware task time model 
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required by tasks with higher priority [Danne2005]. The preemptive system provides 
better adaptability and real-time performance for critical tasks, at the expense of 
management simplicity and scheduling speed. For example, the context switching of 
hardware requires a number of steps, such as flip-flop status capturing, bitstream 
read-back, task de-allocation, and task reconfiguration. Hence it is much more 
complicated than software context switching, where only registers need to be stacked 
[Kalte2005, Jozwik2010]. Although hardware context switching has been considered 
[Simmler2000, Jovanovic2007, Ahmadinia2004a], it is still not practical since the 
limited throughput of configuration ports results in large time overheads. 
Alternatively, scheduling efficiency can be improved by taking into consideration 
other task effects, such as task area consumption, task dependencies and inter-task 
communication. Task area consumption refers the task size and its position, which 
can be analysed together in combination with the time constraint to give three-
dimensional real-time scheduling [Lu2009, Marconi2010]. Moreover, by properly 
aligning tasks according to their dependencies and communications, more efficient 
scheduling and a smaller communication footprint can be achieved [Redaelli2009, 
Lu2010, and Gohringer2011]. 
2.3.2 Hardware Task Allocating 
In a software OS, an efficacious task allocator can choose the best memory segment 
to allocate the target software task to, whereby the physical memory space is less 
fragmented and thus more efficiently used. Likewise, in ROSs, hardware tasks can be 
allocated to optimized positions so as to reduce chip fragmentation, leaving more 
compact hardware resources available for later tasks. However, since the hardware 
resources are two-dimensional, hardware allocation is more complicated than 
software allocation in one-dimensional memory space. Therefore, the two-
dimensional chip area is usually analysed geometrically using topological 
methodologies, and the 2D-packing algorithms can be applied for area management. 
An efficacious hardware allocation algorithm can reduce chip fragmentation and 
retain more compact areas, meanwhile requiring less computation time. Towards this 
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goal, a number of algorithms have been developed for placement optimization, which 
can be differentiated according to the way they track unoccupied chip resources.    
Various algorithms have been considered to describe and analyse the status of a 
chip’s free area. In the pioneering work proposed by Bazargan [Bazargan2000], the 
compact area is indicated by Maximum Empty Rectangles (MER). In this context, 
the whole chip is modelled as a rectilinear grid formed by cell arrays to facilitate 
matrix computation. After placing upcoming tasks, the whole chip area is fragmented 
into several squares. These squares are combined together to form MERs, and all 
MERs can be used to allocate later tasks. For example, if a task is to be allocated, the 
task size will be compared with each MER and then the allocator will choose to use 
either the first feasible MER found to place the task, or the smallest MER that is 
possible for the task. The former is called the First-Fit (FF) decision, which gives 
faster computing speed; whereas the latter is named the Best-Fit (BF) decision, 
which gives better area optimization but needs longer computing time. One 
disadvantage of MER-based algorithms is that they require heavy computation and 
large memory space, since the number of MERs increases dramatically with the 
insertion of new tasks. Therefore, methods have been proposed to reduce the 
memory overhead used for tracking free areas. For example, the partitioned MERs 
can be stored and managed by a binary tree-like structure for faster searching and 
manipulation [Morandi2008]. Another author’s idea [Ahmadinia2004b] is to track 
the occupied area instead of free areas, which reduces computation time and saves 
memory space. Alternatively to MER, chip status can be analysed by a set of vertex 
lists which describe the contours of area fragments [Tabero2004, Ahmadinia2007]. 
Compared with rectangle-based algorithms, vertex lists require less memory to store 
area information, but more time is consumed to find possible positions. In addition, 
in some other approaches, the chip is modelled as geographical blocks, such as 
staircases or line arrays, which eases area analysis at the cost of placement 
granularity and flexibility [Handa2004, Cui2007].  
On the other hand, the behaviour of a real task is considered to improve placement 
efficiency. For instance, highly coupled tasks are prioritized and placed at adjacent 
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positions to reduce the communication footprint [Ahmadinia2004b, Morandi2008], 
whereas tasks with less interaction can be placed with lower priorities. Besides this, 
the task execution time is equally important in dynamic placement. For example, 
more expensive resources can be preserved for tasks with shorter execution time, and 
therefore they can be shared among more tasks. By considering time effects, the 
hardware tasks can be modelled as three-dimensional cubes to be packed into the 
entire chip volume. Combined with efficient scheduling algorithms, the 3D packing 
heuristic gives considerably higher efficiency although more memory and time are 
consumed [Tabero2006, Marconi2010]. 
In addition, the fragmented hardware resources can be defragged dynamically by 
reallocating already placed tasks, which is an emulation of the software 
defragmentation tool that rearranges file blocks on disks to make them contiguous 
[Ejnioui2005, van der Veen2005]. However, to do this, multiple tasks have to be 
reallocated concurrently, which requires bitstream reading back, algorithm 
computation, bitstream changing and task writing back. These procedures introduce a 
considerable number of reconfiguration overheads; hence, most of them are not 
practical to be used in real-time [Li2002, Kalte2005, and El Farag2007]. 
2.3.3 Completed Reconfigurable Operating Systems 
A completed reconfigurable operating system should at least be capable of hardware 
resource management, hardware task scheduling and allocation, and providing an 
OS-like API. To date, most such approaches are built on Unix-like OSs (such as 
Linux) and some of them support multi-core programming interfaces, such as 
Message Passing Interface (MPI). This significantly increases programming 
productivity and design portability. In these systems, although tasks are implemented 
using different mechanisms such as a hardware state machine, host processor, or 
reconfigurable coprocessors, they usually have the same look and feel at the user 
programming interface.  
In early 2003, the idea of multiple task implementation was proposed, indicating that 
tasks can be implemented in both hardware and software, or a mix of both. Inspired 
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by this idea, a task can be executed in either software or hardware and switched from 
one to the other depending on environment requirements [Mignolet2003]. This 
concept has since been extended in later years, and a system has been proposed 
[Zhou2005] allowing hardware and software tasks to be instantiated from a generic 
API using an identical function call [Zhou2005]. 
In 2005, a slot-based ROS was developed on a Xilinx Virtex-II FPGA, in which 
hardware tasks could be reconfigured within resource slots [Walder2005]. The 
communication between slots is implemented on FIFO-based control logic fixed at 
the top of each slot. In this system, tasks can be scheduled and allocated at any of the 
slots. In addition, to allocate tasks with sizes larger than the slot, multiple slots can 
be combined together to make a larger area possible to accommodate the task. Also 
in the same year, HybridThreads was designed to run multiple threads on both 
software and hardware simultaneously on a hybrid system consisting of both 
processors and FPGAs [Andrews2005]. However this approach does not support task 
reallocation and therefore resources are less efficiently used since they are fixed to 
particular tasks. 
In 2007, an ROS composed of multi-FPGAs was developed in the University of 
California, Berkeley, called BORPH (an operating system for FPGA-based 
reconfigurable computers) [So2007]. It consists of five Virtex-II Pro FPGAs 
connected by a point-to-point, bi-directional, 8-bit bus running at 50MHz. The same 
bus is used for both configuration and inter-FPGA communication. One of the five 
FPGAs is called the control-FPGA or host, which controls all peripheries 
implemented on the other four FPGAs (the user-FPGAs). The host is developed on a 
Linux based software kernel implemented on a PowerPC 405 microprocessor, 
offering a UNIX-like API [So2008]. All the user-FPGAs are reconfigurable 
externally through a SelectMAP port, which is connected with to bus and mastered 
by the control-FPGA. However, the high heterogeneity of hardware resources makes 
it difficult to apply efficient scheduling and allocating algorithms and thus they are 
not supported in BORPH. 
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The following year, a real-time ROS was developed on a single FPGA chip (Virtex-
II or Virtex4), called ReconOS [Lubbers2010]. In ReconOS, tasks can be 
reconfigured within predefined slots, and a logic controller is used for 
synchronisation and data-exchange between different slots. In particular, the system 
allows tasks to be reconfigured using the internal configuration port, which 
significantly improves the configuration speed. In the same year, a ROS called CAP-
OS was designed on a Virtex4 FPGA with the support of the Message Passing 
Interface (MPI) [Gohringer2010a]. However, despite the fact that the CAP-OS takes 
into consideration task dependencies to improve scheduling efficiency, the current 
prototype only supports software execution [Gohringer2010b]. 
In 2011, a shared memory based ROS was developed on Virtex5 FPGA, called 
FUSE (Front-end user framework for O/S abstraction of hardware accelerators) 
[Ismail2011]. This is a slot-based ROS with Unix-like API programmed on a Xilinx 
MicroBlaze soft-core microprocessor. In FUSE, hardware tasks can easily be 
accessed from software by using shared memory and global mapped memory space. 
Benefiting from this, not only is the communication overhead reduced, but also 
programming productivity is improved. 
The R3TOS project (the present system of this thesis) was initialized in 2008, carried 
out within the System Level Integration Group (SLIG) at the University of 
Edinburgh (UK), in collaboration with IKERLAN-IK4 Research Alliance (Basque 
Country, Spain). By the time the author joined R3TOS project (in 2010), R3TOS has 
been developed for over two years, during which the project prototype was initialized, 
such as the overall system architecture and a preliminary version of the scheduling 
and allocating algorithms. The real implementation and integration started from 2010, 
and the work contributed by the author during the three years are presented in this 
thesis, which will be detailed in the following chapters. 




This chapter has reviewed previous representative works related to DPR techniques, 
which include industrial supports, tools and methods for hardware management, and 
the development of the ROS. The industrial companies played a leading role in this 
development by providing fundamental hardware supports such as ICAP and frame-
based bitstream. Following that, various customer tools and methods have been 
proposed to cope with complicated low-level DPR hardware and to provide HPI for 
upper level design. With such support, ROSs have been developed, which give an 
OS-like API to facilitate user application development. It is noted that most of these 
approaches do not take full advantage of modern DPR, such as the high 
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Chapter 3 
R3TOS System Overview 
he Reliable, Reconfigurable Real-time Operating System (R3TOS) is a 
slot-less reconfigurable system that exploits the reconfigurability of 
modern FPGAs in an innovative way, whereby both fault tolerance and real-time 
performance are improved compared with non-reconfigurable systems. It bridges the 
gap between the design of high-level reconfigurable applications and the 
management of the low-level hardware implementation, and gives application 
designers an OS-like development environment. First of all, unlike with slot-based 
reconfiguration, slot-less reconfigurability gives the R3TOS the flexibility to 
configure FPGAs in a fine-grained granularity, which effectively increases resource 
efficiency and reusability [Hong2011b]. Moreover, the R3TOS supports multi-user, 
multi-tasking applications, where multiple application tasks from different users can 
be customized at runtime and are executed in parallel [Hong2013b]. Furthermore, the 
R3TOS is capable of detecting, isolating, and circumventing any transient error or 
permanent damage by means of reconfigurable techniques [Iturbe2009]. Last, but not 
least, the R3TOS schedules both software and hardware tasks according to real-time 
criteria, providing a good quality of service [Iturbe2013b].  
This chapter outlines the R3TOS’s basic functioning model and main features, prior 
to the detailed designs and implementations presented in subsequent chapters. This 
T 
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chapter first outlines the system’s basic operating model, in which a simplified 
system prototype is illustrated to give a straightforward overall understanding of the 
R3TOS. After that, the system operation mode is explained in three phases: 1) the 
task generation phase where tasks are designed, 2) the system computing phase 
where they are executed, and 3) a fault toleration phase where tasks are recovered. 
The work presented in this chapter was developed in cooperation with the author’s 
colleague Xabier Iturbe, and some of the ideas discussed have been previously 
published [Hong2011b, Hong2013b, and Iturbe2013b]. 
3.1 Basic Operating Model 
In the R3TOS, hardware tasks behave in a similar way to software tasks, which can 
be called from the user and scheduled, allocated, and mapped to the chip resources. 
During system operation, the hardware tasks can be swapped in/out of the chip 
flexibly without boundary concerns. Figure 3.1 gives a simplified overview of the 
R3TOS task operating model. Here, user-defined tasks are firstly placed in a task 
queue, ready to be scheduled and allocated by the task scheduler and task allocator 
respectively. The task scheduler schedules tasks in real time and passes the 
information about the prioritized task to the task allocator. Then the task allocator 
investigates the entire chip resources in order to search for all possible locations that 
are free and matched with the task resource requirements. Afterwards an optimum 
location is selected in which to place the task, whereby more compact free areas can 
be retained and chip fragmentations can be reduced. Tasks can start being executed 
as soon as they are configured to the chip through the ICAP port. Once a task is 
finished, it can either stay in the allocated stage to be reactivated again for another 
computation, or be de-allocated so as to free the hardware resource for upcoming 
tasks. In order to guarantee a reliable computing environment, the system uses a 
scrubbing technique to periodically read back the configuration memory in order to 
detect any occurrence of error or damage. By applying scrubbing, transient errors can 
be mitigated by reconfiguring the faulty region, and unfixable resources will be 
marked as permanent damage whose use should be avoided. 
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In the R3TOS, the FPGA chip is divided into two regions: a static region and a PR 
region. Unlike in slot-based systems, the PR region is not partitioned into predefined 
slots but rather acts as a whole PR region in which tasks can be configured 
anywhere. The kernel of the R3TOS system is located in the static region, and PR 
tasks can be dynamically allocated in the PR region according to user demands. A 
simplified system prototype is given in Figure 3.2, in which the basic components 
and functions are shown. The system consists of an R3TOS hardware microkernel 
(HWμK) and a main CPU for the application API. The HWμK is responsible for all 
hardware management, and the CPU is a generic processor providing a standard API 
for user applications. There are three main components central to the HWμK,: task 
scheduler, the task allocator, and ICAP manager. These are connected together using 
an internal system bus (see Figure 3.2).   
In this prototype, all of the HWμK components, namely the scheduler, allocator and 
ICAP manager, are implemented individually on three PicoBlaze processors. In order 
to efficiently schedule tasks in real-time and to exploit hardware resources at runtime 
most efficaciously, novel scheduling algorithms and allocating algorithms have been 
developed, which are both coded in the assembler and implemented in the task 
scheduler and allocator respectively. The main CPU program is implemented on the 
Xilinx softcore microprocessor MicroBlaze [Xilinx2002] in the current version, and 
it can be ported into other FPGA based processors such as PowerPC or ARM Cortex-
A9. In the HWμK, the scheduler has a task memory, which is implemented in a 
BRAM to store all the task information. Likewise, the task allocator uses a matrix 
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Figure 3.1 R3TOS task operating model 




store information about the chip area, which is modelled as a rectilinear grid matrix 
and stored in another BRAM. After it has been decided to place a task on the chip, 
the ICAP manager will receive the task ID and location from the allocator. It then 
uses the task ID to fetch the task’s bitstream from the bitstream library. After 
updating the bitstream with the new task position, the bitstream is downloaded to the 
configuration memory through the ICAP. The ICAP manager is also responsible for 
inter-task communication, delivering the producer task’s output to the consumer 
task’s input. 
There are some direct advantages which can be achieved by using this computing 
model, including reconfiguration flexibility, resource efficiency, fault tolerance, 
power efficiency, high performance and prolonged device lifetime. First of all, this 
architecture provides free chip space without being fragmented by static routings. 
Therefore tasks can be arbitrarily placed anywhere on the chip. As a result, logic 
resources can be used more efficiently by managing areas with a finer granularity 
[Hong2011b]. In addition, benefiting from high reconfigurable flexibility, fault 
tolerance can be achieved by reconfiguring task regions or reallocating tasks away 
from the damaged resources. For instance, a transient soft error can be mitigated by 
reconfiguring the task region with the original bitstream, and the damaged resources 
Main CPU (FreeRTOS) 
















































Figure 3.2 Simplified R3TOS architecture 
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can be avoided by moving tasks to another position [Iturbe2009]. Moreover, power 
efficiency is improved since unused tasks can be removed from the chip 
[Zhang2006]. Furthermore, as tasks are area-constrained within their dedicated 
regions, the propagation delay is reduced and thus a higher clock rate can be applied 
and task performance can be improved [Iturbe2012]. Last, but not least, the hardware 
resources are not dedicated to any particular task, but shared among all tasks. As a 
consequence, device lifetime is prolonged since computing density is uniformly 
distributed around the whole chip [Srinivasan2006, Feng2010, and 
Angermeier2011]. 
The following sections further illustrate the task design flow and system operation in 
the three different phases; namely, the task design stage, the system operating stage, 
and the fault detection and recovery stage.  
3.2 Application Task Design 
In the R3TOS, an application program can be co-designed in both hardware and 
software. The software design is similar to the traditional ROS API programming, 
whereas the hardware needs to be firstly partitioned into less-coupled subsections 
according to its computing dependency, and then wrapped with Task Control Logic 
(TCL) to enable inter-task communication. Afterwards, wrapped hardware tasks are 
registered in the main CPU, where they can behave just like pure software tasks from 
the user’s viewpoint. 
Figure 3.3 gives the general steps used to generate and execute an application task in 
the R3TOS. To implement the application program on hardware, the program is 
firstly partitioned into subsections according to its dependency graph (see Figure 
3.3.a). A good quality of partitioning can reduce the longest datapath, whereby the 
maximum operating clock frequency can be increased and thus the performance is 
improved [Bertels2011]. In this example, the whole application program is composed 
of 17 processes which are mapped to a set of Processing Elements (PEs) from PE1 to 
PE17. Each PE can be implemented using different computing resources, such as pure 
hardware logic, software processors, or a mixture of both. Highly coupled processes  
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Figure 3.3 Design and execution of application tasks 
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are grouped together to make one partition. Consequently, partitions are relatively 
independent and thus require less data exchange, whereby the overhead of inter-task 
communications can be reduced. After partitioning, each partition is wrapped with 
task control logic (TCL) to build a full task. The task control logic includes an Input 
Data Buffer (IDB) and an Output Data Buffer (ODB) for communications with other 
tasks (see Figure 3.3.b). In addition, some synchronization mechanisms, such as 
hardware semaphores, are also integrated within each task, to synchronize multi-task 
operations. Figure 3.3.c gives an example of task execution during system operation. 
According to its task dependency, task1 is firstly configured to the chip and the 
program input is sent to its IDB. After task1 finishes its execution, it is removed from 
the chip and task2 and task3 are subsequently placed. The result from task1 is 
buffered in the FIFO as are the inputs of both task2 and task3. Likewise, task4 is 
allocated after task2 and task3, to produce the final result of the program. 
Communication between tasks is achieved by using our novel inter-task 
communication mechanism, which is introduced in section 3.3.2. 
The hardware management requires complicated scheduling and allocating routines. 
However, they are automatically handled by the R3TOS hardware kernel. Hence, 
from a user’s viewpoint, all hardware tasks behave like software tasks, which can be 
called from the main CPU and return to the result of the function. In order to be 
compatible with the software environment, every hardware task has a software 
version image, which describes the software features of a hardware task such as 
function calling, arguments passing and result returning. Therefore, hardware tasks 
can be called from the main CPU in the same way as in traditional software 
programs, but they are indeed executed in real hardware logic. These provide 
genuine computing parallelism as well as the high performance of dedicated circuits.  
Figure 3.4 gives the overall design and execution flow of tasks in the R3TOS. First 
of all, application designers can co-design their application in either hardware or 
software. The hardware can be programed using HDL language or the synthesised  




Hardware & software co-design 
Hardware tasks in HDL or netlist Software tasks in C / C++ 
Software features of hardware 
task, e.g. input, output 
Software image 

























































































Function calls (trigger HW tasks) 
Hardware partitioning 











































































































Figure 3.4 Hardware & software co-design of a hardware task 
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netlist files and the software can be coded in the standard C language (ANSI-C) or 
MicroBlaze assembler language. Afterwards, the subsequent hardware and software 
design flows are relatively distinct although some interaction is required.  
The hardware program needs to be partitioned into separate tasks, which are loosely 
coupled with each other in order to reduce the inter-task communication. The 
software features of the partitioned tasks are extracted so as to be used in the main 
CPU, such as task inputs and outputs. Afterwards, the partitioned tasks are wrapped 
with task control logic to give a fully functional task capable of communicating with 
either the main CPU or other tasks. The wrapped tasks are then synthesised and 
implemented to generate partial bitstreams, which are stored in the bitstream library 
to be used for runtime reconfiguration. During synthesis, certain design constraints 
are used to generate tasks within a particular area, excluding the static routings, by 
using currently available synthesis tools such as Xilinx XST and PlanAhead. After 
synthesis and implementation, the task timing features and area features are obtained 
and saved in the task scheduler and task allocator respectively. The timing features 
are used for real-time scheduling, and include the task allocating time, task executing 
time, task deadlines, and task dependency. The task area features refer to task size 
and resource types, which are to be used to find a possible chip location at runtime.   
The software design flow is similar to that in software application task programming 
in a traditional real-time OS API, in which the application tasks are programmed and 
compiled together with the OS kernel for real-time scheduling. In particular, the 
R3TOS supports not only traditional software tasks but also the software images of 
hardware tasks. The software image is obtained by extracting software features from 
hardware descriptions, such as task inputs and outputs. The software image gives the 
hardware tasks a software look-and-feel in the main CPU. Both software images and 
software tasks are integrated into the R3TOS and the whole system is then compiled 
into machine codes and stored in the program memory to be used by the main CPU. 
The main program starts with the software program in the host processor. When a 
hardware task is called by the main CPU, the task scheduler will add this task to the 
task queue, and it is then scheduled, allocated and executed by the R3TOS HWμK. 
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The communication between software and hardware is achieved by sharing IDBs and 
ODBs between the main CPU and the tasks. The tasks’ IDBs and ODBs are virtually 
mapped into the processor’s global memory. The task input is given by writing the 
IDB in the shared memory. After a task finishes execution, the result will be returned 
to the ODB and the CPU will be notified. 
In addition, the R3TOS supports on-line task customization for application that 
supports folding mechanisms (see Chapter 6). In some applications, the number of 
the pipeline stage can be changed. Classic examples are database scanning or 
sequence alignment applications [Durbin1998, Oliver2005]. In such applications, 
tasks are most often composed of a sequence of pipelined PE arrays, which decides 
the task pipeline stage. Therefore the task can be folded by reusing the PEs to reduce 
task size [Isa2012]. In multi-user multi-task applications, the logic resources are 
dynamically and partially assigned to multiple users. In this context, fragmented 
resources may stay in an idle state if they are not big enough to accommodate a 
larger task, which reduces the efficiency of resource usage [Hong2013a]. In light of 
this, the R3TOS gives the ability to re-customize the size of tasks to make them fit 
into currently idle resources; whereby logic resources can be more efficiently used 
and overall system performance is improved. This on-line task customisability has 
been demonstrated in the context of a sequence alignment application [Hong2013b], 
as detailed in Chapter 6. 
3.3 System Computing Model 
The generated tasks are stored in the bitstream library, which is available to be called 
by the main CPU on-the-fly. Meanwhile, the task software and hardware features are 
extracted and stored in the main CPU and the HWμK respectively, which are then 
used to call, schedule and allocate hardware tasks during the system operation time. 
After a task finishes its computation, the resulting output is delivered to the next 
task’s input using the proposed inter-task communication mechanism. If finished 
tasks do not need to be reactivated, they will be de-allocated and removed from the 
chip, so that the logic resources they used can be freed and reused for later tasks. The 
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following sections give overviews of task scheduling, task allocation and the inter-
task communication mechanism. 
3.3.1 Task Scheduling and Allocation 
In the R3TOS, tasks are scheduled and allocated according to their time and area 
parameters, which are extracted during task generation. After task design and 
generation, the extracted task information includes a hardware version and a software 
version. The software version describes the task’s software features, such as input 
arguments and returning results, which are stored in the main CPU memory and used 
in an identical manner as other software programs. The hardware version indicates 
the task’s hardware behaviour, such as task time and area parameters, which are 
stored in the R3TOS HWμK to be used by the scheduler and allocator respectively. 
TABLE 3.1 gives an overview of the generated task parameters for both hardware 
and software versions. This chapter mainly focuses on the hardware features, which 
are the essential factors in hardware task scheduling and allocation. The hardware 
features can be classified into three types; namely, the basic information, time 
information and area information. Basic information about the task describes its 
current status and its task ID in the task queue. The time and area information is used 
by the task scheduler and task allocator respectively to schedule and allocate tasks 
during system operation time.  
The basic task information includes the task ID and its current status. The task ID is 
the task identity in the task queue. The task queue is stored in the task memory, 
which includes all task information. In it, all tasks are queued and sorted according to 
their priorities, which depend on time constraints such as absolute deadlines. The 
parameter Next_Task_ID is a pointer to the address of the next task which has a 
lower priority. Compared with using linear memory space, this task queuing process 
can achieve better scheduling efficiency [Hong2011b]. Details of memory location 
are explained in Chapter 5.  
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TABLE 3.1 TASK PARAMETERS IN R3TOS 





















Task_status indicates the current operational condition of the hardware task, 
including if it is ready, executing, allocated, blocked, removed, or expired. Switching 
between different statuses is a fundamental mechanism of the R3TOS. Figure 3.5 
shows a diagram of task status switching. In general, after a task is requested from 
the main CPU, it will be inserted into the task queue and scheduled according to its 
time constraint. The task with highest priority will be placed on the chip and starts 
executing immediately. If the currently available resources are not sufficient for the 
task, it will be blocked until another task is removed from the chip. Tasks that have 
finished their execution will stay in the allocated state, whereby they can be either 
reactivated by the host and restarted again directly, or removed from the chip to free 
up the logic resources for new tasks. Before beginning to place a task, the task 
deadline is firstly checked to ensure that it is not an obsolete task; otherwise the task 
is determined to be expired and the main CPU will be notified for post-processing.  
In order to improve the evaluation of tasks in terms of both time and area, they are 
characterised in both time and area domains (see Figure 3.6). In the time domain (see 
Figure 3.6.a), a hardware task Ti can be described using both its absolute time 
features, such as arriving time ri, allocating start time ai, executing start time ei, 
finishing time fi, and deadline di; and their relative time features like allocating 
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duration TA,i, executing duration TE,i, computing duration TC,i, and relative finishing 
deadline Di. Details of the timing information and its usage in scheduling algorithms 
is further explained in Chapter 4. 
In the area domain (see Figure 3.6.b), a chip or a reconfigurable area can be 
modelled as a rectangle composed of Hx×Hy reconfigurable logic cells. Likewise, a 
task θi can be described as a hx×hy square, in which hx and hy are the number of 
reconfigurable logic cells in the horizontal and vertical directions respectively.  
By using the above parameters, tasks in the R3TOS can be effectively measured in 
terms of both time and area, whereby the scheduling and allocating algorithms can be 
applied to schedule tasks in real time and manage hardware resources with high 
efficiency [Iturbe2013a]. To schedule tasks in real time, the Earliest Deadline First 
(EDF) algorithm is implemented, in which tasks are sorted according to their 
absolute deadlines, and the task with the nearest absolute deadline will be prioritized 
to be executed prior to others. To reduce the configuration overhead, non-preemptive 
scheduling is used, according to which tasks with status of executing cannot be 
interrupted, and hence complex hardware context switching is avoided. However, 
one potential disadvantage of the conventional EDF algorithm is that, if the task with 
the nearest deadline cannot fit into currently available resources, it will be blocked 
and other tasks with smaller sizes will be prioritised. In such cases, the blocked task 
will be more likely to expire if too many smaller tasks are prioritised or inserted. In 
the light of this, a novel EDF based algorithm is developed called the Finishing 
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Figure 3.5 Task status switching 
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executing task’s finishing time in order to look ahead to see whether or not other 
smaller tasks should be inserted. In the FAEDF, when a task is blocked because 
resources are unavailable, other tasks are prioritised only if their insertion does not 
further delay the blocked task. By doing this, hardware tasks are more efficiently 
scheduled and more tasks can meet their deadlines [Hong2011b, Iturbe2013a, and 
Iturbe2013b].  
On the other hand, in order to achieve better resource usage efficiency in the area 
domain, the task area information is used to improve the quality of placing. The 
quality of the task placement is measured by the compactness of the remaining logic 
resources. A highly compacted region contains larger intact free areas, where more 
tasks can be accommodated and resources are more efficiently used. To achieve this, 
two allocating algorithms are developed called the Empty Area Compaction (EAC), 
and the Empty Volume Compaction (EVC) algorithm [Hong2011a, Hong2011b, and 
Iturbe2013a]. In general, both of these algorithms evaluate placement quality by 
measuring the Maximum Empty Rectangle (MER). The MER is defined as the 
maximum number of adjacent empty CLBs in a rectangular area (see Figure 3.7).  
When placing a task, the task allocator firstly finds out all positions that are possible 
to accommodate the task. Afterwards, the MERs remaining after placing the task are 
calculated for each position, and the position resulting in the maximum MERs is 
selected to allocate the task. Compared with other placement algorithms, these 
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footprint [Hong2011b]. The detailed algorithm design and test results for the 
scheduler and allocator are explained in the next chapter.  
 
3.3.2 Inter-Task Communication 
In the R3TOS, coupled tasks are arbitrarily allocated at separate positions, and 
therefore effective communication mechanisms have to be developed in order to 
make inter-task data exchange possible. To date, the R3TOS supports four different 
inter-task communication mechanisms used for different types of applications. These 
four mechanisms are: 1) Internal Configuration Access Port (ICAP) based 
communication; 2) Data Relocating Task (DRT) based communication; 3) shared 
memory based communication; and 4) the snake communication strategy (see Figure 
3.8).  
The ICAP based communication mechanism harnesses the on-chip configuration port 
and uses it for data communication [Iturbe2011b, Hong2013a]. Traditionally, the 
ICAP is used only for configuring the bitstream of predesigned static logic 
functionalities such as LUT configuration and for routing information [Iturbe2011b]. 
In effect, the bitstream also includes dynamic data information, such as memory data 
and register value. Therefore, by reading and writing the bitstream, the memory data 
can be obtained and changed respectively. As a result, the output of a task can be 
obtained by the main CPU through reading back the partial bitstream of the task’s 
Output Data Buffer (ODB), and a task input can be given by reconfiguring the 
bitstream to update its Input Data Buffer (IDB). This ICAP communication 
mechanism establishes virtual channels between the task input/output buffers, which 
effectively eliminates traditional on-chip routing, and giving a route-less free 
MER1 
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resource area for placing tasks arbitrarily (see Figure 3.8.a). The main advantage of 
this ICAP-based communication mechanism is its low area overhead, no 
communication routing resources are needed and all communication can be 
implemented by reusing already existing configuration hardware primitives. 
However the disadvantage of this approach is the low communication bandwidth, 
since the ICAP only supports 32-bit width at 100MHz. The throughput is further 
limited since the ICAP is not only used for data exchange, but also for configuring 
tasks and reading back the bitstream for fault diagnosis. For this reason, the ICAP-
based communication is used for application tasks requiring less communication. 
Such tasks are also called computation domain tasks, or Low-Bandwidth 
Communication (LBC) tasks, which focus more on internal data computing rather 
than external data interaction. In contrast, communication domain tasks, or High-
Bandwidth Communication (HBC) tasks are hardware modules requiring more 
external communication and data exchange. For such tasks, other communication 
mechanisms are developed to provide a higher bandwidth for inter-task 
communication, which will be described in the next section. 
The communication mechanism based on the Data Relocating Task (DRT) creates a 
link between two tasks for direct data transmission [Iturbe2013b, Iturbe2013c]. The 
DRT includes the hardware configuration logic used to move data from a source 
BRAM-based task ODB to a destination BRAM-based task IDB using on-chip 
routing resources such as switch boxes (see Figure 3.8.b). The advantage of the 
DRT-based communication is that it allows a higher bandwidth for data exchange. In 
effect, the communication speed which can be achieved is as high as the maximum 
access speed of the BRAM, which has a 32-bit bandwidth running at about 100-
200MHz, giving a throughput of between 0.4-0.8 GB/ s. Moreover, multiple DRTs 
can be allocated at the same time, which gives parallel communications between 
tasks and hence more tasks can communicate concurrently. However, the main 
disadvantage of the DRT is the area overhead, as the communication routings go 
across the region between two tasks, which severely fragments the chip area. 
Another limitation is that only BRAM-based task input/output buffers can be linked 
by DRTs. Given these factors, the DRT-based communication is suitable for 
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application tasks requiring high communication and data exchange, namely 
communication domain or HBC tasks. 
The communication based on shared memory is inspired by the Symmetric 
Multiprocessing (SMP) paradigm in multiprocessor programming. The R3TOS 
supports the virtual shared memory mechanism by synchronizing the content of 
physically separated BRAMs using the ICAP, whereby tasks in separate locations 
can share the same data and use it for communication and data exchange 
[Hong2012b]. Once a task changes the data in its shared memory, the host will be 
notified to readback the updated BRAM data and broadcast it to all other BRAMs 
(see Figure 3.8.c). In addition, the present system environment supports traditional 
SMP programming directives, including barriers, critical sections, and lock variables. 
Barriers give the ability to synchronise hardware tasks at any stage of a program’s 
execution. Critical sections enable only one task to be executed exclusively. The 
locks are used by a task to prevent all other tasks from accessing particular data in 
the shared memory. Also, similar to the traditional SMP, all tasks have their own 
private memory used for internal computation. Moreover, to reduce the time 
overhead, Multiple Frame Writing (MFW) is used [Hong2012b]. MFW provides the 
ability to write identical data to multiple locations at an extremely high speed, which 
allows the updated BRAM data be broadcast to all other BRAMs in a very short 
time. Similar to ICAP-based communication, the shared memory mechanism gives a 
low area overhead at the expense of high data throughput, since no routing resource 
is used and all data is delivered through the configuration layer using the 
configuration port. This communication mechanism can be used for SMP-like 
applications, since it provides for compatibility with shared memory programming. 
The snake strategy allocates tasks at places adjacent to the task it needs to 
communicate with, whereby tasks can communicate with each other locally using 
shared or adjacent BRAMs [Iturbe2011a]. This type of allocation tries to concatenate 
tasks by overlapping the consumer task’s IDB BRAM with its producer task’s ODB 
BRAM. In this task chain, previously finished tasks are removed from the tail and 
new tasks are added to the head, which is similar to the movement of a snake, and 
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meanwhile the data is processed from the tail to the head (see Figure 3.8.d). This 
placement strategy gives high communication throughput as well as a low area 
overhead. Because the tasks are actually physically connected, there is no limitation 
on their communication bandwidth, and no communication routing is needed. The 
disadvantage of this approach is that tasks have to be particularly designed 
specifically to fit the chip architecture so that they can be concatenated, and thus 
placement flexibility and freedom are reduced. The snake strategy is suitable for data 
streaming applications, in which a high bandwidth can be provided for 
homogeneously structured processing elements. 
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3.4 Fault Tolerance 
Presently, most FPGAs use SRAM-based technologies, which are susceptible to 
faults introduced by either intensive long-time internal overloads, such as Electro 
Migration (EM) and Time-Dependent Dielectric Breakdown (TDDB), or from 
external electromagnetic radiation, including Single Error Upset (SEU) and Hot 
Carrier Injection (HCI) [Iturbe2013c]. Emerging faults may provoke system failure if 
they are propagated to the system output (see Figure 3.9.a). The Mean Time To 
Manifest (MTTM) refers to the time duration needed for an internal error to be 
propagated the system output. In effect, some insignificant faults may not result in 
system failure, since they may be wiped by data overwriting. Xilinx Corp. has tested 
the failing rate for a typical application, and only 2% to 10% of total number of soft 
errors were found to result in system failure [Schumacher2012].  The Mean Time 
Between Errors (MTBE) is defined as the average time duration between the 
occurrence of two errors, which is measured as failures in time per billion hours 
(FIT). For example, the Rosetta Experiment showed that the Spartan-3 FPGA has an 
error rate of 111 FIT/Mb in CLBs, which gives an MTBE of 9.1 thousand hours in 
every million bits [Lesea2005]. Although the MTBE is an extremely long time 
period, it cannot be ignored since it decreases dramatically with an increase in the 
transistor density of a device and radiation intensity.  
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In a fault tolerant system, emerging faults can be detected and repaired before the 
error is propagated to the system output, and the final system output thus remains 
correct. As depicted in Figure 3.9.b, the Mean Time To Detect (MTTD) is the time 
which elapses prior to detect the presence of an error, and the Mean Time To Repair 
(MTTR) is the total time needed to fix the error after it occurs. After an error is fixed, 
the error region returns to a healthy state, whereby the propagation of the error is 
prevented. The time interval between fixing the error and the next error emerging is 
called Mean Time Between Failure (MTBF), a term which is widely used in the tests 
of product reliability.  
In respect of the above features, the R3TOS is intended to: 1) prolong or stop the 
propagation of faults by isolating tasks both physically and logically, thus increasing 
MTTM; 2) enhance fault detection ability by adding modular redundancies, thus 
improving the detection sensitivity; and 3) increase the speed of the detection of 
faults and to recover the system by applying existing on-chip facilities, thus reducing 
MTTD and MTTR. The following sections summarise the main methodologies used 
in the R3TOS to improve its fault tolerance in respect to the aforementioned three 
objectives. 
3.4.1 Task Dependability and Fault Isolation 
The most important role of a fault tolerant system is to detect and repair emerging 
faults, and to isolate faults from other non-faulty modules. To achieve this goal, 
modules or tasks in the system have to act as Fault Containment Units (FCUs). These 
ensure that faults are self-contained within each module, preventing them from 
propagating to other units [Lala1994, Kopetz2011]. In the R3TOS, all tasks are both 
physically and operationally independent FCUs, which self-contain regional faults 
within a single task without propagating them to other tasks. Physical isolation 
ensures that no hardware resource is shared between tasks, and operational isolation 
guarantees that during task operation there is no communication or data exchange 
between tasks. By doing this, all emerging faults can be contained within the module 
and isolated from others.  
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To physically isolate tasks, logic resources have to be exclusively used by a single 
task, whereby neither logic nor routing is shared with other tasks. Current synthesis 
tools such as Xilinx PlanAhead have provided the support to area-constrain a task 
within a square region. However, those generically used tools can only guarantee the 
exclusive usage of logic resources, such as LUTs, flip-flops and specific blocks, 
whereas routing resources cannot be strictly constrained within the task area. 
Unconstrained routings may go across other modules and cause short-circuits when 
shared with other tasks. To deal with this, Xilinx has recently released an Isolation 
Design Flow (IDF), which gives stricter constraints to separate task logic 
[Corbett2012], and provides Isolation Verification Tools (IVTs) to verify DPR 
designs. 
Operational isolation ensures that an emerging fault is encapsulated in the task itself 
before it finishes its computing. After the computation finishes, the Cyclic 
Redundancy Check (CRC) calculates the bits of the output and its result is used to 
guarantee the reliability of the results. Therefore an emerging fault in the currently 
operating task can be detected before it is used for the next task. The CRC checking 
procedure can be applied to any of the four inter-task communication mechanisms, 
whereby faults can be isolated and contained in each task operation session.  
3.4.2 Modular Redundancy 
In the R3TOS, modular redundancy is provided for critical tasks, where a critical 
task can have multiple copies of instances to be executed at different positions at the 
same time. Similar to the Triple Modular Redundancy, which triplicates a task’s 
functioning module and uses a majority voter to output a correct result if one of the 
three instances fails, the system triplicates reconfigurable regions; namely, the Fault 
Containment Computation Region (FCCR), so that the fault can be contained and 
isolated in one single FCCR.  
Figure 3.10 gives an example of the redundancy model in the R3TOS. Here the 
reconfigurable region is divided into three partitions; namely, three FCCRs, in which 
multiple copies of tasks can be placed at different positions and can run in parallel, 
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allowing the damaged resource to be avoided. The critical tasks, task1 and task2, are 
triplicated (TMRed) and copied in each FCCR. The less-critical tasks can have less 
than three copies, e.g. either two or one, such as task3. After a task finishes its 
computation, the output result is returned to the host, and the post-checking is 
performed for redundant modules. For triplicated tasks, if one instance fails because 
of a transient soft error, the majority voter will select the correct result produced by 
the other two instances. It is assumed that only one instance incurs a fault during task 
operation, based on the fact that in reality the task execution time is significantly 
shorter than the fault rate. To accelerate the voting process, a 32-bit CRC module is 
implemented to compute the CRC code for the output result when it is readback 
through the ICAP. Thereby to check for result correctness, it is only necessary to 
compare the CRC code instead of a large amount of data. Once a faulty module is 
detected, the whole module is reconfigured to erase transient soft errors such as 
Single Error Upsets (SEUs). For double modular redundancy, both modules will be 
reconfigured and restarted if their resulting CRC codes are different. If the fault still 
persists after reconfiguration, it will be marked as a damaged resource, which is a 
permanent fault that cannot be fixed and thus should be avoided. 
To reduce the configuration time overhead spent on replicating multiple instances, 
the Multiple Frame Writing (MFW) is used to rapidly replicate multiple copies of 
instances at different positions. The MFW is realised by changing the bitstream 
format from the one-data-one-address writing mode to the one-data-multi-address 
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Figure 3.10 R3TOS redundancy model 
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writing mode. MFW significantly improves the configuration speed by at least 2x. 
The detailed implementation of this is elaborated in Chapter 6. 
While the reconfigurable region is protected by modular redundancy, the static 
region is also protected using the more reliable TMR, which triplicates all the system 
kernels in the HWμK to provide the R3TOS with full protection. It is acknowledged 
that some non-redundant components, such as the voter and the physical ICAP port, 
cannot have multiple instances. In light of this limitation, additional fault detection 
and recovery mechanisms are developed, such as periodic diagnoses and ECC 
protection, which are introduced next. 
3.4.3 Fault Detection and Recovery 
In addition to modular redundancy, the R3TOS enhances its fault tolerance by 
harnessing its fault detection and recovery mechanisms to cope with different types 
of errors. Central to this, a fault tolerant soft microprocessor is designed and 
implemented by enhancing the existing ECC memory, whereby a single fault can be 
automatically fixed and double faults can be detected for all the components in the 
HWμK. Moreover, the scrubbing technique is applied to periodically diagnose the 
system functionality at runtime. 
ECC protected microprocessor 
The R3TOS HWμK consists of three components; namely, the task scheduler, the 
task allocator, and the ICAP manager. These are separately implemented on three 
softcore PicoBlaze microprocessors. Normally, the PicoBlaze microprocessor uses 
regular BRAMs for both program memory and data memory, which is highly 
susceptible to radiation-induced faults. In effect, because of the high integration and 
high transistor density of BRAMs, they suffer an error rate at about 2-4 times higher 
than other components [Lesea2005]. To counter this threat, Xilinx has developed a 
built-in ECC circuitry for their BRAMs, whereby one single bit error can be 
automatically corrected and double errors can be detected [Xilinx2008, 
Xilinx2012c]. However, this Error-Correcting Code (ECC) mechanism cannot be 
applied to the program memory of the PicoBlaze processor because of the 
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synchronisation problem. For instance, the ECC-BRAM needs two clock cycles to 
read data, whereas the operation of the PicoBlaze microprocessor assumes memories 
with one clock cycle latency. To circumvent this problem, a hardware interface is 
developed called the ECC Processor Adaptor (EPA), which solves the 
synchronisation problem by “looking ahead” and pre-fetching the next instruction. In 
addition, recovery hardware mechanisms are also developed to automatically correct 
a single error without interrupting system operation. Here the fault is fixed at the 
back-end of the system, thus having no effect on front-end system performance.  
While the processor memories are protected by ECC-BRAM, the fault tolerance of 
the processor logic is also enhanced by giving triple redundancy for all of the 
processor hardware cores. In all of the HWμK components, including the task 
scheduler, the task allocator and the ICAP manager, both PicoBlaze kernels and the 
EPA are triplicated and two voters are used to interface with the peripheral and 
instruction buses respectively (see Figure 3.11). The detailed implementation of the 
EPA and the recovery hardware mechanism is presented in Chapter 5. Compared 
with previous similar work, which triplicates both processors and BRAMs 
[Heiner2008]. The proposed ECC-protected processor not only saves large memory 




The scrubbing technique is used to dynamically readback the bitstream from the 
configuration memory in order to check its correctness at runtime. The bitstream 
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of LUTs, routing switches and flip-flop settings, which record all the functionalities 
of an FPGA. Besides this, the bitstream also contains temporary data information 
such as memory contents and register values in flip-flops. When performing system 
scrubbing, the temporary data information is masked out, and therefore only the 
information of logic functionalities is checked. There are three ways to check the 
correctness of a bitstream. Firstly, the readback bitstream can be compared with the 
original bitstream stored in a non-volatile memory, which is sometime called as 
“golden bitstream” and is assumed to be correct at all times. Alternatively, the 
correctness of the readback bitstream can be checked using the FrameECC, which is 
an existing built-in hardware primitive that automatically corrects a single bit error 
and detects double bit errors when a frame is readback through the ICAP. In 
addition, “blind scrubbing” refers to directly rewriting the configuration memory 
using the golden bitstream, whereby the readback step is omitted and the 
configuration memory is more frequently refreshed to wipe out upcoming faults. In 
the R3TOS, the FrameECC mechanism is chosen to be implemented since it provides 
dynamic diagnosis without requiring extra memory space. 
Figure 3.12 gives a basic flow diagram of system diagnosis. During system 
operation, a fault can be detected from either a modular redundancy mismatch or by 
the periodically performed scrubbing. If a fault is detected in the task reconfigurable 
region, the faulty task will be reconfigured, whereby the software transient error in 
the configuration memory can be overwritten. After the task is restarted, a second 
readback is performed to confirm that the fault has been corrected by reconfiguring. 
If the fault still persists, the faulty resource will be marked as a damaged resource 
which cannot be fixed and thus should be avoided. If the fault is detected in the 
system static region, a full reconfiguration of the whole chip will be performed. 
Since the reconfiguration mechanism itself is not trust-worthy and therefore the 
whole system needs to be reset to its initial stage. In the worst case, if the fault in the 
static region cannot be fixed by full reconfiguration, the system will be shut down for 
safety protection.  





This chapter briefly introduced the overall operational model of the R3TOS, from the 
task design phase, via the task operating phase, to the fault tolerance phase. The basic 
concept of the R3TOS is to efficiently manage reconfigurable hardware resources in 
the background and to provide application designers with a reconfigure platform 
where hardware tasks behave just like software tasks.  
In the task design phase, the user needs to co-design their application program in 
either software or hardware to be executed in the main CPU and FPGA hardware 
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wrapped with TCLs to generate task bitstreams, which are stored in the bitstream 
library to be called during system operation. In addition, software images are created 
for all of the hardware tasks to describe their software features, which are then 
registered in the main CPU to be used by the main program. During the system 
operating phase, tasks are scheduled in real-time and placed at optimised positions by 
the task scheduler and allocator respectively, using the proposed novel efficacious 
scheduling and allocating algorithms. Inter-task communication can be performed 
using one of four communication mechanisms according to the requirements of the 
application task, such as HBC or LBC. When an error occurs during operation, the 
system can give quick responses to detect, isolate, and fix faults before they are 
propagated to other modules. This is achieved by physical and logical task isolation, 
modular redundancy, and a variety of fault-proofing techniques, such as ECC 
protection, CRC checking and scrubbing.  
Benefiting from the above mechanisms, the R3TOS significantly improves the 
efficiency of the usage of the reconfigurable hardware resources, whereby both real-
time performance and operational reliability are improved. The subsequent chapters 
give more detailed information on the design and implementation of the R3TOS 
system. Chapter 4 describes the high-level methodologies and algorithms used to 
design the R3TOS, and Chapter 5 elaborates on the detailed hardware 
implementation of the system. 
 
 
Related publications: [Hong2011a], [Hong2011b], and [Iturbe2013a]. 
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Chapter 4: Design of Algorithms for the Scheduling and Allocation of Tasks 
Chapter 4 
Design of Algorithms for the 
Scheduling and Allocation of Tasks 
he R3TOS supports efficient runtime scheduling and allocation of 
hardware tasks. In traditional software-based real-time operating systems, a 
task scheduler is used to schedule tasks in real-time to meet their time constraints, 
and a task allocator aims to allocate tasks in optimised positions to reduce memory 
fragmentation. Likewise, in the R3TOS, a task scheduler and a task allocator are 
designed to schedule hardware tasks in real-time and to allocate them to hardware 
resources.  The main difference between the software and hardware in scheduling 
and allocation is that the software task is executed in sequence and allocated in one-
dimensional memory space, whereas hardware tasks can be executed in parallel and 
mapped to two-dimensional hardware logic resources. Due to this difference, 
hardware scheduling and allocation become more challenging not only because 
multi-executing tasks increases scheduling complexity, but also since the existence 
of heterogeneous resources adds to the difficulty of allocation. To circumvent this, a 
novel real-time scheduling algorithm is developed called the Finishing Aware 
Earliest Deadline First (FAEDF) algorithm, which extends the Earliest Deadline First 
(EDF) by looking ahead to task finishing times [Hong2011b, Iturbe2013a]. The 
scheduling algorithms are used together with two novel and efficacious allocation 
T 
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algorithms; namely, the Empty Area Compaction (EAC) algorithm and the Empty 
Volume Compaction (EVC) algorithm [Hong2011a, Hong2011b and Iturbe2013a]. 
The scheduling and allocation algorithms are used together to analyse and optimise 
the 3-D computing space, where the scheduling algorithm schedules tasks in a 1-D 
time domain, and the allocation algorithm allocates tasks in the 2-D area domain. In 
effect, scheduling and allocation are not strictly separated in time or area, but interact 
with each other to achieve better performance, so that the scheduler uses area 
information when scheduling tasks and the allocator allocates task in consideration of 
both time and area information. The following two sections illustrate the scheduling 
and allocation algorithms, elaborating on their functioning and coding and evaluating 
their simulation results and comparing them with other approaches. The work in this 
chapter was developed in cooperation with the author’s colleague, Xabier Iturbe, and 
some of the ideas and results have been published [Hong2011a, Hong2011b, and 
Iturbe2013a]. 
4.1 Task Scheduling Algorithms 
To schedule hardware tasks in real-time, the FAEDF algorithm is developed and 
compared with the widely used EDF algorithm. Compared with the traditional EDF 
algorithm, in which tasks with the nearest deadline are prioritised, the FAEDF 
algorithm also takes into consideration task finishing time, so that more tasks can 
meet their time constraints. Before introducing the details of the computation and 
coding for both algorithms, the timing parameters that will be used in the scheduling 
algorithms are first introduced.  
Figure 4.1 and TABLE 4.1 give the detailed timing figures used to schedule a task. A 
hardware task Ti has its computing duration TC,i, which is the sum of the allocating 
duration TA,i and the executing duration TE,i. The allocating duration TA,i is the time 
duration for configuring a task to the chip, which depends on the task area (or the 
bitstream size) and the throughput of the configuration port. The task executing 
duration TE,i is the product of multiplying the clock cycles required by the task by the 
system clock period. The task’s relative finishing deadline Di refers to the maximum  




TABLE 4.1 TASK TIMING PARAMETERS USED FOR SCHEDULING 
symbol Parameter name Explanation 
TA,i Allocating duration Elapsed time to allocate a task 
TE,i Execution duration Elapsed time to execute a task 




maximum relative affordable elapsing time before a 
task’s completion 
Di
* Relative allocating 
deadline 
maximum relative affordable elapsing time before a 
task starts allocating 
ri Absolute arriving time the time a task is released 
ai
 Absolute allocating 
start time 
the time a task  starts allocating 
ei
 Absolute executing 
start time 
The time a task starts executing 
fi
 
Absolute finishing time The time a task finishes executing 
ai
* Absolute latest 
allocating time 
The latest affordable time to allocate a task 
ei
* Absolute latest 
executing time 




The latest affordable time to finish a task 
affordable time which can elapse before the task’s completion, and the relative 
allocating deadline Di
*
 refers to the maximum affordable time before Ti starts its 
allocation. By giving a task an executing duration TE,i, allocating duration TA,i, and 
relative finishing deadline Di, the task computing duration TC,i and relative 
allocating deadline Di
* 















Figure 4.1 Task timing parameters used for scheduling 

















  Equation 4-1 Task relative time parameter deduction
  
The task’s absolute time parameters can be obtained if its arriving time ri and 
allocating start time ai are given. The task’s absolute finishing deadline di is the 
latest affordable time a task can be completed, and the task’s absolute latest 
executing time ei
*
 is the absolute deadline to start executing a task. Assuming that a 
task arrives in an arriving time ri, and allocating start time ai, the other absolute 


































                    
Equation 4-2 Absolute time parameter  
Based on the above time parameters, hardware tasks can be effectively scheduled 
using the proposed real-time scheduling algorithms, namely non-preemptive EDF 
and FAEDF. The following sections present the functioning and coding for these two 
algorithms as well as their simulation results. 
4.1.1 Non-preemptive Early Deadline First (EDF) Algorithm 
The EDF algorithm has been widely used for scheduling real-time tasks the mono-
processor applications, due to its simplicity of coding and practicability of execution 
[Danne2005, Dittmann2007]. Likewise, hardware tasks can be scheduled according 
to the same principle, since the ICAP is accessed both exclusively and sequentially, 
which is similar to sequential task scheduling in the single-processor system. The 
EDF algorithm prioritise the task with the nearest deadline, which could be either the 
task relative finishing deadline Di as is used in Deadline Monotonic (DM) systems 
[Leung1982] or the task absolute finishing deadline di [Liu1973]. The latter gives 
more realistic scheduling, since it can dynamically update the scheduling scheme 
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according to the arrival times of tasks. Therefore the absolute deadline is used in 
R3TOS scheduling.  
One difference between software and hardware scheduling is that hardware requires 
more scheduling overheads in either setting up a task to the hardware resources, or 
preempting a task from the hardware. In order to set up a task, complicated processes 
need to be performed, including searching for an optimised location, modifying the 
bitstream, and loading the bitstream to the configuration memory through the ICAP, 
which is more time-consuming than the software task creation. Similarly, to preempt 
a hardware task, all of the current register values, as well as the memory data, need to 
be stored for context switching, which requires reading back bitstreams from the 
configuration memory, and writing stored bitstreams back again to restore the 
context (see Figure 4.2).  
Although hardware context switching has been proven to be possible [Simmler2000, 
Ahmadinia2004a, and Jovanovic2007], the R3TOS uses non-preemptive EDF in 
order to avoid the large overhead associated with context switching. In effect, due to 
the large time overhead involved in preempting a task, more tasks will be delayed 
and miss their deadlines. For example, Figure 4.3 shows a situation where tasks can 
be better scheduled using non-preemptive EDF. In Figure 4.3.a, task1 (T1) misses its 
finishing deadline d1 since it is delayed by context switching, which induces a larger 
time overhead, whereas in Figure 4.3.b both tasks can finish their computation before 
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Note that in this example the main reason that T1 misses its deadline is the large 
overhead of context switching, which includes reading back the bitstream, allocating 
a new task and delivering the task’s input data. Therefore, to take into account the 
setting up overhead, the Absolute latest allocating time (ai
*
) is used instead of the 
absolute finishing deadline to schedule tasks. The ai
*
 is the latest time to start 
configuring (set up) the task to meet its deadline. In the task queue, all tasks are 
sorted in order of increasing values of ai
*
. Algorithm 4.1 gives the pseudo-code for 
the non-preemptive EDF algorithm. The algorithm takes the task queue R (sorted by 
increasing ai
*
) and the maximum empty rectangle of the chip (Chip-MER) as its 
inputs, and outputs the prioritised task after scheduling. Here, tasks in the task queue 
are sequentially scanned and compared with the Chip-MER (lines 2 and 3). A size 
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smaller than the Chip-MER means that the task’s area is smaller than the biggest area 
of the resources available, and thus the task is passed to the allocator since it is 
possible to be allocated (line 4). However, given a smaller area it cannot be 
guaranteed that the task shape, in terms of task width and height and resource type, 
can fit into the available resource. If the task cannot be allocated, the allocator will 
return with null (line 4) and the next task in the task queue will be scheduled. The 
algorithm finishes and returns to the task pointer if the currently scheduled task can 
be allocated (line 5); otherwise, it returns to null (line 6). 
 
The non-preemptive EDF is one of the simplest scheduling algorithms, which 
requires less computing time and gives satisfactory efficiency [Hong2011b]. 
However, if we are not trying to achieve the fastest scheduling speed, a better 
scheduling efficiency can be obtained by using the FAEDF algorithm. 
4.1.2 Finishing Aware Earliest Deadline First (FAEDF) Algorithm 
In general, the FAEDF algorithm is an extension of the traditional EDF algorithm, 
and their functions are similar except that the FAEDF gives extra awareness of the 
task finishing time. Although the FAEDF requires extra computing time, it achieves 
better task finishing rates by looking ahead at the finishing time of tasks. 
Inputs: 
1. Ready task queue R sorted by increasing ai
*
 
2. Chip-MER from the allocator 
Outputs: 
Prioritized task 
1.   begin: 
2.       for( i = 1, i< R, i++ ) 
3.           if (hx,i × hy,i ≤ MER) 
4.               if (allocate(i) ≠ null) 
5.                   return i; 
6.    return null; 
7.   end 
Algorithm 4.1 Non-preemptive EDF scheduling algorithm 
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The FAEDF algorithm takes into account finishing times of other tasks before 
blocking the currently scheduled task. In the traditional EDF, if a task cannot be 
allocated, it will be blocked to allow the next task to be scheduled. In contrast, the 
FAEDF does not block the current task, but postpones its allocation to a later time 
that still meets the task’s deadline. The duration of postponing time is decided 
according to tasks which are already in their executing stage but will soon be 
finished and de-allocated. In other words, the allocation of a currently scheduled task 
can be delayed to a later time, at which some other tasks will be removed from the 
chip, leaving more free area for this current task. Figure 4.4 gives an example where 
more tasks can be scheduled when using the FAEDF algorithm. In this example, 
three tasks arrive at the same time with different absolute finishing deadlines (d1 < d2 
< d3), which are to be scheduled by non-preemptive EDF (Figure 4.4.a) and FAEDF 
(Figure 4.4.b). In both cases, task1 (T1) is allocated first since it has the nearest 
deadline d1, and task2 (T2) is going to be allocated after T1. However, since there is 
not enough resource space after T1 is placed, T2 cannot be immediately placed. In 
such a situation, the non-preemptive EDF will block T2 and schedule the next task 
T3 (see Figure 4.4.a). Consequently, the insertion of T3 further delays the execution 
of T2, and T2 has to start after both T1 and T3 are removed. As a result, T2 misses its 
finishing deadline d2. In contrast, with the FAEDF algorithm (see Figure 4.4.b), 
when T2 cannot be immediately placed, it will be delayed, since the algorithm is 
aware both that 1) by the time T1 finishes its computation, T2 can still meet its 
absolute latest allocating time ai
*
 (which represents time awareness), and 2) T2 can 
be placed after T1 since its size is larger than T2 (which indicates area awareness). 
Therefore, the allocation of T2 is delayed rather than blocked, and T2 can be placed 
as soon as T1 finishes its computation. As a result, all tasks are scheduled in line with 
their deadlines and all of them meet their finishing deadlines. 




On the other hand, to further improve the efficiency of resource usage, during the 
delay period, if other tasks with a lower priority can be completely allocated before 
the absolute latest allocating time (ai
*
) of the delayed task, that is, einserted task < a 
delayed task
 *
, then the other task can be inserted into the delay period. For example, as 
shown in Figure 4.5, task3 (T3) is inserted during the delay period of task2 (T2), for 
the reason that T3 can be completely allocated before the absolute latest allocating 
time of T2 (a2
*
), i.e. e3 < a 2
 *
. In this example, although the insertion of T3 further 
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delays T2’s execution, T2 can still meet its deadline. Note that the allocation time 
(TA,i) is taken into consideration, rather than the execution time (TE,i) or the whole 
computing time (TC,i), based on the fact that allocation is the main critical path in 
task scheduling. This is due to the exclusive access to the ICAP, where tasks can be 
executed in parallel but cannot be allocated in parallel. In addition, all the executing 
tasks are sorted by their absolute finishing time fi. Hence the task with the nearest 
finishing time will be scanned first, which reduces the possibility of further delaying 
the current task.  
Moreover, the FAEDF will be activated only if the average time constraint (Ct) is 
loose; otherwise it behaves just like the non-preemptive EDF algorithm. Ct is the sum 
of every task’s allocation duration TA,i divided by its relative allocation deadline Di
*
. 
Ct is defined by Equation 4-3, in which TA,i is the allocation duration, Di
*
 is the 















          
Equation 4-3 Average time constraint 
Ct implies that the overall deadline tightness of all tasks, that is, Ct is high when the 
allocation duration of tasks is close to their relative allocation deadlines; and a low 
value of Ct indicates that tasks have more time redundancy. In the extreme case, Ct 
approaches its highest value R, when all tasks have the same TA,i and Di
*
,  which 
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Figure 4.5 FAEDF scheduling, task3 insertion 
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means that all tasks have to be allocated as soon as they arrive. Ct will approach zero 
if the tasks’ Di
*
 are much higher than their TA,i, in which case all tasks can be 
scheduled easily and flexibly to meet their deadlines. In the proposed FAEDF 
algorithm, Ct is used to decide whether the currently scheduled task should be 
delayed or blocked. If Ct is below a certain threshold, which means that the time 
constraint is not high, the task will be delayed and other tasks can be inserted. 
Otherwise, if Ct is above the threshold, the algorithm behaves just like the normal 
non-preemptive EDF, which does not enable task delay and insertion. The reason for 
using a threshold is that, if the time constraint is high, there is no point in trying to 
delay tasks since they will be more likely to miss their deadlines. In other words, 
FAEDF only improves the quality of scheduling tasks if the deadlines of tasks are 
loose. Ct is updated every time a task is scheduled, which gives the algorithm the 
capacity for dynamic adjustment to current task constraints. 
Algorithm 4.2 gives the pseudo-code of the FAEDF algorithm. The algorithm has 
four inputs, including: the ready task queue R, the executing task queue E, the Chip-
MER from the allocator, and the updated average time constraint Ct. The ready task 
queue contains all the arriving tasks ready to be allocated, which are sorted by their 
absolute latest allocating time ai
*
. In addition, the executing task queue contains all 
the existing placed tasks sorted by their absolute finishing times, which are used to 
look ahead to see if any task will finish before the allocating deadline (ai) of the 
currently scheduled task. The FAEDF behaves like non-preemptive EDF if Ct < 
Threshold (lines 2 to 5), and simply allocates the task with the nearest allocating 
deadline (ai
*
) if its size can fit into the currently available resources. The FAEDF 
extension section will be enabled only if the current average time constraint is below 
the threshold, i.e. Ct < Threshold (lines 6 to 15). In the extension section, the 
algorithm firstly scans all of the executing tasks (line 7), and if there is any task Tj 
which can finish its execution before the absolute latest allocating time (ai
*
) of the 
current task Ti (line 8), the insertion flag is set to one (line 9) and the current task Ti 
will be delayed rather than blocked (line 10). Furthermore, if the insertion flag is one 
(line 12), the other ready tasks in the ready task queue R will be scanned (line 13). If 
a task can finish its allocation before the absolute latest allocating time (ai
*
) of the 
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current task Ti, i.e. tcurrent + TA,m < ai
*
 (line 14), then Tm can be inserted (line 15). The 
function will return to the currently scheduled task Ti (line 5), if Ti can be allocated. 
Otherwise it will return to the inserted task Tm (line 16), if Tm is inserted and 





1. Ready task queue R sorted by increasing ai
*
 
2. Chip-MER from the allocator 
3. Executing task queue E, sorted by increasing fi 




2.       for( i = 1, i< R, i++ ) {    
3.            if ( hx,i × hy,i ≤ MER ) 
4.                if ( allocate(i) ≠ null ) 
5.                    return i; 
6.            if ( Ct < Threshold ) { 
7.                 for( j = 1, j < E, j++ )   
8.                      if ( fj < ai
* 
) { 
9.                          Insertion = 1; 
10.                          delay Ti ; 
11.                        } 
12.                 if ( Insertion == 1)  
13.                      for( m = 1, m < R, m++ )  
14.                           if ( tcurrent + TA,m < ai
* 
)  
15.                                if ( allocate(m) ≠ null ) 
16.                                     return m; 
17.            } 
18.       } 
19.    return null; 
20. end 
Algorithm 4.2 FAEDF scheduling algorithm 
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4.1.3 Test Results of the Scheduling Algorithms 
Simulation is used to compare non-preemptive EDF and FAEDF, in respect of task 
finishing rate and the algorithm’s execution time. The task finishing rate is the 
percentage of successfully scheduled tasks that meet their finishing deadlines, and 
the algorithm execution time is the time spent on making a scheduling decision for 
one task. These two features are tested when two different conditions are varied, 
namely; the number of damaged resources, and the average time-area constraint Ct,a. 
The average time-area constraint Ct,a is the average strictness of task deadline 
requirements taking into consideration both time and area, and it is used to set up an 
benchmark to measure the quality of scheduling algorithms. The average time-area 
constraint Ct,a is defined in Equation 4-4, in which Hx and Hy are the chip width and 
height respectively; hx and hy are the task width and height; TC,i is the duration of task 
computation, Di is the relative finishing deadline; and R is the total number of tasks 





















             
Equation 4-4 Average time-area constraint Ct,a 
As opposed to the average time constraint Ct, the average time-area constraint Ct,a 
considers not only the time constraint but also the task’s area consumption. For 
instance tasks of larger size will increase Ct,a since they may not fit into currently 
available resources. In the extreme case, Ct,a will approach one, if: 1) every task’s 
computation duration TC,i is equal to its relative finishing deadline Di, where tasks 
have to be placed as soon as they are released; and 2) all tasks have the same size as 
the chip, so that only one task can be placed at any one time. On the other hand, Ct,a 
approaches zero if all task sizes are extremely small and their deadlines are much 
larger than their computation durations. By using Ct,a, strictness can be better 
calibrated to give a more equitable test bench to evaluate the quality of the 
algorithms [Hong2011b].  
The following sections give the testing result of the C-language implementation of 
the algorithms on a desktop platform (Intel Core Due CPU at 2.4GHz). Three sets of 
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tasks are used to test the algorithms in three different average time-area constraints 
at 0.5, 0.75 and 0.9 respectively. Each task set contains 60 tasks and all of them are 
released at time zero. In our proposed test, all of the three sets of tasks are to be 
placed on a chip with a size of 15×12 CLBs, so that Hx =15 and Hy =12, which is an 
emulation of the CLB alignments on a Virtex-4 XC4VLX160 FPGA. To simulate 
faults, up to 25 CLBs are marked as damaged resources, which increases the 
difficulty in allocating a task. Both non-preemptive EDF and FAEDF use the EAC 
algorithm for allocation, and thereby only the quality of scheduling algorithms is 
compared with no complicating effect from the allocating algorithms. Figure 4.7, 
Figure 4.6, and Figure 4.8 give the simulation results for task finishing rate and 
algorithm execution time with increasing resource damage of 0 to 25 and average 
time-area constraints of 0.5 to 0.9. 
In general, FAEDF outperforms non-preemptive EDF for task finishing rate when 
dealing with more damaged resources and strict time-area constraints; whereas non-
preemptive EDF requires less algorithm execution time.  Figure 4.7 shows that under 
low and average time-area constraints (Ct,a =0.5), both non-preemptive EDF and 
FAEDF allow all tasks to finish when the number of damage is less than 15. 
However, when using non-preemptive EDF, the finishing rate decreases to ~60% 
when damage increases to 25, whereas FAEDF retains a similar rate at ~98%. On the 
other hand, the execution time of FAEDF increases linearly with the number of 
damaged resources, from ~1µs to ~2.4µs for scheduling one task, whereas non-
preemptive EDF retains a constant time duration at about 0.8 µs. Figure 4.6 shows a 
similar pattern to that in Figure 4.7, where both task finishing rate and algorithm 
execution time change more dramatically compared to Figure 4.7. This trend is more 
obviously reflected in Figure 4.7, where high average time-area constraint (Ct,a =0.9) 
is applied. In Figure 4.8, the task finishing rate dramatically decreases with 
increasing damage in both non-preemptive EDF and FAEDF, from ~80% to ~2% 
and ~65% to ~1% respectively, which indicates that FAEDF gives better scheduling 
efficiency when dealing with stricter deadline requirements. 






4.2 Task Allocating Algorithms 
The task allocation algorithms are used to improve the efficiency of usage of logic 
resources, by optimising the geometric placement of tasks to reduce chip area 
Figure 4.7 Simulation result of scheduling algorithms when Ct,a is low 
a) Task finishing rate in percentage b) Algorithm execution time in µs 
a) Task finishing rate in percentage b) Algorithm execution time in µs 
Figure 4.8 Simulation result of scheduling algorithms when Ct,a is high 
a) Task finishing rate in percentage b) Algorithm execution time in µs 
Figure 4.6 Simulation result of scheduling algorithms when Ct,a is medium 
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fragmentation. Aiming at this objective, two allocating algorithms are developed; 
namely, the Empty Area Compaction (EAC) algorithm and the Empty Volume 
Compaction (EAV) algorithm. The following sections firstly give a summary of 
classical models for 2D-packing algorithms, and then introduce the proposed novel 
2D-packing model and two innovative allocation algorithms. Finally, simulation 
results are presented to evaluate the performance of the proposed algorithms and to 
compare them with previous approaches.  
4.2.1 Classical Models for 2D-packing 
2D-packing algorithms can be differentiated depending on the way they describe 
their empty areas with an Empty Area Descriptor (EAD). In Chapter 2, most of the 
state-of-art allocation algorithms have been reviewed, including MER-based 
algorithms [Bazargan2000, Ahmadinia2004b, and Morandi2008], Vertex List Set 
(VLS) based analysis [Tabero2004, Ahmadinia2007], and staircase and line array 
approaches [Handa2004, Cui2007]. Among these, the MER-based and VLS-based 
algorithms are most commonly used, due to their easy explanation and satisfactory 
simulation results [Hong2011b]. This chapter further explains the MER and vertex 
approaches in terms of their area modelling and EADs, in order to compare them 
with the novel allocation algorithms proposed in this study. 
The MER-based EAD uses Maximum Empty Rectangles (MERs) to keep track of all 
free areas in a two-dimensional space. The MERs can accommodate a upcoming task 
if its size is smaller than the size of MER, i.e. htask,x < hMER,x and htask,y < hMER,y. The 
algorithm can choose either to use the first scanned possible MER or the smallest 
possible MER to accommodate the task after all MERs are scanned, which are 
termed First-Fit (FF) and Best-Fit (BF) respectively. After an MER is used to 
accommodate a task, it will be further partitioned into two smaller MERs, which are 
used to place later tasks. For example, in Figure 4.9.a, the whole chip area has only 
one MER (P) at the beginning. After task θ1 is placed at MER P, the latter is 
fragmented into two smaller MERs P1 and P2. Afterwards, P2 is used to place the 
next task θ2 since it is smaller P2. As a result, P2 is further fragmented into P3 and P4. 
The advantage of this modelling is that the algorithm is easy to code, and the 
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algorithm execution time is a relatively constant value which does not increase 
dramatically with the accumulation of inserted tasks. However, as long as MERs are 
increasingly fragmented, they become too small to accommodate later tasks. In 
effect, the fragmented MERs do not reflect the real free area space on the chip, since 
they do not consider overlapping regions. For instance, in Figure 4.9.a, the region of 
P4 can be partially shared by P3 to make an MER larger than both P3 and P4.  
In the light of this, the non-overlapped MER-based EAD is then extended to 
overlapped MER-based EAD (see Figure 4.9.b). In the overlapped MER-based EAD, 
the region of intersection can be merged and shared by multiple MERs, to create 
larger spaces in which to accommodate tasks. When a task is placed, the newly 
generated MERs will be compared with all previous MERs, and if there is any region 
which can be shared between different MERs, it will be merged into multiple MERs. 
For example, in Figure 4.9.b, after θ1 is placed, the remaining two MERs (P1 and P2) 
have an overlapping intersection, and more intersections become overlapped after the 
placing of θ2. By considering the overlapped regions, every MER can reflect the real 
maximum area size, whereby more tasks can be accommodated. However, since one 
region is contributing to multiple MERs, the updating of MERs becomes more 
complex and time consuming. If one MER is partitioned, all MERs that have an 
intersection with it will be affected and they have to be updated accordingly. 
Therefore, the algorithm execution time increases dramatically when more tasks are 
placed, causing a large time overhead. Large overheads in algorithm execution can 
delay task placement decisions; therefore, more tasks will miss their deadlines.  
The VLS-based EAD records the free area information by using a list of vertices to 
describe the contours of free areas. All the vertices are used to place tasks, so that 
tasks can be placed at the corner of the areas, and hence less fragmentation is 
induced. The quality of placement is measured by the amount of adjacencies, where 
larger adjacencies give better compactness. For example, in Figure 4.9.c, there are 
originally four vertices (V1 to V4) before any task is placed. The first task θ1 is placed 
at V1, which gains three more vertices (V5 to V7). Afterwards, θ2 is placed at V7, 
where it can stay as close as possible to the area’s contours. Note that during the 
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placement, the contour of the free area is kept as low as possible, to give more 
compactness for remaining free areas. The VLS-based EDA requires less time for 
computing positions and updating EDAs, and it is relatively easy to program. The 
idea is then further extended to three-dimensional VLS, in which not only are the 2D 
contours measured, but also time is taken into account in measuring the adjacency of 
areas rather than lines [Tabero2006]. However, one disadvantage of VLS-based EDA 
is that it only tracks the edges of free areas. As a consequence, it is not very efficient 
in coping with faults incurred in the middle of free areas [Hong2011a].  
In the light of the aforementioned strengths and weaknesses of previous EADs, the 
new allocating algorithms are developed with novel EADs, whereby not only can the 
placement optimisation be achieved in a short time, but also emerging faults can be 
efficaciously coped with. The subsequent sections introduce two novel allocation 
algorithms, namely Empty Area Compaction (EAC) and Empty Volume Compaction  
(EAV) algorithm, which optimise task placement by maximising the remaining size 







































V1→V5, V6, V7 
 
V7→V7, V8, V9 
 
P1→P1, P3 P→P1, P2, 
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(b) Overlapping MER based EAD 
(c) VLS-based EAD 
Figure 4.9 Three classical EADs 
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4.2.2 Empty Area Compaction (EAC) Algorithm 
Like other 2D-packing algorithms, EAC uses an Empty Area Descriptor (EAD) to 
represent the array of CLBs in the FPGA, whereby occupation and damage status can 
be consecutively tracked and updated. The EAD evaluates the chip area as a 
rectilinear grid formed by cell arrays (CLB arrays). It uses two types of matrices to 
represent cell values; namely, a Shape-Matrix (SM) and an Area-Matrix (AM).  
In the SM, both damaged and occupied CLB cells are labelled with zeros. The other 
CLB cells are labelled with sequential values starting from zero and incrementing 
horizontally in either the right or left direction (see Figure 4.10). An SM with a value 
incrementing from the left to right direction is called an SM-Left (SM-L); likewise 
an SM incrementing from right to left is named an SM-Right (SM-R). The SM-L is 
used to compute the width of the task to be allocated, which is one condition for 
placing this task at a position. For example, in Figure 4.10, the red shaded cell at 
position (3, 4) is a damaged CLB and the blue shaded cells are CLBs occupied by a 
task, which are all labelled with zeros. A task’s position is defined as its bottom-right 
cell. For example, the blue shaded task has been placed at position (3, 3), with a size 
of 2×2. The cell value of SM-L indicates that only tasks with widths smaller than its 
value can possibly be placed at this position. For instance, the value of SM-L (b) at 
position (2, 6) is 3, implying that if a task is to be placed at this position, its width 
has to be smaller than 3. Note that, in order to place a task, only SM-L needs to be 
compared with the task width. Both SM-L and SM-R are used for computing AMs in 
the next stages.  
Algorithm 4.3 and Algorithm 4.4 give the pseudo codes for computing SM-L and 
SM-R respectively. Both of these two algorithms use the current FPGA-state matrix 
as their input, in which all the occupied and damaged cells are marked as zeros. In 
SM-L, cells are marked with sequentially increasing numbers from left to right (lines 
3 to 8). If the current cell is a damaged resource, or is occupied by a task, the value in 
SM-L will be reset to zero (line10). The function finally returns to the updated SM-L 
once all cells are scanned. The derivation of SM-R is similar to that of SM-L, with 
the only difference being that the value increases from right to left.  




AMs are derived from SMs. The cell value in AMs is called the position-MER, 
which represents the MER area in one of the four directions. There are four 
directional AMs and one sum AM (AM-2D). The four directional AMs are AM-Up-
Left (AM-UL), AM-Down-Left (AM-DL), AM-Up-Right (AM-UR) and AM-Down-
Right (AM-DR), where their position-MERs represent the MER areas in their up-left, 
down-left, up-right, and down-right directions respectively. For example, in Figure 
4.10, at position (2, 5), AM-UL gives a cell value of 4, which indicates that the MER 
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Figure 4.10 Derivation of shape and area matrices 




Matrix FPGA_state showing placed tasks and damaged resources 
Outputs: 
SM-L 
1.   begin: 
2.       for( i = 1, i ≤  Hx, i++ ) 
3.            for( j = 1, j ≤  Hy, j++ ) 
4.                 if (FPGA_state [i][j]  ≠ 0) 
5.                      if ( j  = 1) 
6.                           SM-L [i][j] = 1; 
7.                      else 
8.                           SM-L [i][j] = SM-L [i][j-1] + 1; 
9.                 else 
10.                      SM-L [i][j] = 0; 
11.    return SM-L; 
12.   end 
Algorithm 4.3 Derivation of SM-L matrix 
Inputs: 
Matrix FPGA_state showing placed tasks and damaged resources 
Outputs: 
SM-R 
1.   begin: 
2.       for( i = 1, i ≤ Hx, i++ ) 
3.            for( j = Hy,  j ≥ 1, j-- ) 
4.                 if (FPGA_state [i][j]  ≠ 0) 
5.                      if ( j  = Hy) 
6.                           SM-R [i][j] = 1; 
7.                      else 
8.                           SM-R [i][j] = SM-R [i][j+1] + 1; 
9.                 else 
10.                      SM-R [i][j] = 0; 
11.    return SM-R; 
12.   end 
Algorithm 4.4 Derivation of SM-R matrix 
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area (dashed encircled area) in its up-left direction is 4. Likewise, the other three 
directional AMs, AM-DL, AM-UR, and AM-DR, give cell values of 3, 4, and 6 to 
represent the MER area (dashed encircled areas) in its down-left, up-right, and down-
right directions respectively. Central to this, the cell value in AM-UL implies the 
maximum task size (width × height) that can be accommodated at this position. For 
examples, position (2, 5) is an invalid position for tasks with areas larger than 4. A 
task can possibly be placed at a position if three conditions are met: 1) the task area 
(width × height) is smaller than the value in AM-UL; 2) the task width is less than 
the value in SM-L, and 3) the values of all cells in AM-UL are not zero.  
The derivation of directional AMs is based on a “windows expanding” method to 
compute each positional MER. Figure 4.11 gives an example of computing one 
positional MER in AM-UL from a given SM-L matrix. Here, a 3×3 SM-L matrix is 
given, in which one damaged resource is marked as zero at position (2, 1), and the 
other cells are labelled with a number increasing from left to right. In order to 
compute the positional MER, all the continuous non-zero positions in the same 
column, but above that position are assigned with a window. For example, to 
compute the MER of position (3, 3), which is the maximum empty rectangle in its 
top-left direction, positions (3, 3), (2, 3) and (1, 3), are assigned with a window each, 
which are used to measure the maximum area of each line. The window has a width 
which can be obtained directly from SM-L, and a height which starts from 1 and 
expands in both up and down directions. For example, in Figure 4.11.b, position (2, 
3) has a window with a width of 2, which is its value in SM-L. The height of the 
window expands in both up and down directions, and increments its value from 1 to 
3. However, the window stops expanding when a smaller value in the same column 
of SM-L is reached. For example, in Figure 4.11.a, the window cannot expand since 
the value at position (2, 3) is 2, which is smaller than the value “3” at position (3, 3). 
On the other hand, the width of the window cannot be larger than the width of the 
windows below. For example in Figure 4.11.c, the window’s width is 2 rather than 3, 
since the width of the window below is 2. Finally, after the sizes of all windows are 
obtained, the position-MER is assigned with the maximum window’s size, so that the 
position MER at (3, 3) is 6. 




Algorithm 4.5 gives the pseudo code to compute AM-UL and AM-DL matrices from 
SM-L. The algorithm is coded in line with the “window expanding” heuristic. Here, 
all the position-MERs are computed sequentially (lines 2 and 3) by measuring their 
expanded windows. For each position, all the cells above are scanned and their 
window sizes are computed (lines 7 to 25). The scanning will stop if a value of zero 
is reached (lines 9 and 10).  To compute the size of the window, both the height and 
the width are calculated. The height of the window is reset to 1 at the beginning (line 
8) and then expanded in both up and down directions (lines 13 to 17, and 18 to 22) if 
the value in SM-L is smaller than the value of the window’s position (lines 14, 15, 19 
and 20); otherwise it stops expanding (lines 16, 17, 21 and 22). If the width of the 
window is equal to less than the size of its previous windows’ widths, it will be 
updated with the current window’s width (lines 11 and 12); otherwise, it remains 
with the minimum width of the windows below. The final size of the window is 
obtained by multiplying its width and height (line 23), and the maximum window 
size will be chosen to be the final positional MER (lines 24 and 25). The function 
eventually returns to the updated AM-UL matrix. The AM-DL matrix is also derived 
from SM-L, with the difference that the windows are assigned to the cells below 
rather than the cells above the current position. The AM-DL matrix can be obtained 
by replacing lines 7, 13 and 18 with its comments (after the semicolon) in Algorithm 
4.5. Likewise, the other two directional matrixes, AM-UR and AM-DR, can also be 
derived in the same way but using SM-R as their input, thus replacing SM-L, AM-
UL, and AM-DL in Algorithm 4.5 with SM-R, AM-UR, and AM-DR respectively.   
In addition, in order to accelerate the computation for selecting possible positions, 
Row-MER is used to preselect the scanning rows. The values in Row-MER are the 
3 2 1 
2 1 0 
1 2 3 
3 2 1 
2 1 0 
1 2 3 
3 2 1 
2 1 0 











Original / extended 
Window: w=3, h=1 
a) Window at position (3, 3) b) Window at position (2, 3) c) Window at position (1, 3) 
Figure 4.11 Computing the MER of position (3, 3) 
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greatest position-MERs in each row, which are used to compare with the task width 
before scanning cells in that row. For instance, if a task width is larger than the 
current Row-MER, it will directly jump to the next row and all cells in that row will 





1.   begin: 
2.       for( i = 1, i ≤ Hx, i++ ) 
3.            for( j = 1, j ≤ Hy, j++ ) { 
4.                 AM-UL[i][j] = 0; 
5.                 window_size [i][j] = 0; 
6.                 width  = SM-L[i][j]; 
7.                 for( m = i, m< Hy, m++ )  {          // AM-DL: for( m = i, m< Hy, m++ ) 
8.                      height = 1; 
9.                      if (SM-L[m][j] ==0) 
10.                           break; 
11.                      if (width > SM-L[m][j] ) 
12.                           width = SM-L[m][j]; 
13.                      for( n = m, n< Hy, n++ ) // AM-DL: for( n = m, n> 0, n-- ) 
14.                           if (SM-L[n][j] > SM-L[m][j] ) 
15.                                height + +; 
16.                           else  
17.                                break; 
18.                      for( n = m, n> i, n-- )  // AM-DL: for( n = m, n< i, n++ ) 
19.                           if (SM-L[n][j] > SM-L[m][j] ) 
20.                                height + +; 
21.                           else  
22.                                break; 
23.                      window_size [i][j]= width × height ; 
24.                      if (window_size [i][j] > AM-UL[i][j]) 
25.                           AM-UL[i][j]= window_size [i][j]; 
26.                  } 
27.              } 
28.    return AM-UL; 
29.   end  
Algorithm 4.5 Derivation of AM-UL and AM-DL matrixes 
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which is the maximum affordable task size which can be placed on the current chip. 
The Chip-MER is fed back to the task scheduler for pre-selection; hence, the 
scheduling overhead is reduced since only feasible tasks are scheduled. 
In order to evaluate the quality of a placement, AM-2D is used, which is derived by 
summing all of the four directional AMs, so that the value of AM-2D at position (2, 
5) is 17, which is the sum of AM-UL (4), AM-DL (3), AM-UR (4) and AM-DR (6). 
A larger value of AM-2D implies that this cell is contributing to more large MERs, 
and therefore its use should be avoided in order to retain larger MERs for later 
coming tasks. The intention is to place a task at a position where the sum of occupied 
cell values is at a minimum. The placement cost of a position is defined in Equation 
4-5, where hx and hy are the task width and height respectively. A lower placement 
cost can achieve a better quality of allocation, so that more compact free spaces are 
left for later coming tasks. 










       
Equation 4-5 Placement cost of (x, y) AM-2D 
The placement cost is calculated only if this position can possibly to accommodate 
the task. Afterwards, the position with the minimum placement cost is certified as the 
Best-Fit (BF) position. The BF position will give the optimum position at which to 
allocate a task, whereby more compact areas are retained and fragmentation is 
reduced. Alternatively, in order to further accelerate selection, First-Fit (FF) 
placement can be used, in which the first possible position is chosen to allocate the 
task and all other positions are bypassed.  
Figure 4.12 gives the steps used to find the best position when allocating a task with 
the EAC allocation algorithm. Firstly, only the tasks with sizes smaller than that of 
the Chip-MER are scheduled by the task scheduler. Afterwards, the task allocator 
receives the prioritised task and compares it with Row-MER. If the task’s area is 
larger than that of Row-MER, the current row will be bypassed; otherwise, all the 
position-MERs in the current row will be compared with the task’s area. The task 
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Figure 4.12 Steps to find a best-fit position to place a task 
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with an area smaller than the position-MER will be further compared with the value 
in SM-L to check if its width can fit into this position. Once the width fits, all the 
position-MERs occupied by the task will be checked, and if none of them is zero, 
they will be summed up to obtain the placement cost. After all the costs of each 
possible position are obtained, the position with the minimal cost will be selected to 
allocate the task to. 
The pseudo code of the EAC allocation algorithm is presented in Algorithm 4.6. 
Corresponding to the flow chart in Figure 4.12, the algorithm outputs the best 
placement position, by using the given inputs, including Chip-MER, Row-MER, 
SM-L, AM-UL, AM-2D and task size. The algorithm scans all the positions on the 
chip in both vertical and horizontal directions (lines 3 and 5) and then filters the 
possible locations by sequentially comparing the task size with Chip-MER, Row-
MER, AM-UL, and SM-L respectively (lines 2, 4, 6, and 7). Afterwards, all the 
values of the cells occupied by the task in AM-2D are summed to give a placement 
cost (line 11). If a zero value is detected, the cost value will reset to zero to indicate 
that the current position cannot accommodate the task and therefore it should be 
bypassed (lines 13 and 14). If the cost is not zero once all of the occupied cells are 
checked, it will be certified that the current position could possibly accommodate the 
task (line 16). In such a case, the cost is compared with the minimum cost that was 
previously calculated (line 17). If the current cost is less than the minimum cost, the 
minimum cost as well as its position will be updated (lines 18 and 19), and the cost 
will be reset to zero for the next computation (line 20). After all positions are 
scanned, the function will return to the best-fit position if one exists; that is, where 
the minimum cost has been updated at least once (lines 24 and 25), otherwise it 
returns to null (lines 26 and 27). 






2. Row_MER [1,2,3…Hx] 
3. SM_L [Hx, Hy] 
4. AM_UL [Hx, Hy] 
5. AM_2D [Hx, Hy] 
6. Task size hx× hy 
Outputs: 
Best Fit position [Px, Py] 
1.   begin: 
2.        if (hx× hy < Chip_MER) { 
3.             for ( i = 1, i< Hx, i++ ) 
4.                  if  (hx× hy ≤ Row_MER[i]) 
5.                       for ( j = 1, j< Hy, j++ ) 
6.                            if (hx× hy ≤ AM_UL [i, j])  
7.                                 if (hx ≤ SM_L [i, j]) { 
8.                                      for ( m= i, m< i - hy, m-- ) 
9.                                           for ( n= j, n< j - hx, n--) 
10.                                               if (AM_UL [m, n] ≠ 0) 
11.                                                    Cost = Cost + AM_2D[m, n]; 
12.                                               else { 
13.                                                    Cost = 0; 
14.                                                    break; 
15.                                                 } 
16.                                       if (Cost ≠ 0) 
17.                                            if ( Cost ≤ MinCost ) { 
18.                                                 MinCost  = Cost ; 
19.                                                 [Px, Py ] = [i, j]; 
20.                                                 Cost = 0; 
21.                                              } 
22.                                   }  
23.        } 
24.        if ( MinCost ≠ 0 ) 
25.             return [Px, Py ];  
26.        else 
27.             return null;  
28.   end 
Algorithm 4.6 EAC allocation algorithm 
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4.2.3 Empty Volume Compaction (EAV) Algorithm 
The EAV is an extension of the EAC algorithm, with the additional consideration of 
task execution time, whereby the measurement of compactness can be extended from 
2D area (area only) to that in the 3D volume (area and time). 
Figure 4.13 gives an example where the efficiency of resource usage can be 
improved by placing a task in consideration of both time and area. In this example, 
both task1 (T1) and task2 (T2) are tasks already placed and in their execution state, 
and task3 (T3) is yet to be placed. When analysing placement using EAC in 2D, 
there is no difference between positions 1 and 2 (see Figure 4.13.a). However, a 
difference is shown when it is analysed in 3D. Since T2 finishes earlier than T1, at 
the time T2 is finished and removed, the remaining area will be more compact if T3 
is placed at position 1.  
 
Inspired by above, the EAV algorithm is designed to assign different weights to the 
edges of damaged resources as well as occupied cells (i.e. CLBs). The weight is 
determined by the remaining time duration of the damage or occupation from 
adjacent cells. A higher weight indicates that its adjacent cells will be occupied by 
more tasks for a longer time, whereas a lower weight implies that adjacent cells are 
occupied by fewer tasks and they are likely to be freed sooner. All the weights 
together form a Time Matrix (TM), in which all the cells are labelled with the sum of 
the remaining execution time of adjacent tasks, and the weight of permanent damage 








Position 2 Position 1 Position 1 Position 2 
a) 2D view b) 3D view 
Figure 4.13 Task placement in consideration of time 
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the maximum remaining execution time of currently executing tasks. Figure 4.14 
gives an example of the generation of the TM from the original FPGA state matrix. 
The FPGA state matrix describes the current state of the chip, which is allocated to 
task1 (T1) and task2 (T2). T1 occupies cells (2, 2) and (3, 2), with a remaining 
execution time of 3, whereas T2 is allocated to cells (2, 3) and (3, 3), with a 
remaining execution time of 2. In addition, a damaged CLB is detected at position 
1 1 1 1 1 1 
1 0 0 1 1 1 
1 0 0 0 1 1 
1 1 1 1 1 1 
Damaged CLB  
CLBs occupied by T1 
Remaining execution time = 3 
CLBs occupied by T2  
Remaining execution time = 2 
2 2 2 5 6 3 
1 0 0 2 17 5 
1 0 0 0 5 5 
2 2 2 2 6 3 
d) AM-3D 
FPGA state 
Divided by TM 
Figure 4.14 Derivation of AM-3D matrix 
17 14 14 17 20 19 
10 0 0 12 17 17 
10 0 0 0 15 15 
17 14 14 14 20 19 
c) AM-2D 
1 3 1 1 1 1 
3 0 0 1 1 1 
3 0 0 0 1 1 
1 3 1 1 1 1 
1 1 2 1 1 1 
1 0 0 2 1 1 
1 0 0 0 1 1 
1 1 2 1 1 1 
1 1 1 1 1 1 
1 0 0 3 1 1 
1 0 0 0 3 1 
1 1 1 3 1 1 
6 3 3 3 3 6 
3 0 0 1 1 3 
3 0 0 0 1 3 
6 3 3 3 3 6 
Sum up non-one values 
6 6 5 3 3 6 
6 0 0 5 1 3 
6 0 0 0 3 3 
6 6 5 6 3 6 
 TM 
Cells adjacent to T1  
= T1 remaining time =3 
Cells adjacent to T2  
= T2 remaining time = 2 
Cells adjacent to damage  
= max remaining time = 3 
Cells belong to one edge  
+= max remaining time 
(a) (b) (c) (d) 
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(3, 4). In order to generate the TM from the FPGA state matrix, all the cells adjacent 
to a task are firstly marked with the remaining execution time of that task (see Figure 
4.14, matrices (a) and (b)). In addition, all the cells adjacent to a damaged resource 
are marked with the maximum remaining execution time of all the tasks, so that T1 
has the maximum remaining execution time of 3, and so the cells adjacent to the 
damaged CLB are marked with 3 (see Figure 4.14, matrix (c)). Moreover, all the 
cells at the chip edges are marked with the maximum remaining execution time, and 
the cells belong to two edges, i.e. a chip corner, so that this is twice the maximum 
remaining execution time (see Figure 4.14, matrix (d)). Finally, all the incremented 
values (non-one values) are accumulated to generate the TM. The TM gives 
information about task adjacencies in the time domain, which is further used to 
generate the three-dimensional area matrix, namely the AM-3D. To derive the AM-
3D, all of the values in the AM-2D are divided by the values in the TM. The resultant 
AM-3D matrix (with values rounded) is then used to compute the placement cost. 
The EVC algorithm differs from the EAC algorithm only in its cost function, which 
uses the value in the AM-3D rather than the AM-2D. 
Algorithm 4.7 gives the pseudo code to derive the TM matrix. The algorithm inputs 
include the FPGA state, which describes the current resource availability of the chip 
in terms of occupied tasks and damaged resources. The value of each cell (the 
weight) is computed by sequentially checking its adjacent cells in four directions 
(lines 4 to 31).  In each direction, it is firstly check if the cell is at the edge of the 
chip (lines 4, 11, 18, and 25). If it is, the value will be accumulated with the 
maximum remaining executing time (lines 10, 17, 24, and 31); otherwise, adjacent 
tasks and damaged resources are checked. If the cell is adjacent to a damaged 
resource or an executing task, its value will be accumulated with either the maximum 
remaining executing time (lines 6, 13, 20, and 27), or the remaining executing time 
of the occupied task (lines 8, 15, 22, and 29). After all the cells have been checked, 
the function returns to the updated TM matrix. 
Algorithm 4.8 presents the function used to generate the final AM-3D matrix from 
the TM and AM-2D matrices. If the value in TM is not zero, the value in AM-3D is 




1. Matrix FPGA_state showing placed tasks and damaged resources 
2. Executing task queue E 
3. The maximum remaining executing time Tm 
Outputs: 
Time matrix TM 
1.   begin: 
2.       for( i = 1, i ≤ Hx, i++ ) 
3.            for( j = Hy,  j ≥ 1, j-- ) 
4.                 if ( i > 1 ) 
5.                      if (FPGA_state [i-1][j]  is Damaged ) 
6.                           TM [i][j] = TM [i][j] + Tm ; 
7.                      else if (FPGA_state [i-1][j]  is occupied by task Tk ) 
8.                           TM [i][j] = TM [i][j] + remaining executing time of Tk  ; 
9.                 else  
10.                           TM [i][j] = TM [i][j] + Tm ; 
11.                 if ( i <  Hx) 
12.                      if (FPGA_state [i+1][j]  is Damaged ) 
13.                           TM [i][j] = TM [i][j] + Tm ; 
14.                      else if (FPGA_state [i+1][j]  is occupied by task Tk ) 
15.                           TM [i][j] = TM [i][j] + remaining executing time of Tk  ; 
16.                 else  
17.                           TM [i][j] = TM [i][j] + Tm ; 
18.                 if ( j > 1 ) 
19.                      if (FPGA_state [i][j-1]  is Damaged ) 
20.                           TM [i][j] = TM [i][j] + Tm ; 
21.                      else if (FPGA_state [i][j-1]  is occupied by task Tk ) 
22.                           TM [i][j] = TM [i][j] + remaining executing time of Tk  ; 
23.                 else  
24.                           TM [i][j] = TM [i][j] + Tm ; 
25.                 if ( j < Hy ) 
26.                      if (FPGA_state [i][j+1]  is Damaged ) 
27.                           TM [i][j] = TM [i][j] + Tm ; 
28.                      else if (FPGA_state [i][j+1]  is occupied by task Tk ) 
29.                           TM [i][j] = TM [i][j] + remaining executing time of Tk  ; 
30.                 else  
31.                           TM [i][j] = TM [i][j] + Tm ; 
32.    return TM; 
33.   end 
Algorithm 4.7 Derivation of TM matrix 
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the quotient of the value in AM-2D divided by the value in TM; otherwise, it is zero. 
The function returns to the AM-3D matrix once all cells are updated. 
 
After the AM-3D matrix is computed, the following allocation steps are exactly the 
same as these with the EAC algorithm, except that the placement cost is calculated 
using the values in the AM-3D instead of the AM-2D, shown in Equation 4-6. 










               
Equation 4-6 Cost  (x, y) of AM-3D 
4.2.4 Simulation Results of Allocating Algorithms  
To test the allocation algorithms, two tests are simulated to show the improvements 
achieved by the EAC algorithm in comparison with previous algorithms, and also the 
difference between the EAC and EAV algorithms. The first test gives an evaluation 
on the task finishing rate, which is increased by using the EAC algorithm compared 
with previous algorithms. The second test compares the EAC and EAV algorithm, in 





1.   begin: 
2.       for( i = 1, i ≤  Hx, i++ ) 
3.            for( j = 1, j ≤  Hy, j++ ) 
4.                 if (TM [i][j]  ≠ 0) 
5.                      AM-3D [i][j]  = AM-2D[i][j] / TM [i][j]   
6.                 else 
7.                      AM-3D [i][j] = 0; 
8.    return AM-3D; 
9.   end 
Algorithm 4.8 Derivation of AM-3D matrix 
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algorithms are programed and executed on an Intel Core Duo CPU at 2.4GHz and 
their simulation results are presented below. 
In the first test, the EAC algorithm is compared with the two classical allocation 
algorithms, namely the overlapping MER-based algorithm and the VLS-based 
algorithm. In order to better explore the efficacy of the allocation algorithms, they 
are tested in a finer granularity at 100×100 CLBs. There are six task sets to be tested, 
and each contains 500 tasks of various sizes. TABLE 4.2 lists the parameters of the 
six task sets (from φ1 to φ6), where the width and height of a task is a random number 
ranging from hx,min to hx,max, and from hy,min to hy,max respectively, so that, for example, 
in task set φ1, a task size varies from 1×1 to 10×10. In order to test the pure 
allocation efficacy under the same benchmark, all the tasks are placed at the same 
time, so that all tasks have the same arriving time at 0, and expire immediately if 
they cannot be placed the first time. Figure 1.1 shows the overall task finishing rate, 
which is the number of allocated tasks divided by the number of unplaced tasks, of 
the three algorithms when there is no damaged resource on the chip. On average, the 
EAC algorithm outperforms the other two algorithms, with ~25% improvement in 
the task acceptance rate.  Figure 4.16 shows the task finishing rate of each task set, 
with an increasing number of damaged resources. In all task sets, the task finishing 
rates of the other two algorithms (MER and VLS) decrease dramatically with 
increases in damaged resources, whereas the task finishing rate of EAC decreases 
less than the other two. This implies that the EAC is more efficacious in dealing with 
faulty resource allocation. 
TABLE 4.2 SIX TASKS SETS WITH DIFFERENT PARAMETERS 
 φ1 φ2 φ3 φ4 φ5 φ6 
hx,max 10 10 20 20 40 40 
hx,min 1 5 1 5 1 5 
hy,max 10 10 20 20 40 40 










a) Task set φ1 finishing rate in percentage b) Task set φ2 finishing rate in percentage 
c) Task set φ3 finishing rate in percentage d) Task set φ4 finishing rate in percentage 
e) Task set φ5 finishing rate in percentage f) Task set φ6 finishing rate in percentage 
Figure 4.16 Task finishing rate of damaged resource 
Figure 4.15 Task finishing rate of non-damaged resources 
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In the second test, the EAC algorithm is compared with the EAV algorithm, in 
respect of their task finishing rates and algorithm execution times. In order to show 
the difference between the 2D analysis and the 3D evaluation, the EDF scheduling 
algorithm and the EAC allocation algorithm are combined together to give 2D-based 
task managing; likewise, the FAEDF scheduling algorithm and the EAV algorithm 
are integrated to give full 3D volume-based task management. The execution time of 
the allocation algorithm includes the time to find the best location, as well as the time 
to update all the matrices. Figure 4.17, Figure 4.18, and Figure 4.19 give the task 
finishing time and algorithm execution time with three different values of average 
time-area constraint Ct,a. In terms of the task finishing rate, the 3D-based FAEDF-
EVC achieves better results than the 2D-based EDF-EAC algorithm. This trend 
becomes more significant when more damaged resources are detected, or a stricter 
time-area constraint is applied. On the other hand, the execution times of both of the 
algorithms increase linearly when there are more damaged resources; however, the 
increasing rate of increase for the EVC is higher than that for the EAC; hence, the 













This chapter has presented two scheduling algorithms, namely the EDF and FAEDF 
algorithms, and two allocation algorithms, the EAC and EAV algorithms. The 
a) Task finishing rate in percentage b) Algorithm execution time in µs 
Figure 4.17 Simulation result of allocating algorithms when Ct,a is low 
a) Task finishing rate in percentage b) Algorithm execution time in µs 
Figure 4.18 Simulation result of allocating algorithms when Ct,a is medium 
a) Task finishing rate in percentage b) Algorithm execution time in µs 
Figure 4.19 Simulation result of allocating algorithms when Ct,a is high 
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FAEDF is a novel scheduling algorithm which extends the traditional EDF by taking 
into consideration task finishing time, whereby tasks can be more efficiently 
scheduled. The EAC is an innovative allocation algorithm which optimises the 
placement of tasks by measuring the remaining MERs on the chip, while the EAV 
algorithm extends the EAC by adding time analysis to optimise placement in 3D 
volumes. 
The simulation results show that both of the proposed scheduling and allocation 
algorithms achieve better task finishing rates compared with previous algorithms, 
with lower overheads in terms of execution time. Moreover, the proposed algorithms 
are more efficacious in dealing with damaged resources, with less updating time 
needed and higher placement rate achieved.  
It is also acknowledged that both of the scheduling and allocating algorithms are not 
strictly restricted to the context of R3TOS. In effect, both of the scheduling algorithm 
(FAEDF) and allocating algorithm (EAC and EVC) can be widely applied for other 
contexts, where tasks can be modelled as blocks to be mapped to two-dimensional 
logic resources. 
Trading off the simplicity of algorithm coding against its performance efficacy, the 
EDF & EAC algorithms are chosen to be implemented in the R3TOS. The detailed 
implementation of the scheduling and allocation algorithms, as well as other 
hardware modules, are presented in the next chapter.  
 
 
Related publications: [Hong2011b], [Hong2012a] and [Hong2012b]. 
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Chapter 5: Hardware Implementation 
Chapter 5 
Hardware Implementation  
his chapter presents the implementation of the low level hardware in the 
R3TOS, giving technical support to the algorithms and methodologies 
introduced in the previous chapters. The R3TOS implementation consists of four 
major components namely; the task scheduler, the task allocator, the ICAP manager 
and the host API. The task scheduler and allocator are responsible for scheduling 
tasks in real time and allocating tasks to optimum positions, whereby more tasks can 
meet their deadlines and hardware resources are more efficiently used. The 
previously presented EDF scheduling and EAC allocation algorithms are coded in 
the task scheduler and task allocator respectively. The ICAP manager provides the 
low level services that directly communicate with the ICAP port and the 
configuration memory, including writing/reading bitstreams to/from the ICAP port, 
as well as bitstream manipulation. As presented in Chapter 3, the above three 
components, namely the scheduler, allocator and ICAP manager, together comprise 
the hardware microkernel (HWμK) of the R3TOS which facilitates the complex 
exploitation of the low level DPR hardware. The host API is the main CPU that 
executes user applications and serves as the highest level of the system, providing a 
generic API between the user application and the R3TOS HWμK.  
T 
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All of the three components in the HWμK are separately implemented on three ECC-
protected fault-tolerant soft processors; namely, ECC-FT-processors. The 
development of the ECC-FT-processor is based on the Xilinx PicoBlaze processor, 
which is then enhanced by ECC-protected memories using the proposed novel 
hardware adaptor and recovery mechanisms. Thereby, the ECC-FT-processor can 
self-heal from an emerging fault without interrupting its operations, which 
considerably improves system reliability.  
The following sections firstly present the design and implementation of the fault 
tolerant microprocessor. Afterwards, built on this processor framework, the 
specifications of the task scheduler, allocator, and ICAP manager are detailed, 
including their communication inputs and outputs, software coding, and management 
of memory space. Last, but not least, the design and implementation of the hardware 
based SMP communication architecture is presented. The work on overall system 
integration and host API was conducted by the research group member Xabier Iturbe 
[Iturbe2013b, Iturbe2013c]; and is therefore not included in this thesis. Note that the 
whole R3TOS system is implemented in cooperation with other group members, 
namely Xabier Iturbe and Ali Ebrahim. Xabier Iturbe implemented the host API, part 
of the communication mechanism and performed system integration, while Ali 
Ebrahim implemented the ICAP manager.  
5.1 Design and Implementation of Fault-Tolerant Soft 
Processors 
Nowadays FPGAs are widely used in many avionics and safety-critical aerospace 
applications, due to their increasingly high performance and flexible 
reconfigurability, which allows for in-system reconfiguration after launch 
[Katz2003]. At the same time, the functionalities of FPGAs are further enhanced by 
embedding on-chip microprocessors. The microprocessors can be embedded either in 
the form of built-in hard cores, such as the PowerPC and ARM-CortexA9 on Xilinx 
FPGAs, or soft cores using the reconfigurable logic resources of FPGAs, such as the 
PicoBlaze and MicroBlaze from Xilinx, and Nios from Altera. To date, an increasing 
number of applications have been updated onto microprocessors due to their 
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programing flexibility and close compatibility with high level user applications 
[Iturbe2010a].  
One major concern is that most successful commercial FPGAs are based on SRAM 
memory technology, which suffers from high susceptibility to radiation-induced 
faults such as SEUs. In the light of this, the configuration memory of FPGAs is 
hardened so as to be more robust than the traditional SRAM, especially in some 
safety-critical applications. Nonetheless, block memory (BRAM) is still under the 
potential threat, since they are more compact and dense cells [Xilinx2011a]. 
According to the Rosetta experiment, BRAM blocks are at least double the risk from 
high energy particles in space [Lesea2005]. In the 90 nm technology Spartan-3 
FPGA series, the error rate of CLBs is about 111 FIT/Mb, whereas for BRAMs it is 
222 FIT/Mb, which is twice that of CLBs. More worryingly, the BRAM is about four 
times more susceptible to faults than other components in Virtex-4 family FPGAs, 
with 222 FIT/Mb compared to 61 FIT/Mb for other components [Lesea2005]. 
In order to circumvent this potential threat, Xilinx has developed hardware solutions 
which utilise Error-Correcting Code (ECC) circuitry to protect data in all BRAM 
blocks. This gives the ability to correct one single bit error, as well as to detect the 
location of double errors [Xilinx2008]. However, this ECC mechanism is not 
compatible for use as program memory in most on-chip microprocessors. The main 
difficulty arises with synchronisation between the processor and the program 
memory. For example, processors embedded in FPGAs typically require one clock 
cycle latency when reading data from its program memory, which is applicable to the 
traditional BRAMs on FPGAs. However ECC-BRAMs need two clock cycles to read 
one data, which does not satisfy the timing requirement of microprocessors. To solve 
this problem, a hardware interface is presented called EPA (the ECC Processor 
Adaptor) to synchronize the timing between the processor and ECC-BRAM by 
“looking ahead” to the next instruction [Hong2012a].  The EPA and LookAhead 
strategy is demonstrated in the context of the Xilinx 8-bit PicoBlaze microprocessor, 
due to its flexible implementation architecture. The following sections firstly give a 
brief introduction to the PicoBlaze microprocessor and ECC-BRAM. Then the 
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architecture of the EPA and its connections are presented, before the LookAhead 
strategy is illustrated. Finally the self-recovery mechanism and its testing results are 
presented. 
5.1.1 PicoBlaze microprocessor and ECC-BRAM 
PicoBlaze microprocessor 
The PicoBlaze is an 8-bit Xilinx soft-core microprocessor [Xilinx2011b], which is 
favoured by developers for some simple protocol-based applications due to its low 
resource consumption. The processor core, that is, the processor state machines, only 
requires 96 slices when implemented on Xilinx Spartan-3, Virtex-II, and Virtex-II 
Pro FPGA architectures. Therefore it is widely used in some simple protocol-based 
applications, such as I2C, SPI, PWM, UART protocols, as well as co-processor 
accelerators such as multipliers, DSP, and interrupt controller for MicroBlaze. 
Besides this, PicoBlaze is an open-source softcore processor, which gives the 
flexibility to adapt its architecture according to the demands of various applications. 
Moreover, programs in PicoBlaze are coded in the assembler, which makes 
optimised low-level programming possible. The basic interfaces of the PicoBlaze 
microprocessor are standard IOs, including the address bus (Port_ID), the 
unidirectional data buses (In_Port and Out_port), the signals to indicate W/R 
operation (Write_Strobe and Read_Strobe), interrupt signals (Interrupt and 
Interrupt_Ack), and the reset (see Figure 5.1). The program memory of the PicoBlaze 
is implemented in one BRAM block, which can store up to 1024 18-bit instructions. 
Figure 5.1 shows the standard configuration between the PicoBlaze core and its 
program memory, in which the Program Counter (PC) is sent to BRAM as its 10-bit 
memory address, and the 18-bit instruction is fetched by reading from the BRAM.  




For the standard PicoBlaze, each operation, including fetching, decoding and 
executing, takes a constant period of 2 clock cycles, and the instruction is executed 
one clock cycle after the program counter changes. Figure 5.2 gives the standard 
operation timing of the PicoBlaze. Here, the PicoBlaze address is the program 
counter that increments every two clock cycles when there is no branching. The 
program counter is connected to the BRAM’s address bus, and the output data 
(PicoBlaze instructions) from the BRAM become available one clock cycle after the 
address is given, since the BRAM has a latency of one clock cycle. When a 
branching operation is executed, such as JUMP, the program counter changes one 
clock cycle after its execution, and the next instruction can be fetched consistently; 















BRAM Address [9:0] 
BRAM Data [17:0] 
BRAM 
WE 
Figure 5.1 PicoBlaze standard configuration 
Addr of INPUT [s0, 01] Addr of ADD [s0, s1] Addr of [JUMP 1F0] Addr of [AND s0,01] 




000 001 002 1F0 
INPUT s0, 01 ADD s0, s1 JUMP 1F0 AND s0,01 
Figure 5.2 PicoBlaze standard operation timing 




The ECC-protected BRAM (ECC-BRAM) is composed of two standard BRAM 
blocks and an error correction encoder/decoder (see Figure 5.3). Each standard 
BRAM block has a 9-bit address bus and a 36-bit data bus. The 36-bit data is 
composed of 32-bit data and 4-bit ECC codes. Two 36-bit data buses are combined 
together to form a 72-bit data bus, which includes 64-bit data and 8-bit ECC codes. 
The 72-bit data bus is bidirectional, and is connected to both the ECC encoder and 
the ECC decoder. When writing data to the ECC-BRAM, the 8-bit ECC code will be 
automatically generated by the ECC encoder from the 64-bit user data, and then 
stored in the BRAM. During system operation, if a single bit in the ECC-BRAM is 
corrupted, the error bit will be automatically corrected by the decoder when it is read 
from the ECC-BRAM. At the same time, the error type can be indicated from a 2-bit 




TABLE 5.1 ECC-BRAM ERROR STATUS 
Error status Type of error 
00 no error 
01 single error 
10 double error 
































Figure 5.3 ECC BRAM internal structure 
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However, code correction is provided at the cost of one clock cycle latency. The 
ECC-BRAM has a latency of two clock cycles, since one extra cycle is used by the 
decoder to decode the ECC code. Consequently, at least two clock cycles are needed 
to fetch one instruction from the ECC-BRAM, which is not compatible with 
PicoBlaze timing. Nevertheless, ECC-BRAM provides a higher data width (64-bit), 
which can contain up to three 18-bit instructions for the PicoBlaze. In the proposed 
implementation, two 18-bit instructions are packed together and stored in one 64-bit 
data in the ECC-BRAM, which is enough to hide its latency (see Figure 5.4). Note 
that the ECC-BRAM can also be applied to MicroBlaze. MicroBlaze uses 32-bit 
instructions, whereby two instructions can be stored in one address in the ECC 
memory.
 
5.1.2 ECC Processor Adaptor Configuration 
The ECC Processor Adaptor (EPA) is the interface between the standard PicoBlaze 
and the ECC-BRAM, which solves the incompatibility in synchronisation by looking 
ahead to the next instruction in the ECC-BRAM. Figure 5.5 shows the connections of 
the EPA and the PicoBlaze processor core and ECC-BRAM. The basic IOs of the 
standard PicoBlaze remain unchanged, but both the 10-bit address output (PC) and 
the instruction input are connected to the EPA rather than the memory. Since the 
memory depth of ECC-BRAM is 9, whereas the PC has a data width of 10, the least 
significant bit of the PC is not sent to the ECC-BRAM, but is instead used to select 
one of the two fetched instructions. The two instructions (higher and lower) are 
Address 0x000 Instruction 1 Instruction 2 
Instruction 3 Instruction 4 
Instruction 5 Instruction 6 




18-bit 14-bit 18-bit 14-bit 
64-bit 
Figure 5.4 Instruction mapping in ECC-BRAM 
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decoded by the lowest bit of the PC, where ‘1’ is used to select the lower instruction 
and ‘0’ for the higher instruction (see Figure 5.6). The data output of the ECC-
BRAM is fed back to its input, and the lower bit of error status is connected to the 
memory’s write enable signal, and thereby the faulty bit can be corrected 
automatically. The detailed timing of the recovery mechanism is illustrated in section 
5.1.4 below. In addition, both the zero flag and carry flag signals are extracted from 
the processor core and used by the EPA to look ahead to the branching operations. 
 
5.1.3 Lookahead Strategy 
When using the EPA and ECC-BRAM, a total of three clock cycles of latency are 
involved in fetching one instruction. This three clock latency includes two cycles for 
reading data from the ECC-BRAM (one for reading from the BRAM and one for the 
ECC decoding), and one cycle for decoding the EPA instruction; that is, multiplexing 
Instruction 1 Instruction 2 
Instruction 1 Instruction 2 
PicoBlaze 
Multiplexer PC (0) 
2 cycles to read 
ECC-BRAM 
1 cycle to decode 


















Carry flag Delay 
Clk 





Write Addr [8:0] 









Figure 5.5 EPA connection 
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two fetched instructions. As a result, the instruction is available three clock cycles 
after the PC changes, which is not compatible with processor timing. To solve this 
problem, the Lookahead strategy to pre-fetch and preempt desired instructions is 
presented, for use especially in situations where branching operations are executed. 
The detailed timing of the implementation is described in Appendix-1 (Operation 
Timing of Fault Tolerant Microprocessor), which illustrates the time for each 
branching operation, such as JUMP, CALL, RETURN, and INTERRUPT. 
5.1.4 Self-Recovery mechanism 
The proposed fault tolerant microprocessor has the ability to fix a single fault 
automatically without interrupting its operation, to detect multiple errors by using the 
TMR, and to recover from multiple errors by self-reconfiguring.  
The processor can automatically recover from a single error, such as SEU, benefiting 
from its ECC-BRAM. As mentioned above, the ECC-BRAM can detect a double-
error fault and correct a single fault when the data is read from the memory. In the 
proposed fault tolerant microprocessor, once a faulty bit is read from the memory it 
will be firstly corrected by the ECC decoder, and then written back to the same 
address in the memory, whereby the faulty data can be overwritten (see Figure 5.7). 
The first bit of the error status register, that is, the status (0), is connected to the write 
enable port of the ECC-BRAM (see Figure 5.5), since it indicates a single bit error 
(see TABLE 5.1). Besides this, the output data port of the ECC-BRAM is connected 
to its input data port, with a four-cycle delay, and therefore the corrected data can 
overwrite the faulty data once it is accessed from the ECC-BRAM. The four-cycle 
delay is used to avoid a situation where the same data is read and written at the same 
time, which represents an invalid access. In the extremely rare case of the PC 
remaining at the same address for more than four cycles, the memory will be illegally 
accessed, so that correction cannot be guaranteed, and further reconfiguration will be 
performed, such as system scrubbing.  
Both the PicoBlaze core and the EPA are triplicated using TMR, and two voters are 
used to vote for the majority from the processor output (see Figure 5.8). The voter 
Chapter5: Hardware Implementation 
110 
 
will output an error signal if one of the three triplicated components gives a different 
output. On the other hand, the second bit of the error status signal, that is, the status 
(1), indicates that multiple errors exist in one data, which cannot be corrected. In the 
situation where either the status (1) or the voter is set, the whole processor will send 
a system error signal to indicate an unfixable error, in which case the whole 
microprocessor needs to be reconfigured by scrubbing.  
 
 
ECC-BRAM Read Address 
000 
Addr of [JUMP 1F0] & [ADD s0, s1] 
ECC-BRAM Read Data 
000 001 
Addr of [JUMP 1F0] & [ADD s0, s1] Addr of [TEST s0, 01] & [AND s0,01] 
ECC-BRAM Write Address 
ECC-BRAM Write Data 
 [JUMP 1F0] & [ADD s0, s1] [TEST s0, 01] & [AND s0,01] 
Error Status (0) 
Write Enable 
 [JUMP 1F0] & [ADD s0, s1] 
Write the corrected data back 
Figure 5.7 ECC-BRAM self-correction 




5.1.5 Bitstream Generation 
Conventionally, ECC-BRAM is used as RAM rather than ROM, since the ECC code 
can only be generated by the ECC encoder when writing to the memory. Therefore, 
if ECC-BRAM is used for storing the pre-generated data content, the ECC code has 
to be generated separately in the design phase using off-line tools, and then merged 
with the original bitstream using the data2mem tool, which is a Xilinx design tool 
used for updating the bitstream with new BRAM data content [Xilinx2009b, 
Xilinx2011b]. Figure 5.9 shows the general steps used to update PicoBlaze’s 
program memory with the user assembler code using the data2mem tool. First of all, 
the bitstream contains all of the hardware information, which is generated by 
synthesizing and implementing the original HDL files, such as Verilog or VHDL 
code. On the other hand, the updated content in the program memory, i.e. the 
machine code, is stored in a separate binary file, which is the executable hex file 
assembled by the PicoBlaze assembler from the original assembler code. In addition 
to the above, a memory map file is needed to specify the physical location of the 
machine code; namely, the address of the BRAM that is used to store the machine 
code. After the three files are generated, the data2mem tool is used to create a new 









Data/ Addr Buses 





Fault tolerant microprocessor 
Figure 5.8 Fault tolerant microprocessor block digram 




When updating the content of the ECC-BRAM, not only does the data need to be 
updated, but also the ECC code has to be pre-calculated for the data. The ECC code 
can be calculated using a variety of off-line tools, such as Visual Studio or Eclipse 
running on a general processor. The methods used to calculate the ECC code and its 
implementation have been extensively studied [Hamming1950, Dietterich1995, and 
Yamauchi2000] and this is beyond the scope of this thesis. However, it is 
acknowledged that the software ECC code generator using off-line software tools has 
not been implemented yet, and in the current test version the ECC code is obtained 
by prewriting data to ECC-BRAMs on the FPGA and then reading back the 
bitstream, which includes both data and the ECC code.  
5.1.6 Testing 
The functionality of the EPA is tested by implementing different sets of instructions 
and comparing their outputs with those of the standard PicoBlaze. The results show 
that the fault tolerant microprocessor using ECC-BRAM produces the same results as 
the standard PicoBlaze. Furthermore, as part of the R3TOS project, the processor is 
tested by implementing the EDF scheduling and EAC allocation algorithms. Both 
algorithms deal with extremely complex matrix computations and a large number of 
iterations, whereby most of the instruction set is covered and tested. The results show 
that the result calculated by the proposed ECC-protected processor is all correct, with 























Chapter5: Hardware Implementation 
113 
 
less than 10% loss of speed, which results from the insertion of the NOP operations 
when the program branches [Hong2012a]. 
In order to verify the capability of recovering from a fault, the ICAP port is used to 
randomly inject faulty bits into the ECC-BRAM. Figure 5.10 gives the steps used to 
inject a fault, correct the fault and verify the correction. Note that the ECC-BRAM 
has to be disabled before it is accessed by the ICAP. 
In terms of resource requirements, the ECC Processor Adaptor (EPA) is a 
lightweight hardware module that consumes only 46 slices when implemented on A 
Virtex-4 FPGA. It is also anticipated that there will be no significant increase in 
resource consumption when adapting it for more advanced soft-core processors such 
as MicroBlaze. On the other hand, the proposed ECC-protected processor (without 
TMR) occupies only 150 slices, and the whole fault-tolerant microprocessor (after 
implementing TMR and voters) requires less than 500 slices. This area requirement 
still represents a light footprint considering the large size of modern FPGA chips.  
 
5.2 Task Scheduler, Allocator and ICAP Manager 
The task scheduler, allocator and ICAP manager are all implemented on the 
previously mentioned fault-tolerant microprocessor, and the scheduler and allocator 
are coded with the EDF scheduling and EAC allocation algorithms respectively. The 
algorithms have been presented in Chapter 4, and the hardware implementation of 
the microprocessor has been illustrated in Section 5.1. This section presents the 
technical details of their processing flows and memory managements when 
implemented and integrated with in the proposed system. 
Disable ECC-BRAM 
Readback one BRAM frame  
Change one frame bit 
Write back the faulty frame 
Enable ECC-BRAM, reset processor 
 
Error status set, error corrected 
 
Reset processor, reread the same data 
 
Error status not set, confirm error corrected 
 
Figure 5.10 Steps to verify fault correction 
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5.2.1 Task Scheduler 
The task scheduler implements the EDF algorithm on the fault-tolerant 
microprocessor, whereby tasks can be reliably scheduled and executed according to 
their deadlines. The task scheduler acts as the master in the R3TOS HWμK, which 
communicates with the main CPU, the task allocator and the ICAP manager.  
Algorithm implementation 
Figure 5.11 presents the functionality of the scheduler. The scheduler runs infinitely 
in the iterations of scanning task queues. The program begins by scanning the 
finished task queue, which records the task IDs of all the finished tasks. If any task is 
in finished status, the scheduler will inform the allocator to update the FPGA state 
matrix, so that the cells occupied by the finished task are freed and marked as 
available in the FPGA state matrix. If the allocator is ready, the parameters of the 
finished task will be sent to it, including the task position and the task size. After 
receiving the parameters, the allocator updates the matrix, and returns the updated 
chip MER to the scheduler once it finishes the matrix computation. Meanwhile the 
scheduler changes the status of the task to be allocated. Note that in this stage, the 
finished task is only removed from the matrix rather than physically removed from 
the chip. By doing this, the finished task can still be reactivated without 
reconfiguration, once it is required by the main CPU again. On the other hand, since 
the task is removed from the matrix, the allocator can assume that these resources are 
available to be used by other tasks. The allocated task is physically removed only if a 
later coming task requires the same resources, in which case a blanking 
reconfiguration is performed. The blanking reconfiguration reconfigures the partial 
bitstream of a particular area to zero, before the new task is allocated. After blanking, 
the finished task is marked as removed, so that it has been physically de-allocated 
and requires reallocation if it is required again. If a finished task is required before it 
is removed, thus needing to be reactivated, it can easily be reactivated by changing 
its current status from allocated to ready. 
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Figure 5.11 Task scheduler program flow 
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If there is no finished task, the scheduler will scan the ready task queue, in which all 
the waiting tasks are sorted by their absolute deadlines. The task at the head of the 
queue is scanned first since it has the earliest absolute deadline. If the deadline of the 
task has not passed, the size of the task will be compared with the chip MER; 
otherwise the task will be marked as expired. Tasks with sizes larger than the chip 
MER will be immediately blocked, and then the task with the next earliest deadline 
will be prioritised. If the task size can fit into the current chip MER, the task 
parameters will be sent to the allocator, including the task width and the task height. 
The task allocator searches for the best location for the received task, and then 
returns the best location if the task can fit into the currently available resources; 
otherwise, the task will be blocked. After the scheduler receives the position, it 
updates the task parameters with the new position and changes the status of the task 
to be allocated. In this stage, all the other allocated tasks, i.e. those which have 
finished their execution but not removed, are checked and compared with the new 
task. If the area occupied by the new task overlaps with any of the previously 
allocated tasks, the previously allocated task will be physically removed via blanking 
reconfiguration. Afterwards, the scheduler sends the task ID and the new position to 
the ICAP manager, which loads the bitstream from the bitstream library, updates the 
task position and then configures it to the chip. During the configuration time, the 
task allocator updates the matrix with the new FPGA status, and returns the updated 
chip MER to the scheduler. 
The scheduler can be interrupted from three sources namely: the main CPU, the 
ICAP manager, and the hardware timer. The interrupt from the main CPU is used to 
insert a new task into the ready task list, which has the highest priority. To pass the 
task information from the main CPU to the scheduler, the task memory, which stores 
all the tasks and their information, is shared between the scheduler and the main 
CPU. To insert a new task, the main CPU needs to buffer the new task information to 
the shared memory, and raise the interrupt signal to the scheduler. The scheduler 
receives the new task and inserts it into the ready task queue according to its absolute 
deadline, before it returns to the main program. The interruption from the ICAP 
manager is used for notification that a task has finished its execution, which has the 
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second highest interruption priority. A task in R3TOS can have two types of 
execution time namely: the deterministic execution time, and non-deterministic 
execution time. The former is used for tasks whose finishing time can be predicated 
so that the scheduler can schedule them according to their deterministic execution 
time, whereas the latter cannot be predicted and therefore the scheduler has to wait 
for the finishing signal from the task. If a non-deterministic task finishes its 
execution, the ICAP manager will detect its stage, readback its results, and then 
interrupt the scheduler. The scheduler receives the task ID and its result, then marks 
the task as finished and inserts it into the finished task queue. The hardware timer 
interrupt is used to cope with the time overflow. Every time the hardware timer 
overflows, the scheduler will receive an interrupt, and then updates all the tasks’ 
absolute time values.  
Task BRAM mapping 
The task scheduler uses a BRAM to store all information about tasks namely: the 
task BRAM. The task BRAM is configured as a memory block which can hold up to 
2048 8-bit data (from 0x000 to 0x7FF). Figure 5.12 shows the memory map of the 
task BRAM. The memory can store up to 60 tasks at one time, and each task 
consumes 32 bytes of data, in which 29 bytes are used to store the tasks’ parameters 
and 3 bytes are reserved without being used. The 29 bytes of task parameters include 
3 bytes of basic information, 12 bytes of time information, and 14 bytes of area 
information. The basic information includes the task ID, the pointer to the next task 
in the queue, and the current status. The time information refers to all of the absolute 
and relative time data mentioned above in TABLE 4.1. The area information requests 
the parameters used by the allocator, including the task width, height, area, resource 
types, and absolute positions and its input/output data buffer. In addition, the task’s 
critical level and the positions of its redundant modules, namely the FCCRs, are also 
included in the area information. The 60 tasks occupy the memory space from 0x000 
to 0x77F, and the rest of the memory is used for storing the task list, the input/output 
buffer and the program stack.  The ready task queue and the executing task list keep 
a copy of tasks in the ready state and the execution state respectively, which are used 
by the scheduling algorithms.  The program stack is used to save the program 
Chapter5: Hardware Implementation 
118 
 
context, which is all of the register values, when a subprogram is called. The main 
CPU IDB and ODB are the memory spaces shared by both the scheduler and the 
main CPU for data exchange. For instance, to send the task input data to the 
scheduler, the main CPU firstly buffers the data to the main CPU’s ODB in the task 
BRAM, and then sends an interrupt to the scheduler. The scheduler receives the 
interrupt and then configures the input data to the task’s ODB. Likewise, the output 
from the task can be temporarily stored in the main CPU’s IDB, and the main CPU 
will receive an interrupt from the scheduler to read the data from the task BRAM to 
the host. 
5.2.2 Task Allocator 
Allocator is coded by the EAC allocation algorithm, and implemented on the fault-
tolerant microprocessor.  
Main functioning  
The task allocator communicates with the task scheduler and provides an optimized 
resource management service to the scheduler. Figure 5.13 shows the main program 
of the allocator. The allocator firstly waits for new task information from the 
scheduler by polling the new task signal. If a new task is requested from the 
scheduler, the allocator will receive the area information and the command, such as 
allocation or de-allocation; otherwise, it keeps polling until the scheduler makes a 
request. If it is an allocation command, the allocator will search for the best position 
using Algorithm 4.6, then return the best position to the scheduler once the best 
position is found; otherwise, a reject signal will be returned to the scheduler. After 
the position is decided, the allocator updates all the matrics using Algorithm 4.3, 
Algorithm 4.4, and Algorithm 4.5. Finally, the updated chip MER is returned to the 
scheduler to be used for scheduling later coming tasks. De-allocation is similar to 
allocation, except that no position result is needed, and the allocator only needs to 
update the matrices with the removed task, and return the chip MER to the scheduler. 
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The task allocator is responsible for searching for an optimum position to 
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Figure 5.12 Task BRAM memory mapping 




Matrix BRAM memory mapping 
Similar to the scheduler, the allocator uses a matrix BRAM to store all of the chip 
area information in terms of state matrices. The matrix BRAM can store up to 2048 
bytes of data, which are used for eight matrices and the program stack (see Figure 
5.14). In the current version of the system, each matrix can support up to 16 × 12 
cells and each cell is represented by an 8-bit value. In the FPGA state matrix, the 
value of cells represents the status of CLBs, with values of 0x00 for free CLBs, 0x01 
for CLBs occupied by tasks, and 0x10 indicating that it is a damaged resource. In the 
other matrices, the cell values are used for calculation, ranging from 0 to 255 in 
decimals. Note that the current matrix BRAM, as does the task BRAM, uses the 
standard BRAM block, rather than ECC-BRAM. When adapting to ECC-BRAM, the 
memory space is doubled since the ECC-BRAM is composed of two standard 








Receive task parameters 
from the scheduler 
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Return position to scheduler 
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Update matrixes 
Return chip MER to 
scheduler 
De-allocate 
No, return reject 
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Yes  
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Figure 5.13 Allocator main program flow 
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BRAMs. The doubled memory space can support larger sizes of matrices, and 
therefore can be used for larger chips or finer granularity. 
 
Resource Type Checker (RTC) 
The Resource type checker (RTC) is a hardware module attached to the allocator 
used to differentiate between resource types. The RTC scans each column of 
resources in parallel with the allocator, and compares the task’s resource with the 
chip’s resource in a shifting mode. Figure 5.14 gives an example of checking if the 
resource type of the task matches with that of the chip. The chip resources are 
divided by vertically aligned columns, including IOB, BRAM, and CLB. When 
allocating a task, the task’s position is shifted from right to left and its resource type 
is compared with the chip’s resource type, and the position becomes valid only if the 
resource type matches. The chip resource type is loaded into the RTC during system 
initialization, and the task resource type is updated each time a new task is inserted. 
When searching for a possible position, the allocator scans all of the cells row by 





























One cell = 1byte, presents the cell’s value 
16 bytes 
12 bytes 
One cell = 1byte, 00:free, 01 occupied, 10 damaged 
Figure 5.14 Matrix BRAM memory mapping 
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row, from bottom to top; and in each row, cells are scanned from right to left, which 
is synchronised in parallel with the task shifting in the RTC. During scanning, the 
RTC outputs a valid signal of 1 bit to indicate if the resource type matches at the 
current position, and the allocator uses this signal to find the matched resource type. 
 
Pipeline and communication 
When scheduling and allocating a task, the three components in the HWμK, namely 
the task scheduler, task allocator, and ICAP manager, are pipelined to achieve better 
performance (see Figure 5.16). Here, stage1 and stage2 are sequentially 
programmed, during which operation the scheduler schedules tasks and the allocator 
searches for best positions. After the best position is decided by the allocator, all of 
the three components can start operating in parallel. During stage3, the task 
scheduler updates the status of tasks, updating the current task’s status to executing, 
and checking whether it overlaps with previously allocated tasks, while the allocator 
is updating matrices with the new task position and the ICAP manager can start 
loading the bitstream into the configuration memory. 
 
 
IOB column BRAM column CLB column 
Fit position1 
Chip resource type 
Task resource type 
Fit position2 
Task shifting 
Figure 5.15 Column Shifting of RTC 




The task scheduler, task allocator and ICAP manager are connected together using 
bus-like internal links. The scheduler controls the links by giving a set of commands 
to control both the allocator and the ICAP manager. TABLE 5.2 shows the 
scheduler’s command code used for communication between the allocator and the 
ICAP manager. The 2-bit address is used to multiplex between the allocator and the 
ICAP manager, while the 8-bit instruction indicates the type of the 8-bit data 
[Hong2011b]. 
TABLE 5.2 COMMUNICATION CODES IN HWμK 
Instruction hex 
code 
Commands to Allocator 
Address: “01” 
Commands to ICAP manager 
Address: “10” 
0x00 Idle Idle 
0x01 Insert/Remove Task Insert/Remove Task 
0x02-0x06 Sending Task Parameters Sending Task Location 
0x07 Searching Best Location Send Bitstream Address 
0x08 Updating Matrixes Reserved 
0x09 Feedback Chip MER Reserved 
0x0a-0xff Reserved Reserved 
5.2.3 ICAP manager 
The ICAP manager directly controls the bitstream and the configuration memory, 
providing reconfiguration facilities of the lowest level hardware. It mainly consists of 
the previously proposed fault-tolerant microprocessor, a bitstream BRAM and a 
hardware ICAP driver.  













Figure 5.16 Three processes pipeline 
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Main functioning  
The ICAP manager provides a set of low level services, including inserting and 
removing a task, scrubbing, and writing and reading a single frame. Figure 5.17 
shows the general functioning flow of the ICAP manager. The program starts by 
polling the operation code from the scheduler, then branches to different 
subprograms. When inserting a task, the ICAP manager firstly receives the task ID 
and the task position as updated by the allocator, then uses the ID to load the 
bitstream from the external bitstream library and to change its Frame Address 
Register (FAR) to the updated position. The FAR is the address of the first frame in 
the bitstream, which is used to define the position of a partial bitstream [Xilinx2009]. 
After updating the FAR with the new position, the bitstream is loaded into the 
FPGA’s configuration memory. When finishing, the ICAP manager sends a signal to 
notify the scheduler of the job completion. To remove a task, the task area and 
position are used, whereby the ICAP manager can blank a particular region on the 
FPGA by configuring all-zero frames to the target area. The single frame reading and 
writing is similar to task reading and writing, whereas the frame is buffered in a 
temporary on-chip memory, i.e. a BRAM, rather than the external memory. The 
ICAP manager is also capable of scrubbing the whole configuration memory to 
improve the chip’s fault tolerance. When a scrubbing request is sent from the 
scheduler, the ICAP manager firstly restores the last scrubbed frame address, and 
then continues reading back a certain number of frames, during which the frame 
ECC facility is used to check the frame correctness. When finished, the latest 
scrubbed frame address is stored, which will be used for the next round of scrubbing. 




Bitstream BRAM memory mapping 
The bitstream BRAM is used to store bitstream commands and temporary frames. As 
with the other BRAMs, the bitstream BRAM can store up to 16,384 bits; however, 
the data width is set to 32-bits instead of the previously used 8-bit data. The 32-bit 
data width is compatible with the frame word and bitstream commands, which are all 
32-bit. Figure 5.18 depicts the memory organisation of the bitstream BRAM, in 
which a set of command sequences are stored, including the command sequences of 
initialisation, single frame writing/reading, area (task) writing/reading, and multiple 
frame writing (MFW). Each sequence is allocated with 32 data spaces (128 bytes) 
and 256 data spaces (1024 bytes) are reserved for the frame buffer, which can buffer 
up to 6 frames at one time. 
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Figure 5.17 ICAP manager functioning flow 





Hardware ICAP driver 
The ICAP driver is a hardware state machine that achieves the maximized 
throughput of the current ICAP. Figure 5.19 shows the connections of the ICAP 
driver when integrated with the ICAP manager. The main function of the driver is to 
load the bitstreams from the frame buffer (the bitstream BRAM) to the configuration 
memory and vice versa. The driver is implemented on the ICAP, which has a 32-bit 
data width running up to 100MHz in Vertex-4 family FPGAs. The driver can load 
data from/to the ICAP port in every clock cycle, while automatically toggling control 
bits such as the enable bit. In addition, the driver can cope with low level hardware 
complexes. For instance, the ICAP requires a pad frame and a pad word before 
writing a frame and a word respectively, and the bitstream in the bottom half of the 
FPGA is reversed from the top half. To cope with this problem, the ICAP driver can 
pad dummy frames/ words, and reverse bits in a single word, as well as words in a 
single 
Initialization sequence 


























Single frame reading 
sequence 
Area (task) reading 
sequence 
Area (task) blanking 
sequence 
F F F F F F F F 
A A 9 9 5 5 6 6 
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2 0 0 0 0 0 0 0 
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Reset CRC  
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Frame 1 word 41 
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Figure 5.18 Bitstream BRAM memory mapping 
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frame. In addition, the ICAP manager is fault-tolerant, and thus it is capable of 
recovering from errors. The detailed implementation is not included in this thesis 
since it has been published by the research group member Ali Ebrahim 
[Ebrahim2012], and a description of its integration into the system has also been 
published [Iturbe2013c]. 
5.3 SMP Communication Architecture 
The R3TOS supports four types of inter-task communication, including ICAP based 
communication, Data Relocate Task (DRT)-based communication, symmetric 
multiprocessing (SMP)-based architectures, and the snake strategy. The four 
communication mechanisms are designed for different application demands. ICAP-
based communication requires less area overhead but provides limited bandwidth, 
and therefore is used for Low-Bandwidth Communication (LBC) tasks 
[Iturbe2011b]. Whereas DRT-based communication achieves unlimited 
communication bandwidth at the cost of large logic resources, and hence is suitable 
for High-Bandwidth Communication (HBC) tasks [Iturbe2013c]. SMP-based 
architecture gives a balanced communication throughput by trading off its area 
overhead, and its shared memory programming interface is particularly interesting 
for SMP-like applications [Hong2012b]. The snake strategy physically concatenates 
tasks to achieve maximum throughput with a smaller footprint, whereas tasks have to 
be designed under particular constraints [Iturbe2011a]. The communication 
methodologies have been introduced in general in Chapter 3, and this chapter mainly 
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Figure 5.19 ICAP manager 
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communication mechanisms have been implemented by group member Xabier 
Iturbe, and the detailed implementation schematics have been published [Iturbe2011a 
(snake strategy), Iturbe2011b (ICAP), and Iturbe2013c (DRT)]. 
The proposed SMP communication architecture is inspired by a shared memory 
programming interface, namely OpenMP, in the multiprocessor programming 
paradigm [Chandra2000]. One of the similar features of FPGAs and multicores is 
their task parallelism. In multicore approaches, software tasks are partitioned into 
multiple threads running parallel in multiple cores, while hardware tasks in FPGAs 
are separately implemented on dedicated circuits operating independently at the same 
time. Motivated by above, a hardware virtual SMP architecture was designed and 
implemented, which provides an OpenMP-like programming interface in the 
hardware scenario [Hong2012b]. In this architecture, the content of the physically 
separated BRAMs is shared virtually among all tasks, whereby hardware tasks can 
communicate with each other using the same content in the shared memory. To 
ensure the coherence of the contents of different BRAMs, the ICAP is used to 
synchronise the memory every time data is updated. In addition, to reduce the 
communication overhead, the compressed bitstream writing mode is used to 
broadcast the same content to multiple BRAMs. The results show that 
synchronisation speed is significantly improved at low area cost. 
5.3.1 SMP Architecture in Software 
In the software SMP architecture, multiple processors can have a shared memory 
space where a single address space can be used across the whole memory system, 
whereby inter-processor communication can be achieved by exchanging data in this 
shared memory space [Chandra2000]. Figure 5.20 shows the general software SMP 
architecture using a shared memory space. Here, the private data can only be 
accessed by the owning thread (or processor), whereas the shared data can be 
accessed by all processors for inter-processor communication. A network is used to 
provide access to the physical memory for data ordering and multiplexing.  




Figure 5.21 gives an example of inter-processor communication using the shared 
memory. In this example, the first process (or thread) passes its private data to the 
second process (or thread) by copying its private data to the shared memory and the 
second processor can access the shared data by reading from the shared memory.  
Based on the SMP architecture and shared memory-based communication, the 
OpenMP provides a standard programming interface for multicore applications. An 
example of OpenMP programming is given in Figure 5.22. In order to be compiled 
as an OpenMP program, the program starts with an OpenMP directive at the first 
line, which includes the OpenMP sentinel (#pragma omp). The main program begins 
its execution on a single thread, which is also called the master thread. A team of 
threads will be created by the master thread when a parallel region is encountered. 
The parallel region is the basic parallel construct in OpenMP, in which all of the 
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Figure 5.21 Data communication using shared memory 
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thread will wait until all of the parallel threads finish their computations, before 
continuing to its next statement. Note that the parallel region is automatically 
partitioned and parallelised by the compiler, according to the program independency 
and the number of cores, and communication between cores is realised by using a 
shared memory. 
5.3.2 Virtual SMP Architecture in Hardware 
In the proposed virtual hardware SMP architecture, all of the hardware tasks have at 
least one BRAM. Although the BRAMs are physically separated around the whole 
chip, they can hold the same contents all the time. If any of the BRAMs is changed 
by its owning task, all of the other BRAMs will be synchronised with the same 
updated content. Therefore, a virtual shared memory is implemented for inter-task 
data exchange and communication. Content synchronisation is achieved using the 
ICAP rather than conventional routing, so that once a BRAM’s content is changed, 
the ICAP manager will broadcast the updated content to all of the other BRAMs.  
The hardware framework has been implemented and enables shared memory 
programing. Figure 5.23 shows an example of the hardware SMP architecture 
implemented on a modern FPGA chip. The chip is divided into vertically aligned 
clock regions, and most often every clock region consists of an identical number of 
resources. In each clock region, the CLBs are homogeneously distributed, and a 
#pragma omp 
int main {  
  const int N = 100000;  
  int i, a[N];  
  #pragma omp parallel for  
     for (i = 0; i < N; i++)  
           a[i] = 2 * i;  




Figure 5.22 OpenMP programing example 
Master thread 
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variety of different types of resource blocks are embedded for specific types of 
usage. The most commonly used specific block is the BRAM block, which provides 
compact memory with high storage density. The BRAMs are distributed within 
columns horizontally aligned in each clock region (see Figure 5.23). In the present 
implementation, task data and synchronisation are based on BRAM columns, as 
hence each task has to cover at least one BRAM column for data exchange. The 
BRAM column usually consists of four BRAM blocks. In this context, the shared 
memory is implemented on the lower two BRAM blocks, while the upper two are 
used for private memory. All of the shared memories keep the same content all the 
time for synchronisation and data exchange. In particular, the ICAP manager is used 
to keep all shared BRAMs coherent, instead of using the routing logic. Therefore the 
area overhead is reduced and chip fragmentation is avoided, which is in line with the 
context of the R3TOS, where tasks can be arbitrarily placed anywhere on the chip.  
In order to synchronise the content, the ICAP manager performs a readback and 
broadcast operation. When a task writes new data to the shared memory, it can be 
detected by the ICAP manager. Afterwards, the ICAP manager firstly reads back all 
the frames which contain the content of the shared memory, then configures the 
frames to all the shared memory BRAMs. To reduce the time overhead in updating 
all of the BRAMs, the compressed bitstream is used for fast configuration, which 
Process 1 Process 2 Process 3 
























































Figure 5.23 Hardware shared memory implementation 
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improves configuration by up to 10x [Hong2012b]. A detailed time analysis is 
demonstrated in the context of applications presented in chapter 6. 
To provide support for the standard OpenMP-like programming environment, as well 
as to facilitate inter-task synchronisations, the traditional SMP programming 
directives have been implemented, which include program barriers, the critical 
section, and the lock variable. The barrier directive can be used to synchronise all the 
tasks at a particular stage of a program’s execution, so that no task can proceed past a 
barrier until all of the tasks have arrived (Figure 5.24.a). In the standard OpenMP, 
the critical section refers to one block of program code that can be executed by only 
one thread at any one time (Figure 5.24.b); whereas in the proposed hardware 
scenario, the critical section is used by one hardware task to stop the execution of all 
other tasks, so that if one of the tasks goes into its critical section, all other tasks will 
be paused until the task finishes its critical section. The critical section directive can 
be used to protect updates to shared data. The lock directive is used to prevent all 
other tasks from accessing a particular item of data, where locked data can only be 
accessed exclusively by a single task, and other tasks trying to access it have to wait 
until the data is unlocked (Figure 5.24.c). In the proposed hardware SMP 
architecture, the three directives are implemented on three flags and mapped with 
three Look-Up-Tables (LUTs) respectively (see Figure 5.25). The LUT is a memory-
like register array in an FPGA, which is the primary element of a CLB. One LUT can 
be configured as a distributed RAM, ROM, or be used as multiplexers for different 
logic functionalities. In Virtex-4 family FPGAs, one LUT consists of 16 bits, which 
can be assigned to 16 flags. As a consequence, the proposed implementation of three 
LUT can support up to 16 barrier flags, 16 critical section flags, and 16 lock flags. 
The three LUTs are stored in the first CLB column of a task and all of the flags are 
supervised and mastered by the ICAP manager. The contents of LUTs are accessible 
by both the task logic and the ICAP manager, where the ICAP manager can access 
the content of LUTS by writing/reading bitstreams to/from the configuration 
memory, while the task logic can access the content of LUTs using the conventional 
memory write/ read operation. When a task tries to use a program directive, it needs 
to raise a request by modifying the content of its flag-LUTs, and then waits for 
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#pragma omp parallel 
#pragma omp for  
   for (i = 0; i < 5; i++)  
       a[i] += i; 
#pragma omp barrier 
#pragma omp for  
   for (i = 0; i < 5; i++)  




#pragma omp parallel 
#pragma omp for  
for (i = 0; i < 5; i++)  
   a[i] += i; 
#pragma omp critical (x) { 
   for (i = 0; i < 5; i++)  





#pragma omp parallel 
#pragma omp for  
for (i = 0; i < 5; i++) { 
#omp_set_lock (lockvar a); 
   a[i] = a[i-1] +1; 
#omp_unset_lock (lockvar a); 
   a[i] += 1; } 
Parallel region 
Lock var a 
Parallel region 
a) Barrier directive 
b) Critical section directive 
c) Lock directive 
Figure 5.24 Shared memory programing directives 
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acknowledgement from the ICAP manager, which periodically polls all the tasks’ 
flags.  
In addition, in order to ensure the coherence of all of the shared memories, a 
hardware token is implemented to guarantee that only one task can access the shared 
memory at any one time. A task has to raise a request bit and wait for the token to be 
granted by the ICAP manager before it can change the content of the shared memory. 
The content of the shared memory can only be changed by tasks granted with the 
token. Similar to the other flags, the token is implemented on one LUT in the first 
CLB column, which is also polled by the ICAP manager periodically (see Figure 
5.25). The frequency of the polling varies with the number of currently executing 
tasks. In order to minimise the overhead of the communication protocols, frequently 
writing to the shared memory is not advisable and tasks are recommended to write 
larger data blocks at one time once the token is authorized to them.   
5.3.3 Results 
The virtual SMP hardware has been implemented on a Xilinx XC4VFX60 FPGA. 
The implementation is tested separately from the other components in the R3TOS 
(task scheduler and allocator); therefore, it gives an independent evaluation of the 
architecture itself. The single virtual SMP architecture implementation includes only 
the ICAP manager and the ICAP driver. TABLE 3.1 gives the resource requirement 
breakdown on a Xilinx XC4VFX60 FPGA. The results show that the ICAP driver 
consumes 357 slices while the ICAP manager requires 96 slices (for the PicoBlaze 



























































































Figure 5.25 Implementation of directives 
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[Hong2012b]. Note that the result is evaluated before it is triplicated by the TMR. 
The total resource consumption without TMR is 453 slices and 4 BRAMs, which 
only accounts for 1.7% and 1.6% respectively of the total slices and BRAMs on the 
chip. The results for speed performance are presented in 
TABLE 5.4, which gives the time required to perform different operations. When 
working at 100 MHz frequency, reading back all the contents of one BRAM column 
requires 26.81 μs, which is the same time taken to configure one BRAM column. 
The time needed to configure one BRAM column decreases when more columns are 
to be configured at the same time, by benefiting from the compressed bitstream 
which can be used to duplicate identical contents to multiple frames at the same time. 
To access the flags and the tokens, only one frame needs to be accessed, and hence 
this requires only 1.14 μs. It is acknowledged that the architecture has not been 
integrated into the R3TOS system, and this will be carried out in future work. 
TABLE 5.3 SINGLE SMP CONTROLLER RESOURCE BREAK-DOWN  
ON A XC4VFX60 FPGA 
Component Slices BRAMs 
ICAP driver 357 0 
ICAP manager (PicoBlaze)  96 3 
Total  453 4 
Percentage of Virtex4 FX60 1.7% 1.6% 
 
TABLE 5.4 PERFORMANCE OF PROPOSED SMP  
ARCHITECTURE AT 100MHZ 
Process Cycles Time 
Readback from 1 BRAM Column 2681 26.81 μs 
Configure to 1 BRAM Column 2681 26.81 μs 
Broadcast to 10 BRAM Column 3918 39.18 μs 
Broadcast to all BRAM Columns (58) 9294 92.94 μs 
Read flags 114 1.14 μs 
Release token 114 1.14 μs 
5.4 Conclusion 
This chapter presented the implementation of the system’s low level hardware. The 
system consists of a hardware microkernel (HWμK) as well as a main CPU to 
provide a host API for user applications. The HWμK is mainly composed of three 
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kernels, namely: the task scheduler, the task allocator, and the ICAP manager. These 
are coded in the assembler and implemented on three fault-tolerant ECC-protected 
microprocessors.  
This chapter presents the detailed development of the fault-tolerant microprocessor, 
including the design and implementation of the EPA, LookAhead strategy, and the 
self-recovery mechanism. Based on this, the implementation of the HWμK was then 
illustrated, in which both the program flow and the memory arrangement of the three 
kernels were detailed. Last, but not least, the design and implementation of the 
virtual hardware-based SMP mechanism was presented, which enables the 
communication between hardware tasks in the R3TOS. The implementation of the 
host API and system integration are not included since this work was conducted by 
group member Xabier Iturbe, and the integrated schematic level implementation has 
been published elsewhere [Iturbe2013c]. It is acknowledged that to date, the whole 
system implementation has not been fully integrated, and therefore the applications 
presented in Chapter 6 are demonstrated using part of the system. Future work will 
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Chapter 6: Development of R3TOS Applications 
Chapter 6 
Development of R3TOS 
Applications 
he R3TOS is demonstrated in the context of two applications; namely, the 
K-Nearest Neighbour classifier (K-NN) and Sequence Alignment (SA). 
The K-NN is a classification algorithm used in data mining applications to calculate 
the distance between a query sample and members of a training set. SA is an 
application to demonstrate that a system is capable of parameterising tasks at run 
time, where the pipeline stage of a task can be adjusted according to currently 
available resources. This chapter presents the design and implementation of the two 
applications, in order to give a more detailed explanation of the system’s operation 
through case-studies, as well as demonstrating its capabilities in task customisation, 
allocation, and fault tolerance, whereby resources can be more efficiently and 
reliably used. 
The applications are developed in cooperation with the other members of the 
research group; namely, Hanaa Hussain, Mohammad Nazrin Isa, who have given 
their support in designing the standard processing elements for K-NN and SA 
respectively [Hussain2012a, Isa2012], while the author of the present thesis has 
customised their designs and integrated them with the system [Hong2013a, 
Hong2013b]. The subsequent two sections present two applications discussing the 
T 
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application’s background, low-level hardware implementation, integration with the 
system and test results. 
6.1 Case Study 1 – K-Nearest Neighbour Classifier 
The classification of a high dimensional microarray database consumes a large 
amount of time when implemented on sequential programing-based GPPs. Therefore 
it has become preferable to implement them on FPGAs, which gives flexible 
processing parallelism and high throughput. Moreover, when applied with a DPR 
technique, not only can the multi-user multi-tasking environments be supported, but 
also the efficiency of resource usage and computing reliability are improved. The 
following sections first give an introduction to the K-NN algorithm, and then present 
the hardware implementation of a single K-NN core. Afterwards, the core is 
integrated with the R3TOS system and tested in the context of the proposed system.  
6.1.1 The Non-parametric Classification Algorithm K-NN 
Nowadays, microarray analysis has provided significant support in identifying gene 
patterns, such as the gene types of cancers or other diseases [Golub1999, Thijs200 
and LeCao2009]. Faster and more accurate analysis can help scientists in many fields 
such as disease diagnosis, drug detection, and treatment personalisation, as well as 
outcome prediction [Golub1999, Macgrefor2002, and Brennan2005]. However, the 
databases used in such systems are not only extremely large but also highly 
dimensional, which leads to difficulties in data analysis. Therefore, data mining 
techniques are used to extract useful information before it is used in real applications. 
In order to predict the class label of a set of samples, supervised classification is 
widely used, which identifies an unknown functional group by learning from known 
samples called training sets. One typical method is K-Nearest Neighbour (K-NN) 
classification, which is a non-parametric algorithm widely used in a number of 
bioinformatics applications. For example, K-NN can be used in post-genome data 
processing to discover new types of classes, such as defining a new cancer subtype, 
or to recognise class patterns that have already been discovered, such as when 
classifying an unknown sample to discovered known class labels [Golub1999, 
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Macgrefor2002, and Brennan2005]. In order to classify an unknown class label, the 
K-NN classifier firstly computes the distance between the query vector and all the 
training vectors, then identifies K vectors in the training set which have the nearest 
distance to the query. The query consists of M training samples, and each training 
sample can be stored in one B-bit data. The training set contains N training vectors, 
and each vector has M training samples, which are stored in the same way as the 
query. Figure 6.1 illustrates the vectors and matrices used in the K-NN algorithm. 
Here, a query containing M samples (Q1 to QM) is compared with N training vectors. 
The N training vectors form an M×N matrix in which M is the number of samples in 
each vector, and N is the number of vectors. After computing the distances between 
the query and each training vector, the K (K=3 in this example) vectors with the 
nearest distances are selected to be the nearest neighbours. 
The distance can be calculated using a variety of distance metrics, such as the 
Hamming distance, Euclidian distance, Manhattan distance, Cosine distance, 
Canberra distance, or others [Tahir2006, Manolakos2010]. In the present 
implementation, the Manhattan distance is used due to its simplicity and low-cost 
implementation compared with other distance measures. Given a query of Q= {Q1, 
Q2, Q3, Q4… QM} and a training vector of Tn ={Tn,1, Tn,2… Tn,M}, the Manhattan 



















































































Figure 6.1 Vectors and matrixes in K-NN algorithm 
B bits 












    
Equation 6-1 Manhattan distance  
6.1.2 Internal Architecture of a Single K-NN Core 
Our K-NN classifier mainly consists of four components: the memory block, the 
distance calculator, the K-NN finder, and the class label finder. The memory block is 
used to store the query vector and all of the training vectors. The distance calculator 
is responsible for computing the Manhattan distance between the query vector and all 
of the vectors in the training set. The distances are computed in parallel using 
pipelined Processing Elements (PEs), which input each sample from its attached 
FIFO and output the distance every clock cycle. The K-NN finder is a systolic array 
composed of K comparators (K-NN PEs), which populate the K minimum distances 
in parallel with the distance calculator. Last, but not least, the class label finder 
consists of a number of counters that carry on incrementing as soon as K-NNs start 
arriving. Figure 6.2 gives the architecture of the K-NN classifier. The classifier is 
composed of M distance calculators, K K-NN finders and K class label finders, 
where M is the number of samples in one query/training vector, and K is the number 
of nearest neighbours. All of the processing elements are pipelined and work in 
parallel (see Figure 6.2.a). In each calculation, the distance calculator subtracts the 
query sample from the training sample, and then adds the absolute subtraction result 
with the distance for the previous sample (see Figure 6.2.b). The distance for each 
sample is summed and the final result is populated to the K-NN finder, according to 
which the minimum K distances and their respective training vectors are filtered and 
passed to the final class label finder (see Figure 6.2.c and Figure 6.2.d). The detailed 
architecture schematic can be found in a previous publication [Hussain2012b]. 
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out1= Min (in1,in3) 
out2= in4 (In1>In3)  
          or out2 (In1≤In3) 
out3= Max (in1,in3) 
out4= in4 (In1>In3)  








Ci= Ci +1 
out= Li (C(Li)>Cin)  
or in (C(Li)≤Cin) 
 
c) K-NN finder d) Class label finder b) Distance calculator 
a) K-NN classifier architecture (M=7, N=6, K=4) 
Figure 6.2 Internal architecture of a single K-NN classifier 
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6.1.3 Prepare a K-NN Task in R3TOS 
All K-NN cores are generated from HDL code, such as in VHDL or Verilog, and 
then synthesised and implemented by a hardware compiler such as Xilinx Synthesis 
Technology (XST). In the proposed design, there are 512 training vectors and each 
vector consists of 6 samples; namely, N=512 and M=6. Each sample is stored in 16-
bit data, and the nearest 5 neighbours are to be selected, so that K=5.  
In order to be executed in the context of the R3TOS environment, certain constraints 
have to be applied by all K-NN cores, including wrapping with Task Control Logic 
(TCL), and adding area constraints. 
Wrapping with Task Control Logic 
The single K-NN core has to be wrapped with TCLs in order to communicate with 
the host and other tasks. The interface of a single K-NN core is illustrated in Figure 
6.3.a.  
The input data of a single K-NN core includes one query vector and 512 training 
vectors. Each vector is composed of 6 samples and each sample occupies 16 bits. 
Therefore in total (512+1) × 16 × 6 = 49248 (~50k) bits are required to store the task 
input data. When implemented on a Virtex-4 FPGA, all of the input data can be 
stored in one BRAM column. In Virtex-4 FPGAs, each BRAM column consists of 4 
BRAM blocks each of which can hold up to 18k bits. Therefore there are in total 18k 
× 4 =72k bits of memory space available, which is enough to store the task input 
data. 70% of the total memory space is used by the task input, and the remaining 
30% can be used as redundant space for tasks using larger parameters. 
The output data of a single K-NN core includes the information about the resulting 5 
nearest neighbours. In the proposed application, only the vector IDs of the 5 nearest 
neighbours are recorded, giving the address of the training vector in the whole 
training set. Because each ID is used to represent a number ranging from 0 to 511, 
which requires at least 9 bits, 16 bits are used to store one task ID. Each 16-bit ID 
can be stored in one distributed RAM. The distributed RAM is implemented on 
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LUTs with a different configuration. In Xilinx FPGAs, the basic element, which is 
the LUT, can be configured to three types of resources. The three types of resources 
are the basic LUT, the distributed RAM, and the shift register. The basic LUT is 
equivalent to a read-only memory, which is used for logic functionalities, such as a 
multiplexer. When configured as a basic LUT, its 16-bit content cannot be changed; 
hence, it is used for fixed logic. The distributed RAM gives the accessibility for both 
reading and writing; therefore, the 16-bit content can be used as conventional 
memory (RAM) to store the task result. When configured as a shift register, only the 
most significant and least significant bits of the 16 bits are accessible, which gives a 
simplified and more specific function for particular usages. In the proposed design, 
the LUTs are configured as distributed RAMs to store the IDs of the nearest 
neighbours. In total, five distributed RAMs are required to store the five neighbours. 
Apart from the task data, control logic is required to synchronise tasks with the host 
CPU. The control signals for a single K-NN core include the start input signal, the 
semaphore input signal, and the finish output signal. Both of the two input signals are 
connected with two outputs from two LUTs; namely, the start LUT and the 
semaphore LUT meanwhile the output signal is connected to the input of the finish 
LUT. In order to avoid a situation where a memory is modified by both task logic 
from the functional layer and the ICAP from the configuration memory, the start 
input is a signal used to activate the execution of the task, and the semaphore is a 
signal used to maintain the coherence of distributed memory. When a task finishes its 
computation, it will write the finishing signal to the finish LUT, and the result will be 
stored in the distributed RAMs. 
The input TCL contains all of the control signals and data needed for the inputs of 
the K-NN core, while the output TCL includes all the task’s outputs (see Figure 
6.3.a). The input TCL is implemented on the basic LUTs, whose content cannot be 
changed by the task core, while the output TCL is implemented on the distributed 
RAM, which can be written by user tasks. In order to give a signal to the task’s input, 
the main CPU needs to perform a configuration operation through the ICAP port in 
order to change the content of the input LUT, whereby the output of these LUTs can 
Chapter6: Development of R3TOS Applications 
144 
 
be changed accordingly to give different controls to the task core. Likewise, to read 
the output from the task core to the main CPU, a readback operation is required to 
deliver the content of the distributed RAMs to the main CPU. The detailed bitstream 
writing and reading operation is introduced in Section 6.1.4. 
Figure 6.3 b shows the implementation of TCLs on a Virtex-4 FPGA. In Xilinx 
serials FPGAs, the chip is divided vertically into several clock regions, which have 
the same width as the chip. In each clock region, the resources are horizontally 
separated by resource columns (see Figure 6.3 b). Each resource column is composed 
of one type of resources such as IOBs, CLBs, BRAMs and DSPs. In the 
configuration memory, the information in one resource column is composed of a 
number of configuration frames, which are the smallest elements in one 
configuration operation. The columns for different types of resources are composed 
of different numbers of frames. TABLE 6.1 gives the number of blocks and frames 
in each type of column on a Virtex-4 and a Virtex-5 FPGA respectively. For example 
in Virtex-4 FPGAs, one CLB column has 16 CLB blocks, which are together 
composed of 22 frames. A BRAM column includes routing columns and content 
columns. The routing column requires 20 frames to store the connecting information 
of four BRAM blocks, while the content column uses 64 frames to store all the data 
information. In addition, one DSP column contains eight DSP blocks composed of 
21 frames, and one IOB column consists of 16 IOBs which occupy 30 frames. The 
clock column records the configuration of the clock net in one clock region, where 3 
frames are used to define the clock routing information. In the proposed application, 
both input and output TCLs are implemented in CLB columns. Among the 22 frames 
in one CLB column, the first 18 frames are used to store the routing information (see 
Figure 6.3 b), which is defined by the configuration of switch boxes (detailed in 




 frames are used to store the contents of LUTs, and the 
20
th
 frame records the configuration of flip-flops. In total there are 16 CLBs, and 
each consists of two types of slices, namely: SliceL and SliceM. Both contain two 
LUTs called the G-LUT and F-LUT. The difference between SliceL and SliceM is 
that the two LUTs in SliceL can only be configured as basic LUTs whereas the two 
LUTs in SliceM can be configured to any of the three types, either a basic LUT, 
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TABLE 6.1 BLOCK AND FRAME NUMBERS ON XILINX FPGAS 
 CLB BRAM routing BRAM content DSP IOB CLK  
Virtex-4 FPGA       
Number of Blocks 16 4 4 8 16 1 
Number of Frames 22 20 64 21 30 3 
Virtex-5 FPGA       
Number of Blocks 20 4 4 8 20 1 
Number of Frames 36 30 64 28 54 4 
 
distributed RAM, or shift register. As a result, input TCLs are implemented in 
SliceL, which can only be used for circuit logic, whereas output TCLs are mapped in 
SliceM which is configured as distributed memory (see Figure 6.3 b). The start and 
semaphore LUT are mapped to G-LUT and F-LUT respectively in the first slice of 
the SliceL frame, while the finish LUT is mapped to G-LUT in the first slice of the 
SliceM frame. The output result requires 5 distributed RAMs, which occupy the 2
nd
 
LUT to the 6
th
 LUT in the SliceM frame.  
Figure 6.3 c shows the implementation of a whole K-NN core on a Virtex-4 FX12 
FPGA. The implementation is constrained within one clock region, and occupies 8 
CLB columns and 1 BRAM column. TCLs are allocated in the first CLB column, 
and the BRAM column is area-constrained in the middle of the 8 CLB columns. 
There are 3 BRAM columns in one clock region, and each BRAM column has at 
least 4 adjacent CLB columns on both its left and right sides. Therefore this area-
constrained architecture is suitable for reallocation at three possible positions in one 
clock region.  
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a) K-NN task wrapped with TCL 
b) Mapping TCL with frame resources 
c) Implementation layout in one clock region 
1 K-NN core 
Figure 6.3 K-NN core wrapped with TCL and its implementation on FPGA 
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Adding area constraints 
In order to constrain tasks as well as TCLs in the area domain, particular area 
constraints have to be added in the task design phase. These include an LUT position 
constraint, LUT connection constraint, and task area constraint. 
To constrain the positions of LUTs, the individual address of each LUT needs to be 
specified, which can be achieved by applying various settings using synthesis tools. 
In the present approach, the user constraint file (ucf file) provided by the Xilinx XST 
tool is used. The ucf file supports several constraint syntaxes to give low-level 
control over the placing and routing of FPGA hardware resources during synthesis. 
For example, the following text constrains the start LUT in the task input TCL to be 
fixed at G-LUT in the slice at address X=1, Y=31:  
“INST "input_TCL/start_lut_inst" BEL = G; 
INST " input_TCL /start_lut_inst" LOC = SLICE_X1Y31;” 
Likewise, all of the other control logic, as well as BRAMs, have to be constrained at 
fixed positions (see Figure 6.3), in order to facilitate bitstream manipulation in the 
next stage (detailed in Section 6.1.4).  
The constraint on LUT connections requires low-level schematic controls. Figure 6.4 
presents all the connections of task TCLs, in which the interconnections of the task 
input TCL and task output TCL are illustrated in Figure 6.4 a and Figure 6.4 b 
respectively. The task input TCL consists of two LUTs configured as basic LUTs, 
and two flip-flops. The two basic LUTs include one G-LUT, which is used as the 
task starting input at a fixed position (x1,y31), and one F-LUT that is used for the 
task semaphore input fixed at the same position (see Figure 6.4.a). The inputs of the 
two basic LUTs are connected to the ground, and the outputs are connected to two D 
type flip-flops, namely: FFX and FFY at position (x1, y31). The outputs from the 
two flip-flops are connected to the task’s inputs, one for the task starting signal and 
the other for the task semaphore signal. The task output TCL is similar to the task 
input TCL, which includes two LUTs and two flip-flops (see Figure 6.4.b). However, 
the LUTs in the task output TCL are configured as distributed RAMs rather than 
basic LUTs. This allows the 16 bits in the LUTs to be changed by tasks, by 
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connecting the inputs of the two LUTs with the output from the task. The two 
distributed RAMs are fixed at position (x0, y31), which is on the left-hand side of the 
task input TCL. The outputs from the task are saved in the distributed RAM, waiting 
to be read back by the main CPU through the ICAP; and therefore the two flip-flops 
are disconnected from other logic. 
To add constraints for LUT interconnections, each LUT has to be initialised and 
instantiated through a structural level design. For example, the primitive of the start 
LUT can be instantiated by the following code:  
start_lut_inst : LUT1 
   port map ( 
      O => task_start_signal,    -- LUT general output 
      I0 => '0'          -- LUT input 
   ); 
In addition, certain attributes have to be used to validate all of the LUTs used by 
TCLs, otherwise they will be removed from the design during synthesis optimization, 
since they are not treated as valid logic by the synthesiser. The reason for this is that, 
conventionally, if a LUT is configured as a basic LUT its output changes only 
according to its inputs. Therefore if all of its inputs are connected to a constant value, 
such as the ground, its output will remain the same all the time. In such a case, the 
synthesis optimiser will use a constant value to substitute this LUT in order to save 
resources. However, in the proposed system, the outputs of LUTs are changed by 
reconfiguring their content, rather than changing the inputs. Therefore, to validate 
LUTs instantiated by TCLs, particular attributes have to be used, such as:  
attribute S : string; 
attribute S of start_lut : signal is "true"; 
This preserves a particular LUT from being removed by the optimizer during system 
synthesis. 




G-LUT (x1, y31) 
Task starting input LUT 
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F-LUT (x1, y31) 
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task semaphore 
FFX (x1, y31) 
Task starting input flip-flop 
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Task semaphore 
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a) Connections of LUTs in task input TCL 
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To task’s inputs   
From task’s outputs   
Figure 6.4 Constraints of LUTs' connections 
Chapter6: Development of R3TOS Applications 
150 
 
6.1.4 System Operation 
During the system operation time, the main CPU communicates with all K-NN tasks 
using the previously mentioned ICAP communication mechanism. To start a task, the 
main CPU firstly gives the input data to the task by reconfiguring the BRAM column 
through the ICAP, and then reconfigures the task starting LUT in TCL to start the 
task’s execution. After a task finishes its computation, it saves its result into the 
result LUT and updates its finishing LUT. The main CPU detects the finishing signal 
by polling the finishing LUT once the expected execution time of the task has 
passed, and then reads back the resultant data from the result LUT to the main CPU 
memory.  
When using the ICAP-based communication mechanism, all communications are 
achieved by modifying bitstreams through the ICAP’s configuration, giving different 
controls to tasks by changing the underlying content in its configuration memory. 
However, although all of the logic functionalities are dictated by the bitstream in the 
configuration memory, their one-to-one mapping formats are significantly different 
from each other.  
Figure 6.5 gives an example of mapping the logic function to its bitstream in the 
configuration memory. Firstly, an example of the alignment of resource columns in 
one FPGA clock region is presented, in which the clock region is divided by 
horizontally aligned resource columns spanning the same height of the clock region. 
The input/output blocks (IOBs) are allocated on both sides of the region in order to 
interface with chip externals, for example providing higher driving capabilities when 
outputting signals or protecting the chip from ESDs when inputting external signals. 
The CLB columns are the main resource distributed over most of the chip area. In 
addition, the clock resource crosses the whole clock region in both horizontal 
(HCLK) and vertical (VCLK) directions in order to configure the chip clock net. 
Moreover, BRAM columns are inserted among CLB columns to give more compact 
and denser memory blocks. As mentioned above, each CLB column is composed of 
21 frames in Virtex-4 family FPGAs, which record the information about switch 
boxes, SliceM, flip-flops and SliceL. The 21
st
 frame stores the information of all of 
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Figure 6.5 Logic functions mapped to the bitstream 
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the LUTs in SliceL, which is composed of 16 CLB blocks. Each CLB block contains 
two slices and each slice has a G-LUT and an F-LUT. The task starting LUT is 
implemented in the first G-LUT of SliceL in the first CLB column. All of the inputs 
of this LUT are connected to the ground and its output is connected to the task 
starting signal. 16 bits are stored in one LUT, which are selected by the four-bit 
input. Since the four inputs of the starting LUT are all zeroes, the first bit will be 
selected to be the output, that is, output= bit0. Therefore, by changing the bit0 in the 
targeted LUT, the task can be started by the main CPU.  
All the bits in LUTs are mapped one-to-one in the bitstream stored in the 
configuration memory. The configuration memory is saved in frame format. In 
Virtex-4 FPGAs, each frame is composed of 41 words, and each word is 32-bits 
wide. The contents in LUTs are distributed among all of the 41 words, while the 21
st
 
word is used to store the ECC information, which is used to check the correctness of 
a frame. The targeted bit0 of the first G-LUT in SliceM is allocated at the 16
th
 bit in 
the 41
st
 word. Therefore, in order to start a task, the main CPU needs to reconfigure 
the 21
st
 frame in the first CLB, thus changing the 16
th
 bit of the 41
st
 word from zero 
to one. Likewise, all of the other control signals are mapped using the same principle. 
 
Figure 6.6 gives the bitstream map of LUTs used in both input and output TCLs on 
Virtex-4 family FPGAs. The design layout is presented in Figure 6.6.a, which shows 
the implementations after placing and routing a K-NN core. The first CLB column is 
marked out, which includes all of the TCL logic. Figure 6.6.b is a zoom-in view of 
the first two CLB columns, in which the four LUTs used in TCLs are labelled, 
including G-LUT (x0,y31), F-LUT (x0,y31), G-LUT (x1,y31), and F-LUT (x1,y31). 
The 16-bit content of the four LUTs are shown in Figure 6.6.c, and the three task 
control bits are labelled as the task stating bit, the task finishing bit, and the 
semaphore bit. Note that the results from the task are stored in five LUTs, and only 
one of them is depicted in the figure. Figure 6.6.d and Figure 6.6.e gives the 
bitstream map of the 19
th
 frame (SliceM frame) and the 21
st
 frame (SliceL frame) 
respectively. In Figure 6.6.d, the 41 words of the 19
th
 frame contain the contents of 
all the LUTs. The total 16 CLBs include 32 slices, which are composed of 32 G-


















































































































































1 K-NN core 
b) First two CLB columns 
 
G-LUT (x0, y31) 
Task finishing output bit 
F-LUT (x0, y31) 
Task result output bits 
G-LUT (x1, y31) 
Task starting input bit 
F-LUT (x1, y31) 
Task sema input bit 
word1 word2 word3 
F-LUT (x0, y0) G-LUT (x0, y0) F-LUT (x0, y1) G-LUT (x0, y1) 
word4 word5 
F-LUT (x0, y2) G-LUT (x0, y2) F-LUT (x0, y3) G-LUT (x0, y3) 
0 15 15 0 15 0 15 0 
15 0 15 15 0 0 15 0 
word40 word41 
F-LUT (x0, y30) G-LUT (x0, y30) F-LUT (x0, y31) G-LUT (x0, y31) 
15 0 15 15 0 0 15 0 
word1 word2 word3 
F-LUT (x1, y0) G-LUT (x1, y0) F-LUT (x1, y1) G-LUT (x1, y1) 
word4 word5 
F-LUT (x1, y2) G-LUT (x1, y2) F-LUT (x1, y3) G-LUT (x1, y3) 
0 15 
15 
15 0 15 0 15 0 
15 0 15 15 0 0 15 0 
0 
word40 word41 
F-LUT (x1, y30) G-LUT (x1, y30) F-LUT (x1, y31) G-LUT (x1, y31) 
15 0 15 15 0 0 15 0 
Task finishing bit 
 
Task stating bit 
 
Task semaphore bit 
 
Task finishing bit 
 
Task stating bit 
 
Task semaphore bit 
 
c) Communication LUTs 
 
d) Bitstream map of frame 19 (Slice-M frame) 
 
e) Bitstream map of frame 21 (Slice-L frame) 
 
Figure 6.6 TCL LUTs mapped to the bitstream 
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LUTs and 32 F-LUTs, requiring in total 16×(32+32)= 1024 bits. The 41 words in the 
frame provide 41×32 = 1312 bits of memory to store the 1024 bits for the LUT, 
while the remaining bits are not used. The task finishing bit is allocated at bit1 in the 
41
st
 word, while the results are saved from the 38
th
 word to the 41
th
 word. Likewise, 
the frames in SliceL save all the LUTs’ content in a similar way as SliceM. The task 




Figure 6.7 presents the bitstream map of all the flip-flops used in the input TCL. 
There are two flip-flops in each slice, called the FFX and FFY, and each flip-flop 
requires two bits to present its initial value, which is the value before starting any 
logic operation, and the current value which is the current state of the flip-flop. In 
one CLB column, there are 16 CLBs, each of which has two slices, and both SliceM 
and SliceL have two flip-flops. Therefore there are in total 16×2×2=64 flip-flops in 
one CLB column, which requires 64×2=128 bits of space in the configuration 
memory. All of the 128 bits are stored in the same frame, which is the 20
th
 frame, 
called the flip-flop frame. This frame provides 1312 bits of space, in which 128 bits 
are used for flip-flops and the rest are unused. Figure 6.7 b presents the four flip-
flops of the first CLB in the first column. The two flip-flops in SliceL are connected 
to two LUTs in the same CLB, which register the task starting bit and the task 
semaphore bit. Figure 6.7.c gives the frame layout of the flip-flops, which maps the 
state bits of all the flip-flops to their bitstream in the configuration memory. The 
initial value and the current state of the task semaphore bit are saved in the 41
st
 word, 
while the initial and current status of the task starting bit are stored in the 40
th
 word. 
The flip-flop frame gives the possibility of changing a state at run-time, which allows 
more dynamic control of hardware tasks, so that for example the current state of a 
task can be saved and restored at a later time, which is similar to context switching in 
the software environment. For instance, when using a preemptive scheduling 
algorithm, the current status of a task can be stored before the task is preempted and 
removed from the chip, and after other tasks with higher priorities finish their 
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b) First two CLB columns 
 


















D type flip-flop 
 
word1 word2 word3 
FFX (x0, y0) curr 
FFX (x1, y0) curr 
FFX (x1, y0) inti 
FFX (x0, y0) inti 
FFY (x1, y0) curr 
FFY (x0, y0) curr 
FFX (x0, y1) curr 
FFX (x1, y1) curr 
FFY (x1, y0) inti 
FFY (x0, y0) inti 
FFX (x1, y1) inti 
FFX (x0, y1) inti 
FFY (x0, y1) curr 
FFY (x1, y1) curr 
FFY (x1, y1) inti 
FFY (x0, y1) inti 
word40 
word41 
FFX (x0, y30) curr 
FFX (x1, y30) curr 
FFX (x0, y30) inti 
FFX (x1, y30) inti 
FFY (x1, y30) curr 
FFY (x0, y30) curr 
FFX (x0, y31) curr 
FFX (x1, y31) curr 
(task starting bit) 
FFY (x0, y30) inti 
FFY (x1, y30) inti 
FFX (x1, y31) inti  
(task starting bit) 
FFX (x0, y31) inti 
FFY (x0, y31) curr 
FFY (x1, y31) curr 
(task semaphore bit) 
FFY (x1, y31) inti 
(task semaphore bit) 
FFY (x0, y31) inti 
word4 word5 
FFX (x0, y2) curr 
FFX (x1, y2) curr 
FFX (x0, y2) inti 
FFX (x1, y2) inti 
FFY (x1, y2) curr 
FFY (x0, y2) curr 
FFX (x0, y3) curr 
FFX (x1, y3) curr 
FFY (x0, y2) inti 
FFY (x1, y2) inti 
FFX (x1, y3) inti 
FFX (x0, y3) inti 
FFY (x0, y3) curr 
FFY (x1, y3) curr 
FFY (x1, y3) inti 
FFY (x0, y3) inti 
word6 word7 
FFX (x0, y4) curr 
FFX (x1, y4) curr 
FFX (x0, y4) inti 
FFX (x1, y4) inti 
FFY (x1, y4) curr 
FFY (x0, y4) curr 
FFX (x0, y5) curr 
FFX (x1, y5) curr 
FFY (x0, y4) inti 
FFY (x1, y4) inti 
FFX (x1, y5) inti 
FFX (x0, y5) inti 
FFY (x0, y5) curr 
FFY (x1, y5) curr 
FFY (x1, y5) inti 
FFY (x0, y5) inti 
Figure 6.7 TCL flip-flops mapped to the bitstream 
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computation the preempted task can be resumed by reconfiguring the context back to 
the chip. 
Figure 6.8 gives the bitstream map of the BRAM column, which is located in the 
middle of the K-NN core. Each BRAM column is composed of four BRAM blocks, 
including BRAM (x0, y0), BRAM (x0, y1), BRAM (x1, y0), and BRAM (x1, y1) 
(see Figure 6.8 b). The capacity of each block is 18k bits, in which data can be 
configured to any size varying from 1-bit to 64-bit. In Virtex-4 FPGAs, one BRAM 
column contains 64 frames and each frame consists of 41 32-bit words. Therefore 
there are 64×41×32= 83968 bits available to be used by one BRAM column in the 
configuration memory. On the other hand, the content of four BRAMs requires 
18k×4= 72k bits, which accounts for 86% of the space available in the configuration 
memory. The rest of the bits are used for additional checking bits as well as control 
bits. In Figure 6.8 c, the three different types of bits are labelled as data bits, parity 
bits and saving bits. The parity bits are the checking bits used for validating the 
correctness of the data bits, and the saving bits are used to protect BRAM from being 
reconfigured. For example, before configuring the content of a particular BRAM, the 
saving bit of that BRAM has to be cleared in order to enable content reconfiguration. 
The BRAM content is saved to the bitstream in a significantly different format, so 
that every BRAM block occupies 10 words in all of the 64 frames (see Figure 6.8.c). 
The 21
st
 word is used for the frame ECC to validate the correctness of a single frame; 
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Figure 6.8 BRAM contents mapped to the bitstreams 
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Figure 6.9 gives the steps used to execute one K-NN task. Before allocating the task, 
the regional clock net has to be disabled, in order to stop all of the logic and avoid 
writing conflicts. Otherwise, if a BRAM is written by both on-chip logic from the 
functional layer and the ICAP from the configuration layer at the same time, the 
content will be corrupted. Therefore all the logic have to be stopped before 
configuring BRAMs, and this can be achieved by disabling the regional clock net of 
the task. Note that access to basic LUTs and other non-memory based resources do 
not require disabling the task. After the clock is disabled, the K-NN core will be 
allocated to the chip. The configuration is performed in two steps. In the first step, all 
of the logic functions, i.e. the CLBs are configured, and in the second step, the input 
data of the task is configured to the task’s input BRAMs. Once both logic and inputs 
are configured, the regional clock will be reactivated.   
In order to start a task, the task starting LUT has to be reconfigured to output a value 
of 1, which is the input signal to start the task. To keep the other logic unchanged 
while only modifying the bit in the starting LUT, the 21
st
 frame in the first CLB 
column is read back before reconfiguration, whereas the other logic bits are masked 
out to allow this single exclusive change in the content of the starting LUT. As soon 
as the 21
st
 frame is reconfigured to the chip, the task will start execution 
immediately. 
While the task is operating, the scheduler predicts the task finishing time by checking 
the task’s absolute finishing time. If the finishing time has passed, the main CPU will 
further check if the task has physically finished its computation, by polling the task’s 
finishing bit. Note that in order to avoid a situation where the finishing bit is 
accessed by both the main CPU and the task’s output at the same time, the 
semaphore bit is used to retain the coherence of the content in the distributed RAMs. 
To do that, the main CPU firstly reads back the 21
st
 frame, and changes the 
semaphore bit (bit8 in word40) to zero. The modified frame is then written back to 
the configuration memory to prevent the distributed RAMs from being accessed by 
the task. After that, the main CPU can then safely read back the task finishing bit, as 
well as the results. If the finishing bit is zero, this means that the task has not finished 
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its computation, in which case the main CPU will release the semaphore to enable 
the distributed memory to be accessed by the task, and then wait until another time 
instance before checking the finishing bit again. If the task has finished its 
computation, the result will be copied from the task’s output buffer (distributed 
RAM) to the main CPU’s local memory (BRAMs). Finally, the main CPU can 
choose to either restart the task again using another set of input data, or remove the 
task from the chip by blanking of its all frames. 
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Figure 6.9 Steps to execute one K-NN task 
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6.1.5 Tests and Results 
In the test, the system is implemented on a V4FX60 FPGA [Xilinx2008]. Figure 6.10 
shows the schematic layout of the whole chip, which was generated by the Xilinx 
FPGA editor [Xilinx1999]. The chip consists of 8 clock regions, and each clock 
region has 52 CLB columns, 8 BRAM columns, 2 DSP columns, and 2 IOB 
columns. Figure 6.10 depicts the 6 BRAM columns that could be used to place the 
task, since they have 4 adjacent CLB columns on both sides. The system, including 
the R3TOS HWμK and the main CPU, is allocated on the top-left corner of the chip, 
leaving the rest of the chip for the placing of hardware tasks. An example of a K-NN 
task is placed at position (x44, y0), which is the 44
th
 CLB column in the first clock 
region. Apart from this position, there are in total 29 positions where it is possible to 
place another task, or to reallocate the current task. The right-hand 24 positions can 
be used for three FCCRs. Each FCCR is composed of 8 possible positions in the 
same column. If high reliability is demanded, a K-NN task can have three copies of 
instances separately placed in three FCCRs, giving triple redundancy for each task 
computation. Note that the task already placed is clocked by the regional horizontal 
clock line, which is already activated by the task and the system kernels. However 
for the other task regions, the horizontal regional clock line has to be activated before 
starting task execution. 
Parameters of a K-NN Task 
The hardware features and software features are extracted during the task design 
phase. TABLE 6.2 gives the features of an example of a K-NN task being executed 
by the R3TOS. The hardware features are used by the R3TOS HWμK, including its 
time and area information, while the software features allow the task to be treated as 
a traditional software task in the R3TOS’s main CPU. The task ID indicates that the 
task is the first task in the task queue, and the next task ID points to the next task in 
the same queue. The task is currently in executing status and the task deadline is pre-
set to 500 µs, which gives relatively high redundancy. The task arrives as soon as the 
system starts operation, and then it is allocated to the chip, which requires 98 µs. The 
predicted task finishing time is the sum of the absolute allocated time and the task’s  
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TABLE 6.2 HARDWARE AND SOFTWARE FEATURES OF A K-NN TASK 
Hardware Features  Software Features  
Task_ID 1 Function_Name Compute_KNN 
Next_Task_ID 2 Input_Arguments K= 5, M= 6, N= 512 
Task_Status: Executing Executing Input_Memory_Address 0x0200 
Absolute_Deadline 500 µs Output_Result KNN_Res ( 5 bytes) 
Task_Arriving_Time 0 Output_Memory_Address 0x0300 
Task_Allocating_Time 98 µs Task_Status Executing 
Task_Execution_Time 37 µs   
Task_Finishing_Time 135 µs   
Task_Width 9   
Task_Height 1   
Task_Resource_Type 000010000   
Task_Area  9×1   
Task_Allocated_Position  (x44,y1)   
 
executing time. Note that the K-NN task has a deterministic execution time of 37 µs, 
clocked by a 100MHz system clock. In the area domain, this K-NN task requires 8 
CLB columns and 1 BRAM column, which span the height of a clock region; 
therefore the width, the height, and the size of the task are 9, 1, and 9×1 respectively. 
The task has been allocated at position (x44, y1), occupying the 36
th
 CLB to the 44
th
 
CLB columns. From a software perspective, the task is defined as a traditional 
software task, which has a function name, input arguments, and returned results. The 
returned result of the task is a user-defined structure called KNN-Res, which consists 
of 5 bytes to present the 5 nearest neighbours. In addition, the task has two pointers 
to the addresses of the input data and the output data, which are located at addresses 
0x0200 and 0x0300 respectively. Moreover, the current status of the task is also 
available to be checked by the main CPU from the software environment.  
Reliability Test 
To test the reliability of the system, random faulty bits are injected into the system’s 
operation. The faults are injected at a rate of 1bit/s rate using the ICAP manager. To 
detect the injected faults, the scrubbing technique is applied to read back the full 
bitstream from the configuration memory. The whole chip consists of 25,280 slices, 
which requires 550,226 cycles (~5 ms at 100MHz system clock) for full-chip 
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scrubbing. The scrubbing is operated at a frequency of 100Hz, which is 100 times 
full-chip scrubbing every second, and this is sufficient to cater for the possibility of 
emerging damage and SEUs [Fuller2000]. In the test, a K-NN task is triplicated to 
three copies of instances, which are initially placed in three FCCRs at positions 3, 4, 
and 5. During system operation time, three instances are running in parallel at the 
same time, and faults are periodically injected at random positions on the chip. The 
results show that a fault can be detected within less than 10ms. If a fault is injected 
into one of the task instances, the majority voter can detect the error and reconfigure 
the faulty instance in the specific FCCR. A damaged resource can be emulated by 
repeatedly injecting faults to the same bit more than twice. In such a case, the task 
will be reallocated and restarted at a new position, which is calculated by the task 
allocator using the EAC algorithm. 
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Figure 6.10 R3TOS and task placement on a V4FX60 FPGA 
FCCR1 FCCR2 FCCR3 




TABLE 6.3 presents the evaluation of the performance of the task allocator, giving 
measurements of the computation time of the EAC algorithm when implemented on 
real hardware coded in the PicoBlaze microprocessor. The execution time includes 
the time to find the best location, and the time to update matrices when inserting or 
removing a task. In addition, to increase the speed of the algorithm, the EAC First-Fit 
(FF) algorithm is implemented, according to which the task is allocated at the first 
possible position instead of the best position, whereby computation time is reduced at 
the cost of chip compactness. On average, for an 8×8 chip granularity, the allocator 
requires only 41 μs to find the best location when running at 100MHz clock 
frequency. After the position is decided, the allocator needs 232 μs to update 
matrices when inserting a task, or 210 μs to remove a task. When using the FF 
algorithm, the time to find a position is reduced to 3.5 μs, while the updating time 
remains the same as with the Best-Fit EAC. The algorithm’s computation time 
increases with chip granularity, so for example the computation time for 10×10 
granularity is about twice that of 8×8 granularity. In the proposed application, 
although there are 8×52 CLB columns, the actually possible positions can be 
modelled as an 8×6 matrix, so that the algorithm requires less computation.  
The performance of the ICAP manager is presented in TABLE 6.4, in which the time 
and the number of operating cycles are given for different types of operations. The 
allocation of a single K-NN task requires the configuration of 8 CLB columns, which 
needs 6920 clock cycles equivalent to 69.2 μs when running at 100MHz system 
frequency. To give the data to the task’s input BRAM, a full BRAM column needs to 
be reconfigured, which takes 2656 cycles or 26.6 μs at 100MHz clock frequency. 
After both CLBs and BRAMs are configured, the task can be started by 
reconfiguring the input TCL, which includes the starting bit and the semaphore bit. 
Since the writing operation requires two steps, reading back the bitstream and 
masking out irrelevant bits, before reconfiguring the target frame, the operation 
requires 238 cycles or 2.38 μs at 100MHz clock frequency. After the task finishes its 
computation, the result can be read back by the ICAP manager, which needs 114 
Chapter6: Development of R3TOS Applications 
165 
 
clock cycles or 1.14 μs at 100MHz clock frequency. A finished task can be removed 
by blanking the task region; namely, writing all-zero frames to the task. The blanking 
frames can be configured using Multiple Frame Writing (MFW), whereby the speed 
is increased and the operation can be completed within 704 cycles or 7.04 μs at 
100MHz clock frequency. Likewise, MFW can also be applied to replicate multiple 
K-NN cores to increase configuration speed, where for example replicating 10 K-NN 
cores requires 13640 cycles or 136.4 μs at 100MHz clock frequency. 
The configuration speed of the system is compared with that of the Xilinx IP core; 
namely the HWICAP [Xilinx2010b]. To configure or readback a single frame, the 
HWICAP requires more than 300 μs due to its setup overhead in both hardware and 
software, whereas the system proposed here can configure/readback one single frame 
in ~1 μs. Therefore the configuration speed of R3TOS has achieved a speed-up of 
~300x compared with HWICAP driver [Ebrahim2012]. 
On the other hand, benefiting from the high speed performance, the power 
consumption has also been significantly reduced. The power consumption of the K-
NN hardware task has been compared with its implementation on a General Purpose 
Processor (GPP), and results show that a single core consumes about six times less 
power than an equivalent implementation on GPPs. The detailed results have been 
published by group member Hanaa M. Hussain in her doctored thesis [Hussain2012b] 
 
TABLE 6.3 ALLOCATOR EXECUTION TIME BREAK-DOWN 
Chip granularity   8×8 10×10 16×12 
Finding Best Location Average Time   41 μs 118 μs 465 μs 
Corresponding Operations   3.85 k 9 k 28.15 k 
Insert Task Updating Average Time   232 μs 674 μs 2191 μs 
Corresponding Operations   11.6 k 33.7 k   109.55 k 
Remove Task Updating Average Time   210 μs 630 μs 1866 μs 
Corresponding Operations   10.5 k 31.5 k 93.3 k 
Finding First Location Average Time (FF) 3.5 μs 4.25 μs 9.8 μs 
Corresponding Operations   0.18k 0.21k 0.49k 




TABLE 6.4 ICAP MANAGER EXECUTION TIME BREAK-DOWN 
Process Cycles Time 
Allocate 1 K-NN Task (CLBs) 6920 69.20 μs 
Configure 1 BRAM Column 2656 26.6 μs 
Write to input TCL (Start/Semaphore) 238 2.38 μs 
Read from output TCL (Finish/Result) 114 1.14 μs 
Blanking 1 K-NN Core 704 7.04 μs 
Replicate 10 K-NN Cores 13640 136.40 μs 
 
Area Consumption 
The resource consumption of a single K-NN task , including the K-NN core and TCL 
logic presented in TABLE 6.5. One K-NN task (K= 5, M= 6, N= 512) consumes in 
total 650 slices, which includes 1060 4-input LUTs and 708 flip-flops. In addition, 4 
CLB blocks are used to store the task’s input data. 
TABLE 6.6 gives the resource break-down of the R3TOS system kernels. The ICAP 
manager includes the PicoBlaze kernel, the hardware ICAP driver and the bitstream 
BRAM, which together occupy 457 slices and 2 BRAMs (one for the bitstream and 
the other for the PicoBlaze program memory). The task allocator is based on a single 
PicoBlaze core which requires 96 slices and 2 BRAMs (one for storing matrices and 
the other for the PicoBlaze program memory). The task scheduler contains additional 
logic to communicate with the allocator and the ICAP manager; and therefore it 
occupies 138 slices and 2 BRAMs (one for storing tasks and the other for the 
PicoBlaze program memory). The main CPU is implemented on a MicroBlaze 
microprocessor, which requires 924 slices for its logic and 8 BRAMs for its data and 
instruction memory. Put together, the whole R3TOS system requires 1615 slices and 
14 BRAM columns, which accounts for only 10% and 6% respectively of the total 
number of slices and BRAMs on a Virtex4 FX60 FPGA. 
 
 




TABLE 6.5 RESOURCE CONSUMPTION OF A SINGLE K-NN TASK 
Resources  Number of occupied resources 
Slices 650 
4 input LUTs 1060 
Slice Flip Flops 708 
BRAMs 4 
TABLE 6.6 R3TOS SYSTEM RESOURCE BREAK-DOWN 
Component Slices BRAMs 
ICAP manager 457 2 
Task Allocator  96 2 
Task Scheduler  138 2 
Main CPU 924 8 
Total R3TOS 1615 14 
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6.2 Case Study 2 – Sequence Alignment (SA) 
In bioinformatics, sequence alignment is used to differentiate between two biological 
sequences so as to identify the similarities between two DNA, RNA, or protein 
sequences [Gotoh1982, Durbin1998]. The analysis of a gene sequence always 
requires heavy computation. As a result, traditionally used single core processors, 
such as CPUs, consume large amount of time. In contrast, multicore or parallel 
computing based platforms such as GPUs and FPGAs achieve better computational 
efficiency and therefore are nowadays widely used in sequence alignment 
applications [Oliver2005, Benkrid2012].  
On the other hand, in some server-based, multi-user, multi-tasking applications, 
computing resources can be shared by different users and different application tasks 
at the same time, so that better resource usage efficiency can be achieved 
[Hong2013a, Hong2013b]. Aiming to achieve this, the R3TOS is enhanced to be able 
to customise tasks at run-time, which is demonstrated in the context of the sequence 
alignment application [Hong2013b].  Here, the size of tasks can be dynamically 
adjusted in response to the currently availability of resources, whereby the hardware 
resources can be more efficiently used. This application demonstrates an additional 
functionality of the R3TOS of on-line task assembly, which allows tasks to be 
generated from single Processing Elements (PEs) at run-time in order to improve the 
efficiency of resource usage.  
The following sections firstly give a review of sequence alignment algorithms, and 
then illustrate the folding technique and the implementation of the proposed 
reconfigurable PE architecture. After that, the PEs are integrated with the system, 
which requires particular design constraints to enable the PEs to be assembled at run-
time. In addition, the multiple frame writing (MFW) technique is used to increase the 
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6.2.1 Pairwise Biological Sequence Alignment 
Pairwise biological sequence alignment has been widely used in bioinformatics 
applications, requiring the regional/global similarities between two biological 
sequences to be identified [Isa2012]. To find the optimum alignment, dynamic 
programming-based sequence alignment algorithms have been widely applied. One 
typical such algorithm is the Smith-Waterman (S-W) algorithm, which uses a matrix 
F(i, j) to find and score the best alignment between a query sequence and database 






















       Equation 6-2 Score using h lineal gap penalty 
In this equation, S(xi,yj) is the probabilistic score, which describes the biological 
relationship of amino acids between xi and yj. The probabilistic score can be obtained 
by substituting xi with yi or vice-versa, from the BLOSUM50 substitution matrix (see 
Figure 6.11) or other amino-acid probabilistic models such as BLOSUM62 and PAM 
[Durbin1998]. The linear gap penalty (d) is a constant value which gives linear 
penalties for the insertion or deletion of residues, where penalty (g) = - g× d. 




Figure 6.12 gives an example of calculating the score matrix using the S-W 
algorithm, in which a query sequence N is compared with database sequence M, 
using a linear gap penalty of d=3. After all of the scores are populated, the final 
score reflects the similarity of the two sequences, and the optimum alignment can be 
retrieved by tracking back the populating route numbers marked in bold. 
 
Figure 6.11 BLOSUM50 substitution matrix 



















F(i, j) F(i, j+1) 
F(i+1,j+1) F (i+1, j) 
F(i-1, j) F(i-1,j-1) 
F(i, j-1) 
Linear gap penalty d =3 
Data dependency         
  - P A R W D C 
    - 0 0 0 0 0 0 0 
    A 0 -1 5 2 -1 -2 -1 
    R 0 -3 2 12 9 6 3 
    N 0 -2 -1 9 8 11 8 
    D 0 -1 -4 6 5 16 13 
    C 0 -3 -2 3 2 13 29 
    Q 0 -1 -4 -1 2 10 26 
    E 0 -1 -2 -4 -1 7 23 
 
Figure 6.12 Smith-Waterman algorithm with lineal gap penalty 
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The affine gap penalty was introduced by GOTOH in 1982, and its use can obtain 
more biologically realistic results compared with the linear gap penalty 















































max),(    
When using the affine gap penalty, F(i,j) refers to the best score so far, and Ix(i,j), 
and Iy(i,j) are the scores aligned to gaps with residues xi and yi respectively. The 
affine gap penalty penalises gaps depending on both gap number and gap length, so 
that penalty (g) = - d- (g- 1) × e, where d is the penalty for opening a new gap and e 
is the penalty associated with extending a gap. In the proposed application, the affine 
gap penalty is implemented since it gives more biologically realistic results 
[Isa2012]. 
6.2.2 Hardware Pipeline and PE Folding 
The S-W algorithm can be implemented in pipelined PE arrays using on-chip 
hardware logic. All of the residues in the query sequence of length N are mapped 
one-to-one to the PE array of length N, while the database of length M is shifted into 
the array on every clock cycle. The highest score can be populated after the entire 
database sequence is shifted through the PE array. Figure 6.13 a gives pipelined PE 
arrays to align the two sequences shown in Figure 6.12. The query sequence consists 
of 6 residues (‘P’, ‘A’, ‘R’, ‘W’, ‘D’, and ‘C’), which are mapped with 6 PEs (PE1 to 
PE6 respectively). The database sequence is composed of 7 residues (‘A’, ‘R’, ‘N’, 
‘D’, ‘C’, ‘Q’, and ‘E’), which is shifted into the PE array. The best score is obtained 
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from the last PE after the whole database sequence is shifted through. Figure 6.13.b 
gives the datapath of the PE array, in which each PE inputs the previous results from 
both the previous PE and itself, and outputs the current result to the next PE. The 
computation starts as soon as the first residue is shifted in, and finishes when the last 
residue is shifted out, which requires 14 computing stages. For a query sequence of 
length N and a database sequence of length M, the pipelined hardware requires 
(M+N+1) stages to align an M×N sequence, which is one order of time faster than 
software sequential programming which needs M×N steps.  
PE Folding Mechanism 
Since the hardware resources are often in practice limited, it is difficult to allow for 
one-to-one mapping between PEs and the query residues. Therefore, in order to 
compute larger query sequences, limited resources have to be reused by the PE 
folding technique.   
Figure 6.14 a gives an example of PE folding, in which the previous sequences are 
aligned by using only three PEs. In the first iteration, the three PEs are assigned with 
      
P A R W D C 
Database Sequence 
PE1 PE2 PE3 PE4 PE5 PE6 
E Q C D N R A 
Query Sequence 
Best Score 
a) Pipelined PE array  
b) Processing datapath  
Figure 6.13 Pipelined PE array without using PE folding 
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the first three residues in the query sequence, ‘P’, ‘A’, and ‘R’. After the entire 
database sequence is shifted in, the results are buffered into a FIFO, and the three 
PEs are then folded with the second set of residues in the query sequence, ‘W’, ‘D’, 
and ‘C’.  In the second iteration, the inputs of the three PEs are multiplexed from the 
FIFO, which buffers the results of the first iteration. After all of the residues in the 
query sequence have been folded, the final results will be obtained from the last PE. 
Figure 6.14.b shows the datapath of the PE array when using PE folding. As soon as 
the first PE (PE1) finishes its first iteration, it starts receiving data from the last PE 
(PE3). Since every PE needs to shift the entire database sequence twice, the total 
alignment takes 18 stages to complete. For a query sequence of length N, a database 
sequence of length M, and the folding number of K, the PE array requires 
(K×M+N/K+1) stages to align M×N sequence. By using the folding technique, more 
resources can be saved at the expense of performance in terms of the speed of 
computation. 
 
a) Folded PE array 
b) Datapath of folded PE array 
  
P/W A/D R/C 
Database Sequence 
PE1 
E Q C D N R A 




  PE2   PE3 
Figure 6.14 Pipelined PE array using PE folding 
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Single PE Architecture 
In order to allow for task on-line generation as well as PE folding, the architecture 
has been designed for a single reconfigurable PE [Isa2012, Isa2013]. Figure 6.15 
gives the internal architecture for a single PE. There are four inputs and four outputs 
for each PE. The four inputs include F(i,j-1), Ix(i,j-1), M(i,j-1), and xi, which 
respectively represent: the best score from the previous PE; the score aligned to gaps 
with residue xi from the previous PE; the best score updated by the previous PE; and 
the database sequence. The four outputs are F(i,j), Ix(i,j), M(i,j), xi, which 
respectively stand for: the best score computed by the current PE; the score aligned 
to gaps with residue xi from the current PE; the best score updated by the current PE; 
and the database sequence shifted to the next PE respectively. The internal signals 
include the values calculated by the same PE in the previous iteration (F (i-1, j-1), Ix 
(i-1, j-1), Iy (i-1, j-1), Iy (i-1, j), and F(i-1, j)) , and the gap penalty constants GPE and 
GPD which are negative values to penalise the opening of a gap and extending an 
existing gap respectively. All the scores are registered in 11 bits registers, and the 
gap penalties are stored in 4-bit data. Since all the elements are internally pipelined 
in a single PE, the output results can be populated on every clock cycle, after the 3-
cycle latency at the beginning of its execution. The detailed schematic level 
implementation has been published elsewhere [Isa2013]. 
Each PE uses two Configuration Elements (CEs) to store the substitution values, one 
used for the current computation while the other can be concurrently reconfigured to 
the query residue to be used in the next fold. Each CE is implemented in a number of 
LUTs in which the similarity table, which contains the substitution values for a 
particular residue, is stored (see Figure 6.11). Figure 6.16 gives an example of the 
two CEs used for PE folding. In this example, the PE needs to be folded three times, 
to map residues ‘A’, ‘D’, ‘C’ respectively. In the first folding, the PE is mapped with 
residue ‘A’, whose substitution values are stored in CE0. While CE0 is used for 
computing, CE1 is being configured to residue ‘D’, which will be used for the 
second fold. Likewise, while CE1 is used for computing residue ‘D’ in the second 
fold, CE0 is being configured to the third residue ‘C’ at the same time. Each CE 
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inputs a 5-bit residue value from the query sequence, and uses it to look up the 
substitution value stored in the similarity table, and then outputs the substitution 
value to the multiplexer, which can select the output from the computing CE and 




F (i-1, j-1) 
S (xi, yj) 
Ix (i, j-1) 
GPD 
F (i, j-1) 
Database Sequence 
Iy (i-1, j-1) 




















Cycle 1 Cycle 2 Cycle 3 
Ix (i, j) 


























M (i, j-1) 11 
11 
M (i, j) 











Figure 6.15 Reconfigurable PE architecture 
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6.2.3 Integration with R3TOS 
In the sequence alignment application, tasks are composed of a number of PEs, 
whose length and location can be flexibly defined to optimise the efficiency of 
resource usage. Figure 6.17 shows the task computing model for the sequence 
alignment application in both 2D and 3D views. In the proposed operating model, the 
R3TOS system is located at the static region, and all the SA application tasks can be 
flexibly placed anywhere in the reconfigurable region. The task size depends on the 
number of PEs, or the number of pipelined stages, which can also be flexibly 
customized depending on the currently available resources. Tasks having finished 
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Figure 6.17 Task computing model for Sequence alignment application 
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later coming tasks; so for example task1 is removed to give space for task6 in this 
example. 
Customising Tasks at Run-time 
The most significant feature of this application is that the size of application tasks 
can be customised in response to the currently available resources. This is achieved 
by the task scheduler. In addition to the basic scheduling operations, the task 
scheduler can assemble an application task from a number of pre-generated single 
PEs, taking into the consideration the current maximum resources.  
Figure 6.18 presents the proposed system diagram. The host API, which is the main 
CPU, is responsible for communicating with customers to deal with job requests. 
Since the main CPU is implemented on the MicroBlaze, which provides a number of 
standard communication ports, the communication between the R3TOS and the 
customer can be established through standard interfaces such as the TCP/IP to 
connect with the open network. After receiving a new request from the user, the main 
CPU then sends the new task to the task scheduler, together with the task 
performance requirements, such as the maximum folding number or the minimum 













































































































































































































































































































Figure 6.18 Proposed system operation diagram 
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each application task can vary depending on user requirements. For example, 
customers paying more can require more hardware resources for better performance.  
After receiving the task and its requirements, the task scheduler assembles a task 
according to the user’s requirements. The task is assembled by extracting and 
connecting the basic PEs, which are pre-synthesised off-line and stored in the 
bitstream library to be used for on-line generation. If the current resources are not 
sufficient for the assembled task, the scheduler will re-assemble the task by using the 
folding mechanism. The assembled task is passed to the task allocator, which can 
search for the best location and send it to the ICAP manager. After the position is 
decided, the allocator updates the maximum resource size and then feeds it back to 
the scheduler to be used for assembling the next task. Finally, the ICAP manager 
reads the bitstream of the assembled task from the bitstream library and downloads it 
to the configuration memory.  
The database sequence is stored in an external off-chip memory, such as SRAM, 
since the on-chip memory is not sufficient to accommodate large database sequences. 
In order to overcome communication bottlenecks, such as the limited bandwidth to 
external memory, a PCI interface and a high-bandwidth bus is fixed in the static 
region to provide larger bandwidth. Tasks can be connected to the high bandwidth 
bus for faster data exchange whereas tasks placed elsewhere can communicate with 
the host using the ICAP. The high-bandwidth bus significantly reduces the 
communication overhead in applications requiring the exchange of large amount of 
data. 
PE Interconnection 
The application tasks are assembled from pre-synthesised PEs, which are separately 
synthesised off-line. In order to allow for on-line task generation, each PE has to be 
inter-connectable to its adjacent PEs. This requires the PEs to be specifically 
designed in a symmetrical and homogeneous way.  
Inter-communication between the PEs is enabled by integrating an inter-PE Bus 
Macro (BM) during PE synthesis. BMs are hardware modules that have been 
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synthesised and manually placed and routed to use particular wires. When integrated 
with PEs, BMs can provide additional constraints to force PEs to use specified wires 
for both inputs and outputs. After integration with BMs, two PEs can communicate 
with each other as long as the they share the same wires, so that the output from the 
previous PE and the input to the next PE use the same wires at the same time.  
BMs can specify their outputs to particular wires, by giving constraints on the 
configuration of Switch Boxes (SBs). SBs are programmable switches capable of 
connecting any wires passing through them. Figure 6.19 shows the interconnections 
of SBs in the chip network. In Xilinx FPGAs, each CLB, BRAM, DSP or IOB 
resource block is attached to a SB to connect to the chip network. The SBs can 
flexibly connect any of two or more wires by configuring its Programmable 
Interconnections Points (PIPs). Figure 6.20 shows all of the PIPs in one SB. Here, 
the double lines are used to connect adjacent SBs, while nonadjacent SBs can be 
connected by the pent lines. Both double and pent lines are short wires that give 
direct links between two or more SBs. The long wires include vertical long lines, 
horizontal long lines, and global lines, which cross the whole chip in different 
directions. Apart from the wires to other SBs, lines at the right-hand side are 
connected to its local resources in the same CLB, which includes data slices, control 
SB SB SB SB SB SB 
SB SB SB SB SB SB 
SB SB SB SB SB SB 





























Figure 6.19 FPGA Switch Boxes (SB) and communication network 
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slices, and clocks. In the proposed implementation, since only two adjacent PEs 
require communication, the double lines are used to connect them. The top-left 
double lines are used for the inputs from the previous PE while the top-right double 
lines are used for the outputs to the next PE (see Figure 6.20).  
 
Figure 6.21 gives an example of the low-level PE implementation and its 
interconnections. Each PE is area-constrained to two CLB columns, which can be 
mapped to any two adjacent CLB columns in one clock region. In this example, a SA 
task is composed of 6 PEs, which are allocated from left to right in the same clock 
region. In addition, a BRAM column is connected to the left of the array to 
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used for the PE array could be separated by other resource columns, such as BRAM 
and DSP columns, which intercept in the middle of the homogeneously aligned CLB 
columns. In such cases, those columns can be bypassed to maintain the homogeneity 
and continuity of the PE array. Data is processed from left to right by all the CLB 
columns (PEs) in a pipelined manner.  
The interconnections between adjacent PEs are implemented using the horizontal 
short wires (double lines), which are shared between the first PE’s outputs and the 
second PE’s inputs. The double lines in the top-left corner are used as the inputs 
from the previous PE and the double lines in the top-right corner are used for the 
outputs to the next PE. Due to the symmetry between the double lines in the top-left 
and top-right corners, the previous PE’s outputs can be directly connected to the 
inputs of the next PE (see Figure 6.20). In Virtex-5 family FPGAs, there are 6 double 
lines that directly and exclusively connect to the adjacent SB, giving a 6-bit 
bandwidth bus. When integrating PEs with BMs, the outputs from a PE can be 
constrained to use specified LUTs and flip-flops, whose outputs are tied to those 
particular wires (double lines) using specifically programed PIPs (see Figure 6.21). 
In the proposed design, the task requires 38 bits for its four inputs, including 11-bits 
for F(i,j-1), 11-bits for Ix(i,j-1), 11-bits for M(i,j-1), and 5-bits for xi, and 38 bits for 
its four outputs, comprising 11-bits for F (i, j), 11-bits for Ix (i, j), 11-bits for M (i, j), 
and 5-bits for xi+1. As a result, a bus bandwidth of at least 38 bits is required for both 
inputs and outputs. Since each SB can provide a 6-bit bandwidth, each PE’s inputs 
occupy the left-hand 7 SBs for its inputs, which give a 42-bit bandwidth. Likewise, 
the right-hand 7 SBs together provide a 42-bit bandwidth used for the 38-bit outputs. 
In addition, a 5-bit width feedback link is integrated at the bottom of all the PEs, 
whereby the results produced by the last PE can be returned to the first BRAM 
column to give the input data for the next folding.  
Despite the resource heterogeneity, all SBs are regularly distributed around the 
whole chip. As a result, the inter-PE buses can be more generically applied to the 
whole chip. Figure 6.22 a shows the allocation of the SBs of one clock region. The 
four different types of logic resources, IOBs, CLBs, BRAMs and DSPs, are circled, 
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which shows that all SBs are aligned homogeneously regardless of differences in 
logic resources. The only differences between SBs are in their data lines to their local 
resource blocks. For example, in CLB blocks, the data lines are connected to SliceL 
and SliceM (see Figure 6.22 b); while in a BRAM block, the data lines are used as 
data and address buses to the memory block (see Figure 6.22 c). Likewise, the data 
lines of an SB in a DSP block are connected to the local DSP (see Figure 6.22.d); 
while an IOB’s SB is connected to the chip IOs (Figure 6.22 e). Nevertheless, for all 
different types of resource blocks, the connections between their SBs and the chip 
network are all the same: all the short wires and long wires are uniformly connected 
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Figure 6.21 Inter-PE communication illustration 
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a) Resource columns 
b) CLB block c) BRAM block 
d) DSP block e) IOB block 
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Figure 6.22 Homogeneously aligned Switch Boxes 
Switch Box Logic Slices 
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more generically by any two resource columns. Moreover, the uniform distribution 
of SBs gives a constant propagation delay for all inter-PE communication, which 
makes task assembly easier in that timing violations are avoided.  
Task Assembly  
In the proposed operating environment, an application task consists of a task header, 
a task body, a task tail and several dummy columns.  
The task header is implemented in a single BRAM column to store or buffer the 
input data before it is processed by PEs.  
The task body is composed of a number of pipelined PEs. Depending on the 
requirements of the user and the current availability of resources, the length of the 
task body can be flexibly customised by the scheduler. During system operation 
time, the user can set upper and lower thresholds for task performance, for example 
in terms of the maximum and minimum number of PEs. Afterwards, the task 
scheduler firstly attempts to assemble a task aiming at maximum performance, where 
the number of PEs is chosen to be as large as possible so as to satisfy the user’s 
requirement. If the available resources are insufficient to place the task, the task will 
then be folded to a reduced size. However if performance after folding would be 
reduced below the lower threshold set by the user, the task will wait in the task queue 
until any of the previously allocated tasks are removed from the chip.  
After data is processed by the PE array, the result is outputted by the task tail, which 
can be implemented in either distributed RAMs or BRAMs depending on the size of 
the output data. In the present implementation, the result is fed back to the task 
header using the feedback link, which gives the input data for the next fold. 
In order to deal with resource heterogeneity, dummy columns can be inserted to 
bypass one or more unused resource columns in one task. Since the CLB columns are 
intercepted by different types of resource columns, some of the PEs cannot be 
adjacently connected to each other. In such cases, dummy columns called column 
bypassers can be used to skip the heterogeneous resource column and pass the data 
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over the column without any data processing occurring. The dummy column is a 
separately synthesized hardware module in which the input SBs are directly linked to 
its outputs SBs, giving no latency on data transmission.  
Figure 6.23 gives the steps used to generate an application task. Before the system 
starts, a number of hardware components have been implemented and their 
bitstreams are stored in the bitstream library. These include task headers, task bodies, 
task tails, and resource bypassers (dummy columns). During system operation time, 
depending on the requirements requested by the client user, the task scheduler can 
select appropriate components and assemble a fully functional application task. After 
the task is assembled, the task allocator will search for the best position and then pass 
it to the ICAP manager, which can configure the bitstream of the composed task to 
the configuration memory through the ICAP. 
6.2.4 Multiple Frame Writing (MFW) 
In order to configure a task to the chip silicon, the ICAP manager needs to write a 
number of configuration data sequences, which are called bitstreams, to the FPGA’s 















































































































































































































































Figure 6.23 Steps to generate an application task 




The ICAP is a built-in bidirectional port which gives internal access to the 
configuration memory. More than one ICAP may be available on the same FPGA; 
for example Virtex-4 FX12 has two ICAPs located in the middle of the chip. 
However, they cannot be simultaneously used, and only one ICAP can ever be used 
at any one time. Figure 6.24 depicts the standard interface of an ICAP port, which 
includes a 32-bit input data port for configuration, a 32-bit output data port for 
reading back, a CE signal to enable the ICAP, a write enable signal for switching 
between W/R operations, and a busy signal for indicating if the ICAP is in its 
operational mode. The detailed operation timing graph have been published by the 
manufacturer [Xilinx2009] [Xilinx2012a]. 
 
According to the Xilinx user guide, the ICAP can be clocked up to 100MHz 
[Xilinx2009] [Xilinx2012a], and its data width can be changed from 8-bit to 32-bit. 
When operating in the 32-bit configuration mode at 100MHz, the ICAP provides a 
bandwidth of 32M bit /s, which is considerably higher than that of external 
configuration ports such as SelectMap and JTAG [Xilinx2012a]. 
However, the speed of configuration can be further increased by giving Multiple 
Frame Writing (MFW) instructions to the ICAP, which requires a change in the 
format of the commands in the bitstream. The following sections present the methods 
used to change the format of the bitstream to give MFW commands to the ICAP. 
















Figure 6.24 ICAP interface 
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In Xilinx FPGAs, a bitstream is composed of two sections: configuration commands 
and configuration frames. The configuration commands contain all the control 
information used to pre-set the ICAP before loading data to the configuration 
memory, including configuration modes and data size. The configuration frames are 
the content to be downloaded to the configuration memory, which describes all the 
logic of the hardware resources (see section 6.1.3).  
TABLE 6.7 gives the bitstream used for writing two frames to the configuration 
memory operating in the normal configuration mode. The bitstream includes three 
parts: initial commands, frame data, and finishing commands. The initial commands 
take 12 clock cycles to send 12 32-bit words (an 8-hex value) to the ICAP, including 
synchronizing the ICAP, resetting the CRC code, setting the Frame Address Register 
(FAR), and defining the number of words to write. The word stored in the FAR 
indicates the physical address of the frame to be written. TABLE 6.8 lists the 
representations of bits in the FAR register, in which bit22 indicates the top or bottom 
half of the FPGA; bit21-bit19 determine the type of resources (000 for CLB, 001 for 
BRAM connection, and 010 for BRAM content); bit18-bit14 specify the address of 
the clock region (row address); bit 13-bit6 present the column address, and bit5-bit0 
give the frame address of the column. In addition, NO-OP operations are inserted to 
give the ICAP more time redundancy to execute certain commands. At the end of the 
initial commands, two commands, type-1 Frame Data Register Input (FDRI) and 
Type-2 FDRI, are used to specify the number of frame words to be written. As soon 
as the FDRI register is written with the number of frames, the frame data is 
sequentially sent to the ICAP from the next clock cycle. In this example, two frames 
require 82 32-bit words, which takes 82 clock cycles to complete. After all of the 
frame words are sent to the ICAP, a sequence of finishing commands is used to reset 
the ICAP to its initial stage for its next round of operation. Likewise, the bitstream 
for the readback operation is similar to that of the writing operation, which is 
composed of initial commands, frame data, and finishing commands (see TABLE 
6.9). The initial commands are different in that the number of frame words is written 
to the Frame Data Register Output (FDRO) instead of the FDRI. In addition, the 
initial  
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1 W 20000000 NO-OP 
2 W AA995566 Synchronization command 
3 W 30008001 Type 1 write 1 words to CMD 
4 W 00000007 Reset CRC 
5 W 20000000 NO-OP 
6 W 20000000 NO-OP 
7 W 30008001 Type 1 write 1 word to CMD 
8 W 00000001 WCFG command 
9 W 30002001 Type 1 write 1 word to FAR 
10 W 00000000 FAR=00000000 
11 W 30004000 Type 1 write 0 words to FDRI 









13 W xxxxxxxx Write word 1 (frame1) 
14 W xxxxxxxx Write word 2 (frame1) 
15-52 W ... Write word 3-40 (frame1) 
53 W xxxxxxxx Write word 41 (frame1) 
54 W xxxxxxxx Write word 42 (frame2) 
55 W xxxxxxxx Write word 43 (frame2) 
56-93 W ... Write word 44-81 (frame2) 














95 W 20000000 NO-OP 
96 W 30008001 Type 1 write 1 word to CMD 
97 W 00000005 START command 
98 W 30008001 Type 1 write 1 word to CMD 
99 W 00000007 Reset CRC 
100 W 30008001 Type 1 write 1 word to CMD 
101 W 0000000D DESYNC command 
102 W 20000000 NO-OP 
103 W 20000000 NO-OP 
 
commands contain a SHUTDOWN operation to protect the configuration memory 
during readback operations. In TABLE 6.7, the frame words are written to the 
configuration memory in the sequential mode. In such cases, the 41 words of each 
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frame require 41 clock cycles, and the total configuration time can be calculated by 
Equation 6.4. 
finclkframeinitcfg TfNTT  )41(
  
Equation 6-4 Normal configuration  
Tcfg is the total configuration time, which is the sum of the time for sending initial 
commands (Tinit), the time for the configuration of frame data, and the time for 
finishing commands (Tfin). The initial and finishing commands require fixed time 
durations, which are insignificant compared with that for frame data configuration. 
The time needed for configuring the frame data is the product of the number of frame 
words (41) and the number of frames to be configured (Nframe), multiplied by the 
frequency of the system clock (fclk).   
TABLE 6.8 FRAME ADDRESS REGISTER 
Bit Width Function 
31-23 9 Reserved 
22 1 Top/bottom 
21-19 3 Block type 
18-14 5 Row address 
13-6 8 Column address 
5-0 6 Minor address 
Writing multiple frames using compressed bitstream 
However, the configuration speed can be increased at least twice if identical frames 
exist in the same bitstream. To replicate one identical frame to a different frame 
address, only 2 more cycles are required. The replication saves 39 clock cycles in 
configuring one frame compared with conventional bitstream configuration which 
requires 41 cycles for one frame configuration. The time needed to configure 
identical frames can be expressed by Equation 6.5: 
clkframeinitcfg fNTT  )241(
  
Equation 6-5 MFW configuration 
The replication of identical frames is also called MFW, and a bitstream using such 
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1 W 20000000 NO-OP 
2 W AA995566 Synchronization command 
3 W 30008001 Type 1 write 1 words to CMD 
4 W 00000007 Reset CRC 
5 W 20000000 NO-OP 
6 W 20000000 NO-OP 
7 W 30008001 Type 1 write 1 word to CMD 
8 W 0000000B SHUTDOWN command 
9 W 20000000 NO-OP 
10 W 20000000 NO-OP 
11 W 20000000 NO-OP 
12 W 20000000 NO-OP 
13 W 30008001 Type 1 write 1 word to CMD 
14 W 00000004 RCFG command 
15 W 30002001 Type 1 write 1 word to FAR 
16 W 00000000 FAR = 00000000 
17 W 28006000 Type 1 read 0 words from FDRO 
18 W 00000052 Type 2 read 82 words (2 frames) 
19 W 20000000 NO-OP 





 21 R xxxxxxxx Read word 1 
22 R xxxxxxxx Read word 2 
23-101 R ... Read word 3-81 














103 W 20000000 NO-OP 
104 W 30008001 Type 1 write 1 word to CMD 
105 W 00000005 START command 
106 W 30008001 Type 1 write 1 word to CMD 
107 W 00000007 Reset CRC 
108 W 30008001 Type 1 write 1 word to CMD 
109 W 0000000D DESYNC command 
110 W 20000000 NO-OP 
111 W 20000000 NO-OP 
commands is named a compressed bitstream. The compressed bitstream was 
originally developed by Xilinx, in aiming to compress the size of a bitstream so that 
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it could be easily stored in external non-volatile memories such as FLASH 
memories. On the other hand, the compressed bitstream can also significantly reduce 
the configuration overhead when multiple identical frames are reconfigured at run-
time. In the light of the above, this technique is applied in the proposed system to 
speed up dynamic reconfiguration, since a considerable number of identical PEs are 
heavily reused in highly pipelined PE arrays. Moreover, not only can the multiple 
PEs be replicated at faster speed, but also the finished tasks can be blanked in a 
shorter time, as the blanking operation is equivalent to replicating zero frames to the 
whole task region. When configuring multiple identical frames, the compressed 
bitstream can achieve up to 20 times speed-up in comparison to normal sequence-
based configuration. 
Figure 6.25 gives the comparison of normal configuration and MFW configuration. 
In the normal configuration mode, the 41 words need to be rewritten for each frame, 
even if two frames are identical. However in the MFW configuration mode, the same 
41 words can be copied to different frames by only updating the frame address in the 
FAR. As a result, the MFW configuration requires only 2 clock cycles to configure 
an identical frame, whereas the normal configuration requires 41 cycles. 
TABLE 6.10 gives the bitstream used for configuring two identical frames to the 
configuration memory using MFW mode. The initial and finishing commands are the 
same as those in normal configuration. However, when configuring the second 
frame, MFW only needs to update the address in the FAR, rather than rewriting all of 
 
Normal Configuration 
Write 41 words to data register Write 41 words to data register 
Write address to FAR register Write address to FAR register 
Write CMD register to start Write CMD register to start 
Write 41 words to data register 
FAR address automatically +1 
Write next address to FAR register 
MFW Configuration 
Write initialization commands Write initialization commands 
Figure 6.25 Steps for normal and MFW configuration 
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1 W 20000000 NO-OP 
2 W AA995566 Synchronization command 
3 W 30008001 Type 1 write 1 words to CMD 
4 W 00000007 Reset CRC 
5 W 20000000 NO-OP 
6 W 20000000 NO-OP 
7 W 30008001 Type 1 write 1 word to CMD 





 9 W xxxxxxxx Write word 1 
10 W xxxxxxxx Write word 2 
11-48 W ... Write word 3-40 














50 W 30002001 Type 1 write 1 word to FAR 
51 W 00000000 FAR=00000000 
52 W 30014000 Multiple frame write 
53 W 30002001 Type 1 write 1 word to FAR 
54 W 00000001 FAR=00000001 
55 W 30014000 Multiple frame write 
56 W 20000000 NO-OP 
57 W 30008001 Type 1 write 1 word to CMD 
58 W 00000005 START command 
59 W 30008001 Type 1 write 1 word to CMD 
60 W 00000007 Reset CRC 
61 W 30008001 Type 1 write 1 word to CMD 
62 W 0000000D DESYNC command 
63 W 20000000 NO-OP 
64 W 20000000 NO-OP 
the 41 frame words. As a result, the entire configuration requires 64 clock cycles, 
which is just over one half of the number used in normal configuration mode (103 
cycles). Note that, when more identical frames are required, the configuration speed 
increases dramatically compared to normal configuration, with up to 20x speed-up. 
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6.2.5 Tests and Results 
The proposed sequence alignment application was implemented on an 
XC5VLX110T FPGA on an Alpha Data ADM-XRC-5LX board. Figure 6.26 gives 
the layout of the whole chip implemented with the R3TOS and two SA application 
tasks. The static region is fixed in the left half of the 5
th
 clock region, where both the 
R3TOS and ICAP are located. The other areas are used as the reconfigurable region, 
in which application tasks can be flexibly placed at arbitrary positions.  
During the system operation time, multiple tasks can execute in parallel in different 
positions at the same time, and their size and performance can be flexibly customized 
depending on both of the user requirement and the currently available resources. For 
example in Figure 6.26, two SA tasks with different performances levels run in 
parallel for two different query sequences. The first task is composed of 21 PEs using 
42 CLB columns, whereas the second task consists of 9 PEs that occupy 18 columns.  
In the proposed SA application, the task head is implemented in a BRAM column, 
which temporarily buffers the input data of database sequences from the external 
memory. In the target Virtex-5 LX110T FPGA chip (XC5VLX110T), there are 8 
clock regions, and each contains 4 BRAM columns, so that there are in total 8×4 
BRAM columns available to be used by the task head, giving 32 possible locations at 
which to place an SA task. In addition, in order to increase the communication 
throughput, a high-bandwidth bus is fixed in the leftmost region of the chip, whereby 
the content of the first BRAM column can be quickly updated with low time and area 
overheads. On the other side, the ICAP communication mechanism is used to read 
the result outputted by the task tail, since the size of the result (alignment score) is 
relatively small. In the target chip, each clock region contains 50 CLB columns; 
hence there are a total of 50×8 CLB columns available in the whole chip, allowing 
for a maximum of 8 fully pipelined tasks (with 25 PEs) running at the same time. If 
the required number of PEs for one task is more than 25, it will not fit within one 
clock region. In such a case, the PE array can be routed across multiple clock regions 
by applying the snake strategy [Iturbe2011a], so that one SA task can have a pipeline 
with a maximum length of 200 PEs. 
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Figure 6.26 Implemented R3TOS and pairwise sequence alignment cores on an 
XC5VLX110T FPGA 
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Figure 6.27 illustrates the schematic implementation of a single PE and its 
interconnections to adjacent PEs. As mentioned in Section 6.2.3, each PE is 
implemented in two CLB columns, and requires 38-bit input and 38-bit output, 
which are implemented using 7 SBs each on the left and right sides. In each SB, 
there are 6 double lines directly connected to the next SB, allowing 6-bit data to be 
transmitted directly between PEs. The SB at the bottom of a PE is used to build the 
direct link to feedback the results from the task tail to the task head. The feedback 
link provides a bus horizontally connecting the task tail to the task head, whereby 
data can be fed back to the input buffer for the next folding. 
To test the performance of the PEs, UniProtKB/ TrEMBL [Isa2012] database 
sequences were used as the task inputs, and the results compares with those of 
previous approaches implemented in both software and hardware. The results show 
that the proposed reconfigurable PE array has achieved significant speed-up 
compared with previous approaches, and the dynamic run-time task assembly gives 
zero penalties for the performance of all PEs [Isa2012, Hong2013b].  
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PIP Routing a SB 
Figure 6.27 Implemented PE and communication routing 
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TABLE 6.11 gives a comparison of the software approach and the hardware 
implementation. The results show that, when using 25 pipeline stages, which is the 
maximum length in one clock region, the hardware implementation increases 
computing speed by ~30x, in comparison with the performance of SSEARCH35 
[Isa2012] software running on an Intel(R) Quad Core 64-bit Q8300 CPU, 
[Hong2013b].  
TABLE 6.11 PE EXECUTION TIME COMPARED WITH SOFTWARE 
Query 
Accession 
Length PE Fold 
Execution Time (s) 
Speed-up 
Ours SSEARCH 
P02652 100 25 4 303 9416 ×31.08 
Q9H3V2 200 25 8 599 17160 ×28.65 
Q8NC42 400 25 16 1215 35992 ×29.62 
 
PE performance is also compared with previously proposed hardware 
implementations. Note that the performance of the hardware implementations not 
only depends on the design, but is also closely related to the device technology used, 
such as gate delay and propagation delay. Taking into the consideration device 









Equation 6-6 Normalized speed-up 
in which SpeedUpRaw is the speed improvement obtained from the real test, 
NumberLC is the number of logic cells consumed by each PE, representing area 
consumption, and Device Delay is the device propagation delay.  
TABLE 6.12 presents the test results of the proposed PEs, which achieve 1.53x and 
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[Benkrid2009] XC2V6000 0.69 0.23 ×4.58 ×1.53 
[Oliver2005] XC2V6000 0.49 0.23 ×5.13 ×2.40 
      1 
Resource Ratio = LCs consumed by our approach / LCs consumed by Reference. 
      2
 Device Delay Ratio = XC5VLX110 delay / XC2V6000 delay 
 
TABLE 6.13 gives the evaluation of system configuration speed. On average, the 
system requires ~18 μs to find the best location for a task. To place an application 
task, the system needs to configure the task header, the task body, and the task tail to 
the target region, which requires less than 150 μs for a task of average size. Note that, 
when configuring multiple identical frames, the configuration speed is significantly 
improved by MFW. For example, when configuring 25 PEs, the time needed for 
configuring each PE is reduced to 134.22/25 = ~5.4 μs, which is 13 times faster than 
configuring a single PE task. Likewise, when removing a finished task from the chip, 
MFW can be applied to reduce the configuration time to less than 40 μs. 
 In terms of area consumption, the R3TOS implemented on Virtex-5 FPGA requires 
fewer resources than its implementation on Virtex-4 FPGA. When implemented on 
Virtex-5, the whole system requires 1210 slices and 14 BRAMs, which is only 7% 
and 5% of the total resources of the chip. 
TABLE 6.13 TASK PLACER PERFORMANCE (UNDER 100MHZ) 
Process Time 
Finding Location (Average Time) 18 μs 
Configure  PE Header 68.38 μs 
Configure 1 PE Body 2.98 μs 
Configure 1 PE Tail 2.98 μs 
Configure whole task (10x PE) 111.18μs 
Configure whole task (25x PE) 134.22μs 
Update Data Input (Configure one BRAM content) 26.56 μs 
Blank whole task (25x PE) (Power Saving) 36.32μs 
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On-line task customisation aims to improve overall system performance by more 
efficiently using hardware logic. In order to evaluate the improvement in overall 
system performance, a real-time, multi-user, multi-tasking environment is emulated, 
in which a number of tasks with different ranges of user requirements can be 
customised (folded) to fit into currently available resources. The results show that the 
overall task finishing rate is significantly improved when using folding adjustment. 
TABLE 6.14 presents 6 task sets (φ1- φ6) with different ranges of user requirements 
varying from low to high, and the results for task finishing rates. Each of the first 
three sets (φ1- φ3) contains 100 tasks, which are requested every 36 seconds. 
Likewise, each of the second three sets (φ4- φ6) has 200 tasks sent every 18 seconds. 
Every task set is tested for 60 minutes on XC5VLX110 (with 50 × 8 CLB columns) 
using the same query accession (P02652). The performance requirement is 
represented as its maximal allowable fold. For instance, a task for which higher 
performance is required will have less maximal allowable fold, which prevents the 
task from being folded too many times. In contrast, a task for which lower 
performance is required will have a higher maximum allowable fold, whereby the 
task can be folded more times to reduce its size at the cost of performance. The 
maximal allowable fold is a random number ranging from Foldmin to Foldmax. For 
example, when testing the first task set (φ1), a task is requested by the user every 36 
seconds, and the maximal allowable fold is a random number ranging from 4 to 32. 
The system will firstly attempt to place the task with its minimal fold of 4. If the 
current resources are insufficient to place the task with 4 folds, the system will keep 
doubling the fold number until either the task can fit into the chip, or its maximum 
fold number is reached. The folded task will be configured to the chip if its folding 
number is less than its maximum fold number; otherwise the task has to be queued in 
the ready task list to wait for existing tasks to be removed. At the end of the test, the 
number of finished tasks (Nfinished_tasks) and the task completion rate (Rfinished_tasks) are 
obtained. The results show that, when using folding adjustment, the overall task 
completion rate is improved by ~2.5x compared with tasks without using folding 
adjustment (see Figure 6.28). This improvement becomes more significant when 
more flexible task requirements are applied (~3x), since tasks can be folded more 
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times to fit into smaller resource slots, whereby resources are more efficiently used 
rather than staying idle. 
TABLE 6.14 SYSTEM PERFORMANCE TEST 






















Rrequested_tasks Every 36 s Every 18 s 






























Chip size: 50 × 8 CLB columns, Test duration: 1 hour (3600s) 
Query accession: P02652, Folding starting number: 4 
 
6.3 Conclusion 
This chapter presented the development of two applications using the R3TOS, the K-
NN classifier and pairwise biological SA. The former is a classification algorithm 
used in bioinformatics to compute the distance between a query vector and vectors in 
a training set. The latter is a dynamic programing-based algorithm used for 
identifying the regional/global similarities between two biological sequences. 
The two applications were used to demonstrate R3TOS in different respects. In the 
K-NN application, the system shows its capability of allocating a task (a K-NN core) 
at an arbitrary position, and communicating with tasks using the ICAP mechanism. 
In addition, the system’s fault tolerance is improved by reallocating a task from 
Figure 6.28 Performance improvement by using folding adjustment 
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damaged resources. On the other hand, the SA application demonstrates that the 
system is capable of adjusting the size of an application task (an SA PE array) in 
response to the currently available resources, whereby the overall system 
performance is improved by making better use of idle hardware resources. Moreover, 
this chapter gave a more detailed illustration of low-level system operation in the 
context of two case studies, including the mapping between bitstreams in the 
configuration memory and their corresponding functionalities in the logic layer, as 
well as of low-level methods such as MFW to improve configuration speed,.  
The results show that the proposed R3TOS system has achieved a higher flexibility 
in managing hardware resources in multi-user, multi-tasking applications, whereby 
hardware tasks can be swapped in/out from the chip in a time-multiplexed fashion. 
Benefitting from this, the efficiency of resource usage and overall system 
performance are improved by sharing limited hardware resources between different 






Chapter 7: Conclusion and Future Work 
Chapter 7 
Conclusion and Future Work 
his thesis presented a Reliable, Reconfigurable, Real-Time Operating 
System, the R3TOS, which bridges the widening gap between the 
development of complex high-level user applications and their implementation in 
complicated low-level Dynamic Partial Reconfiguration (DPR) hardware. The 
R3TOS significantly exploits up-to-date DPR technologies, while providing a 
generic software-like programming API to application users whereby software-
centric application developers can benefit from DPR capabilities such as high 
performance, low power, and flexible adaptability.  
This chapter firstly summarises and draws conclusions about the main achievements 
of each chapter. The impact of the work on some major objectives in this field is then 
evaluated. Finally, some criticisms of this system are discussed, which should assist 
in future work related to this research. 
7.1 Summary and Conclusions 
The R3TOS is developed with three major goals in mind of high reliability, flexible 
reconfigurability, and improved real-time performance, by means of the use of 
advanced DPR techniques. A novel system model and innovative scheduling and 
allocating algorithms have been proposed, and implemented with real hardware logic. 
The system has been demonstrated in the context of two applications.  
T 
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TABLE 7.1 describes the main achievements reported in Chapters 3 to 6, after an 
introduction and review of relevant work were given in Chapters 1 and 2 of this 
thesis.  
In chapter 3, the overall system was introduced and illustrated with regard to its three 
objectives of reliability, reconfigurability, and real-time performance. Reliability is 
improved by isolating faults within each module, triplicating reconfigurable regions, 
and applying the scrubbing technique utilizing ECC mechanisms. In terms of 
reconfigurable flexibility, the system allows tasks to be arbitrarily placed anywhere 
on the chip, with the support of four communication mechanisms and efficacious 
allocation algorithms. In addition, real-time performance is guaranteed by integrating 
the proposed novel scheduling algorithms with commercially used ROSs such as 
FreeRTOS. 
Chapter 4 presented one efficient real-time scheduling algorithm (FAEDF) and two 
efficacious allocation algorithms (EAC and EAV). Compared with previous 
approaches, the FAEDF improves scheduling efficiency up to two fold, while an 
increase of ~25% allocation efficiency is achieved using EAC. Moreover, when 
combining the FAEDF and EAV, the task finishing rate is further improved up to 
two fold.  
Chapter 5 presented the hardware implementation of the R3TOS HWμK, which 
includes the task scheduler, the task allocator, and the ICAP manager. The three 
components are implemented on three fault-tolerant microprocessors, which utilise 
ECC mechanisms to recover from any faults with low overheads. In addition, a SMP-
based architecture is implemented to allow shared memory based programming in 
the R3TOS. 
Finally, in chapter 6, the R3TOS was demonstrated in the context of two 
applications, namely K-Nearest Neighbour Classifier (K-NN) and Sequence 
Algiment (SA). The former proves the basic concept of R3TOS that tasks can be 
reallocated flexibly from damaged resources and can communicate without  
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TABLE 7.1 CONCLUSION OF MAIN ACHIEVEMENTS 




 Tasks are logically and operationally isolated to prevent 
faults from propagating to other units. 
 Reconfigurable regions are triplicated to give regional 
redundancies. 
 Faults can be detected and fixed by ECC mechanism and 
scrubbing technique.  
Reconfigurability 
 Tasks can be flexibly placed at arbitrary positions on the 
chip. 
 Four novel communication mechanisms are developed to 
enable inter-task communications. 
 Novel allocating algorithms are developed to reduce chip 
fragmentation. 
Real-time 
 Novel real-time scheduling algorithms are developed to 
give hardware real-time scheduling 
 FreeRTOS software kernel is integrated to provide 







 FAEDF achieves up to 2x scheduling efficiency 




 EAC achieves ~25% improvement on allocating 
efficiency compared with MER and VLS algorithms. 
 EVC-FAEDF achieves up to 2x task finishing rate 






 EPA is developed to enable processor’s program memory 
to be protected by ECC memories. 
 Processor can automatically self-recover from any fault. 
 Errors can be detected and fixed with minimal time and 
area overheads. 
R3TOS HWμK  
 Hardware tasks are effectively scheduled, and hardware 
resources are efficiently managed with low time and area 
overheads. 
 Two orders of improvement on configuration speed are 




 The mechanism allows shared memory based programing 
in R3TOS. 






 Tasks can communicate without on-chip routing 
 Fault tolerance is improved by task reallocating. 
 Configuration speed is improved with low area overhead. 
Sequence 
Alignment 
 Tasks can be customised at run-time in response to the 
current available resources. 
 MFW increases configuration speed by ~20x. 
 PE achieves ~30x and ~2x speed-up compared with 
previous software and hardware approaches respectively 
 The overall system performance is improved by ~2.5x. 
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conventional routings. The latter application demonstrates that the system is capable 
of customising tasks at run-time in response to both user requirements and the 
currently available resources, whereby the high performance of PEs is maintained 
and overall system performance is improved by ~2.5x.  
Finally, it is acknowledged that work completed in 2012 on a previous version of the 
R3TOS has been published by group member Xabier Iturbe in his doctoral thesis 
[Iturbe2013c], That publication does not include work completed in the last year, 
such as on the SMP and two bioinformatics applications. Moreover, some additional 
work has been published on reliable clock-nets [Iturbe2012], a power-chain 
application [Iturbe2013b], and an SDR application [Torrego2013]. Last, but not 
least, I acknowledge that some of the ideas and results in this thesis have been 
published in our journal and conference papers (see relevant publications, page viii). 
Nevertheless, all the contents of this thesis, including the text and diagrams are 
completely original and no diagram or sentence has been copied from any previous 
publications. 
7.2 Novelty contributions 
The novelty contributions of this work are: 1) a novel implementation of an efficient 
task scheduler and a task allocator, which are the main components of the system. 2) 
The implementation of a scheduling algorithm (FAEDF) and two allocating 
algorithms (EAC and EVC), which are used together and have improved the task 
finishing rate by up to two times. 3) A novel implementation of a fault-tolerant 
microprocessor, which is capable of automatically correcting a single error without 
halting the processor operating, as well as recovering from multiple faults by using 
the scrubbing technique. 4) A novel symmetric multiprocessing (SMP)-based 
architectures that allows the system to be programed in through a shared memory-
like interface, with relatively less area and time overheads. 5) Two application 
demonstrations, namely the K-NN and the SA application, whose results show that 
the system has significantly improved its operating performance towards both area 
and time efficiency, with ~2x improvement compared with other non-reconfigurable 
systems. 
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7.3 Evaluation of Impacts 
The R3TOS has achieved high improvement in reliability, reconfigurability, and 
real-time performance by means of advanced DPR techniques. This has a positive 
impact in terms of satisfying major objectives in this field. The following sections 
describe some of the main achievements of this work. 
Reliable Computing 
Reliable computing is demanded in a number of safety critical applications, such as 
aerospace where devices have to be designed to counter highly radiative 
environments. Reconfigurable hardware, such as the FPGA, is preferred since it 
allows for in-system reconfiguration after launch. The R3TOS has significantly 
improved the reliability of reconfigurable hardware, from its computing model to its 
hardware implementation, making it more likely to meet safety-critical criteria.  
In Chapter 3, a new task dependency model are proposed, where each task is both 
physically and operationally isolated, so that a fault occurring in the silicon can be 
self-contained within one unit or task module, rather than being propagated to other 
units. In addition, the R3TOS partitions the whole chip region into three FCCRs to 
provide regional redundancy. In Chapter 5, the low-level implementation of a 
proposed fault-tolerant microprocessor is presented. The system’s reliability was 
then tested and demonstrated in Chapter 6.  
The results show that the R3TOS can keep the system fault-free at all times by 
rapidly detecting and fixing transient faults, and conveniently reallocating tasks onto 
non-damaged logic resources. Thereby, the R3TOS permits a step up to the Safety 
Integrity Levels (SIL) required by current international safety criteria, such as IEC-
61508. Moreover, the R3TOS successfully translates reliable and efficient electronic 
advances into system performance improvement, while also prolonging the lifetime 
of reconfigurable devices. 
Multi-User Multi-Tasking Computing 
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Aiming at improving the efficiency of the usage of computing resources, multi-user, 
multi-tasking systems have become more popular since they allow for the sharing of 
computing resources among different users and running multiple tasks in parallel, 
whereby limited hardware resources can be more efficiently exploited. The R3TOS 
has moved this concept to a more advanced scenario, where not only can the same 
resource be shared for different purposes, but also the functionality of the hardware 
can be customised and specialised for a particular user or a specific application task. 
The R3TOS is capable of creating a piece of hardware logic for a specific application 
task and allocating it to an optimal position at run-time, whereby both system 
performance and the efficiency of resource usage are improved. This was 
demonstrated in the context of a bioinformatics sequence alignment application in 
Chapter 7. The results show that the novel algorithm achieves ~25% increase in 
allocation efficiency, and overall system performance is improved by ~2.5x. 
Energy Efficiency 
With advances in technology, transistor density rapidly increases as predicted by 
Moore’s law. As a result, high levels of heat have become a bottleneck in improving 
device performance, since the heat generated by the high clock frequency is too high 
for cooling to be effective [Patterson2008]. Hardware specialisation has alleviated 
this problem to some degree, by using dedicated hardware for a specific application, 
rather than using Von-Neumann architectures. However, such dedicated hardware 
also renders the logic resource; concerned too specialised to be used for other tasks. 
Consequently, since specialised hardware is not frequently used, idle resources will 
entail undesired power consumption, which severely reduces energy efficiency.  
The R3TOS has successfully eliminated the energy consumed by idle hardware 
logic, by removing finished tasks from the chip or disabling the clock for a particular 
region. Thereby, the system can benefit from specialised hardware without 
introducing redundant power consumption. In addition, the R3TOS achieves low 
overheads in both configuration time and area, which further reduces unnecessary 
energy costs. 
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High Performance and Adaptive Computing 
The R3TOS promotes the development of high performance and adaptive computing. 
Firstly, the R3TOS has significantly improved computing performance by means of 
hardware specialisation, such as highly pipelined PEs, rather than using traditional 
generic computing platforms such as General Purpose Processors (GPPs) and 
Application-Specific Instruction-set Processors (ASIPs). Moreover, in the R3TOS, a 
task is operated locally in an exclusive region, which allows the task to be clocked at 
a maximal frequency despite other tasks running. As a consequence, higher 
performance can be achieved by the hardware specialisation and operational 
dependency, which permits a step up to the level of server-based high performance 
computing. Last, but not least, the R3TOS is capable of autonomously adapting the 
computing workload in response to the currently available resources, promoting a 
means for future reconfigurable adaptive computing. 
Apart from the aforementioned four types of impact, the R3TOS also promotes the 
real-time performance and high level programming features for reconfigurable 
operating systems. In real-time, the novel FAEDF algorithm has achieved up to 2x 
better efficiency in scheduling hardware tasks (see Chapter 4), providing a good QoS 
to meet real-time constraints especially in reconfigurable systems. On the other hand, 
the R3TOS supports the high-level programming of reconfigurable hardware, by 
giving hardware tasks a software look-and-feel, which facilitates its use by software-
centric application developers. 
7.4 Criticisms and Future Work 
The main contribution of the R3TOS is that it proves the feasibility of realising a 
system model to allow hardware tasks to behave just like software tasks, whereby 
some direct benefits can be obtained such as reliability, higher performance and 
adaptability. However, the development of the R3TOS is still not fully accomplished 
due to the limitations of devices and technologies. The following sections firstly give 
some critiques of the developments so far, and then propose future work related to 
this research. 




The main limitation of the R3TOS system is configuration speed. Although the ICAP 
driver has achieved the maximal throughput of 400MB/s, the time overhead for 
configuring a task is still measured in the range of tens of microseconds. In effect, 
this bottleneck is caused by the limited bandwidth of the configuration memory, 
which is similar to the memory bottleneck in the Von Neumann architecture. To 
circumvent this bottleneck, the compressed bitstream is used to replicate multiple 
frames using MFW, which increases the speed by ~20x. Nevertheless, the time 
overhead is still too large to support frequent task swapping, such as the context 
switching used in preemptive scheduling algorithms. Besides above, the 
configuration speed limits the throughput of ICAP-based communication, making it 
feasible only for Low-bandwidth communication tasks. In order to solve this 
bottleneck, more advanced memory technologies need to be applied to the FPGA 
configuration memory, such as DDR4 memory which has a throughput of 21GB/s 
[Shilov2012]. 
In addition, the R3TOS is currently highly specified for particular chips and 
applications, making it difficult to be ported to other devices for different 
applications. One reason for this is that the implementation of the R3TOS relies on a 
set of specific low-level constraints, which have to be manually placed since they 
cannot be automatically managed by generic synthesis tools. For example the 
system’s static region has to cover all of the essential elements, such as the ICAP, 
ECC, and IO ports, which are different in various chips. As a result, considerable 
effort will be required in updating the R3TOS to a different chip or board. Besides, 
the increasing heterogeneity of reconfigurable devices makes it difficult to area-
constrain a task at low-level, as well as flexibly placing tasks to arbitrary positions. 
Consequently, only a limited number of application tasks requiring homogenous 
resources can benefit most from the system’s capabilities. 
Moreover, the reliability of the system is tested by injecting faulty bits into the 
configuration memory using the ICAP, which is only an emulation of a radiative 
environment. In the light of this, a real fault tolerance test needs to be carried out by 
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physically exposing devices to real radiation, rather than using artificial on-chip 
mechanisms. 
Future work 
First of all, a realistic solution has to be found to counter the configuration memory 
bottleneck. Besides the fact that forthcoming advances in technology, such as higher 
bandwidth memories may become available, the Network on Chips (NoCs) can be 
used to release the workload of the reconfigurable port, allowing the ICAP to be 
dedicated for use in configuring tasks only. For example, the NoC can provide bi-
directional high bandwidth channels between the main CPU and tasks, which can 
replace the ICAP polling mechanism. However, NoCs may introduce extra footprints 
fragmenting the reconfigurable region and reducing allocation flexibility. Therefore, 
a balance-point needs to be found, which optimises the overall performance while 
trading off configuration speed and allocation flexibility. 
Since the current R3TOS is highly specified to particular devices and applications, 
more universal solutions should be investigated to support for more standardised 
programming interfaces for both system and application development. In the first 
case, to standardise system development, the R3TOS has to become more compatible 
with commercial synthesis tools such as Xilinx XST. For instance, the low-level 
constraints of the R3TOS can be encapsulated into one single script file, which can 
be automatically recognised and translated by the hardware synthesiser during 
system implementation. Secondly, the development of user applications should be 
carried out in line with state-of-the-art parallel computing platforms and APIs such 
as NVIDIA CUDA and OpenCL, which can provide extra support for high-level 
dependency analysis and logic partitioning. Thus, the future development of the 
R3TOS as well as its applications should move toward being more efficient, 
efficacious and intelligent, by using other standard high-level synthesis tools rather 
than relying on inefficient manual work.  
Apart from the previously mentioned works, the development of DPR techniques 
needs a key application to emphasize its fundamental importance and essentials, 
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where the reconfigurable system serves as the only solution, rather than a beneficial 
approach. Although the R3TOS has been demonstrated in the context of two 
applications, it can only be proven that the R3TOS improves system performance, 
rather than solving real problems. In addition, system performance should be tested 
and evaluated using a more standard benchmark, which should be built upon 
classical DPR-based applications. In the light of the above, more representative 
applications should be addressed to promote DPR to become a more attractive 
technique used in industrial fields.  
Apart from the aforementioned three long-term future research areas, some short-
term work could be achieved. First of all, system integration is not yet fully complete 
and is still on going at the time of writing this thesis. The fully integrated system will 
have all functionalities available at the same time and a more easy-to-use interface 
will be available to application developers.   
While integrating the system, efforts have to be made to cope with resource 
heterogeneity, which is increasing with the appearance of more advanced devices. 
For example, in the latest FPGAs, not only are the traditional resources such as 
CLBs, BRAMs, DSPs and IOBs available, but also new specific blocks such as 
EMACs are integrated. In the light of this, the task allocator should be enhanced to 
deal with more diverse resource, as well as the low-level interconnections of 
hardware resources. One of the difficulties here is the lack of configuration 
information released by manufacturers, such as bitstream mapping and SB 
connections, which are currently obtained by means of reverse engineering carried 
out by researchers, resulting in a longer development time. 
One interesting area of research would be to develop more intelligent allocation 
mechanisms. For example, a temperature sensor can be used to keep track of the 
temporal heat on the chip, whereby the task in a hot region can be reallocated to a 
cool area to avoid overloading the resources [Lopez-Buedo2004]. Another idea is to 
make the R3TOS system kernel (static region) reallocatable, and thereby fault-
tolerance would be further improved since the system could cope with damaged 
resource occurring in the static region. However, system reallocation involves a 
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number of static primitives, such as the ICAP, which increases the level of difficulty 
of such work. 
Last, but not least, the R3TOS is being updated by present research group members 
to more advanced FPGA chips, including a Xilinx Virtex-6 FPGA (XC6VLX240T) 
on a ML605 board, and a Xilinx Zynq FPGA (Zynq-7000) on a ZedBoard 
[Xilinx2013a, Xilinx2013b]. The new generation of chips provides the R3TOS with 
more powerful device support. For example, The Virtex-6 FPGA provides a larger 
chip area (37680 slices and 416 BRAMs) with higher processing (40 nm), giving 
better allocation capability and flexibility. The Zynq FPGA has two embedded ARM 
Cortex-A9 processors, which are ideal for implementing the R3TOS’s main CPU. In 
particular, the configuration port in the Zynq FPGA is significantly improved. It is 
reported in the latest Zynq user guide that a new generation of the ICAP, called the 
Processor Configuration Access Port (PCAP), supports up to 200MHz clock 
frequency, which doubles the maximum throughput of the ICAP from 400MB/s to 
800MB/s [Xilinx2013a]. The evolution of technology also implies that industrial 
vendors are paying more attention to DPR–based techniques. In the light of this, the 
R3TOS should be updated with the latest products to allow it to maximally benefit 
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Operation Timing of Fault Tolerant Microprocessor 
This appendix illustrates the detailed timing information of the fault tolerant 
microprocessor. The implemented operations include non-branching operation, 
JUMP, CALL, RETURN, INTERRUPT and RETURNI operations. 
Non-branching operation 
When no branching operation is executed, the fetching, decoding, and executing of 
instructions can be pipelined continuously, which is similar to the standard operation 
with the only difference being that instructions are executed with a latency of three 
clock cycles, rather than one cycle. In such a situation, there is no extra change 
needed to manipulate instructions. For example, in Error! Reference source not 
found., the PicoBlaze PC is incremented sequentially from 000 to 003 every two 
cycles. The ECC-BRAM gives two instructions every four cycles, since it omits the 
lowest bit of PC, and stores two instructions in one memory address. The two 
instructions become available two cycles after the new address is given, and one 







The operation is branched when the flow control instructions are executed, which can 
cause instructions out-of-order. To solve this problem, corresponding solutions are 
presented to deal with each flow control instruction, including JUMP, CALL, 
RETURN and INTERRUPT. In standard PicoBlaze operation, the JUMP operation 
changes the PC to point towards the desired instruction address in the next clock 
cycle (see Figure 5.2). However if the 3 clock cycle delay exists, there will be a 2-
cycles blank period (pipeline bubble) before the instruction at the new address 
becomes available. In such a case, a NOP instruction is manually inserted to fill this 
blank. The assembler instruction “LOAD s0, s0” is used as the NOP instruction, 
which re-assigns the register s0 to itself, having no effect on any registers or flags or 
the PC. Figure 0.2 gives an example of the ECC-PicoBlaze JUMP operation. After 
“JUMP 1F0” is executed, the PC changes to 1F0 in the next cycle. While the 
PicoBlaze is waiting for the new instruction at 1F0 to become available, the NOP 
instruction is inserted to fill the blank period. As a result, although the required 
Addr of [INPUT s0, 01] Addr of [ADD s0, s1] Addr of [TEST s0, 01] Addr of [AND s0,01] 
PicoBlaze Program Counter 
PicoBlaze Instruction 
000 001 002 003 
ECC-BRAM Address = PicoBlaze Program Counter [9:1] 
000 001 
Addr of [INPUT s0, 01] & [ADD s0, s1] Addr of [TEST s0, 01] & [AND s0,01] 
ECC-BRAM Data 
 [INPUT s0, 01] & [ADD s0, s1]  [TEST s0, 01] & [AND s0,01] 
Data available after two 
clock cycles 
INPUT s0, 01 ADD s0, s1 INPUT s0, 01 
One clock cycle for 
EPA multiplexing 




timing is met, the NOP instruction induces a 2-cycles time overhead each time a 
branching instruction is executed.  
 
 
It should be noted that some conditional JUMP operations only change the PC when 
the condition is met. The conditional JUMP instructions include JUMP C (JUMP 
only if Carry Flag is one), JUMP NC (JUMP only if Carry Flag is zero), JUMP Z 
(JUMP only if Zero Flag is one), and JUMP NZ (JUMP only if Zero Flag is zero). To 
detect whether or not the condition is met, the two flag signals, i.e. zero flag and 
carry flag, are extracted from the PicoBlaze core and used by the EPA to decide 
whether or not a NOP insertion is needed.  
CALL and RETURN operation 
The CALL instruction is used to call a subprogram and the RETURN operation is 
used at the end of the subprogram to return back to the previous address when the 
program was called. In the standard operation, if a CALL instruction is executed, the 
Addr of [JUMP 1F0] Addr of [ADD s0,s1] Addr of [TEST s0,01] Addr of [AND s0,01] 
PicoBlaze Program Counter 
PicoBlaze Instruction 
000 001 1F0 1F1 
ECC-BRAM Address = PicoBlaze Program Counter [9:1] 
000 1F0 
Addr of [JUMP 1F0] & [ADD s0, s1] Addr of [TEST s0, 01] & [AND s0,01] 
ECC-BRAM Data 
 [JUMP 1F0] & [ADD s0, s1]  [TEST s0, 01] & [AND s0,01] 
NOP (LOAD s0,s0) TEST s0,01 JUMP 1F0 
If JUMP detected, insert NOP operation 
Pre-fetched “ADD s0,s1” is discarded 




subsequent program address (current PC + 1) is pushed into the stack; meanwhile the 
PC is loaded with the new program address, which is the starting address of the 
subprogram. Similar to the JUMP instruction, since the program address is changed, 
a NOP operation is inserted in the same way. When the subprogram finishes, the 
RETURN instruction is executed to pop up the pushed PC address from the stack. 
Figure 0.3 gives a comparison between standard and ECC PicoBlaze timing when the 
CALL instruction is executed. The standard PicoBlaze pushes the subsequent address 
(001) into the stack and pops it back when a RETURN is executed. However, due to 
the 3-cycles delay, the PC pushed by the ECC-PicoBlaze is incremented by 1 (from 
001 to 002), which is undesirable and results in an incorrect returned address. 
Therefore, when a RETURN operation is detected, the EPA is capable of 
decrementing the popped address by 1, whereby the returning address can be 
manually amended (see Figure 0.4). Besides this, another NOP operation is inserted 
when the program returns, since the PC is branched. Similar to conditional JUMP 
operations, conditional CALL operations include CALL C (CALL only if Carry Flag 
is one), CALL NC (CALL only if Carry Flag is zero), CALL Z (CALL only if Zero 
Flag is one), and CALL NZ (CALL only if Zero Flag is zero). To detect the 






INTERRUPT and RETURNI operation 
When the PicoBlaze receives an interrupt signal, it directly changes its PC to 3FF, 
where a JUMP instruction can be used to change the PC to the start address of the 
interrupt service routine (ISR). For example, in Figure 0.5, when the PicoBlaze 
detects an interrupt, it will preempt the next instruction at 008, and replace it with an 
NOP operation before the instruction at 3FF becomes available. The preempted 
instruction at 008 will be re-executed as soon as the program returns from the ISR 
using the RETURNI instruction (see Figure 0.6). However, when using the ECC-
BRAM, not only does the instruction at 008 need to be preempted, but also its 
previous instruction at 007 has to be stored by the EPA, or otherwise the pre-fetched 
instruction at 007 is lost.  
Addr of [CALL 1F0] Addr of [TEST s0,01] Addr of [RETURN] Addr of [ADD s0,s1] 
PicoBlaze Program Counter 
PicoBlaze Instruction when using ECC-BRAM 
000 1F0 1F1 001 
ECC-BRAM Address = PicoBlaze Program Counter [9:1] 
000 1F0 
Addr of [CALL 1F0] & [ADD s0, s1] Addr of [TEST s0, 01] & [AND s0,01] 
ECC-BRAM Data 
 [CALL 1F0] & [ADD s0, s1]  [TEST s0, 01] & [AND s0,01] 
NOP (LOAD s0,s0) TEST s0,01 CALL 1F0 
When CALL, address 002 is 
pushed into stack 
The instruction at 001 is 
missed 
CALL 1F0 TEST s0,01 RETURN ADD s0,s1 
PicoBlaze Instruction without using ECC-BRAM 
When CALL, the next address 001 
is pushed into stack 





However, the return from an ISR, i.e. RETURNI, is different from the regular CALL 
& RETURN. In the previous RETURN from a called subprogram, the previously 
restored PC is popped from the stack, and then decremented by the EAP, so that the 
PC = previous PC-1. However, when returning from an interrupt, the instruction 
needing to be restored is not necessarily the instruction at the decremented PC. This 
means that the preempted instruction is not the desired one. To counter this, the 
instruction before the ISR starts is firstly preempted (see Figure 0.5), and then the 
preempted instruction is resumed when RETURN is executed, rather than returning 
to a previous address. For example, in Figure 0.6, when RETURNI is executed, the 
previous stacked PC 008 (preempted by the PicoBlaze) is popped back. Before the 
data in ECC-BRAM becomes available, the instruction INPUT s0, 01 (preempted by 
the EPA) is inserted. 
Last, but not least, not only do branching operations need to be modified, but also the 
reset timing needs to be adjusted. In the standard PicoBlaze, the instruction at 
address 0 is fetched as soon as the reset signal is released, whereas in the ECC-
Addr of [RETURN] Addr of [LOAD s0,s1] Addr of [ADD s0,s1] Addr of [TEST s0,01] 
PicoBlaze PC 
PicoBlaze Instruction 
1F1 1F2 001 002 
ECC-BRAM Address = PicoBlaze PC [9:1] 
1F0 
ECC-BRAM Data 
Addr of [LOAD s0,s1] 
& […] 
Addr of […] & [RETURN] 
1F2 
Addr of […] &  [ADD 
s0,s1] 
000 
 Addr of [TEST s0, 01] & […] 
002 
 [LOAD s0,s1] & […]  […] &  [ADD s0,s1]  […] & [RETURN] 
RETURN NOP (LOAD s0,s0) ADD s0,s1 
If RETURN is detected, manually change 
the popped address from 002 to 001 




PicoBlaze the reset signal has to be delayed internally for another cycle so that it can 




Addr of [RETURNI] Addr of [SUB s0,s1] Addr of [ADD s0,s1] Addr of [SUB s1,01] 
PicoBlaze Program Counter 
PicoBlaze Instruction 
100 101 008 009 
ECC-BRAM Data 
 [RETURNI] & [SUB s0,s1] 
INPUT s0,01 ADD s0,s1 RETURNI 
[ADD s0,s1] & [ SUB s1,01] 
Preempted by EPA, is inserted while 
waiting for data of ECC-BRAM 
Pop the address preempted by PicoBlaze 
Figure 0.6 ECC-PicoBlaze RETURNI operation 
Addr of [INPUT s0,01] Addr of [ADD s0,s1] Addr of [ISR] Addr after 3FF 
PicoBlaze Program Counter 
PicoBlaze Instruction 
007 008 3FF 000 
ECC-BRAM Data 
 [INPUT s0,01] & [ADD s0,s1] 
NOP (LOAD s0,s0) ISR 
[INPUT s0,01] is preempted and 
replaced by NOP 






[ISR] & […] 
NOP by PicoBlaze 
[ADD s0,s1] is preempted and 
replaced by NOP 
Done by EPA 
 
Preempted by EPA Preempted by PicoBlaze 





Development Hardware and Software Tools 
 
The programing languages using in this project, as well as hardware platform, e.g. 
boards, desktops, and software CAD packages are listed below 
Simulation of algorithm (section 4.1.3 and 4.2.4): 
 Language: Programed in standard ANSI C  
 Compiler: GCC compiler 
 Programing IDE: Eclipse IDE (Helios Packages) 
 Test CPU: Intel Core Due CPU at 2.4GHz 
Implementation of algorithms (section 5.2) 
 Hardware language: VHDL 
 Hardware synthesis tool: Xilinx XST (in Xilinx ISE 13.2 package) 
 Software language: PicoBlaze Aseembler [Xilinx2011b]  
 Test chip: Xilinx Virtex4 FX60 FPGA [Xilinx2008] 
 Test board: Xilinx ML403 [Xilinx2008] 
System demonstration a): K-Nearest Neighbour Classifier (K-NN) (section 6.1) 
 Hardware language: VHDL 
 Hardware synthesis tool: Xilinx XST (in Xilinx ISE 13.2 package) 




C (for Xilinx Microblaze microprocessor) 
 Test chip: Xilinx Virtex4 FX60 FPGA [Xilinx2008] 
 Test board: Xilinx ML403 [Xilinx2008] 
System demonstration b): Sequence Alignment (SA) (section 6.2) 
 Hardware language: VHDL 
 Hardware synthesis tool: Xilinx XST (in Xilinx ISE 13.2 package) 
 Software language: PicoBlaze Aseembler [Xilinx2011b]  
C (for Xilinx Microblaze microprocessor) 
 Test chip: Xilinx Virtex5 LX110T FPGA [Xilinx2012a] 
Note: Virtex5 is not used for K-NN demo, as hardware was not available at that 
time. 
 Test board: Alpha Data ADM-XRC-5LX [Xilinx2012a] 
 
