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Introduction
where the weights define the probability mass function of a discrete distribution on non-negative The contribution of this article is two-fold. First, we give a computationally review of the 29 methods of Mathai (1982) and Moschopoulos (1985) and provide their implementations in our 30 R package coga . Their speeds are compared in cases of n = 2 and n = 3. In 31 the case of n = 3, the accuracy of the fast approximation of Barnabani (2017) is also assessed 32 using our implementation. Second, in an application to renewal processes with holding times 1 following a mixture of exponential distributions, we derive a new formula for the probability 2 mass function of the number of renewals by a given amount of time, which provides very fast 3 exact evaluations in a numerical study. 4 
Exact Evaluations

5
Let us introduce some notations first. Let G(y; α, β) and g(y; α, β) be, respectively, the distri-6 bution and density function of a gamma variable with shape α, and scale β. For the special 7 case where β = 1, we use G(y; α) and g(y; α), respectively. Let F (x; (α 1 , β 1 ), (α 2 , β 2 )) and 8 f (x; (α 1 , β 1 ), (α 2 , β 2 )), respectively, be the distribution and density function of Y in the case of 
Mathai's Method
12 Mathai (1982) expresses the density of Y via a multiple infinite series
where β 1 = min j (β j ), γ = n j=1 α j , and φ is a confluent hypergeometric function of n − 1 14 variables defined by a multiple series
a special function which has been studied in the literature (Mathai and Saxena, 1978 incomplete gamma functions by term-by-term integration of Equation (1).
For the special case of n = 2, the density is expressed in terms of the Kummer confluent 19 hypergeometric function, 1 F 1 as (Abramowitz and Stegun, 1972, Formula 13.1.2),
The benefit of Equation (2) is that the GSL (Galassi et al., 2009 ) has an implementation of 1 F 1 .
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Note that the condition β 1 < β 2 is not needed in (2). Indeed, if β 1 > β 2 , then
where the third equation follows from 1 F 1 (a; b; z) ≡ e The distribution function when n = 2 can be explicitly expressed as, for y > 0, where
, and δ k is given by the recursive
The weights Cδ k 's can be viewed as the probability masses of a discrete random variable on 5 non-negative integers (Vellaisamy and Upadhye, 2009). When n = 2, this discrete distribution 6 is negative binomial. For n > 2, Barnabani (2017) proposed to approximate the discrete dis-7 tribution by a three-parameter generalized negative binomial distribution defined by Jain and 
Timing Comparison
10
We implemented the methods of Mathai (1982) and Moschopoulos (1985) in an open source R 11 package coga . The computation is done in C++ code and interfaced to R (R
12
Core Team, 2017) in the coga package. In addition, the fast approximation of Barnabani (2017) 13 is also available in the package for n > 2. 14 We first compare the speed of the two methods in the case of n = 2. The shape param-
15
eters were set to be α 1 = α 2 ∈ {0.2, 2, 20}. The scale parameters were set to be ( 
For each configuration, we used a large number (100, 000) of simu-1 lated observations from the distribution to determine the bulk range of the observations. Then 2 we evaluate the density and the distribution of the convolution over 100 equally spaced grid 3 points in the bulk range. The evaluations were repeated 100 times.
4 Table 1 summarizes the median time to evaluate density and distribution at the 100-point 5 grid from 100 replicates obtained on an Intel 2.50GHz computer. Density evaluation using 6 Mathai's method (implemented with the 1 F 1 function from the GSL) performs much faster than 7
Moschopoulos' method in all settings; in some settings, it is up to 3,000 times faster Distribution 8 evaluation takes much longer than density evaluation using Mathai's method, but is still up 9 to 16 times faster than Moschopoulos' method. Moschopoulos' method takes longer when the 10 scale parameters are very different, (β 1 , β 2 ) = (4, 0.3), or the shape parameters bigger. Mathai's 11 method is much less sensitive to the parameter settings.
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Following the design and steps in the case of n = 2, we conducted a numerical analysis 13 for n = 3. The shape parameters were set to be α 1 = α 2 = α 3 ∈ {0.2, 2, 20}. The scale Apparently, the approximation is very accurate. Let {U k } k≥1 be independent and identically distributed random variables following a mixture of 2 two exponential distributions, Exp(β 1 ) and Exp(β 2 ), with weights p ∈ (0, 1) and 1 − p, respec- 
where, by convention, the summation over an empty set is 0. The process N (t), t > 0, is a renewal 5 process. The following result gives an expression of the distribution of N (t) in terms of the 6 Kummer confluent hypergeometric function, which allows a very efficient numerical evaluation.
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Proposition 1. For the renewal process defined in (4) and integer n ≥ 0,
where 9 ψ(β 1 , β 2 , t, k, n) = e −t/β1 1 F 1 n − k; n + 1; t(1/β 1 − 1/β 2 ) .
Proof. First, note that Pr(N (t) = n) = Pr
where E 1 and E 2 are independent of {U k } k≥1 with Exp(β 1 ) and Exp(β 2 ) distributions, respec-11 tively. Next, using mixture randomization we get
where H(x; α 1 , β 1 , α 2 , β 2 ) = F (x; α 1 , β 1 , α 2 , β 2 ) − F (x; α 1 + 1, β 1 , α 2 , β 2 ).
13
Similarly,
Now it is sufficient to show that for any positive integers α 1 , α 2 and y, β 1 , β 2 > 0,
Firstly, from equation (3) we have
where the second equation follows from Because of the identities
we finally obtain 1 H(y; (α 1 , β 1 ), (α 2 , β 2 )) = y α1+α2 e −y/β1
1 F 1 (α 2 ; α 1 + α 2 + 1; y(1/β 1 − 1/β 2 )).
2 Corollary 1. Let {U k } k≥1 be independent and identically distributed random variables dis-3 tributed as a mixture of S exponential distributions, Exp(β s ) with weight p s , s = 1, . . . , S, and
, and F S is the distribution function of the convolution of S 7 independent gamma variables with shape parameter (k 1 , . . . , k S ) and scale parameter (β 1 , . . . , β S ).
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Proof. Note that Pr(N (t) = n) = Pr
where E s are independent of {U k } k≥1 with an Exp(β s ) distribution and
By substitution, we can complete proof. To demonstrate the computational efficiency of the result of Proposition 1, we performed a Again, for each configuration, we evaluated Pr(N (10) = n) for three n values corresponding to the 15 20th, 50th, and 90th percentiles of a random sample of size 1000 from the distribution of N (10).
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The median timing results from 100 replicates and the relative error of the approximation method 17 are summarized in Table 4 . Similar to the comparison reported in Section 2, Moschopoulos' We reviewed two exact methods and one approximation method for evaluating the density and 5 distribution of convolutions of independent gamma variables. From our study, the method of The result in Proposition 1 for the distribution of the event count in the renew process 
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