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Abstract
We propose in this work an original estimator of the conditional intensity of a marker-
dependent counting process, with the example of conditional hazard rate in mind. We use
model selection methods and provide a non asymptotic risk bound for our estimator with
respect to the integrated mean square risk on a compact set. This implies an asymptotic
upper bound for the rate of convergence of the estimator, which is reached automatically
on a functional class with given (unknown) anisotropic regularity.
Re´sume´
Nous proposons un nouvel estimateur de l’intensite´ conditionnelle de processus de comp-
tage de´pendant de covariables. Nous utilisons les me´thodes de se´lection de mode`le et
obtenons une borne non-asymptotique pour le MISE pour notre estimateur. Cette borne
est atteinte automatiquement sur des classes fonctionnels de re´gularite´ anisoptrope incon-
nue. Nous montrons par ailleurs que cette borne est optimale au sens minimax.
1 Introduction
SoitN un processus de comptage de´pendant de covariables, dont le compensateur Λ ve´rifie
le mode`le d’intensite´ multiplicative d’Aalen :
Λ(t) =
∫ t
0
α(X, z)Y (z)dz, pour tout t ≥ 0 (1)
ou` X est un vecteur de covariables dans Rd, le processus Y est positif et pre´visible et α est
une fonction de´terministe inconnue, appele´e intensite´. Nous souhaitons estimer l’intensite´
α (et des fonctionnelles de cette intensite´) a` partir de l’observation d’un n-e´chantillon
(Xi, N
i(z), Y i(z), z ≤ τ) pour i = 1, . . . , n ou` τ < +∞.
Nous citons trois papiers dans lesquels diffe´rentes strate´gies d’estimation de l’intensite´
de processus de comptage ont e´te´ propose´es. Aucun d’entre eux ne conside`re la pre´sence
de covariables. Ramlau-Hausen (1983) a propose´ un estimateur par noyau, Gre´goire
(1993) a e´tudie´ la validation croise´e. Plus re´cemment, Reynaud-Bouret (2006) a conside´re´
l’estimation adaptative par projection.
Exemple 1 Mode`le de re´gression pour des donne´es censure´es
Soit T une variable ale´atoire (v.a.) positive et X un vecteur de covariables dans Rd, dont
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les fonctions de re´partition (f.d.r.) respectives sont note´es FT and FX . Conside´rons que T
peut eˆtre censure´e par une v.a. C de f.d.r. G, de telle fac¸on que les v.a. sont Z = T ∧C,
δ = 1(T ≤ C) et X sont observables. Nous supposons que
(C) : T et C sont inde´pendantes conditionnellement a` X.
Dans ce cas, les processus a` conside´rer sont donne´s (voir e.g. Andersen et al. (1993))
pour i = 1, . . . , n et z ≥ 0 par:
N i(z) = 1(Zi ≤ z, δi = 1) et Y i : Y i(z) = 1(Zi ≥ z).
L’intensite´ inconnue α est ici e´gale au risque instantane´ conditionnel de T sachant X = x
de´fini, pour tout z > 0, par :
α(x, z) = αT |X(x, z) =
fT |X(x, z)
1− FT |X(x, z) ,
ou` fT |X et FT |X sont resp. la densite´ et la f.d.r. conditionnelles de T sachant X.
L’estimation non-parame´trique du risque instantane´ conditionnel a e´te´ initie´e par Be-
ran (1981). Stute (1986), Dabrowska (1987), McKeague and Utikal (1995) et Li and Doss
(1995) ont e´tendu ses re´sultats.
Nous permettons ici que la loi de la censure de´pende des covariables X, comme dans
Dabrowska (1989) et Heuchenne and Van Keilegom (2006).
2 Description de la proce´dure d’estimation
2.1 Definition du contraste
Soit A = A1 × A2 un ensemble compact sur R × R+ sur lequel α sera estime´e. On pose
A = [0, 1]× [0, 1], sans perte de ge´ne´ralite´, et, en particulier, τ = 1. Soit h une fonction
de (L2 ∩ L∞)(A). De´finissons le contraste d’estimation par
γn(h) =
1
n
n∑
i=1
∫ 1
0
h2(Xi, z)Y
i(z)dz − 2
n
n∑
i=1
∫ 1
0
h(Xi, z)dN
i(z). (2)
Ce contraste de type moindres-carre´s est adapte´ au proble`me conside´re´. Comme chaque
N i admet une de´composition de Doob-Meyer (N i = Λi +M i), on peut e´galement e´crire :
γn(h) =
1
n
n∑
i=1
∫ 1
0
h2(Xi, z)Y
i(z)dz − 2
n
n∑
i=1
∫ 1
0
h(Xi, z)dΛ
i(z)− 2
n
n∑
i=1
∫ 1
0
h(Xi, z)dM
i(z),
ainsi :
E
(
γn(h)
)
= E
( ∫ 1
0
h2(X, z)Y (z)dz
) − E(2
∫ 1
0
h(X, z)dΛ(z)).
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Soit FX la fonction de re´partition des covariables X et ‖ · ‖µ la norme de´finie par :
‖h‖2µ := E
( ∫ 1
0
h2(X, z)Y (z)dz
)
=
∫∫
A
h2(x, z)dµ(x, z),
ou` dµ(x, z) := E(Y (z)|X = x)FX(dx)dz. Le mode`le d’intensite´ multiplicative d’Aalen, cf.
Equation (1), nous assure que:
E
(
γn(h)
)
= ‖h‖2µ − 2
∫∫
h(x, z)α(x, z)E(Y (z)|X = x)FX(dx)dz = ‖h− α‖2µ − ‖α‖2µ.
La dernie`re e´quation montre pourquoi minimiser γn(·) sur un ensemble de fonctions ap-
proprie´ est une strate´gie d’estimation de α.
2.2 Hypothe`ses et notations
Nous introduisons ici les hypothe`ses et notations dont nous avons besoin par la suite.
De´finissons les normes
‖h‖2 =
∫∫
h2(x, z)dxdz, ‖h‖2A =
∫∫
A
h2(x, z)dxdz et ‖h‖∞,A = sup
(x,z)∈A
|h(x, z)|,
et nous supposons que les hypothe`ses suivantes sont ve´rifie´es.
• (A1) Les covariables Xi admettent une densite´ fX tel que supA1 |fX | < +∞.
Cet hypothe`se (A1) implique que µ admet une densite´, note´e f , par rapport a` la mesure
de Lebesgue.
• (A2) Il existe f0 > 0, tel que ∀(x, z) ∈ A1 × A2, f(x, z) ≥ f0.
• (A3) ∀(x, z) ∈ A1 × A2, α(x, z) ≤ ‖α‖∞,A < +∞.
• (A4) ∀i, ∀t, Y i(t) ≤ CY ou` CY est une constante connue et fixe´e.
2.3 De´finition de l’estimateur
Introduisons une collection {Sm, m ∈ Mn} d’espaces de projection : Sm est un mode`le
et Mn est un ensemble de multi-index. Pour tout m = (m1, m2), Sm est un espace de
fonctions a` support dans A = A1 × A2 de´fini par :
Sm = Fm1 ⊗Hm2 = {h, h(x, z) =
∑
j∈Jm
∑
k∈Km
amj,kϕ
m
j (x)ψ
m
k (z), a
m
j,k ∈ R},
ou` Fm1 et Hm2 sont des sous-espaces de (L
2∩L∞)(R) engendre´s par deux bases orthonor-
males (ϕmj )j∈Jm avec |Jm| = Dm1 et (ψmk )k∈Km avec |Km| = Dm2 . Pour tout j et tout k,
les supports de ϕmj et ψ
m
k sont resp. inclus dans A1 et A2.
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La premie`re e´tape devrait eˆtre de de´finir αˆm = argminh∈Sm γn(h). Soit h(x, y) =∑
j∈Jm
∑
k∈Km
aj,kϕ
m
j (x)ψ
m
k (y) une fonction de Sm. Pour calculer αˆm, il faut re´soudre :
∀j0∀k0, ∂γn(h)
∂aj0,k0
= 0⇔ GmAm = Υm,
ou` Am est la matrice (aj,k)j∈Jm,k∈Km,
Gm :=
(1
n
n∑
i=1
ϕmj (Xi)ϕ
m
l (Xi)
∫
ψmk (z)ψ
m
p (z)Y
i(z)dz
)
(j,k),(l,p)∈Jm×Km
et
Υm :=
(1
n
n∑
i=1
ϕmj (Xi)
∫
ψmk (z)dN
i(z)
)
j∈Jm,k∈Km
.
Malheureusement Gm peut ne pas eˆtre inversible. Nous de´finissons donc αˆm de la manie`re
suivante :
αˆm :=
{ argminh∈Sm γn(h) on Γˆm
0 sur Γˆ∁m
, (3)
ou`
Γˆm :=
{
min Sp(Gm) ≥ max(fˆ0/3, n−1/2)
}
ou` Sp(Gm) est le spectre de Gm. L’estimateur fˆ0 de f0 (cf. (A2)) est suppose´ ve´rifier :
• (A5) pour tout k, k ≥ 1, P(|fˆ0 − f0| > f0/2) ≤ Ck/nk.
Apre`s avoir de´fini l’estimateur αˆm, nous se´lectionnons l’espace approprie´ via le crite`re
:
mˆ = argmin
m∈Mn
(
γn(αˆm) + pen(m)
)
. (4)
Nous choisissons αˆmˆ comme estimateur de α sur A.
2.4 Hypothe`ses sur les mode`les et exemples
Les hypothe`ses sur les mode`les sont les suivantes :
• (M1) Pour i = 1, 2, D(i)n := maxm∈Mn Dmi ≤ n1/4/
√
log n.
• (M2) Il existe des re´els positifs φ1, φ2 tels que, pour tout u dans Fm1 et tout v dans
Hm2 , nous avons
sup
x∈A1
|u(x)|2 ≤ φ1Dm1
∫
A1
u2 et sup
x∈A2
|v(x)|2 ≤ φ2Dm2
∫
A2
v2.
En posant φ0 =
√
φ1φ2, on obtient
∀h ∈ Sm ‖h‖∞,A ≤ φ0
√
Dm1Dm2‖h‖A. (5)
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• (M3) Condition d’emboˆıtement. Dm1 ≤ Dm′1 ⇒ Fm1 ⊂ Fm′1 et Dm2 ≤ Dm′2 ⇒
Hm2 ⊂ Hm′2 . Il existe un espace englobant global Sn dans la collection, tel que
∀m ∈Mn, Sm ⊂ Sn et dim(Sn) := Nn ≤
√
n/ log n.
Les hypothe`ses (M1)–(M3) ne sont pas trop restrictives. Elles sont, en effet, ve´ri-
fie´es (cf. Barron et al. (1999)) pour les espaces Fm1 (et Hm2) engendre´s par : les bases
trigonome´triques, les bases de polynoˆmes re´guliers par morceaux, les bases d’ondelettes
re´gulie`res, etc.
3 Re´sultats
3.1 Ine´galite´ oracle
Soit une fonction h et un espace S, de´finissons
d(h, S) = inf
g∈S
‖h− g‖ = inf
g∈S
( ∫∫
|h(x, y)− g(x, y)|2dxdy
)1/2
.
l’estimateur αˆmˆ satisfait l’ine´galite´ oracle suivante.
Theorem 1 Supposons que les hypothe`ses (A1) – (A5) et (M1) – (M3) sont ve´rifie´es.
De´finissons la pe´nalite´ :
pen(m) := K0(1 + ‖α‖∞,A)Dm1Dm2
n
, (6)
ou` K0 est une constante nume´rique. Nous avons
E(‖α1(A)− αˆmˆ‖2) ≤ C inf
m∈Mn
{d2(α1(A), Sm) + pen(m)}+ C
′
n
(7)
ou` C = C(f0, ‖α1(A)‖2) et C ′ sont des constantes de´pendant de φ1, φ2, ‖α‖∞,A, f0.
3.2 Upper bound for the rate
Nous pouvons obtenir avec le the´ore`me pre´ce´dent la vitesse de convergence de αˆmˆ sur des
espaces de Besov anisotropes. Supposons que α (restreint a` A) est dans l’espace de Besov
anisotrope Bβ2,∞(A) sur A de re´gularite´ β = (β1, β2) (cf. Triebel (2006)). Le re´sultat
ci-dessous montre que αˆmˆ s’adapte a` la re´gularite´ anisotrope inconnue de α.
Corollary 1 Supposons que α restreint a` A appartient a` l’espace de Besov anisotrope
Bβ2,∞(A) sur A de re´gularite´ β = (β1, β2) tels que β1 > 1/2 et β2 > 1/2. Alors, sous les
hypothe`ses du The´ore`me 1, nous obtenons
E‖α − αˆmˆ‖2A = O(n−
2β¯
2β¯+2 ).
ou` β¯ est la moyenne harmonique de β1 et β2 (i.e. 2/β¯ = 1/β1 + 1/β2).
Nous montrons de plus que cette vitesse est optimale au sens minimax.
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