Brain image segmentation is one of the most important applications in medicine and also is one of the most challenging topics in the field of medical image processing. In general, most automatic segmentation methods consist of an energy function, a shape model, and an optimization strategy. Each plays an important role in the design of an accurate segmentation algorithm. Here we introduce a modified version of a coupled structure segmentation algorithm that is based on earlier paper. Specifically, we have 1) utilized a multiple atlas strategy to estimate a joint probability mass function of the location and tissue type information of the structures; 2) analyzed the relationship among the various structures to achieve more robust probability density function (pdf) estimation; 3) added a constraint to the optimization process to minimize intersection among the different structures; and 4) demonstrated the effectiveness of the method for the segmentation of certain brain structures.
Introduction
Magnetic resonance imaging (MRI) is the modality of choice for many medical applications because of its unique ability to achieve highly accurate, non-invasive imaging of human anatomy without the potentially harmful effects of ionizing radiation. However, MRI is not without its limitations in the segmentation of the brain structures (e.g., bias field, intensity inhomogenity, partial volume, and signal-to-noise ratios). There have been numerous attempts to overcome these problems, as evidenced by the many algorithms that have been discussed in the literature [1] . In general, most segmentation methods consist of an energy function, a shape model, and an optimization strategy, and each plays an important role in the design of an accurate segmentation algorithm. In [2] [3] we have introduced a coupled structures segmentation algorithm that is based on a principal component analysis (PCA) designed to extract shape relationships among structures. In [4] we have added constraint to the shape parameters to achieve a more robust segmentation algorithm. In [5] we have modified the energy function by considering tissue type and location of the structures as independent information. However, it should be noted that the model of tissue type was for limited number of structures. In [6] [7] we modified the method to work with multiple atlases, using it specifically for the volumetry of the hippocampus and lateralization in the epilepsy patients. We have addressed the main limitations in the previous version of our work first, by considering the dependency of tissue type and location of the structures based on the information extracted from the atlases; second, by modifying the intensity pdf estimation to consider intensity relationships among different structures having similar intensity distributions; and third, by adding the constraint to overcome unwanted intersections among different structures.
Energy Function
The goal of the segmentation algorithm is to simultaneously segment m different structures in a skull stripped image ( I x ) using n skull stripped training intensity datasets 
. We then applied these values to estimate the pdf of location for each one of the structures [6] . Thus, we considered fk p x and sk p x as independent pdf and pmf estimates, respectively, and we defined each separately. However, there is a relationship between them that can be extracted based on the training data. In considering these relationships, we defined a pmf that takes into account both location and tissue type information. First, we clustered the intensity image I(x) based on the method in [5] to 10 classes to extract the image S(x). In addition, we clustered, 1,..., S x are in the same class; further, it will be smaller than one based on the difference between the two classes. We suppose the resulting clusters are ordered such that the center of the first cluster has the lowest value (representing darkest regions of the image), and the last cluster center has the highest value (representing the brightest region of the image). This approach is more effective than the algorithm in [8] where the differences among the intensities are considered directly. In the next step, for each cluster, 1,..., 1 k m , we define:
where 1
. This is different from the tk fk sk p x p x p x in [5] , which models them as independent pdf and pmf. The new probability mass function is more accurate, because it considers the relationship between the intensity and location of the structures. Next, we estimated the intensity pdf for each one of the structures. Accordingly, to estimate k p x , we use the Parzen window estimator that is defined in the form of 1ˆk p x K I x I x dx [9] . In this equation, K t is a Gaussian kernel with the variance , which is estimated by the method described in [10] . In addition, is used to calculate the cardinality which forms the number of members in a given set or region. In general, for any structure, points identified inside a given region of the structure are used to estimate the intensity of the pdf [2] . However, structures of the same type are known to have very similar pdfs and, as a result, can be used to develop a more robust estimation of pdfs. Thus, in considering intensity information and the relationships among structures; we have defined the following set:
where
family pdf pdf and is used to show the equivalency. This set shows the indices of the regions that have the same intensity distribution as region i. We can therefore estimate pdfs for each m+1 region using the following two equations: 
Constrained Optimization
Our previous work was based, in part, on the assumption that there is no intersection among the regions in the optimization process. This assumption, however, is not always correct. To overcome this error in our analysis, we have added a constraint to the optimization to prevent structures from intersecting. Accordingly, we have applied the following constrained energy function: 
It can be seen that 0 C , and is equal to zero when there is no evidence of intersection among the regions. Using Lagrange multipliers, the following function can be defined where the third term is added for the smoothness of the regions and j are tuned based on the desired smoothness. 
Results
To test and evaluate the method, we utilized it for the automatic segmentation and parcellation of brain MRI from the Internet Brain Segmentation Repository (IBSR). It includes T1-weighted volumetric images with slightly different voxel sizes and their corresponding manual segmentation and parcellation. The MR brain data sets and their manual segmentations were provided by the Center for Morphometric Analysis at Massachusetts General Hospital and are available at http://www.cma.mgh.harvard.edu/ibsr/. The volumetric images have been positionally normalized into the Talairach orientation (rotation only). In addition, bias field has been corrected for these data. There are two sets of manual segmentations for each subject: manual segmentation of the 34, principle gray and white matter structures of the brain and parcellation results of the 96 structures in the cerebral cortex. In the other words, for each subject, there are 128 manually segmented structures. We have used six structures from the cortical area (left and right frontal pole, frontal orbital cortex, and middle frontal gyrus) as well as left and right cerebral white matter. These structures border one another, a feature that enabled us to establish the effectiveness of the constrained optimization. In addition, our findings suggest that similar left and right structures have the same or similar intensity pdf. To initialize the level set functions, we used the shape averages based on the sign distance function of the registered label maps. To show the effectiveness of these modifications, we compared a case of optimization that did not make use of intensity coupling and constraint to one in which intensity coupling and constraint were applied to optimization. Figure 1 depicts segmentation results generated by our method in a series of axial images of a sample dataset. In Table 1 , we compare the results of our method to the modified version of the method described in [6] [7] . The values presented here, which are based on the Dice coefficient, take into account the joint pmfs of the various tissue types and their respective locations. In every instance, the segmentation performance has improved.
Conclusion
We have presented a new segmentation algorithm for the segmentation of brain structures. The method represents a modified version of our previous work described in [5] [6] . Specifically, we have modified the pdf estimation of the intensity of the structures to consider the intensity relationships among similar structures. In addition, we have estimated the joint pmf of location and tissue type for each structure; and further, to offset a limitation in the earlier version of this method, we have added a constraint to the optimization process to prevent intersection among different structures. We have successfully demonstrated the effectiveness of this method for the segmentation of selected cortical structures and cerebral white matter. In the next phase of our research, we will apply a modified version of the STAPLE method for segmentation [11] , which will include the addition of weights to the raters based on the similarity of the intensity of the atlases and the target image.
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