This paper compares two methods to solve the classic problem of vehicle routing (VRP), well known for its acronym in English (Vehicle Routing Problem), introduced by Dantzig and Ramser in 1959, which is to minimize the cost to distribute the goods from one warehouse to a set of clients, which uses an accurate method of linear programming and goal heuristic based on genetic algorithms. The object of comparison is the benchmark problem developed by Christofides (1976) . In the comparison will be considered historically the best results to date and those obtained in the development of this paper. Key words: Genetic algorithm, VRP, Linear programming, Heuristics.
INTRODUCTION
The Vehicle Routing Problem (VRP), which has been introduced by Dantzig and Ramser in 1959 [1] , is based on minimize the cost of distributing the goods from a store to a set of clients. The Vehicle Routing Problem (VRP) can be understood as the relationship or intersection of two combinatorial optimization problems well known. The first, the Traveling Salesman Problem (TSP), which considers the capacity of each car as infinite, and the Bin Packing Problem (BPP) [2] .
The interest of this problem comes from two main causes. For a case, the VRP is a problem of high academic interest because of its difficulty (is a NP-hard problem, which tells us that the resolution of this issue exhaustively search all possible combinations since the best solution is not possible to be achieved in a reasonable time useful for the problem) [3] , which includes restrictions, and the multitude of existing variants. On the other side, it has a direct application to reality, being applicable to large logistics companies and distribution companies (newspapers, food) [4] .
The "GA is a stochastic global search method that mimics the metaphor of natural biological evolution.
GA operates on a population of potential solutions applying the principle of survival of the fittest to produce (hopefully) better and better approximations to a solution" [5] .
The general idea of this paper is based on finding solutions to the classical VRP problem instances E-n33-k4, B-n41-k6, F-n45-k4, which have been developed by Christofides [6] , as the problem of Benchmarking for instance.
Given the above, it is clear to note that genetic algorithms are helpful in optimizing the VRP problems for this specific case, since they provide optimal solutions closest to that offered by simple heuristics.
However, this will be the case study.
These solutions must be found using linear programming and the development of a genetic algorithm with mutation and selection by Ranking.
With this paper researchers pretend to find out which of the solutions is most appropriate for the problem, which minimizes the distance traveled by vehicles, where the percentage of improvement is greater and the execution times are minimized.
LITERARY REVIEW
Before embarking on the implementation of any article or scientific research, it is essential to better understand the contributions that have been previously on the subject, either guided or not to make mistakes. The step of the review of literature or documentation is critical to the development of science, 
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as it will benefit from the works of other authors; it will serve as a foundation for future research experiences, as in this case.
Within the environment of the VRP problem there is the emergence of combinatorial optimization and complexity.
The study combines optimization modeling and algorithmic solution of problems which seeks to maximize or minimize a function of several variables defined on a discrete set.
VRP (Vehicle Routing Problem)
The Vehicle Routing Problem (VRP), which has been introduced by Dantzig and Ramser in 1959 [1] , is based on minimize the cost of distributing the goods from a store a set of clients (see Fig. 1 ). Source: Dorronsoro et al. [4] In the case involves minimizing the cost to reduce the number of vehicles used for such distribution and the length of the routes to follow, so that the vehicle go more than once per customer.
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The routing problem, is located in a wide range of variants: [7] • CVRP (Capacitated VRP) (Ralphs, Hartman y Galati The area of application of such models is found in industry, logistics and science, engineering and bu-34 siness administration, routing and vehicle loading in distribution networks, telecommunications network design, production planning, crew assignment lines airline planning, the generation of the electricity [7] [8] .
In the recent history of VRP exists a constant evolution in the quality of the methodologies used to solve the problem. These techniques include both exact algorithms and heuristic methods. Anyway, because of the difficulty of the problem, there is no accurate method capable of solving instances of more than 50 clients [9] .
Methods of solution
Currently, seeking methods for solving optimization problems is increasingly important and attention has focused more on the use of combinatorial optimization methods due to their complexity in obtaining solutions. These techniques are classified as conventional local optimization techniques (heuristics) and intelligent local optimization techniques (metaheuristics).
Heuristic is derived from Greek Eureka, which was the term used by Archimedes when he discovered his principle of density, so that its meaning is found term oriented, "I did!". Thus "a heuristic technique is a method that looks good solutions close to optimal, at a reasonable computational cost cannot guarantee optimality" [7] .
Heuristic techniques for the routing problem described in this document can be classified into four categories:
• Construction and the method of Clarke and Wright Savings [10] , whose bases are the savings generated by inserting new customers in each vehicle to complete a final solution.
• Methods of grouping first, then routing, grouping customers in several subsets, each subset assigned to a vehicle and then solve each corresponding TSP.
• Heuristic methods for routing first, then group are those who begin to solve the TSP have defined customers and then start the route found to assign a section to each vehicle.
• The methods of improvement, such as Or-Opt exchanges. Metaheuristics have emerged over the past two decades and is based on taking a feasible solution and find its optimal by using improved heuristics embedded in a larger framework [7] . There is also the algorithm proposed by Christofides, Mingozzi and Toth [11] , which operates in two phases. It is determined in the first phase the number of routes to be used, along with a client to initialize each of the routes. Then in the second phase, these routes are created and inserted the other customers there. In the first phase of the algorithm it applies a sequential insertion algorithm for compact route. No special attention is given to the location of customers within each route, as in this stage only initial clients are kept of each route and the number of routes to the final solution.
To start the K-th route, a V k costumer is selected, who is part of the non-visited ones. We define the cost of inserting the customer w in the route who has a V k as δw, V k = C 0w + λ Cw , V k (if the client can not be inserted, the function takes the value of ∞) and customers are assigned to the route starting with the lowest values δ since there is no feasible insertions, in which case a new route is created or the algorithm is terminated.
Christofides, Mingozzi y Toth algorithm. Phase 1
Step 1. (new route). Do k : = 1.
Step 2. (first costumer). Select a costumer not visited V k to insert in the route. For each unvisited customer w, calculate δw, V k .
Step 3. (insertion). Calculate w * = arg minw δw, V k about the unvisited customers w. Insert w in the route and apply the 3-opt algorithm. If it stays unvisited, it can be inserted in the route, go to 3.
Step 4. (next route). If all the costumers stay in some route, end. If they donʼt do k := k + 1 and go to step 2.
In the phase two of the algorithm, it makes k routes and it starts with the selected costumers in the step 2 of the phase 1.
For each unvisited customers associated with the route, the insertion cost have to be minimized. After that, they select some route in which each customer are inserted.
To decide the customerʼs order they are inserted to a route, it must be calculated to each customer the diference between the cost of making the insertion in that route and the second best choice for him.
Christofides, Mingozzi y Toth algorithm. Phase 2
Step 5. (initialization). Make k routes r t = (0, v t , 0) para t = 1, . . . , k, being k the number of routes obtained in the phase 1. Be J = {r 1 , . . . , r k }.
Step 6. (association). For each w customer that has not been visited yet.
Calculate t w = arg mint|rtϵJ δw, v t
Step 7. (emergency). Select r t ϵ J and do J := J \ {r t }. For each customer w so that tw = t, calculate Tʼ w = arg min t|r t ϵ Jδw, v t y T w = Tʼ w -T w .
Step 8. (insertion). Calculate w* = arg max w|T w =t T w . Insert w* in the route r t and aplicate the 3-opt algorithm. If there are associated customers to r t that have been inserted, go to 8. 
Evolutionary Algorithm Multi-objective
Multiobjective Evolutionary Algorithms (MOEAS) combine evolutionary computation techniques to multiobjective optimization theory, and therefore offer the possibility of unlimited searching and complex spaces. Also, they can keep an entire population of optimal solutions, so that they have been raised as a good tool to solve various algorithmic problems of multi-objective optimization. Some of these are known evolutionary algorithms NSGA, SPEA, NSGA-II, SPEA II and PAES-II, among others.
A Multi-objective Optimization Problem (MOP) is one that includes a set of n decision variables, a set of k objective functions, and a set of m inequality constraints and p equality constraints, where the objective functions and constraints are functions of the n decision variables.
In its general form, a MOP can be expressed mathematically as: "x" represents the decision vector, "X" denotes the decision space, and is the target vector and the target space is denoted by Y. The set of decisions x that satisfy the m + p constraints are called feasible solutions set is denoted by Xf.
Each decision vector is of the form x = (x1, x2, ...., Xn) and its corresponding objective vector is of the form y = (f1 (x), f2 (x), ...., Fn (x)) . Therefore, the problem is to find the x that provides the best value for f (x). multiobjective optimization, however the best solution is usually not the only one, but there is a set of best solutions known as non-dominated solutions [13] .
SPEA II Algorithm
Powered by Zitzler, Laumanns and Thiele in 2001 [14] , in order to overcome weaknesses identified in the allocation scheme of the SPEA adaptation.
In this algorithm, the fitness mapping function is improved taking into account for each individual the number of individuals it dominates and the number of individuals for which it is mastered. This scheme also adds an estimate of population density. NE max-size-external population EP (used to elitism) is fixed, unlike the SPEA, in which the size of PE is variable but limited. PE is made only for non-dominated individuals as long as the number of these is greater than or equal to NE max.
The technique of grouping (clustering), responsible for maintaining diversity in the population of SPEA, is replaced by a truncation method, which prevents solutions eliminate extreme non-dominated set of solutions [14] . 
Representation of the problem
The solution uses indexed array to store the chromosomes and each chromosome contains a set of customers, to be visited by an associated vehicle (The associated vehicle is the number of the vehicle which will visit these cities from the vehicle set).
The depot is not included in these chromosomes. The fitness evaluated then for each chromosome,
what is a very easy function in this case: the sum of the totally needed distance. To make further calculations easier the fitness of the chromosome and the associated vehicle number is also stored in the chromosome. So a chromosome looks like this:
Customer#1, Customer#2, … , Customer#N, FITNESS, ASSOCIATED VEHICLE.
Initial population
This is a repeatable step of the program, until it does not reach a maximum value of failed initialization, which is defined in the user interface. It chooses a random, nonrepeating permutation of the customers, which of course might not be valid. Then a new chromosome has to be generated until the loop does not reach the allowed tries to generate chromosomes. Once a chromosome is valid (validity is checked after each generated chromosome), it is returned with its calculated fitness. It is also allowed to return invalid chromosomes if it is enabled on the User Interface. These chromosomes might fail later in the selection, but enables us to run the program faster.
Genetic cycle
The used structure of the program is very simple. First, the program generates the initial population and then it goes to a loop: this loop ends, when the maximum number of the generated population (value defined in the User Interface) is reached. Within this loop, all genetic methods (described later) are -Applying mutation on previously crossover children (value defined in the User Interface), -Adding children to the population.
-Fitness calculation (The fitness is the total length of the chromosome, so as it becomes larger, the solution becomes worse. One chromosome is "visited" by one vehicle).
Survival selection
The survivals are selected by the biased roulette wheel algorithm. The percentage of the survivals can be inputted from the User Interface. The selection ends, when the given number of individuals is reached.
Validation
The program loops with all vehicles and for each vehicle it tries to satisfy all constrains on the chromosome elements (customers) it is associated with. The loop finishes after a given number of attempts are reached: if the vehicle can not visit one of the "next customers", the code tries to find another vehicle for that customer. If it was unsuccessful (there are no more vehicles able to reach that customer), the code shows an unsuccessful result for the chromosome. If the validation was successful, it is marked as valid and the fitness is calculated. All vehicles are leaving from the depot.
The vehicle travels to the next customer in the chromosome (the first time it is the first customer from the depot, then second customer, etc.) and its metrics are being modified:
• The vehiclesʼ travel time is increased by the distance. If the vehicle fails at the position, the code tries to find another vehicle for the city, until there are not vehicles left. Each vehicle also has a number (defined on the User Interface), which shows how many times a vehicle should fail, satisfying the constraints for a given city. A chromosome is accepted as valid if, and only if:
• The current load of the vehicle is at least as many as the demand of the given customer, and this is true for each customer.
• All vehicles must return to the depot. The fitness is given by the total amount of time each vehicle was used.
Crossover
It is tough to create new individuals with crossover, which are not invalid, so do not duplicate customers appearance. How and when can we correct the errors occurring within the population? This is especially true in the case when we use GA for some kind of track or route optimization, when the genes are not separated, but representing a tour for cities or sites to visit, each one once:
Figure 2. Error in crossovers
Source: By authors 
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To solve this inconvenient we can make a little mutation, where these invalid genes are mutated with limitation to another one which is nearby and that is removed from the other part of the list (or swapped).
This is quite easy, the mutation is not too much and not time consuming.
The child inherits the value, which is less. After the inheritance, the gene which the children inherited have to be found and replaced by the non inherited one in the parent from the children does not inherited. It then avoids us from having duplicates, because it is not going to be selected later again. Crossovers are applied on a given number of parents, defined in the User Interface.
Mutation
Mutation selects a random parent (even crossover parent and non-crossover parent), and swaps one of its genes, and recomposes and revalidates the fitness value of it. This might be then a new child.
Test of Genetic Algorithm
Tests have used the same settings, so they can be easily compared to each other. All tests were exe- 
THE BENCHMARK PROBLEMS
The test is performed on 3 small problems, which are listed in the tables below. It would have been desirable to perform the testing using more large problems but large problems with known optimal or best values were difficult to find and execute in Linear Programming solver software.
The problem instances belong to the Christofides and Eilon problems. Problems E-n33-k4, E-n76-k7
and E-n101-k8 are used for testing.
RESULTS
In this section the results are presented. The first subsection involves the testing for the linear pro- 
Linear Programming results
The problems were solved using the "VRP SOLVER" software developed by the Department of Industrial Engineering of Lehigh University. 
Problem Results

E-n33-k4 1020
E-n76-k7 890 E-n101-k8 1120
Problem Results
E-n33-k4 945
E-n76-k7 760 E-n101-k8 998
Figure 3. Linear Programming results
Source: By authors
Genetic Algorithm results
The genetic algorithm results obtained for the proposed problem were developed in a Matlab code.
Results Comparison
Genetic Algorithm developed in this paper differs from the best known value in the specialized literature in an average of 12 % for the three proposed problems. Linear Programming results differs from the best known value in the specialized literature in an average of 30 % for the three proposed problems. Table 3 . Ga vs Lp Results
CONCLUSIONS
In this work, two rather effective methods were described to solve the capacitated vehicle routing problem. It seems like these methods can be effectively used for these kinds of problems.
Linear Programming is effective when is used in small size problems, but is not possible to obtain quick and quality results for large problems like Transportation Companies face in real life.
Genetic Algorithm proposed in this paper is capable of provide results that differ from the best known value in 12 % in average for the three instances tested, this percentage indicates that the algorithm could be improved by streamlining mutation process or applying some greedy techniques as Djisktras and Bellman-Ford's algorithm to select next customer visit. The GA could be used for both small an large space of solution due to the ability for generate random offspring in every single run.
