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On the boundary of weighted numerical ranges
Wai-Shun Cheung
Abstract
In this article, we introduce the weighted numerical range which is a unified approach to
study the c-numerical range and the rank k numerical range. If the boundaries of weighted
numerical ranges of two matrices (possibly of different sizes) overlap at sufficiently many points,
then the two matrices share common generalized eigenvalues.
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1 Introduction
Let Mn denote the space of all n×n complex matrices and IR
n the set of all real n-tuples. For any
A ∈ Mn, we denote λ1(A), . . . , λn(A) the n eigenvalues of A. In the case that A is hermitian, we
assume that λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A). We also define Hθ(A) =
eiθA+ e−iθA∗
2
for θ ∈ [0, 2pi).
Numerical range is an extensively studied subject area. The study starts with the classical
numerical range of A ∈Mn which is defined as
W (A) = {x∗Ax : x ∈ Cn, x∗x = 1}
which is a compact set containing all the eigenvalues of A. W (A) is a convex set by the famous
Toeplitz-Housedorf Theorem [1, 2]. A nice discussion can be found in [3, Chapter 1]. There are
many papers related to the boundary of the classical numerical range [4, 5, 6, 7, 8, 9].
There are many different generalizations of the classical numerical range.
For 1 ≤ k ≤ n, the k-numerical range of A, introduced by Halmos [10] is defined as
Wk(A) =


k∑
j=1
1
k
x∗jAxj : x1, . . . , xk ∈ C
n are orthonormal


which is proved to be convex by Berger [11]. Note that W1(A) = W (A). Indeed Wk(A) ⊆W (A).
For any c = (c1, c2, . . . , cn)
t ∈ IRn, the c-numerical range of A, first introduced by Marcus [12],
is defined as
Wc(A) =


n∑
j=1
cjx
∗
jAxj : x1, . . . , xn ∈ C
n are orthonormal

 .
Westwick [13] proved it is a convex set. Indeed, if c1 = · · · = ck = 1/k, ck+1 = · · · = cn = 0 then
Wc(A) = Wk(A). Therefore the c-numerical range is a natural generalization of the k-numerical
1
range. A survey can be found in [16]. There are papers related to the boundary of the k-numerical
range and the c-numerical range [9, 14, 15].
A seemingly different generalization is the rank k numerical range.
For any 1 ≤ k ≤ n, the rank k numerical range of A, first introduced by Choi, Kribs and
Z˙yczkowsk [17, 18], is defined as
Λk(A) = {λ ∈ C : PAP = λP for some rank-k orthogonal projection P}.
Note that Λ1(A) = W (A). The rank k numerical of A was proven to be convex by Woerdeman
[19] and Li and Sze [20] independently. The rank k-numerical range is a relatively new generalized
numerical range and it is a hot topic partly due to its connection to quantum computing, e.g.
[21, 22]. There are papers on the boundary of the rank k numerical range [23, 24, 25, 26], but not
much geometric properties are known.
As it turns out, all the three generalizations have similar reformulations. In this article, we are
going to introduce the weighted numerical range, which is a unified approach to the c-numerical
range and the rank k numerical range. We will prove a theorem that if the boundaries of the
weighted numerical ranges of two matrices have many intersection points, then the two matrices
have common generalized eigenvalues. The size of the two matrices could be different. Applying
the theorem and using known results on classical numerical range, we can deduce some properties
about the c-numerical range and the rank k numerical range.
2 Weighted Numerical Ranges
From [3, Chapter 1], we have the following equivalent expression for W (A):
W (A) =
⋂
θ
{
v ∈ C : Re eiθv ≤ λ1(Hθ(A))
}
.
There is a similar equivalent expression for Wc(A):
Wc(A) =
⋂
θ
{
v ∈ C : Re eiθv ≤ cσ(1)λ1(Hθ(A)) + · · ·+ cσ(n)λn(Hθ(A))
}
where σ ∈ Sn such that cσ(1) ≥ . . . ≥ cσ(n).
Li and Sze [20] proved the convexity of Λk(A) by showing that there is also a similar equivalent
expression of Λk(A):
Λk(A) =
⋂
θ
{
v ∈ C : Re eiθv ≤ λk(Hθ(A))
}
.
Inspired by the alternative expressions, we define a new type of generalized numerical range.
For any c = (c1, c2, . . . , cn)
t ∈ IRn, we define
W (A; c) =
⋂
θ
{
v ∈ C : Re eiθv ≤ c1λ1(Hθ(A)) + · · ·+ cnλn(Hθ(A))
}
. (2.1)
Follow the suggestion of Karol Z˙yczkowski, we will call it the weighted numerical range.
Lets start with some simple properties of the weighted numerical ranges.
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Proposition 2.1 Let c ∈ IRn and A ∈ Mn. The weighted numerical range of A has the following
properties:
1. If W (A; c) is nonempty, then it is a complex convex set.
2. When c = ek = (0, . . . , 0, 1, 0, . . . , 0), W (A; c) = Λk(A).
3. Wc(A) = W (A; (cσ(1), . . . , cσ(n))) where σ is a permutation such that cσ(1) ≥ . . . ≥ cσ(n).
4. If A is normal, then W (A; c) is a polygonal disc.
5. If A is hermitian, thenW (A; c) is the real segment {x :
∑n
j=1 cn+1−jλj(A) ≤ x ≤
∑n
j=1 cjλ(A)}
which can be empty.
6. W (γA+ λI; c) = γW (A; c) + λ(
∑n
j=1 cj).
Proof. (1), (2), (3) and (6) follow directly from the definiton.
Suppose A is normal with eigenvalues uj + ivj for j = 1, . . . , n. The eigenvalues of Hθ(A)
are therefore uj cos θ − vj sin θ, j = 1, . . . , n. We define σ = σ(θ) to be a permutation such that
uσ(j) cos θ − vσ(j) sin θ, j = 1, . . . , n are in decreasing order. The equality
Re eiθ(x+ iy) ≤ c1λ1(Hθ(A)) + · · ·+ cnλn(Hθ(A))
is therefore equivalent to
x cos θ − y sin θ ≤
n∑
j=1
cσ−1(j)(uj cos θ − vj sin θ).
If cos θ > 0, it becomes
x−
n∑
j=1
cσ−1(j) ≤ (y −
n∑
j=1
cσ(j)vj) tan θ.
If cos θ < 0, it becomes
x−
n∑
j=1
cσ−1(j) ≥ (y −
n∑
j=1
cσ(j)vj) tan θ.
If θ = pi/2, it becomes
y ≤
n∑
j=1
cσ−1(j)vj.
If θ = −pi/2, it becomes
y ≥
n∑
j=1
cσ−1(j)vj.
Therefore for each σ, the set of corresponding inequalities can be reduced to a set of at most four
inequalities. That is, for x + iy ∈ W (A; c), x and y need to satisfies atmost 4n! inequalities. In
other words, W (A; c) is a polygonal disc with at most 4n! sides. Hence we have (4).
Suppose A is hermitian. Apply the proof of (4) and note that only two permutations are
relevant, we have (5).
3
3 The c-values and c-polynomial
Let c = (c1, . . . , cn)
t ∈ IRn and A ∈Mn. Suppose ci1 , . . . , cir are all the nonzero entries. We define
λj1,...,jr(A; c) = ci1λj1(A) + · · ·+ cirλjr(A)
and call it a c-value of A. The c-polynomial of A, p(A; c)(t), is the polynomial which takes all
generic distinct c-values as root.
For example, if c = (1, 0, 1, 2) and that a, b, c, d are the eigenvalues of A, then a+ b+2c, a+ b+
2d, a+c+2b, a+c+2d, a+d+2b, a+d+2c, b+c+2a, b+c+2d, b+d+2a, b+d+2c, c+d+2a, c+d+2b
are all the c-values of A and p(A; c)(t) is a polynomial of degree 12.
We introduce two more notations. Let r(A; c)(x, y, t) = p(xA+ yA∗; c)(t) which is a polynomial
in x, y, t and that r(A; c)(1, 0, t) = p(A; c)(t). We also write deg(A; c) = deg p(A; c)(t).
Note that if r = deg(A; c) then the coefficients of tk in r(A; c) = p(xA+yA∗; c)(t) are symmetric
homogeneous functions of degree r − k on the c-values of xA + yA∗, and hence symmetric homo-
geneous functions of degree r − k on the coefficients of the characteristic polynomial of xA+ yA∗,
and hence symmetric homogeneous functions of degree r− k on the entries of xA+ yA∗. Therefore
r(A; c) is a homogeneous function of degree r and that deg(A; c) = deg r(A; c)(x, y, t).
Apply Bezout’s Theorem, we have two lemmas.
Lemma 3.1 Let A ∈ Mn, B ∈ Mm, c ∈ IR
n and d ∈ IRm. If r(A; c) and r(B; d) have more than
deg(A; c) deg(B; d) common roots in the projective plane, then r(A; c) and r(B; d) have a common
factor. Consequently there exists a c-value of A which is also a d-value of B.
Lemma 3.2 Let A ∈ Mn, B ∈ Mm, c ∈ IR
n and d ∈ IRm. If r(A; c) and r(B; d) have more than
deg(A; c) deg(B; d) common roots in the projective plane and that r(A; c) is irreducible, then r(A; c)
is a factor of r(A; c). Consequently all the c-values of A are d-values of B.
4 Supporting Lines and Common Boundary Points
We need two technical lemmas for further discussion. The first lemma is trivial, it tells us when a
supporting line is of a special form.
Lemma 4.1 A supporting line of W (A; c) is of the form
{
v ∈ C : Re eiθv = c1λ1(Hθ(A)) + · · ·+ cnλn(Hθ(A))
}
whenever
(a) the supporting line is tangent to the boundary of W (A; c) at a differentiable point; or
(b) c1 ≥ c2 ≥ · · · ≥ cn. In other words, every supporting line of Wc(A) is of this special form.
The second lemma states that if there are three common boundary points of two weighted
numerical ranges, then there must be a common supporting line.
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Lemma 4.2 Let A ∈Mn, B ∈Mm, c ∈ IR
n and d ∈ IRm. Suppose z1, z2, z3 ∈ ∂W (A; c)∩∂W (B; d)
are positioned along the boundary of W (A; c) (or W (B; d)) in an anticlockwise way. Let ωl =
Arg(izl+1 − zl), l = 1, 2. then there exists φ ∈ [ω2, ω1] (defined as [ω2, 2pi]∪ [0, ω1] if ω1 < ω2]) such
that
n∑
j=1
cjλj(Hφ(A)) =
m∑
k=1
dkλk(Hφ(A)).
In other words, there is a common supporting line in the direction which is between the perpendicular
bisectors of [z1, z2] and [z2, z3]. Furthermore φ can be chosen so that φ ∈ (ω1, ω2) or at least one of
[z1, z2] and [z2, z3] is part of ∂W (A; c) ∩ ∂W (B; d).
Proof. Let L : {z : Re eiθz =
∑m
k=1 dkλk(Hθ(B))} be a supporting line of W (B; d) passing z2.
Let z2 − z1 = re
i(pi/2−ω1), then
Re eiθ(z2 − z1) = r cos(v + pi/2− ω1) = r sin(ω1 − v)
is nonnegative if: when 0 ≤ ω1 ≤ pi, then 0 ≤ θ ≤ ω1 or pi + ω1 ≤ θ ≤ 2pi; when pi < ω1 ≤ 2pi, then
ω1 − pi ≤ θ ≤ ω1.
Likewise Re eiθ(z2 − z3) is nonnegative if: when 0 ≤ ω2 ≤ pi, then ω2 ≤ θ ≤ pi + ω2; when
pi < ω2 ≤ 2pi, then 0 ≤ θ ≤ ω2 − pi or ω2 ≤ θ ≤ 2pi.
If ω2 ≤ ω1 then ω1 ≤ θ ≤ ω2. If ω2 > ω1 and θ > ω1 then θ > ω1 + pi and hence θ > ω2. Thus
θ ∈ [ω2, ω1].
Now
∑n
j=1 cjλj(Hθ(A)) ≥
∑m
k=1 dkλk(Hθ(B)) or otherwise z2 /∈W (A; c).
Likewise, we can find ϕ ∈ [ω2, ω1] such that
∑n
j=1 cjλj(Hϕ(A)) ≤
∑m
k=1 dkλk(Hϕ(B)).
By the continuity of λj(Hθ(A)) and λk(Hθ(B)), there exists φ between θ and ϕ such that∑n
j=1 cjλj(Hφ(A)) =
∑m
k=1 dkλk(Hφ(A)).
If φ = ω1, then either φ = ω1 = θ or φ = ω1 = ϕ. In both case, it implies that [z1, z2] ⊆
∂W (A; c) ∩ ∂W (B; d).
Similarly for the case φ = ω2.
5 Main Theorems
We are ready to state the main results.
Theorem 5.1 Let A ∈Mn, B ∈Mm, c ∈ IR
n and d ∈ IRm. Suppose
c1λ1(Hθ(A)) + · · ·+ cnλn(Hθ(A)) = d1λ1(Hθ(B)) + · · ·+ dmλm(Hθ(B))
for deg(A; c) deg(B; d) + 1 θ’s, then there exists a c-value of A which is also a d-value of B.
Furthermore, if r(A; c) is irreducible, then all the c-values of A are d-values of B.
Proof. The condition
r = c1λ1(Hθ(A)) + · · ·+ cnλn(Hθ(A)) = d1λ1(Hθ(B)) + · · ·+ dmλm(Hθ(B))
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implies that a c-value of Hθ(A) is a d-value of Hθ(B), which in turns implies that (e
iθ, e−iθ, r) is a
common root of r(A; c) and r(B; d). The result then follows Lemma 3.1 and Lemma 3.2.
Apply Lemma 4.1 and Theorem 5.1, we prove a theorem on common supporting lines.
Theorem 5.2 Let A ∈ Mn, B ∈ Mm, c ∈ IR
n and d ∈ IRm. If W (A; c) and W (B; d) have more
than deg(A; c) deg(B; d) common supporting lines and the following two conditions are satisfied:
1. W (A; c) = Wc(A), or each supporting line touches ∂W (A; c) at a differentiable point;
2. W (B; d) = Wd(B), or each supporting line touches ∂W (B; d) at a differentiable point,
then there exists a c-value of A which is also a d-value of B. Furthermore, if r(A; c) is irreducible,
then all the c-values of A are d-values of B.
Apply Lemma 4.2 and Theorem 5.1, we prove a theorem on common boundary points.
Theorem 5.3 Let A ∈ Mn, B ∈ Mm, c ∈ IR
n and d ∈ IRm. Suppose there are z1, . . . , zk ∈
∂W (A; c) ∩ ∂W (B; d) where k = deg(A; c) deg(B; d) + 1 such that [zr, zs] do not lie on ∂W (A; c) ∩
∂W (B; d) for r 6= s, then there exists a c-value of A which is also a d-value of B. Furthermore, if
r(A; c) is irreducible, then all the c-values of A are d-values of B.
Proof. Suppose the k points are in an anticlockwise manner and that zk+1 = z1, zk+2 = z2.
By Lemma 4.2, {zl, zl+1, zl+2} defines an angle φl ∈ (ωl+1, ωl) where ωs = Arg(izs+1 − zs) such
that
n∑
j=1
cjλj(Hφ(A)) =
m∑
k=1
dkλk(Hφ(A)).
Note that those k φ’s are distinct. Therefore, by Theorem 5.1, the result follows.
We have two simple consequences of Theorem 5.2.
Corollary 5.4 Let A ∈ Mn, B ∈ Mm, c ∈ IR
n and d ∈ IRm. Suppose there is a differentiable
curve, which is not a straight line, lying on ∂W (A; c) ∩ ∂W (B; d), then there exists a c-value of A
which is also a d-value of B. Furthermore, if r(A; c) is irreducible, then all the c-values of A are
d-values of B.
Corollary 5.5 Let A ∈ Mn, B ∈ Mm, c ∈ IR
n and d ∈ IRm. If Wc(A) = Wd(B) then there exists
a c-value of A which is also a d-value of B.
The next two corollaries relate to some old results [6, 7, 8, 9, 26].
Corollary 5.6 Let A ∈ Mn and c ∈ IR
n. If ∂W (A; c) contains 2 deg(A; c) + 1 points on a circle
centered at α, then α is a c-value of A with multiplicity greater than 1.
Consequently, if Λk(A) contains a circular arc centered at α, than α is an eigenvalue of A with
multiplicity greater then 1.
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Proof. Let B =
(
α 2R
0 α
)
where R is the radius of the arc and let d = (1, 0). Apply Theorem 5.3
and note that r(B; d) is irreducible.
Corollary 5.7 Let A ∈Mn and c ∈ IR
n. If ∂W (A; c) contains 2 deg(A; c)+1 points on an ellipse,
then the two foci of the ellipse along the main axis are c-values of A.
Consequently, if Λk(A) contains an elliptical arc, then the two foci of the elliptical arc along the
main axis are two eigenvalues of A.
Proof. Let B =
(
α R
0 β
)
where α and β are the foci of the ellipse and R is a suitable number.
Let d = (1, 0). Apply Theorem 5.3 and note that r(B; d) is irreducible.
Remark 5.8 The bound deg(A; c) deg(B; d) + 1 is sharp. Let A to be the n × n diagonal matrix
with eigenvalues being the n roots of unity and B =
(
0 2R
0 0
)
where R is slightly less than 1,
then W (A) and W (B) have exactly 2n common boundary points, but A and B have no common
eigenvalues.
We end this section with two known results with new proofs.
The first result is on the sharp point of c-numerical ranges.
Corollary 5.9 Let A ∈Mn and c ∈ IR
n. If Wc(A) has a sharp point α then α is a c-value of A.
Proof. Let B = αI2 and d = (1, 0). Apply Theorem 5.2.
The second result in [28] relates to in [27] and a follow-up question listed in [16, Section 9].
Corollary 5.10 Consider A ∈ Mn(C). Suppose Wc(A) is a circular disc centered at 0 for any
c ∈ Rn, then A is nilpotent.
Proof. Let a1, . . . , an be eigenvalues of A. Suppose not all aj ’s are zero, then there exists
c = (c1, . . . , cn)
t ∈ Rn such that c1aσ(1) + · · ·+ cnaσ(n) 6= 0 for all permutations σ.
Since Wc(A) is a circular disc centered at 0, we have Wc(A) = W (αE12) for some α ∈ R. By
Theorem 5.6, there exists a permutation σ such that c1aσ(1) + · · ·+ cnaσ(n) = 0.
We now have a contradiction.
6 Open Questions
Problem 6.1 What happens if there is a sharp point or a line segment on ∂W (A; c)?
We know very little even for rank k numerical range.
Problem 6.2 Could we get any meaningful results if ∂W (A; c)∩∂W (B; d) contains a line segment?
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Again, we know very little for rank k numerical range.
Problem 6.3 Suppose we know that W (A; c) ⊆ W (B; d) and that ∂W (A; c) ∩ ∂W (B; d) contains
sufficiently many points. Could we say more about the geometry of W (A; c) and W (B; d)?
Wu [8] proved some nice results ifW (A) orW (B) is a circular disc. Cheung and Li [9] generalized
Wu’s results to elliptical disc and k-numerical range. Cheung [26] obtained extended Wu’s results
to rank k numerical range. We believe that there should be some similar results for weighted
numerical range.
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