Present neural models of classical conditioning all suffer from the same shortcoming: local representation of information (therefore, very precise neural prewiring is necessary). As an alternative we develop two neural models of classical conditioning which rely on distributed representations of information. Both models are of the Hopfield type. In the first model the existence of transmission delays is used to store temporal relations. The second model is based on interactions between spatially separated neural fields. Using tools from statistical mechanics we show that behavioural constraints can be met only if the Hebb rule is extended with inter-or intrasynaptic competition.
Introduction
Connectionism has redirected the attention of cognitive scientists to learning and to the neural substrate in which cognitive processes are implemented. Conditioning has become an important field in which ideas from neural networks, behavioural science and neurophysiology are combined. In this article a short overview of the field will be given. It will be shown that the existing neural models are too strongly dependent on the local representation of information. In order to solve this problem, alternative models will be described and analysed which are based on distributed representations of associations. Our aim is to show that it is possible to relate behavioural data to collective processes in connectionist models.
The phenomenon of Pavlovian learning has a long history in the behavioural and neural sciences.
The basic phenomenon under investigation here is the possibility that organisms develop associations between familiar and unfamiliar stimuli. This will help the organism to develop expectations about its environment which will lead to anticipatory (in this case automatic) behaviour. A basic repertoire of unconditioned stimuli (US), which will automatically evoke an unconditioned response (UR) of the autonomous nervous system, will tend to pass on this property to other conditioned stimuli (CS) which are encountered in the environment in a specific temporal relation. These conditioned associations will make the CS generate a conditioned response (CR). The classical experiment of Pavlov with a dog illustrates the basic concepts of this learning mechanism. When presented with meat (US) Pavlov's dog started to salivate (UR). When a number of presentations of meat were preceded by the ringing of a bell (CS) eventually the sound of the bell sufficed to trigger the salivation (CR). Rescorla and Wagner (1972) made an important contribution to modelling classical conditioning.
Building on earlier work by Estes and Burke (1953) and Bush and Mosteller (1955) , they formulated a comprehensive formal model that describes a large part of the known learning phenomena in classical conditioning. Their basic assumption is that the effect of reinforcement of a stimulus on the association of this stimulus with the unconditioned response is dependent not only upon the properties of that particular stimulus but also upon the properties of the other stimuli known to the system, i.e., "..organisms only learn when events violate their expectations." Rescorla and Wagner consider the association strength of a compound stimulus V ax to be the sum of the association strengths of the constituent components, V a and V x ; 1 V ax = V a + V x
Modification of the association strength of an individual component depends on learning rate parameters (α a and β u ) which are coupled with the conditioned stimulus a, (α a > 0), and with the unconditioned stimulus u, (β u > 1). Every unconditioned stimulus determines a limit, λ u , to the potential association strength:
The association strength of a stimulus is defined as the probability for this stimulus to elicit a CR.
Extensions of this model can be found in Pearce and Hall (1980) where associability is controlled not only by instantaneous properties of CS and US (α and β in the Rescorla and Wagner model) but also by a long-term memory trace of the previous US intensities and associative strengths.
A relatively new behavioural phenomenon is known as secondary conditioning (e.g. Rescorla, 1980) . The learning repertoire can be drastically extended because a learned CS can reinforce a newly learned CS. Grossberg (1982 Grossberg ( , 1984 has proposed the Secondary Conditioning Alternative: Adaptive systems can be divided into a group of systems in which each CS can function as a US in reinforcing other CSs and into simpler systems which are not capable of secondary conditioning. Hawkins and Kandell (1984) revealed the molecular and cellular bases of the mechanisms underlying classical conditioning, operant conditioning and habituation, on the basis of work on higher invertebrates, Aplysia, Drosophylia, locust and Grayfish and isolated parts of the spinal cord. The four general principles of these mechnisms are: 1) the elementary aspects of learning are not distributed in the neural mechanism but are based on local representations in specific neurons. 2) learning affects the properties of the membranes of the synapses of these specific neurons. 3)
learning modulates the amount of transmitter released by the presynaptic terminals but not the number of synapses. 4) on a molecular level learning involves intracellular second messengers and the modulation of specific ion channels. Gluck and Thompson (1987) have simulated the classical conditioning mechanism proposed by Hawkins and Kandell. An important result of this study was that, in models of the neural substrate of classical conditioning, the specific biophysical properties of neurons did not seem to constitute a relevant descriptional level. A 'crude' description at a neuronal level sufficed.
The generalization of these results, obtained with invertebrates, to mamallian learning is not completely straightforward. In discussing the relevance of research on learning in Hermissenda Alkon et. al (1985) emphasizes that we cannot expect local membrane changes in mammals to have the same behavioural effects as in invertebrates. In mammals representations of even simple associations are expected to be distributed over a number of brain regions. The biophysical properties, however, of the units involved in learning seem to be similar. The neural bases of a number of phenomena have still to be determined. For instance, the specific temporal relations between the inter-stimulus interval and the generation of the CR (the famous inverted U, e.g. Sutton and Barto, 1981) which play a decisive role in invertebrate and vertebrate learning have not yet been related to the underlying neural mechanisms (Baudry, 1985) .
In order to obtain a neural model which can account for the known facts of animal learning (to be more specific: classical conditioning) Sutton and Barto (1981) introduced their adaptive element, based on the work of Klopf (1982) , as an implementation of the Rescorla and Wagner equations. Barto et.al (1983) formulated a revised version of this model: 'Adaptive Searching Element'. They expected that this model would account for operant conditioning.
The adaptive element receives inputs from n modifiable pathways x i . Every x i corresponds to a specific CS i . Besides these inputs the unit receives input from a specific 'teacher' channel z, which corresponds to the US. The associations between a CS and the US are expressed in the weight w i of their coupling. The output y of the unit representing the CR is a sigmoidal function f of the weighted inputs;
The model incorporates long-term effects via stimulus traces x' i . The presence of stimulus CS i at t, coded by x i = 1, initiates a prolonged effect expressed by x' i . The output signal triggers a trace, y'.
These traces develop in time according to:
x' t+1 = α x' t + x t y' t+1 = β y' t + 1-β y t (α and β are positive constants, 0 ≤ α, β < 1). The changes in the synaptic weights of the input channels are dependent on both the output signal y and the signal traces x' i and y' i : w i t+1 = w i t + c y t -y' t x i ' t (c determines the learning rate, c > 0). The trace x' i allows the synapse w i to change.
Unfortunately the Sutton and Barto adaptive element also had its shortcomings. Its discretization of time-steps implied an insensitivity to a possible temporal overlap of stimuli. Furthermore, the model does not show the S-shaped acquisition curve found in classical conditioning experiments. Klopf (1988) tried to reformulate the adaptive element in order to overcome these problems. In the calculation of the output signal, y i , of this new adaptive element a threshold, ϑ, is introduced;
The output signal is restricted to between 0 and a specified maximum. The differential learning mechanism proposed by Klopf specifies the length of the time interval, τ, of the stimulus trace;
(c j denotes the learning rate). Klopf shows that this adaptive element is capable of modelling a large number of known learning phenomena. Grossberg (1982) shows that the known inconsistencies of the Resorla and Wagner model and other related models e.g. Mackintosh (1976) and Hall and Pearce (1979) can be traced back to the incorrect assumption that in classical conditioning only one neural mechanism determines learning. According to Grossberg a distinction has to be made between a short-term drive representation, coupled with the US, and a sensory representation of the CS. This reformulation, in accordance with his earlier work (e.g.. 1980), makes Grossberg's Adaptive Resonance Theory applicable to classical conditioning. In Grossberg and Levine (1987) and Grossberg and Schmajuk (1987) these suggestions are tested. A thorough evaluation of this model would be beyond the scope of this article. Important here is that
Grossberg and co-workers found a network solution based on the interaction of multiple physiological systems.
Although all the models satisfy some aspects of classical conditioning they all have the same shortcomming; they rely on local representation of associations. In the models devised by Sutton and
Barto and Klopf all possible CSs are identified by their specific connections with the adaptive element. In the Grossberg solution every stimulus is coded by a specific unit for its perceptual representation and a drive-modulated representation. This means that, prior to any learning experience, all possible CS-US combinations have to be wired in. For the development of real or artificial organisms this poses a prediction problem. Which stimuli are likely to be encountered and have to be associated with the pre-wired US repertoire? Furthermore, these solutions cannot be considered plausible for complex (vertebrate) systems. The domain of potential CSs is determined by the perceptual capacities of the organism in question. In relatively simple organisms like Aplysia it is conceivable that evolution equips the organism with a sensory system that a priori specifies the possible CSs. In complex systems, however, which are capable of perceiving complex sensory cues the number of possible CSs cannot be estimated (e.g.: how many different sounds can one perceive?). In order to solve this problem the concept of "adaptive element" has to be generalized to the notion of an adaptive field in which the emphasis is no longer on a local representation of initially known CSs but is switched to a distributed representation of initially unknown CSs.
Adaptive fields are networks of interconnected model neurons in which information is distributed over the available connections (Kohonen, 1977; Hopfield, 1982) . Another advantage of these models is that they can be studied analytically with techniques from statistical physics (see Amit, 1989 for a coherent overview). We present two architectures along these lines. The first model is based on the capability of a neural network with transmission delays to store temporal relations between subsequent activity patterns. These transmission delays determine the speed with which neurons communicate. The construction allows all representations to be defined and stored in one field. The second model employs spatially separated, but mutually interconnected sections.
Our models will be required to:
1) be capable of representing a practically unlimited number of in principle unknown stimuli;
2) store information in a distributed way based on a physiologically plausible learning rule;
3) yield association strengths of a number of CSs with a given US which are mutually dependent in an association space defined by the US. If one CS acquires the most predictive power in a given domain, its association strength must be increased at the expense of other associations with this US (blocking);
4) allow acquired CSs to function as a US on later occasions (Second order conditioning).
We restrict ourselves (for practical reasons) in two ways. First, we do not try to take into account all aspects of physiological reality. We try to keep our models as simple as possible. Second, since we realize that the Rescorla and Wagner model has its limitations (Grossberg 1984) , and that the number of experimental findings to be explained by neural models is extremely large, we consider the Rescorla and Wagner model only as a guide-line.
Conditioning based on temporal associations
Since classical conditioning is based on associating temporally related stimuli, one can use neural models which are capable of storing temporal relations. These models are either based on the existence of axonal or synaptic transmission delays (Hopfield, 1982; Sompolinsky and Kanter, 1986; Kleinfeld, 1986; Coolen and Gielen, 1988) , on time dependent connections (Peretto and Niez, 1986) , or on noise generated transitions between biased patterns (Buhmann and Schulten, 1987; Metzger and Lehmann, 1990) . Troughout this section we will restrict ourselves to models of the second type. These models have no spatial structure; all neurons are interconnected. During a learning phase connections can be formed, based on correlations between subsequent network states, because of the presence of transmission delays.
We assume that in this network the US repertoire is distributed over the connections between the units. Activation of the US representation will elicit a response. In the same network sensory patterns, which are related to CSs, are projected and subsequently stored. When a CS is followed by a US both patterns will be associated. The next time the same CS occurs it will lead to a reactivation of the US representation which in turn will again elicit a CR.
All N units are of the Hopfield type, i.e., with binary activation values s i (t) (s i (t) = −1 if unit i is at rest at time t and s i (t)=1 if it is active). The vector s will denote the microscopic state (s 1 ,...,s N ) of the system. The total input h i at time t to unit i (the local field) is determined by a weighted sum of the activity of all the units j at time t-τ which are connected with i;
Here we assume for simplicity that all transmission delays are equal. We have called this value τ. The strength of the connection from unit j to unit i is given by w ij (the value is positive if neuron j excites unit i; it is negative if neuron j inhibits neuron i). In a strictly deterministic neural system an individual unit i fires if its local field h i exceeds a certain threshold (which is taken to be 0). It will only change its state if h i and s i do not have the same sign. If, however, the stochastic nature of neurons is taken into account we can only speak about the probability w j that neuron j will change its state. The microscopic evolution in time of the activities of the individual units is governed by the master equation (Van Kampen, 1981) :
where p t (s) is the probability of finding the network in state s at time t, w j (s) is the probability per unit time that neuron j will change its state and F j is the j th spin-flip operator: F j Φ(s 1 ,...,s j ,...,s N ) = Φ(s 1 ,...,-s j ,...,s N ). The transition probability w j is defined in the usual way (Little, 1974; Derrida et al, 1987; Coolen and Ruijgrok, 1988) :
1 / β is a measure of the amount of noise in the system. If β goes to infinity the system will be noiseless.
Following Hebb (1948) all information is assumed to be stored in the connection strengths w ij . We assume that the change of these weights w ij is given by a Hebbian learning rule. It will turn out that this simple learning rule is not capable of reproducing the blocking effect specified in (2). However, to keep our models analytically tractable, we first work with a simple definition.
Later we will show how a simple modification of (6) can account for the blocking effect. In eq.(6) ε denotes the decay of the synaptic weights, ε<<1. This decay term leads to a restriction on the values of the connections which can only range between -1/ε and +1/ε (as in Shinomoto, 1987) . This restriction on the strengths of the synaptic efficacies (either with a decay term or by imposing a strict bound on the values of the weights as in Nadal et al, 1986 ) results in a gradual loss of long-term memory traces.
If during a learning phase a sequence of two patterns ξ µ = (ξ µ 1 ,...,ξ µ N ) and ξ ν = (ξ ν 1 ,...,ξ ν N ) is presented in the order ν -> µ, and if the time between the pattern presentations is τ, then (6) results in:
If many such sequences are presented in a learning phase the final connection matrix will be of the general form: We assume that all CSs and the US are represented by microscopic vectors ξ µ . In particular the US pattern is represented by ξ 1 and the vectors ξ µ (µ=2..p) represent the CSs. In principle the exact coding rules (the rules that determine the choice of the representations ξ µ ) of stimuli in a neural system are not known. Therefore we will draw the components of the vector ξ µ simply at random from {-1,1}. The evolution of the neuronal activity will be described at a macroscopic level by the overlaps q µ (of which there are p). The overlap q µ measures to what extent the microscopic state s resembles pattern ξ µ :
, then the microscopic state s is exactly pattern ξ µ . One can show for p<<log N (Coolen and Ruijgrok, 1988) , as a result of the choices made in (3), (4), (5) and the general form of (7), that for large networks (N->∞) the evolution of the macroscopic quantities q=(q 1 ,...,q p ) is governed by the flow equation:
Since all ξ µ i are drawn at random, (10) can be replaced by:
This equation simply involves averaging over a probability distribution, where η µ ∈ {-1,1} (µ=1..p) and where the probability of finding any vector η = (η 1 ,..,η p ) is 2 -p (since 2 p is the number of vectors η). Since (11) is an autonomous differential equation the evolution of the system in time can be studied at the macroscopic level defined by the quantities q; at this level the evolution in time is completely deterministic. Fluctuations around the values given by (11), due to finite size effects, will typically be of the order N -1/2 .
The next stage is the translation of classical conditioning experiments into the quantities describing network behaviour. We will restrict ourselves to the case of only one US and a finite number of CSs (generalizations to the multi-US case are straightforward). First, we will define the stimulus repertoire in terms of the microscopic patterns {ξ 1 ,...,ξ p }. Second, we will relate the matrix A and the macroscopic state vector q to the development of the associations and the final response.
In this model the presentation of a stimulus (say CS µ) will amount to choosing pattern ξ µ as the initial microscopic state of the network. The presentation of a compound stimulus (say CS µ and CS ν) will amount to choosing a mixture of the patterns ξ µ and ξ ν as the initial microscopic state. From this initial state the system will evolve autonomously according to (4). Both the association strength of CS µ with the US (V µ ) and the association strength of CSs µ and ν with the US (V µν ) are assumed to be directly related to the similarity between the activity vector s and the US pattern ξ 1 (as measured by q 1 ). A first strategy would be to define V µ as the similarity between the US pattern ξ 1 and the equilibrium state s. This operationalisation is not optimal. One might argue that a realistic physiological system will hardly ever be in equilibrium (which will be reached for t = ∞). An alternative strategy would be to define V µ as the similarity between the network state and the US pattern immediately after the presentation of the stimulus, which also has the advantage that one does not need to solve equation (11) and thus avoids all technical problems related to ergodicity breaking and spurious attractors. Since q 1 (0)=0 this similarity will be proportional to the time derivative of q 1 at t=0:
If in a given conditioning experiment CS pattern ξ µ is followed by US pattern ξ 1 , then, according to (8), this amounts to the following modification of the matrix A:
13 ∆A σρ µ = -ε A σρ + δ σ1 δ ρµ +δ σµ δ ρµ + δ σ1 δ ρ1
When a compound stimulus ( which we think of as being a random mixture of CS patterns ξ µ and ξ ν )
is presented the matrix A will on average be modified according to:
14 ∆A σρ µ,ν =-ε A σρ + 1 2 δ σ1 δ ρµ + 1 2 δ σ1 δ ρν + 1 4 δ µσ δ µρ + 1 4 δ νσ δ νρ + δ σ1 δ ρ1 + 1 4 δ µσ δ ρν + 1 4 δ µρ δ σν
The order of the learning trials will affect the final values of the elements of A due to the introduction of the synaptic decay in (6). The memory trace of early experiences will be lost in the course of time (recent experiences are the most effectively stored). In order to arrive at an explicit expression for A (independent of the order of the learning trials) we now assume these trials to be presented in random order, such that the relative frequencies f µ and f µν are the only degrees of freedom:
Combining (14) with the ansatz <∆A σρ > = 0 gives:
Here one can distinguish the separate effects due to the associations between whole patterns, the CS -US associations, and associations between parts of pattern (mixtures).
For simplicity we will limit ourselves to the situation in which two patterns ξ 2 and ξ 3 are associated with the US ξ 1 .
This gives:
(where we have used (15)). The diagonal elements A µµ will tend to stabilize the states ξ µ . The nondiagonal elements in (16) will evoke transitions which might trigger the response (s -> ξ 1 ).
When after a learning session CS ξ 2 is imposed upon the sysem, or in macroscopic terms: q(0) = ( 0 , 1 , 0 ), the time derivative of q 1 (the resemblance of the system state to the US pattern) is given by:
If a compound stimulus is presented, which is a random mixture of patterns ξ 2 and ξ 3 , V 23 is given by (q(0) = (0, 1 / 2 , 1 / 2 )):
Expansion of (17) and (18) in powers of β / ε gives:
Equation (1) Having investigated the validity of (1) we have to assess whether (2) holds: the most predictive stimulus must block the possibility that other stimuli will develop an association. We will again start with two CS patterns and one US pattern. When the CS-US combination ξ 2 -> ξ 1 is imposed upon the system (n times), the weights develop according to (13) and the matrix A will take the form: This shows that V 3 is completely independent of the number of previous presentations of stimulus 2.
CS 3 can develop an association with the US independent of the predictive power of CS 2.
Conditioning based on spatial associations
Contrary to the former solution, in which all associations were coded in one field, an alternative approach would be to separate the system into interconnected fields which can be interpreted as coding fields for different sensory modalities. In this case the learning of associations is based not on the existence of a neuronal transmission delay but on associating patterns of activity in L sub-fields in which the CS patterns ξ µ are coded (hereafter these sub-fields will be referred to as CS fields).
These subfields are all coupled with one field in which the class of USs are coded (hereafter the US field).
The activation of one of the patterns, coded in the US field, will generate a response. For simplicity we assume that every CS field λ codes only one pattern, ξ λ ∈ {-1, 1} Nλ . The US field codes only one US pattern χ ∈ {-1, 1} N . Generalization to the multi-patterns case is straightforward.
The microscopic state of a CS field λ is denoted by s λ ∈ {-1, 1} Nλ , λ = 1,..,L. The microscopic state of the US field is written as s ∈ {-1, 1} N . The input h i for a neuron in the US field is the sum of all contributions from the CS fields:
In Figure 3 the architecture of this model is depicted. The microscopic evolution in time of the activities of the individual units in the US field is again governed by equations (4) and (5) where the delay τ is taken to be 0. The change in synaptic weights K ij λ is given by:
The presentation of a CS pattern ξ µ in combination with the US pattern χ will lead to:
The presentation of a compound stimulus, consisting of the pattern ξ µ (in CS field µ) and pattern ξ ν (in CS field ν) in combination with US pattern χ , will on average lead to:
If many such combinations are presented in a learning phase the final connection matrices K λ will be of the general form:
The vector A is determined by the details of the learning phase.
Again we describe the evolution of the neuronal activity at a macroscopic level using the overlaps q µ (9). An additional overlap parameter q 0 is defined which describes the correlation between the microscopic state s (in the US field) and the US pattern χ:
The flow equation acquires the form:
It is no longer necessary to draw the pattern components randomly. Because all patterns are coded in separate fields and because tanh is an odd function the pattern components simply drop out of the macroscopic equations.
Model behaviour can be operationalised in terms of classical conditioning as was done in the temporal case. In this model the presentation of a stimulus (say CS µ) will amount to activating pattern ξ µ as the initial microscopic state of subfield µ. The presentation of a compound stimulus (say CS µ and CS ν) will amount to activating patterns ξ µ and ξ ν in CS fields µ and ν respectively. From a random initial state the US field will evolve in time according to (4) (τ = 0). As with the temporal model, association strengths are assumed to be directly related to the similarity between the activity vector s and the US pattern χ (in this case measured by q 0 ), immediately after the presentation of the stimulus. Since q 0 (0)=0 this similarity will be proportional to the time derivative of q 0 at t=0:
If a single CS (pattern µ) is associated with the US in a given learning trial, A develops according to:
When learning compound stimuli (patterns µ and ν) one finds:
The effect of learning is again completely described by macroscopic quantities: the vector A. Due to the introduction of the synaptic decay the order of the learning trials will affect the final values of the elements of A. To arrive at an explicit expression for A (independent of the order of the learning trials) we again assume that the trials were presented in random order, such that the relative frequencies f µ and f µν are the only degrees of freedom (given (15)) Combining (22) and (23) with the ansatz <∆A σρ > = 0 gives:
If we restrict ourselves again to two CS patterns, ξ 1 and ξ 2 , the two elements of A are given by:
When CS pattern 1 is imposed upon the network, i.e. q(0) = (1, 0), the association strength V 1 is:
The association strength V 12 of the compound stimulus ξ 1 and ξ 2 (i.e, q(0) = (1,1)) is:
Equation (1) from the Rescorla and Wagner model specifies that V 12 -(V 1 + V 2 ) = 0. In our model expansion in powers of β / ε gives:
In this model the relation between V 1 , V 2 and V 12 takes on the form:
The responses of this model as expressed by (21) In Figure 4a we have chosen ε / β = 0.5; in Figure 4b Along the same lines as in 2 we will test to find out whether the spatial model with the simple Hebb rule is capable of reproducing the blocking effect. When we present the stimulus set {ξ 1 ; χ} n times the vector A will be of the form (A 1 , 0). When we now present stimulus ξ 2 once in combination with χ, A will become: (A 1 (1-ε), 1). The increase of A 2 is not influenced by the predictive power of CS 1 expressed in A 1 . V 2 is:
V 2 = q 0 0 where q 0 = (0, 1) = tanh β Again V 2 is independent of the learning history with respect to CS 1.
Extended models
In introducing our models we have used a simplified version of the Hebb learning rule. It was shown that the learning rule used was not capable of introducing blocking.We will now extend the learning rules in such a way that blocking can occur. To satisfy constraint 2 and to stay within the tradition set by Hebb we assume that synaptic modification is the result of a local process. Blocking is interpreted as a result of a local competition process within or between synapses. We will start by considering the first (temporal) model.
The temporal model. Every weight change ∆J ij will be dependent not only on the activities of units i and j, but also on the actual value of J ij :
If the actual weight is increasing, potential weight changes will decrease. This mechanism can be regarded as regulating the change in the number of transmitter receptors in the postsynaptic terminal (Lynch, 1989) or the number of serotonin sensitive potassium channels in the presynaptic terminal.
In Aplysia the potassium channels are interpreted as implementing the synaptic weight in classical conditioning (Hawkins and Kandell, 1984) .
The form of the description of the macroscopic behaviour of the temporal model when extended with (24) will no longer be valid. Therefore, for simplicity we will assume that only transitions are stored.
Presenting the pattern combination ξ µ -> ξ 1 will lead to:
After presenting the pattern combination ξ 2 -> ξ 1 n times, J ij will have the form:
Here D n dependends on the number n of presentations and is defined by a recurrent relation:
(where D 0 = 0). If we now present the combination ξ 3 -> ξ 1 once , eqs. (25) and (26) give:
J ij now becomes:
The development of the macroscopic variable q will now be of the form :
V 3 is now seen to be :
Now blocking does occur. V 3 is dependent on the previous learning history expressed by D n . The larger n is the smaller V 3 will become.
Spatial model. Because CS patterns are coded in separated fields blocking cannot be the result of a within-synapse competition. Since every synapse is connected with only one of the CSrepresenting fields we introduce a competition mechanism between-synapses. The learning rule will now be defined as:
Here η modulates the competition effect and L denotes the number of fields. The form of the macroscopic description of the behaviour now remains unchanged. Learning an association ξ µ -> ξ 1 leads to:
When we again present the pattern combination { ξ 1 , χ} n times, A will take the form: (D n , 0). If we now present the combination { ξ 2 , χ} once, A will change to (D n+1 , 1 -ηD n /N 2 L). V 2 is now given by:
which indicates blocking.
Discussion
Neural network modelling has established itself as an interdisciplinary adventure. Our paper can be seen as a modest attempt to formulate simple neural models in which tools from statistical physics are used to obtain an understanding of a well-known psychological phenomenon without violating generally accepted properties of the neural substrate. This strategy for studying psychological phenomena seems to be a promising one (Amit, 1988; Amit et al, 1990) . We have attempted to formulate analytically tractable neural models of classical conditioning which are based on distributed representations. Our goal was to show that behavioural constraints (the Rescorla and Wagner laws) and neurophysiological constraints (local learning rules) could be satisfied. It has been demonstrated that both learning based on the exploitation of the existence of transmission delays and learning based on representing stimulus associations in spatially separated but interconnected fields could serve as a basis on which to build models. Both solutions, contrary to the existing neural models of classical conditioning, are capable of handling an arbitrary set of unknown stimuli; they do not require any prewiring to deal with CS representations. It is only assumed that the system is capable of developing connections between a sensory system and an affector system. Since both models are of the Ising spin type many results can be obtained analytically. Our models are, of course, only crude approximations of neural reality. For instance, we assume that the units can be in two states only, that these units are generally fully interconnected, and that the patterns representing stimuli can be chosen randomly. Furthermore, simulation studies showed that our models can enable robots to learn to avoid obstacles (Verschure and Kröse, forthcoming) .
Contrary to the results obtained with other models based on local representations (Gluck and Thompson, 1989; Alkon et.al, 1990) we find that the effect of second order conditioning (the possibility of a conditioned stimulus to acting as a reinforcer) is quite a natural phenomenon in a distributed model with Hebbian learning. However, blocking (the possibility that a stimulus will prevent other stimuli from aquiring an association with a unconditioned response) is more difficult to achieve. We show that in our models blocking can only be accounted for by Hebbian learning rules which in addition are subject to inter-synapse or intra-synapse competition. From a neurobiological point of view, competition in synaptic modification seems not too unrealistic, considering the finite surface of a neuron. Rescorla and Wagner interpret the blocking phenomenon as being related to specific expectations, which creates the problem of explaining the origin of these expectations. In our models blocking simply results from properties of a local learning rule.
We believe that knowledge cannot be expected to be pre-wired in a neural system but has to be viewed as resulting from system-environment interaction. As a first attempt to understand cognition we should, therefore, try to explain basal mechanisms (such as classical conditioning) that facilitate this system-environment interaction.
