Abstract. We prove an extension theorem for modular measures on lattice ordered effect algebras. This is used to obtain a representation of these measures by the classical ones. With the aid of this theorem we transfer control theorems, Vitali-Hahn-Saks, Nikodým theorems and range theorems to this setting.
Introduction
This note contains an extension theorem for vector-valued modular measures defined on lattice ordered effect algebras. In spite of the presence in [2] , [8] , [9] of some results announced in the abstract, we consider it worth-while to revisit theorems about the range, control theorems, Vitali-Hahn-Saks and Nikodým theorems in the context of modular measures on effect algebras. Indeed, while in [2] , [8] , [9] the results are obtained by imitating the proof of the Boolean case, we here transfer the results directly from the case of vector-valued measures on Boolean algebras to the case of vector-valued modular measures on lattice ordered effect algebras. To this end we make use of a method elaborated by H. Weber (see [32] ). Moreover, operating in this way, we obtain some results completely new such as the generalization of results on the range obtained by Fischer and Effect algebras were introduced by Foulis and Bennett in 1994 [15] for modelling unsharp measurement in a quantum mechanical system. They are a generalization of many structures which arise in quantum physics and in mathematical economics, in particular of orthomodular lattices in noncommutative measure theory and MValgebras in fuzzy measure theory.
Preliminaries
In this section we give some basic definitions and fix some notation. For the rest of the paper, let L be a D-lattice and let (E, τ ) be a Hausdorff complete locally convex linear space.
One defines in L a partial operation ⊕ as follows:
a ⊕ b is defined and a ⊕ b = c if and only if c ⊖ b is defined and c ⊖ b = a.
The operation ⊕ is well-defined by the cancellation law [17, page 13] (a b, c and b ⊖ a = c ⊖ a implies b = c), and (L, ⊕, 0, 1) is an effect algebra (see [17, Theorem 1.3.4] ), that is, the following conditions are satisfied for all a, b, c ∈ L:
If a ⊕ b is defined, then b ⊕ a is defined and
there exists a unique a ⊥ ∈ E such that a ⊕ a ⊥ is defined and a ⊕ a ⊥ = 1;
if a ⊕ 1 is defined, then a = 0. We say that a and b are orthogonal if a b ⊥ and we write a ⊥ b. Therefore a⊕b is defined if and only if a ⊥ b, and in this case
If a 1 , . . . , a n ∈ L we inductively define a 1 ⊕ . . . ⊕ a n = (a 1 ⊕ . . . ⊕ a n−1 ) ⊕ a n if the right-hand side exists. The sum is independent of any permutation of the elements. We say that a finite family (a i ) n i=1 of (not necessarily different) elements of L is orthogonal if a 1 ⊕ . . . ⊕ a n exists.
We say that a sequence (a n ) of elements of L is orthogonal if the set {a 1 , . . . a n } is orthogonal for every n ∈ AE.
The centre C(L) of L is the set of all central elements. We stress that it is a Boolean subalgebra of the centre in the lattice theoretical sense. In particular, C(L) is a sublattice of L.
A function µ on a D-lattice with values in E or in [0, +∞] is called a measure if for every a, b ∈ L, with a ⊥ b,
A modular measure is a measure which also satisfies the modular law, that is, for all
A sequence of measures (µ n ) is called uniformly exhaustive if for every orthogonal sequence (x n ), µ m (x n ) → 0 uniformly in m ∈ AE. A measure µ is called σ-order continuous if the order convergence of sequences implies the convergence with respect to µ, (i.e. a n ↑ a or a n ↓ a implies that µ(a n ) converges to µ(a)); µ is called order continuous if the same condition holds for nets.
A uniform D-lattice is a D-lattice endowed with a uniformity which makes the operations ∨, ∧ and ⊖ uniformly continuous. We call this uniformity a D-uniformity.
If µ is an E-valued modular measure, it is known that the sets
where W is a neighborhood of 0 in E, form a base for the µ-uniformity U (µ), which is the weakest D-uniformity that makes µ uniformly continuous (see [1, Theor. 3.2] ; compare also [19] and [30, §3.1] ). The topology induced by the µ-uniformity is called the µ-topology. If Λ is a set of modular functions on L, then the supremum of the λ-uniformities, λ ∈ Λ, is called the Λ-uniformity or the uniformity generated by Λ.
The proof of the following proposition is given in 4.3 of [6] .
We recall that, if · is a seminorm on E, for a modular measure µ : L → E, the total variation is the function
By 1.3.10 of [31] , |µ| is a modular function and by 3.11 of [13] it is a measure. 
The representation theorem
The next theorem repeats "verbatim" [33, Theorem 2.2] . Repeating the proof, we have only to observe that . We notice that the above net is involved in the definition of the extensionμ that is its weak limit and so it is a measure, too.
It turns out that Theorem 3.1 remains true for measures with values in a linear topological space which is not locally convex, i.e. ℓ p 0 < p < 1; we are going to show this fact. 
We claim that the values of µ D lie in a bounded set of ℓ p : Indeed, by Labuda [18, Proposition on p. 58] the convex hull of the range of a bounded measure with values in ℓ p is bounded and (e.g. see [30, 2.3] ) this implies that the range of a group-valued measure is bounded (we point out that in ℓ p (0 < p < 1) a subset is norm bounded if and only if it is bounded).
For every a ∈ L, the bounded net µ D (a) converges toμ(a) weakly, hence coordinatewise. Therefore the values ofμ lie in ℓ p , as desired.
The last inclusion derives fromμ(L) ⊂ co 1 µ(A) proved in Theorem 3.1 and from the equality co
Finally, the exhaustivity derives from the compactness and [27, 3.2.5]. The extension is U continuous by [30, 6 .1] since µ is exhaustive. Then µ has bounded variation iffμ has bounded variation. Moreover, if ν := |µ| is bounded, thenν = |μ| and ν = |μ|.
Remark 3.5. Applying Theorem 3.2 instead of 3.1, one can observe that Theorem 3.4(a) remains true when one substitutes ℓ p (0 < p < 1) for a complete locally convex Hausdorff linear space.
Applications
We illustrate the method of transferring results from the Boolean case to this setting:
4.1. The control. A measure ν is a control for a set of measures Λ if ν − uniformity = Λ − uniformity. 
, τ ∞ ) be the continuous extension ofν. Thenν = (μ n ) n∈AE . Sinceν is exhaustive, (μ n ) is uniformly exhaustive and hence (μ n ) is so.
⇐: Suppose that (μ n ) n∈AE is uniformly exhaustive. 
be the measure which corresponds to ν according to 3.4. Applying 3.4(c) to the projections (x n ) n∈AE → x n which carry from l ∞ (E) to E, one obtains that ν = (µ n ) n∈AE . As ν : (L, U ) → l ∞ (E) is continuous and hence exhaustive, (µ n ) is uniformly exhaustive. P r o o f. By 4.3 {μ n : n ∈ AE} is uniformly exhaustive and by [11, Theorem 2] it has a control ν : C( L) → E. By 3.4 the corresponding measure ν : L → E is a control for {µ n : n ∈ AE}. (b) If for every n ∈ AE, µ n is continuous with respect to a D-uniformity V on L, then {µ n : n ∈ AE} ∪ {µ} is equicontinuous with respect to V . P r o o f. Let U be the uniformity generated by {µ n : n ∈ AE}. As E is a subspace of a product of Banach spaces, we may assume that E is a Banach space. Then
. By the classical Vitali-Hahn-Saks-Nikodým theorem the restrictionsμ n := µ n | C(L) , n ∈ AE, are uniformly exhaustive. Hence µ n , n ∈ AE, are uniformly exhaustive by 4.3 and therefore {µ n : n ∈ AE}∪{µ} is uniformly exhaustive. Hence by 4.2, {µ n : n ∈ AE}∪{µ} is equicontinuous with respect to U if µ n ≪ U for any n ∈ AE.
The Nikodým theorem.
The classical Nikodým boundedness theorem asserts that for families of exhaustive measures defined on a σ-algebra, pointwise boundedness and uniform boundedness are equivalent. It is known that an analogous result is not true for measures on effect algebras, but it is true for modular functions on orthomodular lattices. 
P r o o f. Since a subset A of E is bounded if and only if all countable subsets of
A are bounded, we may assume that M is countable, i.e. M := {µ n : n ∈ AE}. As in the proof of 4.5 we may assume that E is a Banach space. Let U be the uniformity generated by {µ n : n ∈ AE}. Then (L, U ) is complete by [31, 1.1.4] . Passing to the quotient (L,Û ) := (L, U )/N (U ) we may assume that U is Hausdorff. So
. By the classical Nikodým theorem, {μ n : n ∈ AE} is uniformly bounded, i.e., for some positive number r we have thatμ n (C(L)) ⊂ {x ∈ E : x r} for every n ∈ AE.
Hence {µ n : n ∈ AE} is uniformly bounded.
The range.
First, we present the following theorem which generalizes Kluvánek's result (see [23] ). We recall that Kluvánek proved that if m is an E-valued measure on a σ-algebra and R(m) denotes the range of m, then the weak closure of R(m) coincides with the closed convex hull of R(m).
We will make use of the concept of "chained". A uniform space (X, U ) is called chained if for every x, y ∈ X and every U ∈ U there is a finite sequence x 0 , . . . , x n ∈ X with x 0 = x, x n = y and (x i−1 , x i ) ∈ U for i = 1, . . . , n. If µ : L → E is a modular measure, we say that L is µ-chained if L is chained with respect to the µ-uniformity. In [13, 2.6] it is proved that L is µ-chained if and only if for every 0-
and µ([0, a i ]) ⊆ U for i = 1, . . . , n. The latter condition for a real-valued measure µ on a Boolean algebra means that µ is "strongly continuous" according to [14] .
n is a modular measure such that L is ν-chained, because ν-uniformity µ-uniformity. By ′ ∈ E ′ , x ′ • µ is not trivial and has bounded variation by 2.3. (1) is an increasing modular measure with λ(1) = 1.
Since sup{x ∈ L : λ(x) = 0} ∈ C(L) = {0, 1} by [10, 5.3] , λ is strictly positive and therefore strictly increasing. Moreover, λ is order continuous since λ-uniformity=
We will now apply 3.4 to U being the λ-uniformity. Observe that (L, U ) is complete by [31, 1. We continue by recalling the following theorem which is contained in [5] . We can refine the previous theorem in the following way: P r o o f. We prove only the convexity assertion in (b). The other three assertions can be proved analogously. Let µ : L → E be a modular measure of bounded variation such that L is µ-chained. We can apply 3.4 to U = µ-uniformity, observing that by [30, 6.3] 
to show thatμ( L) is convex. Replacing µ and L byμ and L we may assume that µ is order continuous and L is complete. Since L is atomless, with the notation of 4.11
Observe that in Theorem 4.12 one can replace the order continuous measures on complete Boolean algebras by σ-additive measures on σ-fields of sets. This follows from the representation of σ-complete Boolean algebras.
Theorem 4.12 allows us to transfer e.g. the following theorem of Uhl [25] , Kadets [21] , Kadets-Shekhtman [22] and Fischer-Schoeler [18] to the setting of modular measures on D-lattices.
Recall that E is said to have the Radon-Nikodým property if for every σ-algebra of sets Σ, for every σ-additive nonnegative measure ν on Σ and for every E-valued ν-continuous measure µ of bounded variation on Σ, there exists a ν-integrable function f such that µ(A) = A f dν for all A ∈ Σ.
E is said to be B-convex if there exists an integer n 2 and a real number 0 < k < 1 such that for every x 1 , . . . , x n in E, min If E has the Radon-Nikodým property and µ has bounded variation or if E is Bconvex and µ has bounded variation or if E = c 0 or E = ℓ p for some p ∈]1, +∞[\{2}, then µ(F ) is convex.
Remark 4.14. Since Theorem 4.12 is still valid for E = ℓ p (0 < p < 1), the same holds true for Theorem 4.13 in ℓ p (0 < p < 1). 
