It is shown that if u is the solution to the three dimensional Navier-Stokes equation, then a sufficient condition for regularity is that
Introduction
The version of the three dimensional Navier-Stokes equation we will study is the differential equation in u = u(t) = u(x, t), where t ≥ 0, and x ∈ R 3 : ∂u ∂t = ∆u − u · ∇u + ∇P, div u = 0, u(0) = u 0 .
We will also work with the vorticity form. For the remainder of the paper we denote w = w(t) = w(x, t) = curl u. Then ∂w ∂t = ∆w − u · ∇w + w · ∇u, w(0) = curl u 0 .
A famous open problem is to prove regularity of the Navier-Stokes equation, that is, if the initial data u 0 is in L 2 and is regular (which in this paper we will define to mean that it is in the Sobolev spaces W n,q for some 2 ≤ q < ∞ and all positive integers n), then the solution u(t) is regular for all t ≥ 0. Such regularity would also imply uniqueness of the solution u(t). Currently the existence of weak solutions is known. Also, it is known that for each regular u 0 that there exists t 0 > 0 such that u(t) is regular for 0 ≤ t ≤ t 0 . We refer the reader to [1] , [3] , [4] , [9] , [15] .
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In studying this problem various conditions that imply regularity have been obtained. For example, the Prodi-Serrin conditions ( [11] , [13] ) state that for some
for all T > 0. If u is a weak solution to the Navier-Stokes equation satisfying a Prodi-Serrin condition, with regular initial data u 0 , then u is regular (see [14] ). (Recently Escauriaza, Seregin and Sverák [5] showed that the condition when q = 3 and p = ∞ is also sufficient.) This is a long way from what is currently known for weak solutions:
The purpose of this paper is to slightly reduce this rather large gap as follows.
for some T > 0, then u(t) is regular for 0 < t ≤ T .
The hypothesis of Theorem 1.1 imply that, given ǫ ∈ (0, T ), there exists t ′ ∈ (0, ǫ) with u(t ′ ) ∈ L q . Then by known results (for example Theorem 3.3 below), it follows that there exists 0 < T 0 < ǫ such that w(T 0 ) r is bounded for all r ∈ [q, ∞].
Let T * > T 0 be the first point of non-regularity for u(t). It is well known that in order to show that T * > T , it is sufficient to show an a priori estimate, that is sup T 0 ≤t<min{T * ,T } w(t) q < ∞. This is because it is then possible to extend the regularity beyond T * if T * ≤ T . Without loss of generality, it is sufficient to consider the case T = T * (so as to obtain a contradiction), and this we do in the remainder of the paper.
Also, from now on, let us fix p and q satisfying the hypothesis of Theorem 1.1, and allow all constants to implicitly depend upon p and q.
A Stochastic Description
This is a more rigorous formulation of the description given in [10] . As we have just stated, we are supposing that u(t) is regular for all
Since div(u) = 0, an easy integration by parts argument shows that ∂ ∂t α(x, t) dx = 0,
and hence if f is also in L 1 , then
Since stochastic differential equations traditionally move forwards in time, it will be convenient to consider a time reversed equation. Let b(t) be three dimensional Brownian motion.
where X satisfies the stochastic differential equation:
It follows by the Ito Calculus [7] 
(Here as in the rest of the paper, E denotes expected value.) Note that if f is also in L 1 , then
Applying the usual dominated and monotone convergence theorems, it quickly follows that the last equality is also true if f is any function in L 1 , or if f is any positive function. Now, we note that w is the unique solution to the integral equation
Uniqueness follows quickly by the usual fixed point argument over short intervals, remembering that u(t) is regular for T 0 ≤ t < T . Consider also the random quantityw =w(x, t) as the solution to the integral equation
Again, it is very easy to show that a solution exists by using a fixed point argument over short time intervals.
It is seen that Ew satisfies the same equation as w, and hence Ew =
(This is essentially the Feynman-Kac formula.) The goal, then, is to find uniform estimates on the quantity
This we will proceed to do in the next section.
Remark 2.1. Let us give a little motivation. If instead we defined ϕ t 0 ,t 1 (x) to be X(−t 0 ), where X satisfies the equation
then ϕ t 0 ,t 1 would be the "back to coordinates map" that takes a point at t = t 1 to where it was carried from by the flow of the fluid at time t = t 0 . See for example [2] . Thus with the addition of Brownian motion, ϕ t 0 ,t 1 becomes a "randomly perturbed back to coordinates map." In essence, we are considering a kind of Lagrangian approach to the Navier-Stokes equation.
Inequalities
Let us introduce some functions defined for λ ≥ 0:
Notice that for any a > 0, that there exist constants c 1 , c 2 > 0 such that c 1 Θ(λ) ≤ λ/(1 + Φ −1 (λ a )) ≤ c 2 Θ(λ); that Θ is a strictly increasing bijection on [0, ∞); and that Θ and Θ −1 obey a moderate growth condition, that is, given c 1 > 1 there exists c 2 , c 3 > 1 such that
We define the Φ-Orlicz norm on the space of measurable functions by the formula
The triangle inequality is a consequence of the fact that Φ is convex (see [8] ). We extend the definition of the Orlicz norm to random functions F as follows
Using the notation from the previous section, we see for
Let us fix the function
The hypothesis of Theorem 1.1 tells us that M(λ) → 0 as λ → ∞.
Let us first show how to use this result.
Proof of Theorem 1.1. By Lemma 3.1, there exists λ > T −1
Hence by Jensen's and Hölder's inequalities,
Since the Orlicz norm satisfies the triangle inequality,
and the result follows. 
.
Proof. Let us assume that f ∞ = 1, and set a = f q , b = Φ −1 (a −q ) and n = a + 1/(1 + b). Let f * : [0, ∞] → [0, ∞] be the non-increasing rearrangement of |f |, that is,
Let us first consider the case a ≤ 1, so that b ≥ 1, 2n ≥ 1/b, and n ≥ a. Then
We split this integral up into three pieces. First,
Next, since (Φ(λ)) 1/2q is convex for λ ≥ 1,
The case a ≥ 1 (so b ≤ 1 and 2n ≥ 1 + 2a) is simpler, as it is easy to estimate
The following result is due to Grujić and Kukavica [6] . Theorem 3.3. There exist constants a, c > 0 and a function T : (0, ∞) → (0, ∞), with T (λ) → ∞ as λ → 0, with the following properties. If u 0 ∈ L q (R 3 ), then there is a solution u(t) (0 ≤ t ≤ T ( u 0 q )) to the Navier-Stokes equation, with u(0) = u 0 , and u(x, t) is the restriction of an analytic function u(x + iy, t) + iv(x + iy, t) in the region {x + iy ∈ C 3 : |y| ≤ a √ t}, and u(· + iy, t)
This next result is related to Scheffer's Theorem [12] that states that the Hausdorff dimension of the set of t for which the solution u(t) is not regular is 1/2. 
Proof. Let us first consider the case when t 0 = 0 and r = 1. By hypothesis, we see that there exists t ∈ [−1, −1+c 5 ] with w(t) 2 < c 5 . By Theorem 3.3 and the appropriate Cauchy integrals, if c 5 is small enough, then there exists a constant c 7 > 0 such that ∇u(0) q < c 7 and ∇u(0) ∞ < c 7 Next, by replacing u(x, t) by r −1 u(r −1 x, r −2 (t−t 0 )), we can relax the restriction r = 1 and t 0 = 0, and we see that ∇u(t 0 ) q < c 7 r −2/p−1 and ∇u(t 0 ) ∞ < c 7 r −2 . Finally, the result follows from Lemma 3.2, and some simple estimates. |A µ | dµ.
Thus it is sufficient to show the existence of constants c 8 , c 9 > 0 such that for µ > 1 that |A µ | < c 8 |B c 9 µ |. Define r by the relation µ = Θ(r −2 ). Note that 0 < r < 1. Then It is trivial to find a finite collection t 1 , . . . , t N in the closure of A r such that the disjoint sets (t n −r 2 , t n ] cover A r . Furthermore, by Lemma 3.4
|{t ∈ [t n − r 2 , t n ] : u(t) q ≥ c 5 r −2/p }| < c 5 r 2 .
Hence
