To damp the oscillations in a power system, a new intelligent controller is proposed. This controller is an online trained wavelet neural network controller (OTWNNC) in which adaptive learning rates derived by the Lyapunov stability are employed to guarantee the convergence of the proposed controller. During the online control process, the identification of system is not necessary, because of learning ability of the proposed controller. One of the proposed controller features is robustness to different operating conditions and disturbances. Moreover, the Prony method is used to obtain the exponential damping of power system oscillations in this paper. The test power system is a two-area four-machine system power. The simulation results show that the oscillations are satisfactorily damped out by the OTWNNC.
INTRODUCTION
Power system stabilizers are being used as effective tools to stabilize power systems. They can enhance the system positive damping, improve the steady-state stability margin, and damp the low-frequency oscillation (LFO) of power systems. In general, PSSs can be divided into two groups. The first one consists of PSSs with constant parameters. In this group, controllers such as PID [1] and lead-lag compensators [2] [3] [4] [5] [6] are employed as PSS. In order to design this type of PSSs, optimization algorithms such as PSO [2] , genetic algorithm [3] , chaotic algorithm [4] , simulated annealing [5] , bacteria foraging [6] and other tuning algorithms such as H ∞ [7] and sequential linear programming [8] have been proposed. The second group introduces neural networks (NNs) [9] [10] [11] [12] , wavelet neural networks (WNNs) controllers [13, 14] , self-tuning PID controllers [15] neuro-fuzzy controller [16] and fuzzy logic controllers [17] as adaptive power system stabilizers. PSSs designed in both groups have some drawbacks and benefits. PSSs with fixed parameters can be implemented easier in a practical environment, because of their simple structure. However, there are drawbacks such as the time-consuming tuning and their non-optimal damping in the entire operating conditions. In other words, a good PSS must provide a high damping in the entire operating conditions and under different disturbances, while PSSs with fixed parameters cannot meet this goal. On the other hand, an accurate model of power system is required to design this type of PSSs. Adaptive control has been sometimes used to design the conventional PSS and suppress the LFO. Despite the adaptive feature, the implementation of this type of PSSs is difficult in a practical environment, since these controllers are usually composed of an online controller and identifier. In addition, these PSSs are usually needed an offline training which is difficult in practice. The next drawback is the convergence problem of these PSSs.
Therefore, an appropriate PSS can be selected by considering the drawbacks and benefits of both groups. However, if the drawbacks of the adaptive control can be resolved, this type of PSSs is preferred over other PSSs.
This paper proposes a new adaptive controller to stabilize power systems. This controller is based on wavelet neural networks. Recently, wavelet neural networks have been used in power systems for different goals [18] [19] [20] , because of advantages such as the multi-resolution of wavelets and the learning of NN. The WNN is suitable for the approximation of unknown nonlinear functions with local nonlinearities and fast variations because of its intrinsic properties of finite support and self-similarity [21] . The main idea is to use wavelet functions and scaling functions as the nonlinear functions required in the neurons.
Literature review shows that no method is proposed to compute the damping of power system oscillation if an adaptive and online controllers like fuzzy and neural network controller are utilized for damping power system oscillations. In fact, the eigenvalues analytic method which is a conventional method to compute the damping rate of oscillations in the presence of controllers with fixed parameters like lead-lag compensator and PID controller will no longer be usable to estimate the damping rate if an online controller is employed, since the parameters of such controllers are constantly varied with time (time varying parameters). In other words, an online or adaptive controller cannot be linearized around of operating point.
The main contribution of this paper is to use an online trained wavelet neural network controller as an adaptive and intelligent PSS to damp power system oscillations; since the Lyapunov stability method is utilized to guarantee the convergence of proposed controller, the overall control system is globally stable and hence, the inter-area and local modes of oscillations are quickly damped out; the control error can be reduced to zero by selecting appropriate parameters and learning rates; and the proposed controller can achieve favorable controlling performance. Meanwhile, no neural network identifier is used to approximate the dynamic of controlled power system. In addition, the damping rate of power system oscillations is estimated by Prony method.
POWER SYSTEM MODEL
The power system shown in Fig. 1 contains two areas linked together by two 230 kV lines of 220 km length [22, 23] . It was specifically designed in [22, 23] to study low frequency electromechanical oscillations in large interconnected power systems. Despite its small size, it mimics very closely the behavior of typical systems in actual operation. Each area is equipped with two identical round rotor generators rated 20 kV/900 MVA. The synchronous machines have identical parameters [22, 23] , except for inertias which are H = 6.5s in area 1 and H = 6.175s in area 2 [22] . Thermal plants having identical speed regulators are further assumed at all locations, in addition to fast static exciters with a 200 gain [22, 23] . The load is represented as constant impedances and split between the areas. Since the surge impedance loading of a single line is about 140 MW [22] , the system is somewhat stressed, even in steady-state. In order to damp the oscillations in the example power system, each generator is equipped with a separate OTWNNC. The detailed bus data, line data, and the dynamic characteristics for the machines, exciters and loads are provided in [22, 23] . Fig.2 shows the structure of intelligent control system to damp the oscillations in the power system in which the intelligent control system contains an online trained wavelet neural network controller. As seen in this figure, the inputs of WNN are e and e (1-z-1); where e is the difference between the desired value Pd and generator acceleration power Pa. The generator acceleration power is represented by Pa= (Pm-Peo); where Pm and Peo are the input mechanical power to generator and output active power of generator, respectively. Also, since the generator acceleration power is zero in steady-state, the desired value Pd is then chosen zero.
ONLINE TRAINED WAVELET NEURAL NETWORK CONTROLLER (OTWNNC)
Also, the output of OTWNNC after being clipped is added to the AVR input. Therefore, the excitation system of generators regulates the output voltage of generators based on the output of the proposed controller. 
WNN
A three-layer WNN comprised of an input layer, a wavelet (the j layer) and an output layer is shown in Fig.3 . The objective is to design the WNN controller so that the control error converges to zero. For this purpose, the control error is defined as e= (Pd-Pa).
In the structure of WNN used in this paper, the first layer accepts the variable inputs and transfer them to the next layer directly. The second layer is the wavelet layer in which the output of every node is computed as follows: 
Where m ii and d ii are the translation and dilation in jth term of the ith input Ω i ; θ j denotes the weight of the self-feedback loop. The input of this layer contains the memory term φ (n − 1) which can store the past information of networks. A family of wavelets can be built by translations and dilations performed on a single fixed function called the mother wavelet. In this study, the first derivative of a Gaussian function φ (x) = −x exp(−0.5x 2 ) is chosen as a mother wavelet. The last layer is known as the output layer in which single node is labeled as ∑, and calculates the overall output as the summation of all input signals:
Where w j is the connection weights between the wavelet layer and output layer.
Online training mechanism of OTWNNC
This subsection has been assigned to training the OTWNNC controller. The training algorithm concerns how to compute a gradient vector in which each element in the training algorithm is defined as the derivative of a cost function with respect to parameters of OTWNNC controller so that the cost function is minimized. For this purpose, the chain rule is used and the general method is referred as the back error propagation learning rule, since the gradient vector is computed in the direction opposite to the flow of the output of each node. Before explaining the on-line training mechanism of the OTWNNC controller using the gradient descent, consider the following cost function:
In the output layer, the error term to be propagated is as follows:
And the update law of θ j is
The translation and dilation of the wavelet layer can be updated according to the following equations:
In the above equations, η m , η d and η θ denote the learning rates of the translation, the self-feedback loop and dilation of the wavelet layer, respectively.
The dynamic of the system ∂ P/∂ u cannot exactly be calculated, because of the nonlinear and complex dynamic of the power system. Hence, an identifier is needed to approximate the dynamic of the power system. In many papers [9, 10, 13] , a neural network identifier has been proposed for this purpose. This method has some drawbacks such as time-consuming online training, limitations of hardware implementation and offline training. To overcome this problem and to improve the on-line training of the parameters, the following approximation law is used [21] :
Convergence analyses of OTWNNC via ARLs
The selection of the appropriate learning rate affects the convergence of the OTWNNC controller. In the conventional back error propagation method, finding an appropriate learning rate is difficult and the appropriate learning rate is usually selected as a time invariant constant by trial and error method. To overcome this problem, the ALRs are provided in this paper. Some theorems for the convergence of the OTWNNC are explained below.
Consider the following discrete Lyapunov function [21] :
The change in the Lyapunov function is calculated as follows [21] :
The error difference can be represented by [21] :
Where W i is an arbitrary component of the vector W of the OTWNNC and is equal to:
And the corresponding change of W i is denoted by ∆W i and is obtained by:
Where η W is the learning rate corresponding to the vector component
] be the learning rates for the parameters of the OTWNNC and define C max as:
Where . represents the Euclidean norm. Then, the convergence is guaranteed if η l is chosen to satisfy η W = λ /(C l max ) 2 , l = 1, 2 and 4, in which λ is a positive constant gain. Proof. See Appendix A. Theorem2:Let η w be the learning rate for weights w of the OTWNNC. The convergence is guaranteed if the learning rate satisfies:
Where N w denotes the neurons number of the wavelet layer.
Proof. See Appendix B.
In order to prove theorem 3, the following lemmas are used.
Let η m ,η θ and η d be the learning rates of the translation, self-feedback loop and dilation weights, respectively. The convergence is guaranteed if the learning rates satisfy:
Where N i , |w| max and |d| min are the input number of the OTWNNC, the maximum of the absolute value of weights vector and the minimum of the absolute value of dilations vector, respectively.
Proof. See Appendix C. The overall performance of the proposed controller is summarized as follows: 1) Initialize parameters of OTWNNC randomly in range of [-1, 1].
2) Calculate the output of OTWNNC form (14) .
3) Calculate learning rates from (32)-(34). 4) Update parameters of OTWNNC from (17) and (22)- (24). 5) Apply the output of OTWNNC to the exciter system of generators. 6) Go to the step 2.
PRONY METHOD
Prony method is an exponential approximation technique that is used to fit a function consisting of a linear combination of exponentially damped sinusoids to a given linearly spaced data sample set. Extensive developments during the past few decades in linear prediction theory, especially in speech processing, have provided new interpretations to the original method [24] .
Consider the following equations that represent the dynamic of power system in state space form.
Where x(t) is the state of the system consisting of n states and [A] is the state transition matrix. Assuming the states of the system are brought to an initial state and any further disturbances or inputs are removed, then the states of the system can be described by
Where λ i , p i and q i are the ith eigenvalue, right eigenvector and left eigenvector, respectively [25] . The output of this system y(t) is given by
Where [C] and [R i ] are the output matrix of the LTI system and its ith residue matrix. Let y(k) be the measured signal for y(t) consisting of N equally spaced samples at intervals k = 0, 1, 2, N − 1. The y(t) equation shows this exponential nature of individual components in the output. Prony method tries to address this nature by fitting a similar structure to the measured output as shown in (38).ŷ
This exponential structure, which can also be presented as a sum of exponentially damped sinusoids shown in (38), is thus suitable to estimate the individual properties like frequencies and damping of modes in output signals.ŷ
Where A i , σ i , f i and φ i are the amplitude, exponential damping, frequency and phase values of the ith modal component.
The discrete-time versionŷ(k) forŷ(t) can be written in a convenient form as follows.
Where z i is the exponential part of the modal component and represented by:
Expanding (39) for sample instants k = 0, 1, 2N − 1, we have: ...
Rewriting (41) in matrix form gives (42).
The procedure for Prony method formulated in linear prediction theory to solve the linear equations (42) for B i s and z i s can be summarized in the following steps [24] :
Build a linear prediction model (LPM) for y(k) where the nth sample is a function of n past samples and unknown prediction coefficients α 1 , α 2 , ...α n .
Apply this model for all successive samples as shown in (45).
...
Rearranging (44) in matrix form gives Construct the LPMs associated characteristic polynomial P (z) using the predictor coefficients as follows.
Determine the roots of the polynomial P(z). These roots are the required complex frequencies z i [24] . Substitute z i and y(k) in (42) and solve the resulting linear equations by using the least squares method to determine B i .
Substitute z i in (40) to find λ i .
SIMULATION AND DISCUSSION
Here, the performance of the proposed controller is evaluated under several operating conditions and with different disturbances. For this purpose, different loading conditions given in Table 1 are considered. Simulations are carried out for the example power system subjected to various disturbances. In addition, the structures of OTWNNC are given in Table 2 . 
Case 1
As the first simulation, a 200ms two-phase to ground fault is applied to the middle of line-1 (F1). In order to demonstrate the successful performance of the proposed controller in suppressing power system oscillations, the results obtained from the OTWNNC are compared with the results obtained from a lead-lag compensator (or CPSS) which has been proposed in [25] . Lead-lag compensators are widely used in power systems for different objectives, because of their simple structure and acceptable performance.
Furthermore, to better understand, the following performance index which is based on the system performance characteristics is defined.
Where tsim is the time period of simulations. A smaller value of the ITAE index shows better performance and dynamical response. The inter-area and local modes of oscillations are shown in Figs.4 (a) and (b), respectively. As seen in this figure, the performance of proposed controller is better than that of CPSS. Fig.4(c) shows numerical results of the ITAE performance index for two controllers. Clearly, the minimum value belongs to the OTWNNC, which means better dynamical response and faster damping of oscillations.
For the next simulation, it is assumed that a three-phase to ground fault (F2) is occurred at the beginning of line-1 at t= 1s and cleared 200ms later. Figs.5 (a) and (b) draws the inter-area and local modes of oscillations for this fault. It is clear from this figure, the best performance belongs to the proposed controller. Numerical results of the ITAE performance index for two controllers are presented in Fig.5 (c) . As expected, the ITAE index in the presence of OTWNNC shows a smaller value.
Case
In order to verify the effectiveness of OTWNNC, the performance of proposed controller is evaluated on case 2 given in table 1. Figs. 7 (a) and (b) illustrate the inter-area and local modes of oscillations when line-1 is disconnected at t=1.13s (F3). Clearly, the OTWNNC can suppress the entire oscillations satisfactorily. Numerical results of the ITAE performance index for two controllers can be seen from Fig.6 (c) . For completeness, a single-phase to ground fault is applied to the end of line-2 during 200ms (F4). The response of example power system to this fault is shown in Figs.7 (a) and (b) . As seen in this figure, the performance of the proposed controller is still satisfactory. Numerical results of the ITAE performance index for two controllers are drawn in Fig.7 (c) . The performance of OTWNNC for each generator and for this fault is shown in Fig.8 . As seen in this figure, the learning rates are decreased during and after the fault. These variations lead to the faster convergence of proposed controller. Accordingly, the oscillations are damped out by the OTWNNC more effectively. Now, the Prony method is employed to estimate the damping of inter-area and local modes of oscillations for the applied different faults. Table 3 provides the results of applying the Prony method to ω 1 − ω 3 . Table 4 and 5 provide the results of applying the Prony method to ω 1 − ω 3 and ω 3 − ω 4 respectively. It should be noted that the exponential damping represents the damping speed of oscillations. High values of this factor show a good damping of power system oscillations. As seen in these Tables, the OTWNNC provides the highest values of this factor which means a satisfactory damping of oscillations.
A comparative study
In order to demonstrate the successful performance of the proposed controller in damping oscillations, the results obtained from the OTWNNC are compared with the results obtained from a neural network which has been proposed in [10] . A neural adaptive power system stabilizer (NAPSS) is designed in this reference. The proposed structure consists of a neuro-identifier to track and identify the nonlinear Fig.9 (c) . As it can be seen from these results, the OTWNNC provides a better dynamical situation for the power system such that both inter-area and local modes of oscillations are damped out faster. This better performance of OTWNNC can be summarized as follows:
The proposed controller takes advantage of the features of neural networks and wavelet transforms. The proposed controller uses adaptive learning rates derived by the Lyapunov stability. Since the control error is selected as the Lyapunov function, learning rates are changed in the direction of the rapid decline of the control error.
The results obtained from the Prony method for this comparative study are summarized in Table 6 . It is clear from this table that the OTWNNC provides a higher damping than the NAPSS. These results verify the results obtained from the simulations. 
CONCLUSION
This paper has successfully demonstrated the application of a new intelligent controller to damp the inter-area and local modes of oscillations in power systems. In this controller, a wavelet neural network with a simple structure is trained in the online mode. In order to guarantee the convergence of the proposed controller, the adaptive learning rates are extracted from the Lyapunov method. This controller does not require any identifier to approximate the dynamic of controller systems, because of the learning ability of the proposed controller. The performance of proposed controller is verified by a two-area, four-machine power system. All the simulation results show the good performance of proposed controller in suppressing the entire oscillations. The Prony method is used to estimate the damping rate of power system oscillations. Features such as adaptive performance, online tuning of parameters, lack of identifier, adaptive learning rates and simple structure can be introduced as advantages of proposed controller, while the hardware implementation is the main disadvantage of proposed controller. |dij| min Then, we have
