In network communication systems, frequently messages are routed along a minimum diameter spanning tree (MDST) of the network, to minimize the maximum travel time of messages. When a transient failure disables an edge of the MDST, the network is disconnected, and a temporary replacement edge must be chosen, which should ideally minimize the diameter of the new spanning tree. Such a replacement edge is called a best swap. Preparing for the failure of any edge of the MDST, the all-best-swaps (ABS) problem asks for finding the best swap for every edge of the MDST. Given a 2-edge-connected weighted graph G = (V , E), where |V | = n and |E| = m, we solve the ABS problem in O(m log n) time and O(m) space, thus considerably improving upon the decade-old previously best solution, which requires O(n √ m) time and O(m) space, for m = o(n 2 / log 2 n).
Introduction
For communication in computer networks, often only a subset of the available connections is used to communicate at any given time. If all nodes are connected using the smallest possible number of links, the subset forms a spanning tree of the network. When an edge in a communication tree fails, routing information becomes wrong and message transmission is interrupted. For transient failures that are expected to be repaired quickly, the idea of online point-of-failure rerouting has gained popularity recently [3, 5, 8, 10] : Instead of changing a lot of routing information, only one alternative (so-called swap) edge is used to reconnect the disconnected parts of the tree. For the corresponding change in routing information to be fast, a swap edge for each failing edge needs to be readily available, as the result of an earlier computation. Among all possible swap links for a failing edge, one should choose a best swap link, that is, a swap edge which reconnects the two disconnected parts of the tree in such a way that the resulting swap tree is best w.r.t. some objective.
We show in the following that the common computation of all best swaps (ABS) has the further advantage of gaining efficiency (against computing swap edges individually), because dependencies between the computations for different failing edges can be exploited.
In this paper, we are interested in using a minimum diameter spanning tree (MDST) as the communication tree, i.e., a tree that minimizes the largest distance between any pair of nodes, thus minimizing the worst case length of any transmission path, even if edge lengths are not uniform. Consequenty, a best swap edge in our case minimizes the diameter of the resulting swap tree. Interestingly, this choice of swapping against adjusting the entire tree even comes at a moderate loss in diameter: The swap tree diameter is at most a factor of 5/2 larger than the diameter of an entirely adjusted tree [11] .
Related Work During the last decade, the ABS problem has been investigated for spanning trees with various objectives [2, 10, 11, 13, 15, 17] .
Computing all best swaps of a MDST was one of the first swap problems that were studied. In [11] , an algorithm for this problem is given which requires O(n √ m) time and O(m) space, where the given underlying 2-edge-connected communication network G = (V , E) has n = |V | nodes and m = |E| edges. For each of the n − 1 different tree edges, this algorithm uses somewhat augmented topology trees to select O( √ m) best swap candidates, then evaluates the quality of each of the O( √ m) candidate swap edges in O(1) amortized time, and selects the best among them. In order to obtain the O(1) amortized time for computing the diameter of the swap tree associated with a given swap edge, information from a preprocessing phase is used, and combined with an inductive computation that uses path compression.
The authors of [13] studied the ABS problem in a single-source shortest paths tree. In these trees, several meaningful objectives for defining the best swap edge exist, for example (i) minimizing the length of the "detour" path around the failing edge, (ii) minimizing the average distance from the source to all other nodes, or (iii) minimizing the maximum distance from the source to all other nodes. For objective (i) and related ones, the ABS problem can be solved in O(mα(m, n)) time and O(m) space using the transmuter data structure [16] . This data structure is very helpful for solving the ABS problem whenever two competing swap edges can be compared independently of which tree edge they are to replace. For objective (ii), the transmuter cannot be used in the same way. The ABS problem for this objective can be solved in O(m log 2 n) time and O(m) space by mapping it to a geometric problem [2] . The ABS problem for objective (iii) can be seen as a special case of computing best swaps in a MDST. It can be solved in O(n √ m) time and O(m) space [13] . Indeed, the methods we describe in this paper can improve this running time to O(m log n). Later, the ABS problem was generalized from single-source shortest path trees to multiple sources, and shown that all best swap edges for a MultipleSources Routing Tree, where a best swap edge minimizes the sum of the distances from a given set of sources to all nodes in the tree, can be computed in O(mn) time [17] . Some authors have considered the ABS problem in the setting where transient node failures occur, instead of edge failures. In this context, reestablishing connectivity after a single node failure will in general require more than one swap edge [12, 14] .
The swap edge computation has also been studied in a distributed setting, where each node of the graph is a computing entity, which initially does not know the entire graph but only its direct neighbors, and its adjacent edges of the selected spanning tree. There, the main goal is not to minimize the running time, but to minimize the number of messages sent during the computation [3, 4, 8] . The distributed solution of the ABS problem for MDSTs [8] is based on the centralized approach of Nardelli et al. [11] . At first sight, one might hence expect that the results of this paper can be used to improve the distributed algorithm as well. However, it has been shown that the distributed algorithm of [8] is already essentially optimal [7] .
Contribution In this paper, we present an algorithm for computing all best swap edges for a MDST, leading to a proof of our main theorem: For m = o(n 2 /log 2 n), this significantly improves upon the time complexity of the previously best known solution [11] , using O(n √ m) time and O(m) space, without increasing the space complexity. Our techniques can also be used to solve the {r, max}-problem of [13] , which asks for all best swap edges in a shortest paths tree, in time O(m log n) instead of O(n √ m). This improvement over the previous bounds is based on two key ingredients: First, partitioning the set of tree edges into two particular sets, and computing their best swap edges separately using two different techniques, and second, utilizing an essential observation (Lemma 2) to simplify the computation of the diameter in a given swap tree. Our new observations allow for a simpler algorithm than the previous; we use only fundamental data structures.
Terminology
A communication network is a 2-edge-connected, undirected graph G = (V , E), with n = |V | nodes and m = |E| edges. Each edge e ∈ E has a non-negative rational 1 Fig. 1 A MDST T rooted at a node s on its diameter D(T ), a failing edge e, and a swap edge f = (u, v) for e. The bold line segments denote the diameter D(T ) of T length l(e). The length |P| of a path P = p 1 , . . . , p r , p i ∈ V , is the sum of the lengths of its edges, and the distance d(x, y) between two nodes x, y is the length of a shortest path between x and y. Throughout the paper, we are only dealing with simple paths. The following notation is illustrated in Fig. 1 . Given a spanning tree
is, a longest path in T . From now on, we measure distances in the given spanning tree T , not in the underlying graph G itself. T is said to be a minimum diameter spanning tree (MDST) of G if it has minimum diameter among all the spanning trees of G. For the rest of the paper, we assume that T is a particular MDST of G. If we consider T to be rooted at a node on the diameter, say s, then for each node x = s, let node p(x) be the parent of x and C(x) the set of its children.
The removal of any edge e ∈ E T partitions the spanning tree into two disjoint trees. A swap edge f for e is any edge in E\E T that (re-)connects the two trees, i.e., for which T e/f := (V , (E T \{e}) ∪ {f }) is a spanning tree of G − e = (V , E\{e}). We denote by P e/f a longest path in T e/f that goes through swap edge f .
Let F (e) be the set of swap edges for e. A best swap edge (with respect to the diameter) for e is any edge f ∈ F (e) for which |D(T e/f )| is minimum. The all-bestswaps (ABS) problem for a MDST is the problem of finding for every edge e ∈ E T a best swap edge. Throughout the paper, let e denote a failing edge and f a swap edge.
The Quality of a Swap Edge f for a Failing Edge e
We start with a number of observations, all of which are used in our algorithm. Our first observation is that if the diameter of T e/f is longer than |D(T )|, then the new diameter must go through f . More precisely:
Lemma 1 (Proved in [8] ) For a given failing edge e of the MDST T , the length of the diameter of T e/f is |D(T e/f )| = max{|D(T )|, |P e/f |}.
In our algorithm, we always judge swap edges only according to |P e/f |, instead of |D(T e/f )|. This causes no problem because any swap edge f for which |P e/f | < |D(T e/f )| is a best swap edge for e, since in this case |D(T e/f )| = |D(T )|.
For a given tree T = (V , E T ), and a given node r ∈ T , let L(T , r) denote the length of a longest simple path in T which starts in node r. Note that for f = (u, v), P e/f is composed of three parts: the longest path in T − e starting in u, the longest 
Proof By contradiction, assume there exists a node w ∈ V such that it holds
If r is not on D(T ), let z be the node on D(T ) closest to r (see Fig. 2 ). If z lies on the path from r to w, then the above case shows that starting from z, no path, including the path leading to w, can be longer than max{d(r, d S ), d(r, d E )}. Hence, z cannot lie on the path from r to w. Let z be the node on the path from r to w closest to u (possibly, z = r).
But this implies that the simple path from w to z and further to d S or d E , whichever is further from z, has length
We now show how, given the endpoints of a diameter of T , one can compute L(T , r) for any given node r in constant time, after a preprocessing step requiring O(n) time. We root the tree T at any node, and augment it with
• a labeling of the nodes which allows to obtain the nearest common ancestor (called nca(a, b) for two nodes a, b) of two given nodes in constant time [9] ; • in every node x, we store its distance to the root, called toRoot(x);
This information allows to compute the distance between two arbitrary nodes a and b in the tree T (and thus L(T , r)) in constant time: , b) ).
In our algorithm for computing best swap edges, we distinguish between failing edges on the diameter, called diameter edges, and failing edges not on the diameter, called non-diameter edges. If the given tree has several diameters, we select one and use the same throughout the algorithm. This guarantees that each edge is either a diameter edge or a non-diameter edge, and that this classification is consistent. The exact way how we choose a unique diameter is given in the pseudocode of Algorithm 2.
Best Swap Edges for Failing Diameter Edges
In this section, we show how to compute the best swap edges for all failing edges which lie on the diameter D(T ) in time O(m log n) and O(m) space.
Due to Lemma 1, a given swap edge f for a failing edge e can be evaluated by computing the lengths of the two longest paths (in G − e) starting at its endpoints. It turns out that these lengths can always be found by only considering paths which visit the diameter:
Lemma 3 Consider a tree T = (V , E T ), a diameter D(T ) of it with endpoints d S , d E , a failing edge e on D(T ), and an arbitrary node r ∈ V . Let z be the node on D(T ) closest to r. One of the longest paths in T − e starting from r contains the node z.
Proof W.l.o.g., let r lie in the same connected component of T − e as d S . Assume in contradiction that no longest path in T starting from r contains z, and let r, . . . , w be a longest path. Let z be the node on the path from r to w closest to z (possibly,
. This is a contradiction, because the path in T going from d E to z and further to w is longer than |D(T )|.
Due to the above lemma, a longest path starting in any endpoint r of a given swap edge can always be found by first going to the node z ∈ D(T ) closest to r. From there, a longest path may either continue to the end of the diameter (d S or d E ), or cross at least one edge towards the failing edge e, and possibly leave the diameter again. Note that going from z towards d S (or d E ), but leaving the diameter again, cannot be longer than continuing until
For finding the length of a longest path starting from z efficiently, we compute two
, we denote the length of a longest path in T starting at d S (d E ) and not crossing the edge 
The following lemma describes how to efficiently compute the longest path in 
Proof We only prove the case where r lies in the same connected component of 
Hence, in both cases the correct length can be expressed as
Using Virtual Swap Edges
For any node v, let nc(v) be the node on the diameter which is closest to v (possibly, nc(v) = v). According to Lemma 4, the value |P e/f | of a particular swap edge f = (u, v) for any failing edge e on the diameter is one of the following four terms (assuming that u lies in the same component of T − e as d S , and v lies in the same component of T − e as d E ):
For the following, we define the type of a swap edge f for the failing edge e (on the diameter) to be a number from the set {1, 2, 3, 4}, depending on which of the four terms above describes the value |P e/f | correctly.
Note that since μ S (d i , d i+1 ) is monotonically increasing in i, all the failing edges
holds form a connected path, as do all the failing edges for which
The analogous statement holds for μ E (d i , d i+1 ) . Thus, when we consider all edges e on the path in T from nc(u) to nc(v) for a fixed swap edge f = (u, v), the type of f will change at most three times. The set of diameter edges can therefore be divided into at most three sets, 3 each composing a path, such that for all failing edges e within each set, f 's type is the same. We use this fact later to replace each swap edge by a so-called virtual swap edge.
In all of the four above expressions, the only summands that depend on e are μ S (e) and μ E (e). Moreover, for any failing edge e for which two swap edges f and f have the same type, these summands either occur in the expression for both |P e/f | and |P e/f |, or in neither of them. Hence, they are irrelevant for determining which of |P e/f |, |P e/f | is smaller. As long as we only compare swap edges of the same type, we can therefore use the following terms instead of the above-mentioned ones:
The above observations allow to reduce the best swap computation to a simpler problem, by introducing so-called virtual swap edges. Basically, we create a new instance of the best swap computation problem, where the spanning tree T is the same as in the original instance, but each edge f ∈ E\E T is replaced by at most three different swap edges. We call the latter virtual swap edges because they only exist in this new hypothetical instance. With each virtual swap edge, we associate a type (again a number from 1 to 4), a numeric value which defines its quality, and the edge that it represents in the original instance. The formal definition is as follows: Definition 1 (Virtual swap edge) A virtual swap edge f i consists of -its two endpoints q , q ∈ V , -its type, which is a number from the set {1, 2, 3, 4}, -its value, which is a rational number, and -the edge f ∈ E\E T that it represents.
A virtual swap edge (q , q ) is a swap edge for exactly all edges on the path from q to q in T . By definition, two virtual swap edges can only be compared if they have the same type (and if they are both swap edges for the same failing edge). Fig. 3 Replacing a swap edge f by three virtual swap edges
In our following construction, we represent each edge f ∈ E\E T by at most three virtual swap edges. We ensure that the quality of each virtual swap edge for a given failing edge e is identical to the quality of the original swap edge which it represents. We assume in the following that a swap edge f is replaced by exactly three virtual swap edges; if fewer virtual swap edges are required, the adaptation of the method we describe is straightforward. Each swap edge f is replaced by at most three virtual swap edges f 1 , f 2 , f 3 in the following way (see also Fig. 3 ):
• The endpoints of the virtual swap edges are:
, and q 2 , q 3 are the nodes on D(T ) where f 's type changes.
• For every failing edge e on D(T ) such that f ∈ F (e), exactly one of f 1 , f 2 , f 3 is a swap edge.
• The value of each f i = (u, v) is one of the terms shown above, except for the part depending on e. Thus, it is either of
The number of the term used to compute this value corresponds to the type of the virtual swap edge f i .
Note that although there are four different types of virtual swap edges, each individual (original) swap edge is replaced by at most three different virtual swap edges, whose types are all different. Let us summarize. Proof For each swap edge f which may replace a failing edge on the diameter, we sequentially compute the virtual swap edges replacing it, as defined above. To obtain q 2 , q 3 , one needs to find the node d i for which max{d(u,
Lemma 5
Using binary search on the sequence of diameter edges 
Algorithm and Analysis
We are now ready to describe and analyze our algorithm for computing a best swap edge for each failing edge which lies on the diameter D(T ).
Using the virtual swap edges, we compute, for each of the four types t ∈ {1, 2, 3, 4} separately, the best virtual swap edge for all failing edges on the diameter in O(m log n) time and O(m) space, with the following simple scanline algorithm (for details see Algorithm 1). All edges on the diameter are traversed sequentially, from
. During this traversal, we maintain the set of virtual swap edges for e i in a minimum heap. In this way, we get a best virtual swap for each type and each edge on the diameter. Then, for each e i and each type t, replace the virtual swap edge best(e i , t) by its corresponding swap edge. This yields at most four potential best swap candidates for each diameter edge e i , among which a best swap is contained. The best swap edges are then found in time O(n) by simply computing |P e/f | explicitly (in constant time) for each of these selected O(n) candidates.
As we have shown above, replacing each and every swap edge by its virtual swap edges requires O(m log n) time and O(m) space, and increases the number of swap edges by a factor of at most three. Summarizing, we have: 
Swap Edges for Failing Non-diameter Edges
In this section, we describe an algorithm to compute the best swap edges for those tree edges which do not lie on the chosen diameter D(T ) of the given MDST T . We will show that this algorithm runs in O(m log n) time and requires O(m) space.
For our approach, we root T in an arbitrary node on the diameter, and label all edges by their occurrence in a postorder traversal.
To begin, let f = (u, v) be an edge in E\E T such that u is a descendant of v in T , and such that the path from u to v in T does not contain any edge of the diameter D(T ). We call such an edge a backedge. For a backedge f = (u, v), we call the endpoint u the lower endpoint of f , and v the upper endpoint of f . In the following, we assume for ease of exposition that all edges in E\E T are backedges. In Sect. 5.6, we describe how to adapt our algorithm to work without this assumption.
Consider the sequence of (non-diameter) tree edges e 1 , . . . , e k in the path from u to v, starting with the edge adjacent to u: how does |P e i /f | depend on the e i ? Since the failing edge e i is not on the diameter D(T ), the connected component of Algorithm 1: Computing a best swap for each edge on the diameter.
Input: A graph G = (V , E) and a MDST T = (V , E T ) of it.
Output: A best swap edge for each e ∈ D(T ). 
(T − e i , v) = L(T , v).
On the other hand, the longest path in T − e i starting in u may be different for different failing edges e i . To characterize the structure of these paths, we introduce a new concept: The midpoint edge of a tree's diameter is the edge on the diameter which contains the center of the diameter. More precisely, this is the diameter edge whose removal splits it into two parts whose difference in length is minimum (there could be two edges satisfying this definition; in this case, we consider the endpoint of the diameter with lower identifier and choose the edge closer to it). For details, see the pseudocode in Algorithm 2. Note that the position of the midpoint edge de- Fig. 4 Grouping of swap edges according to their endpoints in T x . Sets of endpoints whose swap edges are grouped together are enclosed in dotted shapes termines in which direction a longest path starting in a particular node goes (again using Lemma 2): All longest paths which start on one side of the midpoint edge go to the opposite end of the diameter.
We Fig. 4 ): -All swap edges having their lower endpoint below the midpoint edge (h, p(h)) will have a longest path going up towards this edge, and then further on to the furthest node in T x (this furthest node is the endpoint of the diameter of T x which lies outside of T h , and which is precomputed, as shown in Sect. 5.1). We call this the lower group, and denote it by G lower (x). Formally,
now focus on a particular failing (non-diameter) edge e = (x, p(x)) for which the best swap is to be computed. Let (h, p(h)) be the midpoint edge of D(T x ). By Lemma 2, the longest path starting in u inside T x will contain (h, p(h)). This fact allows to partition the set F (e) of swap edges for e into groups as follows (see
-All swap edges having their lower endpoint u above the midpoint edge (i.e., not in T h ) will have a longest path which first leads to some node on the path from p(h) to x, then continues down towards the midpoint edge, and finally goes into a deepest leaf in T h (this node is the endpoint of T x 's diameter which lies inside T h , which is also precomputed). We can partition these swap edges into groups distinguished by the node w = nca(u, h), the first node on the path from p(h) to x contained in their longest path in T − e starting in u. These groups are called the upper groups, and denoted by G upper (x, w). Formally:
This grouping is helpful for computing best swap edges, due to the following fact:
Lemma 6 Consider the failing edge e = (x, p(x)) and the midpoint edge (h, p(h)) of D(T x ). Let G be G lower (x), or any of the groups G upper (x, w) for any node w on the path from p(h) to x. Any edge
is minimum is an edge for which |P e/f | is minimum within G.
v ). In the first case, G = G lower (x): By Lemma 2, the paths corresponding to L(T x , u) and L(T x , u )
both contain the midpoint edge of T x , and are identical within T x \T h . Therefore,
, from which the lemma follows. In the second case, we have G = G upper (x, w) for some w on the path from p(h) to x. By Lemma 2, the paths corresponding to L(T x , u) and L(T x , u ) both contain the midpoint edge of T x , and are hence identical once they reach w (and continue towards the midpoint edge). Thus, also in this case,
, from which the lemma follows.
In order to compare the best candidates from different upper groups, an additional offset has to be added to each candidate's value, such that the so-called updated value of a candidate f is exactly equal to |P e/f |. For f = (u, v) with nca(u, h) = w, this updated value is
where v deep is the endpoint of D(T x ) in T h .
A Preprocessing Step
In this section, we explain how to compute, for each x ∈ V , the following three items in O(n) time: the diameter D(T x ), the midpoint edge of D(T x ) and the child c ∈ C(x) which contains the midpoint edge of D(T x ). The pseudocode in Algorithm 2 gives a detailed description of these computations. Note that for our algorithm, it is crucial that the diameter D(T x ) of the subtree T x rooted at x is unique, i.e., defined in an unambiguous way. We use the identifiers of the endpoints of longest paths in T x to uniquely define its diameter (see Algorithm 2). The preprocessing algorithm traverses all nodes of the tree in postorder, and thereby computes, for every node x, (i) the height of its subtree T x , called deepest(x).depth, (ii) the diameter of T x , called diam(x), (iii) the child of x which contains the midpoint edge of diam(x), and (iv) the midpoint edge, given by its lower endpoint midpoint(x). Using induction, all these computations are completed in O(n) time: The diameter of the subtree rooted at a node x is either equal to the largest diameter found in any of its subtrees, or it is (roughly speaking) a path composed of the longest paths in those two of its subtrees which are deepest when first prolonged by the edge leading to x. Furthermore, it is straightforward to associate with each node x the child c ∈ C(x) which contains the center of D(T x ).
To compute the midpoint edge efficiently, we make use of the following observation, which is also crucial for other aspects of our approach: Thanks to this lemma, we obtain the midpoint edge of D(T x ) by a simple linear search starting from the midpoint edge of D(T c ) and going towards x. Note that since the midpoint edge never moves "down", the total number of search steps for finding all midpoint edges is bounded by O(n), and therefore the preprocessing described in Algorithm 2 takes only O(n) time.
Lemma 7 Consider a tree edge e = (x, p(x)) and the child c ∈ C(x) for which the midpoint edge of D(T x ) is either (c, x) or an edge in T c . Then, the midpoint edge of D(T x ) lies on the path from the midpoint edge of D(T c ) to e (possibly, the midpoint edges of D(T c ) and of D(T x ) are identical).

Relations Between Groups for Different Non-diameter Tree Edges
Recall that we consider all (non-diameter) failing edges in a postorder. In the following, we show how the groups of swap edges for a non-diameter tree edge e = (x, p(x)) relate to the groups of previously considered failing edges. Later, we exploit these relations using a collection of suitable data structures.
The set of swap edges for edge e = (x, p(x)) can be expressed as
where start-at(x) is the set of swap edges whose lower endpoint is x, and end-at(x) is the set of swap edges whose upper endpoint is x. We now describe how F (e) is partitioned into the lower group and all the upper groups of e. For the following, it is useful to denote by GR(x) the union of all groups associated with a given edge e = (x, p(x)).
Let c ∈ C(x) be the child of x for which the midpoint edge of D(T x ) is either (c, x) or an edge in T c . Furthermore, let (g, p(g)) be the midpoint edge of D(T c ) and let (h, p(h)) be the midpoint edge of D(T x ) (see Fig. 5 ).
Clearly, all swap edges which belong to the upper group of e associated with w = x are
For any w = x on the path from p(h) to c, thanks to Lemma 7, we can express the set of swap edges in the upper group of e associated with w as
Finally, the swap edges belonging to the lower group of e are
Our Data Structure
Our approach visits all non-diameter tree edges in postorder, and computes a best swap edge for each of them sequentially. In order to leverage our observations about connections between best swaps for different edges, we associate a data structure, denoted by GroupsDS(x), with each considered edge e = (x, p(x)). This structure contains a representation of the group G lower (x) and all groups G upper (x, w) for w ∈ p(h), . . . , x (recall (h, p(h)) denotes the midpoint edge), from which a best swap for e can be extracted in constant time. Moreover, it is designed such that GroupsDS(x) can be efficiently composed of their counterparts of previously visited edges. Lemma 7 implies that visiting the (non-diameter) failing edges in postorder results in a corresponding midpoint edge sequence which is also postorder (although this may be only a subset of all tree edges). This is crucial for the correctness of our approach, because once we used a data structure GroupsDS(x ) associated with a previously visited edge (x , p(x )), to compute GroupsDS(x), GroupsDS(x ) is no longer available (as it has been altered/merged into GroupsDS(x)).
In GroupsDS(x), each group is represented by a Minimum Fibonacci-Heap (short F-Heap in the following). It is widely known that F-Heaps support all of the operations make-heap, insert(·), find-min, merge(·,·) in O(1) amortized time, and the operations delete(·) and delete-min in O(log n) amortized time, where n is the number of elements in the F-Heap [6] .
Each swap edge f contained in a group G is stored in the corresponding F-Heap, using the value L(T , v) + l(f ) + toRoot(u), which we call the invariant value of f , as its key. 5 Note crucially, that this value is independent of the failing edge, and according to Lemma 6 the minimum element in the F-Heap corresponding to a group is the best swap (in this group) for the currently considered failing edge. Furthermore, even when this F-Heap is subsequently altered, by inserting or deleting some swap edges, or by merging the F-Heap with another, the value associated with a given swap edge need never be changed. Specifically, GroupsDS(x) contains: In principle, the best swap for e is found by choosing the candidate with minimum updated value among the best of each group. Doing this naively would require at least linear time in the number of groups, i.e., at least linear in the number of nodes between e and the midpoint edge. To expedite this process during the induction, we use an ordinary Minimum Heap which contains the updated values of the best candidate from each upper group. The best swap edge is then either the minimum element in this heap, or the best candidate from the lower group. Thus, GroupsDS(x) additionally contains the following item:
3. an ordinary Minimum Heap CandHeap(x), containing for each F-Heap in heaplist(x) the best swap candidate, (heap-)ordered by their quality (i.e., their P e/f -lengths as defined in (1)).
From this information, a best swap edge for (x, p(x)) is found in constant time by comparing the best candidate in CandHeap(x) with the best candidate in FH lower (x), and taking the better of the two: Lemma 8 Given the data structure GroupsDS(x) associated with the non-diameter tree edge e = (x, p(x)), a best swap edge for e can be obtained in constant time.
Our Inductive Approach
Let us see how GroupsDS(x) can be constructed efficiently when visiting a new tree edge e = (x, p(x)) in the postorder traversal. First, we associate with each node x ∈ V a list start-at(x) containing all swap edges whose lower endpoint is x, and a list end-at(x) containing all swap edges whose upper endpoint is x, in O(m) total time.
Lemma 9 In the base case of the induction, when x is a leaf, constructing
GroupsDS(e) takes O(1 + |start-at(x)|) amortized time.
Proof Note that the midpoint edge is undefined in this case, so we assume p(h) = x. Hence, FH lower (x) is the empty heap, which is constructed in constant time. The list heaplist(x) contains one entry, namely the F-Heap FH upper (x, x), which is created by inserting into an empty F-Heap all edges in start-at(x), using their invariant values for the heap order. This step takes O(1 + |start-at(x)|) amortized time. It remains to delete all swap edges in end-at(x) from all these data structures. This can be achieved in O(|end-at(x)| log n) amortized time, as follows. For each edge f = (u, v) ∈ end-at(x), we compute w = nca(u, h) in constant time, and distinguish two cases: (i) If w = h, we know by construction that f must be contained in FH upper (x, w) (and in no FH upper (x, w ), w = w ). We simply remove the edge from this F-Heap. 6 (ii) If w = h, then by construction f must lie in FH lower (x) . In this case, we remove f from FH lower (x). In both of these cases, if the removed element was the current minimum element of the F-Heap, then the corresponding entry in CandHeap(x) must be deleted, and the new minimum element inserted (unless the F-Heap is now empty).
Lemma 10
Due to Lemma 7, heaplist(x) can be obtained from heaplist(c), where all F-Heaps corresponding to nodes on Q are removed, and adding the new F- Heap FH upper (x, x) . In CandHeap(x), the candidate corresponding to each of these removed F-Heaps must be removed as well.
Furthermore, the best candidate of the new F-Heap FH upper (x, x) must be inserted in CandHeap(x) (unless FH upper (x, x) is empty). The exact value for this 
and since |heaplist(r)| ≤ n for any node r, x∈V α x ≤ n. Hence, summing up the time for traversing all tree edges, we obtain O(n log n + n + m log n + m log n + n log n) = O(m log n). As to the space complexity, note that at any time during the inductive computation, each swap edge is contained in at most one F-Heap. Therefore, the total amount of space required for these heaps is O(m) at all times. For the other data structures used in our algorithm, the O(m) space bound is obvious.
Transforming Non-tree Edges to Backedges
So far, we have assumed that all swap edges are backedges. We now describe how to replace each of the edges in E\E T that are not backedges by at most two "artificial" backedges, whose lengths are defined in such a way that the best swap edge computed by our algorithm is correct. That is, if the computed best swap for a given failing edge e is an artificial backedge, then replacing the artificial backedge by the edge f it represents yields a (non-backedge) swap edge for e with the same quality. Formally, we replace f = (u, v) by f 1 := (u, v 1 ) and f 2 := (v, u 2 ) (recall that these tuples are ordered), with lengths l(f 1 ) :
. If the path from u to v in T uses one or more edges of D(T ), we define v 1 := nc(u) and v 2 := nc(v). Otherwise, we define v 1 := nca(u, v) and u 2 := nca(u, v). If it happens that u = v 1 , we omit f 1 , and if v = u 2 , we omit f 2 . To see why this replacement works, note that in both cases f 1 represents f exactly for all failing edges on the path in T from u to v 1 , and f 2 represents f exactly for all edges from v to u 2 (i.e., for each non-diameter tree edge, exactly one of {f 1 , f 2 } represents f ). Furthermore, the lengths of f 1 and f 2 are defined exactly such that for any failing edge e for which f i is a swap edge, it holds |D(T e/f i )| = |D(T e/f )|. 6 Reducing the all best swaps problem from shortest paths trees to minimum diameter spanning trees
Improved Swap Edge Computation for Shortest Paths Trees
In this section, we briefly outline how the results presented so far can be adapted to the following problem: Given a 2-edge-connected graph G and a shortest paths tree T of G rooted at a designated source node r, compute for each edge of T a best swap edge (as defined below). When an edge e fails, the graph T − e has two connected components, S 1 and S 2 ; let S 1 be the component containing r. The best swap edge is then defined as the swap edge for which the maximum distance (in the swap tree) between r and any node in S 2 is minimum. This problem was considered in [13] , where it is called "{r, max}-problem", and an algorithm given which solves it in O(n √ m) time and O(m) space.
smaller diameter). It remains to show that computing all best swap edges of T using our algorithm yields all best swap edges of the shortest paths tree T . To that end, we use the following lemma:
Lemma 11 Consider any edge e ∈ E T , and any edge f ∈ E\E T which is a swap edge for e. Let Q T e/f be the length of a longest path in T e/f which starts at r and ends at some node in S 2 , and let |P T e/f | be the length of a longest path in T e/f which contains f . Then, it holds that Q T e/f = |P T e/f | − 2q.
Proof P T e/f consists of f = (u, v) and two paths in T e/f : the first is a longest path in T − {e} starting in u, and the other a longest path in T − {e} starting in v. Note that the former path will always go to r and then further on to v 2 and v 1 (to see this, note that any path in T − {e} which does not contain both of the edges (r, v 2 ) and (v 2 , v 1 ) has a length smaller than 2q, whereas any path using these edges has a length at least 2q). The latter path will go from v to a most distant node of S 2 . Therefore, P T e/f is a path which starts at v 1 and ends at a node in S 2 with maximum distance from r (measured in T e/f ), from which the lemma follows.
Since our algorithm for computing best swap edges in a MDST always evaluates a given swap f for e by the value |P T e/f | (and not by |D(T e/f )|), applying it to G will always yield a swap edge for which |P T e/f | is minimum. By Lemma 11, for any e and f , |P T e/f | is exactly 2q plus the maximum distance from r to any point in S 2 (measured in the swap tree T e/f ). Hence, for every edge e of T , a best swap for e in T (measured by the resulting diameter) is also a best swap for e in T (measured as the maximum distance from r to any node in S 2 ). The above transformation clearly takes only linear time in m and n, and so we have: Theorem 4 Given a 2-edge-connected graph G = (V , E) with n = |V | nodes and m = |E| edges, a root node r ∈ V and a shortest paths tree T of G rooted in r, all best swap edges of T can be computed in O(m log n) time and O(m) space.
Conclusion
We have presented improved algorithms for computing all best swap edges in minimum diameter spanning trees, and in shortest paths trees. Our improvement is based on a case distinction which allows to make use of structural properties of the best swap edges of the respective spanning trees. It remains open whether the running time could be further improved. Although we think that the considered problems are more difficult than computing all best swap edges in a minimum spanning tree, which allow an almost linear running time, proving a lower bound remains a challenge.
