Quantum-behaved particle swarm optimization, which was motivated by analysis of particle swarm optimization and quantum system, has shown compared performance in finding the optimal solutions for many optimization problems to other evolutionary algorithms. To address the problem of premature, a local search strategy is proposed to improve the performance of quantum-behaved particle swarm optimization. In proposed local search strategy, a super particle is presented which is a collection body of randomly selected particles' dimension information in the swarm. The selected probability of particles in swarm is different and determined by their fitness values. To minimization problems, the fitness value of one particle is smaller; the selected probability is more and will contribute more information in constructing the super particle. In addition, in order to investigate the influence on algorithm performance with different local search space, four methods of computing the local search radius are applied in local search strategy and propose four variants of local search quantum-behaved particle swarm optimization. Empirical studies on a suite of well-known benchmark functions are undertaken in order to make an overall performance comparison among the proposed methods and other quantum-behaved particle swarm optimization. The simulation results show that the proposed quantum-behaved particle swarm optimization variants have better advantages over the original quantum-behaved particle swarm optimization.
Introduction
Particle swarm optimization (PSO) is a stochastic problem-independent optimization technique, which is first proposed by James and Eberhart in 1995. 1 It is a simulation from the social behavior of bird flocking or fish schooling. PSO is initialized with a population of particles with random positions and velocities in the search space of the problem. Each particle is associated with a potential solution. PSO relies on the exchange of position and velocity information between individuals of swarm. Particles fly over the problem landscape by following their own and the current best particles' experience. All of them are attracted to the best location, which has been found by them, and also the best location found by all particles in its topological neighborhood. In the PSO with N particles, if one D-dimensional problem is considered, three vectors about ith particle are named as the current position X i ¼ ðX i,1 , X i,2 , . . . , X i,D Þ, the velocity V i ¼ ðV i,1 , V i,2 , . . . , V i,D Þ, and the personal best (pbest) position P i ¼ ðP i,1 , P i,2 , . . . , P i,D Þ. The global best (gbest) position of swarm is denoted as P g ¼ ðP g,1 , P g,2 , . . . , P g,D Þ. Then the particles in PSO are updated as follows V i,j ðt þ 1Þ ¼ w Á V i,j ðtÞ þ c 1 Á r i,j ðtÞ Á ½P i,j ðtÞ À X i,j ðtÞ þ c 2 Á r i,j ðtÞ Á ½P g,j ðtÞ À X i,j ðtÞ ð1Þ X i,j ðt þ 1Þ ¼ X i,j ðtÞ þ V i,j ðt þ 1Þ ð 2Þ
For i ¼ 1, 2, . . . , N; j ¼ 1, 2, . . . , D, where c 1 and c 2 are acceleration factors known as cognitive and social parameters, which determine the magnitude of personal information and social information in the search process and compute how far a particle will fly in a single iteration. Parameter w in formula (1) is called inertia weight which is influential to PSO and could control the velocity of particles.
Over the last decade, PSO has become a well-known optimization technology since it can be easily implemented for optimization problems of different fields and needs fewer parameters to be adjusted compared with other evolution algorithms. More and more researchers all over the world put their attentions on PSO and develop the original version. A huge number of variants are proposed and applied in different fields. [2] [3] [4] [5] [6] [7] [8] [9] An efficient optimization algorithm should have excellent ability to balance local and global search. For PSO, local search means that the particle is capable to exploit the neighborhood of the present solution for other promising candidates while global search implies some solutions in other part of the search space being able to be found. In general, exploration and exploitation should be considered simultaneously, but it is very difficult. Since PSO had been proven theoretically that it was not a global convergent algorithm, even not a local convergent one, against the convergence criteria given in Van den Bergh. 10 Local search technologies were applied in PSO algorithm to improve the quality of solution by searching its neighborhood. In Sun et al. 11 a golden ratio was used to determine the size of the search area and only two positions needed to be checked in order to find whether there were local positions with lower fitness value around a certain particle position. A stochastic local search concept was introduced to balance exploration and exploitation at each iteration and encouraged the particles to explore local region beyond that defined by the search algorithm. 12 Some researchers proposed gradient-based descent methods to combine with PSO for finding a local minimum of objective function and especially a repulsion strategy and partially initializing population method were incorporated in PSO to increase its global jumping ability. 13 Another local search scheme was implemented as a neighborhood search engine to improve the solution quality, where it intended to explore the less crowded area in the current archive to possibly obtain more nondominated solutions.
14 To address the problem of premature convergence, a potential particle position in the solution search space was collectively constructed by a number of randomly selected particles in the swarm. Each selected particle donated the value in the location of its randomly selected dimension from its personal best. 15 In 2004, J. Sun et al. applied a strategy based on a quantum delta potential well model to depict the behavior of particles inspired by quantum mechanics and trajectory analysis of PSO. 16 The formulas were modified and a mean best (mbest) position, which denoted the average position of all particles' personal best positions in swarm, was introduced into the evolution equations while the velocity formula was discarded. Hence, a new version of PSO, known as quantum-behaved particle swarm optimization (QPSO) was proposed. 17 QPSO is a probabilistic algorithm 18 and its iterative equations are very different from those in PSO. It also has fewer parameters to adjust and need no velocity compared to PSO, which make it easier to implement. The QPSO algorithm has been shown good performance in solving a wide range of continuous optimization problems. Many improvements have been proposed that focus on global search ability, convergence speed, solution precision, robustness, etc. These strategies employed in QPSO can be classified into six categories, which are improvements by parameter selection, control swarm diversity, cooperative methods, using probability distribution function, novel search methods, and hybrid methods. Most of them were reviewed in Fang et al. 19 For example, different diversity-controlled models were introduced into QPSO to improve the ability from escaping local minima in Sun et al. 20, 21 Sun et al. gave the convergence condition of contractionexpansion coefficient with stochastic simulation method and proposed two parameter control methods. 22 Some researchers aimed to integrate the desirable properties of different approaches to enhance the QPSO further. [23] [24] [25] [26] [27] [28] [29] [30] However, to the best of our knowledge, QPSO combined with local search strategy has not been reported elsewhere, the goal of this work was to employ a new local search strategy in QPSO to improve its performance, which is different from those mentioned above.
This paper is organized as follows. In the next section, the principle of QPSO is introduced. The following section presents the QPSO with local search strategy. The next section provides the experimental analysis and performance comparisons with other algorithms. Some concluding remarks are given in the last section.
QPSO
Clerc and Kennedy analyzed the particle search trajectory in PSO, 31 and concluded that the convergence of whole particles could be achieved while each particle converged to its local attractor p i ¼ ð p i,1 , p i,2 , . . . p i,D Þ which was defined as p i,j ðtÞ ¼ ðc 1 P i,j ðtÞ þ c 2 P g,j ðtÞÞ=ðc 1 þ c 2 Þ, ð j ¼ 1, 2, . . . , DÞ ð3Þ or p i,j ðtÞ ¼ ' Á P i,j ðtÞ þ ð1 À 'Þ Á P g,j ðtÞ, $ Uð0, 1Þ,
Inspired by convergence analysis of the traditional PSO and quantum system, a wave-function is used to depict the state of a particle with momentum and energy. According to the statistical significance of the wavefunction, a normalized probability density function Q and distribution function F for each component of the particle's current position can be obtained through solving the Schro¨dinger equations for each dimension
where L i, j ðtÞ is standard deviation (SD) of the distribution and determines search space of each particle at each iteration. Employed Monte Carlo method, the position of the particle can be given as
where u is a random number obeyed uniform distributed on (0, 1). In QPSO, mbest is employed as the global attractor point of swarm to evaluate the value of L i, j ðtÞ. This position is defined as the average of personal best (pbest) position of all particles in swarm
Here, N is the population size and P i is the pbest position of particle i. Then the values of L i.j (t) can be got by L i, j ðtÞ ¼ 2 Á m j ðtÞ À X i, j ðtÞ ð9Þ and the position of particle can be evaluated by
where parameter is called contraction-expansion coefficient, which can be tuned to control the convergence speed of the algorithm for different optimization problems. The variant of PSO with equations (3), (8), and (10) is called QPSO.
QPSO with proposed local search strategy
In the original QPSO, the basic optimization principle is that each particle in the swarm shares their discovered information with their neighbors, and the best discovery particle attracts others flying to the optimal solution. This strategy looks very promising, but there will be a risk of the susceptible to premature convergence, especially to those multimodal and high in dimension problems. The reason is that the global best particle always is an important part in computing the local attractor
and shares too much information with other particles. This behavior is more likely to drive particles migrating toward the same direction and to be overconcentrated. Therefore, the global search efficiency and ability of QPSO will decline. The motivation for proposed local search strategy is the challenge of premature convergence tendency, which affects the performance of QPSO. In QPSO, the global best particle is the decision-making one to search optimal solutions for optimization problems. The decision is dictated by a single particle in the swarm. If more particles' information is involved in the decision making, it could lead to a promising region in the search space where optimal solution could be obtained.
The description of the local search strategy is as follows: during the evolution process, each particle has equal chance to decide the potential location where a better global best solution could be obtained in search space. Hence, it is better that a super particle should be considered that includes the information of all particles. As a result, each particle in swarm is selected to contribute its idea with a certain probability to construct a potential solution (super particle). The idea from selected particle is one-dimension information or more from its personal best position.
In fact, referring to the evolution of social culture in real world, it is not proper to consider each particle with equal chance to form super particle, the elitists always play more important role in culture development. According to this idea, the particle with better fitness value has more chance to deliver its information to construct super particle in our proposed local search strategy. It means that the probability of particle being selected to contribute its dimension information depended on the particle fitness value.
When the super particle is constructed, local researches undertook around its neighbor in order to find a better solution in compared with the current global solution. If a better solution is found, the current global solution will be replaced by it; otherwise no replacement is done.
The procedure of proposed local search strategy
In the proposed local search strategy, the super particle is denoted as P s ðtÞ at tth iteration whose dimensions are selected from different pbest according to their fitness values. In general, the dimensions of particle with better fitness value have more chance being selected to construct super particle. To minimization problem, it is natural that we can rank the particles in descendent order to their fitness values. Then a weight coefficient linearly decreasing with the particles' rank can be assigned to particles. Then the nearer the best solution, the larger the probability is. The potential new position with local search is denoted as follows
r is the local search radius which is around the super particle and Ár is a random vector picked uniformly from the range Àr, r ½ . During the working procedure, a new potential position P p ðtÞ is calculated by formula (11) and the fitness value of P p ðtÞ is compared to the fitness value of the global best position P g ðtÞ in QPSO algorithm. If an improvement on the fitness value can be obtained, the global best position P g ðtÞ will be replaced with P p ðtÞ. Otherwise no replacement is done. Then, the search radius will be set to decrease linearly by multiplying itself with a factor using formula (12)
where is a variable value which linearly decreases with time growing of the local search strategy
where max r is the upper limit value of and min r is the lower limit value. loct and max T are the current iteration times and the max iteration times during local search, respectively. The procedure of local search is described in Figure 1 .
The proposed local search with four different search radiuses
In proposed local search strategy, the local search space is very important to algorithm performance. There is a hope that a better potential solution is included in the local search space. If the search space is too small, the better potential solution may not exist in the search space, otherwise the better potential solution is difficult to be found with a large local search space. In QPSO, gbest, mbest, and pbest are the three important positions during evolution process. The distance between them is variable in each iteration. In order to compare the influence on QPSO with different local search radiuses, four cases are proposed in local search to determine the search space.
1. Constant value: when the super particle is given in local search, a constant value is assigned to be the local search boundary. The value is not variable during the whole evolution process to a certain problem. 2. Distance between gbest and mbest: gbest denotes a global best particle in the swarm and mbest is mean value of the personal best position. The two variables always change with the evolution process. The local search space is set as the distance between gbest and mbest. At the early stage, the particles in the swarm scatter in whole search space, and the distance between gbest and mbest is large. In the later, the particles will gather in a small space and the distance will reduce. The dynamic setting method of the local search space looks more reasonable to meet the requirement of evolution. 3. Distance between randomly selected one pbest and mbest: here, the dynamic local search space is set as the distance between randomly selected pbest of all particles and mbest.
4. Distance between randomly selected one pbest and gbest: in this case, the dynamic local search space is set as the distance between randomly select pbest of all particles and gbest.
In this work, the proposed local search strategy with four different cases are called QPSO with local constant search space (QPSO LCSS ), QPSO with local dynamic search space between gbest and mbest(QPSO LDSS_gm ), QPSO with local dynamic search space between randomly selected pbest and mbest(QPSO LDSS_rpm ), QPSO with local dynamic search space between randomly selected pbest and gbest (QPSO LDSS_rpg ), respectively.
The procedure of QPSO algorithm with local search strategy is described in Figure 2 .
Performance comparison
In order to test the performance of the proposed local search QPSO with four different cases, the original QPSO, the QPSO with linear weight coefficient (QPSO-Li), 32 and two popular forms of PSO, including the PSO with inertia weight (PSO-In), 33 the PSO with constriction factor (PSO-Co), 2 were all compared by running a series of experiments on the first 12 functions from the CEC2005 benchmark suite. 34 The function names, properties, and search ranges are given in Table 1 . Each algorithm was run 50 times on each 
and problem using 40 particles to search the global optimal solutions. For the six versions of QPSO, contractionexpansion coefficient was set linearly decreased from 1.0 to 0.5 which could lead to a generally good performance of the QPSO algorithm. 18 For QPSO-Li, 0 and 1 were set as 1.5 and 0.5, which linearly decreased with the process of evolution as those in Xi et al. 32 To four proposed local search variants of QPSO, max T was set as 50, the values of max r and min r were set as 1 and 0.01, respectively. In the case with constant search radius, the search boundary was set as 1% of the whole search range for a certain problem. The parameter configurations of the above PSO variants were the same as those recommended by the existing publications. In PSO-In, Shi and Eberhart varied the inertia weight coefficient decreasing linearly from 0.9 to 0.4 and fixed the acceleration coefficients (c1 and c2) at 2.0 over the course of the search in their empirical study, and the simulation results on the testing functions showed the better performance than the one with fixed inertia weight. 33 In PSO-Co, in order to remove the restriction on velocity, Clerc and Kennedy found that the values of the constriction factor and acceleration coefficients (c1 and c2) could be set to satisfy some constraints. They recommended to use a value of 4.1 for the sum of c1 and c2, which resulted in a value of the constriction factor ¼ 0.7298 and c1 ¼ c2 ¼ 2.05. 2 In our simulations, we also employed these parameter values for PSO-In and PSO-Co, although they might not be optimal. In each run, the particles in the algorithms started in new and randomly generated positions, which uniformly distributed within the setting search bounds. Each run of all algorithms lasted 5000 iterations, the mean best fitness values (objective function value) for 50 runs and SD for each run were recorded in In this work, an ANOVA with 0.05 as the level of significance was utilized to investigate whether the differences in mean best fitness values between algorithms were significant. The procedure employed in this work was called a step-down procedure which considered that all but one of the comparisons was less extreme than the range. When all pair-wise comparisons had been done, this method was the best available if confidence intervals were not needed and sample sizes were equal. 35 All tested algorithms were ranked to determine which algorithm could be said the most effective for each optimization problem. If algorithms were not statistically different from each other, there would be the same rank; those that were not statistically different from more than one other group of algorithms were ranked with the best performing of these groups. For 12 test functions, the resulting rank for each of them and the total rank were shown in Table 3 . In Table 3 , the proposed four local search variants of QPSO occupied the top position even one of them got the best solution in F1 and F11. QPSO LDSS_gm won the championship even though not all time found the best solution for all test benchmark functions but showed preferable performance in each simulation. The second best performing algorithm was the QPSO LCSS algorithm as indicated by the total ranks.
With the purpose of investigating the convergence ability for proposed QPSO with local search strategy, Figure 3 gave the comparison of convergence processes of QPSO with four local search radiuses and the original QPSO which were the top five variants of QPSO. For four proposed local search variants, they were the combination forms of QPSO and local search strategy, and then they had similar convergence curves, but could get better solutions finally. These curves showed proposed variants to have better performance which balanced convergence speed concerning global search ability and local search ability.
Conclusion
In this paper, a local search strategy was discussed and four variants with local search strategy of QPSO were proposed. The local search strategy was introduced into the evolutionary process of QPSO to improve the original QPSO performance. Through empirical studies on a well-known benchmark suite, we provided analysis about the proposed methods in terms of convergence speed and led to the conclusion that the proposed variants of QPSO possessed stable and comparable performance with the original QPSO and some other forms of PSO, especially the QPSO with local dynamic search space between gbest and mbestðQPSO LDSS gm Þ
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