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ABSTRACT 10 
The main topic of this work is the development and validation of a simplified approach for the dynamic 11 
analysis of a Gas Turbine Combined Cycle (GTCC), with a particular focus on start-up procedure and 12 
associated mechanical stresses on the steam turbine (ST). The currently deregulated energy market led GTCC 13 
to undergo frequent startups, a condition often not considered during plant design. Moreover, the time required 14 
for the start-up is crucial under an economical viewpoint, though it is constrained by mechanical stresses 15 
imposed to thick components by thermal gradients. The framework proposed in this work aims to improve the 16 
accessibility to simulation software by applying commonly used office suite – Microsoft Excel/Visual Basic – 17 
with acceptable reduction in accuracy. Simplicity of model allow fast computation and its exploitation can be 18 
pursued by non-qualified plant operators. The obtained tool can be than adopted to support decision process 19 
during plant operations. The developed tool has been validated for a hot start-up against field measurements 20 
supplied by Tirreno Power S.p.A. Italy. Data are recorded through control and monitoring sensors of a 390 21 
MW multi-shaft combined cycle based on the GT AEN94.3 A4 frame, but the results can be easily generalized 22 
to other layouts. Simulation result and stress evaluations around the steam turbine (ST) rotor show good 23 
agreement with experimental data.  24 
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Highlights 28 
• A simplified dynamic model of a GTCC bottoming cycle for plant start-up is presented  29 
• Particular emphasis is placed on determining thermal stress on Steam Turbine rotor 30 
• To enhance accessibility, the model is developed within Microsoft Excel environment 31 
• The target system is the 390 MW Tirreno Power GTCC of Napoli Levante (Italy) 32 




BSE  Boiler Stress Evaluator 37 
DTMS  Distributed Thermal Mass System 38 
ECO  Economizer 39 
EVA  Evaporator 40 
FL  Full Load 41 
FSNL  Full Speed No Load 42 
GT  Gas Turbine 43 
GTCC  Gas Turbine Combined Cycle 44 
HP  High Pressure 45 
HT  High temperature 46 
HRSG  Heat Recovery Steam Generator 47 
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IGV  Inlet Guide Vane 49 
IP  Intermediate Pressure 50 
LCM  Lumped Capacitance Method 51 
LP  Low Pressure 52 
LT  Low Temperature 53 
MEL  Minimum Environmental Load 54 
R.H.  Relative Humidity 55 
RH  Reheater 56 
RSE  Rotor Stress Evaluation 57 
SH  Super Heater 58 
ST  Steam Turbine 59 
 60 
Symbols 61 
a  exponent of  off-design relations 62 
cp  specific heat at constant pressure 63 
E  Young module 64 
f  model value 65 
h  enthalpy 66 
?̇?  mass flow rate 67 
Nu  Nusselt number 68 
?̇?  heat power 69 
T  temperature 70 
𝑇′  rate of change in temperature 71 
Pr  Prandtl number 72 
p  pressure 73 
RE  Reynolds number 74 
t  time 75 
y  plant measurements 76 
α  thermal coefficient 77 
η  Heat Exchanger efficiency 78 
ν  Poisson coefficient 79 
ρ  density 80 
σ  mechanical stress 81 
τ  time constant 82 
 83 
Subscripts 84 
0  initial state 85 
app  approach 86 
att  attemperator 87 
b  design condition (base load) 88 
cool  cooled by the steam 89 
exh  exhaust gas 90 
gas  GT gas flow 91 
inf  free stream condition 92 
ss  design steady-state 93 
stm  steam 94 
unc  uncooled by the steam95 
 96 
1. INTRODUCTION 97 
One of the main consequences of energy deregulations is the operational flexibility required to conventional 98 
power plants, which suddenly has become a key parameter. This has driven many changes to the whole energy 99 
field in recent years [1][2][3] . Energy plants started to undergo weekly and daily startups and shutdowns. As 100 
a consequence, plant components experience severe mechanical stress. In addition, the increasing share of 101 
renewable energy systems, together with restriction on pollutant emissions associated to energy production, 102 
have been deeply influencing the energy market [4][5][6][7][8]. Nowadays, the challenge deals with driving 103 
power plants from stand-still conditions to energy production as fast as possible. Hence, turbine manufacturers 104 
have focused their attention on engine quickness and their emissions, but the problem of efficient management 105 
of the whole plant persists.  106 
In this regards, new ways to fasten the energy systems during startups [9] as well as in case of rapid transient 107 
load conditions [10], have been studied and tested [11][12][13][14][15]. Moreover, advanced monitoring 108 
technique were introduced to control the productive parameters of energy systems and life of their components 109 
[16][17][18][19][20]. Analysis on reliability and maintenance turned from a periodical approach to equivalent 110 
life-impact due to new high stressing working conditions. Modern technology and performance of present 111 
GTCC plant [21] is also derived from studies based on energy system models, different in terms of software 112 
environment, purpose and structure [22][23][24][25][26][27].  113 
In this scenario, the simulation software has gained significant importance in last decades and several 114 
approaches to model energy plants and their components have been studied and explored. Validation of 115 
software models consisted of testing the target systems under different situations and over several scenarios 116 
[28][29]. Despite of recent improvement in accessibility to the simulation tools, application of specific high-117 
profile software [30][31] still require highly qualified users. From such considerations, Gulen et al .[32] 118 
proposed a different approach to model GTCC power plant in a simple way, in order to implement this kind 119 
of analysis through common Microsoft Office suite. Their idea was focused on creating a flexible and reliable 120 
tool to perform dynamic simulation with a particular emphasis on the Heat Recover Steam Generator (HRSG) 121 
and Steam Turbine (ST), the most stressed components [32]. The main goal of the approach unveils its novelty: 122 
in the field of dynamic analysis of energy system, to extend simulation software to a wider number of users  123 
This is pursued by proposing a framework that can be implemented through software usually available on 124 
normal desktop computer. The framework proposed here consists of a hybrid numerical and physical approach. 125 
This was critically analyzed in [33] by the Authors, and validation against experimental data has been presented 126 
for normal operating condition of the plant. Nevertheless, crucial operations of GTCC plant belong to start-up 127 
procedure. Integration of simplified method with rotor stress model proposed in [34] led to obtain a tool able 128 
to perform start-up analysis of a GTCC and predict stresses on ST. 129 
2. REFERENCE SYSTEM 130 
This work is based on the Tirreno Power 390MW GTCC of Napoli Levante (Italy). It is a three pressure 131 
levels HRSG, which produces steam for a steam turbine in a 1+1 multi-shaft layout. The gas turbine is a 270 132 
MW Ansaldo AEN94.3A4. Global performance of the turbine is presented in Fig.1, where it is possible to see 133 
how the exhaust temperature increases during startups from full speed no load (FSNL) to the Minimum 134 
Environmental Load (MEL), which corresponds to 30 ppm CO emissions. MEL, for this GT frame, is reached 135 
around the 40% of GT base load, when the IGV are fully closed. 136 
 137 
Fig.1 GT exhaust temperature and mass flow rate 138 
The HRSG is arranged as shown in Fig.2. Reheater and superheater are split into two heat exchangers (HX). 139 
These are connected through an attemperator (green square in figure) to cap the outlet steam temperature to 140 
550°C, which is the maximum allowed temperature for the ST inlet. 141 
 142 
Fig.2 HRSG heat exchangers arrangement for the three pressure levels drum-type HRSG with re-heating 143 
Evaporators are drum-type: the high pressure (HP) evaporator (EVA) is responsible for the 25% of the heat 144 
recovery at base load, i.e. full speed full load (FSFL) at ISO condition. Presented model encloses HXs up to 145 
the intermediate pressure (IP) EVA. It was considered not of interest to proceed further with modelling because 146 
dynamic impact of load variation on last HXs is negligible. Moreover, with respect to the start-up phase, mainly 147 
HP and IP mass flow rates are involved. However, extension of modeling process to the whole HRSG is 148 












































GT exhaust temperature [°C] GT exhaust mass flow rate [kg/s]
without any changes to 1+1 single shaft layout and, with minor changes, to a 2+1 layout, covering the whole 150 
GTCC state of art arrangement. 151 
3. MODELING APPROACH 152 
Since Gulen et al. have previously proposed the modelling approach [32] and its implementation has been 153 
already discussed and validated [33], so it is briefly described in the following section. It is important to remark 154 
that the model has to be defined in respect of the target GTCC plant taken into consideration. A series of main 155 
hypothesis were considered in order to reach a simplified representation of GTCC system [32]: 156 
- Approach based on Lumped Capacitance Method (LCM) 157 
- HRSG treated with Distributed Thermal Mass Theory (DTMS) 158 
- HRSG heat exchangers (HX) geometry simplified as described by Dechamps in [35] 159 
- Temperature of metal coincides with steam temperature 160 
In view of the system analyzed, two more specific hypotheses were introduced. As shown in Fig.3: 161 
- Steam  generation rate is directly proportional to the exhaust flow rate. 162 
- Drum pressure and steam flow are directly linked. 163 
These hypothesis, well confirmed by data, have been already validated against experimental measurements 164 
in [33] and they led to an absolute average error lower than 10°C for all the HXs, 2 kg/s for steam flow rate 165 
and 4 bar for the pressure drums. In Fig.3b control system performs an additional pressurization for values of 166 
steam flow rate higher than  85% to create a “pressure reserve”, that is useful to regulate the steam turbine to 167 
fast control the grid frequency. A specific function, designed on experimental data, was defined to capture this 168 
behavior. This highlights that the model should integrate the influence of the control logics on the plant. 169 
Moreover, to make the model capable of well representing the plant behavior, strong importance is given to 170 
the numerical training process. This is based on real field data measurements and consists of a calibration of 171 
the numerical parameters involved in the model computation. The training is refined by considering R2 results 172 
of the statistical analysis, in order to obtain a good fitting of the experimental data [33]. It should be remarked 173 
that influence of ambient conditions on the recovery process is strong, thus the model should not be used 174 
outside the ambient temperature range used during the training process.   175 
 176 
Fig.3 Field measurements HRSG normal operating condition: (a) HP and IP steam mass flow rate as function of exhaust mass flow rate and (b) HP 177 
and IP drum pressure as a function of steam flow rate. A square highlights the pressurization reserve operation on the drum pressure 178 
3.1 Training process 179 
The training process, which was based on 10 days of working data (Fig.3 is based on the same data set), is 180 
necessary to obtain a good description of the system In this case, the adopted data are focused on the ambient 181 
conditions close to ISO (as summarized in Table 1). It follows a matrix where it is possible to see the 182 
distribution of the parameters that define the general conditions of the training (Fig 4).It can be noticed that all 183 
those external condition are not correlated between them, with the exception of the inlet ambient temperature 184 
and Relative Humidity.   All the operating range and ambient conditions are well covered by the training data. 185 
Data shows how production is mainly concentrated close to MEL. During the 10 days period the power plant 186 
experienced two shutdown and consequent start-up. 187 
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GT Load Ambient condition 
 
[MW] T [°C] p [mbar] R.H. [%] 
MAX 264 21 1017 100 
AVERAGE 137 13 1012 66 
MIN 112 8 1004 37 
STD 54.7 2.6 3.6 22.8 
(a)                                                                                     (b) 
 190 
Fig.4 Distribution of experimental data adopted for the training of the model 191 
Validity of the involved parameters was demonstrated around ±10°C from mean ambient temperature used 192 
for the training. Out of this range a new set of numerical equations - obtained from a new training process - 193 
should be used to avoid non acceptable steady state errors. Main parameters involved in the training of the 194 
HRSG model are the scale factors k and the ΔTapp [33], which describe the HRSG off-design behavior. The 195 
scale factors k are used to evaluate temperature of the hot gas as they enter the particular HX. The second one 196 
represents the difference in approach temperature between gas and water side at the end of the recovery 197 
process of the investigated HX. Some other minor parameters are involved in the training process, such as 198 
pressure function or fitting exponent a. More information and considerations, together with the model 199 
validation for normal operating conditions, can be found in [33]. This research is mainly focused on start-up 200 
simulation. 201 
 202 
3.2 Start-up procedure 203 
Start-up plays a key role among other operating conditions of a power plant. This operation is composed 204 
by a sequence of pre-defined steps that have to be repeated recursively each time the plant is started up. This 205 
implies that start-up procedure deserves a modeling profile of its own. During start-up, main important 206 
parameters to be controlled deal with security of operations and structural constraints of the bottoming cycle. 207 
Great importance is given to the allowable stress by the steam turbine (ST) rotor, which, in some power plants, 208 
is monitored by the Rotor Stress Evaluator (RSE). Another important monitoring system is the Boiler Stress 209 
Evaluator (BSE), which acts on the pressure ramp during the start-up, in order to limit drum stress cycle.  210 
An analysis of the impact of control logics on the start-up phase is presented. The initial conditions depend 211 
on the shutdown interval of the plant. This influences the average temperature of all sensitive components of 212 
the plant and the residual pressure in the drum, with a deep influence on the ramping procedure in terms of 213 
constraints and times. Table 2 encloses the three usually adopted cluster for initial conditions: Cold, Warm 214 
and Hot. Start-up time is estimated in table 2 for plant with power ranges between 80 MW and 400 MW [36]. 215 
Please note that in this case the expected time represents the time for the whole procedure, i.e. from GT ignition 216 
to HP and IP bypass closed. A cold start-up can include additional operations such as generation of auxiliary 217 
steam and vacuum creation. The start-up time differences are related to the bottoming cycle requirements 218 
(HRSG and ST) while Gas Turbine start-up is basically independent of its standstill time.  219 
Start-up condition Standstill Expected time for start-up 
 
[h] [min] 
COLD 120 120-170 
WARM 48 80-120 
HOT 8 40-60 
Table 2 Summarization of start-up conditions 220 
Normative laws (NFPA 85 or API616) [37][38] impose to purge the HRSG by speeding up the GT. This 221 
procedure has a small influence on the general condition of the plant, i.e. the cooling effect on the HRSG is 222 
negligible, but it requires 7 to 13 minutes. Purge credit can be used to reduce the start-up time [1][39]. In 223 
general, three different logics that govern the ramping up of the plant within start-up procedure can be defined 224 
[32]. These should be adapted and modeled for each target plant, in view of the installed equipment (presence 225 
of a final desuperheater or attemperation). Pollutant emission is another constraint to consider. GT behavior 226 
may inhibit some load due to high pollutant gases produced. Even though  the MEL law prescribes no emission 227 
limit, the GT avoids the working points with high NOx emissions, in particular. 228 
To replicate start-up procedure, some more equations in addition to the original set [33] must be considered. 229 
Firstly, drum pressure starts to rise when the incoming energy is sufficiently high. The energy balance around 230 
EVA is obtained through boiler temperature and the boiling conditions persisting in the evaporator (Eq.1). 231 
Forcing term is again associated to exhaust mass flow and its temperature as it reaches the drum (which is 232 
computed considering factor k, as it has been previously described).  233 
𝑄𝑒𝑣𝑎(𝑡) = 𝜂 ∙ ?̇?𝑒𝑥ℎ ∙ 𝑐𝑝(𝑘𝐸𝑉𝐴𝑇𝑒𝑥ℎ − 𝑇𝐸𝑉𝐴) ∙ 𝜏  (1) 234 
Once the necessary conditions to increase the drum pressure are reached, the heat exchanged with the 235 
evaporator drives the pressure gradient (Eq.1) and it is bounded by the BSE (Table 3). The admissible drum 236 
pressure is defined according to the UNI EN 12952 limit. During real start-up, drum vent valves and bypass 237 
valves controls the admissible pressure gradient: while the vented mass flow rate is considered negligible, the 238 
most relevant pressure effect was modeled. This parameter is monitored within the model simulation and the 239 
computed gradients are recursively limited, if necessary. 240 
Drum pressure [bar] 0 10 20 40 50 100 
Maximum positive gradient [bar/min] 0.2 1.24 2.05 3.44 4 7 
Table 3 Example of pressure gradient of BSE control system 241 
Thermal inertias have been evaluated both for IP drum and HP drum and they are summarized in Table 4. 242 
These values have been derived from mass considerations on metal, water and steam. On this basis, inertia 243 
should be changed instantaneously with simulation, in consideration of water level in the drum. Instead, 244 
constant values have been used by considering mean properties of water and steam in between 5 and 60 bar. 245 
Steam to water ratio volume in the drums was persisting at the start-up of the plant (which is a fixed value 246 
imposed by control routines). 247 
To evaluate Eq.1, considering i the present time step, i-1 evaporator temperature value is used for pressure 248 
computation and the boiling point is computed through a specific function [40]. This function is based 249 
onIAPWS Industrial Formulation.  The i-th temperature is then linked to the energy coming to the evaporator 250 
and to its pressure rising gradient. This computation is done continuously as long as the normal operating 251 
conditions of plant are reached, i.e. the pressure corresponding to minimum load that persists in the HP and 252 




Thermal capacitance Total Mass Thermal inertia Total Mass Thermal inertia 
 
[kJ/kgK] [kg] [MJ/K] [kg] [MJ/K] 
Steam 1.9 16 0.03 164 0.3 
Water 4.186 16240 68 41813 175 
Metal 0.466 3980 2 22159 10 
Total 
 
20236 70 64136 185 
 Table 4 IP and HP drums characteristic data 254 
Once the GTCC reaches the minimum load, the simulation tool switches to computation system presented 255 
in [33]. In terms of drum pressure values, minimum operating conditions corresponds to 63 bar for HP drum 256 
and 21 bar for IP drum, against a nominal value at design point of 124 bar and 34 bar, respectively. Mass flow 257 
is computed consequently. During the start-up, steam flow is not directly correlated to the exhaust mass flow 258 
rate yet. In particular, at the very beginning of the procedure, a series of events take place simultaneously, 259 
which are difficult to represent. Steam flow generation is hardly quantifiable, due to bypass opening/closing 260 
and vent systems used to assist drums pressurization. Globally, incoming energy must be compared to the 261 
energy necessary for boiling process plus the effect of pressurization of the drum. As long as the energy that 262 
arrives in the evaporator does not suffice to boil water in the drum, no steam can be generated. Then, once the 263 
steam generation starts, the effect of pressurization intervenes on the generated steam, together with other 264 
system events. While the model, due to its simplified nature, does not consider the venting effect, the 265 
pressurization of the drums is represented by the variation in internal energy in Eq.2. Internal energy can be 266 
expressed as a function of enthalpy and pressure. The volume is given by the physical dimensions of drums 267 
and the imposed drum levels are considered for the start-up. This time variation of energy within the drum is 268 





𝑄 = ?̇?𝑠𝑡𝑚𝑟𝜏 + 𝑄𝑒𝑣𝑎
𝑈 = 𝜌𝑉𝑢
  (2) 270 
As long as the ramping up of the system is taking place, Eq.2 is used. Once the steam generation begins, the 271 
flow generated is diverted from the ST through a by-pass cascade system. Diverted steam flow is driven to the 272 
condenser, as long as the requisites for admission in ST are not reached. Admission conditions of the ST 273 
depend on starting temperature of the rotor and this impacts the speed-up gradient imposed to the turbine. 274 
However, the driving steam flow used to speed up the turbine is a portion of the whole amount generated and 275 
in general it consists of 5% of the nominal value [34]. This suffices to drive the ST to the Full Speed No Load 276 
(FSNL) condition. After that, blow-off and bypass are closed and the whole steam generated in the process is 277 
now admitted to the ST.  278 
In this phase, bypass valves are governed by pressure persisting behind them. Consequently, the bypass may 279 
be closed after some minutes the ST has reached the FSNL condition. This happens when the GT loads the 280 
drum too much during the speed ramp of the ST. In this case, the bypass is used to rate down the drum pressure 281 
to its pre-defined value. This is evident looking at Fig.5, where the bypass is fully closed after the load ramp 282 
of ST is concluded and all the generated steam is admitted in the ST. Once the start-up procedure is completed, 283 
the simulation system turns to the normal operating condition. This is managed continuously within model 284 
computations, since the main model hypothesis are  same both for start-up and normal operating conditions. 285 
In terms of computational procedures, main differences in between start-up and normal operative conditions 286 
are determined in the resolution of forcing term. As stated in [32], input data are divided in intervals in which 287 
a linear hypothesis for input changes can be made. This apply also to start up data, but since during start-up, 288 
change of the input are faster, an higher resolution is mandatory to obtain a reliable signal. Therefore, start-up 289 









Fig.5 Measured Data: Bypass valve fractional opening with respect to ST load with event table. In figure vertical black indicators show sequentially 299 
the events reported in table on the right. 300 
4. MEASUREMENT SYSTEM 301 
Intensive properties as pressure and temperature, are well measured along all the HRSG steam side, enabling 302 
the calculation of the temperature increase and pressure losses in quite any HX. On the other side, the extensive 303 
properties (i.e. the mass flow rates) measurement require more complex pipe arrangements and are measured 304 
in fewer positions. Steam mass flow rate measurement system is arranged as shown in Fig.6, where 305 
measurement points are highlighted with blue vertical marks. Since they are placed just before the bypass 306 
system, difference in mass flow rate generated in between model and experimental data can be evaluated also 307 
during the start-up. This is essential, since bypass valves are opened during the ramping of the system and they 308 
drive the flow to the condenser. Unfortunately, impact of Drum Vent Valves is hardly quantifiable. Schematic 309 
detail neglects some components and does not discriminate between high and low temperature SH and RH and 310 
associated attemperation system presented in figure 2. On the other hand, the bypass path is highlighted, 311 
together with its valve and attemperating system. Attemperation is generated by extracting a small fraction of 312 
water from pumping system: evaporation process of water releases high amount of heat without involving high  313 
mass flow. This is done for both HP and IP compounds. In general, the measurement system is the typical 314 








































ST speed GT load
Bypass FO HP drum pressure
m steam ST load
Time [s] Event 
400 Bypass opening 
500 GT loading 
900 Hp pressure arises 
1000 Steam gen. begins 
2200 ST acceleration 
3200 ST loading 
3600+ Bypass closed 
accuracy is (+/- 2.5 K for temperature probes, +/- 1% F.S. for pressure probes, +/- 1.5÷5 % of FS for steam 316 
mass flow rate measurement [41]). 317 
 318 
Fig.6 Schematics of cascade bypass and steam mass flow rate measurement point 319 
5. ROTOR STRESS ANALYSIS 320 
Within start-up procedure, The thermoelastic stress of the rotor represents a key factor as one of the main 321 
physical constraints imposed to the system. The issue is about bounding thermal gradient on the steam turbine 322 
rotor within some defined values, which depend on start-up condition. The aim is to limit fatigue stresses on 323 
ST rotor. Rotor Stress Evaluator (RSE) control monitors the load margin, that is, a parameter based on the 324 
rotor temperature. In case the load margin reaches a certain threshold, the RSE control system intervenes by 325 
reducing GT load ramp and slowing the start-up operation. In term of economic objectives, the optimization 326 
involves increasing the operational speed without exceeding the load margin limit. Therefore, it is of strong 327 
importance to monitor the rotor temperature, in order to understand the allowable gradient for the ST rotor. 328 
Industrial state of the art suggests that, in addition to the steam temperature, the ST stator case internal surface 329 
temperature is measured and this value is assumed equal to the external surface temperature of the rotor itself. 330 
On this basis, the temperature of the center of the rotor is evaluated through a model for heat conduction inside 331 
the rotor. To create a flexible model, the relation between steam temperature and surface metal temperature 332 
were taken into account. In terms of dynamic response, the forcing term is the mass of steam investing the 333 
rotor and its temperature. External surface temperature is the first one to respond to the forcing term, while the 334 
inner temperature follows the ramp with a certain delay. This generates a difference in temperature throughout 335 
the rotor and the consequential stress. Initial conditions determine how the rotor is stressed. Calculation of 336 
RSE and its meaning is well-analyzed in [34]. In [42] a procedure was outlined to compute the working life 337 
consumption globally due to this kind of stress. However, some information linked to the topic is mentioned 338 
hereby. In the present model, RSE evaluations are started by considering the heat coefficient as given by a 339 
fraction of steam flow (Eq.3). This proposes the variation of enthalpy proportional to variation in steam flow. 340 





          (3) 341 
Exponential coefficient ranges between 0.8 and 1. Other well-known, non-dimensional groups are involved 342 
in this process: Table 5 summarizes their regime values [42]. 343 
Coefficent Regime values Unit 
h 2172 W/m2K 
Nu 22218 - 
Re 9.5*10^7 - 
Pr 1.147 - 
Table 5 Heat exchange properties of steel of the rotor surface 344 
Biot number, as well as Fourier number is then computed for evolving process. The radius is discretized at 345 
four different values. External and internal temperatures of rotor are finally computed using zero-orders Bessel 346 
function, as suggested in [34]. Stresses are finally computed by considering Eq.4, which considers the 347 
difference between average temperature and external source temperature. Mechanical properties of the rotor 348 
metal Cr-Mo-V steel are summarized in Table 6, which refers to [43]. Inputs to this part of the model are steam 349 









Coefficent Regime values Unit 
Young Module 205000 MPa 
Thermal coefficent 0.000012 1/K 
Poisson coefficent 0.3 - 
Table 6 Mechanical properties of Cr-Mo-V steel 356 
 357 
6. RESULTS 358 
The HRSG model has been previously validated [33] within the normal operating range of the plant (i.e. 359 
over the MEL). This work validates the developed model for start-up simulation. Influence of the ambient 360 
condition in this case is marginal, since the higher amount of weather-conditioned parameters are used only 361 
once the start-up is substantially accomplished. Under this viewpoint, load factor k and difference in 362 
temperature approach are the main involved parameters. Furthermore, start-up routine is the same for every 363 
ambient situation. Input values for start-up simulation (GT load and exhaust temperature) are shown in Fig.7, 364 
together with exhaust mass flow. This figure is enriched with two vertical lines that indicate two different 365 
steps in the procedure: synchronization and MEL condition. These are identically reported in the successive 366 
graphs of this section in order to give an idea of the continuity of these events and how they are linked to 367 
bottoming cycle response. Actually, in the early steps, temperature used for simulation is not the one measured 368 
at gas turbine outlet, but the one entering the HRSG. These values coincide at regime, but they may differ in 369 
early phase, since GT blow-off are opened until synchronization with the grid is reached (first indicator in 370 
Fig.7) and this effect is measured at the inlet of the HRSG rather than at GT outlet. This mitigates the 371 
temperature variation between the 5th and 10th minute (Fig.7). Blow-off generate a consistent difference 372 
between the two considered temperatures (for a maximum difference close to 45°C), which are however 373 
identical during the GT ramp, after blow-off are closed. Indeed right after blow-off are closed, GT is ramped 374 
up and reaches MEL condition (last indicator). Simulation results are presented starting from first HXs down 375 
to the IP line. 376 
  377 
Fig.7 Start-up data of GT load, exhaust mass flow and exhaust temperature at GT outlet and HRSG inlet. Vertical green indicators shows 378 
respectively synchronization and GT minimum load 379 
First HX compounds to be presented are the RHs and the SHs (Fig.8). RH is the real first HX to meet the 380 
forcing heat flux (Fig.8a). This is reflected by temperature profile, which is strictly linked to forcing term: 381 
exhaust flow temperature. In general, this is true for all the first HXs [33]. A consistent dead time (three to 382 
four steps) is included to capture the early phase dynamics of the start-up; otherwise, assumptions on which 383 
the model is based would lead to a global faster response in this stage. 384 
  385 
Fig.8 RH and SH HP temperature profiles from simulation results 386 
Within these initial results, SH response is of great importance for rotor stress analysis, since it represents 387 
the temperature profile of the steam entering the ST (Fig.8b). In terms of dynamic response, the anticipation 388 
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(a)                                                                                     (b) 
faster response of the model with respect to the measured values of temperature in the first 1000 seconds is 390 
related to the negligible steam mass flow entering the HXs, which causes a delay in the measured values – 391 
this because the fluid is the means which transfers temperature information. In fact, the model computes a 392 
rising in temperature of HX metal compound also before steam starts to be generated in the EVA.  393 
On the other hand, experimental data are obtained through the installed measurement system. The 394 
temperature probes that acquire the measurement of steam temperature are located outside the HRSG. 395 
Therefore, they require a steam mass flow rate to register the increase of the pipes temperature within HRSG.  396 
GT takes about 1200 seconds (20 minutes) to reach a load level (around 36.5%) which ensure an exhaust 397 
temperature at HRSG reach their nominal condition. In this regard, the higher difference in results is reached 398 
between 10 and 15 minutes after start-up of the plant (Figure 8). Globally, the higher average error in absolute 399 
term is related to RH response, which is close to 16°C during the start-up simulation. The mean absolute error 400 
associated to the SH is lower: it is about 11°C. These values have a strong importance because they are part 401 
of the inputs for stress evaluation of the rotor. 402 
Evaporators play an important role in the start-up procedure: in particular, the HP EVA drives the pressure 403 
rising evolved throughout the HP line and consequently generates the steam. Results regarding HP EVA, 404 
together with HP ECO, are illustrated below: temperature (Fig.9), drum pressure and generated steam flow 405 
(Fig.10). In Fig.10b it is also possible to observe the influence of internal energy balance of drum pressure in 406 
respect of generated steam. The dotted line is the result of computation without considering Eq.2 and it shows 407 
the high influence of HP pressurization on steam generation. 408 
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HP ECO HP ECO (meas)
(a)                                                                                     (b) 
   411 
Fig.10 HP EVA pressure and steam generation simulation results 412 
Response of HP ECO (Fig.9b) is a bit higher with respect to measured data; still the rising gradient is 413 
correct. Evaporator resulting profile is well tracked by the model (Fig.9a), except initial simulations when a 414 
consistent reduction in temperature is present. This part is governed by thermal inertia proposed previously, 415 
which fits well with the increasing pressure instead. Moreover, the model generates a good response in terms 416 
of rising time and gradient (Fig.10a).  417 
On the other hand (Fig.10b), steam generation starts when the evaporator pressure rises (after 1800 418 
seconds). In the first part of steam generation a series of effects occur simultaneously and most of them cannot 419 
be reproduced by this simplified model layout, as stated previously. Nevertheless, the model describes the 420 
pressurization effect of the drum, which reduces the produced steam. It is important to remark that computing 421 
the correct steam flow produced during the start-up, together with SH and RH temperature profile, is of strong 422 
importance for the RSE evaluations, since the steam flow drives the turbine acceleration. The mean average 423 
error for the steam mass flow generation (considering absolute values) is about 3 kg/s during the start-up. The 424 
remaining difference between model simulations and experimental measurements is mainly caused by the 425 
venting system. This is the same in case of IP line. Therefore, it follows the description of the IP section, 426 













































HP Steam flow (no energy balance)
HP Steam flow
HP Steam flow (meas)
(a)                                                                                     (b) 
  428 
Fig.11 SH IP and EVA IP simulation results 429 
Looking at the SH IP (Fig.11a), it is possible to observe nearly the same behavior as in the case of HP 430 
section, again a bit higher with respect to measured temperature. For the IP EVA (Fig.11b), the response of 431 
the system is slower in the first instants, while the rising gradient is higher (20th to 25th minutes), after that, a 432 
smooth trend is presented. Results from IP drum pressure (Fig.12a) and steam mass flow generated (Fig.12b), 433 
are  explained below. 434 
  435 
Fig.12 Pressure and steam mass flow computed by the model for the IP section 436 
The problem of model response for IP pressure drum profile is the same as observed for the IP EVA 437 
temperature, plus a significant discontinuity when the model turns from starting condition to normal operating 438 
ones when IP drum reaches 21 bar. While the starting time of flow generation, is well captured by the model. 439 
Again, the differences in the very first part can be accounted to the vent actions. IP steam mass flow represents 440 
another input for RSE model. In this case the average error is about 1 kg/s in absolute terms. As long as 441 















































































IP Steam flow IP Steam flow (meas)
(a)                                                                                     (b) 
(a)                                                                                     (b) 
involves both the IP and the HP part of the rotor. Which is a welded-disk type. Their characteristics data are 443 






HP 725 800 
IP 810 1022 
Table 6 Geometrical data of rotors 445 
In Fig.13, evolution of estimated stresses is presented both for HP and IP rotors. Since the simulated scenario 446 
presents hot start-up conditions, steam flow initially cools the ST shaft and external temperature of the rotor 447 
drops to steam values. This influences the distribution of the rotor stresses: on the external surface the shaft 448 
undergoes traction stress and vice versa for the inner surface. Model results are compared with experimental 449 
data computed by RSE model of [34]. It is possible to notice a consistent agreement in between simulation 450 
computations and what is given by using experimental data. The main differences lay on the IP rotor stresses, 451 
where rising gradient is more significant than what is computed from experimental data, as summarized in 452 
Table 7. Both of them present higher stress value i.e. conservative results and this is also valid for differences 453 
in rising gradient (in particular for IP section, as stated previously). 454 
 
HP IP 
Model peak value [MPa] 126 135 
 
-225 -241 
Experiment-based peak value 
[MPa] 120 129 
 
-223 -231 
Error (ABS) [MPa] 6 6 
 
2 10 
Table 7 Simulation results for computed stresses 455 
 456 
  457 
Fig.13 Stresses computed by the RSE model within simulation, both for HP and IP rotor 458 
7. CONCLUSIONS 459 
The work proposes a simulation tool based only on Excel/Visual Basic for GTCC plants, which synthetizes 460 
results from more complex software analysis. The model is able to perform fast simulations of normal 461 
operating conditions as well as start-up conditions. The time required to compute a start-up case like the one 462 
presented in this paper is lower than 1 minute on a desktop system. 463 
In addition to normal operating condition equations [33], which were triggered and tested against 464 
experimental data, additional equations were used to take into account typical aspects of the start-up phase. In 465 
particular, the effect of HRSG pressurization over steam production rate and the technological constraints due 466 
to allowable thermal cyclic stresses for thick components (e.g. HP Drum and Steam Turbine) are considered. 467 
Those general equations were evaluated taking into account the geometry of the actual system and validated 468 
against measurements. In particular, the model considers stresses on the HP and IP steam turbine rotor during 469 
transient, as those are the parameters that the run up system controls during GTCC load ramp. Simplicity of 470 
interface makes the tool suitable for fast simulations and easily exploitable by end-users, with a particular 471 
consideration of supporting decisions of operators in real plants. In this way they can have quickly available a 472 
projection of plant operations. The general approach has already been discussed and validated in [33]. Here, 473 
the presented start-up case study proposes to compute Rotor Stress Evaluator (RSE) analysis on ST rotor. The 474 
objective of the model is to provide reliable information about ST stress, which derive from plant start-up 475 























































(a)                                                                                     (b) 
The model provides reliable results for dynamic simulation of load transients, with a good consistency of 477 
all the thermodynamic parameters of the generated steam. Even if average deviations are higher than in normal 478 
operating condition (worst case, RH temperature presents a mean error almost 4 time higher during start-up 479 
rather than normal operating condition [33]), the goal of the model is however reached. RSE computation on 480 
turbine rotors shows a mean error of 6 MPa in absolute terms (less than 5%), with respect to maximum peaks 481 
of reference stresses [34]. Start-up simulation results are globally reliable, with some deviations in the early 482 
phases of the operations for some neglected effects as the drum vent valves that do not compromise the general 483 
goal of the model.  484 
The aforementioned model is able to return results, which are crucial for start-up optimization were the 485 
effect of a certain stress in terms of ST damage must be compared against the reduction of the start-up time, 486 
often necessary to gain chance of production in the electricity market. Further elements of investigation will 487 
focus on the coupling with advanced FEM simulation tool for RSE and the automation of training phase of 488 
HRSG parameters. 489 
 490 
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