Abstract. In the Euclidean setting, the A∞ weights satisfy a Reverse Hölder Inequality (RHI) but in spaces of homogeneous type the best known result has been that A∞ weights satisfy only a weak Reverse Hölder Inequality. In this paper, we compliment the results of Hytönen, Pérez and Rela and show that there exist both A∞ weights that do not satisfy an RHI and a genuinely weaker weight class that still satisfies a weak RHI. We also show that all the weights that satisfy a weak RHI have a self-improving property but the self-improving property of the strong Reverse Hölder weights fails in a general space of homogeneous type. We prove most of these purely non-dyadic results using convenient dyadic systems and techniques.
Introduction
The relationship between the A ∞ class and the Reverse Hölder Inequality (RHI) is well-known in the Euclidean setting: w ∈ A ∞ if and only if w satisfies an RHI for some exponent q > 1 [18, 12, 13] . In a more general setting the results have not been as satisfactory. The following weak Reverse Hölder Inequality has been the best result of the previous type in an arbitrary space of homogeneous type (X, ρ, µ): and constants c X and C X depend only on κ and the doubling constant of µ.
The previous estimate is called a weak inequality because of the dilation of the ball on the right hand side. Although there are no dilations of balls involved in the definition of the A ∞ class, the estimate holds only in the weak form even in a purely metric setting. This leads to two natural questions:
1) Does a strong RHI hold for A ∞ weights in an arbitrary space of homogeneous type? 2) Does a weak RHI hold for some weight class that is genuinely weaker than the A ∞ class? In this paper we answer these questions and explore some further questions related to question 2. In sections 3, 4 and 5 we introduce the class of weak A ∞ weights and show that these weak weights satisfy a weak RHI. In Section 6 we show that all the classes of weak Reverse Hölder weights have a self-improving property. Lastly, in Section 7, we construct counterexamples that show that both a strong Reverse Hölder Inequality for A ∞ weights and a self-improving property for strong Reverse Hölder weights fail in general spaces of homogeneous type.
In [13] , the authors proved their weak RHI theorem using a Calderón-Zygmund decomposition and working directly with balls and their dilations. Although similar arguments would be valid in our situation as well, we deliberately take a different approach. We actively use the results of the second author and A. Kairema [9] and take several adjacent Christ-type dyadic systems [4] to give our weight class an alternative characterization. This characterization allows us to follow the elegant proof of the Euclidean "A ∞ ⇒ RHI" theorem of [13] . Similarly, we give alternative "dyadic" characterizations to the different classes of weak Reverse Hölder weights and use dyadic arguments to prove their self-improving property.
The main reason for taking the dyadic approach is that it allows us to use dyadic cubes in all our decomposition arguments instead of finding a suitable Caldéron-Zygmund decomposition for each proof. This way our proofs become both shorter and more straightforward. Although we use several adjacent dyadic systems instead of a single one, the Euclidean dyadic techniques still translate well to our setting; basically, we only need to take some additional localization arguments into consideration. Also, this way we can prove the self-improving property of the weak Reverse Hölder weight classes as an application of the weak Reverse Hölder property of the weak A ∞ weights.
Set-up and notation
Let (X, ρ, µ) be a space of homogeneous type in the sense of Coifman and Weiss, i.e, (X, ρ) is a quasi-metric space equipped with a doubling Borel measure µ. That is, ρ satisfies the axioms of a metric except for the triangle inequality, which holds in the weaker form
for some κ ≥ 1, and there exists a constant D := D µ such that
for every ball B(x, r) := {y ∈ X : ρ(x, y) < r}. The inequality above makes sense if balls are Borel sets which is not always true in the quasimetric case. Thus, for simplicity, we will assume that all balls are Borel sets but we note that, up to changing constants throughout, it is possible to eliminate this assumption (see [2, Section 5] ). As usual, the dilation of a ball B := B(x, r) will be denoted by λB := B(x, λr) for every λ > 0.
We do not track the dependencies of our bounds on the structural constants (i.e. the constants depending only on κ and D). The reason for this is simply that in many proofs the structural constants become rather complicated. Thus, for clarity, we use often the notation E F if E ≤ cF for some structural constant c and E α F if E ≤ cF for some constant c depending on D, κ and α.
The doubling property of µ implies the following geometrical doubling property of ρ: any ball B(x, r) can be covered by at most N := N D,κ , balls of radius r/2 (it is not difficult to show that N ≤ D 6+3 log 2 κ ). Furthermore, for any ε ∈ (0, 1], the ball B(x, r) can be covered by at most N ε := N ε − log 2 N balls of radius εr. For every µ-measurable set E and for every measurable function f we denote
Almost all of the functions in our paper will be weights, i.e. nonnegative measurable functions. We will call a property or an inequality weak if it requires us to change the domain of integration to a larger set (e.g. a ball to a dilation of the same ball). Similarly, we will call a property or an inequality strong if it preserves the domain of integration.
2.1. A ∞ and RH q classes. In the Euclidean space R n , there are several equivalent ways to define the A ∞ class [18, 7] . In general, the equivalence breaks down in an arbitrary space of homogeneous type [19, 15] . The starting point of our investigation is the following definition used by the second author, Pérez and Rela in a space of homogeneous type [13] and extending the earlier Euclidean notion by Fujii [5] and Wilson [21] : a weight w belongs to the (strong) A ∞ class if
where the supremum is taken over all the balls B in X and M is the non-centered Hardy-Littlewood maximal operator
For every q ∈ (1, ∞) we say that a weight w belongs to the (strong) q-Reverse 
where the supremum is taken over all the balls B ⊆ X.
This definition genuinely weakens the A ∞ class. We can see this by a simple example.
Example 3.2. Consider the weight w, w(x) = e x , in (R, dx). Then for every interval I = (a − r, a + r) we havê
In particular, w ∈ A σ ∞ for every σ > 1. On the other hand, for every k ∈ N and I k := (k, 3k) we have
Thus, the measure w dx is not doubling so w / ∈ A ∞ .
However, Definition 3.1 seems to give us a continuum of different weight classes depending on σ. A bit surprisingly, this is not the case:
In the proof of Theorem 3.3 we use the following standard lemma.
Lemma 3.4. Let f be a locally integrable function. Then for every x ∈ X it holds that
Proof. Suppose that x ∈ B(z, r), r > 0. Then B(x, r) ⊆ B(z, 2κr) and B(z, r) ⊆ B(x, 2κr). Thus, by the doubling property of µ, we have
which proves the claim.
∞ and let B := B(x 0 , r) be any ball, r > 0. Then for every y ∈ B, ε > 0 and z ∈ B(y, 2σκεr) we have
Thus, since σ, σ > κ, for ε := σ −κ 2σκ 2 ∈ (0, 1] we have B(y, 2σκεr) ⊆ σ B for every y ∈ B. By the geometrical doubling property of ρ, there is a finite set {x i : i = 1, 2, . . . , N ε } ⊆ B such that the balls B i := B(x i , εr) cover the ball B. Noŵ
Notice that
Also, we have B(x, εr) ⊆ 2κB i for every x ∈ B i . Thus, for every x ∈ B i there holds
w(B).
It follows that
Hence,ˆB
where the finite constant N ε ([w] σ ∞ + C X,ε ) depends on w, σ, σ , D and κ. Hence, it does not matter how much we weaken the A ∞ class since the new class will always contain the same functions. Also, the next result shows that it is easy to compare the different weak A ∞ constants with each other.
The proof of the right inequality is based on the following lemma: Lemma 3.10. Let σ > 1. Then for µ-a.e. x ∈ X there exist balls B centered at x with arbitrarily small radii such that
Remark 3.12. Lemma 3.10 is a quasimetric generalization of [8, Lemma 3.3] (which in turn is based on earlier results of X. Tolsa [20] ) for the choices α = σ and β = 2σ log 2 N . The structure of our proof follows the structure of the original proof.
Proof of Lemma 3.10. Let us fix a ball B := B(x 0 , r). For every x ∈ B and k ∈ N, denote B k x := B(x, σ −k r). We call the point x k-bad if none of the balls
Let Y be a maximal σ −k r-separated family among the k-bad points of B. Then it holds that {x ∈ B : x is k-bad} ⊆ y∈Y B 
x is k-bad for every k ∈ N} = 0 for any ball B.
x is k-bad for every k ∈ N} = 0, which proves the claim.
Proof of Proposition 3.9. Since for every ball B it holds that
On the other hand, by Lemma 3.10, we know that there exists B such that w(σB) ≤ 2σ log 2 N w(B). Thus,
Theorem 3.3 and Proposition 3.9 give us now a natural way to define the weak A ∞ class:
3.2. Weak Reverse Hölder classes. We define the weak Reverse Hölder classes similarly as we defined the weak A ∞ class. Again, although the definition seems to give us a continuum of different weight classes depending on σ for every q > 1, this is not the case:
Proof. Let σ < σ. Then for every w ∈ RH σ q we have
Thus, RH σ q ⊆ RH σ q . Let then w ∈ RH σ q and let B := B(x 0 , r) be any ball, r > 0. Then for every y ∈ B, ε > 0 and z ∈ B(y, σεr) we have
Since σ, σ > κ, we can choose a constant ε := σ −κ σκ > 0 such that B(y, σεr) ⊆ σ B for every y ∈ B.
By the geometrical doubling property of ρ, there exists a finite set {z i : i = 1, 2, . . . , N ε } ⊆ B such that the balls B i := B(z i , εr) cover the ball B. Since B i ⊆ κ(ε + 1)B and
The next result follows from the previous proof. Thus, we can define the weak Reverse Hölder classes the following way. for some σ > κ.
"Dyadic" characterizations of weak A ∞ and weak Reverse Hölder classes
Dyadic cubes in quasimetric spaces are objects that share many good properties with the usual Euclidean dyadic cubes but, unlike the Euclidean dyadic cubes, they are so abstract that it is usually very difficult to say which points actually belong to which cube. That is why it may seem strange to try to characterize some weight classes with respect to the dyadic cubes in our setting. This way we can use different dyadic techniques that work in Euclidean space; the motivation behind this is that those techniques make it fairly easy to prove some results related to the weak A ∞ and weak Reverse Hölder classes.
We start by presenting some basic results related to the dyadic systems. We use quotation marks around the word dyadic if the definition in question uses several different dyadic systems instead of a single one. we need to use several adjacent dyadic systems so that for every ball B we can find some cube Q B such that B ⊆ Q B and µ(B) ≈ µ(Q B ). For this we turn to the results of Christ [4] and the second author and Kairema [9] (based on the ideas of the second author and H. Martikainen [11] ).
The following theorem holds in every geometrically doubling quasimetric space.
Theorem 4.1. Let δ ∈ (0, 1) satisfy 96κ 6 δ ≤ 1. Then there exist countable sets of points {z N, δ) , and a finite number of dyadic systems From now on, let {D t : t = 1, 2, . . . , K} be a fixed collection of adjacent dyadic systems given by Theorem 4.1. Let us then denote
for every k ∈ Z. The collection D is not a dyadic system in the usual sense of the term but by Theorem 4.1, the elements of D share some good properties of both balls and dyadic cubes.
Since the definitions of the weight classes in Section 3 involved balls and their dilations, we need a suitable way to enlarge the elements of D for our "dyadic" characterizations for those weight classes. We require that if we enlarge a cube Q, its enlargement needs to be another cube that contains all the nearby cubes of Q of that same generation. 
4.2. Localized "dyadic" maximal operators and "dyadic" weak A ∞ . Before we can formulate our "dyadic" characterization of the A weak ∞ class, we need to find a substitute for the localized Hardy-Littlewood maximal operator 1 B M (1 B ·) for every ball B. For this, let us denote
for every Q ∈ D and x ∈ X. It follows immediately that if Q ∈ Q Q , then Q ⊆ Q * and (Q ) * ∈ Q Q * .
Definition 4.6. For every Q 0 ∈ D, we define the localized "dyadic" maximal operator M Q0 with the following formula
We set M Q0 f (x) = 0 if Q x Q0 = ∅. We note that´Q w dµ ≤´Q M Q w dµ for every w and Q by [2, Proposition 4.5] (see also [16, Theorem 6 
.2.4] and [1, Lemma 2.3]).
In the proof of Lemma 4.8 we see that we can always approximate Hardy-Littlewood maximal functions locally with some localized "dyadic" maximal functions. Thus, the localized "dyadic" maximal operator is strong enough for our purposes: Definition 4.7. We say that a weight belongs to the "dyadic" weak
where the supremum is taken over all the cubes Q ∈ D and the infimum is taken over all the gdps of the cube Q. (1 B w) Q B(x,r) .
Since Q B(x,r) ∩ Q 0 = ∅ and (Q B(x,r) ) ≤ δ k , we know that Q B(x,r) ∈ Q x Q0 . In particular,
for a large enough σ > κ depending only on κ and D.
The next result follows directly from the previous proof and Proposition 3.9. 4.3. "Dyadic" weak RH q . We prove the self-improving property of the RH weak q classes in Section 6 with the help of "dyadic" chracterizations of those classes: Definition 4.11. We say that a weight w belongs to the "dyadic" weak RH q class RH
where the supremum is taken over all the cubes Q ∈ D and the infimum is taken over all the gdps of the cube Q.
for every q ∈ (1, ∞).
Proof. Let w ∈ RH 2κ q and let Q := Q k,t ∈ D. By Theorem 4.1, we know that there exists a cube
q and let B := B(x, r) be any ball. Then
for large enough σ > κ independent of B.
The next result follows directly from previous proof and Proposition 3.16. 
Weak Reverse Hölder property of the weak A ∞ class
Now we are ready to prove that the A weak ∞ weights satisfy a weak RHI. Instead of proving it directly, we show that the weights of A D ∞ satisfy a "dyadic" weak RHI which then implies the original claim. This way we can use the properties of the underlying dyadic structures and borrow some techniques from the Euclidean setting. For the following results, let S ≥ 1 be a constant such that for all the cubes Q 0 ∈ D and Q ∈ Q Q0 , (Q) = (Q 0 ), we have µ(Q * 0 ) ≤ Sµ(Q). Our poof follows closely the ideas and structure of the proof the Euclidean "A ∞ ⇒ RHI" theorem by the second author, Pérez and Rela [13, Theorem 2.3] . Since the proof in question uses only one dyadic system, we need to take some additional arguments into consideration:
. Then there exists a family of cubes {Q j } j ⊆ Q Q0 such that {M Q0 w > λ} = j Q j and
Remark 5.2. In our generality we might encounter a situation where some cubes Q k,t α and Q k−m,t β contain exactly the same points for all m = 1, 2, . . . , l and some indices α and β = β(k). Thus, in this lemma we assume that the quantities (Q j ) are maximal. Since Q j Q 0 for all j, we know that the quantities (Q j ) are bounded.
Proof of Lemma 5.1. Notice that M Q0 w(x) > λ if and only if w Q > λ for some Q x, (Q) < (Q 0 ). Thus, we know that {M Q0 w > λ} = j Q j for some cubes Q j such that (Q j ) < (Q 0 ). The properties 1 and 2 follow immediately.
Let us then prove the property 3. Notice that if x ∈ Q j , then
where A ⊆ Q x Qj and B is a finite set. Let Q ∈ B. i) If (Q) < (Q 0 ), then Q * ∈ Q Q0 and Q j Q * . Thus, by property 2 we have
Hence, for every x ∈ Q j we have 
Proof. Let first M := M n , n ∈ N, be a bounded localized "dyadic" maximal operator:
Let λ ≥ Sw Q * 0 and let {Q j } j be as in Lemma 5.1. Then
and furthermore
Now we can use the boundedness of M and move the last term to the left hand side which gives us the desired inequality for the operator M and for every 0 < ε ≤
The original claim follows now from the previous case and the monotone convergence theorem as n → ∞. 
1.
Proof. Notice thatˆQ
Let Ω λ and Q j be as in the proof of previous lemma. Then, using similar arguments as earlier, we see thatˆQ
Now averaging over Q 0 and using Lemma 5.3 give us
which is what we wanted. We can now give an alternative characterization to the weak A ∞ class using the previous result: Remark 5.7. Recall that Theorem 5.6 holds also for the strong weight classes in the Euclidean setting [18] . Although choosing σ = 1 in the previous proof gives us the "RH q ⇒ A ∞ " type result, the other direction of the theorem does not hold for the strong weight classes in our setting. We will prove this in Section 7. classes have a self-improving property in spaces of homogeneous type. The metric version of our result is actually a special case of [22, Theorem 3.3] (with the choices f ≡ 0, θ = 0) but our proof is drastically different and considerably shorter: we do not need to rely on any additional decompositions since we can use the results we proved in Sections 3, 4 and 5. 
Failure of strong results
In this section we show that the results we presented in earlier sections are essentially the best kind we can hope for. In other words, we will show that both an "A ∞ ⇒ RHI" type theorem and a strong "RH q ⇒ RH q+ε " type Gehring's lemma are out of reach in general spaces of homogeneous type, even in a purely metric case. We do this by constructing a doubling metric measure space in which some functions fail the properties we mentioned.
7.1. Construction of the space and some of the functions. Consider R 2 with the ∞ metric, so that balls are actually squares. We define X as a subset of R 2 consisting of an infinite line with finite line-segments attached. Let 
