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Abstract—In this paper, we develop a modular design method
of decentralized controllers for linear dynamical network sys-
tems, where multiple subcontroller designers aim at individually
regulating their own control performance with accessibility only
to respective subsystem models. First, from the standpoint of a
single subcontroller designer who manages his own subsystem,
we derive a constrained version of the Youla parameterization
that characterizes all retrofit controllers, defined as an add-on
type subcontroller such that the resultant feedback system is kept
robustly stable for any variation of neighboring subsystems, other
than the subsystem of interest, as long as the original system
before implementing retrofit control is stable. Then, we find
out a special internal structure of the retrofit controllers under
the supposition that the interaction input signal coming from
neighboring subsystems is measurable. We further show that
the simultaneous implementation of multiple retrofit controllers,
designed by individual subcontroller designers, can contribute to
improving entire control performance in the sense of an upper
bound. Finally, its practical significance is demonstrated by an
illustrative example of frequency regulation with the IEEE 68-bus
power system model.
Index Terms—Modularity-in-design, Retrofit control, Youla
parameterization, Power system stabilizer (PSS).
I. INTRODUCTION
MODULAR design or modularity-in-design is a widelyaccepted concept of system design to make complexity
of large-scale system design manageable, to enable parallel
work by multiple independent entities or designers, and to
make future modification of subsystems or modules flexible.
In software engineering, the necessity and benefit of mod-
ularization were urged in the seminal paper [1], where a
module was introduced as a distinct unit of work that can
be managed by one developer without considerable efforts
for adjustment or coordination with other developers. The
notion of modular design has been significantly expanded
since then, and its advantage is analyzed in a broad range
of literature [2]–[5]. In particular, [4] and [5] pointed out
that the modularization of products can induce and facilitate
the modularization of industrial structures, as exemplified by
recent computer industry. A modular design approach is often
compared to a contrastive approach called integral design [6],
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[7], where a single authority or designer is supposed for high
level integration of interdependent components.
In systems and control engineering, relevant problems of
analyzing and synthesizing large-scale network systems have
been discussed over the past several decades. In particular, a
wide variety of decentralized and distributed control methods
has been devised from different perspectives; see, e.g., [8]–[11]
and references therein. In fact, most of those existing methods
are not classified into a modular design approach, but into
an integral design approach of structured controllers, where a
single authority with availability of an entire network model
is premised for simultaneous design of all subcontrollers of a
decentralized or distributed controller. This implies that even
a small change in a subsystem or subcontroller may require a
significant change in all others.
On the other hand, several control methods that can be
classified into a modular design approach are found in the
literature. To the best of the authors’ knowledge, the work
[12], [13] is the first that formally discussed a control problem
where subcontrollers are designed in a modular fashion. In
this seminal work, a performance limitation of linear quadratic
regulators is analyzed by the notions referred to as the com-
petitive ratio and domination metrics under the supposition
that each subsystem is one-dimensional and has its own input
port. This analysis is further generalized to the case of multi-
dimensional subsystems under the supposition that the state of
each subsystem can be fully actuated [14].
As a different approach, [15] develops a scalable design
method of stable networks based on the framework of integral
quadratic constraints (IQCs). In particular, a general stability
criterion that can be tested in a decentralized manner is
derived by introducing a subsystem structure into the IQC
theorem [16]. This IQC-based method can handle a broad
class of systems, while decomposed stability conditions tend
to be conservative as remarked in the paper. System level
synthesis (SLS) also enables modular design of controllers in
a discrete-time setting. The SLS-based method in [17] aims at
confining disturbance propagation to a local region, as making
an optimal controller design problem separable. The plug-and-
play method in [18] is based on model predictive control
(MPC) being applicable to a class of nonlinear discrete-
time systems, where the integration of distributed MPC with
distributed fault detection is considered to realize a localized
plug-and-play operation. We remark that other plug-and-play
control methods, such as in [19], [20], do not necessarily have
modularity in design.
As another approach different from those listed above,
ar
X
iv
:1
90
2.
01
62
5v
2 
 [e
es
s.S
Y]
  1
9 S
ep
 20
19
JOURNAL OF LATEX CLASS FILES, VOL. X, NO. X, XXXX 2
we propose a new modular design method of decentralized
controllers. In particular, based on the premise that a network
system of interest is originally stable or it has been stabilized,
we develop a framework where multiple subcontroller design-
ers can individually design and implement their own subcon-
trollers to enhance the ability of local disturbance attenuation
while preserving the entire system stability. Each subcontroller
is designed as a retrofit controller, for which a particular design
method is proposed in [21] and power system applications are
reported in [22], [23]. It is implemented as an add-on type
subcontroller such that, rather than an entire system model,
only a model of the subsystem of interest is required for
controller design. Robust stability is guaranteed for retrofit
control in the sense that the resultant feedback system is kept
stable for any variations of neighboring subsystems, other than
the subsystem of interest, based on the premise of the system
stability before implementing retrofit control. Such a stability
premise reflects the fact that “working” engineering systems
in reality, such as power systems, are being operated stably
as the integration of techniques that have been established.
The proposed modular design method gives a new theoretical
basis for step-by-step system upgrade such that the stability
of a current system is taken over its future generations.
The main contributions in this paper are specifically listed
as follows. First, from the standpoint of a single subcontroller
designer who manages his own subsystem, we derive a nec-
essary and sufficient condition for the existence of retrofit
controllers. The existence condition is derived in terms of a
constrained version of the Youla parameterization [24], based
on which we also show that the particular structure inside
retrofit controllers reported in the previous work [21]–[23] is
unique if the interaction signal flowing into the subsystem of
interest is measurable. We further show that the simultaneous
implementation of multiple retrofit controllers, designed indi-
vidually by respective subcontroller designers, can contribute
to improving entire control performance, defined for the map
from all disturbance inputs to all evaluation outputs of the
subsystems, in the sense of an upper bound. Finally, its prac-
tical significance is demonstrated by an illustrative example
of frequency regulation with a standard power system model,
called the IEEE 68-bus power system model.
A control system design approach based on passivity, or
more generally, dissipativity [28]–[31], is relevant to the modu-
lar design of network systems. This approach has an advantage
that the input-output behavior of an entire network system
can be analyzed only by those of subsystems, with which
compatible supply rates of energy are associated. However,
such analysis based on supply rates is valid only when an
admissible supply rate is found for the joint variable of
disturbance and interaction inputs and the joint variable of
evaluation and interaction outputs. Therefore, it is not very
flexible to analyze general system behavior because a new
∗This paper builds on its proceedings versions [25]–[27], as collecting the
results on the Youla parameterization of retrofit controllers discussed in several
different settings. The modular design method of decentralized controllers in
this paper is developed based on those preliminary results, for which detailed
mathematical proofs are also provided. Furthermore, more detailed analysis
of power systems application is provided as a numerical example.
Fig. 1. IEEE 68-bus test system. Buses are denoted by bars, generators are
denoted by circles, loads are denoted by arrows.
supply rate for each subsystem must be found every time if a
subcontroller designer reconsiders the selection of disturbance
input and evaluation output ports. In contrast, our approach
based on retrofit control has higher flexibility in selecting
individual input and output ports for subcontroller designers.
The remainder of this paper is structured as follows. In
Section II, with a motivating example from power systems
control, we formulate a modular design problem of decentral-
ized controllers. Then, giving a formal definition of the retrofit
control, we conduct detailed analysis of the retrofit control in
Section III where a constrained version of the Youla parameter-
ization is derived to characterize all retrofit controllers. Based
on the analysis in Section III, we further analyze in Section IV
the resultant feedback system when multiple retrofit controllers
are simultaneously implemented. Section V demonstrates its
practical significance through an illustrative example of power
systems control. Finally, Section VI concludes this paper.
Notation The notation in this paper is generally standard. The
identity matrix with an appropriate size is denoted by I , the set
of stable, proper, real rational transfer matrices by RH∞, and
theH∞-norm of G ∈ RH∞ by ‖G‖∞. All transfer matrices in
the following are assumed to be proper and real rational unless
otherwise stated. A transfer matrix K is said to be a stabilizing
controller for G if the feedback system of G and K, denoted
by F(G,K), is internally stable in the standard sense [32]. The
vector stacking v1, . . . , vN is denoted by col(v1, . . . , vN ). The
block diagonal matrix whose diagonal entries are A1, . . . , AN
is denoted by diag(A1, . . . , AN ), or simply by diag(Ai). The
real and imaginary part of a complex variable z is denoted by
<(z) and =(z), respectively.
II. PRELIMINARIES
A. Motivating Example from Power Systems Control
1) System Description: As a motivating example, we con-
sider frequency regulation of the IEEE 68-bus power system
model [33], whose network structure is shown in Fig. 1. This
is a standard model of bulk power systems, composed of
16 generators and 35 loads, for simulating their oscillatory
behavior in response to, e.g., bus faults. In the following, a
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bus connected to a generator is called a generator bus, a bus
connected to a load is called a load bus, and a bus connected
to none of them is called a non-unit bus. The label sets of the
generator buses, load buses, and non-unit buses are denoted
by IG, IL, and IN, respectively.
With slight abuse of terminology, we refer to the dynamics
of the ith generator as the dynamics of the ith generator bus.
The dynamics of generator buses can be represented as
x˙i = fi(xi, Vi, ui, Ui)
Ii = gi(xi, Vi)
ωi = Sixi,
i ∈ IG (1a)
where Vi is a two-dimensional real-valued vector composed of
the real and imaginary parts of the ith bus voltage phasor, Ii
is a two-dimensional real-valued vector composed of the real
and imaginary parts of the ith bus outflowing current phasor,
xi is a seven-dimensional generator state composed of two-
dimensional swing dynamics with one-dimensional voltage
dynamics, one-dimensional excitation system dynamics with
an automatic voltage regulator (AVR), and three-dimensional
dynamics of a power system stabilizer (PSS), ui is a scalar
reference input to AVR, Ui is a scalar reference input for me-
chanical power regulation, and ωi is the frequency deviation;
see Appendix A for more details.
The input-output characteristics of the load buses can be
represented as a static system. In this example, we adopt the
constant impedance model represented as
Ii = Z
−1
i Vi, i ∈ IL (1b)
where Vi and Ii are composed of the real and imaginary parts
of the ith bus voltage and current phasors, and Zi denotes the
load impedance parameter, which is a two-dimensional real-
valued nonsingular matrix. Note that Zi is slowly varying in
practice as loads are variant. The characteristics of non-unit
buses can be represented as
Ii = 0, i ∈ IN. (1c)
The subsystems (1a)–(1c) are interconnected such that
Ii =
68∑
j=1
YijVj , i ∈ {1, . . . , 68} (1d)
where Yij denotes a two-dimensional real-valued admittance
matrix associated with the transmission network. The details
of these models and the standard values of parameters can be
found in [34].
2) Automatic Generation Control: The basic objective of
automatic generation control (AGC) is to find a set of suitable
mechanical power reference inputs, i.e., {Ui}i∈IG , such that
all frequency deviations are kept to be small enough. In
practice, the exact knowledge about load parameters, load
characteristics, and transmission network parameters is not
available, and those parameters are even slowly varying on
the time scale of AGC. Such unknown variations are typically
managed by integral-based control [35, Section 11]. In partic-
ular, a broadcast-type PI controller that feedbacks the average
of frequency deviations is often used, i.e.,
Ui = −αi
(
kPω + kI
∫ t
0
ω(τ)dτ
)
︸ ︷︷ ︸
U
, ω :=
1
16
16∑
i=1
ωi (2)
where kP and kI are nonnegative controller gains, and αi is a
scaling parameter, called a participation factor. The controller
gains are often empirically tuned in an actual operation. Such
empirical gain tuning is made possible and justified because
the input-output characteristics from U to ω in the entire
system dynamics represented by (1a)–(1d) generally has a
passivity-short property for most of usual operating points,
as will be demonstrated in Section V-A. Therefore, the system
stability is, in principle, attained and explained by the passivity
and low-pass properties of PI controllers. Based on this fact,
we assume in this paper that AGC keeps system stability at
all operating points of interest.
3) Ground Fault Control: Our main focus is on ground
fault control (GFC) described here. We first explain what the
grand fault is. The ith bus fault, which may happen at any
kind of buses, is modeled as a short-time alteration of the
system dynamics such that Vi = 0, which is imposed as
an additional physical constraint that causes a non-negligible
amount of generator state deviation during the fault. The
fault duration is typically around 0.1 second or less. After
recovering from the ground fault, the overall system again
obeys the original dynamics before the fault, the initial state
of which is determined as the deviated state at the moment
recovering from the fault. We remark that, in general, the
ground fault at any bus instantaneously affects the states of all
generators. This means that a ground fault can be regarded as a
global disturbance instantaneously stimulating all generators.
Though AGC ensures the existence of a stable state space,
i.e., a domain of attraction, around each operating point, it
is generally not effective for the attenuation of oscillations
caused by ground faults. This is because the mechanical power
reference input Ui, which can be used over the time scale of
a few seconds, is much slower than the time scale of such
oscillations. A possible way to improving the performance of
GFC is to modify or upgrade originally attached PSSs, each of
which shares the same input port as that of the AVR reference
input ui. However, such PSS upgrade is not easy to do in
practice because
• each PSS designer cannot have exact knowledge about
the entire network system, such as load parameters, load
characteristics, and transmission network parameters, and
• the upgrade of individual PSSs may destroy the entire
system stability attained by AGC, possibly due to unex-
pected interference among upgraded PSSs.
Therefore, it is crucial to devise a modular design method such
that individual upgrade of PSSs can contribute to improving
the performance of GFC, in which the system stability attained
by AGC must be preserved.
In this issue of PSS upgrade, we assume that each PSS
designer assigned at a corresponding generator can only have
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his own generator model (1a), or its linearized version
x˙i = A
?
i xi + L
?
i Vi +B
?
i ui +R
?
iUi
Ii = Γ
?
i xi +D
?
i Vi
ωi = Sixi,
i ∈ IG, (3)
where the system matrices with “?” in (3) are dependent on an
operating point of interest, and all variables are redefined as
the deviations from the operating point. The operating point
of each generator, denoted by {x?i , V ?i , U?i }, is an implicit
function of the load impedance set {Zi}i∈IL , and it satisfies
fi(x
?
i , V
?
i , 0, U
?
i ) = 0, Six
?
i = 0
for each of all generators. The linearized model (3) can be
derived from (1a) because each PSS designer can identify at
which operating point the system is currently driven, as a result
of monitoring the actual behavior of local physical variables.
This is enabled by the fact that the dynamics of AGC is much
slower than that of GFC, over the time scale of which the
assumption of quasi-steady states is generally valid.
B. Problem Formulation
1) System Description: Motivated by the issue of PSS up-
grade in Section II-A, we formulate a modular design problem
of decentralized controllers on the premise of linearization
at an operating point of interest. Consider a network system
depicted in Fig. 2. Denoting the components of each signal in
the block diagram, e.g., as
w = col(w1, . . . , wN ), v = col(v1, . . . , vN ),
we describe the dynamics of the ith subsystem by wizi
yi
 =
Gwivi Gwidi GwiuiGzivi Gzidi Gziui
Gyivi Gyidi Gyiui

︸ ︷︷ ︸
Gi
 vidi
ui
 (4)
where vi and wi are the interaction input and output, di and zi
are the disturbance input and evaluation output, and ui and yi
are the control input and measurement output. The interaction
among the subsystems is given by v1...
vN
 =
 L11 · · · L1N... . . . ...
LN1 · · · LNN

︸ ︷︷ ︸
L
 w1...
wN
 , (5)
which is also allowed to be a dynamical system. In a similar
way, the decentralized controller is given by u1...
uN
 =
K1 . . .
KN

︸ ︷︷ ︸
K
 y1...
yN
 . (6)
For simplicity of discussion, throughout this paper, we assume
that all feedback systems are well-posed. The main goal of this
paper is to devise a modular design method to find a decen-
tralized controller K such that the effect of the disturbance
input d to the evaluation output z is appropriately reduced.
Fig. 2. The network system composed of N subsystems. The middle block
represents the subsystems, the top block represents the interaction among the
subsystems, and the bottom block represents subcontrollers.
The object to be controlled is the network system composed
of G1, . . . , GN interacted by L. Denote the diagonally stacked
versions of transfer matrices in (4), e.g., by
Gyu := diag(Gyiui), Gwv := diag(Gwivi). (7)
Then, we refer to the feedback system composed of the blocks
of L and G in Fig. 2, i.e.,
Gpre := F(L,Gwv) (8)
as a preexisting system. With this notation, we assume the
following things throughout this paper.
Assumption 1 For the network system in Fig. 2, assume that
(a) the preexisting system Gpre is internally stable, and
(b) each subcontroller Ki is designed by a corresponding
subcontroller designer who only has the model informa-
tion about his own subsystem Gi.
In terms of GFC in Section II-A, Assumption 1(a) reflects
the fact that the stability of an equilibrium of interest is at-
tained by AGC, while Assumption 1(b) implies the modularity
in the upgrade of each PSS. In particular, we can regard Gi
as the ith generator dynamics, which is seven-dimensional
and linearized, and Ki as an “upgrade module” designed for
individual PSS to improve the performance of GFC. Note that
the dynamics of L is supposed to encapsulate the broadcast-
type PI controller in (2) in addition to the algebraic load
characteristics in (1b), the non-unit buses in (1c), and the
interconnection in (1d), where unknown system parameters
are all involved. The interaction output signal wi is identified
as col(Ii, ωi) and the interaction input signal vi as col(Vi, Ui).
The measurement output yi can be selected as a part or all of
the state variables of the ith generator, the evaluation output
z is to be selected as the frequency deviation ωi, and the
disturbance input di abstracts the effect of ground faults.
2) Modular Subcontroller Design Problem: Next, we for-
mulate a design problem of the decentralized controller on
the premise of Assumption 1. As being compatible with the
“isolated” feedback system in Fig. 3, we introduce the map
Mi : (vi, di) 7→ (wi, zi). (9)
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Fig. 3. Modular design of a subcontroller by the ith designer.
A naive subcontroller design problem may be written as a
problem of finding a subcontroller Ki that stabilizes the iso-
lated feedback system Mi. However, such individual subcon-
troller design may destroy the stability of the entire network
system due to unexpected interference among subcontrollers.
A possible way to avoiding this interference is to formulate a
“constrained” subcontroller design problem in the form of
Ji
[
Mi(Ki)
] ≤ J?i , Ki ∈Mi (10)
where Ji denotes an objective function, J?i denotes its admis-
sible bound, andMi denotes a set of subcontrollers complying
with a desirable stability requirement. With this notation, we
consider addressing the following problem.
Problem Let Assumption 1 hold. Then, find a family of the
subcontroller sets M1, . . . ,MN such that the entire network
system in Fig. 2 is internally stable for any choice of a tuple
(K1, . . . ,KN ) ∈M1 × · · · ×MN . (11)
Furthermore, determine a set of the individual objective func-
tions J1, . . . , JN such that the H∞-norm of the entire system
map T zd : d 7→ z is bounded as
‖T zd‖∞ ≤ γ(J?1 , . . . , J?N ), (12)
where γ : RN → R is a monotonically increasing function
with respect to each argument.
We refer to this problem as a modular design problem of
decentralized controllers, in which a familyM1, . . . ,MN can
be regarded as a class of decentralized controllers that can
preserve the system stability premised in Assumption 1(a).
Each subcontroller is assumed to be individually designed in
the sense of Assumption 1(b). The existence of a monotoni-
cally increasing function γ ensures that individual design of
multiple subcontrollers can contribute to improving the entire
control performance in the sense of, at least, the upper bound.
A particular form of γ will be found in Section IV.
III. ANALYSIS FROM VIEWPOINT OF SINGLE DESIGNER
A. Definition of Retrofit Control
In this section, we first analyze the modular design problem
of decentralized controllers from the standpoint of “one”
subcontroller designer, for whom the information about the
interaction as well as that of the other subsystems and sub-
controllers are supposed to be concealed. To explain this more
specifically, we consider an example with two subsystems il-
lustrated in Fig. 4, where Fig. 4(a) corresponds to an overview,
and Figs. 4(b-1) and (b-2) correspond to the local views from
the standpoints of the first and second subcontroller designers,
respectively. As depicted here, each designer aims at designing
his own subcontroller while regarding the rest of the network
system as his environment, the system model of which is
assumed not to be available. Such a control problem is referred
to as a retrofit control problem, for which some particular
controller design methods have been reported in [21]–[23].
The abstraction of retrofit control is depicted in Fig. 5,
where the subsystem and subcontroller of one designer are
denoted by G and K, respectively, and his environment is
denoted by G. Throughout this section, we regard Fig. 5 as
the feedback system from the standpoint of the ith designer,
while dropping the subscript “i” for simplicity of notation.
For the subsequent discussion, we use symbols denoting the
submatrices of G, for example, as
G(z,y)(d,u) :=
[
Gzd Gzu
Gyd Gyu
]
, G(z,y)v :=
[
Gzv
Gyv
]
,
Gw(d,u) :=
[
Gwd Gwu
]
.
Furthermore, we define the feedback system
Gpre := F(G,Gwv), (13)
which is a rewrite of Gpre in (8) from the viewpoint of the
subcontroller designer of interest. With this notation, we define
the following notion of retrofit controllers.
Definition 1 Define the set of all admissible environments as
G := {G : Gpre is internally stable}.
An output feedback controller
u = Ky
is said to be a retrofit controller if the entire feedback system
in Fig. 5 is internally stable for any environment G ∈ G.
The retrofit controller is defined as an add-on type subcon-
troller that can ensure the stability of the resultant feedback
system for any possible variation of environments such that
the preexisting system is stable. The stability of the preexisting
system is based on the premise of Assumption 1(a). Within the
set of all such retrofit controllers, each subcontroller designer
aims at selecting a desirable subcontroller that can improve
the resultant control performance for his own local disturbance
attenuation. Though the environment in this formulation may
be regarded as model uncertainty in robust control, it is
typically assumed to be “norm-bounded” in a standard robust
control setting. Clearly, we do not impose any explicit norm
bound on the environment. In this sense, the retrofit control
problem is different from standard robust control problems.
B. Parameterization of All Retrofit Controllers
In this subsection, as one of the main contributions of this
paper, we give parameterization of “all” retrofit controllers,
which involves both of two classes of retrofit controllers
reported in [21] as special cases. To avoid unnecessary com-
plication of controller parameterization based on the Youla
parameterization [24], we make the following assumption.
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(a) (b-1) (b-2)
2
1
2
1
?
2
1
?
Fig. 4. Example of modular design of decentralized controllers with two subsystems. (a): Overview. (b-1): View from the standpoint of the first subcontroller
designer. (b-2): View from the standpoint of the second subcontroller designer.
Fig. 5. Retrofit control from the viewpoint of each subcontroller designer.
The block of K represents a retrofit controller to be designed, and the blocks
of G and G represent a subsystem of interest and its unknown environment.
Fig. 6. Block diagram obtained by the Youla parameterization.
Assumption 2 The subsystem G is stable, i.e., G ∈ RH∞.
As shown in the following theorem, all retrofit controllers
can be parameterized as a constrained version of the Youla
parameterization.
Theorem 1 Let Assumption 2 hold. Consider the Youla pa-
rameterization of K given by
K = (I +QGyu)
−1Q, Q ∈ RH∞ (14)
where Q denotes its Youla parameter. Then, K is a retrofit
controller if and only if
GwuQGyv = 0. (15)
A complete proof is given in Appendix B. The essence of
the proof, giving an interpretation of the constraint (15), is
explained as follows. Let us drop all the terms relevant to d
and z in Fig. 5, because they are not essential to prove the
internal stability of the resultant feedback system. Denoting
the Youla parameterization of G by
G = (I +QGwv)
−1Q, Q ∈ RH∞, (16)
we have the closed-loop system depicted in Fig. 6, which is
composed of the feedback of Q and GwuQGyv . Note that
Q can be taken as an arbitrary element in RH∞ because
G is assumed to be arbitrary in G. Therefore, (15) is shown
to be necessary and sufficient for the internal stability. We
remark that a similar result without Assumption 2 can also be
derived based on a coprime factorization approach [32]. Such
an extension will be reported as a separate paper.
A remarkable fact here is that all retrofit controllers are
characterized as the set of subcontrollers that keep an “inter-
action transfer matrix” invariant. This can be seen as follows.
Let Mvw denote the map from v to w in Fig. 3, i.e.,
Mwv := Gwv +GwuK(I −GyuK)−1︸ ︷︷ ︸
Q
Gyv.
Obviously, (15) is necessary and sufficient for Mwv = Gwv ,
meaning that the retrofit controller can be characterized as a
controller such that it does not change the dynamics from the
interaction input v to the interaction output w.
Based on the constrained Youla parameterization in Theo-
rem 1, we next clarify a structure inside the entire feedback
system map. Let Tzd : d 7→ z denote the entire map compatible
with Fig. 5. Then, for any K not necessarily being a retrofit
controller, we have
Tzd = Fu
(Fl (G,K) , G)
= Fu
Fl
 0 Gwd GwuGzv Gzd Gzu
Gyv Gyd 0
 , Q
 , Q

= Mzd(Q)+Mzv(Q) (I −QGwuQGyv)−1︸ ︷︷ ︸
?
QMwd(Q)
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where Fu and Fl denote the lower and upper linear fractional
transformations [32], respectively, and
Mzd(Q) := Gzd +GzuQGyd,
Mzv(Q) := Gzv +GzuQGyv,
Mwd(Q) := Gwd +GwuQGyd.
(17)
These transfer matrices correspond to the lower three blocks
of M in (9), i.e.,
M(Q) =
[
Mwv(Q) Mwd(Q)
Mzv(Q) Mzd(Q)
]
.
Recall that Mwv = Gwv for all retrofit controllers. Further-
more, the feedback term represented by “?” is reduced to the
identity matrix. This proves the following fact.
Theorem 2 Let Assumption 2 hold. For a retrofit controller
K in Theorem 1, it follows that
Tzd(Q) = Mzd(Q) +Mzv(Q)QMwd(Q). (18)
Theorem 2 shows that Tzd is affine with respect to Q in
retrofit control. Because Q is assumed not to be available,
what we can only do for performance regulation is to find a
desirable Youla parameter Q subject to the constraint (15) such
that the magnitude of Mzd, Mzv , and Mwd is jointly reduced.
However, the constraint on Q cannot directly be handled by a
standard controller design technique. Such a Q may be written,
based on [36, Fact 6.4.43], as
Q = Q0 −G†wuGwuQ0GyvG†yv, Q0 ∈ RH∞
where G†wu and G
†
yv denote the right-inverse and left-inverse
of Gwu and Gyv , respectively. However, G†wu and G
†
yv here
are not always found, especially over the ring of RH∞. In this
sense, finding a retrofit controller in this most general setting
is not very tractable and straightforward.
C. Tractable Class of Retrofit Controllers
In this subsection, we propose a particular retrofit controller
that can be designed easily by a standard controller design
technique. To this end, we introduce the following class of
retrofit controllers based on the characterization in Theorem 1.
Definition 2 Let Assumption 2 hold. Then, K is said to be
an output-rectifying retrofit controller if
QGyv = 0 (19)
where Q denotes the Youla parameter of K in Theorem 1.
Obviously, (19) is a sufficient condition for the constraint
(15). We remark that confining our attention to (19) does not
lose generality for the power system example in Section II-A.
This can be seen as follows. A necessary condition for the
existence of nonzero Q such that (15) holds is that at least
either the dimension of u is strictly larger than that of w, or
the dimension of y is strictly larger than that of v, except for
the special cases where Gwu or Gyv is rank deficient. In fact,
for the example in Section II-A, the dimension of w, composed
of the real and imaginary parts of the bus current phasor and
frequency deviation, is larger than that of the scalar input u,
denoting a reference signal to AVR, meaning that the right
kernel of Gwu other than zero is null. As seen here, confining
our attention to (19) is reasonable, or possibly necessary, in
the case where the number of available input ports is limited
due to, e.g., physical or economic limitations of actuation.
In the following discussion, we will see the reason why it is
named with the term “output-rectifying” through deriving an
explicit representation of all such retrofit controllers, which
clarifies a particular structure inside them. We assume the
following situation throughout this subsection.
Assumption 3 The interaction signal v is measurable in ad-
dition to the measurement output y.
From a symbolic viewpoint, Assumption 3 corresponds to
the situation where every symbol y in the above discussion is
to be replaced with the augmented measurement output (y, v).
Based on this premise, the transfer matrices in (4) relevant to
y are also augmented. For example, Gyv and Gyu are to be
replaced with
G(y,v)v :=
[
Gyv
I
]
, G(y,v)u :=
[
Gyu
0
]
. (20)
Furthermore, the controller K is also augmented as
u = K
[
y
v
]
. (21)
Then, the Youla parameterization of this K is given by
K = (I +QG(y,v)u)
−1Q, Q ∈ RH∞, (22)
and its constraint corresponding to (19) is written as
QG(y,v)v = 0. (23)
The heart of Assumption 3 is to enable the following factor-
ization of Q such that (23) holds over the ring of RH∞.
Lemma 1 Let Assumptions 2 and 3 hold. Then, the Youla
parameter Q ∈ RH∞ satisfies (23) if and only if there exists
Qˆ ∈ RH∞ such that Q = QˆR where
R :=
[
I −Gyv
]
. (24)
Proof: The “if” part is easy to prove because R ∈ RH∞
and RG(y,v)v = 0. The “only if” part is proven as follows.
We apply the calculus over the ring of RH∞. Consider
U :=
[
I −Gyv
0 I
]
.
This U is unimodular, i.e., it is invertible in RH∞. Thus, for
any Q ∈ RH∞, there exists Q˜ ∈ RH∞ such that Q = Q˜U .
Substituting this into (23), we have[
Q˜1 Q˜2
]︸ ︷︷ ︸
Q˜
[
I −Gyv
0 I
] [
Gyv
I
]
= 0,
which is equivalent to Q˜2 = 0. Note that the upper half of U
is equal to R. Hence, for any Q ∈ RH∞, there exists some
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Fig. 7. Structure inside all output-rectifying retrofit controllers when interac-
tion signal is measurable.
Q˜1 ∈ RH∞ such that Q = Q˜1R.
Lemma 1 gives a compact expression of “all” Q ∈ RH∞
such that (23) holds based on Assumption 3. We notice that
R in (24) corresponds to a basis of the left kernel of G(y,v)v
in RH∞. Thus, Qˆ can be regarded as a new component in
the basis of R. Using the factorization in Lemma 1, we can
rewrite (22) as
K = (I + QˆGyu)
−1Qˆ︸ ︷︷ ︸
Kˆ
R, Qˆ ∈ RH∞, (25)
where we have used the fact that
RG(y,v)u = Gyu. (26)
From (25), we find that Kˆ is a stabilizing controller for Gyu,
and Qˆ is its Youla parameter. In this paper, we refer to
R : (y, v) 7→ yˆ
as an output rectifier, the name of which is based on the
fact that the measurement output (y, v) is rectified in such
a way that yˆ = y−Gyvv. This output rectifier, corresponding
to the basis R in (24), can be regarded as a dynamical
simulator to reduce the interference of v with the output signal
y, which forwards the rectified output yˆ to the stabilizing
controller Kˆ. This discussion leads to the following “explicit”
parameterization of the output-rectifying retrofit control with
the interaction signal measurement.
Proposition 1 Let Assumptions 2 and 3 hold. Then, K is an
output-rectifying retrofit controller if and only if
K = KˆR (27)
where Kˆ is a stabilizing controller for Gyu, i.e., all such
retrofit controllers have the structure of Fig. 7.
Next, we analyze the entire feedback system map from the
disturbance input to the evaluation output when we apply the
output-rectifying retrofit control in Proposition 1. This analysis
is performed based on Theorem 2. Under Assumption 3, the
transfer matrices in (17) are augmented as
Mzd(Q) = Gzd +GzuQG(y,v)d,
Mzv(Q) = Gzv +GzuQG(y,v)v,
Mwd(Q) = Gwd +GwuQG(y,v)d.
The factorization of Q in Lemma 1 enables the reduction of
RG(y,v)v = 0 and RG(y,v)d = Gyd, which means that Mzv is
equal to Gzv , and Mzd and Mwd are, respectively, equal to
Mˆzd(Kˆ) := Gzd +GzuKˆ(I −GyuKˆ)−1Gyd
Mˆwd(Kˆ) := Gwd +GwuKˆ(I −GyuKˆ)−1Gyd,
(28)
Fig. 8. Block diagram of output-rectifying retrofit control.
where we have plugged-in the Youla parameter
Qˆ = Kˆ(I −GyuKˆ)−1.
With this notation, we have the following result.
Proposition 2 Let Assumptions 2 and 3 hold. For an output-
rectifying retrofit controller K in Proposition 1, it follows that
Tzd(Kˆ) = Mˆzd(Kˆ) +Gzv(I −GGwv)−1GMˆwd(Kˆ), (29)
the block diagram of which is depicted as in Fig. 8.
Proposition 2 shows that the block diagram in Fig. 5 can
be equivalently transformed into that in Fig. 8 when K is an
output-rectifying retrofit controller with the interaction signal
measurement. Note that Fig. 8 has a cascade structure, where
the upstream feedback system is composed of the blocks of G
and Kˆ, while the downstream feedback system is composed of
G and G. Focusing on the upstream feedback system, we can
design Kˆ with a standard controller design technique for G
that is “isolated” from G. More specifically, the output signals
zˆ and wˆ from the upstream feedback system can be directly
regulated by a suitable choice of Kˆ. On the other hand, z is
shown to be the sum of zˆ and zˇ, the latter of which depends
on G as
zˇ = Gzv(I −GGwv)−1Gwˆ.
In view of this, we see that a design criterion of Kˆ should, in
principle, be specified with regard to not only zˆ but also wˆ. In
Section IV, we will discuss what design criterion should be
when multiple retrofit controllers are simultaneously designed
and implemented.
Remark The output-rectifying retrofit controller shown in
Proposition 1 is essentially identical to that derived in our
previous work [21]. The novelty of Proposition 1, as compared
to the existing result, is to clarify the fact that “all” such
output-rectifying retrofit controllers can be expressed as the
unique form of (27), provided that Assumption 2 holds. This
uniqueness is proven by virtue of the constrained Youla param-
eterization in Theorem 1. It should be noted that Assumption 2
is not essential to prove the “if” part of Proposition 1, as shown
in [21, Theorem 2.1], but it is used to prove the “only if”
part. The cascade structure shown in Proposition 2 is itself not
new, but its derivation provides a frequency-domain analog to
the state-space analysis in the previous work, which can also
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be conducted without Assumption 2. In addition, without the
measurability of the interaction signal as in Assumption 3, it
is possible to develop a state-feedback-type retrofit controller
provided that the internal state of G is instead measurable.
For derivation, an oblique projection technique is utilized. The
interested reader is referred to Appendix C for details.
IV. ANALYSIS FROM VIEWPOINT OF MULTIPLE
DESIGNERS
Let us return our attention to the modular design problem
of decentralized controllers in Section II-B. Comparing Fig. 2
with Fig. 5, we find that it can be regarded as a “macroscopic”
retrofit control problem where the interaction L corresponds
to the environment for the block-diagonally structured system
G. From this viewpoint, we state the following fact.
Theorem 3 Let Assumption 2 hold for each of all subsystems.
Then, the entire network system in Fig. 2 is internally stable
for any interaction L such that the preexisting system Gpre
is internally stable if and only if each of all subcontrollers
K1, . . .KN is a retrofit controller.
Proof: Regard G as L, and Gpre as Gpre in Definition 1.
Then, it is sufficient to prove that K is a retrofit controller if
and only if each of all K1, . . .KN is a retrofit controller. This
is proven by the fact that the Youla parameter of K, i.e.,
Q = K(I −GyuK)−1
is block-diagonal because both K and Gyu are supposed to
be block-diagonal. Therefore, GwuQGyv = 0 if and only if
GwiuiQiGyivi = 0 for all i = 1, . . . , N .
For the modular design problem of decentralized controllers,
Theorem 3 shows that the set of retrofit controllers, i.e.,
Mi =
{
Ki : GwiuiKi(I −GyiuiKi)−1Gyivi = 0
}
,
is only the set of subcontrollers such that the system stability
is guaranteed for any interaction L such that the preexisting
system Gpre is internally stable. Next, we confine our attention
to output-rectifying retrofit control, based on the premise that
Assumption 3 holds for each of all subcontroller designers.
In the following, Assumption 2 is not necessary because
it is not essential to prove the “if” part of Proposition 1
and Proposition 2; see Remark in Section III-C. We analyze
the structure of the entire feedback system map when si-
multaneously implementing multiple output-rectifying retrofit
controllers. The following claim is proven by replacing G with
L, and G with G in Proposition 2.
Proposition 3 Let Assumption 3 hold for each of all sub-
controller designers. Suppose that every Ki is an output-
rectifying retrofit controller in Proposition 1. Then, the entire
map T zd : d 7→ z compatible with Fig. 2 is structured as
T zd(Kˆ1, . . . , KˆN ;L) = diag
(
Mˆzidi(Kˆi)
)
+Gzv(I −LGwv)−1L diag
(
Mˆwidi(Kˆi)
)
.
(30)
Clearly, the cascade structure shown in Proposition 2 is also
proven for the entire map of Fig. 2. A remarkable fact here
is that the terms relevant to Mˆzidi and Mˆwidi in the right-
hand side of (30) are block-diagonally structured, and those are
decoupled from the term relevant to L. This means that each
problem of finding Kˆi can be decoupled with respect to each
subcontroller designer, and those subcontrollers do not affect
the original system stability premised in Assumption 1(a).
For any interaction L such that the preexisting system Gpre
in (8) is internally stable, there exists δ ≥ 0 such that
‖Gzv(I −LGwv)−1L‖∞ ≤ δ. (31)
Using this value of δ, we can derive the following bound of
the entire control performance.
Proposition 4 Let Assumption 3 hold for each of all subcon-
troller designers. Suppose that every Ki is an output-rectifying
retrofit controller in Proposition 1. If∥∥Mˆzidi(Kˆi)∥∥∞ ≤ αi, ∥∥Mˆwidi(Kˆi)∥∥∞ ≤ βi (32)
for the design of each subcontroller, then
‖T zd‖∞ ≤ max
i
αi + δmax
i
βi (33)
for the entire map T zd : d 7→ z compatible with Fig. 2.
Proof: Applying the triangular inequality to (30) and
using the submultiplicativity of the H∞-norm, we can easily
obtain the bound of (33) using (31) and (32).
Proposition 4 identifies a monotonically increasing function
γ in the modular design problem of decentralized controllers.
This can be seen as follows. If either ‖Mˆzidi‖∞ or ‖Mˆwidi‖∞
is constrained by a given bound, then the resultant upper bound
of ‖T zd‖∞ is found to be monotone increasing with respect
to each objective value. In particular, if the design criterion
for each subcontroller designer is determined as
Ji
[
Mˆi(Kˆi)
]
=
∥∥Mˆzidi(Kˆi)∥∥∞
subject to
∥∥Mˆwidi(Kˆi)∥∥∞ ≤ βi, (34)
where βi denotes a given bound, then
γ(J?1 , . . . , J
?
N ) = max
i
J?i + δmax
i
βi (35)
is found to be a bounding function. Because Kˆi is a stabilizing
controller just for Gyiui , such a subcontroller design problem
can be handled by existing approaches, e.g., the µ-synthesis.
We remark that an actual value of δ may not be easy to
find in practice because L is supposed to involve unknown
parameters. The significance of Proposition 4 is to prove that,
for any admissible L, there actually exists a bounding function,
dependent on L, such that it is monotone increasing with
respect to the local performance indices J?1 , . . . , J
?
N .
Finally, as a notable property of the output-rectifying retrofit
control, we also state the following fact that is relevant to
“self-responsibility” for local disturbance attenuation.
Proposition 5 Let Assumption 3 hold for the ith subcontroller
designer. For any output-rectifying retrofit controller Ki in
Proposition 1, it follows that
ui = 0, ∀dj ∈ Dj such that j 6= i,
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where Dj denotes the set of all possible disturbance inputs.
Proof: First, we suppose that some Kj , which may not
be an output-rectifying retrofit controller, is implemented to
Gj for j 6= i. In this case, without loss of generality, the local
feedback system composed of Gj and Kj can be regarded as a
new subsystem Gj from the viewpoint of the ith subcontroller
designer. Thus, it is sufficient to analyze the situation where
only an output-rectifying retrofit controller Ki is implemented
and all other controllers Kj are zero.
Denote the (i, j)-entry of T zd in (30) by Tzidj . If Kj = 0,
which leads to Mˆwjdj = Gwjdj , then
Tzidj = Gzivie
T
vi(I −LGwv)−1LewjGwjdj ,
where evi and ewi denote the port selection matrices corre-
sponding to vi and wi such that eTviv = vi and e
T
wiw = wi.
Replacing zi with (yi, vi) symbolically, we find that
ui = KˆiRiG(yi,vi)vie
T
vi(I −LGwv)−1LewjGwjdjdj ,
for which RiG(yi,vi)vi = 0 holds. This proves the claim.
Proposition 5 shows that an output-rectifying retrofit con-
troller implemented to the ith subsystem is “insensitive” to the
disturbances injected to any other subsystems. This conversely
means that the ith output-rectifying retrofit controller works
only for its own disturbance di. Therefore, in a situation where
all subcontroller designers adopt output-rectifying retrofit con-
trol, local disturbances occurring in individual subsystems are
to be handled on their own responsibility. In this sense, the
output-rectifying retrofit controller is self-responsible.
V. NUMERICAL DEMONSTRATION
By the example of GFC in Section II-A, we demonstrate
the significance of the proposed modular design method of
decentralized controllers. In particular, we show that entire
control performance can be improved in a step-by-step manner
as the number of implemented retrofit controllers, i.e., PSS
upgrade modules, increases.
A. AGC Based on Broadcast-Type PI Control
We first demonstrate the work of AGC implemented as the
broadcast-type PI control in (2). Using the nonlinear model
in (1a)–(1d), we observe the transition of system variables in
response to load variation. In particular, we consider varying
the load impedance set {Zi}i∈IL in (1b) at a linear rate
such that all impedances decrease by 10% in an hour. For an
interval of three hours, we plot the resultant loci of generator
variables in Fig. 9. From Fig. 9(a), we see that the frequency
deviations of all generators almost synchronize, and they are
kept to be small enough, while the rotor angles gradually vary
in response to the load variation. Fig. 9(b) shows that the
voltage amplitudes at all generator buses are kept to be almost
identical and non-oscillatory. These reflect the fact that the
whole system is kept to be in a quasi-steady state by AGC.
Figs. 9(c) and (d) show that, in response to load variation,
each generator reduces its active power output by decreasing
its current amplitude.
We remark that the stability at all operating points of interest
is indeed attained by AGC. This can be verified by a passivity-
short property that the power system has. To see this, we plot
the Nyquist plots of the linearized version of (1a)–(1d) at 16
operating points realized during the load variation. Their input
and output ports are chosen as being compatible with AGC in
(2), i.e., the ports of the broadcast input U and the average
frequency deviation ω. From Fig. 10, where the blue and
red lines, respectively, correspond to the initial and final load
impedances, we see that all the transfer functions that we have
obtained are positive real in almost all frequencies. A similar
trend can be observed also for load models other than the
constant impedance model. As seen here, the system stability
can be attained and explained for the most of PI controllers
having moderate gains.
B. GFC Based on Retrofit Control
1) Design of PSS Upgrade Modules: We next design PSS
upgrade modules based on output-rectifying retrofit control,
supposing that both Vi and Ui in (1a) are measurable as the
interaction input signals. Note that Vi can be measured by a
phase measurement unit (PMU) attached at the ith generator
bus in practice, and Ui is also available as a reference signal.
Furthermore, we suppose that the generator state xi is mea-
surable as a measurement output. Though direct measurement
of a rotor angle in an absolute frame may not be easy, we can
estimate it locally based on, e.g., Kalman filtering, provided
that the phase of a corresponding generator bus voltage is
measured by PMU.
For the design of PSS upgrade modules, each PSS designer
aims at finding a suitable Kˆi in Proposition 4 that stabilizes
Gyiui(s) = (sI −A?i )−1B?i ,
where A?i and B
?
i are given as in (3). As a design criterion,
the gains of (32) for the isolated subsystems
Gzidi(s) = Si(sI−A?i )−1, Gwidi(s) =
[
Si
Γ ?i
]
(sI−A?i )−1
are considered, where the disturbance input port matrix is
chosen as the identity matrix because different faults stimulate
each generator state at almost random, and the output ports
of both ωi and Ii are identified as the interaction output
ports because those are the interaction signals outflowing to
the broadcast-type PI controller in (2) and the transmission
network, respectively. In this setting, a set of stabilizing con-
trollers is found by linear quadratic regulator (LQR) design.
The resultant L2-gains before and after the controller design
are, respectively, plotted as the blue and red bars in Fig. 11,
showing that each Kˆi is designed in a suitable manner. We
remark that GFC here is formulated based on the linearization
around an operating point, meaning that each PSS upgrade
module aims at restoring the corresponding generator state to
its operating point before a ground fault happens.
2) Results: Denote the frequency deviation of all generators
by ω := (ω1, . . . , ω16). To represent its dependence on each
fault, we denote the resultant ω in response to the ith bus fault
by ω(i). Using the L2-norm as a performance measure, we aim
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Fig. 10. Nyquist plots of power systems linearized at operating points.
at reducing the magnitude of ‖ω(i)‖L2 for all i = 1, . . . , 68
in an appropriate sense. To visualize the significance of PSS
upgrade based on retrofit control, we draw the box plots of the
datasets {‖ω(i)‖L2}16i=1 and {‖ω(i)‖L2}68i=17, corresponding to
the faults at the generator buses and at load and non-unit buses.
We first show the results when using the linearized model
around the operating point indicated by the circles in Fig. 9.
When no PSS upgrade module is implemented, the resultant
box plots are obtained as the first columns in Figs. 12(a-1)
and (b-1), where the minimum and maximum are denoted by
the top and bottom black bars, the median is denoted by the
white bar, and the average is denoted by the square mark. We
see that frequency deviations due to generator bus faults are
generally larger than those due to load and non-unit bus faults.
This is natural because the generators are connected directly
to the generator buses, while not directly to the other buses.
To simulate gradual penetration of PSS upgrade, we imple-
ment the designed PSS upgrade modules one by one in the
order from the 1st to the 16th generators. The resultant box
plots versus the number of implemented PSS upgrade modules
are shown in the columns from the second in Figs. 12(a-1) and
(b-1). From Fig. 12(a-1), we see that frequency deviations due
to the generator bus faults are gradually reduced as the number
of implemented modules increases. On the other hand, from
Fig. 12(b-1), we see that, though the PSS upgrade is not very
sensitive to load and non-unit bus faults, the maximum values
are reduced when they sufficiently penetrate. We remark that
similar box plots have been obtained for the other operating
points that we have tried.
For reference, we consider designing a “centralized” LQR
assuming the availability of the entire power system model.
The resultant box plots are depicted at the last columns in
Figs. 12(a-1) and (b-1), showing that the performance of the
upgraded PSSs approximates the best achievable performance
of the centralized LQR. For further comparison, we calculate
the same box plots for the nonlinear power system model,
while implementing a nonlinear extension of the output recti-
fier reported in [21], [22], where the nonlinearity neglected in
controller design is to be regarded as a part of environments.
From the resultant box plots in Figs. 12(a-2) and (b-2), we see
that the performance of GFC for the nonlinear model is almost
comparable with that for the linearized model especially when
a sufficient number of upgraded PSSs are implemented. This
implies that the upgraded PSSs successfully confine state
deviations to a domain close to the operating point, in which
nonlinearity is almost negligible.
VI. CONCLUDING REMARKS
In this paper, a modular design method of decentralized
controllers has been developed for linear dynamical network
systems. Modular design or modularity-in-design is a widely
accepted concept of system design to make complexity of
large-scale system design manageable, to enable parallel work
by multiple independent entities, and to make future modifica-
tion of modules flexible. As illustrated in the example of power
systems control, complexity of system modeling and controller
design is made manageable, by allowing parallel work for
multiple subcontroller designers. Flexibility in designing and
implementing respective controllers is also ensured as each
designer can individually add, remove, and modify his own
controller without fully considering other designers’ action.
We assume in this paper that no information about envi-
ronments is available in the design of retrofit controllers. In
fact, such a strict information constraint may restrict a degree
of performance improvement depending on applications. Re-
garding this concern, our recent work in [37] has proposed
a sophisticated technique to utilize “partial” information of
environments. It is shown that an approximate environment
model can be used to find out a better stabilizing controller
in controller design. Integration of this technique further
strengthens the efficacy of retrofit control. Furthermore, we do
not discuss a situation where not only subcontrollers but also
subsystems themselves are modified. To discuss this situation,
we need more detailed analysis of the interaction among
subsystems with consideration of robustness to uncertainty or
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Fig. 12. Box plots of magnitude of frequency deviation versus number of implemented PSS upgrade modules (UMs). The upper and lower rows correspond
to the faults at generator buses and those at load and non-unit buses. The left and right columns correspond to the cases of linearized and nonlinear models.
flexibility of subsystem variation, for which relaxing the con-
straint on the Youla parameter in a robust control setting would
also be worth to discuss. A related result based on a small
gain condition can be found in [38]. In addition, depending
on applications, subsystem partition may not be well-defined
and it may also affect control performance of the resultant
feedback system. For decomposition of dynamical networks,
a nested decomposition method [39] and a computationally
efficient community detection method [40], [41], for example,
would have a good potential, provided that global information
about the entire network model is available, at least partially.
Discussions on these open issues are possible directions of our
future work.
APPENDIX A
FLUX-DECAY MODEL OF GENERATORS
For reference, we give a brief review of generator models.
A comprehensive list of of power system component models
can be found in [34]. In this appendix, the phasors are denoted
by the bold face symbols, such as Ii. With this notation, the
current Ii and voltage Vi in (1a) are given as
Ii = col(<(Ii),=(Ii)), Vi = col(<(V i),=(V i)),
respectively. For simplicity, we drop the generator bus label
“i” in what follows.
A standard model of generators, called the one-axis model
or flux-decay model, is reviewed here. The electromechanical
swing dynamics with electromagnetic dynamics is given as
δ˙ = ω0ω
Mω˙ = −Dω + U − P
τdE˙ = −XdX′dE +
(
Xd
X′d
− 1
)
|V | cos(δ − ∠V ) + Vfield
(36a)
where δ denotes the rotor angle relative to the frame rotating at
the standard frequency ω0, ω denotes the frequency deviation
relative to ω0, E denotes the q-axis voltage behind the transient
reactance Xd, X ′d denotes the d-axis transient reactance,
M denotes the inertia constant, D denotes the damping
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coefficient, τd denotes the d-axis transient open-circuit time
constant, U denotes the reference input for mechanical power
regulation, P denotes the active power, V denotes the voltage
phasor of the bus connected with the generator, and Vfield
denotes the field voltage. The active power and reactive power
are written, respectively, by
P = |V |EX′d sin(δ − ∠V ) +
|V |2
2
(
1
X′d
− 1Xq
)
sin(2δ − 2∠V )
Q = |V |EX′d cos(δ − ∠V )− |V |
2
(
cos2(δ−∠V )
X′d
+ sin
2(δ−∠V )
Xq
)
.
The excitation system with AVR is modeled as
τeV˙field = −Vfield+V ?field+KAVR
(|V |−V ?+uPSS+u) (36b)
where τe denotes the exciter time constant, V ?field denotes
the operating point of the field voltage, KAVR denotes the
AVR gain, V ? denotes the operating point of the bus voltage
magnitude, uPSS denotes the reference input from PSS, and
u denotes the additional reference input to AVR. A standard
PSS is given as a three-dimensional controller that consists
of a two-stage lead-lag compensator and a high-pass washout
filter. Because the specific form of PSS is not very relevant to
the discussion in this paper, we write it simply as
uPSS = KPSS(ω) (36c)
where KPSS denotes a linear map such that KPSS(0) = 0.
The specific form of KPSS and standard values of the constant
parameters can be found in [34]. Finally, the current phasor
flowing from the generator to the generator bus is given as
I = ejδ
(
|V | sin(δ−∠V )
Xq
+ j |V | cos(δ−∠V )−EX′d
)
. (37)
It can be verified that V I = P + jQ, where the over-line
stands for the complex conjugate. The function fi in (1a) can
be identified from (36), while gi can be identified from (37).
APPENDIX B
PROOF OF THEOREM 1
We first prove the sufficiency, i.e., if K written by (14)
satisfies (15), then K is a retrofit controller. Because K = 0
is found to be a trivial retrofit controller, the internal stability
of Fig. 5 is equivalent to that of Fig. 13 owing to [32,
Lemma 12.2]. Its internal stability is proven if the sixteen
transfer matrices from (δu, δy, δv, δw) to (u, y, v, w) all belong
to RH∞. Let Q denote the Youla parameter of G such that
(16) holds. If (15) holds, then we see that
w =(I +GwvQ)Gwu(I +QGyu)δu
+ (I +GwvQ)GwuQδy +Qδv + (I +GwvQ)δw
where we have used the relations
(I −GwvG)−1 = I +GwvQ, (I −KGyu)−1 = I +QGyu.
In a similar way, we see that
v=QGwu(I+QGyu)δu+QGwuQδy+(I+QGwv)δv+Qδw,
with which we have
u = (I +QGyu)δu +Qδy +QGyvv,
y = (I +GyuQ)Gyuδu+(I +GyuQ)δy+(I +GyuQ)Gyvv.
Fig. 13. Equivalent block diagram for stability analysis.
Because all G, Q and Q belong to RH∞, the transfer matrices
from (δu, δy, δv, δw) to (u, y, v, w) are proven to be in RH∞.
We next show the necessity, i.e., if K is a retrofit controller,
then K is written by (14) and satisfies (15). For K to be a
retrofit controller, Fig. 13 is internally stable, even for the
particular choice of G = 0, which belongs to G. In this case,
K is necessarily a stabilizing controller for Gyu, i.e., it is
written by (14) for some Q. What remains to show is the fact
that (15) holds. By standard calculation, the transfer matrix
from δv to v in Fig. 13, which is internally stable, is found to
be (I −QGwuQGyv)−1. To show the claim by contradiction,
let us suppose that (15) does not hold. Then, there exists some
Q ∈ RH∞ such that
det
(
I −Q(jω0)Gwu(jω0)Q(jω0)Gyv(jω0)
)
= 0
for some ω0 ∈ R ∪ {∞}, as shown in the proof of the
small-gain theorem; see, e.g., [32, Theorem 9.1]. This means
instability, which contradicts the internal stability of Fig. 13.
APPENDIX C
OUTPUT-RECTIFYING RETROFIT CONTROL WITH LOCAL
STATE MEASUREMENT
The purpose here is to analyze an output-rectifying retrofit
controller if the internal state of the subsystem G is measur-
able. In the following, we use the notation of[
A B
C D
]
:= C(sI −A)−1B +D.
We make the assumption on the state measurement as follows.
Assumption 4 The internal state of G is measurable, i.e.,
Gyu =
[
A B
I 0
]
, Gyv =
[
A L
I 0
]
.
Based on Assumptions 2 and 4, we analyze the output-
rectifying retrofit controller in Definition 2. The most crucial
issue is how to deal with the constraint (19) on the Youla
parameter. First, the following technical lemma is given.
Lemma 2 Let Assumptions 2 and 4 hold. Then, there exist
right-invertible matrices P and P , and their right-inverses P †
and P
†
such that
C1: P †P + P †P = I ,
C2: PAP † and PAP † are stable,
C3: PL is zero, and PL is nonsingular.
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Proof: We denote the positive or negative definiteness of
a matrix by the symbol “”. Because of Assumptions 2 and
4, there exists some V  0 such that AV + V AT ≺ 0. Then,
we see that it is equivalent to
V −1c AVc + (V
−1
c AVc)
T ≺ 0 (38)
where we use the Cholesky factorization such that V = VcV Tc .
Consider choosing the parameter matrices as
P = QV −1c , P = QV
−1
c , P
† = VcQT, P
†
= VcQ
T
where Q and Q are some matrices such that the stack of them
is unitary, i.e., QTQ + Q
T
Q = I . Clearly, C1 is satisfied
with this choice. Furthermore, C2 is also satisfied because
the multiplication of (38) by Q and QT from the left and
right sides, respectively, yields PAP † + (PAP †)T ≺ 0,
which proves that PAP † is stable. The stability of PAP
†
is
proven in the same way. Finally, if Q is chosen such that the
image of Q
T
is equal to that of V −1c L, then C3 is satisfied.
The proof of Lemma 2 provides an algorithm to construct
the parameters, e.g., P and P . Then, the following factoriza-
tion of the Youla parameter is enabled over the ring of RH∞.
Lemma 3 Let Assumptions 2 and 4 hold. Furthermore, let
right-invertible and left-invertible matrices be such that C1,
C2, and C3 in Lemma 2 hold. Then, the Youla parameter
Q ∈ RH∞ satisfies (23) if and only if there exists Qˆ ∈ RH∞
such that Q = QˆX where
X :=
[
PAP † PAP
†
P
−I P
]
. (39)
Proof: For the proof of the “if” part, it is sufficient to
show that XGyv = 0 because X ∈ RH∞ is premised as in
C2. A state-space realization of XGyv can be written as
[
q˙1
q˙2
]
=
[
PAP † PAP
†
P
0 A
] [
q1
q2
]
+
[
0
L
]
r
s =
[−I P ] [ q1
q2
]
.
Using the relation of
[ −I P ] [ PAP † PAP †P
0 A
]
= PAP †
[ −I P ] ,
we have an exact reduced order dynamics of s as
s˙ = PAP †s+ PLr.
This implies that XGyv is found to be
XGyv =
[
PAP † PL
I 0
]
(40)
where PL = 0 is premised as in C3.
Next, we prove the “only if” part. Adopting calculus over
the ring of RH∞, we prove that, for any Q ∈ RH∞ such
that (23) holds, there exists Qˆ ∈ RH∞ such that Q = QˆX .
To this end, we prove that
U :=
[
X
X
]
, U−1 :=
[
X† X
† ]
are unimodular, i.e., invertible in RH∞, with
X :=
[
PAP
†
PAP †P
−I P
]
,
which belongs to RH∞ because of C2, and
X† :=
[
A P
†
PAP †
I P †
]
, X
†
:=
[
A P †PAP
†
I P
†
]
by showing U−1U = I . With this definition, let us show that
X†X =
[
A P
†
PAP †P − P †PAP †P
I P †P
]
. (41)
A state-space realization of X†X can be written as
[
p˙1
p˙2
]
=
[
A −P †PAP †
0 PAP †
] [
p1
p2
]
+
[
P
†
PAP †P
PAP
†
P
]
g
h =
[
I −P † ] [ p1
p2
]
+ P †Pg.
Using the relation of[
I −P † ] [A −P †PAP †
0 PAP †
]
= A
[
I −P † ] ,
we have the exact reduced order system{
p˙ = Ap+
(
P
†
PAP †P − P †PAP †P )g
h = p+ P †Pg,
which proves (41). In the same manner, we can prove that
X
†
X =
[
A P †PAP
†
P − P †PAP †P
I P
†
P
]
.
Thus, U−1U = I is proven.
Because U ∈ RH∞ is unimodular, for any Q ∈ RH∞,
there always exists Q˜ ∈ RH∞ such that Q = Q˜U . Substitut-
ing this into (23), we have[
Q˜1 Q˜2
]︸ ︷︷ ︸
Q˜
[
X
X
]
Gyv = 0,
which is equivalent to Q˜2XGyv = 0 because XGyv = 0. In
the same manner as (40), we can also see that
XGyv =
[
PAP
†
PL
I 0
]
.
Because PL is nonsingular as premised in C3, we see that
Q˜2 = 0. Thus, the claim is proven.
In the same manner as (40), XGyu is found to be
Gˆξu :=
[
PAP † PB
I 0
]
.
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Fig. 14. Structure inside all output-rectifying retrofit controllers when internal
state of G, denoted by x, is measurable.
Thus, using Lemma 3, we can rewrite (14) and (23) as
K = (I + QˆGˆξu)
−1Qˆ︸ ︷︷ ︸
Kˆ
X, Qˆ ∈ RH∞. (42)
From (42), we find that Kˆ is a stabilizing controller for Gˆξu,
and Qˆ is its Youla parameter. To understand the meaning of
this retrofit control, for the input-to-state dynamics
x˙ = Ax+Bu+ Lv,
consider the basis transformation ξ = Px and ξ = Px as
ξ˙ = PAP
†
ξ + PAP †ξ + PBu+ PLv
ξ˙ = PAP †ξ + PAP
†
ξ + PBu
(43)
where PL = 0 in C3 of Lemma 2 has been used. We notice
that the dynamics of ξ is directly affected by v, but that of ξ
is not. Let us regard ξ as an interaction signal to the dynamics
of ξ. Then, we can see that Gˆξu represents the transfer matrix
from u to ξ, and X represents the output rectifier X : (ξ, ξ) 7→
ξˆ to perform ξˆ = ξ − Gˆξξξ where the transfer matrix from ξ
to ξ is denoted as
Gˆξξ :=
[
PAP † PAP
†
I 0
]
.
Therefore, K in (42) can be understood as an output-rectifying
retrofit controller for the dynamics of ξ in (43), in which (ξ, ξ)
is assumed to be measurable. This is summarized as follows.
Proposition 6 Let Assumptions 2 and 4 hold. With the same
notation as that in Lemma 3, K is an output-rectifying retrofit
controller if and only if K = KˆX where Kˆ is a stabilizing
controller for Gˆξu, i.e., all such retrofit controllers have the
structure of Fig. 14.
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