Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing the burden, An important problem in robotics is the Communications Maintenance and Optimization Problem (CMOP). In this problem, we have a set of robots that are communicating with one another across a multi-hop wireless network. The primary constraint is that the robots must maintain communications between all pairs of robots, ideally in an optimal manner, while performing their assigned tasks. In this report, I describe a set of constraints and metrics for roboticists to use while trying to solve this problem. I define the Useful Model, which is only able to model a subset of those constraints and metrics, and analyze how it limits what controllers can be created using the information it contains. Next, I describe two data models that contain subsets of the information in the model that try to solve the communications problem, showing how the limitations of the model hinder the ability of the controllers to solve the problem. Finally, I describe several ways to extend the model to include more information, which may lead to better controllers in the future.
Introduction
This section is intended to give the reader an intuitive understanding of the Communications Maintenance and Optimization Problem (CMOP), and some of the factors that affect it. Because the goal is more of an intuitive understanding than a mathematical one, this section is intentionally light on mathematical detail. The information in this section should be used as a guide to some of the important problems that designers face when trying to solve the CMOP, rather than as a rigorous treatment of the subject.
The Communications Maintenance and Optimization Problem (CMOP)
One area of robotics that is rapidly gaining importance is communications. In the past, the assumption has been that if robots need to communicate, then they will always be able to do so across a network that already exists and is sufficiently capable of meeting all of the robot's needs. This is not always true; in some cases, no network exists and robots must form their own ad-hoc wireless networks. In these cases, a team of robots may need to constrain their actions to ensure that they always meet minimum networking constraints and requirements.
Moreover, even if we meet the minimum requirements, we often have an idea of what we consider to be an optimal network. If a team of robots can communicate across an optimal network, then they may be able to perform their tasks with greater efficiency than otherwise possible.
This suggests that there are two factors involved in optimizing a communications network: constraints and optimality. From these observations, we can define the CMOP, but first here are some helper definitions:
• Let R be a set of robots, where for each robot r ∈ R, r has the following associated with it:
-A set of variables (metrics) that it can measure, M r .
-A configuration space C r that describes all poses and configurations that robot r can attain.
• Let M = r∈R M r .
• Let M c ⊆ M be a subset of metrics that can be used to measure communications quality in some manner. Let N c be the space spanning M c .
• Let A c be a set of non-overlapping bounded shapes embedded in N c such that each shape A c ∈ A c is a region of values that are considered acceptable network values.
• Let O be a measure of optimality over vectors m, where the elements of m are variables in M c .
In short, m is a point in N c , and O describes how "good" the point is.
• Define two robots r 1 , r 2 ∈ R as being "connected" iff the measure of their connection over the space N c is inside of some A c ∈ A c . 1 At this point, we can define the CMOP.
Definition 1

Constraints -
Given a configuration space C r for each robot r ∈ R, and a set of acceptable communications shapes A c , ensure that the trajectories of the robots are such that ∀r 1 , r 2 ∈ R, r 1 and r 2 are always connected.
Optimality -
Given an optimality measure O find trajectories for each robot r in C r that seeks an optimal point o r,t ∈ N c that is optimal by O's measure, without violating the constraint above 2 .
A controller that attempts to solve the CMOP must satisfy the constraints and may seek an optimum as defined in Definition 1. As noted in section 1.2, task completion may be considered either a constraint or a metric to be optimized. 
Metrics and Constraints
To solve the CMOP, designers need information, which means metrics. The metrics chosen can then be optimized or they can be used as constraints that must not be violated. As an example of types of metrics, consider the following list:
• Connectivity 
Assumptions and Abstractions
Because both the configuration space C r and the communications quality space N c may be both large and have high dimensionality, algorithm designers must often make simplifications to make the CMOP tractable. These simplifications fall broadly into assumptions and abstractions about the problem. These include abstractions about how to model data, robot behavior, etc. They also make assumptions about the world. Since these are often interrelated, we have chosen not to try to separate them completely, but instead list what is often done 4 .
Note that the simplifications that are listed here are simplifications that the author has noticed or deduced from reading a variety of papers; other researchers may notice a different set of 'common' simplifications either because they read a different set of papers than the author, or because they have deduced a different set than the author has.
Assumptions About Robots
Robots are failure prone. They may not fail immediately, but given enough time, they will fail. The problem is that not all failures are created equal. As an example, consider the National Aeronautics and Space Administration's (NASA) Spirit rover on Mars. One of its wheels failed in March, 2006 (1), but despite this, Spirit continued to operate until March 22, 2010 (2) . In this case, Spirit continued to be useful for 4 years after its initial failure. Contrast this with a bomb disposal robot, which may be completely destroyed in during its mission. The variety of failure modes are hard to fully model, which leads designers to make one of the following assumptions about robots under their control:
• Robots never fail.
• When robots fail, it is a complete and permanent death, with no possibility of recovery.
• Robots may fail temporarily and recover later on. It is impossible to decide if a robot has permanently failed or if the failure is temporary.
All of these assumptions are wrong. In the last case, it is possible to decide that if a robot is sufficiently damaged, then it can never rejoin the network (e.g., a bomb disposal robot that was observed being destroyed).
Roboticists often assumes that robots have enough power and energy to fulfill any commands given them. The problem with this assumption is that a robot may be operated such that it consumes all available power and finally fails due to a lack of energy. An example of this is when an aerial vehicle like a quadrotor is used as a communications relay station. Since quadrotors are like helicopters, they require a great deal of power to remain aloft. This means that if they are driven to a point in space that is optimal for network communications, and that point requires them to fly, they are likely to run out of energy quickly. If energy and power are made a part of the optimization problem, then the quadrotors may be driven to land somewhere, which may be suboptimal in terms of network metrics, but is much better in terms of energy conservation.
Finally, roboticists often assumes that all robots in a group are similar unless otherwise stated. This is not always the case, especially as old robots are upgraded or replaced by newer versions with differing capabilities. Sometimes these changes have an effect on the problem, while other times they do not. Without analysis of the exact changes, it is impossible to determine the effects of the changes. In my opinion, it is always safest to assume that a set of robots is heterogeneous.
Assumptions About Sensing and Measurements
In order for a robot in the real world to make decisions (including ones that affect finding solutions to the CMOP), robots need to take measurements. Taking measurements means having sensors. However, sensors generally cannot measure every aspect of the environment nor can they be guaranteed to be 100% accurate. In fact, sometimes they cannot measure the metric that we really want at all. All of these problems lead to the following assumptions that roboticists commonly make:
• All measurements are precise and accurate. This is not a universal assumption some researchers assume that measurements are probabilistically correct and they assign an estimate of correctness to each measurement.
• The environment is either fully mapped, static, or both. While there are many papers that assume that the environment is unknown, I have not seen any papers where the environment is assumed to be dynamic. However, I question the usefulness of papers on search-and-rescue or search-and-destroy missions that assume the environment is static or quasi-static. The last point is worth expanding on. If the proxy measures do not correlate well, or worse, only correlate well over the limited set of tests that the roboticist made, then the claimed solution may not truly solve the CMOP. If the roboticist is lucky, the proxy is fairly close to the actual measure of interest and any solutions will be close to the true optimum. If the roboticist is unlucky, then the solution found will be suboptimal. If the roboticist is truly unlucky, then using the proxy will lead to a solution that violates the constraints of the system. Only by using the actual measure of interest can the CMOP be truly solved.
Assumptions About Communication Models
One of the simplest abstractions that designers make is to assume that a single value is sufficient to fully specify the performance of the network. This can be seen when designers assume that the network is "fast enough" and then look at packet reliability figures, or when they assume that a certain level of connectivity (k-connectivity) means that the network is "good," and then optimize a different parameter within the connectivity constraint. This immediately discounts the possibility of a Pareto optimal frontier, which may be more common than many researchers expect. As pointed out in reference 5 and section 1.2, different messages may have very different networking needs, which in aggregate may create a Pareto optimal frontier 5 . The problem with ignoring this frontier is that different portions of the frontier may change at different rates and by different amounts over time. By choosing an operating point along a slowly changing portion of the frontier, designers increase the likelihood that the robots in the network will be able to keep up with the changes. To the best of my knowledge though, this is not currently done in any algorithm or actual system.
Another common assumption is that the graph of network connectivity can be modeled by an undirected graph. This immediately implies that for any pair of nodes A and B, all measurements that A makes in relation to B are immediately reflected. Unfortunately, even for groups of identical robots, this is not necessarily true, because the environment may be anisotropic in relation to the measure in use, making the undirected graph assumption immediately false. As an example, consider two robots that are attempting to communicate, while one of them is being jammed by a directional jammer (figure 1). In this case, the environment has conspired to ensure that an undirected graph model of communications will always be false; either it can model both robots as being able to communicate or neither one being able to communicate. With a directed graph model, the jammed robot can transmit its position and the noise level it is measuring, possibly permitting other robots to come close to it to improve communications.
Combining the above assumptions, designers often simplify network graphs to one of the following:
• A communications graph that is undirected and has only one parameter of how "good" a link is.
• A communications graph that is directed, but with only one parameter of how "good" a link is between pairs of nodes.
From the previous comments, it should be obvious that both assumptions hide the truth.
Assumptions About Planning
Planning where to move individual robots (or even groups of robots) is essentially an optimization problem. The difficulty is that many of the favored methods of finding an optimal • The CMOP is already a convex problem or can be converted into a convex problem.
• All messages require the same latency/robustness/etc. and this is constant over the lifetime of the network.
• Central planning is possible and better than distributed planning (or vice-versa).
• Planning of any kind is impossible and robots need to react to changes in the network using simple tactics.
Planners cannot assume that the CMOP is generally convex because free space is generally not convex. If a robot needs to move from where it currently is to another point in space in order to improve communications, it may have to move along a trajectory that makes communications worse before it reaches the optimal point. Designers fudge around this by either partitioning free space into a set of convex problems (e.g., convex cell decomposition) or requiring users of the algorithm to define functions that convert all measurements into a convex space. Unfortunately, to the best of my knowledge, there are no known methods of converting arbitrary non-convex problems into convex ones that guarantee an optimal solution for the original problem. Thus, assuming the CMOP can be modeled or converted into a convex problem is generally incorrect.
In addition, not all messages have the same constraints. That means that planners must either adapt to changing network needs or force the robots into positions that guarantee that the network is overengineered. Since knowing about future needs is often difficult, if not impossible, designers usually choose to overengineer the network, making guarantees about what the network can provide as minimal as possible. That said, if there is a high expectation that a robot will operate in some mode for a time and then switch modes, it may make sense to plan the trajectories of the robots to support those planned changes. This could improve the quality of the network over time and may even allow certain operations to occur that would otherwise be impossible.
Some papers attempt to use distributed planners, while others assume that there is enough bandwidth that all nodes can relate their state information to some central planner, which then plans all moves. The problem with central planners is that if a node loses contact with the planner, then it cannot recover (unless there is a prearranged backup plan). The problem with distributed planners is they generally have only incomplete information about the world and must make assumptions (e.g., the problem is convex), which may be invalid. Good arguments can be made for either centralized or decentralized planners, which is why deciding which is best is still an active area of research within the robotics community.
In other papers, the designer does not even bother trying to predict where to place robots, but instead simply reacts to the current state of the network. The result is a purely reactive strategy, such as the one outlined in reference 4. These strategies tend to be quite simple, which makes them easier to implement. Unfortunately, they are unable to optimize a network for future needs, so even when it is possible to determine what networking needs there will be in the future, that information cannot be used.
The CAP Theorem
Finally, anyone that works with networks faces the results of the CAP theorem (see reference 6). In a network, we want consistency (all nodes see the same data at the same time), availability (all communications receive a response), and partition-tolerance (the system continues to work even if the network is partitioned).
Unfortunately, the CAP theorem proves that we cannot guarantee all three properties at the same time in any network; at most, we can guarantee a network has any two of the properties. The literature shows that most roboticists who are working on the CMOP are at least intuitively aware that having all three properties is difficult, but few seem to be aware that it is impossible. The result is that roboticists often either make a set of assumptions that guarantees at least one of the properties is true or they relax the primary constraint of Definition 1 so that the problem is only probabilistically solved. The papers analyzed in this report illustrate both of these approaches.
A Useful Model for the CMOP
"All models are wrong, but some are useful." (George E. P. Box)
In section 1, we outlined different constraints and abstractions that have been commonly used by various researchers while trying to solve the CMOP. As stated there, the list of problems is incomplete. This will necessarily limit the number and type of data models it is possible to create. In addition, designers will choose which subproblems are important to emphasize, which will lead to data models that have different types of information, as well as different quantities of information. In this section, we define one particular model that we find useful. This model (henceforth known as the Useful Model) is a superset of models used in the papers analyzed in this report. It can model a moderately broad amount of information about the network, but as discussed at the end of this section, because of the design choices in what it models, the abilities of the controllers that can use it are limited. In the following sections, where different solutions to the CMOP are explored, we also explore how these limitations directly affect those solutions.
Model Definition
The model we use is summarized in figure 2 . In the figure, there are several variable types defined:
'"* ("* )"* '*" (*" )*" Figure 2 . The Useful Model generalizes the one in reference 3. All members are peers, and it is entirely possible for N 4 , N 5 , and N 6 to communicate with each other and with more robots, but due to space limitations, these links were not drawn.
• N i -These are the nodes in the network. All nodes are equivalent and are peers. In figure 2, two different types are shown to make it easier to compare and contrast the model with figure 4 in section 4.
• s i -Each node in the network can generate messages that we wish to transmit on the network.
Node N i generates messages at a normalized average rate of s i . The normalized range is over the real interval [0, 1]. These messages may be sensor measurements (shown in figure 2) , commands, or other types of network traffic.
• T ij -This is the probability that node N i will choose to transmit a message to its neighbor N j ; this is something that node N i has complete control over. This value is always in the real interval [0, 1]. Note that T ij does not necessarily equal T ji .
• P ij -This is the probability that a message will be successfully transmitted (not be lost due to noise or other problems not controlled by the nodes) from node N i to its immediate neighbor N j . The value is always in the real interval [0, 1] . No node has any control over this value.
Note that P ij does not necessarily equal P ji .
• R ij -This is the normalized maximum rate that messages can be sent from node N i to node N j .
This value is analogous to the maximum bit rate of a link, but in terms of messages, with values normalized across the network. The value is normalized to the real interval [0, 1].
• x i -This is not shown in figure 2 due to a lack of space, but it is the pose of robot N i . This is always a vector, of whatever size is necessary to ensure that it can completely encode the pose information of robot N i .
The network model assumes that the smallest unit of communications is a message or packet, and it makes the following assumptions about them:
• Messages are indivisible and are passed along or lost in their entirety.
• Messages have a maximum length in octets. Messages may be shorter than this maximum, but never longer.
• Each peer can generate, consume, pass along, or drop messages.
• All messages are considered to be equally important; messages cannot signal their individual reliability, latency, or other metrics to the network.
Since the rate that messages are received at and are transmitted at can differ substantially, each peer has its own in-order, finite length incoming message queue. Messages are drained from the queue to transmit to recipients 7 . To prevent the queue from being completely filled up, the queue uses a randomized leaky bucket strategy 8 . The strategy uses the variables l, which is the current number of messages in the queue, and m, which is the maximum number of messages permitted in the queue. Each time a message is to be added to the queue, one message is chosen uniformly at random from the set {incoming message} ∪ {messages in queue}, and then with probability l/m is discarded. When the queue is empty or nearly so, it is unlikely that messages will be dropped. As the queue fills up, it is more likely that a given message will be dropped. 7 Because this is an incoming message queue, even messages that are destined for the current node are processed through the queue. Thus, these messages are affected by the leaky bucket strategy.
8 See reference 7 for more details on leaky bucket strategies.
Summarizing this yields the following rate equations:
where r in i and r out i are the normalized input and output rates of the queue, respectively, and Q is the total number of nodes in the graph.
Note that D has been defined as a separate value to support the changes necessary for the model defined in section 4.
Model Discussion
Advantages
The leaky bucket strategy described earlier acts as a backchannel for any given node N i . This is because the reliability smoothly changes with the number of messages in the queue. Since this change is smooth, algorithms that can handle smooth increases and decreases (such as gradient descent) and can use this information to optimize the network as it starts to degrade. This contrasts with a strategy of not dropping any packets until the queue is completely filled. In this case, other nodes have no information about the state of the queue until the link suddenly appears to fail completely due to the queue being full and all packets being suddenly dropped.
In addition, the node can choose to "report" other metrics by artificially dropping packets. For example, if a node is running out of energy, it may choose to reduce its own reliability before it runs out of energy. A gradient descent algorithm may view this as a reason to send in another node, which may have more energy. When the first node finally fails, the second node will already be in place to take up position. This same trick can be extended to other metrics.
Disadvantages
The Useful Model also has some disadvantages. The first and most obvious is that it is unable to cope with latency requirements. This is because the model does not include time as a variable, which is necessary to determine how close a message is to being past its deadline.
It also does not encode any information about the environment. Without this information, designers are forced to make assumptions about the universe. The simplest assumption is that the universe has no obstacles in it and that the robots can travel in any direction equally well. In short, designers assume that the universe is convex. This is clearly false for the real world. The simplest method to solve this is to extract environmental information from other data models, e.g., a map server. However, if the messages that update the map server and the Useful Model become desynchronized, then controllers that depend on the information being coherent may fail.
See section 5.2 for more on this.
In addition, the Useful Model does not directly incorporate history into itself. The reason that historical information is of interest is simple. As the robots move, they need to know if their movements are actually improving the network, or if the network is degrading, despite what the model claims should be happening. While the fix appears to be simply a matter of maintaining a history buffer of old states, it is actually slightly complicated by the fact that the topology information itself may be old, e.g., in figure 2 consider N 5 's knowledge of the links leading to N 6 . If the topology information is only distributed when messages are sent from node to node, and it has been a long time since messages have been exchanged between N 5 and N 6 , the topology information associated with the links in N 5 's communications graph may be significantly out of date. In this case, it may be necessary to flood the network to see if a route still exists and if it has changed significantly. When this flooding should occur, or even if it should occur globally or only within a selected portion of the network, is not addressed by the Useful Model.
Finally, and perhaps most subtly, thanks to the fact that all information will be out of date to differing degrees and the fact that the Useful Model uses a leaky bucket strategy, the controller that is being used to optimize the network may actually become unstable. This means that the controller will never converge on a global optimum, and in the worst case, may actually drive the robots into worse positions instead of better ones. I do not know of any way to prove a particular solution to the CMOP is always stable.
Final Remarks
The Useful Model is a superset of the models used in sections 3 and 4. Thus, any limitations of the Useful Model automatically transfer over to the models defined in those sections. This is a key point of this report: the controllers that can be developed are always limited by the data model chosen.
The Model in "Connectivity Maintenance in Mobile Wireless Networks via Constrained Mobility"
In this section, we consider the model and controller defined in reference 4. This is the simplest model and controller that this report considers, and I chose it because it is easiest to understand and implement in general. The goals of this section are not only to understand this model, but also examine how the Useful Model in section 2 is a superset of the model used in reference 4. Readers can use the framework outlined for this simple model to understand the more complex models presented in this report.
Model Definition
Reference 4 simplifies the Useful Model to consider only the following information:
1. The probability of successful communications between pairs of nodes, P ij . Note that an argument can be made that it also considers the maximum rate of communication across a link R ij , but the controller as defined in reference 4 only actually uses the information above.
For each node
Controller
The controller defined in reference 4 is the Spreadable Connected Autonomic Network (SCAN) protocol, which simply counts the number of neighbors a node shares with each of its neighbors and stops a node from moving if this falls below a minimum value. That is, for each node N i , whose one-hop neighbors are in the set Neighbor(N i ), we define the measure
If k i < C for some constant C, then node N i is not permitted to move, otherwise, it is permitted to move in any direction. This is illustrated in figure 3 . To ensure that assessment of the network is done correctly, time is broken up into two types of periods, one for network assessment and one for communications. All nodes calculate equation 4 during the assessment period and communicate during the other period. The periods alternate between each other continuously.
Note that the word "connected" under the SCAN protocol can be interpreted in many different ways. In reference 4, "connected" means that the RSSI measurement is greater than some minimum. However, to translate it to use the information in the graph in section 2, it must use P ij instead. This has no effect on the protocol.
Analysis and Discussion
The SCAN protocol can be summed up as "First, do no harm." The goal of the SCAN protocol is to ensure that if a network is currently connected, then it is impossible for any robot to move to a disconnected position. However, for this to always be true, certain assumptions must be made.
These include the following:
• Equation 4 is a good measure of how robust the network is against failures (the assumption is that the greater k is, the less likely a robot will become disconnected).
• Link failures are independent of one another, and no more than C links will have failed during any assessment period. Note that if a robot fails, many links may fail at one time.
• The environment is static. If robots can be forcibly separated by environmental changes (e.g. by a door closing or traveling on an elevator), then the SCAN protocol cannot guarantee connectivity.
• The 2-hop graph can be calculated and distributed quickly enough. If it cannot, then it is possible for a robot to believe that it has satisfied equation 4, while in reality it has broken all connections and has therefore partitioned the network.
These assumptions are not always true, which means that a careful analysis of what happens when one or more assumptions are false needs to be done. Loosely following the logic in reference 4, we define p ij as the probability that the link connecting nodes N i and N j fail from one assessment period to the next, and τ is the average fraction of time for any link that has failed to be down 9 . For any node N i to lose connectivity with the network, all of its links must fail simultaneously. This can happen with probability j p ij . The fraction of time that N i is disconnected from the network can then easily be calculated as 1 − τ j p ij . Note that the products are taken over all of the neighbors that node N i has.
We can simplify this significantly if we assume that the probability of failure for any link is the same as for any other link. This results in the simplification 1 − τ p m i , where m i is the number of neighbors that node N i has. However, this is not the worst-case scenario. Since p ≤ 1 is always true, then if m i > m j , and if p < 1, then p m i < p m j . So small m leads to worse reliability.
Nevertheless, there is a minimum value for m. As long as the SCAN protocol is obeyed, the minimum value for m is k. Thus, to partition the network, we need to break k + 1 or more links.
This allows us to correlate k with the expected fraction of time that the network is fully connected:
By choosing the fraction of time we require the network to be fully connected, we can calculate a reasonable value for k.
Model Discussion
Advantages
As alluded to earlier, one of the advantages of the SCAN protocol is its simplicity. Once equation 4 is understood, it is extremely easy to implement.
Another advantage is its generality. It makes no assumptions about the linearity or convexity of the problem, which makes it trivial to solve the "convex environment" assumption that is present in the Useful Model (see section 2.2.2).
Disadvantages
Unfortunately, the SCAN protocol also has a number of disadvantages. If k is too large and a link fails, it may mean that no node is permitted to move. In such a case, the network will be in an unrecoverable state, unless the failed link suddenly starts working again.
In addition, the SCAN protocol is unable to optimize the positions or trajectories of the robots to improve network performance. Provided the current topology meets the minimal constraints, it is always accepted.
Finally, as mentioned in earlier sections, any limitations of the Useful Model carry over to the other models, and consequently, controllers that are derived from the Useful Model. The SCAN protocol is no exception. Simply stopping may not be the best strategy when a robot has lost some or all connectivity. For example, if the robot has lost connectivity because it has entered a stream or other body of water, it is likely that its communications will fail. Stopping in the body of water is unlikely to improve communications, but backtracking might.
Unfortunately, with the information in the Useful Model, it is not possible to decide if backtracking will help or not (because it lacks both historic and environmental information).
Thus, the model itself limits what can be done to improve the SCAN protocol.
The CAP Theorem
As stated in section 1.3.5, designers often choose one of two methods to solve the problems enforced by the CAP theorem, by either making assumptions that make the problems go away or relaxing the requirements in Definition 1 and accepting that they cannot guarantee that all nodes will always be connected. Reference 4 takes the second route, stating that it cannot meet all the requirements of the CAP theorem. Overall, this is the only correct approach to take. Assuming that one of the properties of the CAP theorem is guaranteed and working from there will only result in failure when that assumption proves false.
Final Remarks
The SCAN protocol's advantage of generality combined with its disadvantage of not being able to optimize the network suggests that it should be used as a backstop to other strategies, preventing them from causing the network to fail. This is especially true if it is combined with controllers that are either unaware of or choose to ignore the CAP theorem. In those cases, it can be used to address shortcomings of the "more powerful" methods. Figure 4 shows a specialized version of the model described in figure 2 taken from reference 3. In this model, there is a difference between robots (N 1 , N 2 , N 3 ) and access points (N 4 , N 5 , N 6 ) 10 .
Model Definition
Access points act as data sinks only; they can never put messages on the network. Additionally, all robots are assumed to have the same maximum message rate (R ij in section 2.1), which is why that value is dropped in this model. Finally, unlike the model in section 2.1, the model in reference 3 does not define what the size of the queue is nor does it define a policy for how to react to a full queue. Instead, the goal of the paper is to develop a controller that ensures that r out i ≥ r in i is always true, which guarantees that all messages are delivered. Because of these simplifications from the Useful Model, we start to diverge in what and how we define various variables. To start with, unlike in section 2.1 where Q is the total number of nodes in the system, reference 3 defines two variables, J and K, which are the number of nodes and the number of access points, respectively. It also sorts ID numbers so that the ID number of any node is less than the ID number of any access point. Finally, unlike in section 2.1, the controller in reference 3 ensures that r
This is not the end, however. In section 2, we assumed that the probability distributions could be different depending on the pair of robots under discussion. Reference 1 simplifies this and assumes that there is a single probability distribution that is only a function of the positions of pairs of robots; thus, all robots use the same probability distribution. This leads to the following redefinition:
where x i and x j are the position vectors of the ith and jth robots, respectively. This leads to the definition of r in i and r out i that is actually used in reference 3:
Controller
As mentioned in section 4.1, one of the goals of the controller defined in reference 3 is to ensure that for every node r out i ≥ r in i . This leads to the following equation:
If equation 10 is true at all times, then our network is always connected. So let us consider what we have control over. T ij and T ji are the probabilities that a particular link will be chosen to send a message across. We have complete control over this (remember, this is not the probability that a message will be received correctly, it is just the probability that we will use that link to send a message). We can control the robot's position x, but only within the limits imposed by time (how fast they can move) and space (obstacles that are in the way). We have no control over the incoming message rate s i .
This forces us to make some assumptions when designing a controller. The simplest assumption is that the network must guarantee that every node will support some minimal rate s i ∅ . That is,
So, at this point, our goal is to manipulate T ij , T ji , x i , and x j to guarantee that equation 11 is always true. This is a minimal requirement, though. While a network may function when ∀i, s i = s i ∅ , it may not be a particularly "good" network. If nothing else, it is not likely to be a robust network because a slight change may cause s i > s i ∅ for some i. Thus, we would like a buffer to protect against momentary lapses. A method to do this is to find some optimal operating point, which should provide a buffer, while at the same time making the network better than a minimally acceptable network.
Unfortunately, at the current time, there are no known efficient methods to find the global maximum of an arbitrary function. There are, however, methods of solving convex problems. So, reference 3 defines a pair of utility functions U i (s i ) and V ij (T ij ) that are required to be strictly convex, that are used to recast the original problem as a convex optimization problem. Two possible definitions for U i (s i ) are
and two possible definitions for V ij (T ij ) are
These are not the only possible definitions for U i (s i ) and V ij (T ij ); the only real requirement is that they both be strictly convex.
Finally, we come to the problem that we are trying to optimize
with the following constraints ∀i ∈ {1 . . . J }:
At this point, we can start analyzing equation 16. The first thing to notice is that if U i (s i ) and V ij (T ij ) are strictly convex, then so is equation 16. That means that any convex optimization techniques can be used here to solve the problem. The second thing to notice is that solving equation 16 requires global knowledge of the network's current topology. This implies a centralized planner. The authors of reference 3 noticed this and developed a better way via the Lagrangian dual, described in section 4.2.1.
The Lagrangian Dual and Distributed Optimization
One method of solving a convex problem that has constraints is to solve the Lagrangian dual of the problem. Following the steps described in reference 3, equations 16-17, become
and with the dual function defined as
and the problem in the dual space that we want to solve defined as 
We can make one more simplification, if we notice that the range of both i and j is [1, J ], we can reorder the way we do the summations to get the following equivalent equation:
Notice what we get with this: all of the primal variables associated with node N i are now associated with the local Lagrangian L x,i (λ, T, s 
However, since the dual problem is convex and separable (as shown in equation 28), this is the same as finding the primal variables that maximize each of the local Lagrangians. In short,
This is not sufficient, though; s x,i (λ) and {T x,ij (λ)} J+K j=1 will only be optimal if λ is optimal. Since we do not know if λ is optimal, we may have a problem. Fortunately, since the dual problem is convex, it is possible to "walk" towards the global optimum via gradient descent. By using the gradient of equation 21,
we can update λ, which can then be used to update s x,i (λ) and {T x,ij (λ)} J+K j=1 . This iterative loop will eventually converge on the global optimum.
Showing how λ is updated requires a dummy index variable. Copying reference 3, we use the dummy index variable t n 11 . Letting s i (t n ) = s x(tn),i (λ(t n )) and T ij (t n ) = T x(tn),ij (λ(t n )), we can rewrite equation 30 as follows (equation 12 in reference 3):
and copying equation 13 in reference 3 for the update equation of λ
where is the usual small positive step value and P is a projection operator that projects its contents onto the positive orthant.
At this point, we have all the necessary machinery to calculate the gradient in a distributed manner. Note that there is one more subtlety involved here. To calculate equations 32 and 33
requires that each node know its neighbors values for λ i (t n ) and {T ij (t n )} J+K j=1 ; if it is not possible to transmit these values across the network, then it will not be possible to perform the necessary updates and the controller in section 4.2.2 will not work.
Control signals
If we followed the gradient defined in equation 31, all robots would converge on a global maximum. However, equation 31 does not have a method of inputting control signals to any of the robots. This means that if we follow the gradient directly, each robots will converge to its own optimal location and then not move from that location.
To solve this, we need a way of modifying a robot's gradient so that the task that we want it to complete has some say in what direction the robot goes. Reference 1 solves this by defining an artificial task potential γ i for each robot N i that is used in the artificial potential function φ i .
11 t n is described as discrete time steps in reference 3, but it is not actually time. It is just a dummy index variable that allows us to track from one iteration to another.
where e is a small tolerance term included to ensure that there is a small buffer to protect against random fluctuations that would cause the invariants to become false. Note that equation 34 is similar to, but not the same as, equation 22 in reference 3.
With this artificial potential function, we can control the robots via the following equation:
where α is a positive gain to control how fast the robot moves. Note that this is similar to, but not the same as, equation 24 in reference 3.
At this point, we have a complete control loop. Equation 32 gives an estimate of the primal variables, while equation 33 yields an estimate of the dual variable and equation 35 gives the control signal. This is sufficient to control the robot, with the caveats discussed in section 4.3.
Analysis and Discussion
Advantages
The controller in reference 3 is similar to the SCAN protocol in that as the ability of robots to communicate with one another decreases, their ability to move also reduces. Also like the SCAN protocol, because of how equation 34 is defined, it is impossible for the robots to drive themselves to a point where they partition the network, provided the data model is always accurate.
The controller is better than the SCAN protocol in one way, though: robots that obey the control law in equation 35 will always tend to move towards points that optimize the network's reliability. This is unlike the SCAN protocol, which can only prevent disconnection, but has no concept of optimality.
Disadvantages
Unfortunately, the controller suffers from the same problem that all gradient descent methods suffer: if the problem is not convex, then there may be local minima that can trap a solver. In this case, the local minima are not in equation 16, but in the environment. Reference 1 implicitly assumes that the environment is either convex or can be decomposed into a convex free space.
Since this is not guaranteed, it is always possible that a robot can become trapped by an obstacle while traveling to its optimal location.
Also, just as limitations of the Useful Model affect the SCAN protocol (see section 3.4.2), those same limitations affect the controller in reference 3. Without incorporating information about what the environment is like, the controller is forced to assume that space is convex, and without historical or planning information, the controller can only focus on the quality of the connection at the current moment. This is not necessarily the best way to optimize the network.
In addition, because access points and robots have different characteristics (one can transmit, while the other cannot), the model is slightly more complicated than it needs to be. The only possible reason for doing would be to ensure that access points are not required to move for the system to work. However, this is a weak guess as the algorithm does not require that all members of the network be able to move for it to work correctly (mobile nodes will simply move to slightly different but still optimal positions). Ultimately, permitting the access points to act like nodes in the Useful Model may have been mathematically easier, and more useful as well.
Finally, the controller in reference 3 does not guarantee that the network will be robust. It is quite possible that the optimal configuration involves all robots moving into a straight line, where if any robot fails, then the network is partitioned. This is illustrated in the simulation results of reference 3, figure 6.
The CAP Theorem
Unlike the SCAN protocol of section 3, reference 3 implicitly makes the assumption that the only reason why network partitions may occur is because of controller failure. In fact, as a part of its initial starting conditions, it assumes that the network is connected. Under these assumptions, the problem of partition-tolerance never occurs, meaning that the difficulties of the CAP theorem never apply.
This is primary weakness of this algorithm. In the real world, it is impossible to guarantee that the network is never partitioned and assuming that it will not be dangerous.
Final Remarks
As stated in section 3.5, the SCAN protocol is ideal for ensuring that networks always maintain a robust configuration. By combining the SCAN protocol with the gradient descent algorithm in reference 3, it may be possible to ensure that networks are reasonably optimal while guaranteeing a certain k-connectivity (and we hope a certain robustness). Alternatively, reference 3 might be extended to include the number of neighbors as a constraints, which can be optimized over in the Lagrangian dual.
Extensions and Further Research
As shown in section 2, the Useful Model has limitations that are inherent in the model and cannot be removed. Because of this, controllers built on the model, such as the ones discussed in section 2-4 have their own inherent limitations. In this section, we explore possible extensions to the model and show what the extra information can alleviate various problems in the model.
Message Extensions
The first extension to consider involves messages rather than the network. As the Useful
Model is defined, it is impossible to encode the latency requirements of any particular message. The simplest solution is to add an expiration date and importance factor to each message. The expiration date is a point in time in the future when the message is no longer useful. The importance factor allows users to decide if on-time delivery is critical, somewhat important, or unimportant to a particular message. Using this, the Useful Model's first in, first out (FIFO) queue could be converted into a priority queue, where the closer a message is to expiring, the closer to the front of the queue it is moved. This has two effects it reduces latency and increases reliability. The second effect is because every message in the queue may be dropped uniformly at random at the rate l/m (see section 2.1), but since messages that can expire tend to be moved to the front of the queue, they spend less time in the queue, and therefore, have less of a chance of being dropped.
The next extension is to modify the reliability of individual messages. Instead of dropping packets uniformly at random, we can give each packet an "exposure value" in the interval (0, 1].
The more exposed it is (the closer to 1 it is), the more likely it is to be dropped relative to other packets in the queue. This extension must be crafted with care, though; if every message has a low exposure value, then a naïve implementation will overflow the message queue.
Extensions to the Useful Model
The simplest extension we can make to the Useful Model is to permit each graph edge to have multiple metrics associated with it. This allows tradeoffs such as power needed versus reliability.
This kind of tradeoff analysis can be crucial for small sensors that are expected to survive for long periods of time.
We can then consider historical information. Despite the problems noted in section 2.2.2 with trying to add in historical information to the Useful Model, such information can aid controllers that are trying to determine reliable routes. For example, although a route might be reliable when it was most recently measured, if historically it had a high variability in reliability, it might be better to either choose a different route, or command a few extra nodes to "plug the hole" by moving towards the unreliable area in order to give more coverage.
We finally come to the two most difficult extensions: environmental and predictive. Adding predictions to the Useful Model is fairly simple; we let time extend into the future and record the predictions. As time progresses and we catch up with the predictions, we can record the actual measurements, which allows a running comparison between actual and predicted values.
This can permit controllers to select between multiple, competing predictors fairly trivially.
The hard part is adding in the environment. This is equivalent to combining the configuration space C r and the communications space N c of section 1.1 together. The problem is that it is not immediately obvious how this can or should be done. The digraph model of the Useful Model does not lend itself to extension into space well, and common methods of representing maps (occupancy grids, quad/oct trees, etc.) do not represent the information in the Useful
Model well 12 . The current default methods that I have seen roboticists use is to not combine the information in a single data model. I currently do not know of any better method of handling this situation.
Final Remarks
There are some low-hanging fruit that can be gathered via some simple extensions to the Useful Model. Adding in support for multiple metrics is almost trivial and should be done immediately. Adding in historical support is slightly more difficult, but is also not hard to do. With both of these extensions, a great deal more information can be extracted by controllers that are attempting to solve the CMOP.
Conclusions
In this report, we described the CMOP and various assumptions that algorithm designers make while trying to solve it. We then described the Useful Model, showing how the information in simplified versions of the model is used in two very different algorithms. We also showed how despite the differences in the algorithms, they both suffer from similar limitations imposed by the assumptions of the Useful Model.
The goal of this report is to emphasize how the constraints, abstractions, and assumptions we choose to focus on directly affect the model we develop, and that the model constrains the possible set of solutions we develop. Neither the simple model of section 3 nor the sophisticated model of section 4 are able to fully solve the CMOP, but this is not due to the algorithms involved, but instead to the data model that is used. To develop better controllers that are able to solve the CMOP, we need better data models. This is the only way to truly solve the CMOP. 
