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Introduction
The outbreak of the Great Recession in 2008-2009 significantly spurred interest in continuous monitoring of economic conditions and their accurate short-term forecasting. In this respect the use of much earlier available economic and sentiment indicators for inferring official statistical data, typically released with a substantial publication delay, is crucial. Such inference is further complicated by an important constraint that forecasting practitioners face, namely, the fact that economic data are sampled at different frequencies. For example, GDP figures are released every quarter, whereas economic indicators are published at the monthly, or even higher, frequency.
Hence, much of the recent research has been focusing on how to bridge this discrepancy in data sampling frequencies in some optimal way.
In this paper we likewise address this problem and suggest a simple and robust approach for short-term forecasting with mixed-frequency data sets. Our approach, to which we refer as MIDASSO in sequel, is based on combination of the two recent advances in econometrics of big data and mixed-frequency data sets. The first methodology, advanced in Bai and Ng (2008) , is the use of targeted predictors for forecasting variables of interest. The main idea of Bai and Ng (2008) is that prior to extracting diffusion indices from large panels of economic indicators, a pre-selection of most relevant indicators for a particular target variable is highly advisable. For example, for forecasting GDP growth in the current quarter it is reasonable to rely more on coincident indicators, whereas for forecasting GDP growth in a more distant future more weight should be put on leading economic indicators. More generally, by including too many irrelevant and noisy indicators in the information set may result in suppressing the signal-to-noise ratio in the data, and hence obscure accurate signal detection leading to worsening of forecast quality. Bai and Ng (2008) suggest to use penalized least squares regressions-a so-called elastic net-that can be formulated in terms of the Least Absolute Shrinkage and Selection Operator (LASSO) of Tibshirani (1996) , for a pre-selection of so-called targeted predictors that are most relevant for a specific variable of interest.
The modelling approach of Bai and Ng (2008) is applied to single-frequency (monthly) data but as it will be shown in our paper, its extension to mixed-frequency data sets is straightforward.
To do so, we will rely on recently proposed unrestricted MIDAS (U-MIDAS) regressions (Foroni, Marcellino, and Schumacher, 2015) as a simple variant of the sophisticated MIDAS approach of Ghysels, Santa-Clara, and Valkanov (2004) and Ghysels, Sinko, and Valkanov (2007) . Both the classical and the U-MIDAS regressions are based on the skip-sampling procedure, when a time series observed at the higher frequency is converted to a number of lower-frequency time series.
For example, in case of variables observed at the monthly and quarterly frequencies, the monthly 1 indicators are broken into three quarterly time series, each retaining the corresponding values in first, second and third months of each quarter in the sample. The difference between the MIDAS regressions of Ghysels et al. (2004) and Ghysels et al. (2007) and U-MIDAS regressions is that the latter is based on the direct estimation of the coefficients of the skip-sampled time series by means of ordinary least squares, whereas the former approach involves the use of tightly specified functional lag polynomials, e.g., exponential Almon lag polynomials or Beta probability density functions, and the subsequent need for non-linear optimisation techniques for coefficient estimation.
The rest of the paper is organised as follows. The next section contains an overview of the relevant literature as well as a detailed motivation for our modelling approach. We give a more formal econometric presentation of the MIDASSO approach in Section 3. In Section 4 we present empirical data used in order to illustrate our approach. In Section 5 results are presented. The final section concludes.
Literature overview
In the earlier literature the use of so-called "bridge" models was popular (Baffigi et al., 2004) . In these models higher frequency variables were converted to lower-frequency variables by averaging over values available for a low-frequency time unit. In case of monthly and quarterly frequencies this amounts to taking average value of the monthly observations in each quarter. Another, more flexible, approach to linking monthly and quarterly variables was suggested in Koenig et al. (2003) . Koenig et al. (2003) use the logarithmic approximation expressing quarterly growth rates of the dependent variable in terms of underlying monthly growth rates of coincident economic indicators available at the monthly frequency. 1 A slight modification of the approach undertaken in Koenig et al. (2003) is suggested in Castle et al. (2009) , where each monthly variable is split into three quarterly time series, each corresponding either to the first, second, or third month of the quarters in the sample. The approaches of Koenig et al. (2003) and Castle et al. (2009) in dealing with variables observed at mixed frequencies is that a standard OLS regression can be used in order to estimate model parameters at the cost of a slight inflation of a number of explanatory variables.
Following Bec and Mogliani (2013) , this approach is referred to as the blocking approach in line with the terminology stemming from the control engineering literature (Chen et al., 2012) . The blocking approach also relaxes the implicit restriction in the bridge equation that equal weights are imposed on the monthly observations in each quarter for every converted high-frequency variable in the OLS regression. Ghysels et al. (2004) and Ghysels et al. (2007) observe that when discrepancy between frequencies is large, for example, when dealing with monthly and daily data, splitting one high-frequency variable into a number of low-frequency variables significantly inflates the number of explanatory variables leading to a so-called curse of dimensionality. This problem is further aggravated if more than one explanatory variable is available. The solution suggested in Ghysels et al. (2004) is to combine the blocking approach with the traditional literature on lag polynomials labelled by the authors as a MIxed-frequency DAta-Sampling (MIDAS) approach. The use of lag polynomialse.g., an exponential Almon lag polynomial-solves the curse of dimensionality by controlling the weights on converted explanatory variables through a relatively small number of hyper-parameters determining the shape of the corresponding lag polynomial. However, this comes at a cost of using non-linear least squares instead of the standard OLS regression in order to estimate model parameters. Foroni et al. (2015) observe that the gains from using lag polynomials are most likely to materialise when dealing with variables observed with large difference in sampling frequency. In cases with the small discrepancy in the sampling frequency, like quarterly and monthly, where parameter inflation is correspondingly relatively small, the likely gains are relatively small compared to increase in estimation complexity from using non-linear least squares and suggest to use a socalled unrestricted MIDAS (U-MIDAS) model, which exactly corresponds to the blocking approach described above.
In most empirical applications univariate models using the mixed-frequency variables, especially those that use lag polynomials, are estimated using one (e.g. Galvão, 2008, 2009) or at most a handful (Koenig et al., 2003) of explanatory variables. In the former case it is related to the convergence problems of the non-linear numerical optimisation methods and in the latter case-to parameter inflation. Consequently, when dealing with large data panels some model or variable combination schemes need to be employed in order to produce viable forecasts of macroeconomic variables, for example, GDP growth. One approach undertaken in Drechsel and Scheufele (2012) is to estimate univariate MIDAS models linking observed GDP variables with one monthly explanatory variable and then use model combination schemes in order to come up with a single forecast for GDP growth. A different approach is undertaken in the two-step procedure of Marcellino and Schumacher (2010) labelled as a Factor-Augmented MIDAS (FAMIDAS) approach, where in the first step common factors are extracted from the panel of monthly variables and in the second step the MIDAS regression is carried out linking quarterly GDP observations and the extracted monthly common factors.
3
In case when large-scale data sets of explanatory variables are available, it may be beneficial before extraction of common factors used in forecasting to pre-select the most relevant variables first rather than extract common factors from all available variables. For example, Bai and Ng (2008) propose to use a penalised regression technique in order to pre-select the most relevant variables prior to factor extraction. In other words, the explanatory variables are targeted to retain the best predictors of the dependent variable. Bai and Ng (2008) , however, carry out their exercise in a single-frequency case. To the best of our knowledge, Marsilli (2014) and Bulligan et al. (2014) were the first to extend the targeted-predictors approach of Bai and Ng (2008) to data with non-homogeneous sampling frequencies.
In particular, Marsilli (2014) suggests two approaches for variable selection within the MIDAS framework. The first approach is to combine the MIDAS regression of Ghysels et al. (2004) and the LASSO estimator put forward by Tibshirani (1996) , where the term LASSO is deciphered as the Least Absolute Shrinkage and Selection Operator. The resulting model is referred to as the LASSO-MIDAS model. Observe that the LASSO-MIDAS model retains the non-linear specification of the MIDAS regression and relies on the optimisation algorithm of Nesterov (2005) to the LASSO-defined objective function. The second variant of targeted-predictors approach, suggested in Marsilli (2014) , is an application of the Bayesian technique based on the stochastic search variable selection method, referred as the BAYESIAN-MIDAS Stochastic Search method. Model specification as well as estimation is carried out in one step by means of a computer-intensive Gibbs sampling. In our opinion, the reliance on the non-linear optimisation algorithms in the former case and computeintensive estimation technique in the latter case restricts the applicability of these approaches to data panels of small to moderate sizes. Indeed, the illustration of these two approaches is based on the use of only 24 explanatory variables employed for prediction of US GDP growth. Bulligan et al. (2014) suggest an alternative approach for predictive regressions with mixedfrequency data. However, their method is heavily influenced by the bridge-equation literature. Bulligan et al. (2014) solve the temporal aggregation problem by simply taking quarterly averages of monthly economic indicators at hand-a typical procedure when running bridge regressions.
In doing so, they effectively set aside the whole MIDAS-related literature. In the second step, a targeted-predictors approach of Bai and Ng (2008) can be straightforwardly implemented since now both a target variable and the potential predictors are available at the same quarterly frequency.
In addition, Bulligan et al. (2014) acknowledge the fact that in real-time forecasting one has to deal with the problem of the "ragged-edge" data caused by staggered data releases and by the fact that forecasts are often made in the middle of a quarter, i.e. when not all monthly values 4 of a time series are available. In order to achieve a balanced panel, allowing to take quarterly averages, Bulligan et al. (2014) fill in missing observations by means of predictions from univariate autoregressive models. The approach of Bulligan et al. (2014) can be used for large data panels. Bulligan et al. (2014) use 247 indicators to select from for predicting the growth rate of Italian GDP and its demand-side subcomponents. Girardi et al. (2014) provide another application of the Bulligan et al. (2014) procedure to forecasting Euro area GDP growth based on 259 indicators.
In this paper we likewise suggest to extend the targeted-predictor approach of Bai and Ng (2008) to modelling mixed-frequency data. However, in contrast to the LASSO-MIDAS model of Marsilli (2014) our modelling approach does not require non-linear optimisation techniques and solely relies only on closed-form solution techniques for variable selection and parameter estimation of the forecasting model. This ensures its fast and efficient implementation. In comparison to the approach undertaken in Bulligan et al. (2014) , we adopt a blocking approach, typically used in MIDAS regressions, as a less restrictive temporal aggregation alternative than taking quarterly averages. In addition, rather than relying on the univariate autoregressive predictive models to fill in missing observations at the end of the sample, we adopt the procedure of Giannone et al. (2008) , based on the estimation of a dynamic factor model, that allows us to efficiently utilise multivariate information in order to extract common factors from data panels plagued by the "ragged-edge" problem.
In the nutshell, our approach to predictive regression with mixed-frequency data is based on a combination of a number of well-known and widely applied econometric techniques. In the first step, we transform monthly variables into their quarterly counterparts by resorting to the blocking or U-MIDAS, using the terminology of Foroni et al. (2015) , approach. Then, following Bai and Ng (2008) and Schumacher (2010) , we suggest to apply the least angle regression with elastic net (LARS-EN), which as discussed in Bai and Ng (2008) can be reformulated as LASSO, in order to preselect the most informative variables for a target variable in question. Third, we extract common factors from targeted predictors by means of the the two-step procedure of Giannone et al. (2008) , effectively dealing with ragged-edge data. As the result of application of the Giannone et al. (2008) procedure we obtain estimates of common factors not only in-but also out of sample. Hence, out-ofsample forecasts of the variable of interest can be based on its projection on the estimated factors at a chosen forecast horizon. We label this approach to modelling mixed-frequency data as the MIDASSO approach in order to distinguish it from the LASSO-MIDAS model of Marsilli (2014) .
In the next section, we give a more formal econometric description of the MIDASSO approach.
Econometric methodology

Targeted-predictors approach for single-frequency variables
Let t = 1, 2, ..., T − 1, T denote a time scale at the quarterly frequency at which we observe a target variable y t . For now, we can also assume that potential predictors, collected in N × 1 vector X t , are also available at the quarterly frequency. Bai and Ng (2008) propose to apply a penalized regression to the following forecasting model
where W t is a vector of predetermined regressors like a constant and lagged values of the dependent variable. Equation (1) 
where RSS is the residual sum of squares of Equation (1) and β = (α ′ , γ ′ ) ′ . For a fixed value of λ 2 , this minimisation problem can be reformulated in terms of the LASSO estimator of Tibshirani (1996) and the efficient algorithm based on the least angle regression can be used in order to estimate model parameters. The optimal value of λ 1 , governing the strength of L1-penalty and, as a result, the severance of the regressor selection procedure, can be chosen by cross-validation, for example. When the dimension of X t is very large the cross-validation becomes a prohibitively computer-intensive procedure. In this case, one can follow Bai and Ng (2008) and extract common factors from a fixed number of regressors ranked first by the elastic net.
Let X * t be a subset of predictors for which γ ̸ = 0, i.e., X * t ⊂ X t . Even though the elastic net algorithm delivers values of the non-zero slope coefficients, we are not interested in these values as such. Following Bai and Ng (2008) , our main interest lies in the ranking of the predictors, allowing us to separate relevant predictors from irrelevant ones for a particular target variable. At this stage we discard irrelevant ones and for the further analysis we use only selected or so-called targeted predictors. As in Bai and Ng (2008) , one can extract common factors from these selected variables by means of the principal components analysis and plug them in Equation (1) in place of X t . Then the forecasting equation transforms into
where θ(L) denotes a lag polynomial, allowing for a richer regressor dynamics in the predictive equation.
Targeted-predictors approach for mixed-frequency variables (MIDASSO)
As above, let t = 1, 2, ..., T − 1, T denote a time scale at the quarterly frequency at which we observe a target variable y t . Then, by assigning integer values of the time scale to the last month of each quarter, the corresponding time scale at the monthly frequency can be represented as
′ denote a N ×1 vector of potential predictors. The first step, that is common both to the MIDAS and U-MIDAS regressions, and which is also adopted here as the first step in the MIDASSO approach is to apply the blocking approach by skip-sampling each monthly variable into three quarterly time series, each of them retaining values of the monthly variables in the first, second and third months. 
The dimension of X t can be further increased by including their lagged values. For example, allowing for up to p additional lags of the explanatory variables we get a (3 Conceptually, as a result of the skip-sampling procedure, we have both dependent and explanatory variables at the common frequency, implying that the targeted-regressor approach of Bai and Ng (2008) is straightforward to apply. However, one aspect still needs to be clarified. Namely, the problem of the "ragged edge" or an unbalanced panel of the explanatory variables. When forecasts are made in real time, the missing values at the edge of the data panel are brought about by stag-gered releases of the explanatory variables as well as the skip-sampling procedure. For example, consider a situation when the last data point for some original monthly time series is available for the first month. Then after application of the skip-sampling procedure the quarterly time series comprising all observations pertaining to the first month of each quarter will have an observation for the last quarter, whereas for the quarterly time series consisting of observations pertaining to the second and third months of each quarter the corresponding observations will be missing in this quarter. Also by allowing up to p additional lags of the explanatory variables makes the "raggededge" problem inevitable. Hence in such unbalanced panels the principal components analysis, for instance, cannot be used to extract common factors.
We suggest to circumvent the "ragged-edge" problem by resorting to the two-step procedure suggested in Giannone et al. (2008) , that is specifically designed for extracting common factors from unbalanced data panels. In the first step, an initial estimate of common factors are obtained using a balanced data panel which cuts off the periods with missing values. The principal component analysis (PCA) is used for this purpose. The number of factors is determined by means of the eigenvalue ratio (EVR) criterion suggested in Ahn and Horenstein (2013) . The initially estimated common factors are used in order to deduce parameters of a dynamic factor model cast into a state-space form. In the second step, the application of the Kalman smoother delivers estimates of common factors both for the samples covered by the balanced and unbalanced panels and, if necessary, further out of sample.
As in Giannone et al. (2008) , out-of-sample forecasts of the target variable can be obtained by its projection on the estimated factors, f t :
The factor-augmented Autoregressive Distributed Lag (ARDL) model in the following form:
can also be used for generating out-of-sample forecasts, where W t is a vector of predetermined regressors like a constant and lagged values of the dependent variable. Observe that the model specification in each of Equations (4) and (5) remains the same for each forecast horizon. This is opposite to the direct forecasting approach, also widely applied for short-term forecasting, e.g. in Bai and Ng (2008) , when a model specification varies with the forecast horizon, h.
Last but not least, until now we assumed that common factors f t are extracted from all variables
.., T . Since now both dependent and explanatory variables are observed at the same quarterly frequency, it is straightforward to apply the elastic net for variables selection. The corresponding optimization problem is
where RSS is the residual sum of squares of either of the following equations
or
corresponding to Equations (4) or (5) above and
Let X * t be a subset of selected predictors for which γ ̸ = 0 in Equation (6), i.e., X * t ⊂ X t . As in the single-frequency case, we extract common factors from these selected variables by means of the two-step procedure of Giannone et al. (2008) and plug them either in Equation (9) and (10) below:
and
which delivers out-of-sample forecasts of the target variable. The final specification of these predictive regressions is chosen by means of the Bayesian Information Criterion (BIC).
In the sequel we will refer to the forecasts obtained using common factors f * t+h extracted from the targeted regressors X * t as those produced by the MIDASSO approach. Forecasts based on the models in Equations (4) and (5), i.e. common factors extracted from all variables without pre-selection, are referred as those obtained by a U-MIDAS-DFM approach, reflecting two essential steps in extracting common factor from mixed-frequency data: 1) application of the skip-sampling procedure of the U-MIDAS approach transforming each monthly variable into three quarterly time series and 2) application of the procedure of Giannone et al. (2008) for factor estimation by means of a dynamic factor model.
4 Data
The data set of monthly indicators, comprising 559 variables, is essentially the same as used in Siliverstovs and Kholodilin (2012) . The complete list of variables and their transformations is given in Appendix. The data set is sub-divided into the following 9 blocks 2 : Purchasing Managers' Index in manufacturing supplied by Credit Suisse (9 time Information on the monthly indicators is presented in Table 1 . Observe that blocks of macroeconomic data differ both in terms of size and publication lag. The block containing the exports and imports statistics is the largest one. The KOF manufacturing surveys and stock market indices comprise the two next-largest blocks. The smallest blocks, each consisting of less than ten variables are exchange rates, labour-market indicators and the Purchasing Managers' Index and its sub-components.
We perform our forecasting exercise in a pseudo real time, as no historical vintages are available for all indicators. However, we explicitly accommodate the block-specific publication lags, simulating the actual information availability in the past. We assume that forecasts are made on the first business day of each month. This date is chosen for the following two reasons. First, it coincides with the release of Purchasing Managers' Index for the previous month. Second, for the daily time series like interest and exchange rates as well as stock market indices are available for the previous month. Following Giannone et al. (2008) , we take monthly averages of these financial variables.
This choice of the forecast origin implies that the following blocks are released with the one-month lag: PMI, CHINOGA, STOCK, INTEREST and CURRENCY. The data in the remaining blocks (CPI, PPI, LABOUR, TRADE ) are released with the publication lag of two months.
The variables undergo the following transformations. 3 Since the business tendency surveys (PMI and CHINOGA), expressed as Net Balances, are bounded by construction, we apply no transformation of those and use them in levels. The rest of the data is initially transformed either to monthly changes (INTEREST ) or monthly growth rates. Then following Giannone et al. (2008) we express these monthly changes or growth rates in terms of quarter-on-quarter growth applying the following filter (1 + 2L + 3L 2 + 2L 3 + L 4 ), see also Mariano and Murasawa (2003) for application of this transformation for modelling a latent factor in mixed-frequency dynamic factor model. As shown in Siliverstovs and Kholodilin (2012) , such transformation ensures that the single common factor extracted from the monthly variables loads rather uniformly across different blocks of variables.
The target variable that we forecast is quarter-on-quarter seasonally adjusted growth of the Swiss GDP, for which we have real-time vintages. The official data are released by the State Secretariat for Economics Affairs (SECO) in about two months after the end of the reference quarter.
Results
We perform a pseudo real-time forecasting exercise using the sample 2007Q1-2014Q1. The first We proceed in this fashion until the last forecast round with the forecast origin of the first business day of May 2014, when we make only one forecast for 2014Q1, which is the last quarter in our out-of-sample forecast period.
We label the corresponding forecasts by a number of months left until the end of the forecast quarter. This means that for the forecast made in the beginning of March for the current quarter the corresponding horizon is h = 1, for the next quarter-it is h = 4 and for the over-next quarter-it is h = 7. Similarly, for the forecasts made in the beginning of April and May the corresponding forecast horizons are h = 0, 3, 6 and h = −1, 2, 5. 4 We repeat this labelling of the forecasts performed on the first business day of the next troika of months: June, July and August.
As the result of this forecasting exercise we have 29, 28 and 27 out-of-sample forecasts made at the following forecast horizons h = −1, 0, 1, h = 2, 3, 4 and h = 5, 6, 7, correspondingly.
We report the forecast accuracy of the proposed modelling approaches in Table 2 . As the benchmark model we chose the second-order autoregressive model, AR(2). 5 We use the Root Mean Squared Forecast Error as a metric to gauge the forecasting ability of the models in question. The row entries corresponding to the AR(2) model are the RMSFE of the benchmark model for each forecast horizon. The row entries corresponding to the MIDASSO and U-MIDAS-DFM models are RMSFE ratios of the respective model to that of the AR(2) model. Below the ratios we report one-sided p-values of the Diebold and Mariano (1995) test that we use to test the hypothesis of equal forecast accuracy of factor-augmented models with the univariate autoregressive model. The use of one-sided p-values is motivated by the fact that our main interest is in those models that demonstrate a superior forecasting ability compared to the benchmark model. Observe that we omit lagged dependent variable from the specification of forecasting regressions in both MIDASSO and U-MIDAS-DFM approaches. The reason is that retaining lags of the dependent variable generally resulted in the inferior forecasting performance in comparison with the simple projection models in Equations (9) and Equations (4). An additional benefit is that we compare non-nested models in terms of their forecasting accuracy, avoiding associated problematic issues when comparing nested models (Clark and McCracken, 2015) .
First we discuss the forecasting accuracy of the MIDASSO model. As discussed above, the dimension of the panel of potential predictors X t is (3 × N × (p + 1))-dimensional. Given that we have 559 monthly variables, as the result of the blocking procedure we get a 1677-, 3354-and 5031-dimensional vectors for p = 0, p = 1 and p = 2, correspondingly. Since application of the cross-validation procedure in such large data panels is very computationally intensive, we simply fix the number of targeted predictors, as ranked by the elastic net, to 50 and use for extract of common factors. 6
As expected, from Table 2 we observe that forecast accuracy of the MIDASSO approach increases with the decreasing forecasting horizon. This result is broadly in line with similar studies in the short-term forecasting literature. For p = 0, for every but the longest forecast horizon (h = 7) the reported RMSFE ratios are below one. However, we can reject the null hypothesis of equal forecast accuracy of the MIDASSO and the AR(2) model only for the forecast horizons h = 0 and h = −1. At these two forecast horizons the improvement in terms of the RMSFE is about 30%, indicating that the most accurate forecasts are made as soon as the quarter ends. Extending the information set by one more month does not bring about any noticeable further improvement in the forecast accuracy.
The fact that we observe the strongest evidence of forecasting superiority of the factor model at the forecast horizons h = 0 and h = −1 deserves a comment. We let the selection procedure decide which skip-sampled variables will be chosen to form a factor. Recall from Section 3.2 that for p = 0 each monthly variable was decomposed into three variable transformations
. For p = 1 and p = 2, there are six
) ′ transformations, respectively. So, potentially, each transformation has an equal chance to be selected by the elastic net.
In practice, we recorded the actual selection incidence of each variable transformation. An example is given in Table 3 This is an unexpected outcome that runs contrary to the argument of Bai and Ng (2008) in favour of using targeted predictors in large panels. The main motivation of using targeted predictors is that it is likely that a factor capturing business cycle dynamics that is dominant in a small panel of relevant variables may become dominated in a larger, more heterogeneous panel. Apparently this is not the case in the panel based on 1677 variables. The corresponding variable composition as well as their transformation proposed in the earlier paper of Siliverstovs and Kholodilin (2012) , specifying a large-scale dynamic factor model for short-term forecasting of GDP growth in Switzerland, appears to be right also for the modelling approaches of mixed-frequency data proposed in this paper. The extracted first principal component from the panel of this dimension serves as a reliable estimate of the dominant factor underlying business cycle dynamics diffused across the variables in question.
For p = 1 and p = 2, when dealing with 3354-and 5031-dimensional data panels, respectively, the argument of the Bai and Ng (2008) carries through, i.e. the forecast accuracy drops substantially compared to the case of p = 0, discussed above. Allowing for additional lags makes the data panel more heterogeneous suppressing signal-to-noise ratio and acting detrimentally on forecasting ability of the extracted common factor. In the extreme case with 5031-dimensional panel the null hypothesis of equal predictive ability of the U-MIDAS-DFM and AR(2) models cannot be rejected at the usual significance levels for all forecast horizons. This is contrary to the targeted-predictor approach which forecasting accuracy at the horizons h = 0 and h = −1 is practically not affected by expansion of the data dimension.
The graphical presentation of the forecasting accuracy of the models in question is displayed in Figure 1 . The straight line correspond to the RMSFE of the benchmark AR(2) model, reported in the corresponding row of Table 2 . The dark-and light-grey bars correspond to the absolute rather than relative measures of forecast accuracy in terms of RMSFE of the MIDASSO and U-MIDAS-DFM models, respectively.
We conclude the paper with presenting the composition of selected indicators by data blocks, see Figure 2 . Each bar in the figure displays indicator selection by the elastic net at each forecast origin. Observe that the last bar corresponds to the indicator selection using the full sample 2001Q1-2014Q1. As seen, the most frequently selected indicators come from the three following data blocks: STOCK, CHINOGA and TRADE, which are also the largest blocks. The elastic net selected also indicators from smaller data blocks like PMI and LABOUR. Indicators from the former block were selected in all but two earliest data vintages, whereas indicators from the latter block were selected in all but three latest data vintages. Indicators from PPI and CURRENCY blocks were among the least frequently selected indicators.
Conclusion
In this paper we extend the targeted-regressor approach suggested in Bai and Ng (2008) for variables sampled at the same frequency to the mixed-frequency data. Our MIDASSO approach is essentially a combination of the MIxed-frequency DAta-Sampling (MIDAS) approach of Ghysels et al. (2004) and Ghysels et al. (2007) or, more precisely, an unrestricted MIDAS approach (U-MIDAS) (see Foroni et al., 2015; Castle et al., 2009; Bec and Mogliani, 2013 ) and the LASSO-type penalised regression called the elastic net (Zou and Hastie, 2005) , also used in Bai and Ng (2008) .
We illustrate the MIDASSO approach forecasting the quarterly seasonally adjusted real GDP growth rate in Switzerland. We use the data panel comprising 559 monthly variables which we convert to the three panels of quarterly data using the skip-sampling procedure of the MIDAS approach. The smallest panel consists of 1677 variables retaining only contemporaneous values.
Allowing for additional first and up to the second lag of the variables results in the panels containing 3354 and 5031 variables, respectively.
Our main finding is that in the dataset in question the gains from targeting predictors are mainly realised when dealing with 3354-and 5031-dimensional data panels. In these panels the forecasting accuracy of the MIDASSO approach at the shortest forecast horizons, for which we can reject the null hypothesis of equal predictive ability with the benchmark AR(2) model, is comparable to that observed in the panel containing 1677 variables. This is opposite to what we observe when forecasting with factors extracted without variable screening. In this case, the forecasting accuracy markedly deteriorates with the increase of data panel dimension.
The MIDASSO approach is based on several econometric techniques that rely on the closed-form solutions and requires neither optimisation of non-linear functions nor computer intensive simulation techniques. This ensures a straightforward and efficient implementation of the MIDASSO approach, which we hope, will contribute to its widespread use as a viable complement or even an alternative to already existing methods primarily developed for macroeconomic forecasting with mixed-frequency data. Diebold and Mariano (1995) are reported in parentheses. c The p parameter indicates the maximum number of lags of explanatory variables that are allowed to enter the variable selection procedure based on the elastic net. For p = 0, as the result of skip-sampling the 559 original monthly variables are converted to 1677 quarterly variables. For p = 1 and p = 2, the corresponding number of variables to select from is 3354 and 5031, respectively. 
A Appendix
