Abstract-An event builder based on communication networks has been used in high-energy physics experiments, and various networks have been adopted, for example, IEEE 802.3 (Ethernet), asynchronous transfer mode (ATM), and so on. In particular, Ethernet is widely used because its infrastructure is very cost effective. Many systems adopt standard protocols that are designed for a general network. However, in the case of an event builder, the communication pattern between stations is different from that in a general network. The unique communication pattern causes congestion, and thus makes it difficulty to quantitatively design the network. To solve this problem, we have developed a simple network protocol for a data acquisition (DAQ) system. The protocol is designed to keep the sequence of senders so that no congestion occurs. We implemented the protocol on a small hardware component [a field programmable gate array (FPGA)] and measured the performance, so that it will be ready for a generic DAQ system. Index Terms-Computer networks, data acquisition (DAQ), field programmable gate arrays (FPGA), protocols, token networks.
When we employ the standard protocol, communication between the senders and the receiver is independent of , the number of senders, and thus the senders can transfer data to the receiver at any time. Some of the data packets (event-fragment data) may be dropped by the switches if they run out of buffer space. Consequently, congestion occurs. Clearly, packet loss decreases the transfer efficiency because the lost data must be retransmitted by the sender. Packet loss not only reduces the transfer efficiency, but also makes it difficult to design the network quantitatively because its behavior is strongly dependent on the network configuration and implementation of the devices (including switches, software, processors, etc.). To avoid such problems, a DAQ system has been developed that does not employ switches [3] . However, the system has a limit on the number of senders, and requires powerful PCs.
On the other hand, in many systems, the standard protocols are processed with a high-performance processor and a standard operating system (OS), such as Linux or UNIX. However, the required specification restricts the areas of application of network technologies in the system. For example, many of the front-end devices have physical constraints, such as chip size, board size, and power consumption, and thus the devices are not able to use powerful processors.
To resolve these problems, we have developed a new communication network protocol, the data collection protocol (DCP), which avoids congestion and is suitable for implementation on less powerful hardware.
II. DATA COLLECTION PROTOCOL
Congestion can occur in a network because many senders transmit data to the receiver at the same time. Therefore, to avoid congestion, we have designed a system in which only one sender is transmitting to the receiver at any one time. The senders are controlled with a special defined packet "token," and transmit 0018 data to the receiver sequentially. This is called a token passing mechanism.
As DCP avoids congestion, packet loss does not occur in the network. However, packet loss may still occur due to a bad packet or to a buffer overflow at the receiver. Bad packets are checked with an error check code as a frame check sequence (FCS) in an Ethernet frame [1] ; if a station receives a bad packet that has an incorrect check code, the packet is discarded. Buffer overflows are induced by an overload of the receiver. Generally, the receiver processes other tasks as well as event building. When the receiver is too busy to process other tasks, an overload occurs and buffer overflow can occur. Therefore, we have designed DCP with a mechanism to deliver data reliably.
We designed the DCP independent of the network layer in the open system interconnection (OSI) reference model [6] . Therefore, we can employ various network protocols. For experimental verification, we implemented DCP on an Ethernet network that has been widely used in event builders.
Ethernet switches have not only packet switching functions, but also many additional functions. To exclude any dependence on particular devices, we have designed the DCP to use only the packet switching function and full-duplex mode. A switch that has only a packet switching function is known as a switching hub (HUB).
A. Frame Structure
The DCP packet is encapsulated in an Ethernet frame. Fig. 2 shows the Ethernet frame structure [1] . The MAC header consists of a preamble, a start-of-frame delimiter, address fields, and a length or protocol-type field. The payload carries user data, and a DCP packet is encapsulated in this field. The FCS is used for error detection in an Ethernet frame. The DCP packet consists of a header and a payload. The header length is 16 B, and consists of a packet type and DCP parameters. The packet type is used for identifying a data packet or a control (such as a token) packet. The meaning of the parameters depends on the packet type. The DCP payload of a data packet carries user data (e.g., event-fragment data). In Ethernet, a minimum frame size is required for correct operation. If the length of a DCP packet is shorter than the minimum payload size (46 B), one or more extra bytes are added to the payload to bring the length to 46 B. If the length is larger than the maximum payload size (1500 B), the sender fragments the payload into multiple DCP packets, which the receiver reassembles. 
B. Token Passing Mechanism
For simplification, we limit our discussion to a single-receiver system. A multireceiver system will be considered in Section II-D.
The token passing mechanism has been used to manage multiple users' access to a shared resource, e.g., a computer, a memory device, or a network. IEEE802.5 (token-ring) and fiber-distributed-data-interface (FDDI) are well-known applications in networks. Fig. 3 shows the token passing mechanism in the DCP system. The time flow is from the top to the bottom. The system has one receiver and three senders. All senders are logically connected as a ring. We call the ring a logical token-ring, and the token circulates along the ring. Transmission of senders is controlled by the token. The receiver is not included in the ring, a feature of the system that reduces workload on the receiver. We can set the receiver far from senders because the transfer time between the senders and the receiver is independent on the mechanism of transmission.
On setup, the receiver decides the sequence of token passing and sets it to the senders. The first time, the sender selected by the receiver injects the token into the ring. The token has a ring-number and a token-number in its parameter fields. The ring-number is used for identifying its logical token-ring. The token-number is used for checking an incorrect token and is incremented by senders when the token is received. Therefore, the sender can calculate the next token-number to be received from the last received token-number and the number of senders in the ring. When a sender receives a token, the sender checks its token-number. If the number is correct, the sender transmits data in its buffer to the receiver with the packets. If the token-number is incorrect, the token is discarded and another correct token is recovered by timeout. When the sender finishes transmission, the token-number is incremented and the token is passed to the next sender. If the sender does not have any data to transmit, the token-number is incremented and the token is passed to the next sender.
If a sender has not received the token during a time interval, the sender requests the previous sender to retransmit the token with the expected token-number. The requests may occur at the same time by many senders. At this time, the sender that should retransmit the token is decided by the expected token-number as follows. The senders record the last token-number transmitted. Therefore, the sender to retransmit the token has the recorded token-number that is equal to the requested number. By this mechanism, only one sender is selected to retransmit the token.
As only one sender transmits to the receiver, DCP can avoid congestion. Moreover, chances of transfer from senders to the receiver are equalized, and therefore the transfer latency and buffer capacities of the senders are minimized.
C. Reliable Data Delivery
To deliver data reliably, we introduce a simple slidingwindow mechanism. The mechanism was developed from a data-acknowledge control method that confirms completion of transfer data with an acknowledgment (ACK) on a packet-by-packet basis.
In the sliding-window mechanism, DCP uses a sequence number (SN) and an ACK. Conceptually, each byte of data is assigned an SN. The senders transmit data to the receiver with the start SN and the data length. This mechanism enables the sender to transmit multiple bytes or packets before waiting for an ACK. A window is defined by the number of data bytes that the sender is allowed to send before waiting for an ACK. Initial window sizes are indicated in the setup procedure. In a sliding-window operation, for example, the sender may have an SN to send (numbered from 1 to 2000) to a receiver and the sender has a window size of 1000. The sender would then place a window around the first 1000 B and transmit them together. It would then wait for an acknowledgment. The receiver would respond with an ACK having , indicating that it has received bytes 1 to 1000, and is expecting byte 1001 next. The sender would then move the window 1000 B and transmit bytes 1001 to 2000. The receiver would respond with an ACK having , indicating that it is expecting sequenced byte 2001 next. When the receiver receives data, it compares the start SN and the expected SN. If these values are the same, the receiver transmits an ACK packet to the sender. If these values are not the same, the receiver sends the sender a retransmission request with an expected start SN, and then the sender retransmits data with the requested start SN to the receiver.
D. Multiple Logical Token-Rings
As our token-ring is a logical one, it is possible to establish multiple logical token-rings identified with a token-ring-number in the DCP header. This function is useful for a multireceiver system. In order to achieve the maximum throughput, we should understand required line capacities in the system, and bear this in mind when designing the network. In this subsection, we discuss the design of an example system.
The most important feature of DCP is that there is only one sender to transmit data to the receiver in one logical tokenring. Therefore, the receiver-strictly the receiver's Ethernet port-should belong to only one logical token-ring. On the other hand, a sender can always belong to multiple logical token-rings because there is only one token active for transmitting data to the receiver. Fig. 4 shows an example system with two logical token-rings. All senders belong to logical token-ring 1 and 2, and receivers 1 and 2 belong to logical token-ring 1 and 2, respectively. The different logical token-rings independently work and occupy bandwidths. To achieve the maximum throughput, all lines should have enough capacity. In the system, two senders can transmit data at the same time, so a line capacity between the switches is shared. Since the maximum transmission-rate of the senders is 100 Mb/s (100BAST-T), the required capacity is above 200 Mb/s and the switches connect each others through the 1000BASE-T (1 Gb/s) line. Incidentally, its extra bandwidth is 800 Mb/s, so we can extend the system for up to ten tokenrings. Fig. 5 shows the token passing mechanism in the system. The network works in full-duplex mode. In the network, packet loss does not occur because the switch can forward packets that have different destinations at the same time. Therefore, the two token passing schemes operate normally.
III. IMPLEMENTATION

A. Sender
DCP is simple enough to be implemented on a small hardware component, such as an FPGA or a programmable logic device (PLD). Thus, we implemented a sender on a hardware prototype system.
We designed the prototype on the assumption that it would use a commercially available Ethernet controller (EC) chip. As many of the chips have a PCI-bus interface, we employed a standard commercially available network interface card (NIC) and an FPGA card, which have PCI-bus interfaces. We also implemented the prototype on a PCI-bus add-on card to be inserted into a PCI-bus system. Fig. 6 shows a block diagram of the hardware prototype. Fig. 7 shows a photograph of the prototype. The prototype consisted of an FPGA card and an NIC. The prototype had only two cards, and no CPU or other processor. The NIC consisted of only one EC chip (REALTEK RTL8139D) [7] with a 100BASE-T interface and an FPGA card consisting of an FPGA (ALTERA EP1S10780C7ES) [8] . The photograph shows other components, but these were not used.
The prototype processes a received packet as follows. First, the packet is received by the EC on the NIC. Next, the direct memory access controller (DMAC) in the EC transfers the packet data from the EC to the FPGA via the PCI-bus. Finally, the FPGA processes the packet data.
The prototype transmits a packet as follows. First, the FPGA requests the DMAC to transfer the packet data. Next, the DMAC transfers the data from the FPGA to the EC via the PCI-bus. Finally, EC transmits the packet to the Ethernet network. 8 shows a block diagram of the FPGA. The FPGA consists of three blocks: a PCI interface, a DCP processor (DCP sender function), and a data generator block. The PCI interface is used for packet data transfer between the NIC and FPGA card. The DCP processor analyzes received packets and generates DCP packets. When the sender transfers data to a receiver, the processor encapsulates data from the data generator into DCP packets and Ethernet frames. The data generator produces test data to measure performance. As the percentage of logic elements used is smaller than 25%, we can adopt an FPGA of smaller size and lower cost. Recently, Gigabit Ethernet has also been widely used. DCP implementation with the Gigabit Ethernet interface is not difficult because the FPGA performance is sufficient for its implementation. 
B. Receiver
In event builders, a receiver usually builds events from event-fragment data, and PCs have been widely used for this. Thus, we implemented the receiver as a software application running under Linux. A standard protocol is generally processed with the OS, but the application is running in the user space, and is written using standard functions of the OS (e.g., socket functions). The specification of the PC is as follows: Celeron 1.0 GHz CPU, 256 MB RAM, and kernel version 2.4.
IV. MEASUREMENT
A. Setup
We constructed a test bed for measuring the DCP performance with the prototypes, and measured transfer rate variations from senders to the receiver. Fig. 9 shows the test bed with three senders, one receiver, and one HUB. The senders are the prototypes discussed in the previous section, and each sender transfers 100 MB of data to the receiver as fast as possible. The sender starts to transmit data to the sender upon arrival of the token. The data are fragmented into DCP payloads, and encapsulated in Ethernet frames. The sender transmits four frames per token hold, because the maximum number of frames that can be transmitted per token hold is limited for system stability and the receiver sends the limit value to the senders in the setup procedure; in this system, the value is four. The data packets are received and then forwarded by the HUB. To measure the dependence on the network devices, we use two different HUBs, and their specifications are summarized in Table I . Finally, the receiver, which is also the prototype discussed in the previous section, receives the data. We measured the transfer rate variations of each sender at the receiver using an additional software application implemented on the receiver. This additional application was written using Linux select functions and records the recording time and cumulative normally received data length from each sender when a software interrupt occurs. The interrupt is generated every 10 ms by the select functions. When measuring scalability, the test bed is configured so that there are two senders.
The transmission overhead time-including the token and DCP packet processing time-is 24.8 s per sender, which is determined by the hardware design. In this measurement, the sender transmits four packets per token hold. The total processing time for the packet overhead is 13.4 s, and the total transmitting time is 474.9 s. Therefore, we estimate that the total bandwidth occupancy for the user data is 93% .
B. Results
Fig . 10 shows the results for a two-sender system, and Fig. 11 shows the results for a three-sender system with HUB-A and HUB-B. In all of the results, the transfer rate decreased markedly every s. The receiver received packets during the time intervals that the decreases occurred because we could not observe the decrease with a measurement circuit for debugging the FPGA. The application recodes measured data every time software interrupt occurs. Therefore, we consider that the decrease was due to the uncertain time intervals between the interrupts, because the program is dependent on the kernel of the OS.
1) Transfer Behavior:
In the DCP system, the senders are given chances to transfer data fairly with the token passing mechanism. The senders transmit four frames to the receiver with the arrival of every token. In this measurement, we expected that all of the transfer rates from senders to the receiver would have nearly equal bandwidth occupancy for the user data, because all senders have the same amount of data. Fig. 10 shows the transfer rate variations of the two-sender system with HUB-A. The transfer rate variation is a function of the elapsed time. All senders transfer data fairly.
2) Scalability: We measured the DCP network scalability in the two and three-sender systems. We expected the transfer rates to be about 46% for the two-sender system, and about 30% for the three-sender system. Fig. 10 shows the results for the two-sender system with HUB-A. The transfer rate was about 46% bandwidth occupancy for the user data, which was the expected value. Fig. 11(a) shows the results for the three-sender system with HUB-A. All senders transferred data fairly, and the transfer rate was about 30% bandwidth occupancy for the user data, which was the expected value.
3) Dependence on HUBs: We measured the dependencies on different HUBs. Fig. 11(a) and (b) shows the results with HUB-A and HUB-B, respectively. Comparison of Fig. 11(a) and (b) revealed no dependence on the HUBs.
V. DISCUSSION
A. Dynamic Resource Assignments
The spent time for a sender to transmit data to the receiver per token hold is determined by the amount of data in its buffer at arrival of the token to the sender. The amount is proportional to its input data rate from an external device, such as a front-end device. If the input rate of a sender is higher than for other senders, the sender can use the network to transmit for a longer time. Therefore, the network resource is automatically assigned to the senders at each token arrival, and DCP attempts to make most efficient use of the network resources.
There are many techniques-called quality of service (QoS) techniques-for managing network resources in general networks [9] . These techniques are designed for general networks, and manage network resources between two points. Here, the point is a network device, such as a terminal, computer, router, switch, etc. Therefore, these QoS techniques have the same problems as the use of standard protocols in that they are designed for managing network resources between only two stations. As an event builder involves multiple senders and one receiver system, it is difficult to dynamically assign network resources with QoS techniques. Moreover, these techniques represent additional functions, and so special network devices are required. The performance of the system is dependent on these implementations [10] , [11] .
B. Comparison to TCP
The TCP/IP protocol suite is the de-facto networking standard for most common operating systems, and is widely used. For comparison to the data-transfer behavior of TCP, we measured the behavior in aggregating data flows as described below for DCP measurement.
1) Setup:
The network configuration was the same as that in the DCP measurements shown in Fig. 9 . In this measurement, we implemented the senders and receiver on Linux, and wrote software applications with socket functions. Table II summarizes the specifications of the PCs in the system.
To compare the TCP and DCP systems, we employed the same PC as the receiver. Each sender transferred 100 MB of data to the receiver as fast as possible. The software application used for measurement was the same as that used in DCP measurements, and it also ran on the receiver. Before these measurements, we confirmed that the average transfer rates of each connection were above 92% of the maximum bandwidth in a single connection.
2) Results: Fig. 12 shows the results obtained with HUB-A and HUB-B. In this measurement, the sender applications were started in the following order: sender 1, sender 2, sender 3. All transfer rate variations were very large, and the transfer behaviors were different from each other. These behaviors were too complex to allow prediction of performance. We were unable to obtain the same results under the same conditions, and thus these results are samples of the results obtained. However, only the order of senders that completed the transfer was always the same. Using HUB-A (see Fig. 12(a) ), sender 1 first completed transmission, followed by sender 3 and then 2. Using HUB-B (see Fig. 12(b) ), sender 2 finished first, followed by sender 3 and then 1.
As shown in Fig. 12(a) , sender 1 first mainly uses the network resource and transfers data to the receiver. When sender 1 completes a transfer, sender 3 mainly uses the network resource. When sender 3 completes transfer, sender 2 mainly uses the network resource. If sender 1 or sender 3 continues to transfer data, the transfer rate of sender 2 remains very low. In an actual system, this behavior-large transfer rate variations-results in uncertainty in transfer latency. This is a serious problem when designing a system because we cannot calculate the buffer sizes of senders and working memory size of the receiver to build an event from fragment event data distributed on the senders.
These results indicated that the TCP transfer behavior is dependent on the characteristics of the network devices. The main reason for these complicated behaviors is the retransmission mechanism of TCP. As TCP executes a best-effort transfer, all senders independently transmit data simultaneously, and thus packet loss can occur, resulting in retransmission. Due to these independent retransmission events, the behavior of TCP is very complex, and hence prediction of its performance is not straightforward.
3) Comparison: The data transfer behavior of TCP is complex. TCP is dependent on the HUBs, which have the same specification (see Table I ) as quoted by the manufacturers. This result shows that the packet-switching behavior is dependent on the internal structures of the switches, and thus it is difficult to predict or evaluate performance. Prediction of transfer latency is also difficult, and thus it is difficult to design a buffer size for senders and receivers.
In contrast to TCP, the data transfer behavior of DCP is quite simple. It does not have any dependence on the HUBs, and we can predict its behavior. The chances to transfer regularly come to all senders within a given interval, because the amount of data transmitted per token hold is limited, and the maximum transfer time can be calculated. Moreover, by virtue of dynamic resource assignments, the data are transferred efficiently. Therefore, DCP allows minimization of the data transfer latency and buffer capacities of the senders.
VI. CONCLUSION
We have developed a new communication network protocol (DCP) for a data acquisition system that avoids congestion by controlling the senders that transmit data to the receiver with the token passing mechanism. As the protocol avoids congestion, packet loss does not occur in the network, which makes it possible to predict the transfer behavior. The protocol is sufficiently simple and compact to allow implementation on a small hardware device. It also has small transfer latency and provides reliable data delivery.
From the results described above, we conclude that DCP is a suitable protocol for a data acquisition system.
