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Abstract
It is shown that there are many elliptic invariant tori, and thus quasi-periodic solutions, for the completely
resonant nonlinear wave equation subject to periodic boundary conditions via KAM theory.
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1. Introduction and main results
The main conclusion arrived at this paper will be that there are plenty of quasi-periodic solu-
tions of the completely resonant nonlinear wave equations:
utt − uxx + u3 = 0. (1.1)
In the early 1990s, the KAM theory has been significantly generalized to infinitely dimensional
Hamiltonian systems so as to show that there is quasi-periodic solution for some classes of partial
differential equations. Let us focus our attention to the following nonlinear wave equation
utt − uxx + V (x)u+ u3 + h.o.t. = 0, (1.2)
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there are many elliptic invariant tori for (1.2) with Dirichlet boundary condition, when the poten-
tial V is lying on the outside of the set of some “bad” potentials. It is easy to see that the motions
on the tori are quasi-periodic in time. Assuming the potential V depends on n-parameters,
namely, V = V (x;a1, . . . , an), Kuksin [15,16] showed that there are many quasi-periodic so-
lutions of (1.2) for “most” (in the sense of Lebesgue measure) parameters a’s. Bobenko and
Kuksin [3] and Pöschel [23] investigated the case V (x) ≡ m> 0. In order to use the KAM the-
ory, it is necessary to assume that there are some parameters in the Hamiltonian corresponding
to (1.2). When m> 0, these parameters can be extracted from the nonlinear term u3 by Birkhoff
normal form [23], or by treating (1.2) as a perturbation of sine-Gordon equation [3]. In [23] it
was remarked that the same result holds also for m ∈ (−1,0). In [27], it was proven that there
are many hyperbolic–elliptic invariant tori for (1.2) when V (x)≡m ∈ (−∞,−1)\Z. See [5,8,9]
for periodic boundary condition. All works mentioned above do not conclude the case V (x)≡ 0,
which was called completely resonant by Pöschel [23, p. 274].
Is there any quasi-periodic solution (or invariant torus, equivalently) of (1.2) when V (x)≡ 0?
This problem has remained open for a relatively long time, which is proposed or concerned by
many authors, such as Pöschel [23], Craig and Wayne [10], Kuksin [17], Bourgain [6] and Marmi
and Yoccoz [20]. In the present paper, we will prove that there are many quasi-periodic solutions
in the neighborhood of a periodic solution being uniform in the space for the completely resonant
nonlinear wave equation.
Theorem 1. Arbitrarily fix an integer d > 0. Let b > 0 be a constant sufficiently small. Consider
the completely resonant nonlinear wave Eq. (1.1) subject to the periodic b.c. x ∈ S1 := R/2πZ.
For any constant  with1 0 <   1, there are a subset Ω ⊂ [b,2b] with2 meas(Ω) > b(1 −
O(b1/10)) and a subset Nd = {n1, . . . , nd} ⊂ N, and further, there is a subset Σ ⊂ Σ := Ω ×
[1,2]d+1 with meas(Σ \ Σ)  0.15, such that for any (ω, ξ0, ξ1, . . . , ξd) ∈ Σ , the nonlinear
wave equation (1.1) possess a solution of the form
u(t, x)= u0(t)+ 2c2/32 ξ20S11(ωt)p˜0
(
ω˜0t +O
(
0.1
))+ S12(ωt)c1/32 ξ0q˜0(ω˜0t +O(0.1))
+ 1.5
∑
j∈Nd
1√
2πj
√
ξj cos ω˜j t cos jx +O
(
3
)+ O(ω7/9), (1.3)
where
u0 = 4
√
2ω
∞∑
n=1
cˆ(n) cos(2n− 1)ωt, cˆ(n)= 1
e−π(n−1/2) + eπ(n−1/2) ,
S11 =
(
1∑∞
n=1 cˆ(n)
) ∞∑
n=1
cˆ(n) cos(2n− 1)ωt,
S12 = ω−1
(∑
n=1
cˆ(n)(2n− 1)2
)−1∑
n
cˆ(n)(2n− 1) sin(2n− 1)ωt,
1 It will be shown that   bC with some constant C > 1.
2 Here “meas” means Lebesgue measure.
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ing to Hamiltonian 12 p˜
2 + 14c1q˜4 with initial conditions (q˜0(0), p˜0(0)) = (c−1/41 ,0). Moreover,
the obtained solution u(t, x) is even and 2π periodic in x and quasi-periodic in time t of the
frequencies ω˜ = (ω, ω˜0)⊕ (ω˜j )j∈Nd with an absolute constant c such that
|ω˜0 −ω0|, |ω˜j −ωj | c4.5,
where ω0,ωj as functions of ξ = (ω, ξ0, (ξj )j∈Nd ) are defined by
ω0 = c4
(
1 +O())ξ0 + 2 ∑
j∈Nd
c6
(
1 +O())ξj j−1,
ωj = μj + j−1c52 + 3
∑
i∈Nd
(ij)−1c∗ij ξi , j ∈Nd.
The constants c1 ≈ 0.025ω−6, c2 ≈ 0.17ω−3/2, c4, c5, c6 and c∗ij ’s depend smoothly (in Whit-
ney’s sense) on ω or/and ξ0, and they will be defined in Section 8. Finally, the obtained solution
u(t, x) moves on an rotational elliptic invariant torus with rotational number ω˜.
Outline of the proof. Let u0(t) be a nonzero solution of the equation u¨0 +u30 = 0. In this paper,
we will construct the invariant tori or quasi-periodic solutions in the neighborhood of the solution
u0(t) which is uniform in space and periodic in time. To that end, inserting u= u0 +u into (1.1)
we get
utt − uxx + 3u20(t)u+  · (h.o.t.)= 0, x ∈ S1. (1.4)
In considerably rough speaking, by the averaging method we reduce this equation to
utt − uxx + 3û20(0)u+  · (h.o.t.)= 0, x ∈ S1, (1.5)
where û20(0) = 12π
∫ 2π
0 u
2
0(t) dt 
= 0. Then we construct the invariant tori or quasi-periodic solu-
tions of (1.5) by advantage of û20(0) 
= 0. At this time, we should deal with (1.5) by the same
way as in [23]. Unfortunately, one of the frequencies of the Hamiltonian corresponding to (1.5)
is zero (see (1.9)). This causes the “integrable” part of the Hamiltonian seriously degenerate,
incurring great expanse in using KAM technique. This thus explains why the present paper is so
long. 
In that line, the rest of this paper is organized as follows. In Section 2, we find the periodic
solution u0(t) of u¨0 + u30 = 0 with its frequency ω and show that û20(0) 
= 0. In Section 3, we
consider a family of Hamiltonian functions
Hn =
√
λnznz¯n + 3u
2
0(t)√ (zn + z¯n)2, λn 
= 0, n ∈ N = {1,2, . . .}. (1.6)4 λn
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KAM theory [4, Chapter 5], [12] we reduce (1.6) to
Hn = μnznz¯n, μn =
√
λn + 3
nπ
ω2 +O(ω23/9/n), n ∈ N, (1.7)
where λn is the eigenvalues of the Sturm–Liouville problem
−y′′ = λy, x ∈ S1, ′ = d
dx
.
In Section 4, by the Floquet theory we reduce the Hamiltonian
H0 = 12y
2
0 +
λ0
2
x20 +
3u20(t)
2
x20 , λ0 = 0, (1.8)
to
H0(q,p)= 12c0ω
2p2, (1.9)
where c0 is a constant defined in (4.4). In Section 5 we restrict us to find a solution which is even
in the space variable x. This excludes the multiplicity of the eigenvalues λn. That is, we can write
u(t, x)=∑n0 xn(t) cosnx. From this we get a Hamiltonian corresponding to (1.4) which reads
H = 1
2
∑
n0
y2n + λnx2n +
3
2
u20(t)x
2
n + G3 + 2G4, (1.10)
where G3 (and G4, respectively) is a polynomial of order 3 (and 4, respectively) in variables
x0, x1, . . . . Introducing the complex variables we rewrite (1.10) as
H = 1
2
y20 +
3
2
u20(ϑ)x
2
0 +
∑
n1
√
λnznz¯n + 34
u20(t)√
λn
(zn + z¯n)2 + G3 + 2G4. (1.11)
Applying the results of Sections 3 and 4 to (1.11) we get
H :=H ◦Ψ = 1
2
(
c0ω
2)p2 +∑
n>0
μnznz¯n + G˜3 + 2G˜4. (1.12)
Notice that G˜3 and G˜4 involve the time t . Let ϑ = ωt be an angle-variable and J = Const be an
action-variable. Then (1.12) can reads
H :=H ◦Ψ = 1
2
(
c0ω
2)p2 + Jω+∑
n>0
μnznz¯n + G˜3 + 2G˜4, (1.13)
which is autonomous. In Section 6, we kill the perturbation G˜3 by Birkhoff normal form.
In Section 7, we kill the non-resonant part of the perturbation G˜4 by Birkhoff normal form,
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killing G˜4. Now we get a Hamiltonian
H = 1
2
(
c0ω
2)p2 + 2χ̂04(0)q4 + 3O(q5)+∑
n
=0
μnznz¯n + Jω
+
∑
j
(Ĝ4q2jj (0)22q2 + 3O(q3))zj z¯j
+
∑
i∈Nd,j∈N
(
32Ĝ4iijj (0)+ 3O(q)
)
zi z¯izj z¯j + small perturbation. (1.14)
In Section 8, action-angle variables (I0, φ0) corresponding to (q,p) are introduced, then (1.14)
reads
H = 2/3c3I 4/30 +
∑
j>0
μjzj z¯j + Jω+ Γ (I0, φ0)+
∑
j>0
Γj (I0, φ0)zj z¯j
+
∑
j∈N,i∈Nd
Γij zi z¯izj z¯j +
∑
j∈N,i∈Nd
62Ĝ4iijj (0)zi z¯izj z¯j + small perturbation. (1.15)
Using the averaging method we remove the dependence of Γ , Γj and Γij on the angle vari-
able φ0. After this, we get a Hamiltonian H = H0 + small perturbation, where H0 is integrable
and “twist.” The “twist” property can provide the parameters which we need in using KAM tech-
nique. In Section 9, we verify that the conditions of A KAM theorem by Kuksin and Pöschel
are satisfied for the Hamiltonian obtained in Section 8. And using the KAM theorem, we get
that there are many elliptic invariant tori (and thus quasi-periodic solutions) for the Hamil-
tonian. Finally, going back to the original equation, we get the quasi-periodic solutions of (1.1).
In Section 10, we give out an outline of the proof in order to show that there are many hyperbolic–
elliptic tori for utt − uxx − u3 = 0 subject to Dirichlet boundary condition. In Appendix A, we
give out the measure estimates of some sets.
Remarks. 1. Bourgain [6], Bambusi and Paleari [1], Berti and Bolle3,4 and Gentile, Mastropietro
and Procesi [13] constructed countably many families of periodic solutions for the nonlinear
wave equation utt − uxx ± u3 + h.o.t. = 0. See also [7,10,19] and the references therein for the
related problems. More recently, Procesi [24] and Baldi5 constructed quasi-periodic travelling-
wave-like solutions of 2-dimensional frequency and of Lebesgue measure 0 for the completely
resonant nonlinear wave equations. Their construction of quasi-periodic solutions is concise and
elegant. Biasco and Gregorio6 proved the existence and multiplicity of small amplitude periodic
solutions of (1.2) with small V (x)≡m> 0.
2. The solution u(t, x) is real analytic in R × S1. The proof is from [23, Lemma 1, p. 278].
3 M. Berti, P. Bolle, Periodic solutions of nonlinear wave equations with general nonlinearity, preprint.
4 M. Berti, P. Bolle, Cantor families of periodic solutions for completely resonant nonlinear wave equations, preprint.
5 P. Baldi, Quasi-periodic solutions of the equation utt − uxx + u3 = f (u), preprint.
6 L. Biasco and Gregorio, Time periodic solutions for the nonlinear wave equation with long minimal period, preprint.
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In this section, we consider the integrable system
x˙ = y, y˙ + x3 = 0. (2.1)
Any nontrivial solution of this system is periodic and it lies on the curve of energy
1
2
y2 + 1
4
x4 = h, (2.2)
where h > 0 is an arbitrary constant. Assume (u0(t), u˙0(t)) is a solution to (2.1) with its initial
conditions u0(0)= (4h)1/4 and u˙0(0)= 0. It is easy to get
u0(t)= (4h)1/4 cn
(
(4h)1/4t, k
)
, (2.3)
where cn is the Jacob elliptic function. Let
ω = π√
2K
h1/4, here K =K(k)=
1/
√
2∫
0
dx√
(1 − x2)(1 − k2x2) . (2.4)
Then we can get, for t in some strip domain | Im t |< σ0 with σ0 > 0 a sufficiently small constant
(see [14, p. 911]),
u0(t)= 4
√
2ω
∞∑
n=1
1
e−π(n−1/2) + eπ(n−1/2) cos(2n− 1)ωt. (2.5)
Thus, T = 2π/ω is the period of u0(t). By a simple calculation, we get
û20(0) :=
1
T
T∫
0
u20(t) dt =
2
π
ω2. (2.6)
3. Reducibility with λn = 0 via KAM theory
In this section, we will investigate the reducibility of a family of equations:
q¨ + λnq + 3u20(t)q = 0, n ∈ N, (3.1)
where λn = n2 and u0 = u0(t) solving Eq. (2.1) with the period 2π/ω (see Section 2). The set N
consists of all positive integers. For a positive constant σ0 (we do not care about its size), let
Θ(σ0)=
{
ϑ ∈ C: | Imϑ |< σ0
}
. (3.2)
In view of (2.5) we have
sup
∣∣u0(t)∣∣ Cω. (3.3)t∈Θ(σ0)
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their values.) Therefore, if ω  1, Eq. (3.1) can be regarded as a small perturbation of the linear
equation of constant coefficient
q¨ + λnq = 0, n ∈ N. (3.4)
So it is possible to reduce (3.1) to a linear equation of constant coefficient by KAM theory in-
stead of the Floquet theory. Here, the advantage of KAM theory is that the characteristic number
of (3.1) can be explicitly obtained. It is worth to point out that we will, indeed, encounter the
small divisor problem because of the infinite dimensionality of (3.1). Rewrite (3.1) as a Hamil-
tonian system
q˙ = p, p˙ = −λnq − 3u20(t)q, n ∈ N, (3.5)
where the Hamiltonian function is
H = 1
2
p2 + λn
2
q2 + 3u
2
0(t)
2
q2, n ∈ N. (3.6)
Note u0(t) is periodic with its frequency ω. We can expand it into Fourier series
u0(t)=
∑
j∈Z
uˆ0(j)e
√−1jωt . (3.7)
By abuse of notation, we set
u0(ϑ)=
∑
j∈Z
uˆ0(j)e
√−1jϑ . (3.8)
Since the function u0(t) is one of Jacob elliptic functions (2.3) or (2.5), u0(ϑ) is analytic in the
domain Θ(σ0). Let J be a constant. Introducing a pair of action-angle variables (J,ϑ), then (3.6)
becomes into an autonomous Hamiltonian
Hn = 12p
2 + λn
2
q2 + Jω + 3u
2
0(ϑ)
2
q2, n ∈ N. (3.9)
For the symplectic transformation
Ψn,−1: q = λ−1/4n q˜, p = λ1/4n p˜, (3.10)
Hamiltonian (3.9) becomes into
Hn = 12
√
λn
(
p˜2 + q˜2)+ Jω+ 3u20(ϑ)
2
√
λn
q˜2. (3.11)
Moreover, by the symplectic transformation
Ψn,0: z = 1√
(
q˜ +√−1p˜), z¯ = 1√ (q˜ − √−1p˜), (3.12)2 2
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Hn =
√
λnzz¯+ Jω + ω
2
4
√
λn
α(ϑ)(z+ z¯)2, α(ϑ)= 3u20(ϑ)/ω2, (3.13)
where the symplectic structure is
√−1dz∧ z¯. In view of (2.5),
sup
ϑ∈Θ(σ0)
∣∣α(ϑ)∣∣<C, sup
ϑ∈Θ(σ0)
∣∣∂ωα(ϑ)∣∣<Cω−1. (3.14)
By (2.6),
αˆ(0)= 1
2π
2π∫
0
α(ϑ)dϑ = 6
π
. (3.15)
The task of reducing Hamiltonian (3.6) will be finished by running an iterative lemma below. To
state our iterative lemma, we introduce some notations. Let
σm = σ0
(
1 −
∑2m
j=1 j−2
2
∑∞
j=1 j−2
)
, σ ′m = σ0
(
1 −
∑2m+1
j=1 j−2
2
∑∞
j=1 j−2
)
, m= 1,2,3, . . . . (3.16)
(Note σm > σ0/2 and σm > σ ′m > σm+1.) And set
Θ(σm)=
{
ϑ ∈ C: |ϑ |< σm
}
, m= 0,1,2, . . . , (3.17)
ω1 = ω2, ω2 = ω23/9, ω3 = ω33/9, ωm = ω(25/18)m, m= 4,5, . . . . (3.18)
For a function (or vector, or matrix) f = f (ϑ,ω) defined on a closed set S ⊂ Θ × [b,2b] with
0 < b  1, set
‖f ‖S = sup
(ϑ,ω)∈S
∣∣f (ϑ,ω)∣∣, ‖f ‖1,S = sup
(ϑ,ω)∈S
∣∣∂ωf (ϑ,ω)∣∣,
where | · | is the absolute value (or norm of vector, or norm of matrix) and the derivative ∂ω is in
the Whitney’s sense.
Definition 3.1. If ‖f ‖S  C and ‖f ‖1,S Cω−10/9, then we write f = ð(1). If f is independent
of ϑ , in particular, we still write f = ð(1) in order to simplify the notation.
Lemma 3.2 (Iterative lemma). Assume there are a family of Hamiltonian functions:
Hn,j = λ˜n,j zz¯+ Jω+ωj
(
1
2
ζ11,n,j (ϑ)z
2 + ζ12,n,j (ϑ)zz¯+ 12ζ22,n,j (ϑ)z¯
2
)
, (3.19-j )
where j = 1,2, . . . ,m; n ∈ N, and
‖ζrs,n,j‖Θ(σj )×Ωj = λ−1/2n ð(1), r, s = 1,2; j = 1, . . . ,m, (3.20-j )
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√
λn, λ˜n,j =
√
λn +
j∑
l=1
μn,j,l , j  2, (3.21-j )
where
μn,j,1 = 3ω
2
π
√
λn
, μn,j,l = λ−1/2n ωlð(1), l = 2, . . . ,m. (3.22-j )
There are a family of closed subsets7 Ωj (j = 1, . . . ,m)
Ωm ⊂ · · · ⊂Ωj+1 ⊂Ωj ⊂ · · · ⊂ [b,2b] :=Ω, measΩj  j−2b
(
1 − b1/9) (3.23-j )
such that, for ω ∈Ωj , k ∈ Z, n ∈ N, j = 1, . . . ,m,∣∣∣∣12kω± λ˜n,j
∣∣∣∣−1  Cω−10/9j2(4 + |k|)2, (3.24-j )
Consider the subfamily of Hamiltonian functions Hn,m (n ∈ N). Then there are a family of linear
symplectic transformations
Ψn,m:
(
z
z¯
)
= (Id + fn,m(ϑ,ω))(z
z¯
)
, n ∈ N, (3.25)
where Id is the 2 × 2 unit matrix and fn,m = fn,m(ϑ,ω) is the 2 × 2 function matrix, defined in
the domain Θ(σm+1) × Ωm, of period 2π in ϑ , analytic in ϑ ∈ Θ(σm) for fixed ω ∈ Ωm, and
sufficiently smooth (in the sense of Whitney) in ω ∈Ωm for fixed ϑ , and
‖fn,m‖Θ(σm+1)×Ωm = λ−1/2n ω7/18m ð(1) (3.26)
such that the Hamiltonian Hn,m (n ∈ N) are changed into
Hn,m+1 = λ˜n,m+1zz¯+ Jω
+ωm+1
(
1
2
ζ11,m+1(ϑ)z2 + ζ12,m+1(ϑ)zz¯+ 12ζ22,m+1(ϑ)z¯
2
)
, (3.27)
where the Hamiltonian Hn,m+1 is defined in the domain Θ(σm+1)×Ωm+1 and λ˜n,m+1 satisfies
conditions (3.21-(m+ 1)) to (3.24-(m+ 1)), and ζ11,m+1’s satisfy condition (3.20-(m+ 1)).
Proof. The symplectic changes Ψn,m’s will be produced by the time-1 map of the flow of the
Hamiltonian F =Fm:
Fm = ωmF = ωm
(
1
2
β11(ϑ)z
2 + β12(ϑ)zz¯+ 12β22(ϑ)z¯
2
)
, (3.28)
7 The existence of these closed sets Ωj ’s and their Lebesgue measure estimate will be given out in Lemma 3.4 below.
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Then Hamiltonian (3.13) is changed by the symplectic transformation X1F into
Hn,m+1 :=Hn,m ◦X1F
= λ˜n,mzz¯+ Jω (3.29)
+ωm
(
1
2
ζ11,n,m(ϑ)z
2 + ζ12,n,m(ϑ)zz¯+ 12ζ22,n,m(ϑ)z¯
2
)
(3.30)
+ωm{λ˜n,mzz¯+ Jω,F } (3.31)
+ω2m
{
1
2
ζ11,n,m(ϑ)z
2 + ζ12,n,m(ϑ)zz¯+ 12ζ22,n,m(ϑ)z¯
2,F
}
(3.32)
+ω2m
1∫
0
(1 − t){{Hn,m,F },F} ◦XtF dt. (3.33)
Note that the symplectic structure is
√−1dz∧ z¯+ dJ ∧ dϑ . We now compute (3.31):
ω−1m · (3.31)=
√−1λ˜n,m
(
β22z¯
2 − β11z2
)+ 1
2
(ω · β ′11)z2 + (ω · β ′12)zz¯+
1
2
(ω · β ′22)z¯2, (3.34)
where the prime ′ = d
dϑ
. In view of (3.30) and (3.34), like the usual KAM procedure, we hope
the unknown functions β(ϑ)’s satisfy the following equations:
1
2
ω · β ′11 −
√−1λ˜n,mβ11 = 12ζ11, (3.35)
ω · β ′12 = ζ12 − ζ̂12(0), (3.36)
1
2
ω · β ′22 +
√−1λ˜n,mβ22 = ζ22, (3.37)
where we have omitted the subscripts n,m of ζ ’s. If we can find β’s satisfying the above three
equations, then
(3.30)+ (3.31)= ωmζ̂12,n,m(0)zz¯.
In particular, for m= 0,
(3.30)+ (3.31)= ω
2
2
√
λn
αˆ(0)zz¯ = 3ω1
π
√
λn
zz¯.
Let
λ˜n,m+1 = λ˜n,m +ωmζ̂12,n,m(0). (3.38)
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(3.22-(m+ 1)). The condition (3.23-(m+ 1))and (3.24-(m+ 1)) will be verified in Lemma 3.4.
We are now in position to find a solution of (3.35)–(3.37). Formally write
βij (ϑ)=
∑
k∈Z
βˆij (k)e
√−1kθ , ζ(ϑ)=
∑
k∈Z
ζˆ (k)e
√−1kθ ,
where βˆ12(0)= 0. Then put them into (3.35)–(3.37), we get
βrr (ϑ)=
∑
k∈Z
−√−1
kω± 2λ˜n,m
ζ̂rr (k)e
√−1kθ , r = 1,2, (3.39)
where ± = − when r = 1 and ± = + when r = 2, and
β12(ϑ)=
∑
0
=k∈Z
−√−1
kω
ζ̂12(k)e
√−1kθ . (3.40)
Since ζ(ϑ)’s are analytic in Θ(σm),∣∣ζˆ (k)∣∣ ‖ζ‖Θm×Ωme−|k|σm  Cλ−1/2n e−|k|σm, (3.41)
where (3.20-m) is used. Thus, in view of (3.24-m), we get, for r = 1,2,
sup
ϑ∈Θ(σ ′m)
∣∣βrr (ϑ)∣∣∑
k∈Z
∣∣∣∣ −2√−1
kω − 2λ˜n,m
∣∣∣∣∣∣ζ̂rr (k)∣∣∣∣e√−1kθ ∣∣
 C
∑
k∈Z
ω−10/9m2|k|2e−σm|k|e|k|σ ′m. (3.42)
In order to finish the proof of this lemma, we need the following lemma.
Lemma 3.3. For δ > 0, ν > 0, the following inequality holds true:
∑
k∈ZN
e−2|k|δ|k|ν 
(
ν
e
)ν 1
δν+N
(1 + e)N .
Proof. The proof can be found in [4, pp. 21, 22]. 
By applying Lemma 3.3 to (3.42) we get, for r = 1,2 and (ϑ,ω) ∈ (Θ(σ ′m),Ωm)∣∣βrr(ϑ)∣∣Cλ−1/2n m2(σm − σ ′m)−3ω−10/9  Cλ−1/2n m8ω−10/9. (3.43)
(Recall ω ∈ [b,2b].) In order to estimate ∂ωβ’s, we need the following some estimates. By (3.43)
and (3.21-m),
sup
ϑ∈Θ(σ ′ )
∣∣λ˜n,mβrr (ϑ)∣∣ Cm8ω−10/9. (3.44)
m
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|∂ϑβrr | =
∣∣∣∣∑
k∈Z
k
kω − 2λ˜n,m
ζ̂rr (k)e
√−1kθ
∣∣∣∣ Cλ−1/2n ω−10/9m2∑
k∈Z
|k|3e−|k|(σm−σ ′m)
 Cm10λ−1/2n ω−10/9. (3.45)
By (3.20-m) and Definition 3.1,
sup
(ϑ,ω)∈Θ(σ ′m)×Ωm
∣∣∂ωζrr (ϑ,ω)∣∣ Cλ−1/2n ω−10/9. (3.46)
By (3.21-m) and (3.22-m),
|∂ωλ˜n,m| Cλ−1/2n ω. (3.47)
Applying ∂ω to (3.35) and (3.37) we have
1
2
ω∂ϑ(∂ωβrr )±
√−1λ˜n,m(∂ωβrr )= 12∂ωζrr −
1
2
β ′rr ±
√−1(∂ωλ˜n,m)βrr . (3.48)
By (3.45)–(3.47) we get
sup
(ϑ,ω)∈Θ(σ ′m)×Ωm
∣∣(3.48)∣∣ Cm10λ−1/2n ω−10/9. (3.49)
As the same procedure solving Eqs. (3.35) and (3.37), we see that ∂ωβrr ’s (r = 1,2) satisfy
Eq. (3.48) and
sup
(ϑ,ω)∈Θ(σ ′m)×Ωm
|∂ωβrr | Cm20λ−1/2n ω−20/9. (3.50)
Now let us estimate β12. Note that |kω|  ω when k 
= 0. Similarly (in fact, the proof is easier
since there is no small divisor in this case), we get, for (ϑ,ω) ∈ (Θ(σ ′m),Ωm),∣∣β12(ϑ)∣∣Cλ−1/2n ω−1, |∂ωβ12|Cω−19/9. (3.51)
We are now in position to estimate the flow XtF . To this end, let
B(ϑ,ω)= 1
2
(
β11(ϑ) β12(ϑ)
β12(ϑ) β22(ϑ)
)
, J = √−1
(
0 −1
1 0
)
. (3.52)
By (3.43), (3.50), (3.51), we have ‖B‖Θ(σ ′m) = ω−10/9m20λ−1/2n ð(1). Then the vector field of the
Hamiltonian F is as follows
d
(
z
)
= ωmJB(ϑ)
(
z
)
,
dϑ = ω. (3.53)
dt z¯ z¯ dt
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(
z(t)
z¯(t)
)
=
(
z(0)
z¯(0)
)
+
t∫
0
ωmJB
(
ωt + ϑ(0))(z(t)
z¯(t)
)
dt, t ∈ [0,2π/ω], (3.54)
where (z(0), z¯(0),ϑ(0)) is the initial value. By (3.18), we have∣∣ω11/18m m20ω−10/9∣∣ C, m= 1,2, . . . .
In view of (3.43), (3.50) and (3.51), we get, for (ϑ,ω) ∈ (Θ(σ ′m),Ωm),
ωmJB(θ,ω)= λ−1/2n ωmω−10/9m20ð(1)= λ−1/2n ω7/18m ð(1). (3.55)
In view of (3.53)–(3.55), using the contract mapping principle we get there is a matrix fn,m
defined in the domain Θ(σm+1)×Ωm such that
‖fn,m‖Θ(σm+1)×Ωm = λ−1/2n ω7/18m ð(1) (3.56)
and (
z(t)
z¯(t)
)
= (Id + fn,m(ωt + ϑ(0))(z(0)
z¯(0)
)
. (3.57)
This completes the proof of (3.25), (3.26). Moreover, by (3.56) and (3.57),
XtF = Id + λ−1/2n ω7/18m ð(1), t ∈ [0,1]. (3.58)
Finally, let us estimate the smaller terms (3.32) and (3.33). Note that those terms are a polynomial
of degree 2 of z, z¯. So we can write
(3.32)+ (3.33)= ω2m
(
1
2
ζ˜11,n,m+1(ϑ)z2 + ζ˜12,n,m+1(ϑ)zz¯+ 12 ζ˜22,n,m+1(ϑ)z¯
2
)
, (3.59)
where ζ˜rs,n,m+1’s are a linear combination of the terms βrs and ζpq,n,m’s with r, s,p, q = 1,2.
By (3.43) and (3.50)–(3.52), we get βrs = λ−1/2n m20ω−10/9ð(1). By (3.20-m), ζpq,n,m =
λ
−1/2
n ð(1). Therefore,
ζ˜rs,n,m+1 = λ−1/2n m20ω−11/9ð(1).
Then
ζrs,n,m+1
def.= ω11/18m ζ˜rs,n,m+1 = λ−1/2n ð(1),
since ω11/18m m20ω−11/9  1 if ω  1. Note ω2−11/18m = ωm+1. This completes the proof
of (3.20-(m+ 1)). In order to finish the proof of (3.23) and (3.24), we need the following lemma.
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λ˜n,j = n+ 3
nπ
ω2 + 1
n
ω23/9ð(1), j ∈ N. (3.60)
Let
Rk,n,j =
{
ω ∈ [b,2b]: ∣∣kω± 2λ˜n,j ∣∣ ω10/9
j2(4 + |k|)2
}
, k, n ∈ Z, j ∈ N. (3.61)
Then
meas
( ⋃
k∈Z,n∈N
Rk,n,j
)
 b
10/9
j2
. (3.62)
Proof. The proof is similar to those of Lemmas 6.1 and 6.2. Here we omit it. 
Let
Ωj+1 =Ωj
∖ ⋃
k,n∈Z
Rk,n,j .
Then (3.23-j ) and (3.24-j ) hold true. The proof of Lemma 3.2 is now complete. 
Let
Ω =
∞⋂
j=1
Ωj .
Then, by (3.23-j ), we have
measΩ > b
(
1 − b1/9).
Note
σ0 > σ1 > · · ·> σm → σ02 .
Thus,
Θ(σ0)⊃Θ(σ1)⊃ · · · ⊃Θ(σm)⊃ · · · ⊃Θ
(
σ0
2
)
.
By (3.58), we have
Ψn,m =X1F = Id + fn,m = Id + λ−1/2n ω7/18m ð(1).
In view of |λ−1/2n ω7/18m ð(1)|< 12 (σm − σm+1), we have
Ψn,m: Θ(σm+1)×Ωm →Θ(σm)×Ωm−1, n,m ∈ N.
where Ω0 := [b,2b]. Let
Ψn,∞ := lim (Ψn,1 ◦ · · · ◦Ψn,m). (3.63)m→∞
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argument (see [16, Lemmas 2.4 and 2.5, pp. 63, 64]), we get that the map Ψn,∞ is well defined
on the domain Θ(σ0/2)×Ω and
‖Ψn,∞ − Id‖Θ(σ0/2)×Ω  Cλ−1/2n ω7/9. (3.64)
In view of (3.14), Hamiltonian Hn in (3.13) satisfies the conditions (3.19-j ) through (3.23-j )
with j = 1 in Lemma 3.2. So the iterative Lemma 3.2 can run repeatedly. Thus, we have the
following Lemma 3.5.
Lemma 3.5. Assume λn = n2. Then Hamiltonian (3.6) is changed into
H ◦Ψn,∞ = μnzz¯+ Jω,
where J is a constant and
μn := lim
m→∞ λ˜n,m = n+
3
nπ
ω2 + ω
23/9
n
ð(1), n ∈ N. (3.65)
Lemma 3.6. Assume the coefficients of (3.19-m) (we let j =m) satisfy the following conditions:
the function ζ12,n,m are even in ϑ and ζ11,n,m(−ϑ)= ζ22,n,m(ϑ). Then we have
β12(−ϑ)= −β12(ϑ), β11(−ϑ)= −β22(ϑ) (I)
and
ζ11,n,m+1(−ϑ)= ζ22,n,m+1(ϑ), ζ12,n,m+1(−ϑ)= ζ12,n,m+1(ϑ), (II)
where the β’s are defined in (3.28) and the ζ ’s are defined by (3.19-(m+ 1)).
Proof. Since ζ12,n,m is even function of ϑ , we get ζ̂12,n,m(−k)= ζ̂12,n,m(k). By (3.40), we have
β12(−ϑ) = −β12(ϑ). Since ζ11,n,m(−ϑ) = ζ22,n,m(ϑ), we get that ζ̂11,n,m(−k) = ζ̂22,n,m(k).
Then by (3.39) we get β11(−ϑ)= −β22(ϑ). This finishes the proof of (I). In order to show (II),
we need the following claim.
Claim. Assume W possesses property (∗):
W = 1
2
w11(ϑ)z
2 +w12(ϑ)zz¯+ 12w22(ϑ)z¯
2 (∗)
with w11(−ϑ)=w22(ϑ) and w12(−ϑ)=w12(ϑ), and let V possesses property (∗∗):
V = 1
2
v11(ϑ)z
2 + v12(ϑ)zz¯+ 12v22(ϑ)z¯
2 (∗∗)
with v11(−ϑ) = −v22(ϑ) and v12(−ϑ) = −v12(ϑ). Then the Poisson bracket {W,V} with re-
spect to
√−1dz∧ dz¯ also possesses property (∗):
{W,V} = 1
2
y11(ϑ)z
2 + y12(ϑ)zz¯+ 12y22(ϑ)z¯
2
with y11(−ϑ)= y22(ϑ) and y12(−ϑ)= y12(ϑ).
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y22 = 2(w12v22 −w22v12) and y12 =w11v22 −w22v11. Thus,
y11(−ϑ)= 2
(
w11(−ϑ)v12(−ϑ)−w12(−ϑ)v11(−ϑ)
)
= 2(−w22(ϑ)v12(ϑ)+w12(ϑ)v22(ϑ))= y22(ϑ)
and
y12(−ϑ)= 2
(
w11(−ϑ)v22(−ϑ)−w22(−ϑ)v11(−ϑ)
)
= 2(−w22(ϑ)v11(ϑ)+w11(ϑ)v22(ϑ))= y12(ϑ).
This finishes the proof of the claim. 
This claim implies that if W possesses property (∗), then so does {W,V}, provided that V
possesses property (∗∗). Write
ζm = 12ζ11,n,m(ϑ)z
2 + ζ12,n,m(ϑ)zz¯+ 12ζ22,n,m(ϑ)z¯
2
and
ζm+1 = 12ζ11,n,m+1(ϑ)z
2 + ζ12,n,m+1(ϑ)zz¯+ 12ζ22,n,m+1(ϑ)z¯
2.
By (3.59), we get that ζm+1 = ω−2m ((3.32)+ (3.33)). Moreover, by Taylor’s formula, we have
ζm+1 =
∑
j1
(
1
j ! −
1
(j + 1)!
){
. . . {︸ ︷︷ ︸
j
ζm,Fm}, . . . ,Fm
}
.
Let W = ζm and V = Fm. By the claim, we get that {ζm,Fm} possesses property (∗). Using the
claim repeatedly, we have that {. . . {ζm,Fm}, . . . ,Fm} also possesses property (∗). Thus, ζm+1
possesses property (∗). This completes the proof. 
Recall (3.13). We have that, for m= 1, ζ11,n,1 = ζ22,n,1 = α(ϑ)4√λn and ζ12,n,1 =
α(ϑ)
2
√
λn
. Note that
the function α(ϑ) is even. Thus, ζ11,n,1(−ϑ) = ζ22,n,1(ϑ) and ζ12,n,1(−ϑ) = ζ12,n,1(ϑ). Using
Lemma 3.6 inductively, we get the following lemma.
Lemma 3.7. The Hamiltonian Fm (refer to (3.28)) is of the form:
Fn,m = ωmF = ωm
(
1
2
β11,n,m(ϑ)z
2 + β12,n,m(ϑ)zz¯+ 12β22,n,m(ϑ)z¯
2
)
with β11,n,m(−ϑ)= −β22,n,m(ϑ) and β12,n,m(−ϑ)= −β12,n,m(ϑ) for n,m 1.
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W = 1
2
w11(ϑ)z
2 +w12(ϑ)zz¯+ 12w22(ϑ)z¯
2
with w11(−ϑ) = w22(ϑ) and w12(−ϑ) = w12(ϑ). Then W ◦ Ψn,m also possesses property (∗),
here Ψn,m =X1Fn,m .
Proof. Observe that
W ◦Ψn,m =
∞∑
j=0
1
j !
{
. . . {︸ ︷︷ ︸
j
W,Fn,m}, . . . ,Fn,m
}
.
The proof is finished by Lemma 3.7 and the claim of the proof of Lemma 3.6. 
4. Reducibility with λ = 0 via Floquet theory
In this section, we consider the reducibility of the equation
x¨ + 3u0(t)2x = 0, (4.1)
where u0(t)= u0(t,ω) satisfies u¨0 +u30 = 0. Then, clearly, both x1(t) := ∂tu0(t,ω) and x2(t) :=
∂ωu0(t,ω) solve (4.1). Equivalently, rewrite (4.1):
x˙ = y, y˙ = −3u0(t)2x. (4.2)
Then
X(t,ω)=
(
x1(t) x2(t)
x˙1(t) x˙2(t)
)(
x1(0) x2(0)
x˙1(0) x˙2(0)
)−1
(4.3)
is a fundamental matrix of (4.2), with X(0,ω) a unit matrix of order 2. Note the coefficient
3u0(t)2 of (4.2) is of period 2π/ω. So the transition matrix of (4.2) is X(2π/ω,ω). By (2.5) we
get
D :=X(2π/ω,ω)=
(
1 0
−2πωc0 1
)
,
where
c0 :=
∑∞
n=1 cˆ(n)(2n− 1)2∑∞
n=1 cˆ(n)
, cˆ(n)= 1
e−π(n−1/2) + eπ(n−1/2) . (4.4)
Let B = ( 0 0−c0ω2 0). Then we have e(2π/ω)B = D. By the Floquet theory for Hamiltonian sys-
tems [21], the matrix S(t,ω)=X(t)e−tB is symplectic and of period 2π/ω in t , and the change
of variables
Ψ0,∞:
(
x
)
= S(t,ω)
(
p
)
(4.5)
y q
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d
dt
(
p
q
)
= B
(
p
q
)
. (4.6)
Let
J =
(
0 1
−1 0
)
, Λ0 =
(
c0ω2 0
0 0
)
.
Then (4.6) can be written as
d
dt
(
p
q
)
= JΛ0
(
p
q
)
. (4.7)
Thus, the Hamiltonian function corresponding this equation is
H =H(p,q)= 1
2
(p, q)Λ0
(
p
q
)
= 1
2
c0ω
2p2. (4.8)
Therefore we have got the following lemma.
Lemma 4.1. The symplectic transformation (4.5) changes Hamiltonian
H0 =H0(y0, x0)= 12y0 +
3
2
u20(t)x
2
0 (4.9)
into
H0 ◦Ψ0,∞ =H0(p, q)= 12c0ω
2p2. (4.10)
We finish the section by giving out the explicit expression of the symplectic matrix S(t,ω).
Let
S =
(
S11(t,ω) S12(t,ω)
S21(t,ω) S22(t,ω)
)
. (4.11)
Then
S11 =
(
1∑∞
n=1 cˆ(n)
) ∞∑
n=1
cˆ(n) cos(2n− 1)ωt, (4.12)
S12 = ω−1
(∑
n=1
cˆ(n)(2n− 1)2
)−1∑
n
cˆ(n)(2n− 1) sin(2n− 1)ωt. (4.13)
We do not need the explicit expression of S21, S22.
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Recall u0(t) = u0(t,ω) is the solution of (1.1) which is defined in Section 2. Let u =
u0(t)+ v. Then
vtt − vxx + 3u0(t)2v + 3v0(t)u2 + 2v3 = 0, x ∈ S1. (5.1)
By a simple computation, the eigenvalues and eigenfunctions of the operator − d2
dx2
with the
periodic boundary condition x ∈ S1 are, respectively,
λn = n2, n ∈ Z, and φn(x)=
⎧⎪⎨⎪⎩
1√
π
cosnx, n > 0,
1√
π
sinnx, n < 0,
1, n= 0.
(5.2)
We see that λn’s with n 
= 0 are double and λ0 = 0 is simple. Those double eigenvalues will
incur some additional troubles. In order to avoid the trouble we restrict ourselves to find some
solutions which are even in x. Let
v(t, x)=
∑
n0
xn(t)φn(x), x˙n = yn, n 0. (5.3)
Note the eigenfunctions φn(x)’s with n  0 are a complete orthogonal basis of the subspace
consisting of all even functions of L2[0,2π]. As in Section 3, introduce a pair of action-angle
variables (J,ϑ) where J is a constant and ϑ = ωt . Then (5.1) can be written as a Hamiltonian
equation
x˙n = ∂H
∂yn
, y˙n = − ∂H
∂xn
, n 0, (5.4)
where the Hamiltonian is
H = 1
2
∑
n0
y2n + λnx2n +
3
2
u20(ϑ)x
2
n + Jω+ G3(x)+ 2G4(x), (5.5)
here
G3(x)=
∑
i,j,k0
G3ijkxixj xk, G
3
ijk =
1
3
u0(ϑ)
∫
S1
φi(x)φj (x)φk(x) dx, (5.6)
G4(x)=
∑
i,j,k,l0
G4ijklxixj xkxl, G
4
ijkl =
1
4
∫
S1
φi(x)φj (x)φk(x)φl(x) dx. (5.7)
Observe that, in view of (5.2),
G3ijk = 0, unless i ± j ± k = 0, (5.8)
G4ijkl = 0, unless i ± j ± k ± l = 0. (5.9)
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xn = λ∗n−1/4x˜n, yn = λ∗n1/4y˜n, here λ∗n =
{
λn, n 1
1, n= 0. (5.10)
For simplifying notation, we omit the tilde in the following arguments. Now Hamiltonian (5.5)
is changed by (5.10) into
H = 1
2
y20 +
3
2
u20(t)x
2
0 +
∑
n1
√
λn
(
y2n + x2n
)+ 3
2
u20(ϑ)√
λn
x2n + G3(x)+ 2G4(x), (5.11)
where
G3(x)=
∑
i,j,k∈Z
G3ijkxixj xk, G
3
ijk =
1
3
u0(ϑ)
(
λ∗i λ∗j λ∗k
)−1/4 ∫
S1
φiφjφk dx, (5.12)
G4(x)=
∑
i,j,k,l∈Z
G4ijkxixj xkxl, G
4
ijkl =
1
4
(
λ∗i λ∗j λ∗kλ∗l
)−1/4 ∫
S1
φiφjφkφl dx. (5.13)
Note that (5.8) and (5.9) hold still true. Thus, there are no terms G300kx20xk’s unless k = 0 in G3
and no terms G4000kx
3
0xk’s unless k = 0 in G4, respectively. Let
xn = zn + z¯n√
2
, yn = zn − z¯n√−1√2 , n > 0. (5.14)
This transformation is symplectic with dx ∧ dy = √−1dz∧ dz¯. Now (5.11) is changed into
H = 1
2
y20 +
3
2
u20(ϑ)x
2
0 +
∑
n>0
√
λnznz¯n + 32
u20(ϑ)√
λn
(
zn + z¯n√
2
)2
(5.15)
+ G3 + 2G4. (5.16)
Here
G3 =G3000x30 + 3
∑
j,k 
=0
G30jk
(
zj + z¯j√
2
)(
zk + z¯k√
2
)
x0
+
∑
j,k,l 
=0
G3jkl
(
zj + z¯j√
2
)(
zk + z¯k√
2
)(
zl + z¯l√
2
)
, (5.17)
G4 =G40000x40 + 6
∑
j,k 
=0
G400jk
(
zj + z¯j√
2
)(
zk + z¯k√
2
)
x20
+ 4
∑
j,k,l 
=0
G40jkl
(
zj + z¯j√
2
)(
zk + z¯k√
2
)(
zl + z¯l√
2
)
x0
+
∑
G4ijkl
(
zi + z¯i√
2
)(
zj + z¯j√
2
)(
zk + z¯k√
2
)(
zl + z¯l√
2
)
. (5.18)i,j,k,l 
=0
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Ψ = Ψ0,∞ ⊕
⊕
n>0
Ψn,∞ (5.19)
we transform Hamiltonian (5.15) into
(5.15) ◦Ψ = 1
2
(
c0ω
2)p2 +∑
n>0
μnznz¯n. (5.20)
In order to compute G3 ◦Ψ and G4 ◦Ψ , we would like to introduce some notations. Let
α∞ = {α = (αj )j0: 0 αj ∈ Z, and αj = 0 except for a finite number of subscripts j},
(5.21)
C∞ = {z = (zj )j1: zj ∈ C}. (5.22)
For α ∈ α∞ and z ∈ C∞, define
zα :=
∏
j1
z
αj
j , |α| =
∑
j1
|αj |, |λα| =
∏
αj 
=0
|λαj |. (5.23)
For α = (αi)i1 ∈ α∞ and β = (βj )j1 ∈ α∞, if there is some combination of plus and minus
such that ∑
i1
(±i ± · · · ± i)︸ ︷︷ ︸
αi
+
∑
j1
(±j ± · · · ± j)︸ ︷︷ ︸
βj
= 0, (5.24)
then we denote (5.24) by P(α,β)= 0. Recall (3.65) and note that Ψn,∞ is linear, we get
zn ◦Ψn,∞ = zn + ω
7/9
n
ð(1)zn + ω
7/9
n
ð(1)z¯n. (5.25)
Again recall that Ψ0,∞ is also linear and is given out by the matrix S in (4.11). Therefore the
Hamiltonian G3 (i.e., (5.17)) is, by Ψ = Ψ0,∞ ⊕⊕n>0 Ψn,∞, changed into
G˜3 :=G3 ◦Ψ =G3000
(
S11(ϑ)p + S12(ϑ)q
)3 (5.26)
+ 3
2
(
S11(ϑ)p + S12(ϑ)q
) ∑
|α|+|β|=2
P(α,β)=0
G˜3αβz
αz¯β (5.27)
+
∑
|α|+|β|=3
P(α,β)=0
G˜3αβz
αz¯β, (5.28)
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G˜4 :=G4 ◦Ψ =G40000
(
S11(ϑ)p + S12(ϑ)q
)4 (5.29)
+ 3(S11(ϑ)p + S12(ϑ)q)2 ∑
|α|+|β|=2
P(α,β)=0
G˜4αβz
αz¯β (5.30)
+ 4(S11(ϑ)p + S12(ϑ)q) ∑
|α|+|β|=3
P(α,β)=0
G˜4αβz
αz¯β (5.31)
+
∑
|α|+|β|=4
P(α,β)=0
G˜4αβz
αz¯β, (5.32)
where G˜3αβ and G˜4αβ will be explicitly given out in (5.34)–(5.38) below. Note the fact P(α,β)= 0
comes from (5.12), (5.13). Therefore, the Hamiltonian (5.15) + (5.16) is changed into by Ψ
H :=H ◦Ψ = 1
2
(
c0ω
2)p2 +∑
n>0
μnznz¯n + Jω+ G˜3 + 2G˜4. (5.33)
Let us conclude this section by giving out the explicit expressions of G˜3αβ and G˜4αβ . Therefore
by (5.25) and (5.17) we get that, there are i, j, k, l ∈ N such that
G˜3αβ =G30ij
(
1 + ω
7/9ð(1)
min{i, j}
)
, |α| + |β| = 2, (5.34)
G˜3αβ =G3ijk
(
1 + ω
7/9ð(1)
min{i, j, k}
)
, |α| + |β| = 3, (5.35)
G˜4αβ =G400ij
(
1 + ω
7/9ð(1)
min{i, j}
)
, |α| + |β| = 2, (5.36)
G˜4αβ =G40ijk
(
1 + ω
7/9ð(1)
min{i, j, k}
)
, |α| + |β| = 3, (5.37)
G˜4αβ =G4ijkl
(
1 + ω
7/9ð(1)
min{i, j, k, l}
)
, |α| + |β| = 4. (5.38)
We will give out some estimates of G˜3 and G˜4. To this end we need some notations. Let z−n = z¯n
with n > 0. Denote by z = (p, q)⊕ (zn: 0 
= n ∈ Z) a complex sequence in C∞. Let a,s is the
Hilbert space of all complex sequence z with
‖z‖2a,s = 〈z, z〉a,s = |p|2 + |q|2 +
∑
j 
=0
|zj |2j2pe2aj <∞, a, s > 0, (5.39)
where the inner product 〈·,·〉a,s is defined in a natural way. For a subset Y ⊂ Z and a vector
zˆ = (zj : j ∈ Z\Y), we define a new vector z˜ = (z˜j : j ∈ Z) with z˜j = zj as j ∈ Z\Y and z˜j = 0
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(∂x0f, ∂y0f )⊕ (∂znf : 0 
= n ∈ Z).
Definition 5.1. Suppose
F =
∑
i1±···±im=0
Fi1...imzi1 · · · zim (5.40)
with
|Fi1...im | CF
(|i1| · · · |im|)−1/2, (5.41)
where CF is a constant depending on F . Then we call that the function F satisfies P(m)-con-
dition.
Lemma 5.2. (i) Assume the function F satisfies P(m)-condition. Then, for a  0 and s > 1, the
gradient Fz is analytic as a map from some neighborhood of the origin in a,s into a,s+1/2, with
‖Fz‖a,s+1/2 =O(‖z‖m−1a,s ), that is, there is a constant C(m, s) such that
‖Fz‖a,s+1/2  C(m, s)CF ‖z‖m−1a,s , (5.42)
where C(m, s)= (2m)2s(Cs)m−1 with Cs =∑j |j |−2s .
(ii) For any given set Y ⊂ Z, assume further that
F =
∑
i1±···±im=0
({i1,...,im}∩(Z\Y))=n
Fi1...imzi1 · · · zim,
then
‖Fzˆ‖a,s+1/2  C(m, s)CF ‖z‖m−na,s ‖zˆ‖n−1a,s
and
‖Fz‖a,s+1/2  C(m, s)CF ‖z‖m−n−1a,s ‖zˆ‖na,s,
where zˆ = (zj : j ∈ Z \ Y) and z = (zj : j ∈ Y) and the notation  denotes the cardinality of set.
Proof. The proof is similar to that of [23, Lemma A]. We omit details. 
Lemma 5.3. For a  0 and s > 1, the gradients G˜3z and G˜4z are real analytic for real argument as
a map from some neighborhood of the origin in a,s into a,s+1/2, with ‖G˜3z‖a,s+1/2 =O(‖z‖2a,s)
and ‖G˜4z‖a,s+1/2 =O(‖z‖3a,s), that is, there are two constants C1 and C2 such that∥∥G˜3z∥∥a,s+1/2 C1‖z‖2a,s , ∥∥G˜4z∥∥a,s+1/2  C2‖z‖3a,s , (5.43)
uniformly for |ϑ |< σ0. The Hamiltonian G˜3 depends on the “time” ϑ = ωt .
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Lemma 5.4. Consider the coefficient G˜3αβ of (5.27), here |α|+|β| = 2. We have that G˜3αβ(−ϑ)=
G˜3αβ(ϑ), provided that α = β .
Proof. Write∑
|α|+|β|=2
G3αβz
αz¯β =
∑
|α|+|β|=2, α=β
G3αβz
αz¯β +
∑
|α|+|β|=2, α 
=β
G3αβz
αz¯β = Y1 +Y2.
By (5.17) and (5.27), we have∑
|α|+|β|=2
G˜3αβz
αz¯β = Y1 ◦
⊕
n>0
Ψn,∞(z, z¯)+Y2 ◦
⊕
n>0
Ψn,∞(z, z¯).
Observe that for any zj and z¯j are not changed by Ψn,∞ unless j = n. This implies that the
polynomial
∑
|α|+|β|=2,α=β G˜3αβzαz¯β is a part of
Y1 ◦
⊕
n>0
Ψn,∞(z, z¯).
Note that
Y1 ◦
⊕
n>0
Ψn,∞(z, z¯)= lim
m→∞Y1 ◦
⊕
n>0
(Ψn,1 ◦ · · · ◦Ψn,m)(z, z¯).
By the first line of (5.17), we can write
Y1(z, z¯)=
∑
j
1
2
G30jj z
2
j +G30jj zj z¯j +
1
2
G30jj z¯
2
j .
Observe that G30jj = G30jj (ϑ) is even function of ϑ , in view of (5.17). Thus, Y1(z, z¯) possesses
property (∗). (See the proof of Lemma 3.6 in Section 3 for the property (∗).) By Lemma 3.8, so
does limm→∞Y1 ◦⊕n>0(Ψn,1 ◦ · · · ◦Ψn,m)(z, z¯). In particular, G˜3αβ with α = β is even function
of ϑ . 
6. Elimination of Hamiltonian ˜G3 via Birkhoff normal form
In this section, our end is to eliminate the perturbed term G˜3 in Hamiltonian (5.33) by Birkhoff
normal form. Owing to λ0 = 0, the normal form is degenerate in the direction of (p, q), which
occurs some additional difficulties. See [2] for the classical Birkhoff normal form. In order to
eliminate the term G˜3, we need a Hamiltonian F which is of the same form as G˜3. Let
F3 = ζ30(ϑ)p3 + ζ21(ϑ)p2q + ζ12(ϑ)pq2 + ζ03(ϑ)q3 (6.1)
+
∑
|α|+|β|=2
P(α,β)=0
fpαβpz
αz¯β +
∑
|α|+|β|=2
P(α,β)=0
fqαβqz
αz¯β (6.2)
+
∑
|α|+|β|=3
fαβz
αz¯β . (6.3)
P(α,β)=0
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H0 = 12
(
c0ω
2)p2 +∑
n
=0
μnznz¯n + Jω. (6.4)
We can rewrite (5.33)
H =H0 + G˜3 + 2G˜4. (6.5)
By X1F3 denote the time-1 map of the vector field of the Hamiltonian F3. Then
H ◦X1F3 =H0 + G˜3 + {H0,F3} (6.6)
+ 2G˜4 + 2{G˜3,F3}+ 12!2{{H0,F3},F3} (6.7)
+ 3 1
2!
1∫
0
(1 − τ)2{{{H0,F3},F3},F3} ◦XτF3 dτ (6.8)
+ 3
1∫
0
(1 − τ){{G˜3,F3}+ G˜4,F3} ◦XτF3 dτ, (6.9)
where {·,·} is Poisson bracket with respect to the symplectic structure dq ∧ dp + √−1dz ∧
dz¯ + dϑ ∧ dJ . We write F3 as F for convenience in the following argument. Now let us com-
pute {H0,F }.
{H0,F } = ∂H0
∂p
∂F
∂q
+√−1
(
∂H0
∂z¯
∂F
∂z
− ∂H0
∂z
∂F
∂z¯
)
+ ∂H0
∂J
∂F
∂ϑ
= c0ω2
(
ζ21p
3 + 2ζ12p2q + 3ζ03pq2
)+ c0ω2 ∑
|α|+|β|=2
fqαβpz
αz¯β
+
∑
r+s+|α|+|β|=3
0r+s2
√−1(μ · α −μ · β)fprqsαβprqszαz¯β
+ωζ ′30(ϑ)p3 +ωζ21(ϑ)′p2q +ωζ12(ϑ)′pq2 +ωζ03(ϑ)′q3
+
∑
|α|+|β|=2
P(α,β)=0
ωf ′pαβpzαz¯β +
∑
|α|+|β|=2
P(α,β)=0
ωf ′qαβqzαz¯β +
∑
|α|+|β|=3
P(α,β)=0
ωf ′αβzαz¯β, (6.10)
where ′ = d
dϑ
and μ · α =∑j μjαj . For α ∈ α∞, write α = (αi)i>0. Let
[α] =
⋃
{i: αi 
= 0}. (6.11)i>0
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{H0,F } + G˜3 = 0, (6.12)
we get the following homological equations:
p3: c0ω2ζ21 +ωζ ′30 =G3000S311, (6.13)
p2q: 2c0ω2ζ12 +ωζ ′21 =G3000S211S12, (6.14)
pq2: 3c0ω2ζ03 +ωζ ′12 =G3000S11S212, (6.15)
q3: ωζ ′03 =G3000S312. (6.16)
For qzαz¯β(|α| + |β| = 2),
√−1(μ · α −μ · β)fqαβ +ωf ′qαβ =
3
2
S12G˜
3
αβ. (6.17)
For pzαz¯β(|α| + |β| = 2),
c0ω
2fqαβ +
√−1(μ · α −μ · β)fpαβ +ωf ′pαβ =
3
2
S11G˜
3
αβ. (6.18)
For zαz¯β(|α| + |β| = 3),
√−1(μ · α −μ · β)fαβ +ωf ′αβ = G˜3αβ. (6.19)
We are now in position to solve the above equations (6.13)–(6.19).
(i) Solutions of (6.13)–(6.16). The procedure is (6.16)⇒ (6.15)⇒ (6.14)⇒ (6.13). By (5.17),
(2.5) and (4.4), we get
G3000 =
2
√
2
3
ω
∞∑
n=1
cˆ(n) cos(2n− 1)ϑ. (6.20)
From (6.20), (4.12) and (4.13) we see that G3000 and S11(ϑ) are even function of period 2π and
S12(ϑ) odd function of period 2π . So
∫ 2π
0 G
3
000(ϑ)S12(ϑ)
3 dϑ = 0. Moreover, we get a periodic
solution of (6.16):
ζ03(ϑ)= ζ̂03(0)+ω−1
ϑ∫
G3000(ϑ)S12(ϑ)
3 dϑ, ϑ ∈ S1, (6.21)
0
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we choose ζ̂03(0) such that 3c0ω2ζ̂03(0) = ̂G3000S11S212(0). By this we get a periodic solution
of (6.15):
ζ12(ϑ)= ω−1
ϑ∫
0
(
G3000S11S
2
12 − 3c0ω2ζ03
)
dϑ, ϑ ∈ S1. (6.22)
Note that we have let ζ̂12(0) = 0. In view of (6.20)–(6.22), we have ̂G3000S211S12(0) = 0. Thus
(6.14) has a solution:
ζ21 = ζ̂21(0)+ω−1
ϑ∫
0
(
G3000S
2
11S12 − 2c0ω2ζ12
)
dϑ, ϑ ∈ S1, (6.23)
where the constant ζ̂21(0) is chosen such that c0ω2ζ̂21(0)= Ĝ3000S311(0). Thus (6.13) has a solu-
tion:
ζ30 = ω−1
ϑ∫
0
(
G3000S
3
11 − 2c0ω2ζ21
)
dϑ, ζ̂30(0)= 0, ϑ ∈ S1. (6.24)
(ii) Solutions of (6.17). Case 1. Assume μ · α −μ · β = 0 (this is equivalent to α = β). Then
fqαβ = f̂qαβ(0)+ 32ω
−1
ϑ∫
0
S12G˜
3
αβ dϑ, (6.25)
where f̂qαβ(0) can be taken as any constant. Note that S12 is odd function of ϑ and G˜3αβ with
α = β is even function of ϑ , in view of Lemma 5.4. Thus, Ŝ12G˜3αβ(0) = 0 with α = β . So the
function fqαβ is well defined in S1.
Case 2. Assume μ · α −μ · β 
= 0. By (6.17) we get a formal solution:
fqαβ =
∑
k∈Z
Ŝ12G˜
3
αβ(k)√−1(μ · β −μ · α + kω)e
√−1kϑ . (6.26)
In order to show the convergence of (6.26) we need the following lemma which will be proved
in Appendix A.
Lemma 6.1. Assume |α| + |β| = 2 and α 
= β . For the parameter set Ω = [b,2b], there is a
subset Ω∗1 ⊂Ω with
measΩ∗1 > b
(
1 − b1/9) (6.27)
such that, for any ω ∈Ω∗1 ,
|μ · α −μ · β + kω|> ω
10/9
3 , k ∈ Z. (6.28)1 + |k|
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constant σ0 > 0. Therefore, there is a absolute constant C such that
∣∣Ŝ12G˜3αβ(k)∣∣ C|λα|−1/4|λβ |−1/4e−|k|σ0 . (6.29)
By (6.26), (6.28), (6.29) as well as Lemma 3.3, we get that fqαβ is analytic in the smaller domain
{ϑ ∈ C: |ϑ |< σ0/2} for fixed ω ∈Ω \Ω∗1 and
∣∣fqαβ(ϑ)∣∣ C(|λαλβ |)− 14 ω− 109 ∑
k
|k|3e−|k|σ0/2  C(|λα‖λβ |)− 14 ω− 109 , (6.30)
where the last constant C depends on σ0.
(iii) Solutions of (6.18). In (6.25) we have freedom to choose f̂qαβ(0). So let 3ω2f̂qαβ(0) =
3
2 Ŝ11G˜
3
αβ(0) for α = β . Inserting fqαβ into (6.18), we get a solution of (6.18):
fpαβ = 32ω
−1
ϑ∫
0
S11G˜
3
αβ dϑ − c0ω
ϑ∫
0
fqαβ dϑ, α = β, (6.31)
and
fpαβ =
∑
k∈Z
(3/2)Ŝ11G˜3αβ(k)− c0ω2f̂qαβ(k)√−1(μ · β −μ · α + kω) e
√−1 kϑ , α 
= β. (6.32)
Remark that f̂pαβ(0) = 0 for α = β . For the both cases we have that fpαβ is analytic in the
domain |ϑ |< σ0/3 and∣∣fpαβ(ϑ)∣∣C(|λα||λβ |)−1/4ω−10/9, |ϑ |< σ0/3, ω ∈Ω \Ω∗1 . (6.33)
(iv) Solutions of (6.19). In order to solve this equation, we need the following lemma which
will be proved in Appendix A.
Lemma 6.2. Assume |α| + |β| = 3 and P(α,β) = 0. For the parameter set Ω , there is a subset
Ω∗2 ⊂Ω with
measΩ∗2 > b
(
1 − b1/9) (6.34)
such that, for any ω ∈Ω∗2 ,
|μ · α −μ · β + kω|> ω
10/9
|k|10 , 0 
= k ∈ Z. (6.35)
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method similar to that in solving (6.17), we have that fαβ is analytic in the smaller domain
{ϑ ∈ C: |ϑ |< σ0/2} for ω ∈Ω \Ω∗2 and∣∣∣∣ ∑
0
=k∈Z
̂˜G3αβ(k)e√−1kϑ
μ · β −μ · α + kω
∣∣∣∣C(|λα‖λβ |)−1/4ω−1/9, |ϑ |< σ0/2. (6.36)
Now let us consider the case k = 0. Assume μ ·β−μ ·α = μi +μj −μl with i, j, l 
= 0, without
loss of generality. Then
μ · β −μ · α = i + j − l + 3ω
2
π
(
1
i
+ 1
j
− 1
l
)
+ω23/9ð(1)i−1 + · · · +ω23/9ð(1)l−1.
It follows that
|μ · β −μ · α|
⎧⎨⎩
1/2, i + j − l 
= 0,
ω2
π min{i, j, k} , i + j − l = 0.
Observe that
∫ 2π
0 u0(θ) dθ = 0, in view of (2.5). By (5.12) and (5.35), we have∣∣ ̂˜G3αβ(0)∣∣Cω(|λα‖λβ |)−1/4 ω7/9ð(1)min{i, j, l} .
Thus, ∣∣∣∣ ̂˜G3αβ(0)e
√−10ϑ
μ · β −μ · α
∣∣∣∣ C(|λα‖λβ |)− 14 ω−2/9, for |ϑ |< σ0/2. (6.37)
By (6.36), (6.37), Eq. (6.19) is solvable and |fαβ | C(|λα‖λβ |)−1/4ω−2/9.
Consequently we have found a periodic function F analytic in the strip domain {ϑ ∈ C:
|ϑ | < σ0/3} for ω ∈ Ω \ (Ω∗1 ∪ Ω∗2 ) such that {H0,F } + G˜3 = 0. Therefore, we get the new
Hamiltonian
H =H0 + 2G4 + 3R11 + 4R12, (6.38)
where
G4 = G˜4 + 1
2
{
G˜3,F3
}
, (6.39)
R11 =
{{
1
3
G˜3,F3
}
+ 1
2
G˜4,F3
}
, (6.40)
R12 =
1∫
0
(1 − τ)2
(
1
3
+ τ
6
){{{
G˜3,F3
}
,F3
}
,F3
} ◦XτF3 dτ (6.41)
+
1∫
(1 − τ){{G˜4,F3},F3} ◦XτF3 dτ. (6.42)0
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G4 = χ40(ϑ)p4 + χ31(ϑ)p3q + χ22(ϑ)p2q2 + χ13(ϑ)pq3 + χ04q4 (6.43)
+
∑
r+s+|α|+|β|=4
0r+s2
P(α,β)=0
G4prqsαβprqszαz¯β . (6.44)
When r + s = 0, we can write G4prqsαβ = G4αβ = G4ijkl ; when r = 0, s = 2 we can write G4prqsαβ =
G4
q2αβ
= G4
q2ij
. By a direct calculation we get the several following lemmas.
Lemma 6.3. (i) For Ĝ4iijj (0), the 0-Fourier coefficient of G4iijj , we have
Ĝ4iijj (0)=
{
i−2(a˜0 +℘ij ), i = j,
(ij)−1(b˜0 +℘ij ), i 
= j,
where a˜0 = 316 and b˜0 ≈ 18 + 0.3, and the term ℘ij depends smoothly on ω and there is an
absolute constant C such that |℘ij (ω)| Cω7/9 for all ω ∈Ω \ (Ω∗1 ∪Ω∗2 ).
(ii) For Ĝ4
q2jj
(0), the 0-Fourier coefficient of G4
q2jj
, we have
Ĝ4
q2jj
(0)≈ 0.21(1 +ω7/9ð(1))ω−2j−1.
(iii) For χ̂04(0), the 0-Fourier coefficient of χ04, we have
χ̂04(0)= ω−4 +ω−2ð(1).
Lemma 6.4. Assume U and V satisfy P(m)-condition and P(n)-condition (recall Defini-
tion 5.1), respectively. Then {U,V } satisfy P(m + n − 2)-condition, where {·,·} is the Poisson
bracket with respect to the symplectic structure dq ∧ dp + √−1dzl ∧ dz¯l , that is, dz0 ∧ dz0 +√−1dzl ∧ dz−l .
Proof. The proof is finished by computing the Poisson bracket {U,V }. 
7. Elimination of all terms of degree 4 and some terms of degree 5
Let us consider Hamiltonian (6.38). The aim in this section is to eliminate some resonant
terms in G4.
Lemma 7.1. Assume {i, . . . , l} ∩Nd 
= ∅. Let N˜ = max{j : j ∈Nd}. If ±μi ±μj ±μn ±μl 
= 0,
then
| ±μi ±μj ±μn ±μl | 2
(N˜ + 2)3 . (7.1)
If ±μi ± μj ± μn ± μl = 0, then there are two plus and two minus among these four ±, say
(+,−,+,−); in this case, we have μi −μi +μj −μj = 0.
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Lemma 7.2 below. 
Lemma 7.2. For i, j, n, l ∈ N, assume {i, . . . , l} ∩Nd 
= ∅ and there is a combination of plus and
minus such that i ± j ± n± l = 0. Then for the parameter set Ω , there is a subset Ω∗3 ⊂Ω with
measΩ∗3 > b
(
1 − b1/9) (7.2)
such that, when μi ±μj ±μn ±μl 
= 0, for any ω ∈Ω∗3 ,
|μi ±μj ±μn ±μl + kω|> ω
3
|k|10 , k ∈ Z, (7.3)
where take |k| = 1 when k = 0 for convenience.
Consider the following resonant terms in G4:
G42res := 2
∑
j
Ĝ4
q2jj
(0)q2zj z¯j (7.4)
and
G44res := 6
∑
ij,i∈Nd
Ĝ4iijj (0)zi z¯izj z¯j . (7.5)
We also consider the terms whose subscripts are not in Nd :
G4lrg :=
∑
{i,j,n,l}∩Nd=∅
G4ijnlz±iz±j z±nz±l , z−i = z¯i . (7.6)
Lemma 7.3. Write
G4αβ − G4lrg − G44res =
∑
i,j,n,l∈N
G4ijnlz±i · · · z±l . (7.7)
Then
G4ijnl ≡ 0, if {i, j, n, l} ∩Nd = ∅, (7.8)
and
Ĝ4ijnl(0)= 0, if {i, j, n, l} ∩Nd 
= ∅ and ±μi + · · · ±μl = 0. (7.9)
Proof. Note G4ijnl = G4jinl = · · ·, namely, the subscripts of G4’s can exchange their place arbi-
trarily. By Lemma 7.1 and (7.5), (7.6), the proof is trivial. 
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find F4 solving the following homological equations:
{H0,F4} + G4 = G42res + G44res + G4lrg + χ̂04(0)q4, (7.10)
where F4 is of the same form of G4 and satisfies P(4)-condition. Denote by X1F the time 1
map of the Hamiltonian field vector with Hamiltonian 2F . Then, using (7.10), by X1F Hamil-
tonian (6.38) is changed into
H = 1
2
(
c0ω
2)p2 + 2χ̂04(0)q4 +∑
n>0
μnznz¯n + Jω (7.11)
+ 22
∑
j
Ĝ4
q2jj
(0)q2zj z¯j (7.12)
+ 32
∑
j∈N, i∈Nd
Ĝ4iijj (0)zi z¯izj z¯j (7.13)
+ 2
∑
{i,j,n,l}∩Nd=∅
G4ijnlz±i · · · z±l (7.14)
+ 3R11 + 4R22, (7.15)
where R11 is defined in (6.40) and
R22 =
1∫
0
(1 − τ){R11,F4} ◦XτF4dτ +R12 ◦X1F4
+
1∫
0
({G4,F4} ◦XτF4 + (1 − τ){{H0,F4},F4} ◦XτF4)dτ. (7.16)
By Lemma 6.4, we see that R11 is a polynomial of 5 order in p,q, z and z¯ and satisfies
P(5)-condition, and rewrite it as follows
R11 =R11,1 +R11,2, (7.17)
where
R11,1 =
∑
r+s+|α|+|β|=5
|α|+|β|3
Rprqsαβp
rqszαz¯β +
∑
r+s=1,
|α|+|β|=4
([α]∪[β])∩Nd 
=∅
Rprqsαβp
rqszαz¯β
+
∑
|α|+|β|=5

Rαβz
αz¯β (7.18)(([α]∪[β])∩Nd) 4
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R11,2 =
∑
|α|+|β|=5
(([α]∪[β])∩(N\Nd))2
Rαβz
αz¯β +
∑
r+s=1|α|+|β|=4
([α]∪[β])∩Nd=∅
Rprqsαβp
rqszαz¯β , (7.19)
where the notation (·) denotes the number of the elements of the set (·), Rprqszαzβ ’s depend
analytically on the “time” ϑ = ωt with |ϑ | < σ0/4, and both R11,1, R11,2 satisfy the condi-
tion-P(5). Note that there are no such terms as Rprqsαβprqszαzβ ’s with r + s = 4 in the term
R11,1, because of P(α,β)= 0. Let
R11,1 :=
∑
j∈N, i∈Nd
R̂qiijj (0)qzi z¯izj z¯j +
∑
i>0
R̂q3ii (0)q3zi z¯i + R̂q5(0)q5, (7.20)
where R̂q3ii (0)’s are the 0-Fourier coefficients of Rq3ii ’s on the variable ϑ . We hope to kill the
term R11,1 −R11,1. To this end, we need to impose some conditions on the set Nd .
Condition 1 on the set Nd . There is a constant c which might depend on d , but is independent
of , such that, for any combination of minus and plus, the following inequalities hold:
| ±μi1 ±μi2 ± · · · ±μin ±μl | c, 1 n 12 (7.21)
unless the combination
±(μi1 −μi1)± (μi3 −μi3)± (μi5 −μi5)± · · · , (7.22)
where i1, i2, . . . , i12 ∈Nd and l ∈ N.
Condition 2 on the set Nd . Let Nd = {i1 < i2 < · · ·< id}. We require that
12|il+1 − il |
d − 1 < 1, l = 1, . . . , d − 1. (7.23)
Remark. The condition 2 will be used only in (9.54). It is easy to find a set Nd ⊂ N satisfying
the conditions 1 and 2. For example, take d numbers 0 < s1 < s2 < · · ·< sd < 1 and let
Nd =
{[
ds1
]
,
[
ds2
]
, . . . ,
[
dsd
]}
,
where [x] denotes the maximal integer in the interval [0, x]. When d  1, the set Nd satisfies
the conditions 1 and 2.
Lemma 7.4. For the parameter set Ω , there is a subset Ω∗4 ⊂Ω with
measΩ∗4 > b
(
1 − b1/9) (7.24)
such that, for any ω ∈Ω∗4 ,
| ±μi1 ±μi2 ± · · · ±μin ±μl + kω|>
ω3
|k|10 , 1 n 12, (7.25)
unless the combination (7.22), where k ∈ Z, i1, . . . , i12 ∈ Nd , l ∈ N, k ∈ Z, and we let |k| = 1
when k = 0 for convenience.
246 X. Yuan / J. Differential Equations 230 (2005) 213–274Proof. The proof is simple. We omit it here. 
In view of Lemmas 6.1, 6.2, 7.2 and 7.4, using an argument similar to that of Section 6 we
can show that there is a Hamiltonian
F51 =
∑
fqrpsαβq
rpszαz¯β
with r+s+|α|+|β| = 5 is of the same form as that of R11,1 and F51 satisfies theP(5)-condition,
such that F51 solves the equation:
{H0,F51} +R11,1 =R11,1. (7.26)
In order to save space we introduce some notations here. For any polynomial f of p,q , if there
are integers li  0 and complex numbers bi such that
f (p,q)=
∑
mi100, j+l=i
li biq
jpl, (7.27)
then we write f (p,q)=O(qm). Therefore O(qm) denotes a family of polynomials of p,q . Let
U = c0ω2
(
p2
2
+ 
2c1q4
4
)
+ 3O(q5)+ Jω,
+
∑
n>0
(
μn + 2Ĝ4q2jj (0)22q2 + 3O
(
q3
))
znz¯n
+
∑
j∈N, i∈Nd
(
32Ĝ4iijj (0)+ 3O(q)
)
zi z¯izj z¯j , (7.28)
where c1 = 4ζ̂04(0)/(c0ω2). Using this notation, we can still write U + 3R11,1 as U . Let XtF51
be the flow of the Hamiltonian 3F51. Then, in view of the homological equation (7.26), under
the symplectic map X1F51 , Hamiltonian (7.11)–(7.15) is changed into
H = U + 3R11,2 + (7.14) +R12, (7.29)
where
R12 = 4R22 ◦X1F51 + 5
1∫
0
{
(7.12)+ (7.13)+ (7.14),F51
} ◦XτF51 dτ
+ 6
1∫
{R11,F51} ◦XτF51 dτ. (7.30)0
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R12 = 4(R22,1 +R22,2)+ 5
1∫
0
R22,3 ◦XτF51 dτ, (7.31)
where
R22,3 =
∑
r+s+|α|+|β|=7
Rprqsαβp
rqszαz¯β, (7.32)
R22,1 =
∑
r+s+|α|+|β|=6
|α|+|β|3
Rprqsαβp
rqszαz¯β +
∑
r+s=2|α|+|β|=4
([α]∪[β])∩Nd 
=∅
Rprqsαβp
rqszαz¯β
+
∑
r+s=1|α|+|β|=5
(([α]∪[β])∩Nd)4
Rαβp
rqszαz¯β +
∑
|α|+|β|=6
[α]∪[β]⊂Nd
except (7.22)
Rαβz
αz¯β (7.33)
and
R22,2 =
∑
r+s=1|α|+|β|=5
(([α]∪[β])∩(N\Nd))2
Rαβp
rqszαz¯β +
∑
r+s=2|α|+|β|=4
([α]∪[β])∩Nd=∅
Rprqsαβp
rqszαz¯β
+
∑
{i,j,l}⊂Nd
Rijl |zi |2|zj |2|zl |2 +
∑
|α|+|β|=6
(([α]∪β])∩(N\Nd))2
Rαβz
αz¯β . (7.34)
Let
R22,1 :=
∑
i<j,i∈Nd
R̂q2iijj (0)q2zi z¯izj z¯j +
∑
i>0
R̂q4ii (0)q4zi z¯i + R̂q6(0)q6. (7.35)
In view of Lemmas 6.1, 6.2, 7.2 and 7.4, using a argument similar to that of Section 6 we can
show that there is a Hamiltonian F52 where F52 is of the same form as that of R22,1 and F52
satisfies the P(6)-condition, such that F52 solves the equation
{H0,F52} +R22,1 =R22,1. (7.36)
Again notice that we can write U +R22,1 as U . Let XtF52 be the flow of the Hamiltonian 4F52.
Then, under the symplectic map X1F52 , Hamiltonian (7.54)–(7.57) is changed into
H = U + 3R11,2 + (7.14)+ 4R22,2 +R22, (7.37)
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∑
r+s+|α|+|β|=7
Rprqsαβp
rqszαz¯β (7.38)
+ 6
1∑
i=0
1∫
0
∑
r+s+|α|+|β|=8
Rprqsαβp
rqszαz¯β ◦XτF5i ◦XτF52 dτ, (7.39)
where XτF50 ≡ 1. By Lemmas 6.1, 6.2, 7.2 and 7.4, we can kill the some entries of term (7.38).
Repeating the procedure above, once we encounter a new perturbed Hamiltonian, we write the
perturbed terms into ∑
|α|+|β|7
0r,s11
Rrsαβp
rqszαz¯β (7.40)
plus a term of higher order with |α|+ |β| 8 and r, s  0. Then by Lemmas 6.1, 6.2, 7.2 and 7.4,
we can kill the some entries of term (7.40) as many as possible. After using the procedure above
several times , we get a family of Hamiltonian functions
3F51, 
4F52, . . . , 
8F56
such that Hamiltonian (7.11)–(7.15) is changed by the symplectic maps
X1F51, . . . ,X
1
F56
into
H = U +R∗, here R∗ =R∗1 +R∗2 +R∗3, (7.41)
with
R∗1 =
3∑
l=1
Rl =
3∑
l=1
∑
|r|+|s|+|α|+|β|11
κlRlprqsαβp
rqszαz¯β, (7.42)
where Rprqsαβ ’s satisfy P(r + s + |α| + |β|)-conditions and
l = 1: κ1  2, r, s  0, |α| + |β| 4,
(([α] ∪ [β])∩ (N \Nd))  4, (7.43)
l = 2: κ2  3, r, s  0, |α| + |β| 5,
(([α] ∪ [β])∩ (N \Nd))  2, (7.44)
l = 3: κ3  6, r, s  0, |α| + |β| 8, (7.45)
R∗2 = 4
∑
i,j,l∈Nd ;r0,s0
Rrsij lp
rqs |zi |2|zj |2|zl |2, (7.46)
R∗3 = 11
6∑
l=0
∑
r,s,α,β
1∫
0
Rlrsαβp
rqszαz¯β ◦XτF5l ◦XτF56 dτ. (7.47)
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We first introduce a notation for convenience. For a function
f = f (I0, φ0;ω) :
{
I0 ∈ [,2]
}× {φ0: |φ0|< σ0}×Ω → C,
where ω is a parameter, we write f = O(r ) if there is a constant C which may depend on ω
such that ∣∣∂kI0∂lφ0f ∣∣ Cr−k, ∀k, l  0.
If, moreover, the function f is independent of φ0 then we write f = O(r ). In Section 7, we
have got a Hamiltonian H = U + R∗ (see (7.41)). In order to apply KAM theory, we hope to
regard H as an “integrable” part U plus a small perturbation R∗. Unfortunately, the term U is not
really integrable, since it contains O(qm) which denotes a family of polynomials of p and q . We
should kill those “bad” entries of U via Birkhoff normal form such that the remaining “good”
entries in U is integrable. However, we can find that U will not be changed by Birkhoff normal
form since the “main” part 12p
2 + 142c1q4 is of degenerate ellipse. We have to kill the “bad”
entries via the averaging method instead of Birkhoff normal form. To this end we first denote
the Hamiltonian 12p
2 + 142c1q4 by action-angle variables. We adopt Dieckerhoff and Zehnder’s
method in constructing action-angle variables. See [11,26]. Let us rescale p and q , namely, set
q = −1/3q˜, p = 1/3p˜. (8.1)
Clearly it is symplectic. Recall c1 = 4χ̂04(0)/(c0ω2) and χ̂04(0) > 0 and c0 > 0. So c1 > 0. Let
(q˜0(t), p˜0(t)) be the solution of the Hamiltonian vector field corresponding to the Hamiltonian
1
2 p˜
2 + 14c1q˜4 with the initial conditions (q˜0(0), p˜0(0)) = (c−1/41 ,0). It follows from c1 > 0 that
the solution is periodic. Denote by T0 the minimal positive period. Now we introduce the action-
angle variables (I0, φ0) by the following formula [11]{
q˜ = c1/32 I 1/30 q˜0(φ0 T02π ), φ0 ∈ S1,
p˜ = c2/32 I 2/30 p˜0(φ0 T02π ), φ0 ∈ S1,
(8.2)
where c2 = 6π/T0. This change is symplectic since det ∂(q˜, p˜)/(∂φ0 , ∂I0) = 1. We abbreviate
q˜0(φ0
T0
2π ) as q˜0(φ0) and p˜0(φ0
T0
2π ) as p˜0(φ0), for simplifying notation. Let Idn be identity map
from (zn, z¯n) to (zn, z¯n) here n > 0. Then the Hamiltonian U (see (7.28)) is transformed by
((8.2)⊕⊕n>0 Idn) ◦ (8.1) into
U = 2/3c3I 4/30 +
∑
j>0
μjzj z¯j + Jω (:= H˘0) (8.3)
+ Γ (I0, φ0)+
∑
j>0
Γj (I0, φ0)zj z¯j (:= P1) (8.4)
+
∑ (
62Ĝ4iijj (0)+ Γij (I0, φ0)
)
zi z¯izj z¯j (:= P2), (8.5)j∈N, i∈Nd
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Γ (I0, φ0)=O
(
3
)
, (8.6)
Γj (I0, φ0)= 4/3νq2j (φ0)I 2/30 +O
(
3
)= j−1O(2), (8.7)
Γij (I0, φ0)= (ij)−1O
(
3
) (8.8)
with
νq2j (φ0)= 2Ĝ4q2jj (0)c2/32 q˜20 (φ0). (8.9)
For y(I0, φ0) we let yˆ(I0) = 12π
∫ 2π
0 y(I0, φ0) dφ0. For Y =
∑
α,β yαβ(I0, φ0)z
αz¯β , we set Ŷ =∑
α,β ŷαβ(I0)z
αz¯β .
Lemma 8.1. Denote by N a family of Hamiltonian functions:
N = 2/3c3I 4/30 +O
(
3
)+∑
j>0
(
μj + j−1O
(
2
))
zj z¯j + Jω. (8.10)
For given Y =∑α,β yαβ(I0, φ0)zαz¯β with α = β , there is F of the same form as Y such that
{N,F } +Y = Ŷ (8.11)
and
F =
∑
α=β
3
4c32/3I 1/30 +O(2)
φ0∫
0
(Ŷ(I0)−Yαβ(I0, φ0))zαz¯β . (8.12)
Proof. Write F =∑α=β fαβ(I0, φ0)zαz¯β with α = β . By a direct calculation, we get
{N,F } =
∑
α=β
(
2/3(4c3/3)I 1/30 +O
(
2
))
∂φ0fαβ(I0, φ0)z
αz¯β .
The remaining proof is clear. 
We are now in position to eliminate the dependence of Γ and Γj and Γij on the angle vari-
able φ0 by the averaging method. Invoking Lemma 8.1, there is a Hamiltonian
F61 =w1(I0, φ0)+
∑
j>0
w1j (I0, φ0)zj z¯j +
∑
j∈N, i∈Nd
w1ij (I0, φ0)zi z¯izj z¯j (8.13)
which solves the following homological equation:
{H˘0,F61} + P1 + P2 = P̂1(I0)+ P̂2(I0), (8.14)
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w1(I0, φ0)= 34c3
(
2/3I 1/30
)−1 φ0∫
0
(
Γ̂ (I0)− Γ (I0, φ0)
)
dφ0 =O
(
2
)
, (8.15)
w1ij =
3
4c3
(
2/3I 1/30
)−1 φ0∫
0
(
Γ̂ij (I0)− Γij (I0, φ0)
)
dφ0 = (ij)−1O
(
2
)
, (8.16)
w1j (I0, φ0)=
3
4c3
(
2/3I 1/30
)−1 φ0∫
0
(
Γ̂j (I0)− Γj (I0, φ0)
)
dφ0
= 2/3I 1/30 c−13 wq2j (φ0)+ j−1O
(
2
)= j−1O(), (8.17)
with
wq2j (φ0)=
3
4
φ0∫
0
(
ν̂q2j (I0)− νq2j (φ0)
)
dφ0. (8.18)
Definition 8.2. We call Y ∈ 1 if Y reads
Y =
100∑
m=3
∑
i1,...,im∈Z
O(3)(i1, . . . , im)−1|zi1 |2 · · · |zim |2
+
∑
{i,j}∩Nd=∅
(ij)−1O(2)|zi |2|zj |2. (8.19)
We call Z ∈ 2 if there are αm’s with αm + 2∑mj=0 1 11 such that
Z =
100∑
m=0
∑
i1,...,im∈Z
O(αm)(i1, . . . , im)−1|zi1 |2 · · · |zim |2. (8.20)
Observe that {P2,F61} ≡ 0. Thus, P2 ◦X1F61 = P2. Also observe that{O(α),O(β)}=O(α+β−1), ∀α,β ∈ Z+, (8.21)
and
O(α)+O(β)=O(α), O(α)+O(β)=O(α), ∀α  β. (8.22)
Let f (τ) = U ◦XτF61 for τ ∈ [0,1]. Expanding f (1) into a Taylor’s polynomial up to order 8 at
τ = 0 and using (8.14) we get
U ◦X1F = H˘ 10 + P̂2(I0)+ P11 + P21 +R1, (8.23)61
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H˘ 10 = H˘0 + P̂1(I0), (8.24)
R1 = Y1 +
1∫
0
Z1 ◦XτF61 dτ, Y1 ∈ 1, Z1 ∈ 2, (8.25)
and
P11 = Γ 1(I0, φ0)+
∑
j
Γ 1j (I0, φ0)zj z¯j , P21 =
∑
j∈N, i∈Nd
Γ 1ij zi z¯izj z¯j (8.26)
with
Γ 1(I0, φ0)=O
(
4
)
, (8.27)
Γ 1j (I0, φ0)=O
(
3
)
, (8.28)
Γ 1ij (I0, φ0)= Γ ∗ij (I0, φ0)+O
(
3
)=O(2) (8.29)
and
Γ ∗ij (I0, φ0)=
22
c3
{
I
2
3
0 ν
∗
q2i , I
1
3
0 wq2j
}
, ν∗
q2i =
(
νq2i + ν̂q2i (0)
)
/2. (8.30)
By Lemma 6.3(ii) and (8.2), (8.9), (8.18) we get the following lemma.
Lemma 8.3. There is a constant c∗ such that
Γ̂ ∗ij (I0) :=
1
2π
2π∫
0
Γ ∗ij dφ0 = (ij)−12
(
c∗ +O()),
where the constant c∗ depends smoothly (in Whitney’s sense) on ω ∈Ω \ (Ω∗1 ∪Ω∗2 ∪Ω∗3 ), and
the order O() depends smoothly on ω. Moreover, c∗ ≈ 0.004 +O(ω7/9).
Observe that H˘ 10 is of the same form as N . Again using Lemma 8.1, we get a Hamiltonian
function F62 such that {
H˘ 10 ,F62
}+ P11 + P21 = P̂11(I0)+ P̂21(I0).
Therefore,
U ◦X1F61 ◦X1F62 = H˘ 20 + P̂2(I0)+ P̂21(I0)+ P12 + P22 +R2,
where
H˘ 20 = H˘ 10 + P̂11(I0)
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P12 =O
(
5
)+∑
j
O(4)zj z¯j , P22 = ∑
j∈N, i∈Nd
O(3)zi z¯izj z¯j
and R2 is of the same form as R1. Repeating the procedure above 8 times and denoting by M a
family of Hamiltonian functions:
M =
∑
ij, i∈Nd
(
62Ĝ4iijj (0)+ Γ̂ ∗ij (I0)+O
(
3
))
zi z¯izj z¯j (8.31)
then there are Hamiltonian functions F61, . . . ,F18 such that
H := (U +R∗) ◦X1F61 ◦ · · · ◦X1F68 = H˘ 80 +M +R∗∗, (8.32)
where H˘ 80 = H˘ 70 + P̂17(I0) is of the same form as N , and
R∗∗ =
7∑
j=1
Rj ◦X1F6(j+1) ◦ · · · ◦X1F68 +R8 +R∗ ◦X1F61 ◦ · · · ◦X1F68 (8.33)
and
Rj = Yj +
1∫
0
Zj ◦XτF6j dτ, Yj ∈ 1,Zj ∈ 2, j = 1, . . . ,7,
R8 = P18 + P28 =O
(
11
)+∑
j
O(9)zj z¯j + ∑
j∈N, i∈Nd
O(7)zi z¯izj z¯j ∈ 2. (8.34)
By the definition of N in (8.10) and noting that H˘ 80 is of the same form as N , we can rewrite
H˘ 80 = 2/3c3I 4/30 +O
(
3
)+∑
j>0
(
μj + j−1O
(
2
))
zj z¯j + Jω
:= h˘0(I0)+
∑
j>0
μ˘j (I0)zj z¯j + Jω. (8.35)
Let
I0 = ξ30 + ρ0, φ0 = φ0; ξ0 ∈ [1,2], |ρ0|< 4.5. (8.36)
Clearly, dI0 ∧ dφ0 = dρ0 ∧ dφ0. Thus the transformation (8.35) is symplectic. For a quantity f
depending on ξ0 and ω and , if there is a constant C = C(ξ0,ω) depending on ξ0 and ω such
that |∂l ∂jωf |  Cr for l, j = 0,1, we write f = O(r). If the quantity depends further on ρ0ξ0
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j
ω∂
k
ρ0f |  Cρr−k0 , we write f = O(ρr0). Using Taylor’s formula and Lemmas 8.2 and
8.4, and in view of the definition of O(r ), we have
h˘0(I0)=
(
c4ξ0 +O
(
2
))
ρ0 +O
(
ρ20
)
, c4 = 43c3, (8.37)
where we have omitted a constant 2c3ξ40 which does not affect the dynamics, and
μ˘j (I0)= μj + j−1
(
c5
2 + (c6 +O(2))ρ0 +O(ρ20)), (8.38)
where the constants c5 and c6 depend smoothly on ω and ξ0. Let
Ij = ξj + ρj , ξj ∈ [1,2], |ρj |< 4.5, j ∈Nd. (8.39)
Introduce the transformation (zj , z¯j ) → (θj , ρj ):
zj =
√
ξj + ρj e
√−1θj , z¯j =
√
ξj + ρj e−
√−1θj , j ∈Nd. (8.40)
Clearly, dθj ∧ dIj = dθj ∧ dρj . So the transformation is symplectic. Thus, by the symplectic
change (8.36) ⊕ (8.40) ⊕⊕0
=j /∈Nd Idj , Hamiltonian (8.32) is changed into
H = Jω+ω0ρ0 +
∑
j∈Nd
ωjρj +
∑
j /∈Nd
λ˜j zj z¯j +R−, (8.41)
where
ω0 = c4
(
1 +O())ξ0 + 2 ∑
j∈Nd
c6
(
1 +O())ξj j−1, (8.42)
ωj = μj + j−1c52 + 3
∑
i∈Nd
(ij)−1c∗ij ξi , j ∈Nd, (8.43)
λ˜j = μj + j−1c52 + 3
∑
i∈Nd
(ij)−1c∗ij ξi , j /∈Nd, (8.44)
with8
c∗ij =
{
a˜0 + c∗ +℘ij +O(), i = j,
b˜0 + c∗ +℘ij +O(), i 
= j, (8.45)
R− =R∗∗ +O
(
ρ20
)+ ∑
j∈Nd
j−1O(ρ0)ρj +
∑
j /∈Nd
j−1O(ρ0)zj z¯j + 2
∑
i,j∈Nd
(ij)−1c∗ij ρiρj
+
∑
i∈Nd,j /∈Nd
2(ij)−1c∗ij ρizj z¯j +
∑
i,j /∈Nd
2(ij)−1c∗ij zi z¯izj z¯j . (8.46)
8 See Lemmas 6.3 and 8.3 for the constants a˜0, b˜0, ℘ij and c∗, respectively.
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tations which are taken from [22]. Let x = (ϑ, θ0)⊕ θ with θ = (θj )j∈Nd and let y = (J,ρ0)⊕ ρ
with ρ = (ρj )j∈Nd . Set Z = (zj ∈ C: j ∈ Z\ (Nd ∪{0})), and ζ = (ω, ξ0)⊕ (ξj )j∈Nd . Denote by
a,s the Hilbert space consisting of those vectors Z with ‖Z‖a,s < ∞. See those lines between
(5.39) and Definition 5.1 for the definition of ‖Z‖a,s . Let us introduce the phase space
Pa,s = T̂d+2 × Cd+2 × a,s × a,s  (x, y,Z,Z), (8.47)
where T̂d+2 is the complexification of the usual (d + 2)-torus Td+2. Set
D(s, r) := {(x, y, z, z¯, ) ∈Pa,s : | Imx|< s, |y|< r2, ‖Z‖a,s + ‖Z‖a,s < r}. (8.48)
We define the weighted phase norms
|W |r = |W |s¯,r = |x| + 1
r2
|y| + 1
r
‖Z‖a,s¯ + 1
r
‖Z¯‖a,s¯ (8.49)
for W = (x, y,Z,Z) ∈ Pa,s¯ with s¯ = s + 1. Denote by Σ the parameter set (Ω \⋃4j=1 Ω∗j )×
[1,2]d+1. For a map U :D(s, r)×Σ → Pa,s¯ , define its Lipschitz semi-norm |U |Lr :
|U |Lr = sup
ξ 
=ζ
|ξζU |r
|ξ − ζ | , (8.50)
where ξζU = U(·, ξ) − U(·, ζ ), and where the supremum is taken over Σ . Denote by XR−
the vector field corresponding the Hamiltonian R− with respect to the symplectic structure dx ∧
dy + √−1dz∧ z¯, namely,
XR− = (∂yR−,−∂xR−,∇z¯R−,−∇zR−). (8.51)
Lemma 8.4. The perturbation R−(x, y, z, z¯; ξ) is real analytic for real argument (x, y, z, z¯) ∈
D(s, r) for given s, r > 0, and Lipschitz in the parameters ξ ∈Σ , and for each ξ ∈ Σ its gradi-
ents with respect to z, z¯ satisfy
∂zR−, ∂z¯R− ∈A
(
a,s, a,s+1/2
)
, (8.52)
where A(a,s , a,s+1/2) denotes the class of all maps from some neighborhood of the origin
in a,s into a,s+1/2, which is real analytic in the real and imaginary parts of the complex coor-
dinate z. In addition, for the perturbed term R− we have the following estimates
sup
D(s,r)×Σ
|XR−|r  4.5, (8.53)
sup
D(s,r)×Σ
|∂ζXR−|r  4.5, (8.54)
where s = σ0/6 and r = 2.25.
256 X. Yuan / J. Differential Equations 230 (2005) 213–274Proof. It follows from (8.40) that |∂θj wj |  C1/2, |∂ρj wj |  C−1/2 where wj = zj or
wj = z¯j with j ∈ Nd . By (8.1), (8.2), (8.36), we have |∂ρ0w|  C−1, |∂φ0w|  C for w = p
or q . Now ‖Z‖a,s  r = 2.25. By (8.40), we get ‖z‖a,s  1/2 where z = z ⊕ Z with z =
(zj ∈ C: j ∈ Nd). The proof is completed by a direct checking each term of R−. Here we
choose two terms of R− to verify (8.53). The first one is R1 in (7.42). Using Lemma 5.2(ii) and
(7.43) we get |∂zR1|  C2‖Z‖4a,s  C11, ‖∂ZR1‖a,s+1/2  C2‖Z‖3a,s  C8.75, |∂ρ0R1| 
C‖Z‖4a,s  C10 and |∂φ0R1|  C2‖Z‖4a,s  C11. Note that X1F6j ’s are close to identity.
Let R1 =R1 ◦X1F61 ◦ · · · ◦X1F68 . It follow that supD(s,r)×Σ |XR1 |r  4.5. The second one is Rj
in (8.33). It suffices to consider Y ∈ 1 and Z ∈ 2 in (8.34). By (8.19), ∂θj Y = 0, |∂ρj Y | C5,
|∂ρ0Y |  C5, ∂φ0Y = 0 and ‖∂ZY‖a,s+1/2  C7.25. It follows that supD(s,r)×Σ |XY |r  4.5.
Similarly, by (8.20), we have supD(s,r)×Σ |XZ|r  4.5. 
9. A KAM theorem with application to Hamiltonian (8.41)
In this section we first state a KAM theorem proved by Kuksin [15,16] and Pöschel [22].
Here we recite the version owing to Pöschel [22]. This theorem was used to show there are
plenty of quasi-periodic solutions of some nonlinear partial differential equations. See [18,23],
for example. Let us consider the perturbations of a family of linear integrable Hamiltonian
H0 =
n∑
j=1
ωj (ξ)yj + 12
∞∑
j=n+1
λ˘j (ξ)
(
u2j + v2j
)
, (9.1)
in n-dimensional angle-action coordinates (x, y) and infinite-dimensional Cartesian coordinates
(u, v) with symplectic structure
n∑
j=1
dxj ∧ dyj +
∞∑
j=n+1
duj ∧ dvj . (9.2)
The tangent frequencies ω∗ = (ω1, . . . ,ωn) and normal ones λ˘ = (λ˘n+1, λ˘n+2, . . .) depend on
n parameters
ξ ∈Π ⊂ Rn, (9.3)
with Π a closed bounded set of positive Lebesgue measure.
For each ξ there is an invariant n-torus T n0 = Tn ×{0,0,0} with frequencies ω∗(ξ). In its nor-
mal space described by the uv-coordinates the origin is an elliptic fixed point with characteristic
frequencies λ(ξ). The KAM theorem show that the persistence of a large portion of this family
of linearly stable rotational tori under small perturbations H =H0 + P of H0.
Assumption A. Non-degeneracy. The real map ξ → ω∗(ξ) is a lipeomorphism between Π and
its image, that is, a homomorphism which is Lipschitz continuous in both directions. Moreover,
meas
{
ξ :
〈
k,ω∗(ξ)
〉+ 〈l, λ˘(ξ)〉= 0}= 0 (9.4)
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l, λ˘(ξ)
〉 
= 0 on Π, (9.5)
for all integer vectors (k, l) ∈ Zn ×Z∞ with 1 |l| 2 and where “meas” ≡ Lebesgue measure
for sets, |l| =∑j |lj | for integer vectors, and 〈·,·〉 is usual real (or complex) scalar product.
Assumption B. Spectral asymptotic and the Lipschitz property. There exist   1 and δ < τ − 1
such that
λ˘j = j + · · · +O
(
jδ
)
, (9.6)
where the dots stands for fixed lower order term in j , allowing also negative exponents. More
precisely, there exists a fixed, parameter-independent sequence λˆ with λˆj = j + · · · such that
the tails λ˘j − λˆj give rise to a Lipschitz map
λ˘j − λˆj :Π → −δ∞ , (9.7)
where p∞ is the space of all real sequences with finite norm |w|p = supj |wj |jp .
Assumption C. Regularity. The perturbation P(x, y, z, z¯; ξ) is real analytic for real argument
(x, y, z, z¯) ∈ D(s, r) for given s, r > 0, and Lipschitz in the parameters ξ ∈ Π , and for each
ξ ∈Π its gradients with respect to z, z¯ satisfy
Pz,Pz¯ ∈A
(
a,p, a,p¯
)
,
{
p¯  p, for  > 1,
p¯ > p, for  = 1, (9.8)
where A(a,p, a,p¯) denotes the class of all maps from some neighborhood of the origin in a,p
into a,p¯ , which is real analytic in the real and imaginary parts of the complex coordinate z.
We assume that
|ω∗|LΠ + |λ˘|L−δ,Π M <∞,
∣∣(ω∗)−1∣∣L
ω∗(Π)  L<∞. (9.9)
In addition, we introduce the notations
〈l〉 = max
(
1,
∣∣∣∣∑
j
j lj
∣∣∣∣), Ak = 1 + |k|τ ,
where τ > n+ 1 is fixed later. Finally, let Z = {(k, l) 
= 0, |l| 2} ⊂ Zn × Z∞.
We can now state the basic KAM theorem which is attributed to Pöschel [22] (see also
[18,23]).
Theorem 9.1. [22, Theorem A] Suppose H =N + P satisfies assumptions A, B and C, and
ε = sup |XP |r + sup α
M
|XP |Lr  γ α, (9.10)
D(s,r)×Π D(s,r)×Π
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is a Cantor set Πα ⊂ Π with meas(Πα \ Π) → 0 as α → 0, a Lipschitz continuous family of
torus embedding Φ :Tn ×Πα → Pa,p¯ , and a Lipschitz continuous map ω˜ :Πα → Rn, such that
for each ξ ∈ Πα the map Φ restricted to Tn × {ξ} is a real analytic embedding of an elliptic
rotational torus with frequencies ω˜(ξ) for the Hamiltonian H at ξ .
Each embedding is analytic on |x|< s/2, and
|Φ −Φ0|r + α
M
|Φ −Φ0|Lr 
cε
α
, (9.11)
|ω˜ −ω∗| + α
M
|ω˜−ω∗|L  cε, (9.12)
uniformly on that domain and Πα , where Φ0 :Tn × Π → T n0 is the trivial embedding, and
c γ−1 depends on the same parameters as γ .
Moreover, there exist a family of Lipschitz maps ω∗j and Λj on Π for 0  j ∈ Z satisfying
ω∗0 = ω∗, Λ0 =Ω and
|ω∗j −ω∗| +
α
M
|ω∗j −ω∗|L  cε, (9.13)
|Λj − λ˘|−δ + α
M
|Λj − λ˘|L−δ  cε, (9.14)
such that Π \Πα ⊂⋃Rjk,l(α), where
R
j
k,l(α)=
{
ξ ∈Σ : ∣∣〈k,ω∗j (ξ)〉+ 〈l,Λj 〉∣∣ α 〈l〉dAk
}
, (9.15)
and the union is taken over all j  0 and (k, l) ∈ Z such that |k| > K02j−1 for j  1 with a
constant K0  1 depending only on n and τ .
Concerning the measure of the “bad” frequency set Π \Πα , we recite Pöschel’s theorem [22].
Theorem 9.2. [22, Theorem D] Suppose that in Theorem 9.1 the unperturbed frequencies are
affine functions of the parameters. Then there is a constant c such that
meas(Π \Πα) c˜(diamΠ)n−1αμ, μ=
{1, for  > 1,
κ
κ+1−($/4) , for  = 1,
for all sufficiently small α, where $ is any number in [0,min(p¯−p,1)), and where, in the case
 = 1, κ is a positive constant such that
λ˘i − λ˘j
i − j = 1 +O
(
j−k
)
, i > j
uniformly on Π .
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that p¯ = s + 1/2, p = s and it follows from (8.76) and (3.65) that κ = 2. So we can take μ close
to 8/11 from the below, say, μ= 71/99, when $ ↑ 1.
2. By checking Pöschel’s proof in [22, Theorem D], we find c˜ = cˆLnMn−1 where cˆ is absolute
constant.
In order to apply this theorem to Hamiltonian (8.41). We need to introduce some new para-
meters η’s as follows. For the parameters ξ0,ω and ξj ’s, we introduce a linear transform
Υ1:
⎧⎨⎩
ξ∗0 = ξ0 + (c4 +O())−1
∑
j∈Nd c6(1 +O())ξj j−1,
ξj = ξj , for j ∈Nd,
ω = ω.
(9.16)
Then
Υ ∗1 :=
∂(ξ∗,ω, (ξj )j∈Nd )
∂(ξ0,ω, (ξj )j∈Nd )
=
(1 +O() O() O()
0 1 0
0 0 Ed×d
)
, (9.17)
where Ed×d is the unit matrix of order d . Thus,
detΥ ∗1 = 1 +O() (9.18)
and the inverse of Υ ∗1 is of the form∥∥(Υ ∗1 )−1 −E(d+2)×(d+2)∥∥=O(), (9.19)
where ‖ · ‖ is the maximum norm of matrix. Therefore,
Π− :=
[
1/3,1 − 1/3]×(Ω∖ 4⋃
j=1
Ω∗j
)
× [0,1]d ⊂ Υ
(
[0,1] ×
(
Ω
∖ 4⋃
j=1
Ω∗j
)
× [0,1]d
)
.
By (9.16) and (8.42) we have
ω0 = c4
(
1 +O())ξ∗0 . (9.20)
Fix ω− ∈Ω \⋃4j=1 Ω∗j and ξ0− ∈ [1/3,1 − 1/3] arbitrarily. For
ω ∈ [ω−,ω− + 3]∩(Ω∖ 4⋃
j=1
Ω∗j
)
, ξ∗0 ∈
[
ξ0−, ξ0− + 2
]∩ [1/3,1 − 1/3], (9.21)
let us introduce new parameters ω¯ and ξ¯0 as follows
ω = ω− + 3ω¯, ω¯ ∈ [0,1], (9.22)
ξ∗0 = ξ0− + 2ξ¯0, ξ¯0 ∈ [0,1]. (9.23)
We will regard ω¯, ξ¯0 as parameters instead of ω, ξ0 in the following argument. In terms of (9.16),
we have ξ0 = ξ∗0 + O(). By (9.23), we have ξ0 = ξ0− + O(). Note that the quantity O()
in (9.20) depends on ξ0 and ω, thus on ξ¯0 and ω¯. Write O() = f (ω− + 3ω¯, ξ0− + 2ξ¯0).
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tity O() in (9.20) can be written as O() = O() + O(3)ξ¯0 + O(4)ω¯ + O(5) where O(·)
is independent of the quantities ω¯, ξ¯0, depending on ω− and ξ0−. Note that cj (j = 4,5,6)
and c∗ij ’s in (8.42)–(8.45) depends on ω and ξ0. By the same reason as above, we can write
cj = c¯j +O(2)ξ¯0 +O(3)ω¯+O(4) (j = 4,5,6) and c∗ij = c¯ij +O(2)ξ¯0 +O(3)ω¯+O(4)
(i, j ∈ Nd ) where the new quantities c¯j ’s and c¯ij ’s depend on the quantities ω−, ξ0− and , but
are independent of the new parameters ξ¯0, ω¯0. Now we can rewrite (9.20) as
ω0 = c¯7 + c¯43ξ¯0 +O
(
4
)
ω¯+O(5) (9.24)
with c¯7 = (c¯4 +O())(1 +O())ξ0−. In view of (3.65) and (9.22), we can rewrite μj as follows{
μj = μ˘j +O(6)/j,
μ˘j := j + (1/j)O(ω2−)+ 3(2ω−/π +O(ω14/9− )ω¯/j,
(9.25)
where O(ω−) is defined in the same way as in O(). Moreover, by (8.43), (8.44),
ωj = μ˘j + j−1c¯52 + 3
∑
i∈Nd
(ij)−1c¯ij ξi +O
(
4
)
/j, j ∈Nd, (9.26)
λ˜j = μ˘j + j−1c¯52 + 3
∑
i∈Nd
(ij)−1c¯ij ξi +O
(
4
)
/j, j /∈Nd. (9.27)
Now we can rewrite (8.41) as Hamiltonian
H = Jω+ ω˘0ρ0 +
∑
j∈Nd
ω˘jρj +
∑
j /∈Nd
λ˘j zj z¯j +R+, (9.28)
where
R+ :=R− +O
(
5
)
ρ0 +
∑
j∈Nd
O
(
6
)
ρj +
∑
j /∈Nd
j−1O
(
6
)
zj z¯j , (9.29)
ω˘0 = c¯7 + c¯43ξ¯0 +O
(
4
)
ω¯, (9.30)
ω˘j = μ˘j + j−1c¯52 + 3
∑
i∈Nd
(ij)−1c¯ij ξi , (9.31)
λ˘j = μ˘j + j−1c¯52 + 3
∑
i∈Nd
(ij)−1c¯ij ξi . (9.32)
Set
ω∗ := ω⊕ ω˘0 ⊕ ωˆ, ωˆ := (ω˘j )j∈Nd , (9.33)
and
ξ = ω¯⊕ ξ¯0 ⊕ ξˆ , ξˆ := (ξj )j∈Nd . (9.34)
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sup
D(s,r)×Π
|XR+|r  C4.5, sup
D(s,r)×Π
|∂ζXR+|r  C4.5.
Proof. Clearly, for R+ −R−, the estimates mentioned above hold. By Lemma 8.4, the proof is
complete. 
Now let us verify Assumption A. In view of (9.22) and (9.30), (9.31), we get that
∂ω∗
∂ξ
= 3
(1 +O() 0 0
0 c¯4 0
O(1) 0 A
)
, for ξ ∈Π, (9.35)
where A = A(ω−) = ((ij)−1c¯ij )i,j∈Nd . In Appendix A, we will show that the constant matrix
is nonsingular. Therefore, the real map ω∗ → ω∗(ξ) is a lipeomorphism between Π and its
imagine. Let λ˘= (λ˘j )j /∈Nd . Moreover, there are L= −3CM = 3C with a constant C > 0 such
that
|ω∗|LΠ + |λ˘|L−δ,Π M,
∣∣(ω∗)−1(·)∣∣L
ω∗(Π)  L, (9.36)
where δ = −1. This confirms condition (9.9). Observe that
λ˘i − λ˘j = μ˘i − μ˘j +O()= i − j +O(ω−)+O(). (9.37)
Since ω− ∈Ω and supω−{ω−: ω− ∈Ω}  1, so |λ˘i − λ˘j |> 1/2 if i 
= j . This implies that (9.5)
is fulfilled. Now let us verify (9.4). for any k ∈ Zd+2, we write
k = (k′, k0, kˆ), k′, k0 ∈ Z, kˆ ∈ Zd . (9.38)
Let
y(ξ) := 〈k,ω∗〉 + 〈l, λ˘〉 = k′ω + k0ω˘0 + 〈kˆ, ωˆ〉 + 〈l, λ˘〉, (9.39)
Δ := {ξ ∈Π : y(ξ)= 0}. (9.40)
We hope to show that measΔ= 0. To this end, let B = (c¯ij )i /∈Nd,j∈Nd and
ι= ((2ω− +O(ω14/9− ))/j)j∈Nd , s = ((1 +O(ω2−)+ c¯52)/j)j∈Nd ,
ι∞ =
((
2ω− +O
(
ω
14/9
−
))
/j
)
j /∈Nd , s∞ =
((
1 +O(ω2−)+ c¯52)/j)j /∈Nd . (9.41)
Then by (9.25), (9.31), (9.33), we have that{
ωˆ = s + 3ιω¯+ 3Aξˆ,
˘ 3 3 ˆ (9.42)λ= s∞ +  ι∞ω¯+  Bξ,
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can write
Aij (ω)=
{ 1
ii
(a0 + o(1)), i = j,
1
ij
(b0 + o(1)), i 
= j,
where o(1) denotes sufficiently small quantity, and a0 ≈ 316 + 0.3 + 0.004, b0 ≈ 18 + 0.004. Let
A0 = (A0ij ) with
A0ij =
{ 1
ii
a0, i = j,
1
ij
b0, i 
= j.
Then
detA0 =
∏
jp∈Nd
j−1p (a0 − b0)d−1(a0 − b0 + db0) 
= 0,
since a0 − b0 > 0 and b0 > 0. Therefore, A(ω) is nonsingular matrix if ω is small enough (but
depending on d). Moreover, there is a positive constant C depending on ω but independent of ,
such that ∥∥A(ω)∥∥
max
,
∥∥A−1(ω)∥∥
max
 C.
We now introduce a linear transformation
Υ2: ηˆ = ω¯A−1ι+ ξˆ , ω¯ = ω¯, ξ¯0 = ξ¯0. (9.43)
Then
det
∂(ηˆ, ω¯, ξ¯0)
∂(ξˆ , ω¯, ξ¯0)
=
∣∣∣∣∣Ed×d A
−1ι 0
0 1 0
0 0 1
∣∣∣∣∣= 1. (9.44)
Write η = (ω¯, ξ¯0, ηˆ), and let
z(η) := y(Υ2(ξ))= k′ω+ k0ω˘0 + 〈kˆ, s + 3Aηˆ〉+ 〈l, λ˘〉. (9.45)
Then
Υ2(Δ)=
{
η ∈ Υ (Π): z(η)= 0}. (9.46)
Thus, by (9.44) we have measΔ= measΥ2(Δ).
Case 1. Assume k0 
= 0. Observe that ω, ωˆ and λ˘ do not involve the parameter ξ¯0. Then
∂z(η)/∂ξ¯0 = k0c¯43 
= 0. Thus, meas(Υ2Δ)= 0.
Case 2. Assume k′ 
= 0. Observe that ω˘0 and s +Aηˆ do not involve the parameter ω¯. Thus,
∂z(η) = k′3 + ∂〈l, λ˘〉 = 3(k′ +O(ω−)) 
= 0, 0 <ω−  1.
∂ω¯ ∂ω¯
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z(η)= 〈kˆ, s + 3Aηˆ〉+ 〈l, s∞ + (ι∞ −BA−1ι)ω¯+ 3Bηˆ〉
= 〈kˆ, s〉 + 〈l,g〉 + 3(〈kˆ,Aηˆ〉 + 〈l,Bηˆ〉)= 〈kˆ, s〉 + 〈l,g〉 + 3(〈Akˆ +BTl, ηˆ〉), (9.47)
where g = s∞ + (ι∞ − BA−1ι)ω¯ and BT is the transpose of B . (Note that A is symmetric.)
We claim that either 〈kˆ, s〉 + 〈l,g〉 
= 0 or Akˆ + BTl 
= 0. Suppose to the contrary that 〈kˆ, s〉 =
〈l,g〉 = 0 or Akˆ = BTl where we have replaced l by −l for convenience. In view of Lemmas 6.3,
8.3 and (8.45), we can write
A=
⎛⎜⎝
a
i1i1
b
i1i2
. . . b
i1id
...
...
. . .
...
b
id i1
b
id i2
. . . b
id id
⎞⎟⎠
d×d
, B =
⎛⎜⎝
b
i1j1
b
i2j1
. . . b
id j1
b
i1j2
b
i2j2
. . . b
id j2
...
...
. . .
...
⎞⎟⎠
∞×d
,
where ip’s (p = 1,2, . . . , d) are in Nd and jp’s (p = 1,2, . . . ,) are in Z \Nd , and
a = a0 + hij , b = b0 + hij ,
where hij = ℘ij +O()=O()+O(ω7/9)= o(1) as 0 <   1 and |ω|  1. Set
v =
(
1
i1
,
1
i2
, . . . ,
1
ip
, . . . ,
1
id
)T
, w =
(
1
j1
,
1
j2
, . . . ,
1
jq
, . . .
)T
.
Write
kˆ = (k1, . . . , kp, . . . , kd)T.
Then by Akˆ = BTl we get kˆ =A−1BTl, and thus
‖kˆ‖max  C1
∥∥A−1∥∥
max
‖B‖max  C,
where the constant C > 0 depends on d , the order of matrix A. Again by Akˆ = BTl we get
b
ip
〈kˆ, v〉 − b0 − a0
i2p
kp = 1
ip
〈w, l〉 + 1
ip
∞∑
j=1
1
j
hjip lj −
1
ip
d∑
j=1
1
j
hjpkp.
In view of |l| 2, ‖kˆ‖max  C and hij = o(1), we get
kp
ip
+ o(1)= 1
b0 − a0
(
b〈kˆ, v〉 − 〈w, l〉). (9.48)
Since the right-hand side of (9.48) is independent of p, making sum from p = 1 to p = d in (9.48)
we get
〈kˆ, v〉 = d (b0〈kˆ, v〉 − 〈w, l〉)+ o(1),
b0 − a0
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b0d−(b0−a0) + o(1), and thus,
kp
ip
= 〈w, l〉
b0d − (b0 − a0) + o(1). (9.49)
By (9.41),
si = i + o(1)/i, gj = j + o(1)/j, i ∈Nd, j /∈Nd. (9.50)
And thus, the assumption 〈kˆ, s〉 = 〈l,g〉 further implies
(
b0d − (b0 − a0)
) d∑
p=1
(
1 + o(1))(k2p + o(1))= 〈w, l〉〈l,g〉. (9.51)
We first show that for |l| = 1 this is not possible. Indeed, we then have 〈l,w〉 = ±j−1q and
〈l,g〉 = ±jq + o(1)j−1q with some q ∈ Z \Nd . By (9.49) and (9.51) we get
(
(d − 1)b0 + a0
) d∑
p=1
(
1 + o(1))(k2p + o(1))= ±1 + o(1). (9.52)
This is clearly impossible if d  7.
So consider now the case |l| = 2. In this case, we have 〈l,w〉 = ±j−1r ± j−1s . By (9.49), then
kp+1 − kp = (ip+1 − ip) ±j
−1
r ± j−1s
(d − 1)b0 + a0 + o(1) (9.53)
with some jr , js ∈ Z /∈Nd . It follows that
1 min
1pd
|kp+1 − kp| 3|ip+1 − ip|2((d − 1)b0 + a0) <
12|ip+1 − ip|
d − 1 . (9.54)
This contradicts condition (7.23). Now we have finish our claim. Let us verify measΥ2() = 0.
If Akˆ+BTl = 0, then 〈kˆ, s〉+ 〈l,g〉 
= 0 by our claim. This implies Υ2()= ∅. If Akˆ+BTl 
= 0,
then ∇ηˆz(η) 
= 0, and thus measΥ2() = 0. This completes the verification of Assumption A.
Recall (9.25) and (9.32). We have λ˘j = j + · · · with  = 1, and λˆ∗j := λ˘j − j is a Lipschitz
map λˆ∗ :Π → −δ∞ with δ = −1. Thus, Assumption B is fulfilled for λ˘ with δ = −1 and  = 1.
By Lemma 8.4, Assumption C is fulfilled. Now let us verify the smallness condition (9.10) in
Theorem 9.1. Pick α = 4.4. By Lemma 9.3, we have
sup
D(s,r)×Π
|XR|r + α
M
sup
D(s,r)×Π
|XR|Lr < γα, (9.55)
if ||< ∗ with a constant ∗ = ∗(γ,C). That implies the smallness condition (9.10) is fulfilled.
Up to now we have verify all conditions of Theorem 9.1 for Hamiltonian (9.28). Let us check the
conditions of Theorem 9.2 for the Hamiltonian. In view of (9.22), (9.25)–(9.27), we see that the
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we have that λ˘j = j +O(j−1). That implies
λ˘i − λ˘j
i − j = 1 +O
(
j−2
)
, i > j.
Thus the conditions are verified with κ = 2.
Let us run Theorems 9.1 and 9.2 for Hamiltonian (9.28). Then there is a subset Πα ⊂Π with
meas(Π \Πα) cLd+1Md(diamΠ)d+1αμ  C−3αμ < 0.15, μ= 71/99,
and a Lipschitz continuous family of torus embedding Φ :Tn ×Πα →Pa,s+1/2, and a Lipschitz
continuous map ω˜ :Πα → Rn, such that for each ξ ∈Πα the map Φ restricted to Tn×{ξ} is a real
analytic embedding of an elliptic rotational torus with frequencies ω˜(ξ) for the Hamiltonian H
at ξ . Moreover, |ω˜(ξ)−ω∗(ξ)|< c4.5 and (9.11) holds. Using (9.21)–(9.23) we return from the
parameter set Π to
Π∗(ω−, ξ0−) :=
([
ω−,ω− + 3
]∩Ω)× [ξ0−, ξ0− + 2]∩ [1/3,1 − 1/3]× [0,1]d .
And then patch up Π∗(ω−, ξ0−). More exactly, let
Π∗ =
⋃
ω−∈Ω, ξ0−∈[0,1]
Π∗(ω−, ξ0−),
where ω−, ξ0− are chosen such that Π∗(ω1−, ξ10−)∩Π∗(ω2−, ξ20−)= ∅ if (ω1−, ξ10−) 
= (ω2−, ξ20−).
By Υ −11 (see (9.16)), we get a subset Π∗α ⊂Π∗ such that
Σα = Υ −11
(
Π∗α
)⊂ (Ω∖ 4⋃
j=1
Ω∗j
)
× [0,1]d+1 ⊂Σ
with
meas(Σ \Σ) 0.15. (9.56)
When the parameter set Π returns to Σ , Hamiltonian (9.28) returns to Hamiltonian (8.41).
Then there are a Lipschitz continuous family of torus embedding Φ :Tn × Σ → Pa,s+1, and
a Lipschitz continuous map ω˜ :Σ → Rd+2, such that for each ξ ∈ Σ the map Φ restricted
to Td+2 × {ξ} is a real analytic embedding of an elliptic rotational torus with frequencies
ω˜(ξ)= (ω, ω˜0, (ω˜j )j∈Nd ) for the Hamiltonian H at ξ . And
|Φ −Φ0|r + α
M
|Φ −Φ0|Lr  c4.5−4.4 = c0.1, (9.57)∣∣ω˜−ω0∣∣+ α
M
∣∣ω˜(ξ)−ω0(ξ)∣∣L  c4.5, (9.58)
where ω0 = (ω,ω0, (ωj )j∈Nd ) and ω0,ωj as functions of ξ = (ω, ξ0, (ξj )j∈Nd ) are given out
in (8.42) and (8.43), respectively. Therefore, all motions starting from the torus Φ(Td+2 ×Σ)
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time t . Write ω˜(ξ)= (ω, ω˜0, ω˜j , j ∈Nd). By (9.57), (9.58), those motion can written as follows:
ρj (t)=O
(
4.1
)
, θj (t)= ω˜j t +O
(
0.1
)
, j ∈ {0} ∪Nd, t ∈ R,∥∥zˆ(t)∥∥
a,s+1 =O
(
2.1
)
, ϑ(t)= ωt, (9.59)
where zˆ = (zj )j /∈Nd and we have taken the initial phase θj (0) = 0. Returning the original equa-
tion (1.1), we can get the solution described in Theorem 1.
10. Remark on equation utt − uxx − u3 = 0
Consider the equation
utt − uxx − u3 = 0 (10.1)
subject to Dirichlet boundary conditions
u(t,0)= u(t,π)= 0. (10.2)
We can show that there are many hyperbolic–elliptic invariant tori for (10.1). We give out only
our idea in this section.
In (2.5), we let ω = 1/2 and replace t by x + π2 , that is, let
u0(x)= 2
√
2
∞∑
n=1
cˆ(n) cos(2n− 1)
(
2x + π
2
)
, cˆ(n)= 1
e−π(n−1/2) + eπ(n−1/2) . (10.3)
Then u0xx + u30 = 0 which implies u0 is a static solution of (10.1). And it clearly satisfies the
b.c. (10.2). The end in this section is to show that there are many time quasi-periodic solutions in
some neighborhood of the static solution u0. To that end we let
u= u0 + u˜. (10.4)
Then u˜ obeys the following equation and b.c.
{
u˜t t − u˜xx − 3u20u˜− 3u0u˜2 − 2u˜3 = 0,
u˜(t,0)= u˜(t, π)= 0. (10.5)
For a given potential V (x) (not being random), in [28] it is more recently proved that there exist
invariant tori for nonlinear wave equation
utt − uxx + V (x)u+ u3 + h.o.t. = 0
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= 0. By the method similar to that in [28]
we can show that the existence of invariant tori for (10.5). Consider the Sturm–Liouville (S–L)
problems {
l(y) := − d2y
dx2
− 3u20(x)y = λy,
y(0)= y(π)= 0. (10.6)
It is well known that the S–L problems possess infinite many simple eigenvalues
λ1 < λ2 < · · ·< λn < · · · → +∞.
It is elementary to prove that the first eigenvalue λ1 < 0 and each eigenvalue λn 
= 0 for n ∈ N.
Then the invariant tori for (10.5) can be shown to be hyperbolic–elliptic by using a variant of
KAM theorem by Kuksin and Pöschel. (See [27] for the variant.)
Acknowledgments
The original version9 of the present paper was finished in the September of 2004. I am very
grateful to Bambusi Dario and Chierchia Luigi for their kind invitations to me to visit Unversitá
degli studi di Milano and Universitá Roma Tre during the September of 2005. By this chance I
could explain some details of the present paper to them and get their invaluable suggestions for
this paper. I am also indebted to Procesi, Biasco and Gregorio for their useful discussion during
the visit.
Appendix A
Proof of Lemma 6.1. The proof is similar (in fact, simpler than) to that of Lemma 6.2. We
omit it. 
Proof of Lemma 6.2. Assume k 
= 0 in the following argument.
Since |α| + |β| = 3, we investigate only two cases: (i) |α| = 3 and β = 0; (ii) |α| = 2
and |β| = 1.
(i) For α ∈ α∞ with |α| = 3, assume that the three entries αi,αj ,αl are nonzero, and the
others are zero. Then μ · α = μi +μj +μl . Assume i, j, l > 0 without loss of generality. Let
fijl,k = μi +μj +μl + kω, 0 
= k ∈ Z.
Let
R1ij l,k =
{
ω ∈Ω: |fijl,k|<ω10/9/|k|5
}
.
By (3.65), we have
fijl,k = i + j + l +O
(
ω2/i
)+O(ω2/j)+O(ω2/l),
9 X. Yuan, Quasi-periodic solutions of completely resonant nonlinear wave equations, preprint, FDIM (no. 2004-12),
September 2004. Also see http://math.fudan.edu.cn/academic/preprint/ pre04-12.pdf.
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∣∣∣∣= ∣∣k +O(ω)∣∣> 12 .
Thus,
measR1ij l,k < 2ω10/9/|k|5.
Note that Rij l,k is empty when min{i, j, l}> 1 +ω|k|. Therefore
meas
⋃
k
⋃
ij l
R1ij l,k 
∑
k
(
1 +ω|k|)3 2ω10/9|k|5 <Cω10/9.
(ii) Assume that μ ·α−μ ·β = μi +μj −μl . And assume i, j, l > 0 without loss of generality.
Let
fijl,k = μi +μj −μl + kω, 0 
= k ∈ Z,
R2ij l,k =
{
ω ∈Ω: |fijl,k|<ω10/9/|k|5
}
and
R3ij l,k =
{
ω ∈Ω: |fijl,k|<ω10/9/|k|10
}
.
In view of P(α,β)= 0, we have i ± j ± l = 0. It suffices to investigate the following two cases:
(ii)1 l = i + j . For this case, using (3.65) we have fijl,k = kω+O(ω2). Thus the set R2ij l,k is
empty.
(ii)2 j = i + l. If l > C−1|k|5 for some constant C sufficiently large, then∣∣O(ω2/j)∣∣, ∣∣O(ω2/l)∣∣<ω10/9/|k|5.
It follows that
R2ij l,k ⊂
{
ω ∈Ω: ∣∣2i +O(ω2)+ kω∣∣< 3ω10/9/|k|5} :=Ri,k.
By the same argument as that of case (i), we have measRi,k < Cω10/9/|k|5. Moreover,
meas
⋃
k
⋃
j=i+l, l>C−1|k|5
R2ij l,k 
∑
k
Cω10/9/|k|5  Cω10/9.
Finally, let us consider l  C−1|k|5. At this time, by j = i + l we can write
fijl,k = 2(j − l)+ kω +O
(
ω2/j − l)+O(ω2/j)+O(ω2/l).
For fixed k and l, by the same argument as that of case (i), we have
meas
⋃
R3(j−l)j l,k < Cω10/9/|k|9.j
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meas
⋃
k
⋃
j=i+l, lC−1|k|5
R3ij l,k 
∑
k
C|k|5ω10/9/|k|9  Cω10/9 <Cω10/9.
Let
Ω∗2 =Ω
∖ ⋃
i,j,l,k
R1ij l,k
⋃
k
⋃
j=i+l, l>C−1|k|5
R2ij l,k
⋃
k
⋃
j=i+l, lC−1|k|5
R3ij l,k.
This set satisfies as required. 
Proof of Lemma 7.1. Let N˜ = max{j : j ∈ Nd}. It then follows from {i, .., l} ∩ Nd 
= ∅ that
min{i, . . . , l} N˜ . Recall (3.65),
μj = j + 3ω
2
jπ
+O(ω23/9/j).
Thus, if there are three plus and one minus among Υ := ±μi ±μj ±μn ±μl , then, without loss
of generality, we can write
Υ = i + j + n− l + 3ω
2
π
(
1
i
+ 1
j
+ 1
n
− 1
l
)
+O(ω23/9/i)+ · · · +O(ω23/9/l).
If i + j + n− l 
= 0, then, clearly, |Υ | 1 −Cω2 > 1/2. And if i + j + n− l = 0, then
|Υ | = 3ω
2
π
(
1
i
+ 1
j
+ 1
n
− 1
l
)
− ∣∣O(ω23/9/i)∣∣− · · · + ∣∣O(ω23/9/l)∣∣
 3ω
2
2π
(
1
i
+ 1
j
+ 1
n
− 1
l
)
 3ω
2
2πN˜
.
Now let us assume there are two plus and two minus among Υ , say Υ = μi + μj − μn − μl .
Then, we can write
Υ = i + j − n− l + 3ω
2
π
(
1
i
+ 1
j
− 1
n
− 1
l
)
+O(ω23/9/i)+ · · · +O(ω23/9/l).
If i+ j −n− l 
= 0, then, obviously, |Υ | 1/2. Now we assume i+ j −n− l = 0. We can show
the following claim:
Claim. If i + j − n− l = 0, and both i and j are not in the set {n, l}, then∣∣∣∣1i + 1j − 1n − 1l
∣∣∣∣ 2(N˜ + 2)3 .
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n− i = j − l := p.
Then p  1. Thus,
1
i
+ 1
j
− 1
n
− 1
l
= 1
i
− 1
l
−
(
1
i + p −
1
l + p
)
.
Let
f (t) := 1
i + t −
1
l + t .
Then
1
i
+ 1
j
− 1
n
− 1
l
= f (0)− f (p).
Without loss of generality, we can assume i < l. Then it is easy exercise to check f (t) decrease
monotonically for t ∈ [0,∞). Therefore,
f (0)− f (p) f (0)− f (1).
Write l = i + q with q  1. Then
f (0)− f (1)= 1
i
− 1
i + 1 −
(
1
i + q −
1
i + q + 1
)
.
Let
g(t)= 1
i + t −
1
i + t + 1 .
Then
dg
dt
= − 1
(i + t)2 +
1
(i + t + 1)2 < 0
from which follows that
g(q)= 1
i + q −
1
i + q + 1  g(1)=
1
i + 1 −
1
i + 2 .
Thus,
f (0)− f (1)= 1
i
− 1
i + 1 − g(q)
1
i
− 1
i + 1 − g(1)
= 1
i
− 2
i + 1 +
1
i + 2 =
2
i(i + 1)(i + 2) 
2
(N˜ + 2)3 .
This finishes the proof of the claim. So the proof of this lemma is complete. 
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g(ω)= μi ±μj ±μn ±μl.
Then by (3.65),
g(ω)= i ± j ± n± l + 3ω
2
π
(
1
i
± 1
j
± n± 1
l
)
+O(ω23/9).
Case 1. Assume k = 0 and g(ω) 
= 0.
Subcase 1.1. Assume i ± j ± n± l 
= 0. Then
∣∣g(ω)+ kω∣∣ |i ± j ± n± l| −Cω2  1
2
.
It follows that inequality (7.3) holds true in this case.
Subcase 1.2. Assume i ± j ± n± l = 0. (a) Assume there are 2 plus signs and 2 minus signs,
say i + j − n− l = 0. Then {i, j} 
= {n, l}, otherwise g(ω) = 0. Using the claim in the proof of
Lemma 7.1,
∣∣g(ω)+ kω∣∣= 3ω2
π
∣∣∣∣1i + 1j − 1n − 1l
∣∣∣∣+O(ω23/9) 3ω2π 2(N˜ + 2)3 +O(ω23/9),
from which follows also that inequality (7.3) holds true. (b) Assume there are 3 plus and 1
minus, say i + j + n− l = 0. It follows that l > max{i, j, n}. Assume i = min{i, j, n, l}. Recall
0 < min{i, j, n, l} N˜ . Thus,
1
i
+ 1
j
+ 1
n
− 1
l
>
1
i
>
1
N˜
.
Therefore,
∣∣g(ω)+ kω∣∣ 3ω2
π
1
N˜
+O(ω23/9),
which follows that inequality (7.3) holds true in this case.
Case 2. Assume k 
= 0 and g(ω)= 0. This case is trivial.
Case 3. Assume k 
= 0 and g(ω) 
= 0. Assume i = min{i, j, n, l} without loss of generality.
Then 1 i  N˜ . Fix i. Rewrite g(ω)+ kω as
g(ω)= ±μj ±μn ±μl + (±μi + kω) := fjnl,k + (±μi + kω).
Regard (±μi + kω) as the term kω of Lemma 6.2. Repeating the proof of Lemma 6.2 with some
minor modification, we can finish the proof. Here are some details. Let
R1ijnl,k =
{
ω ∈Ω: ∣∣fjnl,k + (±μi + kω)∣∣<ω10/9/|k|5}.
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Therefore, when |fjnl,k|> 2+ N˜ +|k|, the setR1jnl,k is empty, and when |fjnl,k|> 2+ N˜ +|k|,
meas
⋃
k
⋃
j,n,l
R1jnl,k 
∑
k
(
2 + N˜ + |k|)3ω10/9/|k|5 Cω10/9,
where the constant C depends on N˜ .
Case 3.2. Assume fjnl = μj + μn − μl . Observe that there is a combination of plus and
minus such that i ± j ± n ± l = 0. It suffices to consider the two cases (a) and (b) as follows.
(a) If l = j + n± i, then, by (3.65), g(ω)= kω+O(ω2). In this case R1ijnl,k is empty set. (b) If
l = j − n± i, then, by (3.65),
g(ω)= 2n+ kω ± i +O(ω2/i)+ · · · +O(ω2/l).
Let
R2ijnl,k =
{
ω ∈Ω: ∣∣g(ω)+ kω∣∣<ω10/9/|k|5}
and
R3ijnl,k =
{
ω ∈Ω: ∣∣g(ω)+ kω∣∣<ω10/9/|k|10}.
If j > C−1|k|5 for some constant C sufficiently large, then∣∣O(ω2/j)∣∣, ∣∣O(ω2/l)∣∣<ω10/9/|k|5.
It follows that
R2ij l,k ⊂
{
ω ∈Ω:
∣∣∣∣2n+ kω ± i +O(ω2n
)
+O
(
ω2
i
)∣∣∣∣< 3ω10/9/|k|5} :=Ri,k.
By the same argument as that of case (i) of Lemma 6.2, we have
measRi,k < Cω10/9/|k|5.
Moreover,
meas
⋃
k
⋃
l=j−n±i
j>C−1|k|5
R2ij l,k 
∑
k
CN˜ω10/9/|k|5 CN˜ω10/9.
Now let us consider j  C−1|k|5. At this time, by l = j − n± i we get
R3ij l,k ⊂
{
ω ∈Ω:
∣∣∣∣2n+ kω +O(ω2n
)
+O
(
ω2
j ± i − n
)
+O
(
ω2
i
)
+O
(
ω2
j
)∣∣∣∣
< 3ω10/9/|k|10
}
:=R∗jink.
X. Yuan / J. Differential Equations 230 (2005) 213–274 273For fixed j, i and k, by the same argument as that of case (i) of Lemma 6.2, we have
meas
⋃
n
R3ijnl,k < meas
⋃
n
R∗ijnl,k < Cω10/9/|k|10.
Thus,
meas
⋃
k
⋃
l=j−n±i
j<C−1|k|5
R3ij l,k 
∑
k
CN˜ |k|5ω10/9/|k|10  Cω10/9.
Let
Ω∗2 =Ω
∖ ⋃
i,j,l,k
R1ij l,k
⋃
k
⋃
l=j−n±i
j>C−1|k|5
R2ij l,k
⋃
k
⋃
l=j−n±i
jC−1|k|5
R3ij l,k.
This set satisfies as required. 
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