Let p be a real density function defined on a compact subset of R m , and let E(f , p) = pf dω be the expectation of f with respect to the density function p. In this paper, we define a one-parameter extension
Introduction and main results
As indicated in the monograph [] , the concept of mean is basic in the theory of inequalities and its applications. Indeed, there are many inequalities involving different types of mean in [-] , and a great number of them have been used in mathematics and other natural sciences.
Dresher in [] , by means of moment space techniques, proved the following inequality: If ρ ≥  ≥ σ ≥ , f , g ≥ , and φ is a distribution function, then
.
This result is referred to as Dresher's inequality by Daskin , which involves two parameters r and s and has applications in the theory of probability. However, variance is also a crucial quantity in probability and statistics theory. It is, therefore, of interest to establish inequalities for various variances as well. In this paper, we introduce generalized 'variances' and establish several inequalities involving them. Although we may start out under a more general setting, for the sake of simplicity, we choose to consider the variance of a continuous function f with respect to a weight function p (including probability densities) defined on a closed and bounded domain in R m instead of a distribution function. More precisely, unless stated otherwise, in all later discussions, let be a fixed, nonempty, closed and bounded domain in R m and let p : → (, ∞) be a fixed function which satisfies p dω = . For any continuous function f : → R, we write E(f , p) = pf dω, which may be regarded as the weighted mean of the function f with respect to the weight function p.
Recall that the standard variance (see [] and [] ) of a random variable f with respect to a density function p is
We may, however, generalize this to the γ -variance of the function f : → (, ∞) defined by
According to this definition, we know that γ -variance Var γ (f , p) is a functional of the function f : → (, ∞) and p : → (, ∞), and such a definition is compatible with the generalized integral means studied elsewhere (see, e.g., [-] ). Indeed, according to the power mean inequality (see, e.g., [-]), we may see that
Let f : → (, ∞) and g : → (, ∞) be two continuous functions. We define According to this definition, we get
and
Cov γ (f , f ), γ = , ,
Cov γ (f , f ), γ = .
If we define
is the γ -absolute covariance of the function f : → (, ∞) and the function g : → (, ∞), then we have that
for γ =  by the Cauchy inequality
Therefore, we can define the γ -correlation coefficient of the function f : → (, ∞) and the function g : → (, ∞) as follows:
where
By means of Var γ (f , p), we may then define another two-parameter mean. This new twoparameter mean V r,s (f , p) will be called the Dresher variance mean of the function f . It is motivated by () and [, , -] and is defined as follows. Given (r, s) ∈ R  and the continuous function f : → (, ∞). If f is a constant function defined by f (x) = c for any x ∈ , we define the functional
and if f is not a constant function, we define the functional
Since the function f : → (, ∞) is continuous, we know that the functions pf γ and pf γ ln f are integrable for any γ ∈ R. Thus Var γ (f , p) and V r,s (f , p) are well defined. Since
is continuous with respect to γ ∈ R and V r,s (f , p) continuous with respect to (r, s) ∈ R  .
We will explain why we are concerned with our one-parameter variance Var γ (f , p) and the two-parameter mean V r,s (f , p) by illustrating their uses in statistics and space science.
Before doing so, we first state three main theorems of our investigations.
Theorem  (Dresher variance mean inequality) For any continuous function f
moreover, the coefficient ( 
Therefore,
may be regarded as a γ -variance and
may be regarded as a Dresher variance mean of the random variable f (X). Note that by Theorem , we have
and by Theorem , we see that for any r, s, r
and by Theorem , if r > s ≥ , then 
Proof of Theorem 1
For the sake of simplicity, we employ the following notations. Let n be an integer greater than or equal to , and let N n = {, , . . . , n}. For real n-vectors x = (x  , . . . , x n ) and p = (p  , . . . , p n ), the dot product of p and x is denoted by A(
a real function of a real variable, for the sake of convenience, we set the vector function
Suppose that p ∈ S n and γ , r, s ∈ R. If x ∈ (, ∞) n , then
is called the γ -variance of the vector x with respect to p. If x ∈ (, ∞) n is a constant nvector, then we define
while if x is not a constant vector (i.e., there exist i, j ∈ N n such that x i = x j ), then we define 
where is the triangle
Hence,
Therefore, () holds. The proof is complete.
Remark  The well-known Jensen inequality can be described as follows [-]:
If the function φ : I → R satisfies φ (t) ≥  for all t in the interval I, then for any x ∈ I n and p ∈ S n , we have
The above proof may be regarded as a constructive proof of ().
Remark  We remark that the Dresher variance mean V r,s (x, p) extends the variance mean V r, (x, p) (see [] , p., and [, ]), and Lemma  is a generalization of (.) of [] .
Proof If x is a constant vector, our assertion is clearly true. Let x be a non-constant vector, that is, there exist i, j ∈ N n such that
is continuous with respect to (r, s) in R  , we may then assume that r(r -)s(s -) =  and r -s > .
In (), let φ : (, ∞) → R be defined by φ(t) = t γ , where γ (γ -) = . Then we obtain
by (), (), r -s >  and the fact that
we obtain (). This concludes the proof.
We may now turn to the proof of Theorem .
Proof First, we may assume that f is a nonconstant function and that
be a partition of , and let
be the 'norm' of the partition T, where
is the length of the vector X -Y . Pick any
Furthermore, when γ (γ -) = , we have
By (), we obtain
By Lemma , we have
From () and (), we obtain
This completes the proof of Theorem .
Remark  By []
, if the function φ : I → R has the property that φ : I → R is a continuous and convex function, then for any x ∈ I n and p ∈ S n , we obtain
Thus, according to the proof of Theorem , we may see that: If the function f : → (, ∞) is continuous and the function φ : f ( ) → R has the property that φ : f ( ) → R is a http://www.journalofinequalitiesandapplications.com/content/2013/1/366 continuous convex function, then
where φ • f is the composite of φ and f . Therefore, the Dresher variance mean V r,s (f , p) has a wide mathematical background.
Proof of Theorem 2
In this section, we use the same notations as in the previous section. In addition, for fixed γ , r, s ∈ R, if x ∈ (, ∞) n and p ∈ S n , then the γ -order power mean of x with respect to p
and the two-parameter Dresher mean of x (see [, ] ) with respect to p is defined by
We have the following well-known power mean inequality
We also have the following result (see [] , p., and [, ]). By the power mean inequality, we have 
Proof If x is a constant n-vector, our assertion clearly holds. We may, therefore, assume that there exist i, j ∈ N n such that x i = x j . We may further assume that 
By (), when γ (γ -) = , we have
By () and Lemma , we then see that
This ends the proof.
We may now easily obtain the proof of Theorem . http://www.journalofinequalitiesandapplications.com/content/2013/1/366
Proof Indeed, by (), () and Lemma , we get that
This completes the proof of Theorem .
Proof of Theorem 3
In this section, we use the same notations as in the previous two sections. In addition, let I n = (, , . . . , ) be an n-vector and
and let
. If x is a relative extremum point of the function F n : S n → R, then there exist k ∈ N n and u, v ∈ (, n) such that
Proof Consider the Lagrange function
where the function L : (, n) → R is defined by
Note that
Hence, the function L : (, n) → R has at most one extreme point, and L(t) has at most two roots in (, n). By (), we have
where |{x  , x  , . . . , x n }| denotes the count of elements in the set {x  , x  , . . . , x n }. Since F n : S n → R is a symmetric function, we may assume that there exists k ∈ N n such that
That is, () and () hold. The proof is complete.
Lemma  Let γ ∈ (, ∞). If x is a relative extremum point of the function F n
Proof By Lemma , there exist k ∈ N n and u, v ∈ (, n) such that () and () hold. If u = v = , then () holds. We may, therefore, assume without loss of generality that  < u <  < v. From (), we see that
Putting () into (), we obtain that where the auxiliary function ψ : (, ∞) × (, ∞) → R is defined by
> , by (), inequality () is equivalent to the following inequality:
By the software Mathematica, we can depict the image of the function ψ : Figure  , and the image of the function ψ : (, ) × (, ] → R in Figure  . Now, let us prove the following inequalities:
By Cauchy's mean value theorem, there exists ξ ∈ (u, ) such that
Therefore, inequality () holds. http://www.journalofinequalitiesandapplications.com/content/2013/1/366
Next, note that
By Lagrange's mean value theorem, there exists ξ * ∈ (, v) such that
Hence, () holds. It then follows that inequality () holds. By inequalities () and (), we may easily obtain inequality (). This ends the proof of Lemma .
Lemma  If γ ∈ (, ∞), then for any x ∈ S n , inequality () holds.
Proof We proceed by induction.
(A) Suppose n = . By the well-known non-linear programming (maximum) principle and Lemma , we only need to prove that
We show the first inequality, the second being similar. Indeed, it follows from Lagrange's mean value theorem that there exists γ * ∈ (, γ ) such that
(B) Assume by induction that the function F n- : S n- → R satisfies F n- (y) ≥  for all y ∈ S n- . We prove inequality () as follows. By Lemma , we only need to prove that
We will only show the last inequality. If we set
then y ∈ S n- . By Lagrange's mean value theorem, there exists γ * ∈ (, γ ) such that
Thus, by the power mean inequality
and induction hypothesis, we see that
This ends the proof of Lemma . http://www.journalofinequalitiesandapplications.com/content/2013/1/366
and the coefficient ( Proof We may assume that there exist i, j ∈ N n such that x i = x j . By continuity considerations, we may also assume that r > s > .
(A) Suppose p = n - I n . Then () can be rewritten as
That is,
where we have introduced the auxiliary function
Since, for any t ∈ (, ∞), we have
By Lemma , we have
Hence, for a fixed x ∈ (, ∞) n , F γ (x, n - I n ) is increasing with respect to γ in (, ∞). Thus, by r > s > , we obtain () and (). http://www.journalofinequalitiesandapplications.com/content/2013/1/366
Then there exists N ∈ {, , , . . .} such that Np i ∈ {, , , . . .} for i = , . . . , n. Setting
According to the result in (A), inequality () holds.
(C) Suppose p = n - I n and p ∈ S n \Q n + . Then it is easy to see that there exists a sequence
According to the result in (B), we get
Next, we show that the coefficient ( 
holds. Setting
and p = n - I n in (), we obtain
In (), by letting n → ∞, we obtain s r
Hence, the coefficient ( 
Remark  If x ∈ (, ∞)
n , p ∈ S n and r > s > , then there cannot be any θ , C r,s : θ ∈ (, ∞)
and C r,s ∈ (, ∞) such that
Indeed, if there exist θ ∈ (, ∞) and C r,s ∈ (, ∞) such that () holds, then by setting
and p = n - I n in (), we see that
which is a contradiction.
Remark  The method of the proof of Lemma  is referred to as the descending method in [, , , -], but the details in this paper are different.
We now return to the proof of Theorem .
Proof By () and Lemma , we obtain
Thus, inequality () holds. Furthermore, by Lemma , the coefficient ( 
Applications in space science
It is well known that there are nine planets in the solar system, i.e., Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus, Neptune and Pluto. In this paper, we also believe that Pluto is a planet in the solar system. In space science, we always consider the gravity to the Earth from other planets in the solar system (see Figure ) .
We can build the mathematical model of the problem. where G  is the gravitational constant in the solar system. Assume the coordinate of the center of the sun is g = (g  , g  , g  ), then there exists a ball B(g, r) such that the planets p  , p  , . . . , p n move in this ball. In other words, at any moment, we have
where r is the radius of the ball B(g, r). We denote by θ i,j := ∠(p i , p j ) the angle between the vectors -→ op i and -→ op j , where  ≤ i = j ≤ n. This angle is also considered as the observation angle between two planets p i , p j from the Earth o, which can be measured from the Earth by telescope.
Without loss of generality, we suppose that n ≥ , G  = , m  =  and n i= m i =  in this paper.
We can generalize the above problem to an Euclidean space. Let E be an Euclidean space. For two vectors α ∈ E and β ∈ E, the inner product of α, β and the norm of α are denoted by α, β and α = √ α, α , respectively. The angle between α and β is denoted by
where α and β are nonzero vectors.
Let g ∈ E, we say the set
is a closed sphere and the set S(g, r) := x ∈ E| x -g = r is a spherical, where r ∈ R ++ = (, +∞). Now let us define the planet system and the λ-gravity function. Let E be an Euclidean space, the dimension of E dim E ≥ , P = (p  , p  , . . . , p n ) and m = (m  , m  , . . . , m n ) be the sequences of E and R ++ , respectively, and B(g, r) be a closed sphere in E. Write
are called the observation angle and the center observation angle of the planet system, respectively. For the planet system, we always consider that the observation matrix A is a constant matrix in this paper.
It is worth noting that the norm F  of the gravity kernel F  = F  (P) is independent of p  , p  , . . . , p n ; furthermore, Let PS{P, m, B(g, )} n E be a planet system. By the above definitions, the gravity to the Earth o from n planets p  , p  , . . . , p n in the solar system is F  (P), and F  (P) is the norm of F  (P). If we take a point q i in the ray op i such that -→ oq i = , and place a planet at q i with mass m i for i = , , . . . , n, then the gravity of these n planets q  , q  , . . . , q n to the Earth o is F  (P).
Let PS{P, m, B(g, )} n E be a planet system. If we believe that g is a molecule and p  , p  , . . . , p n are atoms of g, then the gravity to another atom o from n atoms p  , p  , . . . , p n of g is F  (P).
In the solar system, the gravity of n planets p  , p  , . . . , p n to the planet o is F  (P), while for other galaxy in the universe, the gravity may be F λ (P), where λ ∈ (, ) ∪ (, +∞). http://www.journalofinequalitiesandapplications.com/content/2013/1/366 Let PS{P, m, B(g, r)} n E be a planet system. Then the function
is called an absolute λ-gravity function of the planet system PS{P, m, B(g, r)} n E , where λ ∈ [, +∞).
Let P be a planetary sequence in the solar system. Then  n f  (P) is the average value of the gravities of the planets p  , p  , . . . , p n to the Earth o.
Let P be a planetary sequence in the solar system. If we think that m i is the radiation energy of the planet p i , then, according to optical laws, the radiant energy received by the Earth o is c m i p i  , i = , , . . . , n, and the total radiation energy received by the Earth o is cf  (P), where c >  is a constant. By Minkowski's inequality (see [] )
we know that if F λ (P) and f λ (P) are a λ-gravity function and an absolute λ-gravity function of the planet system PS{P, m, B(g, r)} n E , respectively, then we have
Now, we will define absolute λ-gravity variance and λ-gravity variance. To this end, we need the following preliminaries.
Two vectors x and y in E are said to be in the same (opposite) direction if (i) x =  or y = , or (ii) x =  and y =  and x is a positive (respectively negative) constant multiple of y. Two vectors x and y in the same (opposite) direction are indicated by x ↑ y (respectively x ↓ y).
We say that the set S := S(, ) is a unit sphere in E. For each α ∈ S, we say that the set
is the tangent plane to the unit sphere S at the vector α. It is obvious that
Assume that α, β ∈ S, and that α ± β = . We then say that the set are straight lines on the unit sphere S, and that the sets
are the straight line segments on the sphere S, and that αβ := ∠(α, β) = arccos α, β is the length of these line segments.
It is easy to see that α + β =  implies ( -t)α + tβ = . Thus, we may easily get the existence and uniqueness of these line segments. Similarly, α ± β =  implies that αβ ∈ (, π).
Assuming that γ ∈ α ∩ β , and that α, β, γ are linearly dependent vectors, we say that γ -α is the tangent vector to the line segment [αβ) at α. By definition, we see that there exist u, v ∈ R such that γ = uα + vβ.
We infer from α, β ∈ (-, ) that
We define also the tangent vector of [αβ) at α by β -α, β α. The tangent vector β -α, β α enjoys the following properties: If γ ∈ (αβ), then
In fact, there exists t ∈ (, ) such that
Since α, α = , we see that Now, we will define absolute λ-gravity variance and λ-gravity variance. Let PS{P, m, B(g, r)} n E be a planet system, and let the functions f λ (P), F λ (P) be an absolute λ-gravity function and a λ-gravity function of the planet system, respectively. We say the functions 
