ABSTRACT. For a bounded region G C C and a compact set K C G, with area measure zero, we will characterize the invariant subspaces M (under f -+ zf) of the Bergman space L~(G\K), 1 ~ p < oo, which contain L~(G) and with dim(M/(z -A)M) = 1 for all A E G\J<. When G\I< is connected, we will see that dim(M/(z-A)M) = 1 for all A E G\K and thus in this case we will have a complete description of the invariant subspaces lying between L~(G) and L~(G\K). When G\K is not connected, we will show that in general the invariant subspaces between L~ ( G) and L~ ( G\K) are fantastically complicated. As an application of these results, we will remark on the complexity on the invariant subspaces (under f -. ( f) of certain Besov spaces on K. In particular, we shall see that in the harmonic Dirichlet space BH1r), there are invariant subspaces :F such that the dimension of (:F in :F is infinite.
1. INTRODUCTION For a bounded open set U C C and 1 ::; p < oo, define the Bergman space L~(U) to be the space of functions f E LP( U, dA) which are analytic on U. (Here dA is Lebesgue measure on C.) It is well known that L~(U) is a closed subspace of LP(U) = LP(U, dA) and that S on L~ ( U) defined by (SJ) ( z) = z J ( z) is a continuous linear operator. A difficult and open problem in opera.tor theory is to completely describe the subspaces M of L~(U) for which SM CM. We will call such subspaces invariant subspaces. In this paper we wish to continue an investigation begun in [19] and [21] of the invariant subspaces M with
where G is a bounded region in C and ]( is a compact subset of G with area measure zero. In particular, we focus our attention on the subspaces with the codimension 1 property. For an invariant subspace M, the operator (S -.X)IM is semi-Fredholm for all A E G\K and -index((S -.X)IM) = dim(M/(z -.X)M) is constant on the components of G\I< [16] 
The operator L>. is a continuous operator on L~( G\K) and is a left inverse for S -A.
Notation: Throughout this paper G will be a bounded region in C, I< will be a compact subset of G, and M will denote an invariant subspace of L~( G\I<) containing L~( G). (1) dim(M/(z -,\).i\lt) = 1 V,\ E G\I<.
(2) L>.M = M \/,\ E G\K. (1) for 1:::; p < 2, M = L~(G\E) for some closed ECK.
When G\K is not connected, the condition (1.2) is not a vacous one. Consider the following example:
Example: Suppose G\K is not connected and let U be one of the bounded components of C\I(. Consider the invariant subspace
One shows that M is closed in L~( G\K) and that for ,\ E U
In fact, relaxing (1.2) ca.n produce even more pathological examples:
Example: For p = 2 let G be a region which contains the closure of the unit disk ID> and consider the disconnected set G\ 'Ir, where 'Ir is the unit ciricle. By [5] , Corollary 6.9 and Proposition 5.4, given any n E NU { oo} there is an invariant subspace Nn of L~(ID>) with dim(Nn/ zNn) = n. In fact, specific examples of this can be found in [10] . Consider the invariant subspace Mn= X~n + L~(G).
One shows that Mn is closed in L~ ( G\ 'Ir) and that
ma.king Mn difficult to understand. By imposing the condition (1.2), we avoid such pathologies as Mn· In fact, this subspace Mn will be used to construct an invariant subspace :FM (under multiplication by() of the harmonic Dirichlet space BJ('Ir) with dim(:FM/(:FM) = n, see Section 8.
The main tool used here will be to convert our Bergman space problem, via annihilators and the Cauchy transform, to an invariant subspace problem for the Sobolev space Wt 0 ( G).
Such invariant subspaces will be characterized in terms of their zero sets on I< and for this we will use the fine properties of Sobolev functions and capacity.
Finally, we mention that as an application of these results, we will obtain information about polynomial and rational approximation, and characterize the Rat(J<)-invariant subspaces of certain Besov classes of functions on I<. This generalizes work of [17] 
For a set X C LP( U) we let \Ve now introduce the following Soholev space which will be the key to much of our later approximations. We refer the reader to [21] for further discussion and proofs of the basic facts. Let 
Remark: c; is equivalent to the q-Bessel capacity [9] .
A set E is said to capacitable if Cq(E) = c;(E). One notes [3] that c; is a monotone, subadditive set function and that the Borel sets are ca.pa.citable. Recalling the definition of quasi-closed, one argues (using the fact that Borel sets are ca.pa.citable) that a quasi-closed set is ca.pa.citable, as is the difference of any two quasi-closed sets. We also say a property holds quasi-everywhere (abbr. q.e.) if the set for which it fails has exterior capacity zero.
For q > 2 every non-empty set has positive ca.pa.city [7] , p. 151, hence quasi-closed and ··quasi-everywhere become closed and everywhere respectively. 
r-+O 7rT' }lz-wl<r whenever this limit exists and notice by the Lebesgue differentiation theorem, f = J* a.e. By [7] , p. 160, f*(w) is defined quasi-everywhere and moreover f* is quasi-continuous. This next useful result of Bagby [3] , Theorem 4, describes W 1 q' 0 (U) in terms of zero sets. We again remark that for q > 2 and f E W 1 q, the function J* is defined everywhere and is continuous. Moreover f E H,7 belongs to wr 0 (U) if and only if J* = 0 on c\U.
CORRESPONDENCE
We now relate our Bergman space problem to a certain Sobolev space problem via a technique of Havin [8] . We refer the reader to [8] and [19] for the details of this section and for further references. We begin with Havin's lemma. By the Calderon-Zygmund theory, 
7r uz-w If R 2 is multiplication by z on L~(U).1. (well defined and continuous by the bilinear pairing (2.1)) and J\f2 is multiplication by z on Wt 0 (U) (also well defined and continuous) then,
is also z-invariant (by (2.1)) and applying the Cauchy transform C and (3.3) we obtain
and CA-11-is z-invariant.
lf p = 1, one can use Weyl's lemrna to prove L~(U)l_ is the weak-star closure of 8Cgo(U), the transformation (j : W0 ( U) -+ L~( U)1-is invertible with inverse given by the Cauchy transform C, and Rz(J = 8M2 [21] . Thus, as before if
Thus for all 1 :S p < oo, our invariant subspaces M are in one-to-one correspondence with the z-invariant subspaces that lie between the Sobolev spaces Wt 0 (G\K) and Wl• 0 (G) (resp. Wo(G\K) and Wo(G)).
CODIMENSION
For>. E G\K we define L>.: 
The following are equivalent: 
and so we can assume that ' 1/.1 has compact support in the plane.
Integrating both sides of this equation against 81/J E £ 00 (which is possible since both sides belong to LloJ and using Fubini's theorem, one obtains Let P be the set of analytic polynomials and define the manifold We now can prove our main theorem for 1 :::; p < 2.
Theorem 5.1. For 1 :::; p < 2, the following are equivalent: and proceed as in [19] If L>)vt = M for all>. E G\K, we can apply Theorem 4.2 to get ¢CM1-C CM1-for every 1/J E W. Using [19] , one can show CM1-= Wq(E) and hence M = M(E) for some quasi-closed E C f{. For completeness, we outline the proof and refer the reader to [19] for the technical details. Let f E lV{' 0 ( G) (assumed to be quasi-continuous), and define
If we define Z f = 1-1 ( 0), we see (using the fact that 1-1 ( F) is quasi-closed for closed F and quasi-continuous J) that Z1 is quasi-closed and, by [3] Before we prove our main theorem for p 2: 2, remark that since then, by (6.2) and Proposition 6.1, Z1 C f{ q.e. 
Proof. By Corollary 6.4 and the above remark, there is quasi-closed set E C ]{with C Ml. = Wq(E) and hence M = M(E). 0
When G\K is connected, we can apply Corollary 4.6 to obtain: Corollary 6.6. If p 2: 2 and G\f\ is connected, then M = M ( E) for some quasi-closed set E c I<.
BESOV SPACES
As an application of our results, we will characterize the Rat(K) invariant subspaces of certain Besov spaces on f{ which are generalizations of the well known Besov spaces on the u11it. circle [1.5] . This will be accomplished by creating a one-to-one correspondence with the im-;:iriant subspaces .,vt of the Bergman space L~(G\K) satisfying (1.1) and (1.2).
For 1 < q < oo and 2 -q < a < 2 we follow [12] , Chapter 2, and say a compact set I< is an o:-set if Here 1-{ 0 denotes a-dimensional Hausdorff measure [7] . In fa.ct one checks [12] , p. 33 that B(::,r) n f{ has Hausdorff dimension o: for all z EK, 0 < r < 1.
Notation: For the remainder of the paper, we fix 1 < q < oo and 2 -q < a < 2 and assume that [{ is a compact a-set in G. 
The operators Rz and Mz will induce the multiplication operators R and M on cosets of If we define
(This is true since Cg is a quasi-continuous function [6] , as is (Cg)*, and (Cg)* = Cg a.e. With this notation we notice that M.rM = M.
Proof. For any (-invariant :
Thus if ,,\ E G\K, then the following are equivalent
We also mention that by the continuity of the surjective operator T along with Propo- (
(2) ff C\K is connected, then P is dense in B~(K).
Before we state our main theorem, we want to comment on capacity for the Besov spaces
B;(I<).
One can define a capacity associated with the Besov spaces B;(J<) as follows: For a compact set F C K, define the B0 ,q-capacity of F by
where the infimum is taken over all real-valued C 0 functions (on all of C) with f;::: 1 on F.
Extend this definition to all sets E C I< and define an associated outer capacity B~,q· As with the C 9 capacity, one defines the notions of capa.citable, quasi-everywhere, quasi-closed, and quasi-continuous for the Besov capacity Ba,q· Also notice that since the trace operator is continuous and surjective, then the capacities C 9 and B0 , 9 are equivalent for sets E C I<. By the equivalence of the capacities C 9 and B0 ,q for subsets of I< and quasi-continuity 
is constant on the components of G\f{ and is called the codimension of Mon the component of G\K. In this section, we will prove an interesting relationship between the codimension of .Vi and the codimension of :FM which will help us understand the complexity of the invariant subspaces of both the Bergman space and the Besov space. Our result is the following:
Proof. We leave it to the reader to verify that
From basic linear algebra and using (8.1) we have
which by (8.2) becomes
We now use (8.1) again a.long with the fact that S -.\ is bounded below to get
Using (8.4) and (8.5) we have
From basic linear algebra and the fact that the Cauchy transform C is invertible, we obtain
Now use (7.2) and Proposition 7.2 to see the above is equa.l to
Combine this with (8.6) and we are done. D Remark: As a consequence of this theorem, we can make the following interesting observation about the codimension in the classical harmonic Dirichlet space B~(ir) (see [17] for further details). Recall from the introduction that given n E .NU{oo}, the invariant subspace (JVn is an invariant subspace of L~(l!JJ) with codimemsion n, see [10] for a specific exar.>ple) has dim( Mn/ zMn) = n + 1. Thus by the above formula, the invariant subspace F Mn C Bi(ir) has dim(F Mn/ (F,\AJ = n (see [22] for an explicit example) which is in stark contrast to the analytic Dirichlet space {f E B~(ir) : }(n) = 0 Vn < O} where the codimension of a non-trivial invariant subspace is always one [18] . 
(G\I<).
Here H 00 ( U) is the a.lgebra of bounded analytic functions on a domain U. We refer the reader to [23] for a review of the basic facts about the weak-star topology on H 00 (U). We do not know a complete characterization of these subspaces but we do want to make a few remarks concerning the complexity of this problem. 
(E).
Suppose A = H 00 ( G\I<), then since H 00 ( G\I<) is dense in L~( G\K) [2] , Lemma 4, we have M(E) = L~(G\K) which is a contra.diction of (9.2). This problem seems difficult since if one tries to put the problem in the context of some appropriate Sobolev space, the space will lie in L1. In the proof of the p 2: 2 case one uses weak compactness in LP (19] , a luxury not afforded us in L1. MoreovcJ., the appropriate capacity here seems to be the analytic capacity since H 00 ( G\E) = H 00 ( G) if and only if E has analytic ca.pa.city zero. The ca.pa.cities Cq used above are suba.dditive which allowes us to define such concepts as quasi-closed and develop some useful properties of quasi-closed sets.
It is an open question as to whether or not the analytic capacity is subadditive, making a useful notion of quasi-closed difficult to define. Question 2. In (9.1), is there a difference between the weak-star closed invariant subspaces and the weak-star closed subalgebras?
