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Abstract
We consider a general class of optimization problems regarding spanning trees in directed
graphs (arborescences). We present an algorithm for solving such problems, which can be con-
sidered as a generalization of Edmonds’ algorithm for the solution of the minimum sum ar-
borescence problem. The considered class of optimization problems includes as special cases
the standard minimum sum arborescence problem, the bottleneck and lexicographically optimal
arborescence problem, as well as the widest-minimum sum arborescence problem.
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1. Introduction
Given a directed graph G=(V; E), real number costs ca for a∈E, and a root vertex
r, the minimum sum arborescence problem is to 7nd the minimum cost spanning
tree in G directed out of r. Here, tree cost is the sum of the tree edge costs. An
algorithm for solving this problem has been provided independently by Chu and Liu [3]
and Edmonds [4], while Karp [8] provided a combinatorial optimality proof. E=cient
implementations have been described by Tarjan [10], Camerini et al. [2] and Gabow
et al. [5].
In this paper we consider the following optimization problem. We assume that edge
costs take values in a set U endowed with a dyadic relation and a dyadic operation
and we seek to 7nd the directed spanning tree whose cost (with respect to the dyadic
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operation) is minimal with respect to the dyadic relation. We provide an algorithm for
solving this problem, which can be considered as generalization of Edmonds’ algorithm.
Special cases of this problem provide algorithms for the minimum sum, bottleneck and
lexicographically optimal arborescence, as well as the widest-minimum sum spanning
arborescence problem.
The paper is organized as follows. In the next section, we provide the terminology
and de7nitions used in the paper. In Section 3, we provide the algorithm and show
its optimality. In Section 4, we discuss optimization problems that can be solved as
special cases of the optimization problem considered in this paper.
2. Terminology and denitions
Let U be a set endowed with a dyadic relation 4 and an dyadic operation ⊕ having
the following properties:
(1) Relation 4 is de7ned for every pair of elements v1, v2, of U . If v1 4 v2, v1 is
called “smaller than” v2 and v2 “larger than” v1.
(2) Relation 4 is transitive, i.e., v1 4 v2 and v2 4 v3 implies v1 4 v3.
(3) The operation ⊕ maps each pair of elements v1, v2, of U to another element
v1⊕ v2 ∈U and satis7es the following properties:
(a) commutativity, v1⊕ v2 = v2⊕ v1,
(b) associativity, (v1⊕ v2)⊕ v3 = v1⊕ (v2⊕ v3).
(4) If v1 4 v2 and v3 4 v4 then v1⊕ v3 4 v2⊕ v4.
Note that relation 4 would be an order relation if we included the antisymmet-
ric property, i.e., v1 4 v2 and v2 4 v1 implies v1 = v2. However, for our purposes, the
antisymmetric property is not needed.
Let G=(V; E) be a directed graph G=(V; E) with vertex set V and edge set E.
Denote by E+(n) the set of edges in E emanating from vertex n and by E−(n) the set
of edges in E terminating at vertex n. With each edge a∈E there is an associated cost
ca ∈U . A subgraph T =(VT ; ET ) of G is called an r-arborescence or directed tree out
of r, if (a) there is a directed path from vertex r of T to every other vertex of T using
only the edges in T and (b) T has |VT | − 1 edges, where |VT | is the cardinality of the
set VT . Vertex r is called the root of the arborescence. It follows from the de7nition
that for every vertex n = r of T , there is exactly one edge of T terminating at n and
there is no edge of T terminating at r. A set of vertex-disjoint arborescences with roots
the set R= {r1; r2; : : : ; rk} is called R-forest.
Let Gs=(V s; Es) be a subgraph of G=(V; E). Consider the cut [V s; V −V s] and let
Es+ (E
s
−) be the set of forward (backward) edges of the cut, i.e., the edges emanating
from (terminating in) V s and terminating in (emanating from) V − V s. Let V s+ (V s−)
be the set of vertices in V − V s that are endpoints of edges in Es+ (Es−). Adding to
Gs the edges in Es− along with the associated vertices V
s
−, we obtain the set,
Gse = (V
s
e ; E
s
e)
= (V s ∪ V s−; Es ∪ Es−):
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Fig. 1. Example directed graph G.
For n∈V s−, de7ne by Es+(n) the set of edges that emanate from vertex n and terminate
in the set V s, i.e., Es+(n)=E+(n) ∩ Es−.
The cost of Gs is de7ned by,
C(Gs) =
∑
a∈Es
ca:
where “summation” is considered with respect to the ⊕ operation (the commutativ-
ity and associativity of the ⊕ operation makes the order of performing the operation
irrelevant).
An r-arborescence (R-forest) in G spans Gs if the arborescence (forest) includes all
vertices in Gs. If G=Gs, we simply say that the r-arborescence (R-forest) spans G.
The de7nitions above are illustrated in the following example. Consider the graph
G in Fig. 1. Let V s= {3; 4; 5; 7; 8} and let Gs be the subgraph of G induced by the
vertices in V s. Then,
Es = {(3; 4); (4; 5); (5; 7); (7; 8); (8; 3); (5; 8)};
V s− = {1; 2; 6}; Es− = {(1; 3); (2; 3); (2; 4); (6; 7)};
V s+ = {6; 9}; Es+ = {(5; 6); (3; 9); (8; 9)}
and Gse is the graph with vertex and edge set, respectively,
V se = V
s ∪ V s− = {3; 4; 5; 7; 8} ∪ {1; 2; 6};
Ese = {(1; 3); (2; 3); (2; 4); (6; 7)} ∪ Es:
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For vertex 2∈V s−, E+(2)= {(2; 3); (2; 4); (2; 6)}, and Es+(2)= {(2; 3); (2; 4)}. The
graphs
T1 = ({2; 3; 4; 5}; {(2; 3); (3; 4); (4; 5)});
T2 = ({6; 7; 8}; {(6; 7); (7; 8)});
constitute an R-forest in Gse spanning G
s, where R= {2; 6}. The 2-arborescence in G
consisting of the path
2→ 3→ 4→ 5→ 6→ 7→ 8
is spanning Gs, but is not a 2-arborescence in Gse since the edge (5; 6) does not belong
to Ese. In fact, it is important to note that no edge of G
s
e terminates in any of the nodes
in V s−.
3. Optimization problem and optimal algorithm
Let vertex r be given and assume that there is an r-arborescence spanning G. We
are interested in 7nding a minimal (with respect to relation 4) r-arborescence spanning
G. More speci7cally, our objective is to 7nd an r-arborescence spanning G, say T ∗,
such that if T is any r-arborescence spanning G then
C(T ∗) 4 C(T ):
Since no r-arborescence contains links terminating at vertex r, we assume without loss
of generality that E−(r)= ∅.
Let Gs=(V s; Es) be a subgraph of G that has the following properties:
(A) Vertex r does not belong to V s.
(B) For any n∈V s−, there is an n-arborescence in Gse spanning Gs.
(C) For any n∈V s−, an n-arborescence in Gse spanning Gs has smaller cost than any
R-forest in Gse spanning G
s, where R⊆V s− and n∈R.
Note that the assumption that there is an r-arborescence spanning G together with
Property A, imply that V s− is nonempty.
Let Csn be a minimal n-arborescence in G
s
e spanning G
s. Due to Property B, Csn is
well de7ned for any n∈V s−. Construct graph KG=( KV ; KE) that replaces all vertices in Vs
with a single new vertex ns, as follows:
• KV =V − V s ∪ {ns}.
• All edges in E with endpoints in V − V s belong to KE. The costs of these edges
remain the same.
• The edges in E−(ns) are emanating from each of the vertices in V s−. The edges in
E+(ns) are terminating to each of the vertices in V s+.
• The cost of the edge in E−(ns) emanating from vertex n∈V s− is Csn.
• The cost of the edge in E+(ns) terminating at vertex n ∈ V s+ is
min
a=(i;n):i∈V s
{ca};
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Fig. 2. The contraction of graph G.
that is, the minimum (with respect to relation 4) of the edges that are terminating
at vertex n and are emanating from some vertex in V s. The vertex tn ∈V s for which
the minimum is achieved will be called associated to vertex n.
We refer to KG as the contraction of graph G. As an example, consider
again the subgraph Gs in Fig. 1 with edge costs the real numbers shown next to
each edge, and interpret 4 and ⊕ as the standard order relation and sum operation,
respectively. Graph Gs contains a directed cycle, namely the cycle consisting of the
edges
{(3; 4); (4; 5); (5; 7); (7; 8); (8; 3)}
with the following property: the cost of any cycle edge (i; j) is the smallest of the
edge costs in G terminating at vertex j. It turns out that this latter property implies
properties A–C as well (see Theorem 2 below). Fig. 2 shows the contraction of graph
G in Fig. 1.
Since by assumption there is an r-arborescence spanning G, it is easy to see that
there is an r-arborescence (in KG) spanning KG as well. Let KT be a minimum-cost
r-arborescence spanning KG. Since r ∈V −V s, KT contains a unique edge ( Kn; ns), Kn∈V s−.
Construct an r-arborescence T ∗ spanning G as follows:
• Replace vertex ns with a minimum Kn-arborescence in Gse spanning Gs.
• For each edge (ns; n) of KT , include in T ∗ the link (tn; n), where tn is the vertex
in V s associated to n.
The r-arborescence T ∗ thus constructed is called the expansion of KT .
Next we provide the main theorem on which the construction of the optimal
algorithm is based.
432 L. Georgiadis / Theoretical Computer Science 301 (2003) 427–437
Theorem 1. The r-arborescence T ∗ constructed with the above procedure is a-
minimum-cost r-arborescence spanning G.
Proof. It is clear that T ∗ is an r-arborescence spanning G. Also, by construction
C(T ∗) = C( KT ): (1)
Consider any other r-arborescence T 0 spanning G. Arborescence T 0 must be entering
Gs through a subset R of the vertices in V s−. Moreover, the set T
0 ∩Gse constitutes an
R-forest in Gse spanning G
s. Let n0 ∈R. According to Properties B, C, there is an
n0-arborescence in Gse spanning G
s, that has smaller cost than T 0 ∩Gse . Consider the
r-arborescence T 1 spanning G that results by replacing the set of edges of T 0 ∩Gse by
this n0-arborescence in Gse . Then,
C(T 1) 4 C(T 0): (2)
Consider now the r-arborescence T 2 spanning G that results by replacing a link of
the form (i; n)∈T 1 ∩Es+, with the link (tn; n). Since by de7nition c(tn;n) 4 c(i; n), i∈Es+,
C(T 2) 4 C(T 1): (3)
Next, consider the r-arborescence KT 2 spanning KG that results by contracting all the
vertices in T 2 ∩Gs to a single vertex ns and by replacing the cost on link (n0; ns) with
Csn0 . By construction we have
C( KT
2
) = C(T 2): (4)
Since KT is a minimum cost r-arborescence spanning KG, it holds,
C( KT ) 4 C( KT
2
): (5)
Relations (1)–(5) imply that
C(T ∗) 4 C(T 0):
Since T 0 is arbitrary, the results follows.
According to Theorem 1 if a subgraph Gs of G satisfying properties A–C can be
found, the search for the optimal r-arborescence spanning G can be reduced to the
search for the optimal r-arborescence spanning the contracted graph KG. It turns out that
Properties A–C are satis7ed by the cycles constructed during the course of Edmonds’
algorithm. Speci7cally, let Gs be a subgraph of G with the following property (in the
rest of the paper, indices referring to cycle vertex subscripts should be interpreted with
respect to modulo-m operations, where m is the number of vertices in the cycle).
Property D. There is a directed cycle (i0→ i1→· · ·→ im−1) (i0 = im−1 and no other
vertex is repeated), m¿ 2, containing all vertices in V s and such that the cost of
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edge (ik−1; ik), k =0; : : : ; m − 1, is the minimum of edge costs in G terminating at
vertex ik , that is,
c(ik−1 ;ik ) = mina∈E−(ik )
{ca}: (6)
For a vertex n∈V s−, let Pn be the set of n-arborescences (directed paths in this case)
in Gse spanning G
s of the form
(n→ ik → ik+1 · · · → ik−1):
Let T ∗n be a minimum cost path among the paths belonging to Pn. We have the
following theorem.
Theorem 2. A graph satisfying property D also satis2es properties A–C, and a min-
imum cost n-arborescence in Gse spanning G
s is T ∗n .
Proof. Property A is satis7ed since E−(r)= ∅ and therefore r cannot belong to a cycle.
Property B holds since there is a directed cycle containing all vertices of Gs and there
is at least one edge emanating from n∈V s− and terminating at some vertex of Gs.
To show the property C holds, consider any R-forest F in Gse spanning G
s, where
R ⊆ V s− and n∈R. Assume without loss of generality that F contains edge (n; i0),
i0 ∈V s. If EF is the set of edges of F , then taking into account that of the vertices in
Gse only vertices in G
s are terminating vertices for some edges of Ge, the cost of the
forest is
c(n;i0) ⊕
m−1∑
k=1
∑
a∈E−(ik )∩EF
ca ¡ c(n;i0) ⊕
m−1∑
k=1
c(ik−1 ;ik );
where the inequality is due to (6), the fact that there is exactly one edge in the
set E−(ik)∩EF and to Property 4 (see Section 2) that is satis7ed by edge costs as
elements of U . But the right-hand side of this inequality is the cost of the directed
path (n→ i0→ i1 · · ·→ im−1), which belongs to Pn and therefore has cost larger than
T ∗n . Hence, Property C is also satis7ed.
According to Theorems 1 and 2, if a cycle in G satisfying Property D is found,
then a minimum r-arborescence spanning G can be determined by 7nding a minimum
r-arborescence in the contracted graph KG which has fewer number of vertices. Hence,
we have the following generic algorithm for 7nding the minimum r-arborescence span-
ning G.
Algorithm A.
Contraction phase
1. Discard all edges E−(r). Let Gh be the resulting graph.
2. For each vertex n ∈ Gh pick an edge with the minimum cost in E−(n). Let Th
be the graph consisting of the selected edges and the associated edge endpoints.
3. If no cycle is formed, Th is a minimal r-arborescence spanning Gh. Go to step
6. Else,
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4. Determine a cycle Gsh in Th and form the contracted graph KGh of Gh.
5. Set Gh← KGh and go to step 2.
Expansion phase
6. Starting from the last r-arborescence Th, form successively the expansions of
the arborescences determined in steps 1–5.
As in [3], simple tests can be added to the previous algorithm to detect the case
where no r-arborescence spanning G exists.
According to Theorem 2 and the construction of the contracted graph KG, the cost of
edge (n; ns), n∈V s− is
Csn = minin:(n;in)∈Es+(n)
{
c(n;in) ⊕
n−2∑
k=n
c(ik ;ik+1)
}
: (7)
4. Applications
If U =R, the set of real numbers with the standard order relation and addition
operation, then
Csn = minin:(n;in)∈Es+(n)
{
c(n;in) +
n−2∑
k=n
c(ik ;ik+1)
}
= min
in:(n;in)∈Es+(n)
{c(n;in) − c(in−1 ;in)}+ ;
where
 =
m−1∑
k=0
c(ik ;ik+1):
Hence, the algorithm of Section 3 is the same as Edmonds’ and Chu and Liu’s
algorithm with the sole exception that in the latter,
 = max
k=0;:::;m−1
{c(ik ;ik+1)}:
However, as already observed in [5], this diMerence in the constants does not aMect
the resulting arborescence. To see this, note that in the contracted graph KG, the min-
imum cost r-arborescence spanning KG will contain only one of the links incoming to
vertex ns. Hence, if we add the same constant  to all links incoming to vertex ns in
graph KG, the cost of all r-arborescences spanning KG will increase by this constant, and
hence the minimum cost r-arborescence will not be aMected. In fact, we get the same
r-arborescence spanning KG if we set =0, i.e., if we set
Csn = minin:(n;in)∈Es+(n)
{c(n;in) − c(in−1 ;in)}:
Consider next the bottleneck arborescence problem de7ned as follows.
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Bottleneck arborescence: Given a directed graph G, edge costs ca ∈ R and a root
vertex r ∈V , construct an r-arborescence T ∗ in G such that
max
a∈T∗
{ca}6 max
a∈T
{ca}:
This is a special case of the problem described in Section 3 where U =R, 4 is
the standard order relation between real numbers and v1⊕ v2 = max{v1; v2}. Optimal
algorithms for this problem have been provided previously by Camerini [1] and Gabow
and Tarjan [6]. The algorithm that results from Algorithm A is diMerent than either of
these algorithms. Regarding the complexity of the new algorithm, we note that a modi-
7cation of the implementation provided in [5] for 7nding a minimum-sum arborescence
can be used in our case. The resulting complexity is O(n log n+ m). The complexity
of the algorithm in [1] is O(m log n), worse than ours, while the one presented in [6]
has complexity O(min(n log n+m;m log∗ n)), better than ours. A feature of the new
algorithm is that it is amenable to e=cient distributed implementation in a communica-
tion network where each of the vertices (network nodes) knows the edge (link) costs
of its neighbors only. The distributed algorithm presented in [7] for the minimum sum
arborescence problem, can be modi7ed to apply to our case.
For the next problem identify U with the set of K-dimensional real vectors with
nonincreasing ordered coordinates, i.e., if ca ∈U then,
ca = (ca1; ca2; : : : ; caK);
where
ca1 ¿ ca2 ¿ · · ·¿ caK :
Consider the lexicographic order relation, i.e., ca 4lex cb if either ca= cb, or there exists
a number l, 16 l6K such that cai = cbi, for 16 i6 l− 1 and cal¡cbl.
If ca, cb ∈U , de7ne ca⊕ cb as the vector in U whose coordinates are the K largest
coordinates of the vectors ca, cb, i.e., the K largest numbers in the set
{ca1; ca2; : : : ; caK ; cb1; cb2; : : : ; cbK}:
It can be veri7ed that the lexicographic order and the ⊕ operation thus de7ned satisfy
Properties 1–4 in Section 2 and hence we have an algorithm for solving the following
problem.
Lexicographically optimal arborescence: Given a directed graph G, edge costs ca
∈U and a root vertex r ∈V; construct an r-arborescence T ∗ in G such that
C(T ∗) 4lex C(T );
where T is any r-arborescence spanning G.
To our knowledge, the resulting algorithm is new. Some special cases of the lexi-
cographically optimal arborescence problem are worth mentioning:
• If K =1, then the problem reduces to the bottleneck arborescence problem.
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• If K = |E| and ca=(ca; 0; 0; : : : 0), ca¿ 0, then we have the problem of 7nding the
lexicographically optimal arborescence in a directed graph whose edge costs are real
numbers (not vectors). This is a stricter optimization problem than the bottleneck
spanning tree problem.
• If 1¡K¡|E| and ca=(ca; 0; 0; : : : 0); ca¿ 0, then we have a problem that is stricter
than the bottleneck spanning tree and weaker than lexicographic optimization.
The lexicographically optimal arborescence problem may be of importance in the
design of spanning arborescences in communication networks. More speci7cally, in a
communication network ca may represent the capacity of communication link a. It is
desirable then to establish a spanning arborescence so that the leftover capacity on any
of the arborescence links (to be made available for other network tra=c) is as large
as possible. The information to be transferred over a spanning arborescence usually
requires the reservation of the same amount of capacity at each of the arborescence
links, and therefore, a simple criterion for the design of the spanning arborescence in
this case is to construct an r-arborescence T ∗ in G such that
min
a∈T∗
{ca}¿ min
a∈T
{ca};
where T is any r-arborescence spanning G. This is in eMect the bottleneck arbores-
cence problem, where U =R, 4 corresponds to ¿ and v1⊕ v2 = min{v1; v2}. However,
there may be many arborescences that solve the latter problem. It is desirable then,
among those arborescences, to pick the one that maximizes the second minimum link
capacity, third and so on. This much stronger requirement is captured by the opti-
mization criterion of determining the spanning arborescence whose link capacity vector
is lexicographically maximal. For this criterion, U is the set of |E|-dimensional real
vectors with nondecreasing ordered coordinates,
ca = (ca;M;M; : : : ; M); M ¿ max
a∈E
{ca};
4lex is replaced with ¡lex and in the ⊕ operation we consider the |E| smallest coor-
dinates of the vectors involved.
The optimization examples provided in [9], fall within our framework as well. In
particular, consider a communication network where with each link there is an as-
sociated cost da and a link capacity ca. An appropriate design criterion then is to
select among the minimum sum arborescences, the one whose minimal link capacity
is as large as possible. This criterion was used in the context of path selection in [9]
where it is referred to as the widest-shortest path problem. For this problem we have,
U = {(d; c) |d∈R+0 ; c∈R+0 },
(d1; c1) 4 (d2; c2) if [d1 ¡ d2 or (d1 = d2 and c1 ¿ c2)]
and (d1; c1)⊕ (d2; c2)= (d1 + d2;min(c1; c2)).
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