The slope detection and ranging (SLODAR) method recovers atmospheric turbulence profiles from time averaged spatial cross correlations of wavefront slopes measured by Shack-Hartmann wavefront sensors. The Palomar multiple guide star unit (MGSU) was set up to test tomographic multiple guide star adaptive optics and provided an ideal test bed for SLODAR turbulence altitude profiling. We present the data reduction methods and SLODAR results from MGSU observations made in 2006. Wind profiling is also performed using delayed wavefront cross correlations along with SLODAR analysis. The wind profiling analysis is shown to improve the height resolution of the SLODAR method and in addition gives the wind velocities of the turbulent layers.
Introduction
Accurate knowledge of the atmospheric turbulence profile is important for the design and operation of multiconjugate adaptive optics (MCAO) and other advanced adaptive optics (AO) systems [1, 2] . In addition, wind speed and direction information for the turbulent layers (in this paper we use the term "layers" for local maxima of the turbulence profile) might help to compensate for the frame delay (∼1-2 frames) of wavefront corrections with AO systems.
Slope detection and ranging (SLODAR) is a turbulence profiling method that utilizes wavefront gradient measurements from Shack-Hartmann wavefront sensors (SHWFSs) [3, 4] . It has the potential to work in tandem with MCAO systems. In the SLODAR analysis, cross correlations of wavefront measurements from two stars are used to estimate the relative strengths of turbulent layers at different altitudes. The height resolution and range depend on the number of subapertures in the SHWFS and the angular separation of the binary stars used. SLODAR was first used to measure turbulence profiles by the Centre for Advanced Instrumentation (CfAI), Durham at the Observatorio del Roque de los Muchachos, La Palma [5] . It has also been implemented on a portable and stand-alone profiler for the European Southern Observatory (ESO) using a 40 cm telescope. Various other implementations are described in the literature [6, 7] .
Most of the conventional SLODAR profiling systems utilize a single SHWFS to measure wavefront slopes simultaneously from binary stars. This requires the separation between the binary stars to be in an appropriate range so that the stars are within the field of view of the SHWFS and their images are also well-separated in the subapertures. For SLODAR profiling to work with MCAO systems, it has to be expanded to multiple and independent SHWFSs. The Palomar multiple guide star unit (MGSU) [8] has four SHWFSs and provides an ideal testbed for evaluating the performance of SLODAR with SHWFSs. We carried out our SLODAR analysis using all six possible baselines between the four SHWFSs.
We also did a wind profiling analysis, using timedelayed cross correlations of MGSU data. The peaks in the delayed cross-correlation frames are dependent upon the time delay. By tracking the movement of these peaks with increasing time delay, we are able to determine the layer altitudes, strengths, and wind velocities. We also show that the wind profiling method is able to detect more layers than the conventional method.
The MGSU was only operated at Palomar during three brief engineering runs with the main purpose of performing quantitative tests of tomographic turbulence estimation. The data analyzed in this paper are by-products of one of these tests. While they are not optimized for SLODAR measurements, they are the only data currently available. Their analysis therefore requires more care than a cleaner dataset would need. In describing the steps required for a successful turbulence and wind profiling analysis using these multiple wavefront sensor data, we hope to provide guidelines for future experiments and applications as to which aspects of the setup, observation, and analysis need to be taken into account.
The MGSU experiment is described below in Section 2 and the data reduction methods are presented in Section 3. SLODAR profiling and its comparison with multi aperture scintillation sensor (MASS) results are shown in Section 4. Finally, a detailed wind profiling analysis is presented in Section 5.
MGSU Experimental Setup
The Palomar MGSU [8] was developed to test tomographic turbulence estimation using multiple natural guide stars and SHWFSs on the Palomar 200 in: telescope. The Palomar MGSU features four CCD-based SHWFSs, referred to as MGSUs 1-4. All four SHWFSs have 16 × 16 square subaperture channels (0:31 m × 0:31 m on the primary mirror) and use identical 64 × 64 frame transfer CCD cameras (0:75} square pixels, ∼5 e − readout noise) and controllers. MGSU 1 is binned on-chip to 32 × 32 pixels and acts as the active high-order wavefront sensor to feed the tip-tilt (TT) and high-order deformable mirror (DM) loops of the Palomar AO system in normal operation. As a result, the MGSU 1 camera has only 2 × 2 CCD pixels in each subaperture, while MGSUs 2-4 each have 4 × 4 CCD pixels per subaperture. Due to differences in the MGSU camera light paths, each camera has a different orientation when projected onto the sky.
An open loop (to be precise, the DM loop is open and the TT loop is closed) MGSU engineering run was carried out during the nights of 9 and 10 February 2006. Four stars from an asterism in SAO 23181 were observed by the four MGSU cameras. Table 1 gives the names and coordinates of the stars observed during the experiments as well as their magnitudes. Angular distances between the stars are listed in Table 2 . There are five successful data acquisitions through the night of 10 February 2006 and the analysis presented here is based on those data. Table 3 gives information about the five datasets. The MGSU experiment was originally designed to test tomographic turbulence estimation; we use the dataset here to test the SLODAR method using multiple wavefront sensors. The steps required for this analysis are described in Section [3] .
MGSU Data Analysis
Conventional SLODAR experiments utilize a single wavefront sensor to collect light from double stars and measure two wavefronts accordingly (two star images in each subaperture). By comparison, the Palomar MGSU has four wavefront measurements, each pair of which can be used as a SLODAR input to recover atmospheric turbulence profiles. The SLODAR analysis presented in this paper uses different pairs (six baselines in total) of the wavefront measurements to obtain different height resolutions and ranges (due to different star separations). By combining SLODAR results from the six different baselines, we are able to cross-check the results and measure the atmospheric turbulent profile to a better resolution and height range combination than can be achieved with SLODAR using a single baseline. Figures 1 and 2 summarize the main steps involved in the MGSU data analysis. The raw data from the CCD cameras first have the sky background removed, then the images are rotated-flipped according to the orientation alignment information. Wavefront gradients are calculated and then conditioned by removing the static aberrations and global TT (calculated as the average of the TT of all illuminated subapertures). Atmospheric turbulence profiles are obtained by cross correlating two simultaneous wavefront measurements from any two of the four MGSU cameras. Time-delayed cross correlations are also carried out to estimate the turbulent layer wind speed and direction. The latter step turns out to improve the resolution of the turbulence profile greatly. Details of each step are described in Subsections 3.A and 3.B.
A. Preprocessing
For the SLODAR analysis as well as for the tomographic turbulence estimation, it is critical to obtain simultaneous wavefront measurements from the MGSU cameras. The instrumental synchronization was carried out during the experiments by sending clock signals from a central source to all cameras simultaneously. The synchronization is also verified during data processing by comparing time stamps of each individual frame. This last step turned out to be necessary as several cases of frame loss were discovered.
The orientations of the MGSU cameras projected onto the sky are different due to differences in the optics in front of each camera. The orientations are verified by applying an asymmetric actuator "poke" pattern on the DM (by pushing up three actuators) and comparing corresponding patterns in all MGSU cameras. The frame orientation alignment is done by flipping the MGSU 1 x and y axes and by rotating the MGSU 2 and 4 frames 90°counterclock-wise. The frame orientation alignment is carried out for all data before doing any further analysis.
A series of sky exposures of ∼20 s were taken right before each data acquisition by slewing the telescope several arcseconds away from the stars in order to determine the sky background and CCD dark current. Each data acquisition took approximately 5 min. The median of the sky frames is subtracted from the data frames to compensate for sky background and CCD dark current. As an example, for the MGSU 2 UT 06:08 dataset, the sky background exposure has a median pixel reading of 1665 e − while the background removed data have pixel readings ∼50 e − near peaks and an average of 13 e − .
B. Centroids Calculation
As noted above, the MGSU 1 camera has only 2 × 2 CCD pixels in each subaperture because it was originally deployed in the Palomar AO system as the high-speed wavefront sensor. We use the standard center of mass (intensity) centroid method to calculate its wavefront gradients. These are then rescaled according to the transfer function measured in a separate calibration process. This is illustrated in The other three cameras all have 4 × 4 pixels in each subaperture and due to the static aberrations and cross talk between subapertures (no guard cell is present in the MGSU CCDs), the averaged image center is generally not in the center of each nominal subaperture. There are significant amounts of noise present in the data (in large part because the observations were carried out during full-moon nights), which cannot effectively be removed by the subtraction of the sky frame. The above effects cause the standard center of mass centroid calculation to have a very limited range that is not representative of the real wavefront gradients (see Fig. 4 ) and does not meet our needs. To solve the static aberration problem, we instead divide each CCD frame into subapertures of various sizes according to the intensity distribution in the time averaged CCD frame (see − . This is partly due to vignetting by the secondary mirror support structure and maybe some other vignetting in the MGSU light path. It should, however, not have a significant effect on the centroid measurements.
We have tried various methods to obtain wavefront gradients in addition to the simple center of mass method, including the iterative boxed center of mass method and the "Find" method combined with the "gcntrd" subroutine in the DAOPHOT package [9] . For the simple center of mass method, due to low signal-to-noise ratio and nonnegligible background residuals, the magnitudes of the wavefront gradients are underestimated, resulting in a severely reduced range of calculated centroids. This can be seen from the histogram of centroids for each subaperture (see the top left panel of Fig. 4 ). The range of calculated centroids is limited to within AE0:5 pixels (AE0:375 arcsec).
The iterative boxed center of mass is different from the simple center of mass method in that it calculates the center of mass centroid in a small region that has a size similar to that of the point-spread function of the subaperture. It then recenters the region on the measured centroid. The procedure is iterated until it converges. The method works well when the signalto-noise ratio is high, but with the noisy MGSU data, the results are unsatisfactory. The centroid The Find method in the DAOPHOT software package searches for stars in a crowded star frame, and in our case for the star images of each subaperture. The static aberrations cause the star images in each subaperture to move away from the center of the predefined subapertures. Thus the Find method seems to be a good choice to look for these star images and estimate their positions. However, uneven illuminations across the whole frame and poor signal-to-noise ratio cause the method to lose image points frequently and the histogram shows a non-Gaussian distribution, primarily due to the fact that gcntrd cannot always determine the precise image center in the presence of noise. As can be seen from the centroid histogram in the bottom left panel of Fig. 4 , there are again unphysical artifacts. Even worse is the sharp peak at zero slope, which implies that many of the subapertures are missed in searching for subaperture star images (wavefront slopes are set to zero if no images are found in those subapertures).
All of the above methods suffer from noise and static aberrations and are not satisfactory. We therefore developed a two-dimensional Gaussian fitting method that fits all pixels within a subaperture to a two-dimensional Gaussian surface defined by
The parameters a 1 and a 4 give the wavefront gradients in the x and y directions, respectively. The fitting is carried out following the Levenberg-Marquardt method [10] . An initial center of mass analysis is performed on the subaperture image array to guess the initial values for a 1 through a 5 , which are then adjusted iteratively to match f ðx; yÞ to the subaperture image array. (In the following, we refer to a 1 and a 4 as the Gaussian centroids). The FWHM of the fitted Gaussian surface varies from subaperture to subaperture and from frame to frame. As an example Fig. 6 shows a histogram of the fitted Gaussian surface FWHM for all subapertures of the MGSU 2 UT 06:40 dataset. The distribution shows the expected lognormal shape with a reasonable range of values, thus corroborating that the Gaussian fitting method correctly identifies the images. The Gaussian centroid histograms we obtained are very nearly Gaussian [11] for most of the subapertures (see the bottom right panel in Fig. 4 ) and the method proves to be very stable and consistent.
The transfer curve calibration also shows a linear response for all three cameras during the calibration process (see Fig. 7 ).
The static aberrations are then removed by subtracting the time averaged centroids in each subaperture. Factors contributing to these static aberrations include the imperfect wavefront correction by the DM and other noncommon path aberrations in the telescope light paths.
A time series of the global wavefront TT for each MGSU camera after the removal of static aberrations is shown in Fig. 8 . The common characteristics seen in all four MGSU cameras are largely from atmospheric TT. The differences between them are caused by the TT anisoplanatism (difference of TT along different lines of sight). The common features also confirm that the orientation alignment and synchronization are done correctly. As a final step, the global wavefront TT is removed by subtracting the averaged TT value from all illuminated subapertures of each frame.
SLODAR Turbulence Profiling

A. Introduction
After the centroids are calculated as described above, we take simultaneous wavefront slope measurements from two of the four MGSU cameras and calculate cross correlations using either
where s ij ðtÞ is the wavefront gradient (in the x or y direction) in subaperture (i; j) at time t for the first camera, and s 0 iþδi;jþδj ðtÞ is the wavefront gradient in subaperture (i þ δi; j þ δj) for the second camera, P ij denotes summation over all illuminated subapertures and hi means averaging over the time series (all the frames in each dataset); Oðδi; δjÞ is the number of overlapping illuminated subapertures for offset ðδi; δjÞ, which is largest when δi ¼ 0 and δj ¼ 0, and decreases with increasing δi or δj.
We also carry out autocorrelations for each of the two cameras using the following formula:
The autocorrelation is an estimate of the "impulse response" of the system to atmospheric turbulence.
In other words, the autocorrelation is determined by the internal properties (such as the structure function) of the turbulence. The cross correlation is then deconvolved by the autocorrelation [3, 4] . We utilize two-dimensional deconvolution methods because the baseline of each pair of cameras is not in general oriented along either the x or y direction. Fast Fourier transform (FFT) deconvolution (FT À1 ½FT½C=FT½A) is used and proves to be robust if enough frames are averaged. Atmospheric profiles are obtained by a one-dimensional cut of the two-dimensional deconvolution array through its center and in the direction of the alignment of the two stars (see Fig. 9 ). The layer altitudes H are then converted from the subaperture offset counts Δ (integer numbers) using
where w is the subaperture size, θ is the angular separation of the two stars, ζ is the zenith angle of the stars, and δh is the altitude resolution. The height resolution and range for the six baselines are shown in Table 2 . It can be seen that baselines 1-2 and 1-4, which correspond to the smallest star separation, give poor height resolution but have a higher maximum altitude range.
B. SLODAR Results
The analysis for the six baselines. Different baselines have different δh [as in Eq. (4)] and can therefore not be compared directly (see below). For each curve the strong oscillations at large heights (mainly > 10 km) are due to noise (very few overlapping subapertures at such heights) and should be disregarded (note that negative values in the C 2 n δh curves are nonphysical and are therefore set to zero). As a result, the maximum height that SLODAR profiling can reach in practice is somewhat lower than the theoretical values given in Table 2 .
The apparent differences between the curves for the different baselines are due to the different height resolutions, δh, and the fact that the plotted quantity is C 2 n δh. (Plotting C 2 n is not practical for the individual baselines as it is not known how the turbulence is distributed within each resolution element.) Baseline 1-2 is the shortest (see Table 2 ), which leads to a large height range but poor height resolution. Thus, as each data point represents the sum of turbulence over the height range δh, individual layers (i.e., local maxima of the turbulence profile) cannot be resolved by this pair of wavefront sensors. Baselines 1-4 and 1-3 are the next shortest and show improved resolution but still not enough to resolve the 4 km layer. However, the short baselines have their own advantages when it comes to wind profiling using delayed cross correlations, as will be shown in Section 5.
The averaged turbulence profiles from the baselines other than 1-2 and 1-4 are shown in the bottom left panel of Fig. 10 . To create these curves, individual profiles were rebinned onto a regular grid with a resolution of δh ¼ 0:5 km and were then averaged. The results obtained from both x and y centroids are shown. The differences between the two curves give an indication of the errors of the analysis, as the x and y centroids can be considered independent datasets. An even better agreement is obtained for the UT 03:55 dataset shown in Fig. 11 .
Simultaneous MASS [12] results are also shown for comparison (bottom right panel in Fig. 10 ; no simultaneous MASS data are available for the other datasets). It needs to be noted that the plotted MASS C 2 n δh has different δh for different altitudes, with δh ≈ 0:75 h, and that the lowest point is the "ground layer" strength calculated from the difference between the MASS seeing and the seeing of a colocated differential image motion monitor (DIMM). The MASS/DIMM instrument is set up on top of a building more than 100 m away from the 200 in telescope and at a somewhat lower height. During the experiments, the MASS independently observed different stars than did the MGSU experiments. Despite all these differences, the results from SLODAR and MASS are still comparable. The 4 km and the ground layer showed up in both SLODAR and MASS results. The relative strength of the 4 km layer and the ground layers is also similar from both results. The absolute strength, in particular of the lowest layer, cannot be compared due to the different locations and different height resolutions of the instruments.
SLODAR results for another dataset (UT 03:55) are shown in Fig. 11 . This is similar to Fig. 10 except that the MASS results are from a different time (UT 03:55, 9 February 2006) because the MASS was not in operation at the same time.
Wind Profiling
A. Introduction
Wind profiling is carried out on the same data as the SLODAR analysis by performing time-delayed cross correlations between the wavefront measurements of two MGSU cameras using the formula Cðδi; δj; δtÞ ¼ h
where s ij ðtÞ is the x or y component of the wavefront gradient in subaperture (i; j) at time t for the first MGSU camera, s 0 iþδi;jþδj ðt þ δtÞ is the wavefront gradient in subaperture ði þ δi; j þ δjÞ at time ðt þ δtÞ (in our analysis δt ranges from 27:3 ms to ∼1 s and is a multiple of the acquisition time of the corresponding MGSU frame) for the second camera, P ij denotes summation over all overlapping illuminated subapertures, hi means averaging over the time series, and Oðδi; δjÞ is the number of overlapping illuminated subapertures for offset ðδi; δjÞ.
The time-delayed cross correlations are then deconvolved by the simultaneous autocorrelations, which are calculated using Eq. (3). When δt in Eq. (5) is zero, the time-delayed cross correlation is no different than the simultaneous cross correlation, with the peaks corresponding to different turbulent layers aligned in the direction of the star separation in the deconvolved graph (see Section 2) . When δt has a positive value, the same peaks show up in the deconvolution graph of the time-delayed cross correlation, but the positions of these peaks move with increasing δt, depending on the speed of each turbulent layer under the influence of the wind. (The peaks actually move in the opposite direction to the wind.) This time-delayed cross correlation method is mostly sensitive to horizontal movement of the layers and is almost independent of vertical movements. By tracking the movement of the peaks with increasing δt we can estimate the wind speed and direction (horizontal component only). Because layers at different altitudes usually have different wind speeds or directions, the peaks corresponding to different layers move with different velocities in the deconvolution graph of the time-delayed cross correlations. In this way, we can identify layers that are too close in altitude to be resolved by the conventional SLODAR methods as long as they do not also have the same wind velocities. We can also identify weak layers that are hard to identify (or verify) by the conventional Fig. 11 . SLODAR results for the UT 03:55 dataset, as in Fig. 10 but without MASS results because the MASS was not in operation at the same time. In the averaged data we can clearly see the ground layer and a layer around 8 km.
SLODAR analysis due to noise in the deconvolution graph-curve. All of the peaks in the time-delayed deconvolution graph that move with increasing δt correspond to turbulent layers with their altitudes, relative strengths (determined from the strength of the peaks belonging to each layer), and wind velocities determined. There usually also exists a peak in the center of the deconvolution graph that does not move with increasing δt. This peak is caused by the so-called dome-seeing (turbulence within the telescope dome). The altitude resolution of the wind profiling is only restricted by how well one can track the peaks in the deconvolution graph, and can be very high even with a limited number of subapertures. The wind profiling can then greatly improve the height resolution from the conventional SLODAR analysis.
The wind profiling method described above is based on the frozen flow hypothesis, which states that on short time scales the turbulence pattern of each layer is presumed to be fixed (frozen) and to move with a constant speed [13, 14] . The existence of a frozen flow is important in our analysis because it guarantees that for short time differences the wavefronts s ij ðtÞ and s ij ðt þ δtÞ are still well correlated. This means that for the increasing time difference δt in Eq. (5), the peaks move with significant power remaining in them until δt is so large that the frozen flow hypothesis is no longer valid. By estimating how long the peaks persist, it is also possible to estimate the time scale over which the frozen flow assumption is valid. Figure 12 shows a selection of the time-delayed cross-correlation frames between MGSUs 1 and 2 with the positions of the peaks marked by plus signs (from the UT 03:55 dataset). The positions of the peaks are determined by fitting the peaks locally to two-dimensional Gaussian surfaces. We can see the peaks corresponding to different layers persist in most of the frames. This implies that a significant part of flow is frozen when the time delay is ≤500 ms. The motion of the peaks with increasing δt is caused by the motion of the corresponding layers due to horizontal wind. To demonstrate this more clearly, we plot the positions of the peaks overlapped over the nondelayed cross-correlation frame in Fig. 13 . We can now clearly see the movement of the peaks with increasing time delay.
B. Wind Profiling Results
We also see that the peaks from the same layer are all approximately aligned in a straight line, which corresponds to the direction of the wind in that layer. The intersection of these lines with the dashed line (the star separation direction) gives the initial position of the layers (marked by diamonds), which are used to calculate their heights. The wind speed is calculated by dividing the distance between the plus signs and the respective diamonds by the corresponding delay time. The wind speed and direction results, as well as the height and strength of these layers, are shown in Table 4 . The tabulated uncertainties reflect the numerical errors from fitting the peaks of each layer to straight lines (as described in Subsection 5.C). The turbulent layer heights and strength results obtained from the wind profiling analysis are plotted against the SLODAR results of the same dataset (as shown in Fig. 11) in Fig. 14 . The 8 km layer seen in the SLODAR results is now identified as two distinct layers with similar altitudes but very different wind speeds. Two distinct layers near the ground (the lower of the two might be a shear layer across the dome opening) and a dome-seeing contribution are also identified with corresponding wind speed and direction, which are not separated by the SLODAR analysis due to limited resolution. An additional layer at 17 km is also Fig. 13 . Positions of the peaks found in Fig. 12 are shown as plus signs. Peaks from the same layer are aligned in a straight line, corresponding to the direction of the wind in these layers (the opposite direction in reality). The intersections of these lines with the dashed line (the star separation direction) give the initial position of the layers (marked by open diamonds), which can be used to calculate the layer heights. The wind speed is calculated by dividing the distance between the plus signs and the respective diamonds by the corresponding delay time (∼150400 ms). The relative strengths are constrained to add up to 1. Compared to conventional SLODAR analysis, the wind profiling not only can obtain wind speed and direction, but can also greatly improve the height resolution of the layers. identified. This layer cannot be identified in the SLODAR analysis because of increased noise in the deconvolution graph at large subaperture offsets. The knowledge of high altitude layers from wind profiling results should help to increase the field angle that an MCAO system can achieve for a given Strehl ratio, since it is mostly limited by the high layer turbulence. The wind speed and direction information can also be applied to wavefront prediction.
C. Error Analysis
In Subsection 5.B we referred to the fact that the peaks in Fig. 13 corresponding to a certain layer are fitted to a straight line. This section describes how the fitting and associated error analysis is carried out.
Let the Cartesian spatial coordinates of the peaks in the deconvolution frame be (x i ; y i ) for a given layer and let n be the number of peaks. These peaks are fitted to a straight line y ¼ a 0 þ bðx À xÞ. We can obtain a 0 , b, and their uncertainties from standard chisquare fitting [10] . Then we can proceed to calculate the layer parameters. Suppose the line of the star separation is y ¼ a 0 þ b 0 x, where a 0 and b 0 are defined by the star coordinates and the errors are negligible. Its intersection with the peak movement line y ¼ a 0 þ bðx À xÞ gives the altitude of the turbulent layer because it describes the position of the peak in the simultaneous cross correlation. Let us call (x 0 ; y 0 ) the intersection point. We have
and the layer altitude is
where (15,15) is the center of the deconvolution frame and δh is the altitude corresponding to a one-sub-aperture offset, as defined in Eq. (4). It is then straightforward to calculate the uncertainty in H from δa 0 and δb. We have ∂H ∂a 0 ¼ δh
Keep in mind that δa 0 and δb have zero covariance. The uncertainty in H is therefore 
The wind speed for each layer is obtained from the speed of the peaks in the deconvolution frame. Let t i be the time delay for peak (x i ; y i ) and let d be the size of the subaperture when measured at the telescope pupil. The wind speed v will be
where v i is the wind speed calculated from peak (x i ; y i ) and hi denotes averaging over all the peaks for a certain layer. The uncertainty for v is the standard deviation of the v i ,
where N is the number of the available peaks for the layer. The uncertainty for the layer strength is the standard deviation of the strengths determined from all peaks (at different δt) of each layer. Note that our error analysis does not include the errors in obtaining the positions of the peaks and therefore may be slightly underestimated, but the difference should be small because the positions of the peaks are determined by two-dimensional Gaussian fitting with relatively good accuracy.
Conclusions
We have demonstrated turbulence profiling analysis with MGSU data using the SLODAR method. The Gaussian centroid determination method works well with the noisy MGSU data and shows good Gaussian distributions and range of centroids. Having six baselines from four guide stars is an advantage over conventional single baseline SLODAR and improves the altitude range and resolution and the overall accuracy.
Wind profiling using time-delayed cross correlations is also performed on the MGSU data. This method tracks the movement of the peaks that correspond to different turbulent layers in the timedelayed cross-correlation frames with increasing time delay between two SHWFS measurements. More turbulent layers are discovered with this method than with SLODAR, and their heights, relative strengths, and velocities are all determined with good accuracy. The height resolution of the wind profiling method is not limited by the number of subapertures but is only determined by the accuracy of the determination of the peak positions. An important potential application of such improved height and strength information would be to help improve the three-dimensional turbulence reconstruction in MCAO systems. The wind speed and direction information should be useful in predictive AO corrections.
