Abstract. We present bi-static observations of radio-wave induced optical emissions at 6300 and 5577Å from a nighttime radio-induced optical emission ionospheric pumping experiment at the HIPAS (Fairbanks) facility in Alaska. The optical observations were made at HIPAS and from HAARP located 285 km south-east. From these observations the altitude distribution of the emissions is estimated with tomography-like methods. These estimates are compared with theoretical models. Other diagnostics used to support the theoretical calculations include the new Poker Flat AMISR UHF radar near HIPAS. We find that the altitude distribution of the emissions agree with electron transport modeling with a source of accelerated electrons located 20 km below the upper-hybrid altitude.
Introduction
When a powerful HF radio wave is transmitted into the ionosphere with a frequency less than the peak ionospheric plasma frequency, this wave deposits most of its energy into the plasma in a narrow altitude region. This region ranges
Correspondence to: B. Gustavsson (bjorn.gustavsson@phys.uit.no) from the reflection altitude, where the pump frequency equals the local plasma frequency, f P , down to the altitude of upper hybrid resonance, where the pump frequency, f 0 , equals the local upper hybrid frequency, f U H =(f 2 γ +f 2 P ) 1/2 , where f γ is the local electron gyro frequency, and at times kilometers lower. In addition to heating the electrons the HFpump wave drives plasma turbulence that leads to electron acceleration. The variation of electron and ion temperatures with time and altitude is well modeled with convection of heat and cooling by energy losses to ions and the neutral gas (e.g. Mantas et al., 1981; Carlson and Mantas, 1982) . Direct observations of electrons accelerated by HF pumping is restricted to incoherent scatter radar observations of enhanced plasma lines (Carlson et al., 1982; Fejer and Sulzer, 1987) , which showed HF-pump enhanced fluxes of electrons up to 20 eV. Observations of enhanced optical emissions indirectly show that HF-pumping increases the electron flux above the excitation thresholds of the emitting states. Therefore, observations of radio-induced optical emissions (RIOE) at 5577Å from O( 1 S) (threshold 4.19 eV) (e.g. Bernhardt et al., 1989; Gustavsson et al., 2003) , 6600Å from N 2 (B 3 g ) (threshold 7.35 eV) (Djuth et al., 1999) , 7774Å from O( 3 p5P) (threshold 10.74 eV) (Djuth et al., 2005) , 8446Å from O( 3 p3P) (threshold 10.99 eV) (Gustavsson et al., 2005) Bi-static optical observations showed that the RIOE are emitted from the F-region (Haslett and Megill, 1974; Adeishvili et al., 1978) . The first multi-viewpoint observations of RIOE, with the Auroral Large Imaging System , showed that the peak 6300Å enhancement is 5-15 km below the reflection altitude of the HF-wave (Brändström et al., 1999) . This was corroborated by single viewpoint triangulation by Kosch et al. (2002) . Under some conditions there is a descending of the RIOE from the start of the HF-pump pulses (Kosch et al., 2004; Ashrafi et al., 2007) . Tomography-like retrieval of the 6300Å RIOE (Gustavsson et al., 2001) showed that the region of enhanced volume emission reached typical scale sizes of 20 km, being slightly wider above than below the point of maximum volume emission rate. The combined knowledge of the altitude of the enhanced emission and the decay at 6300Å after HFoff give estimates of the O( 1 D) lifetime, τ eff , which is a function of the neutral density. Gustavsson et al. (2001) obtained τ eff estimates at the altitudes of maximum volume emission rates, while Pedersen et al. (2008) obtained a profile over a larger range of altitudes by taking the decay at different altitudes.
Theoretical calculations of the altitude variation of the enhanced emissions have been made with a range of assumptions. Mantas and Carlson (1996) assumed that the enhanced emission was caused by excitation of thermal electrons, and used the bulk temperature observed with incoherent scatter (IS) radars to model the temporal evolution of column emission rates and altitude distribution of 6300Å emissions. Bernhardt et al. (1989) used a point source of electrons accelerated up to 10 eV to model the altitude distribution of the enhanced emissions at 6300 and 5577Å. Bernhardt et al. (2000) assumed a supra-thermal Maxwellian electron distribution with a characteristic energy of 1.72 eV -corresponding to a temperature of 19 960 K. Mishin et al. (2004) combined contributions to 6300 and 5577Å from electrons with thermal and power-law distributions to model the altitude distribution of the enhanced emissions. Gustavsson and Eliasson (2008) adjusted a parametrized acceleration term to calculate the altitude variation of electron flux from 1-100 eV that reproduced observed column emission rates at 6300, 5577, 8446 and 4278Å. Altitude distributions of the emissions were an intermediate byproduct.
Here we will present the first estimates of threedimensional distributions of the enhanced emission from 6300 and 5577Å obtained from simultaneous observations from HIPAS (64.87 N, 146.84 W) and HAARP (62.39 N, 145.15 W) during an HIPAS heating experiment on 19 March 2007. These estimates are then compared to theoretical model predictions.
Experiment and data
On 19 March 2007 HIPAS was operated in a 2 min on pulsed 50 ms every 250 ms, 2 min CW, 2 min off transmitting sequence with ≈32 MW effective radiated power at 2.85 MHz (f 0 ) pointing in the magnetic zenith from 04:24 to 06:58 UT using O-mode polarisation. During this time close to local sunset the ionospheric F-region electron density, n e , decayed slowly as observed with the Poker Flat Incoherent Scatter Radar (PFISR, 65.13 • N, 147.47 • W), shown in Fig. 1 . PFISR observed in four beams, one in the local magnetic zenith direction (77.5 • elevation, −154.3 • azimuth) and three beams intersecting the zenith over HIPAS at 200, 225 and 250 km of altitude. A map of the HIPAS/PFISR measurement geometry can be seen in Fig. 2 . Unfortunately PFISR can not measure with beams cutting the magnetic field line through HIPAS. The large n e enhancements that appear in 4 min periods every 6 min in beam 1 and 2 min periods every 6 min in beams 2-4 are due to enhanced ionlines caused by the HF-pump (e.g. Rietveld et al., 1993) . For the ranges where this occurs the IS spectrum cannot accurately be analyzed to give electron densities and temperatures. However, for the period after 05:36 UT, when there is no enhanced ion line signature in beams 2-4, and after 05:44 UT, when there is no enhanced ion line signature in beam 1, the electron densities are accurately estimated. A detailed analysis of the pump modifications of electron temperatures as well as the details of the enhanced ion line signatures is outside the scope of this paper and will be addressed in a separate study. From 05:20 UT the twilight sky was dark enough to make the enhanced optical emissions observable at both 5577 (7 s exposures every 10 s) and 6300Å (8 s exposures every 10 s). Here we focus on the bi-static observations at the end of the CW HF pulses with start times from 05:32 to 05:50 UT, when the background sky was dark enough to make the enhanced emission clearly separable above the background both from HIPAS and HAARP, as shown in Figs. 3 and 4, respectively. The imagers at HIPAS were pointing vertically with approximately 45 • field-of-view at 6300 and 75 • field-of-view at 5577Å, whilst the HAARP imager was equipped with an all-sky optic and filter wheel.
Data analysis
To estimate the spatial distribution of the enhanced optical emissions we use a parametrized model for the excitation to the emitting state. For I 5577 , that is emitted from O( 1 S) with a radiative lifetime of approximately 0.7 s, the volume emission rate is directly proportional to the excitation rate:
where A 1S =7.601×10 −2 s −1 is the Einstein coefficient for the transition from O( 1 S) to O( 3 P 1 ). The parameters for the generalized Gaussian are: Q 0 -maximum excitation rate, σ i are the width in direction i, (i=x, y, z) , with x east, y north and z B, and r i the distance away from the point of maximum excitation r 0i with r i =r i −r 0i , and finally, γ is a shape parameter. Here we use a two-sided Gaussian in altitude allowing for separate widths above, σ u z , and below, σ d z , r 0z . This makes it possible to account for the variation in atmospheric density with altitude.
For I 6300 , that is emitted from O( 1 D), which has a radiative lifetime of 107 s and an effective lifetime in the lower F-region varying with altitude due to the altitude variation of quenching, the volume emission rate is proportional to the O( 1 D) number density:
where A 6300 =5.15×10 −3 s −1 is the Einstein coefficient for the transition from O( 1 D) to O( 3 P 2 ). Due to the long lifetime, we have to account for the effects of drift and diffusion of O( 1 D) (Bernhardt et al., 2000) . This we do by integrating a simplified O( 1 D) continuity equation for the O( 1 D) number density n O1D :
Where v is the neutral wind, D is the diffusion coefficient for O( 1 D), and τ eff is the altitude dependent O( 1 D) effective lifetime,
The collisional de-excitation terms, n s q s , is calculated with the rate coefficients for quenching with N 2 of q 1 =2.0×10 −11 exp(107.8/T n ) cm 3 s −1 , with O 2 of q 2 =2.9×10 −11 exp(67.5/T n ) cm 3 s −1 (Mantas and Carlson, 1996) , and with atomic oxygen: q 3 =2.0×10 −12 cm 3 s −1 (Solomon et al., 1988) . Here we calculate n s q s using the MSIS model atmosphere (Hedin, 1991) for the HIPAS location, shown in Fig. 5 . For the O( 1 D) excitation rate Q O1D we use a generalized Gaussian: This makes it possible to include additional free parameters for horizontal wind, v x , v y , and diffusion, D. With these free parameters it is possible to account for O( 1 D) widening and drifting away from the excitation region with the neutral wind, which would give the I 6300 a comet-like tail in the wind direction. Here we assume that the parameters are constant with time. This is unproblematic for I 5577 since O( 1 S) has a sufficiently short lifetime and the optical data cannot resolve variations on that timescale. For I 6300 where the O( 1 D) lifetime is longer than the interval between exposures, it is possible to estimate the temporal evolution of the volume emission rates, as was done in Gustavsson et al. (2001) . Since the focus here is on the relation between the enhanced volume emission rates at 5577 and 6300Å during steady state, we assumep 6300 , defined below, to be constant over time as well.
To estimate the volume emission rates we search for the respective set of free parametersp 5577 =[Q 0 , r x0 , r y0 , r z0 , 
Results and comparison with theory
The estimated three-dimensional distributions of enhanced volume emission rates show that the horizontal and vertical widths of 6300 is wider with a broader peak than 5577Å, as East of HIPAS (km) Fig. 8 . The left and right panels show the horizontal cuts through the maximum of the enhanced volume emission at 5577 and 6300Å, respectively, at the altitudes marked. Note that the region of enhanced volume emission rates are spatially wider with a broader peak at 6300Å.
can be seen in Fig. 8 . To some extent this can be explained by diffusion causing a relatively larger widening of n O1D than n O1S but we also find that the width of O( 1 D) excitation is typically 12-14 km wider. Here we calculate the width, σ λ as The estimated shape of the enhanced emissions varies from being slightly flat to more elongated along the magnetic field line. The small southward tilt off the magnetic inclination seen for the 6300Å emission in Fig. 9 is caused by O( 1 D) drifting with the neutral wind, an effect making a larger impact at higher altitudes where τ eff is longer. Our estimate of the neutral wind is approximately 300 m/s with a slightly varying direction around westward. These estimates of the neutral wind agrees reasonably well with winds from the Coupled Thermosphere-Ionosphere-Plasmasphere (CTIP) Millward et al., 1996) model calculations, that show westward winds between 160 and 180 m/s and southward winds between 50 and 70 m/s. The altitude variation of I 5577 is narrower and more peaked than I 6300 . For the two pulses shown in Fig. 10 the excitation sources were found to be co-located. For the other two pulses the O( 1 S) source were found to be centered approximately 10 km lower. The altitude of the excitation centers, the center-of-emission as well as the widths in altitude of the emissions are listed in Table 1 . The 6300Å center of emission is typically 10-15 km above the O( 1 D) excitation, while the 5577 center-of-emission is not more than 3 km above the O( 1 S) excitation. The main reason for the upward shift of the 6300Å emission is the large relative increase of τ eff with altitude, as can be seen in Fig. 5 . While the small shift of the 5577Å emission is due to the increasing electron mean free path with altitude. The shape of the altitude variation agrees with theoretical modeling (Bernhardt et al., 2000; Gustavsson and Eliasson, 2008) based on electron transport with I 5577 narrower and I 6300 wider mainly towards higher altitudes. The accuracy of the center-of-emissions is approximately ±3 km, the error calculations and sensitivities to noise is discussed in Appendix A. The PFISR IS radar observations indicate that for the last two pulses and perhaps also the pulse of 05:38-05:40 (UT) f O F 2 was below f 0 , see Table 2 . This rules out direct HF-pump driven Langmuir turbulence (LT) as the mechanism accelerating the electrons, since LT requires f 0 <f O F 2 . Since f 0 <f U H F 2 upper-hybrid waves can still be excited which can cause electron acceleration  Table 2 . Table 2 show the most HF-pump-relevant ionospheric parameters. Here we have calculated f O F 2 and f U H F 2 as the highest plasma and upper-hybrid frequency in all four PFISR beams. Ionospheric parameters. Mishin et al., 2005; Kosch et al., 2007a , and references therein). However, the altitude difference between the excitation found from the optical observations and the upper hybrid altitude is unaccounted for. This downward shift might be caused by focusing of the reflected waves from an HFmodified reflection layer forming a concave mirror as suggested by Kosch et al. (2007b) . Reflected waves would then focus leading to large enhancement of the total electrical field at an altitude below the reflection layer. Reflection from such concave structures, produced by chemical release, have been observed in-situ (Bernhardt et al., 1995) , and there is also some theoretical support indicating that HF-transmission can create such density modifications (Gondarenko et al., 2005) . It is also worth noting that the center of excitation is at the altitude where the X-mode/right-hand polarisation cut-off frequency (f R =1/2[f e +(f 2 e +4f 2 p ) 1/2 ]) equals f 0 . With knowledge of the altitude distribution of the 6300Å volume emission rate and the 10 s cadence image observations of the decay from the HIPAS site it is possible to compare the observed decay rate with theoretical estimates. It has been shown (Gustavsson et al., 2001 ) that the altitude averaged O( 1 D) lifetime (e.g. Bernhardt et al., 2000) agrees to within ±2 s with the lifetime at the altitude of maximum emission rate. In Fig. 11 the total enhanced emissions at 6300 (and 5577)Å are plotted, using HIPAS optical data, with the Fig. 11 . The three panels display the average enhanced intensity at 5577Å (green curve with o markers) and at 6300Å (red curve with dot markers) together with the best fit decay curves for each pulse (blue curves). The black bar marks the 2 min period of CW heating. best fitting decay-curves. Here it is necessary to note that although the standard deviation for individual pixel intensities is large, τ eff is calculated from the average intensity of the entire blob, thus the corresponding standard deviation is approximately 2 counts or only about 5% of the total intensity. This leads to the estimate of the decay time uncertainty to be no worse than ±3 s.
When comparing the 30 and 40 s e-folding times for the 05:32-05:50 UT pulses with the theoretical altitude variation of τ eff in Fig. 5 , we see that at the altitude of maximum emission the expected lifetime is only approximately 20 s at 215 km altitude compared to the 30 and 40 s observed. The over-all increase of τ eff from 25 s at 05:22 to 50 s at 06:10 UT can be explained by the rise of the upper-hybrid altitude from approximately 200 km to 260 km between 05:20 and 06:10 UT, while τ eff for each individual pulse can be affected by transport due to vertical winds, that at times are variable even on short time-scales (e.g. Aruliah et al., 2005) .
This estimate is done with the rate coefficients for quenching with N 2 of q 1 =2.0×10 −11 exp(107.8/T n ) cm 3 s −1 , with O 2 of q 2 =2.9×10 −11 exp(67.5/T n ) cm 3 s −1 (Mantas and Carlson, 1996) , and with atomic oxygen: q 3 =2.0×10 −12 cm 3 s −1 (Solomon et al., 1988) . With recent laboratory experiments showing a ten times higher O( 1 D) quenching rate with O( 3 p3P) (Closser et al., 2005; Kalogerakis et al., 2006 ) the effective lifetime would be further reduced by 5-25 s for 200 to 280 km of altitude. To make the theoretical τ eff fit with our observations the neutral densities would have to be reduced from the MSIS prediction by 50% with the quenching rates of Solomon et al. (1988) , or with 67% with the quenching rates of Closser et al. (2005) .
On this point further experiments are needed to investigate this quenching rate, that are most important in controlling the energy flow in the upper atmosphere. Preferably, HF-pump experiments would be combined with in-situ observations of the neutral densities. In this way it would be possible to remove the uncertainty in the neutral atmosphere, which can have a day to day variability of factor 3 or more (e.g. Killeen and Roble, 1988; Hecht et al., 2006) .
Summary and conclusion
In this report we have used bi-static optical data at 6300 and 5577Å to estimate the three-dimensional distribution of their volume emission rates. The center of excitation we find is approximately 20 km below the upper-hybrid altitude as estimated from the PFISR electron density measurements, this might be explained by focusing of the HF-beam by a HFmodified reflection layer acting as a concave mirror. We find that the volume emission rate at 6300Å is wider and has a broader altitude peak. Further, we find that the altitude variation of the enhanced emissions agree, within the measurement uncertainty, with previous modeling predictions. The decay of the observed 6300Å indicates that either the current estimates of the O( 1 D) quenching rates with N 2 and O(3P) are too large or the neutral densities were a factor of two lower than the MSIS model predicts. To clarify this requires new experiments, preferably simultaneous in situ observation of neutral densities during HF-heating experiments. However, since O( 1 D) effective life-times that are longer than predicted seems to be found systematically (Gustavsson et al., 2001; Pedersen et al., 2008) , this also calls out for improvemed measurements of quenching rates. From the skewness of the 6300Å volume emission rates we obtain estimates of the neutral wind that agrees reasonably well with winds from the CTIP model calculations.
Appendix A Geometric camera calibration and error analysis
To make a first-order of magnitude estimate of the accuracy of the altitude estimates we shift the distribution of volume emission up and down. When doing this systematic patterns in the residuals between the observed images from HAARP and the corresponding projections start to appear, figure when the shift is 6 km up or down. This shows that the uncertainties is no worse than ±3 km in altitude.
For a more formal estimate the accuracy of the retrieved parameters we have to, at least, determine how well we know the pixel line-of-sight directions, estimate the accuracy of the fit, and the parameter sensitivity to noise in the observations. The geometric camera calibration is done by adjusting relevant camera models so that agreement is obtained between stars identified in images and the corresponding position calculated from their sky position. To reduce the impact of noise and scintillation we typically identify 50-150 stars in an image, preferably evenly distributed over the frame. After adjusting the camera model the fit should be equally good over the entire field-of-view, see Figs. A2, A4, A6. When the horizontal and vertical differences between the stars image and calculated positions are within ±1/2 pixel the most rig- orous requirement is met. As can be seen in Figs. A3, A5, A7 this has been achieved. The 1 σ spread of the scatter is within ±0.2 pixels for the stars in the HAARP imager, ±0.4 pixels for the 5577Å HIPAS imager and ±0.2 pixels for the 6300Å HIPAS imager. The line-of-sight angle between neighbouring pixels in the region of the enhanced spot is 0.5 • , 0.33 • 0.43 • , respectively. Taking into account the distance to the region with enhanced emissions the pixel field-of-views for the three imagers covers areas of 3.2-by-3.2, 1.3-by-1.3 and 1.7-by-1.7 km in the region of interest, all with uncertainties of less than half that.
One way to estimate the noise sensitivity of the fitted parameters is to run Monte Carlo simulations of the imaging with relevant noise characteristics. The fitting procedure for our three-dimensional model is time-consuming, so in order to get sufficient statistics we chose to do the Monte Carlo modeling for a simplified two-dimensional model. This show that for comparable noise levels the standard deviations are: 1-2 km for the center of emission and the parameters r x0 , r y0 , r z0 . For the parameters σ i the standard deviation is 3-5 km, while the width, σ λ , is more robust to noise with standard deviation of 1-3 km. Since the diffusion coefficient, D is not independent of the shape parameter γ and the widths of the O( 1 D) excitation the current work cannot give reliable estimates of the neutral diffusion. This is a consequence of the fact that a true airglow emission distribution with unknown shape in an atmosphere with a diffusion coefficient D might be best modeled with shape parameters γ and a different diffusion coefficient D (see also Gustavsson et al., 2001) .
