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ABSTRACT 
 In this work, we investigated the fracture behavior of asphalt, a heterogeneous mixture of 
hard aggregates (usually rock) with a polymeric binder (also called asphalt), used in paving 
applications. Specifically we studied the dependence of asphalt fracture response on loading rate, 
temperature, and recycled content in the binder. Fracture tests were conducted on Semi Circular 
Bend (SCB) edge cracked specimens obtained from mixes with different compositions, and the 
tests were recorded with a camera to allow for Digital Image Correlation (DIC) measurements. 
DIC measured the strain and displacement fields both at the far-field scale (40 microns/pixel) 
and at a near-field scale (8 microns/pixel), and allowed a local characterization of fracture 
mechanisms depending on the aggregate structure. 
Initial efforts focused on characterizing the material behavior by quantifying its viscosity 
and fracture properties. The viscoelasticity correspondence principle was used to extract viscous 
and elastic components from the full-field DIC-measured viscoelastic strain and displacement 
fields. Stress intensity factor and J-integral were used to study the fracture properties, as well as 
the viscoelastic equivalents. It was seen that the viscosity of the material was a dominant factor 
in the material behavior, and the loading rate and RAS (Recycled Asphalt Shingles) content 
affected viscous response. 
The second part of this work focused on comparing different mixes regarding energy 
dissipation, strain recovery, crack propagation and fracture process zone (FPZ). Energy 
dissipation was studied on two different aspects: first was the dissipation under the loading head 
due to crushing of the specimen; the second was dissipation in the bulk of the material. No 
crushing of the material was observed around the loading head, thus indicating minimal energy 
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loss there. Bulk material dissipation, quantified through the area contained within loops in the 
path followed by each point in the stress-strain space, was seen to decrease with increasing RAS 
content. Strain recovery at the far-field was studied as well, it was done by comparing how the 
strains unloaded when the crack propagated, and how much strain was recovered at the end of 
the test. There was less recovery for lower RAS content material. We also looked at the influence 
of the microstructure on the fracture properties. It started by comparing the crack path with the 
aggregate structure showing that the crack propagated mostly between aggregates. We also 
studied the Fracture Process Zone (FPZ) that developed between aggregates and whose size was 
increasing for lower RAS content or intermediate temperature. In the end, this study showed that 
the increase of RAS content considerably embrittles the material meaning less viscous effects, 
less energy dissipated in the bulk. 
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LIST OF SYMBOLS 
 
ABR = Asphalt Binder Replacement LVDT = Linear Variable Differential 
𝑎𝑇 = Shift function   Transformer 
𝐶1, 𝐶2 = Constants (shift function) 𝜇 = Shear modulus 
CMOD = Crack Mouth Opening 𝜈 = Poisson ratio 
  Displacement PG = Performance Grade 
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  J = Value of the J-integral W = Strain energy density 
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𝐾𝐼
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LEFM = Linear Elastic Fracture Mechanics Z.I. = Zoomed In 
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CHAPTER 1: INTRODUCTION 
1.1 MOTIVATION AND BACKGROUND  
 The pavement industry is currently interested in increasing the amount of recycled 
content in hot mix asphalt (HMA) as it reduces the quantity of virgin binder in the material, 
which in turn reduces production costs while being beneficial to environmental conservation. 
Surveys showed that in Illinois in 2010, 1.7 million tons of recycled materials were used in the 
construction of highways [Brownlee, 2011] and in 2012, IDOT (Illinois Department Of 
Transportation) used 12,000 tons of RAS (Recycled Asphalt Shingles) in pavements, which is 
less than the City of Chicago (21,000 tons) and the Illinois Tollway (24,000 tons), but represents 
an increase of 283% in RAS use compared to 2011 [IDOT, 2013]. 
 Asphalt is a composite material made of aggregates, usually a hard phase like rock which 
amounts to volume fractions up to 85% and binder, usually a polymer that acts as a matrix 
material. Note that both elements can include some recycled materials. Aggregates can be 
replaced with steel slag for example, which is a waste product of the steel industry [Ahmedzade 
& Sengoz, 2009]. Concerning the binder, there are two types of recycled materials that can be 
added to the mixture: RAP (Reclaimed Asphalt Pavement) or RAS (Recycled Asphalt Shingles). 
RAP is obtained through cold milling or crushing of old HMA pavement, RAS is obtained from 
the grinding of shingles [Osman, 2014]. However, there are two types of RAS: The first is made 
of asphalt roofing shingles that have not been used on roof as they have been rejected by the 
manufacturer. The other type of RAS is obtained from the shingles removed from roofs [Osman, 
2014] and have thus been exposed to years of weathering. For the mixtures containing RAS or 
RAP, some of the binder contained in the recycled material will soften during the preparation 
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and blend with the original binder but the extent of blending and PG grade (Performance Grade) 
of the recycled binder is variable [Goh & You, 2011, Zhao et al., 2014]. The percentage of 
recycled binder that is blended in the mix compared to the total amount of binder (in weight) is 
the ABR (Asphalt Binder Replacement) percentage.  
 RAS and RAP are used in asphalt assuming that they reduce the cost of pavements, but 
this is only true if the performance of the recycled mixes is at least equivalent to the performance 
of mixes with a virgin binder. This question is legitimate since the binder extracted from 
recycled materials is aged, meaning that it is stiffer, and the amount of blending of the recycled 
binder is not well known. Studies on ABR have shown that it can have a positive effect on high 
and intermediate temperature rutting as well as permanent deformation which is related to the 
increased stiffness of the mix [Goh & You, 2011; Ozer et al., 2012]. However ABR might be 
degrading performance concerning low temperature strength and thermal cracking or 
intermediate fatigue cracking [Newcomb et al. 1993, Johnson et al., 2010] as an increased 
stiffness of the mix can also mean that the material is more brittle thus cracking more easily and 
accelerating its deterioration.  
 The mixture recycled content is not the only parameter affecting material properties: the 
mixture can be made out of different types of aggregates or binder with various mechanical 
properties that influence the overall characteristics of the material and also its fracture properties. 
A binder can be stiffer or more compliant depending on its composition, and in fact this feature 
is actually used often to compensate for the increased stiffness of the mix when adding RAS or 
RAP. When a mix contains high amounts of recycled content, its binder PG (Performance Grade) 
can be reduced by one grade (for example for PG64-22 to 58-28) to compensate for the stiffening 
of the aged binder [Osman, 2014].  
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Other parameters that are not linked to chemical composition are known to have an 
impact on the mechanical behavior of the material. As asphalt is a viscoelastic material, the 
response of the material is time dependent and parameters such as temperature and loading rate 
affect its behavior. An increase in temperature or a decrease in loading rate induces a more 
compliant response of the material. Other parameters such as aging or moisture can also impact 
the characteristics of the material. Aging modifies the chemical composition of asphalt as it 
oxidizes and hardens the material [Petersen & Harnsberger, 2007], while moisture can induce 
damage as it decreases the adhesion between the aggregates and the binder [Gorkem & Sengoz, 
2009].  
 These elements show that many factors influence the characteristics of asphalt and 
continued work is necessary to understand how each one modifies the material fracture 
properties. Studies on asphalt are usually based on experiments that measure the global response 
of a specimen, for example far-field applied displacement and load measurements. Many 
different tests can be performed to obtain valuable information on the mix behavior: fracture test, 
fatigue test, tensile test, complex modulus. However, even though fracture tests presents some 
effects that can be obtained from global measurements, e.g., fatigue resistance, strength or 
compliance, fracture itself is actually a local mechanism driven by microstructural effects. At the 
tip of a crack tip a zone of high stresses and strains exists and local damage develops in the 
material, while the far-field may not exhibit direct effects from this stress/strain concentration 
and damage zone. Asphalt is also a heterogeneous material and the stress/strain developing in the 
matrix, in the aggregates, or at the interfaces between them, are different. This illustrates the 
need to obtain not only far-field measurements of global fracture properties, but also local 
measurements to study the fracture behavior of the material. 
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 The Digital Image Correlation (DIC) technique enables full-field measurements by taking 
successive pictures of a random speckle pattern on the surface of a specimen while it is deformed 
and comparing the pictures before and after deformation to compute in plane displacements and 
strains [Sutton et al., 2009]. The DIC technique presents several advantages as it is a non-contact 
technique, gives measurements on the entire surface of the specimen, and has relatively easy 
preparation since it only requires a speckle pattern to be applied on the specimen surface. The 
method has been successfully used for a variety of materials including polymers [e.g., Abanto-
Bueno & Lambros, 2005], metals [e.g., Carroll & Lambros, 2013], composites [e.g., Leclerc et 
al., 2009], concrete [e.g., Wu et al., 2011; Skarzynski et al., 2013], and has also been 
implemented for asphalt [2009 Seo et al., 2002; Buttlar et al., 2014; Masad et al., 2001]. 
1.2 SCOPE AND OBJECTIVES OF RESEARCH 
 The work presented here aims to improve our understanding of the fracture behavior of 
asphalt, the objectives are the following: 
• evaluate the effects of ABR, rate and temperature on the fracture response of asphalt 
• quantify the relative effects of bulk viscous dissipation vs. local fracture dissipation 
• understand the role of the separate phases of aggregate and binder in the failure process of 
asphalt 
To study these aspects of asphalt fracture, we will be performing bend fracture tests on 
asphalt mixes containing different levels of RAS and RAP while varying the loading rate at low 
and intermediate temperature. DIC will be used to complement the data traditionally obtained 
from far-field load and displacement measurements. The goal is to use the DIC displacement and 
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strain measurements to assess the viscoelastic effects developing in the material during the 
fracture test. Measurements at the crack tip will be used to estimate the damage at the crack tip 
depending on ABR content, rate and temperature. Measurements under the loading head will be 
recorded to evaluate any crushing that could happen at intermediate temperature. The behavior in 
the far-field will also be analyzed to understand how it is affected by the propagation of the crack 
and its contribution to the overall behavior of the material (energy dissipation). The aggregate 
structure will be studied to measure its effects on the crack propagation and repartition of 
damage in the material, which will also be evaluated for different rates, temperatures and 
recycled contents. 
1.3 OVERVIEW OF THE DOCUMENT 
 To address the questions mentioned in the previous section, this thesis starts with Chapter 
2 by detailing the experimental methods used in the project, including a description of the 
different asphalt mixes that have been investigated as well as the conditions of testing. The 
experimental set up necessary for DIC is described, as well as the theory behind this technique 
and the work that was necessary to obtain accurate measurements. Chapter 3 focuses on the 
viscoelastic aspects of, and theories that can be applied to, asphalt. Fundamental viscoelastic 
concepts, such as the correspondence principle that was introduced by Schapery in 1984, are 
explained before focusing on asphalt. Using this principle, the viscous and elastic components of 
the displacements and strains are extracted to study the viscoelastic effects as relating to rate and 
RAS content. Chapter 4 focuses on the energy dissipated by the material, depending on RAS 
content, rate and temperature. This aspect is investigated by looking at various dissipation 
mechanisms such as crushing of the material under the loading head, permanent deformation, 
viscous energy dissipation in the bulk of the material, crack propagation (i.e. creation of new 
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surfaces) and fracture process zone. This chapter also highlights the impact of the microstructure 
on crack propagation. Chapter 5 presents the conclusion of the work and further investigations 
that could be of interest. 
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CHAPTER 2: EXPERIMENTAL TECHNIQUES 
2.1 ASPHALT MATERIAL 
Asphalt Concrete is a viscoelastic and heterogeneous material made of aggregates 
(approximatively 85% by volume) and asphalt binder. The binder, a compliant polymeric 
product of petroleum refinery operations also referred to as asphalt, can be considered 
viscoelastic while the aggregates are typically obtained from different parent rock materials such 
as limestone, granite, basalt, etc. and can be considered (linearly) elastic and brittle. The matrix 
viscoelastic response, however, translates to a viscoelastic response of the overall asphalt 
mixture as well, although with different viscous character that the asphalt matrix itself. Figure 
2.1.b shows an image of the asphalt surface clearly illustrating the matrix (black regions) and 
aggregate (white/gray particles). 
For this project, several asphalt mixes were studied, some of them provided by IDOT, the 
Illinois Department of Transportation (IDOT Plant mixes) and some designed and prepared in 
the laboratory of Advanced Transportation Research and Engineering Laboratory (ATREL) of 
University of Illinois (LAB mixes). Having mixes made in the laboratory specifically for this 
project enabled control of the composition (binder, aggregates and recycled content). Table 2.1 
shows a summary of the mixes investigated in this effort. It presents the name of the mixes and 
their composition: Performance Grade (PG), percentage of slag, RAS, RAP, recycled content 
(ABR) and asphalt content (AC). 
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Table 2.1: Summary of the asphalt mixes investigated 
  LAB ID Mix PG Slag (%) RAP (%)  RAS (%) 
ABR* 
(%) 
AC (%) 
IDOT 
Plant 
P1 N50 SC 52 - 28 15 50 3.5 60 6.7 
P2 N50 SC 58 - 28 48 27 - 29 5.8 
P3 N70 BC 58 - 28 - 26 - 29 4.8 
P4 N30 BC 58 - 28 - 46.5 - 37 4.8 
P5 N70 SC 64 - 22 - 10 - 6 6.1 
P6 N90 SC 76 - 22 - 10 - 6 5.6 
P7 N50 SC 64 - 22 - 0 - 0 5.9 
P8 N50-50 58-28 - 42 4 49 5.5 
LAB 
L1 N90 CM 1 FG 70 - 22  - - - - 6 
L2 N90 CM 2 FG 58 - 22  - - - - 6 
L4 N90 CM 4 CG 64 - 22 - - - - 6 
L6 N90 30 CG 58 - 28 - - 7 29.8 6 
L7 N90 20 CG 58 - 28 - - 5 21.2 6 
L8 N90 10 CG 64 - 22 - - 2,5 10.5 6 
L9 N90-30-2 CG 64 - 22 - - 7 29.8 6 
*ABR=
𝑅𝑒𝑐𝑦𝑐𝑙𝑒𝑑 𝑎𝑠𝑝ℎ𝑎𝑙𝑡 𝑏𝑖𝑛𝑑𝑒𝑟 (𝑅𝐴𝑆 𝑜𝑟 𝑅𝐴𝑃)
𝑇𝑜𝑡𝑎𝑙 𝑎𝑠𝑝ℎ𝑎𝑙𝑡 𝑏𝑖𝑛𝑑𝑒𝑟 𝑐𝑜𝑛𝑡𝑒𝑛𝑡
× 100 [Ozer et al., 2012] 
Most specimens were prepared at the Advanced Transportation Research and Engineering 
Laboratory (ATREL) of the Civil and Environmental Engineering department and were prepared 
by other students of the group. The preparation was done by compacting the mixtures at high 
temperature (approximately 140°C [Ozer et al., 2012]) with a Superpave Gyratory Compactor, 
which produced cylindrical samples of 150 mm diameter and 180 mm height. These cylinders 
were cut in half perpendicular to the length and two slices were obtained after removing the top 
and bottom parts as shown schematically in Figure 2.1.a. The top and bottom parts are known to 
exhibit different mix distributions and are therefore usually discarded. Finally, each of these two 
middle slices was cut perpendicular to the thickness into two identical semicircular halves and an 
edge notch was made with a saw half way along the base of the semicircle. The final specimen 
geometry tested was a Semi-Circular Bend (SCB) sample as shown schematically in Figure 2.2, 
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with a diameter of 150 mm, thickness of 50 mm, notch length of 15 mm and notch width about 2 
mm (the width of the saw). 
 
Figure 2.1: a) SCB preparation and numbering – top and bottom pieces are discarded, b) Optical 
micrograph of asphalt SCB specimen showing aggregate particles (white) and binder matrix (black). 
Notch is also visible at the bottom surface. 
2.2 EXPERIMENTAL SET UP 
ASPHALT EXPERIMENTS 
For the experiments on asphalt, the specimen geometry used was the SCB described 
above. Digital images of the specimen surface were taken during every test: a CCD (Charge 
Couple Device) camera was set on a tripod facing the specimen and connected to a control 
computer. These pictures were taken during the test so that the deformation of the specimen 
could be subsequently analyzed using the optical technique of digital image correlation (see 
section 2.3 for more details). The experiments were conducted at several temperatures and 
loading rates to explore different aspects of the asphalt viscoelastic effect. Table 2.2 details the 
experiments conducted and test conditions used for each mix: temperature, rate, speckle pattern 
(Z.O. = Zoomed Out, Z.I. = Zoomed In, see section 2.3.3) and the number of replicates tested. 
As can be seen this is a significant testing program over a wide range of material and conditions. 
10 
 
 
Figure 2.2: Schematic and dimensions of SCB 3-Point Bend Test 
 
Experiments on asphalt specimens were conducted at ATREL using an ITS Interlaken 
load frame, equipped with an environmental chamber. Experiments were displacement controlled 
with a constant displacement rate for loading. Load-line displacement (LLD) was the control 
variable for room temperature tests, while the crack mouth opening displacement (CMOD) was 
used at low temperature because it offers better stability for the growing crack: crack opening is 
at a constant rate which reduces the risk of having a crack propagating unstably in the specimen. 
For all these experiments, the spacing between the two supports was 120 mm, as shown in Figure 
2.2. Load and displacement data were acquired using the software UniTest (from Interlaken 
Technology Corporation), while the pictures were recorded using the software VicSnap (from 
Correlated Solutions Inc.). The data analysis was done using the DIC software Vic2D (from 
Correlated Solutions Inc.). A photograph showing the experimental set up is shown in Figure 2.3. 
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Table 2.2: Summary of the tests conducted 
  LAB ID Temperature  Rate  Pattern Replicates 
IDOT Plant 
P1 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P2 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P3 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P4 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P5 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P6 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P7 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
P8 
 
25°C 
(6.25; 50) 
mm/min 
 
Z.I. 
(2; 2) 
-12°C 0.7 mm/min 2 
LAB 
L1 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(3; 3; 3) 
L2 
 
25°C 
(6.25; 25; 50) 
mm/min 
 
Z.O. 
(2; 2; 2) 
L4 
 
25°C 
6.25 mm/min  
Z.O. & Z.I. 
3(ZO) & 2(ZI) 
50 mm/min 3(ZO) & 2(ZI) 
 
-12°C 
(0.1; 0.7) 
mm/min 
 
Z.I. 
(1; 2) 
L6 
 
25°C 
6.25 mm/min  
Z.O. & Z.I. 
3(ZO) & 2(ZI) 
50 mm/min 3(ZO) & 2(ZI) 
 
-12°C 
(0.1; 0.7) 
mm/min 
 
Z.I. 
(1; 2) 
L7 
 
25°C 
(6.25; 50) 
mm/min 
 
Z.O. 
(3; 3) 
L8 
 
25°C 
6.25 mm/min  
Z.O. & Z.I. 
3(ZO) & 2(ZI) 
50 mm/min 3(ZO) & 2(ZI) 
 
-12°C 
(0.1; 0.7) 
mm/min 
 
Z.I. 
(1; 2) 
L9 
 
25°C 
6.25 mm/min  
Z.O. & Z.I. 
2(ZO) & 3(ZI) 
50 mm/min 2(ZO) & 2(ZI) 
-12°C 0.7 mm/min Z.I. 2 
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Figure 2.3: Experimental set up 
As shown in Table 2.2, some experiments were done at (nominally) -12°C. When 
experiments at this low temperature were conducted, the specimen had to be conditioned for 
several hours (usually the entire night before the day of the experiment) to reach the desired 
temperature. Unfortunately, the door of the chamber was not transparent, so it was impossible to 
take pictures of the specimen with the environmental chamber active. Thus the chamber door had 
to be open while testing and consequently the chamber temperature was decreasing throughout 
the experiment. To evaluate the temperature evolution of a specimen during the test, we used a 
specimen which had a temperature gauge embedded in it, the results of which are shown in 
Figure 2.4. The initial temperature when the test started was not -12°C because of the time 
necessary to adjust the position and settings of the camera (the camera set-up could not be kept at 
the same place between two tests because it was obstructing the chamber door). The temperature 
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increased linearly during the test, reaching around 0°C in about 17 min. However, most of our 
studies focus on the times before and immediately after peak load, which takes less than about 10 
seconds for the low temperature case. Thus the temperature can be considered effectively 
constant in this time duration, however not at a value of -12°C. Although absolute consistency 
between experiments might not be assured, each specimen was effectively tested at isothermal 
conditions in the range between -10°C and -6°C depending on the time necessary to adjust the 
camera in each case. While keeping this in mind, in the subsequent all the results from these 
experiments will be referred to as nominally at -12°C. 
 
Figure 2.4: Internal temperature vs time during a test of an asphalt SCB specimen conditioned at -12°C 
 
POLYCARBONATE EXPERIMENTS 
Before testing the large number of SCB asphalt samples listed in Table 2.2., some 
experiments were done on Polycarbonate (a thermoplastic material which we will consider as 
linear elastic for the loading used) to verify that accurate results could be obtained on a linear 
elastic material (see section 3.2.2 and 3.3.2 for results). The experiments on polycarbonate were 
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also done using the Interlaken testing machine, but under load control (13 N/sec) rather than 
displacement since we did not want to exceed the yield load for the material. The acquisition of 
data and pictures were done with the same software used for the asphalt experiments. The 
specimen tested was a SENB (Single Edge Notch Bend) geometry with a length of 290 mm, 
height of 125 mm, thickness of 9 mm, notch length of 28 mm, and the space between the 
supports was 120 mm. The specimen was transparent and a black speckle pattern was applied on 
it while a white background was held behind it to increase image contrast (see Figure 2.5)  
 
Figure 2.5: Photograph of SENB Polycarbonate specimen in the Interlaken load frame 
 
2.3 DIGITAL IMAGE CORRELATION 
2.3.1 THEORY 
As explained earlier, pictures were taken during every experiment to allow further 
analysis of the tests with the Digital Image Correlation (DIC) technique. DIC is an imaging 
technique that enables measurement of displacements, strains, and stresses (the latter through 
appropriate constitutive equations) on the entire surface of a specimen, for the time instant 
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corresponding to each picture taken [Sutton et al., 2009]. DIC presents the advantage of being a 
non-contact full-field measurement technique and has been used for fracture or material 
characterization in many situations. For example, DIC has been used to study the mechanical and 
fracture properties of composites [Leclerc et al., 2009], metals [Carroll et al., 2013], functionally 
graded materials [Abanto-Bueno & Lambros, 20002], concrete [Skarzynski et al., 2013; Wu et 
al., 2011] and asphalt [Seo et al., 2002; Buttlar et al., 2014].  
To obtain the displacement field on the surface of a specimen, a reference picture is taken 
(usually at the unloaded state) of a random speckle pattern on the surface, and the pixels in a 
zone of interest are selected. Then, subsets of pixels are compared to a deformed picture (taken at 
a loaded state) to find a best match and thus compute the deformation of the subset, i.e., the 
displacement and the displacement gradients corresponding to the center of the subset. The main 
assumptions of DIC are the following: the deformation of each subset is assumed to be a 
homogeneous in-plane deformation and the specimen surface speckle pattern light intensity 
remains the same throughout deformation, which implies both light uniformity and no speckle 
deterioration. The light uniformity must be both spatial and temporal so that each point on the 
specimen keeps the same recorded greyscale value throughout the experiment thus allowing 
correlation with the reference picture. With these assumptions, the equations governing the 
deformation at a point are the following [Chu et al. 1985, Bruck et al. 1989]: 
 
𝑥′ = 𝑥 + 𝑢 +
𝜕𝑢
𝜕𝑥
𝛥𝑥 +
𝜕𝑢
𝜕𝑦
𝛥𝑦, 
 
(2.1) 
 
𝑦′ = 𝑦 + 𝑣 +
𝜕𝑣
𝜕𝑥
𝛥𝑥 +
𝜕𝑣
𝜕𝑦
𝛥𝑦, 
 
(2.2) 
where x and y are Cartesian position coordinates, u and v corresponding displacements, and ‘ 
denotes the variables in the deformed frame. 
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As explained earlier, the DIC technique finds the best match for a subset between the 
reference picture and the deformed one. The speckle pattern applied to the surface of the 
specimen is usually a random black speckle pattern often applied on top of a white layer of paint. 
The pattern has to be adapted to the magnification desired for the experiment so that the subsets 
show a broad repartition of intensity from white to black (see Figure 2.6). With a broad intensity 
spectrum and a random pattern, it is then possible to uniquely correlate subsets between the 
reference and deformed pictures. 
 
Figure 2.6: Typical speckle pattern intensity histogram (White pattern, see section 2.3.3) 
 
2.3.2 CAMERA SET UP  
Three different CCD cameras were used for the experiments: a IMI-Tech IMB 202FT 
(1600x1200 pixels, 16 FPS) with a Nikon Nikkor 50 mm f/1.2 lens, a Point Grey Gazelle 4.1MP 
Mono (2048x2048 pixels, 150 FPS), and an Allied Vision Prosilica GX6600 (6576x4384 pixels, 
4 FPS) with a Tokina AT-X Pro Macro 100 2.8D lens. The IMI-Tech was mostly used for 
speckle pattern exploration tests (see section 2.3.3) since we did not have the other cameras 
available at that time. The Gazelle camera has a faster acquisition rate than the Prosilica, but also 
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a lower pixel count. The camera chosen for a particular experiment depended on the acquisition 
rate and spatio-temporal resolution required. The software used for the picture acquisition with 
the IMI-Tech camera was Neptune (provided by IMI-Tech to operate this camera) while for the 
two other cameras it was Vic-Snap, the software provided by Correlated Solutions with the 
cameras and the DIC software Vic2D.  
The camera has to be positioned perpendicularly to the surface of the specimen so that the 
entire area of interest is in the focus plane. There are several settings to adjust for the 
experiments: zoom, aperture and exposure time. When adjusting the zoom of the lens, the focus 
is also modified. To have the desired magnification for a test, the position of the camera and the 
zoom of the lens have to be adjusted. The exposure time is also a key variable since a long 
exposure time decreases the acquisition rate. To take pictures quickly, the exposure time must be 
low, but this also decreases the brightness of the pictures. The brightness of the pictures is 
important for the DIC analysis because a broad spectrum of intensity enables a better 
differentiation of the subsets and thus decreases error. There are several ways to adjust for this 
brightness decrease. The first is to use more light, and the second is to change the aperture. 
However changing the aperture influences another parameter: the depth of field. A large aperture 
will make the pictures brighter but also decrease the depth of field and could induce some 
blurriness in the pictures if the specimen is not perfectly perpendicular to the camera or has a 
significant out of plane deformation. All of these parameters have to be adjusted to ensure a good 
quality of the experiments. 
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2.3.3 SPECKLE PATTERN  
As was mentioned above, the speckle pattern must be adapted to the magnification of the 
experiment conducted. Therefore, since a specific pattern also depends on the texture of the 
material surface used and this was the first time we were performing experiments on asphalt, the 
first step of this work was to find the appropriate pattern for the experiments conducted. We 
started by trying different patterns, studying their intensity histograms, noise components and the 
accuracy of the measurements for simple motions: rigid body translation and rigid body rotation.  
Previous studies on asphalt concrete using DIC recommended to clean the surface with 
sandpaper and an airbrush to smooth the surface, then apply several light layers of white paint 
and finally spray black paint to obtain the speckle pattern [Seo, 2002]. The preparation of the 
samples in this way caused some problems, but we did attempt to follow the procedure of Seo 
(2002) (referred to as “white pattern” henceforth). Problems with the white pattern resulted 
because the surface of asphalt was not perfectly flat, there were some irregularities and holes on 
the surface that could not be painted or created shadows in the pictures, and this increased the 
error in the measurements compared to experiments on flat surfaces. Some work was done to see 
if an improvement was possible. Since the holes created black zones in the otherwise white 
background, we tried to apply a black layer of paint and then created the speckle pattern by 
spraying white paint on top of it (i.e., reversing the colors in the procedure of [Seo, 2002]. 
henceforth called “black pattern”). As a third alternative we also applied a thin layer of plaster on 
the surface of the specimen to fill in any gaps, and applied the speckle pattern on the plaster 
layer, referred to as “plaster pattern”. With this latter technique the surface was flat and the holes 
were filled (see Figure 2.7 for photos of a sample pattern using each method). The intensity 
histograms and noise arrow plots (plot of displacement field measured from two different 
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pictures but for no applied displacements) are shown in Figure 2.8 for the 3 patterns 
corresponding to each image in Figure 2.7. The histograms showed a reasonable intensity 
spectrum for all three patterns which is unimodal in nature and thus appropriate for DIC [Sutton 
et al., 2009]. The noise level for the patterns was similar: displacements measured around +/- 
0.01 mm and standard deviation around 0.006 mm, and appears random as seen in the arrow 
plots in Figure 2.8. 
 
Figure 2.7: Speckle patterns a) White pattern b) Black pattern c) Plaster pattern 
   
Figure 2.8: Intensity histogram and noise arrow plot for a) White pattern, b) Black pattern,  
c) Plaster pattern 
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Figure 2.8 (cont.) 
 The accuracy of the rigid body motion measurements was also compared for the three 
patterns. A known translation was applied to the samples and the pictures were analyzed by DIC. 
The rigid motion was measured with a linear regression over the displacement field, the equation 
being the same as in the equation 2.1 and 2.2 but assuming no strains. The unknowns that were 
determined with this regression were the displacements and rotation. The results of the 
measurements are shown in Figure 2.9 with the DIC measurements (translation and rotation) vs 
imposed motion plots for the three patterns. 
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Figure 2.9: DIC displacement vs imposed displacement Horizontal translation (mm) in the left, rotation 
(degree) in the right. Blue line: measurements, red line:  y=x line 
a) White pattern, b) Black pattern, c) Plaster pattern 
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The rigid body motion measurements in Figure 2.9 showed that there were no noticeable 
differences between the two patterns where the paint was applied directly to the asphalt (white 
pattern or black pattern), but the pattern on plaster gave better results. However, using a coating 
might have other drawbacks: DIC computes the displacements on the surface of the specimen, 
but when a coating is applied, the material at the surface is not the material of interest. If the 
coating does not exactly behave as the material underneath it, inaccurate measurements are 
possible. When we did fracture experiments on the specimens with the coating, we saw that the 
plaster did not behave like the asphalt: the crack in the plaster coating did not follow the same 
path as in the asphalt material, i.e., the plaster was peeling off (see Figure 2.10 for an example). 
Therefore it was decided to use the white pattern, without any coating: the error increased 
because of the irregularities of the surface, but the displacements measured were the 
displacements of the material. 
 
Figure 2.10: SCB with plaster coating after fracture test. Green box=DIC gauge for displacement 
measurements 
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As explained earlier, the pattern has to be adapted to the magnification of the experiment. 
The patterns shown in Figure 2.7 were made for experiments where the field of view included 
the entire SCB sample (i.e., macroscale experiments). The pattern selected was created by 
applying a white layer of paint on the raw asphalt, after cleaning the surface, and the speckles 
were made with a spray can. For these experiments, the spatial resolution of the optical system 
was about 40 microns/pixels. Other experiments (which we term microscale experiments) were 
performed focusing on the fracture process zone (see section 4.2.2) and required a smaller field 
of view around the notch tip. A finer pattern was necessary since the magnification had now 
increased. In order to obtain a suitable pattern, the speckles were sprayed using an airbrush and 
the pattern shown in Figure 2.11 was obtained. These experiments had a spatial resolution of 
about 8 microns/pixels. 
 
Figure 2.11: Speckle pattern for a smaller field of view 
 The last procedure to check the quality of DIC results was to compare the LLD 
measurements from the loading machine with the DIC measurements. The purpose was to 
estimate the accuracy of DIC on asphalt, with the Interlaken loading frame (which creates 
significant vibrations). To measure the LLD with DIC, a numerical gauge was defined on the 
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specimen, immediately under the loading head (green box in Figure 2.10) and the evolution of its 
displacement was recorded. Figure 2.12 shows the comparison of the displacement vs time and 
the load vs displacement between the machine LLD measurement from the Interlaken LVDT and 
the corresponding “DIC computed LLD” for the mix P7 at 6.25 mm/min. A very good match 
between the two measurements was seen which gave confidence in the use of DIC for fracture 
experiments with these testing conditions. Figure 2.13 and 2.14 show typical SCB fracture tests 
for the two length scales: macroscale in Figure 2.13 for the mix P6 at 6.25 mm/min, and 
microscale in Figure 2.14 for the mix L6 at 0.7 mm/min. 
 
Figure 2.12: LLD vs time and load vs displacement for the mix P7 at 6.25 mm/min.  
Blue: displacements recorded with the load frame, Red: displacements measured with DIC 
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Figure 2.13: Typical SCB fracture test (mix P6 at 6.25 mm/min and 25°C), large field of view 
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Figure 2.14: Typical SCB fracture test (mix L6at 0.7 mm/min and -12°C), small field of view 
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CHAPTER 3: VISCOELASTIC DECOMPOSITION AND FRACTURE 
ANALYSIS OF ASPHALT 
3.1 VISCOELASTIC EFFECTS  
3.1.1 THEORY 
FUNDAMENTAL VISCOELASTIC CONCEPTS 
Asphalt is a viscoelastic material, meaning that it exhibits some elastic characteristics, 
like an instantaneous deformation behavior, and some viscous characteristics, like a flow or time 
dependent behavior. In the elastic case, one state of stresses corresponds to a unique state of 
strains (and vice versa). In the viscoelastic case there is a time dependency which leads to creep, 
relaxation, and recovery among other phenomena. Creep is the response under a constant stress: 
the strains increase immediately when the load is applied (an elastic response) but then keep 
increasing with time (see Figure 3.1.a). If the stresses are then returned back to zero, the strains 
decrease in the same way, a phenomenon called recovery. Relaxation is similar to creep, but it 
concerns a constant strain state. If the strains are held constant, the stresses increase instantly 
(elastic response), but then decreases with time (see Figure 3.1.b). There is also a recovery from 
relaxation. These phenomena show that there is history dependence for the stress and strain in a 
viscoelastic material: one state does not simply depend on the loading, it depends on the loading 
history, how long the load was applied, if it was evolving linearly, by steps, etc. all of which 
influences the response of the material [Wineman & Rajagopal, 2000] 
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Figure 3.1: Viscoelastic behaviors, a) Creep and recovery, b) Relaxation and recovery 
These characteristics are not the only differences with the elastic case; another concerns 
the stress-strain curve. A linear elastic strain stress curve is linear and when the material is 
unloaded, unloading will follow the same linear path. This is not the case for viscoelastic 
materials: the stress-strain curve has a hysteresis loop. This highlights two important points on 
this type of materials. The first one is that there is some energy dissipation in the material when 
it is loaded (the area contained inside a loop path in stress-strain space); the second one is that 
the modulus cannot be considered a constant. 
 
CONSTITUTIVE EQUATIONS 
Several models have been developed to characterize viscoelasticity often based on what 
are referred to as “mechanical analogs” which consist of an association of basic units composed 
of dashpots (viscous elements) and springs (elastic elements) in parallel or in series. For 
example, the Voight unit is a dashpot and a spring in parallel and the Maxwell unit is a spring 
and a dashpot in series. These models enable obtaining the response to a standard excitation 
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(impulse, step, linear or harmonic excitation), but another model is required to have the response 
to an arbitrary load history. The integral representation for the constitutive response of 
viscoelastic media is based on the Boltzmann superposition principle [Chen & Tsai, 1998]. This 
states that a generalized viscoelastic stress-strain relationship for arbitrary stress-strain history 
can be obtained by linearly adding the responses to standard excitations. This principle gives the 
following equations (implicit summation implied when indices are repeated) [Wineman & 
Rajagopal, 2000, Ozer, 2011]: 
 𝜎𝑖𝑗(𝑡) = ∫ 𝐸𝑖𝑗𝑘𝑙(𝑡 − 𝑢)
𝜕𝜀𝑘𝑙(𝑢)
𝜕𝑢
𝑑𝑢
𝑡
0
, (3.1) 
 𝜀𝑖𝑗(𝑡) = ∫ 𝐷𝑖𝑗𝑘𝑙(𝑡 − 𝑢)
𝜕𝜎𝑘𝑙(𝑢)
𝜕𝑢
𝑑𝑢
𝑡
0
, (3.2) 
where t is the present time, u is the historic time, 𝜎𝑖𝑗  the stress components, 𝜀𝑖𝑗  the strain 
components, E the modulus function and D the compliance function. 
These equations are not complete because they only take into account the time 
dependence of the variables E and D, which in fact also depend on other parameters like 
temperature, aging, or moisture content, for example. Temperature effects can be modeled in 
these equations with the time-temperature superposition rule [Wineman & Rajagopal, 2000]. 
According to this rule, the effect of time and temperature on viscoelastic functions defining 
relaxation and creep behavior is similar. Asphalt is often considered as a thermo-rheologically 
simple material [Bai, 2008; Christensen & Bonaquist, 2012], obeying time-temperature 
superposition rule (i.e. a long time response is similar to a high temperature response). The 
relation between time and temperature is found with a shift factor function 𝑎𝑇(𝑇) which denotes 
the amount that the constitutive response has to be shifted from a reference temperature to obtain 
the response at a temperature T. Several equations exist for the shift factor function. The William 
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Landel Ferry (WLF) equation is most commonly used for situations above the glass transition 
temperature [Williams et al., 1955] 
 
log(𝑎𝑇) =
−𝐶1 (𝑇 − 𝑇0)
𝐶2 + (𝑇 − 𝑇0)
, 
(3.3) 
where 𝐶1  and 𝐶2  are constants, 𝑇 the temperature and 𝑇0  the reference temperature. Once the 
shift function is selected, a “reduced time” can be defined by, 
 𝜉 = ∫
𝑑𝑡′
𝑎𝑇(𝑇)
𝑡
0
. (3.4) 
The reduced time is used to combine the effects of both time and temperature into one variable 
and then take into account their effects on the materials properties. If 𝑎𝑇 is considered a constant 
over the time duration of an experiment then 
 𝜉 =
𝑡
𝑎𝑇
. (3.5) 
With this reduced time, the constitutive law in Equations (3.1) and (3.2) can be rewritten to 
include temperature effects as 
 𝜎𝑖𝑗(𝜉) = ∫ 𝐸𝑖𝑗𝑘𝑙(𝜉 − 𝜉′)
𝜕𝜀𝑘𝑙(𝜉′)
𝜕𝜉′
𝑑𝜉′
𝜉
0
, (3.6) 
 𝜀𝑖𝑗(𝜉) = ∫ 𝐷𝑖𝑗𝑘𝑙(𝜉 − 𝜉′)
𝜕𝜎𝑘𝑙(𝜉′)
𝜕𝜉′
𝑑𝜉′
𝜉
0
. (3.7) 
In order to use these equations, it is still necessary to explicitly know the modulus 
function E (or its inverse D). This is done by fitting a Prony series to the data obtained from a 
complex modulus test [AASHTO TP 62-03, Park & Kim, 2001]. Once the coefficients are 
determined, the modulus is an equation of the form: 
 𝐸(𝑡) = 𝐸𝑒 +∑ 𝐸𝑛 𝑒
−𝑡
𝜌𝑛⁄𝑁𝑛=1 ,  
(3.1.8) 
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where 𝐸𝑒  is the equilibrium modulus, the 𝐸𝑛  are the Prony coefficients and the 𝜌𝑛  are the 
relaxation times. With these equations, it is then possible to get the stresses from strains and vice 
versa, depending on the loading history and temperature, for viscoelastic materials. 
 
CORRESPONDENCE PRINCIPLE 
 To solve viscoelastic problems, a principle has been introduced by Schapery [1984] 
called the correspondence principle. This principle states that for viscoelastic materials, problems 
can be decomposed into a reference linear elastic solution and a viscous solution, assuming that 
the elastic and viscoelastic bodies are geometrically identical. The reference (elastic) variables, 
or pseudo-variables, are denoted as 𝜎𝑖𝑗
𝑅 ,  𝜀𝑖𝑗
𝑅  and 𝑢𝑖
𝑅 . In the absence of body forces, the 
equilibrium equations and constitutive equations become: 
 𝜕𝜎𝑖𝑗
𝑅
𝜕𝑥𝑗
= 0, 
(3.9) 
 
𝜀𝑖𝑗
𝑅 =
1
2
 (
𝜕𝑢𝑖
𝑅
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝑅
𝜕𝑥𝑖
), 
(3.10) 
 𝜎𝑖𝑗 = 𝐸𝑖𝑗𝑘𝑙
𝑅  𝜀𝑘𝑙
𝑅 , (3.11) 
 𝜎𝑖𝑗
𝑅 = 𝜎𝑖𝑗 , (3.12) 
 
𝜀𝑖𝑗 = 𝐸
𝑅∫ 𝐷(𝑡 − 𝑡′)
𝜕𝜀𝑖𝑗
𝑅
𝜕𝑡′
𝑡
0
𝑑𝑡′, 
(3.13) 
 
𝜀𝑖𝑗
𝑅 =
1
𝐸𝑅
∫ 𝐸(𝑡 − 𝑡′)
𝜕𝜀𝑖𝑗
𝜕𝑡′
𝑡
0
𝑑𝑡′, 
(3.14) 
 
𝑢𝑖 = 𝐸
𝑅∫ 𝐷(𝑡 − 𝑡′)
𝜕𝑢𝑖
𝑅
𝜕𝑡′
𝑡
0
𝑑𝑡′, 
(3.15) 
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𝑢𝑖
𝑅 =
1
𝐸𝑅
∫ 𝐸(𝑡 − 𝑡′)
𝜕𝑢𝑖
𝜕𝑡′
𝑡
0
𝑑𝑡′. 
(3.16) 
The viscous part of the problem is then found easily assuming an additive decomposition of total 
strains and displacements: 
 𝜀𝑖𝑗 = 𝜀𝑖𝑗
𝑅 + 𝜀𝑖𝑗
𝑉 , (3.17) 
 𝑢𝑖 = 𝑢𝑖
𝑅 + 𝑢𝑖
𝑉. (3.18) 
𝐸𝑅 in equations (3.11)-(3.16), the reference modulus, is an arbitrary value often chosen as the 
instantaneous modulus 𝐸0(= ∑ 𝐸𝑛
𝑁
𝑛=1 + 𝐸𝑒) [Ozer et al., 2011; Tabatabaee & Bahia, 2014]. 
 
3.1.2 VISCOUS AND ELASTIC DECOMPOSITION, LOADING RATE DEPENDENCY 
The correspondence principle enables decomposing displacements or strains into their 
viscous and elastic parts, making possible the comparison of the contribution of each component 
on the material behavior for different loading conditions. In the work described here, this 
decomposition was made using a Matlab code provided by Erman Gungor (MS student Civil and 
Environmental Engineering UIUC) based on the algorithm described in the dissertation of H. 
Ozer, 2011. Using this code, the pseudo and viscous displacement or strains were computed on 
the surface of the specimens based on the DIC measurements performed. Figure 3.2 shows one 
example result at peak load for mix P1 loaded at 25°C at 6.25 mm/min. The horizontal 
displacements (viscous, pseudo and total) are plotted in the three contour plots shown in Figure 
3.2. It should be noted that the rigid body motions were not removed from the displacement 
field. However, those contour plots generally correspond to the expected opening field for mode 
I crack opening. The three contour plots present a similar distribution of the displacements; the 
major difference between them is the displacement scale. The elastic part represents a small 
33 
 
fraction of the total displacements: the contribution of the elastic components (strain and 
displacement) is between 20% and 10% of the total amount, decreasing along the duration of the 
experiment as the viscous effects develop in the material over time. This can perhaps be expected 
from the modulus vs. time plot for this mix, plotted in Figure 3.3, which shows that the material 
is highly viscous at room temperature, with the modulus decreasing by a factor of ten in about 
one second. The time dependence of the material could also be seen in the evolution of the ratio 
of pseudo variables to total variables discussed immediately below (Figure 3.4 and 3.5).  
  
  
Figure 3.2: Mix P1 at 25°C, 6.25 mm/min, horizontal displacement decomposition. a) Viscous b) 
Pseudo c) Total d) Load displacement, the red dot indicates the load for this picture. 
 
 
 
b) a) 
c) d) 
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Figure 3.3: Modulus vs time (logarithmic scale) for mix P1 at 21C 
 It was shown that the loading rate had an influence on the behavior of the material. Figure 
3.4 shows the ratio of the elastic variable over the total one (horizontal displacement and strain) 
vs normalized time (normalized with peak load being t = 1) for mix P1 with two different 
loading rates (6.25 and 50 mm/min) at 25°C. This plot highlights the impact of the loading rate 
on the elastic response of the material and its evolution during the experiment. It shows that the 
elastic part was decreasing with time; this is explained by the viscous effects developing in the 
material during the experiment. With a higher loading rate, the elastic components were more 
important, between 20% and 10% of the total variables at 6.25 mm/min and between 30% and 
15% at 50 mm/min. This was expected since a higher loading rate gives less time for the viscous 
effects to develop. 
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Figure 3.4: Ratio of pseudo variables over total variables vs normalized time for mix P1 at 25°C and two 
rates. Blue: rate =6.25 mm/min, Red: rate=50 mm/min. Star: variable=horizontal displacement,  
Square: variable = horizontal strain. Time=1 means peak load 
 The same decomposition was made to see the influence of RAS on asphalt. The two 
mixes compared are the mix L4 with 0% RAS and the mix L6 with 7% RAS but with a softer 
binder. After obtaining the pseudo and viscous variables, the ratios of pseudo strains over total 
strains were computed for both mixes at 6.25 mm/min and 50 mm/min. Figure 3.5 shows the 
results. As in Figure 3.4, the ratio was decreasing with time, meaning that the viscous effects 
were developing in the material. This figure also shows that the elastic components of the mix 
with the virgin binder are smaller than for the mix with RAS implying that there were less 
viscous effects when the recycled content was added and that adding RAS was still leading to an 
embrittlement of the material despite using a softer binder. 
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Figure 3.5: Ratio of 𝜀𝑦𝑦
𝑅  over 𝜀𝑦𝑦 vs normalized time for different rates and mixes.  
Blue: mix L6 7%RAS, Red: mix L4 0%RAS. Star: 6.25 mm/min, Square: 50 mm/min.  
Time=1 means peak load 
3.2 STRESS INTENSITY FACTOR 
3.2.1 THEORY AND DATA ANALYSIS 
This project focuses on the fracture properties of asphalt, using both virgin binder and 
binder with recycled content. The (mode I) stress intensity factor 𝐾𝐼 has been introduced in linear 
elastic fracture mechanics (LEFM) to characterize the stress, strain and displacement fields 
surrounding an opening crack in a linearly elastic material. This parameter depends on the 
specimen geometry and loading conditions. Crack initiation can be assumed to occur when the 
applied 𝐾𝐼 reaches a limit value called fracture toughness and denoted 𝐾𝐼𝐶. For mode I opening, 
the asymptotic (i.e., near the tip) elastic stress field is described to first order by the following 
equations [Williams, 1957, Anderson, 2005] 
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+ 𝑂(1), 
 
(3.19) 
where 𝜎𝑖𝑗 are the stresses and (𝑟, 𝜃) the polar coordinates. This equation is derived for a semi-
infinite crack in an infinite space with no assumption on the boundary conditions except for 
mode I opening, and for traction free crack surfaces. The coordinate frame definition for these 
equations is shown in Figure 3.6 (and Figure 2.2 for the SCB). These equations show that the 
stress field spatial distribution depends on 𝑟 and 𝜃 and its amplitude is completely determined by 
the scalar 𝐾𝐼. However, these equations give stresses and strains that are infinite at the crack tip. 
This is unrealistic and shows that although this model may apply to a region of K-dominance 
surrounding the crack tip it cannot hold at the crack tip. The situation of a K-dominant region as 
shown in Figure 3.6 corresponds to the assumption of “small scale yielding” conditions.  
 
Figure 3.6: Fracture mechanics at the crack: frame and regions. Frame: (𝑥1 , 𝑥2) or (x , y) 
position, (𝑢𝑥 , 𝑢𝑦) or (u , v) displacement in Cartesian coordinates, (𝑟 , 𝜃) polar coordinates. Regions of 
non-linearity, K-dominance and higher order terms shown schematically as annular areas surrounding the 
tip. 
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The asymptotic displacement field is defined by the following equations 
 
{
𝑢𝑥
𝑢𝑦
} =
𝐾𝐼
2𝜇
√
𝑟
2𝜋
 {
cos (
𝜃
2
) [𝜅 − 1 + 2sin2 (
𝜃
2
)]
sin (
𝜃
2
) [𝜅 + 1 − 2cos2 (
𝜃
2
)]
} + {
𝑢𝑥0 − 𝜃0𝑦
𝑢𝑦0 + 𝜃0𝑥
}, 
 
(3.20) 
where 𝜅 = 3 − 4 𝜈 for plane strain or  𝜅 =
3−𝜈
1+𝜈
  for plane stress, 
𝜈 is the Poisson ratio, 𝜇 the shear modulus, 𝑢𝑥0 and 𝑢𝑦0 correspond to the rigid translation and 
𝜃0 is the rigid translation. 
These equations are the ones that have been used in this work to compute the stress 
intensity factor from experimental data. The DIC analysis extracts the displacement field from 
the pictures taken during the experiments and, assuming elastic material properties, it is then 
possible to do a least squares regression of the DIC-measured displacements on Equation 3.20 to 
compute 𝐾𝐼 . However, the displacement field measured with DIC also contains rigid body 
motion, and thus the terms describing it (translation and rotation) must be added to K-field 
displacements. 
However as mentioned above, the asphalt material can be highly viscoelastic, while the 
results of Equation 3.20 are for elastic materials. In the viscoelastic case, the same method can be 
applied but requires using the pseudo displacements in Equation 3.20. We then extract what is 
denoted as 𝐾𝐼
𝑅 , the “pseudo” stress intensity factor which corresponds to the stress intensity 
factor for an equivalent elastic problem with a modulus 𝐸𝑅 [Schapery, 1989]. In essence this 
approach extracts the elastic portion of the measured displacement field and uses that in the 
computation of the stress intensity factor. The procedure in this case therefore is to measure the 
DIC displacements from the pictures using the software Vic2D, then use these DIC 
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displacements, the Prony series of the material and the time step between each picture to 
compute the pseudo displacements with a Matlab code (see section 3.1.2) from Equation (3.16) 
and then do a least square regression on the pseudo displacements using Equation 3.20, which 
then produces 𝐾𝐼
𝑅 and the rigid body motion. 
 
3.2.2 ELASTIC VALIDATION 
 The first step before using the stress intensity factor to analyze asphalt was to validate its 
use on an elastic material. For this we used the SENB specimen of polycarbonate described in 
section 2.2. A 2D theoretical formulation exists to compute the stress intensity factor of a SENB 
specimen made of a linear elastic material, depending on sample geometry and loading 
[Anderson, 2005]: 
 
 
𝐾𝐼 =
𝑃
𝐵√𝑊
 𝑓 (
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𝑊
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(3.22) 
 
where 𝑃 is the load, 𝐵 the specimen thickness, 𝑊 the height of the specimen, 𝑎 the length of the 
notch and 𝑆 the distance between the two supports. 
 The polycarbonate stress intensity factor was obtained for several load levels with the 
regression described in section 3.2.1. It was then compared to theoretical results from equation 
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3.21 and 3.22 as shown in Figure 3.7. The experimental results are quite close to the theoretical 
ones showing that 𝐾𝐼 could be successfully extracted from the displacement field obtained with 
the DIC technique for linear elastic materials. 
 
Figure 3.7: Stress intensity factor vs load. Red data points= DIC measurements,  
Blue line= theoretical results 
3.2.3 VISCOELASTIC APPLICATION 
In order to compute the stress intensity factor for asphalt, several methods were 
attempted. The first one was to consider asphalt as an elastic material and compute 𝐾𝐼 in the 
exact same way as it was computed in section 3.2.2 above for polycarbonate. This assumption 
was made because it is the simplest. Assuming that the asphalt material had a constant modulus, 
𝐾𝐼 was computed for the IDOT Plant mix P1 with the loading rate of 6.25 mm/min. To be able to 
compare the order of magnitude of the results, a theoretical stress intensity factor was computed 
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based on Lim and Johnston (1993). The comparison of the experimental (assuming pure 
elasticity) and theoretical results for asphalt, presented in Figured 3.8, shows that the two 𝐾𝐼 
values are not in the same order of magnitude for anything other than the smallest load levels. 
This was clearly due to the assumption that the viscous effects were small and that it was 
possible to use a constant modulus (i.e., an elastic material). The data obtained for modulus, 
presented in Figure 3.3, illustrate that the material is highly viscous and thus using a constant 
modulus is erroneous. 
 
Figure 3.8: Mix P1, 25°C, 6.25 mm/min, 𝐾𝐼 vs load. Blue: computed form DIC with constant 
modulus (𝐸 = 𝐸0). Red: theory from Lim and Johnston (1993) 
The pseudo stress intensity factor was then computed from the pseudo displacement field 
following the procedure outlined in section 3.2.1. Figure 3.9 shows the comparison between 
𝐾𝐼
𝑅and the theoretical 𝐾𝐼. This time the comparison is more favorable until about 1,000N and the 
values obtained are also consistent with values of fracture toughness measured previously for 
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asphalt: around 0.5-1.5 𝑀𝑃𝑎√𝑚  [Marasteanu et al., 2002; Kim & El Hussein, 1997]. Knowing 
𝐾𝐼
𝑅, the theoretical pseudo displacement field was generated using equation 3.20 and Figure 3.10 
shows a plot of the generated field (in red) superimposed with the measurements (in black), for 
two load conditions (40% and 85% of peak load). The superposition does not show a good 
agreement thus suggesting a lack of a substantial region of K-dominance around the crack tip in 
the asphalt material (not unexpected considering the significant material local inhomogeneity). 
We then continued by studying another parameter to check the validity of the results from the 
pseudo stress intensity factor: the J-integral.  
 
Figure 3.9: Mix P1, 25°C, 6.25 mm/min, 𝐾𝐼 vs load. Red: theory from Lim and Johnston (1993),  
Blue: Pseudo stress intensity factor 
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Figure 3.10: Mix P1, 25°C, 6.25 mm/min, a) 1000N (40% of peak load), b) 2200N (85% of peak load) 
Pseudo horizontal displacement field (Black) and theoretical K field obtained after regression (Red)  
3.3 J-INTEGRAL 
3.3.1 THEORY 
Unlike 𝐾𝐼, the J-integral applies to linear elastic, non-linear elastic materials and plastic 
materials (for no unloading), without body forces and for a 2D deformation field [Rice, 1968]. It 
a) 
b) 
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is computed by integrating stresses and strains over a contour enclosing the crack tip with the 
following equation for the 2D form 
 
𝐽𝛼 = ∫[𝑊𝑛𝛼 − 𝜎𝛽𝛾𝑛𝛾𝑢𝛽,𝛼]𝑑𝛤
𝛤
, 
 
(3.23) 
where 𝜎𝛽𝛾 are the stress components, 𝑢 is the displacement, n is the outward unit normal vector 
to the contour 𝛤, and W is the strain energy density of the material (𝑊 = ∫ 𝜎𝑖𝑗𝑑𝜀𝑖𝑗
𝜀
0
). The first 
component, 𝐽1, is referred to as the J-integral. 𝐽2 can be used in other conditions such as mixed 
mode loading [Eischen, 1987] or for curved cracks [Simpson & Trevelyan, 2009]. This integral 
is path independent for hyperelastic materials under monotonic loading conditions. With these 
assumptions, it also equals the energy release rate and is related to 𝐾𝐼 for mode I opening with 
small scale yielding conditions [Rice, 1968] through: 
 
𝐽 =
𝐾𝐼
2
?̅?
, 
(3.24) 
 
?̅? = 𝐸  for plane stress, ?̅? =
𝐸
1−𝜈2
  for plane strain. 
 This J-integral is no longer path independent if the material dissipates energy in the bulk. 
In 1984 Schapery introduced a different formulation that can be applied to viscoelastic 
homogeneous materials. It is the generalized J-integral, or pseudo J-integral, and can be used on 
a counterclockwise contour, assuming no body forces, crack faces parallel to x, traction free with 
small strains and rotations. The formulation is the following [Schapery, 1984; Kuai, 2009] 
 𝐽𝑣 = ∫(𝑊
𝑅𝑑𝑦 − 𝑻
𝜕𝒖𝑹
𝜕𝑥
𝑑𝑠)         and    𝑊𝑅 = ∫ 𝜎𝑖𝑗𝑑𝜀𝑖𝑗
𝑅𝜀
0
. 
 
(3.25) 
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This integral is calculated on a line contour, a fact which can induce numerical issues with the 
displacement derivatives when computing them from discrete data such as in DIC. However, the 
elastic J-integral can also been calculated as a domain integral [Shih et al., 1986] over an area 
enclosed by a contour. This alternative expression has been derived using Green’s theorem 
(Divergence theorem), with the absence of thermal strain, body forces, and crack face traction, 
and is given by 
 
𝐽 = ∫[𝜎𝑖𝑗𝑢𝑗,𝑖 −𝑊𝛿𝑖𝑗]𝑞1,𝑖𝑑𝐴,
𝐴
 
 
(3.26) 
where 𝑞1has a value of 1 at the inner contour 𝛤 and 0 on the outer contour 𝛤0 (see Figure 3.11). 
Within A, 𝑞1 is an arbitrary smooth function of 𝑥1 and 𝑥2, with value from 0 to 1 [Nakamura et 
al., 1986]. This formulation has been used for both elastic and pseudo J-integral in this work. 
 
Figure 3.11: Conventions at crack tip. Domain A is enclosed by 𝛤, 𝛤0 and crack faces (from [Nakamura 
et al., 1986]) 
3.3.2 ELASTIC VALIDATION 
 In this work the practical implementation of the J-integral was first done in the linear 
elastic case for the polycarbonate SENB experiment. The experiment was the same as the one 
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done for the validation of the stress intensity factor measurements in the linear elastic case 
(section 3.2.2). The computation of the J-integral was done with the surface integral described in 
section 3.3.2 and the generalized Hooke’s law was used for the linear elastic constitutive 
equations. The integration area was contained inside a circle centered at the notch tip and the 
circle radius was increased until reaching close to the bottom of the specimen (see Figure 3.12.a). 
Figure 3.13 shows the evolution of the computed J-integral value with the increase of the outer 
radius of the circular contour. The values for smaller radii are not reliable because only a few 
DIC data points are available inside the smaller contours to compute the integral. In addition 
other more complex deformation mechanisms (e.g., crazing) might occur very near the notch tip 
that do not satisfy the assumptions necessary to compute the J-integral (e.g., homogeneity). After 
a few contours however, the value of the J-integral reaches a constant plateau which was then the 
value used. 
 
 
 
Figure 3.12: J-integral integration surface a) Polycarbonate  b) Asphalt.  
Red: smallest surface Yellow: largest surface  
b) a) 
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Figure 3.13: J-integral value vs radius of the integration surface at 700N  
The J-integral was computed for several load levels as load was increased on the 
polycarbonate SENB. In order to compare it with the theory and also with the values obtained 
from the regression on the stress intensity factor, 𝐾𝐼 was computed from the J-integral results 
(𝐾𝐼 = √𝐽𝐸). Figure 3.14 shows the evolution of 𝐾𝐼 vs. load for the theoretical 𝐾𝐼, 𝐾𝐼 computed 
with the least squares regression on the DIC data (as before in Figure 3.7) and 𝐾𝐼 computed from 
the J-integral through equations 3.26 and 3.25. The 3 results are in good agreement showing that 
the J-integral and KI can be computed efficiently using our methodology for linear elastic 
materials. 
48 
 
 
Figure 3.14: K1 vs load. Blue line= theoretical results, Red data points= results obtained from the 
regression on the DIC displacement field, Black squares=results obtained from the J-integral 
3.3.3 VISCOELASTIC APPLICATION 
 The method to compute the pseudo J-integral is similar but requires use of pseudo 
displacements and strains, as well as stresses computed from the viscoelastic constitutive 
equations. The values were computed for several contours with the radius of the external contour 
increasing as before (see Figure 3.12.b). The results of the pseudo J-integral value vs. the contour 
radius are plotted, but the results are different from the J-integral computed for polycarbonate. 
While the results exhibited a plateau after a few contours for the polycarbonate specimen (Figure 
3.13), the pseudo J-integral results from the SCB experiments on asphalt did not show any 
similar behavior (see Figure 3.15). The values do not reach a plateau, with the later part of the 
curve showing in fact a decrease for the pseudo J-integral as the contour gets larger. It was 
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expected that the pseudo J-Integral would be path independent, but the absence of plateau in 
Figure 3.15 makes impossible the computation of J for a given load level. 
 
Figure 3.15: Pseudo J-integral values vs outer radius of the integration surface at 2500N (80% of peak 
load) for mix P1 at 25 mm/min 
 It may be possible to explain this behavior based on the inhomogeneity of the material. 
The J-integral path independence is based on the assumption that the material is homogeneous 
while asphalt is heterogeneous since it is made of binder and aggregates (see Figure 2.1.b). Some 
studies have shown that in a functionally graded material, if the modulus close to the crack tip is 
lower than further in the material, the J-integral decreases when the radius of the contour 
increases [Abanto-Bueno & Lambros, 2002]. Asphalt does not present the same increase in 
modulus, but the heterogeneity of the material could be one of the reasons for the issues 
encountered in the computation of the pseudo J-integral. 
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 This study also confirmed the doubts on the use of the pseudo stress intensity factor for 
asphalt. Both variables are linked, and this work seems to show that the pseudo J-integral and 
stress intensity factor cannot be computed with the testing condition and method developed here. 
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CHAPTER 4: MATERIAL DISSIPATION, EFFECTS OF RECYCLED 
CONTENT 
The load and displacement data acquired during the asphalt SCB fracture test were also 
used by other students in the group to extract data on the mixes, such as the fracture energy. The 
“fracture energy” is defined as the area under the entire load-LLD (or occasionally the load-
CMOD) curve. In our experiments this was computed according to AASHTO TP 105-13 
specification. This document mentions that the two supports on which the specimen rests should 
be covered in polytetrafluoroethylene to reduce friction with the specimen. It also highlights the 
need to reduce any energy dissipation processes, apart from fracture itself, in order to accurately 
compute the fracture energy. Note that the specification was made for tests at low temperature. 
At room temperature other energy dissipation mechanisms can exist in addition to fracture, and 
they should be accounted for to accurately compute true fracture energy. An increased test 
temperature makes the mixes softer and the specimens can possibly be crushed at the loading 
point because of the loading head, both adding to energy dissipation. Bulk viscous dissipation is 
also possible, in addition of course to an enlargement of the fracture process zone itself. In this 
chapter we will used our DIC measurements to evaluate all three effects: far-field crushing, bulk 
viscous dissipation, and process zone enlargement. 
4.1 COMPRESSIVE ZONES 
 We used DIC to study the strain field behavior under the loading head to determine if any 
dissipation occurs by material crushing at the point of application of the load. This work was 
done on the seven IDOT plant mixes at 6.25 mm/min and 50 mm/min. The horizontal strain field 
measured in the zone directly under the loading head (area highlighted by the red box in Figure 
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4.1), was plotted to check the presence of crushing and the behavior of the compressive zone that 
formed in this area. The progressive evolution of the compressive horizontal strain yy is shown 
in Figure 4.2. The load displacement curve for the experiment is shown with the load level 
corresponding to the five strain plots indicated as a red dot. The strains plotted are the negative 
ones, all the positive strains are plotted in the same dark red color. The study did not show a 
strain field that could be interpreted as a crushing of the material. It showed that the area of the 
compressive zone was developing as the load increased, reached a maximum after peak load and 
started shrinking, though still remaining larger than at peak load, as the crack propagated. 
However, the magnitude of the strains kept increasing (in absolute value) all along the 
experiment. Figure 4.3 shows a comparison of the compressive zone at peak load for the mixes 
P1, P4 and P6 at 6.25 and 50 mm/min. Our study did not observe any noticeable impact of the 
mixture or the loading rate (6.25 mm/min vs. 50 mm/min). Primarily the development of the 
compressive region at the load point appears to be a specimen geometry effect: as the specimen 
was bending, the lower part experienced tension while the top was compressed. When the crack 
propagated, the neutral line for the bending strains moved further toward the top of the specimen 
and the compressive zone became smaller in extent although it increased in magnitude. 
 
Figure 4.1: Field of view for the work on the compressive zone 
𝜀𝑦𝑦 
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Figure 4.2: Mix P6, 25°C, 50 mm/min Evolution of compressive zone during a test. The scale shows only 
the compressive horizontal strains (tensile strains are in dark red). Blue dots= successive locations of the 
notch or crack tip 
 
 
𝜀𝑦𝑦 𝜀𝑦𝑦 
𝜀𝑦𝑦 𝜀𝑦𝑦 
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Figure 4.3: Mixes P1, P4 & P6 at 25°C, 6.25 and 50 mm/min. Compressive zone at peak load. The scale 
shows only the compressive horizontal strains (tensile strains are in dark red). Blue dots= successive 
locations of the notch or crack tip 
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4.2 BULK STRAIN BEHAVIOR 
4.2.1 STRAIN VS. TIME, UNLOADING AND RECOVERY 
 In a fracture test, as the crack is propagating, the material is unloading and strains 
decrease in the far-field. For an elastic material, the strains should return to their original 
unloaded state, except if some permanent deformation occurred such as in the process zone or 
zone of small scale yielding. In viscoelastic materials, the strains should recover too, but a 
complete recovery does not always happen, or may take a significant amount of time. In this 
section we are interested in assessing the recovery of the mixes depending on the rate of loading 
and recycled content in each mix. 
 In order to analyze the unloading behavior after crack growth of the materials we 
monitored the average horizontal strain (dominant strain for these experiments) as a function of 
time for six regions located at the bottom, the middle and the top of the specimens. Since we 
were interested in far-field recovery and dissipation, these sections are placed to the right and left 
of the prospective crack path, as shown in Figure 4.4. Thus it is hoped that the strains monitored 
in these regions will not include a direct contribution from the crack. However, there is a 
competing requirement to having the zones small and as far from the crack line as possible: since 
we plan to monitor the average strain in the region, the area of averaging has to be larger than the 
characteristic length scale of the microstructure, i.e., the aggregate size in the case of asphalt. 
Therefore zones larger than 9.5 mm (the nominal maximum aggregate size) were chosen to avoid 
the local effects due to the aggregate structure. 
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Figure 4.4: Location of the 6 zones for the strain average  
The six regions showed different behavior (mainly, but not always, symmetric in pairs) 
depending on their vertical position. Figure 4.5 shows the measured opening strain (𝜀𝑦𝑦) history 
as a function of time in the six regions for a mix L8 sample at 6.25 mm/min. Time of 0 s denotes 
the start of loading, while the vertical red line denotes the time of crack initiation in this 
experiment and the vertical black line corresponds to peak load. The strains were monitored for 
about 60 s which is the time of the entire experiment (i.e., load has completely unloaded by 
then). Zones 1&2 and 3&4 showed an increase of the strains followed by a progressive 
unloading and incomplete recovery at the end of the test (the fracture tests are considered 
complete when the load reaches 50N). Zones 3&4 had higher strains and unloaded later than 
zones 1&2. For the top zones (5&6), the strains first started decreasing, meaning that there was a 
compression at this location and increased after peak load. This was related to section 4.1: at the 
top of the specimen, a compressive zone forms and shrinks in size as the crack propagates. All 
three horizontal levels showed an unloading of the strains but this unloading did not start at the 
same time for every location. The lowest positions unloaded first, the highest were the last one. 
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This confirmed that the unloading observed was due to the propagation of the crack and not only 
due to the decrease of the applied load. As the crack propagated, the zones behind it unloaded 
while the zones ahead of it were still loading. 
For comparison purposes it is worth noting that the unloading in asphalt was considerably 
slower than the unloading in elastic materials. A similar analysis of a fracture test on PMMA 
(experiment furnished by Dr. Jay Carroll [Gain et al., 2011]) showed an unloading occurring in 
the order of a second (see Figure 4.6.b and c), while asphalt unloading times were between 10-40 
seconds, denoting a much more viscous process. 
 
Figure 4.5.: Average strains vs time, mix L8, 6.25 mm/min.  
Red= average over zone 1&2, Blue = average over zone 3&4, Black = average over zone 5&6, Black 
vertical line = peak load, Red vertical line = estimated interval where crack initiation occurs. 
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Figure 4.6.: Unloading from crack propagation in PMMA a) Picture of the test with the 4 zones for the 
average, b) average strain vs time, Red = zone 1, Black = zone 2, c) average strain vs time, Blue=zone 3, 
Pink=zone 4. Black vertical line=peak load, Red vertical line= apparition of the crack in the field of view  
 
 Similar unloading-during-crack-growth plots were used to compare the behavior of three 
LAB mixes: L4 (0%RAS), L6 (7%RAS) and L8 (2.5%RAS). The load displacement curves, 
strain vs time and strain vs normalized time (t=1 for the end of each experiment) were plotted for 
the three mixes. Figure 4.7.a shows the recorded load-LLD displacement curve for all three, 
Figure 4.7.b&d the shows the result for regions 1&2 and Figure 4.7.c&e for regions 3&4. 
Regions 5&6 are not included as generally they are so close to the loading area that the material 
𝜀𝑦𝑦 𝜀𝑦𝑦  
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undergoes significant compression (as is seen in Figure 4.5). The load displacement curves tend 
to show an embrittlement with increasing RAS content (the two recycled mixes have a higher 
peak load and faster unloading than mix L4), even though the peak load was higher for 
2.5%RAS than for 7%RAS. This could be due to the change in binder grade for the mix L6 to a 
more compliant grade. In the industry, companies tend to use a softer binder when the recycled 
content increases in an attempt to compensate for the embrittlement caused by RAS use [Osman, 
2014]. This is what has been done with the mixes studied in this project as well (see table 2.1). 
The strain vs time curves show a similar behavior as in Figure 4.5, but some effects of RAS can 
clearly be seen here. The plots from Figure 4.7.b and c, highlighted the fact that the duration of a 
fracture test varied depending on the mix used, the increase in RAS content was increasing the 
speed of the test too. The second observations from these plots is that the higher the recycled 
content, the lower the strains. All of these elements were consistent with an embrittlement of the 
mix because of RAS presence.  
 
Figure 4.7: Effect of RAS on horizontal strain at 25°C, 6.25 mm/min a) load vs displacement curve, b) 
strain vs time for zone 1&2, c) strain vs time for zone 3&4, d) strain vs normalized time for zone 1&2, e) 
strain vs normalized time for zone 3&4. Red=mix L4 (0%RAS), Blue=mix L8 (2.5%RAS), Black=mix 
L6 (7%RAS) Time=1 means end of the test 
a) 
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Figure 4.7 (cont.) 
 
Certain values were extracted out of these curves, namely the unloading rate and the 
percentage of recovery. The unloading can be seen as a two steps process: a first, more rapid, 
unloading regime right after peak strain, and another regime, slower, until the end of the test. The 
unloading rate was measured by computing the slope of the initial regime from the strain vs time 
data. The results in Table 4.1 show that the unloading was faster when the RAS content 
increased, i.e. the material was less viscous and more elastic. The loading rate also had an impact 
on the unloading: the unloading increased (in absolute value) by an order of magnitude when the 
loading rate was increased from 6.25 mm/min to 50 mm/min. Thus both phenomena highlight 
b) c) 
d) e) 
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the embrittlement of the material with the mixtures becoming less viscous, i.e., more elastic, and 
unloading faster with increased recycled content.  
Table 4.1: Unloading rate (1/sec) for mixes L4, L8 and L6 at 6.25 and 50 mm/min 
Zone / Mix 
L4  
(0%RAS) 
L8 
(2.5%RAS) 
L6  
(7%RAS) 
L4  
(0%RAS) 
L8 
(2.5%RAS) 
L6  
(7%RAS) 
Rate 6.25 mm/min 50 mm/min 
Zone 1&2 -2.5E-05 -3.5E-05 -7.2E-05 -1.42E-04 -2.9E-04 -3.8E-04 
Zone 3&4 -8.2E-05 -1.2E-04 -7.1E-05 -1.9E-04 -5.4E-04 -7.3E-04 
 
The percentage of recovery for each mixture was computed as: 
 
𝑟𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =
max 𝑠𝑡𝑟𝑎𝑖𝑛 − 𝑓𝑖𝑛𝑎𝑙 𝑠𝑡𝑟𝑎𝑖𝑛 
max 𝑠𝑡𝑟𝑎𝑖𝑛
. 
(4.1) 
The final strain was computed as an average of the strains over the two last seconds of the test. 
This value was more complicated to obtain because DIC might sometimes stop correlating in 
part or in totality of the picture towards the end of some experiments (depending on sample), as 
seen for example in the black curve in Figure 4.7.e. If the correlation was indeed lost then it was 
not possible to compute the final strains and consequently the recovery. When on occasion the 
correlation was lost only on one side of the picture, the final strain was computed from the other 
side. What can be seen from the results, shown in Table 4.2, is that the mix with virgin binder 
(L4) recovered less than the others. This is again consistent with the mixture becoming less 
viscous with increased RAS content. 
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Table 4.2: Percentage of strain recovery at the end of the test for mixes L4, L8 and L6 at 6.25 and  
50 mm/min 
* is used to identify the tests where the correlation was lost on one side of the specimen 
/ is used when the correlation was lost on the whole specimen 
Zone / Mix 
L4  
(0%RAS) 
L8 
(2.5%RAS) 
L6  
(7%RAS) 
L4  
(0%RAS) 
L8 
(2.5%RAS) 
L6  
(7%RAS) 
Rate 6.25 mm/min 50 mm/min 
1&2 32 42 43 22* 55 / 
3&4 22 44 27 19* 37 22* 
 
4.2.2 STRESS VS STRAIN, DISSIPATION COMPARISON  
 As was mentioned above the energy dissipated is usually a global quantity computed for 
the entire specimen using the far-field load vs displacement curve. This dissipation is due to 
several factors such as crack propagation or dissipation in the bulk of the material. Using the 
full-field data recorded by DIC enables us to choose where to compute the local energy 
dissipation. We looked at the far-field of the crack to study the energy dissipated in the bulk 
material, it was computed as the area inside the stress-strain path experienced in a given region 
throughout the entire experiment, i.e. starting from the loading path as the crack approached the 
regions and ending with the unloading and subsequent relaxation. The regions selected for this 
far-field dissipation measurements are shown in Figure 4.8. Their choice was made so that they 
represent areas larger than the aggregate size (to avoid local effects) but are far enough away 
from the crack to be (mostly) outside the fracture process zone. To obtain the total energy 
dissipated, both 3D stress and 3D strain data would be necessary, but the DIC technique only 
allows measuring in-plane displacement and strain components on the surface. Stresses were 
then computed using the viscoelastic constitutive equation 3.6 and the stress-strain paths were 
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obtained from the three 2D strain components (xx, yy and xy). Figure 4.9 shows the paths in 
stress-strain space for the three components. They were computed as the average over the two 
regions shown in Figure 4.8 or, if one region could not correlate until the end of the experiment, 
as the stress-strain path of the region that was still correlating. The figure shows that the opening 
component (yy) is the dominant one, so this component is the one used for the plots shown in 
this section. 
 
Figure 4.8: Regions where the stress-strain paths were computed 
 
Figure 4.9: Stress-strain path with the three components for mix L4 at 50 mm/min. Red: xx components, 
blue: yy components, black: xy components 
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 The average stresses and strains were computed for the mixes L4 (0%RAS), L7 (5%RAS) 
and L6 (7%RAS) (L7 and L6 have the same binder). Figure 4.10 shows a comparison of the 
“loops” generated in the same mix (LAB mix L4) at 25°C for 6.25 mm/min and 50 mm/min. The 
rate dependency is clearly highlighted here: at a higher rate, the strains decrease but the stresses 
increase. The opposite evolution of the variables compensated for the energy and there was no 
obvious modification of the area under the curve. 
   
Figure 4.10: Stress vs strain, mix L4, 25°C, rate comparison for both replicates:  
Red & Blue=50 mm/min, Black & Green=6.25 mm/min. 
 To have a better understanding of the energy dissipated in the bulk of the material, the 
strain energy density 𝑊 was computed as: 
 
𝑊 = ∫𝜎𝑖𝑗𝑑𝜀𝑖𝑗
𝜀
0
. 
 
(4.2) 
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This energy is computed out of the three components measured at the surface of the specimen 
and gave the results shown in Table 4.3 for the three mixes. The comparison for different loading 
rates shows that there is a small increase of the energy dissipated as the loading rate increases, 
which is not obvious in Figure 4.10. This shows that the increase of the stresses with loading rate 
was more significant that the decrease in strains and was the reason for more energy dissipation. 
Table 4.3: Strain energy density W for mixes L4, L7 and L6 at 6.25 and 50 mm/min 
W (J/m³) 6.25 mm/min 50 mm/min 
Replicate 1 2 1 2 
L4 (0%RAS) 
3.69E+04 3.42E+04 2.80E+04 4.70E+04 
L7 (5%RAS) 
2.04E+04 2.01E+04 2.65E+04 2.24E+04 
L6 (7%RAS) 
5.25E+03 5.9E+03 9.33E+03 7.79E+03 
 
 The methodology described in this section was also used to compare the energy 
dissipation with increasing RAS content. Figure 4.11 shows the stress-strain paths for the three 
mixes, two replicates each, at 6.25 mm/min. The curves corresponding to the same mix have a 
similar behavior, however the comparison between mixes shows a decrease of the area under the 
curve for increasing RAS content (see also same trend in dissipated energy in Table 4.3). This 
difference is particularly noticeable for mix L6 while the difference between mix L4 and L7 is 
smaller. This is due to the modification of the binder as a more compliant one was used for 
mixes L6 and L7 to compensate for the a priori expected embrittlement that would be introduced 
by RAS. It is still interesting to notice that the effects of increasing RAS content are 
counterbalanced by the composition of the binder when comparing mixes L4 and L7. However, 
the decrease of energy dissipation with increasing RAS still shows a loss of viscosity of the 
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material. Figure 4.11 shows another interesting phenomenon: the difference between mixes is 
mostly due to a straining difference: more compliant mixes strained more, leading to a higher 
stress level. Concerning the stresses, there was no significant differences between the mixes in 
the loading part while differences were highlighted when comparing between loading rates.  
  
Figure 4.11: Stress vs strain, 25°C, 6.25 mm/min both replicates, effect of RAS.  
Blue & Red =L4 (0%RAS), Black & Green=L7 (5%RAS), Cyan & Magenta=L6 (7%RAS)  
4.3 FRACTURE PROCESS ZONE 
4.3.1 CRACK PATH 
To understand the dissipation in the fracture process zone itself, it is important to 
understand the effects of microstructure on the fracture mechanisms of asphalt. This analysis was 
performed at the two length scales that DIC measurements have been performed at i.e., what we 
have denoted as the microscale (about 8 microns/pixel) and the macroscale (about 40 
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microns/pixel). The macroscale results are discussed first followed in the next section by the 
microscale ones. The first step is to study how the crack propagated in the material at the 
macroscale. Since the specimen was painted for the purposes of DIC before being tested, it was 
not possible to visualize the aggregate structure during the test. To be able to compare the 
aggregates’ positions with the crack path, pictures of the specimen were taken before any paint 
was applied on it (e.g., Figure 2.1.b). By superimposing this picture with a picture of the test 
where the crack was visible and modifying its transparency, it was possible to observe the crack 
path.  
This procedure has been followed for the seven IDOT Plant mixes at 25°C, 6.25 mm/min 
and 50 mm/min. It showed that under these conditions the crack propagated on a tortuous path, 
mostly within the binder since it was the softer material of the composite and with crack 
branching occurring often (see Figure 4.12). The crack could on occasion cut through aggregates, 
but usually the large ones since their size obstructed the path of the crack. It was also shown that 
some of the bigger aggregates could be pre-cracked and the crack growing in the specimen 
during the test would sometimes go through this pre-existing aggregate crack (see section 4.3.2). 
The occurrence of instances of the crack cutting through aggregates was slightly higher for the 
highest loading rate. Note, however, that there may also be 3D effects that influence the crack 
path that cannot be seen in the surface pictures in Figure 4.12. For example a large aggregate can 
reside directly under the surface and can possibly re-orient the growth of the crack without 
correlation to the visible (surface) aggregate morphology. Additionally, as will be seen later on, 
the details of this fracture process depend on temperature as well as mix, with less crack 
tortuosity present as the material becomes more brittle (decreased temperature and/or increased 
RAS content – see section 4.2.3). 
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Figure 4.12: Crack path for different mixes and rates, a) Mix P7, 50 mm/min, the red arrow shows the 
crack cutting through an aggregate, b) Mix P6, 50 mm/min, c) Mix P5, 6.25 mm/min. Pictures on the left 
and right are the same with a different transparency of the test picture to help identify the crack 
a) 
b) 
c) 
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4.3.2 STRAIN FIELD AND AGGREGATE STRUCTURE 
 We now know that the crack mostly propagated between the aggregates at room 
temperature for the IDOT plant mixes, but to understand more about the influence of the 
aggregate structure on the fracture mechanisms, we studied the development and evolution of the 
fracture process zone (FPZ) itself. The FPZ can be thought of as the zone near and around the 
crack tip where the material is experiencing damage even though it may not be fully cracked 
(i.e., has not separated into new free surfaces). This damage can appear in different forms such as 
micro cracks or void formation, significant plastic flow, or large scale shearing (shear bands). 
The DIC technique has been used in the past to study the FPZ of many materials such as graphite 
[e.g., Mostafavi & Marrow, 2012], concrete [e.g., Wu et al., 2011; Skarzynski et al., 2011, 2013], 
polymers [e.g., Abanto-Bueno & Lambros, 2005; Lambros & Patel, 2011] and metals [e.g., 
Carroll et al., 2013] but few such studies have been done for asphalt [e.g., Romeo, 2013] 
To study damage at the crack tip we decided to use the microscale experiments. By 
reducing the field of view and having a better resolution (8 microns/pixel) it was possible to 
capture finer details with DIC, specifically the differences in strain distribution within the 
aggregate and the binder. For these experiments we used the Prosilica camera since it had a 
higher spatial resolution than the Gazelle one as discussed in section 2.3.2, although at the price 
of a much slower frame rate. The speckle pattern was also modified for these experiments (see 
section 2.3.3). Experiments were run at 25°C (6.25 mm/min, 50 mm/min) and -12°C (0.7 
mm/min, 0.1 mm/min) on the L4 (0%RAS), L6 (7%RAS), L9 (7%RAS, same binder as L4) and 
P8 (which has larger aggregates) mixes. In this manner we could investigate at the microscale the 
effects of rate (6.25 mm/min vs. 50 mm/min), temperature (25°C vs. -12°C), recycled content 
(0%RAS vs. 7%RAS) and aggregate size. 
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 To determine the FPZ width, we started by plotting the strain profile along lines crossing 
the specimen for different times during the experiment, as illustrated in Figure 4.13 for L4 at 50 
mm/min. The curves in Figure 4.13.a, which are the strain line scans along the line shown in 
Figure 4.13.b for the four loading instances indicated in Figure 4.13.c with the corresponding 
colors, show that the opening strain 𝜀𝑦𝑦  increases considerably during the experiment as the 
crack approaches the specific line, and that there is a strain concentration at the notch, as 
expected. However, the strain lines scans also show some “nodal” points were the strain 
remained unchanged (in fact almost zero) as load increased throughout the experiment. The 
aggregate structure was compared to these strain profile results by aligning a picture of the 
microstructure for the particular location studied in the line scan with the strain plots. The 
position and size of the line scanned being known, the aggregate structure picture was cropped at 
the same position and with the same dimensions. The micrograph obtained is shown in the strip 
directly under the strain plots in Figure 4.13.a, the white parts representing aggregate and the 
black areas, binder. By comparing the location of these nodal strain points to the local aggregate 
structure we see that the points where the strain always remains near zero are approximately at 
the position of aggregates, but the positioning of the aggregate structure was too inaccurate to 
give conclusive results. 
71 
 
 
Figure 4.13: Evolution of the strain field for mix L4 at 50 mm/min a) strain vs position along the line 
shown in picture b). The aggregate structure along this line is also shown on plot a). The different colors 
correspond to different load levels, they are shown on plot c) 
 To study in more detail the influence of the aggregate structure on the strain field, another 
approach was adopted. The picture of the raw specimen (without paint) and the picture of the 
strain field were superimposed (see Figure 4.14). By changing the transparency of the top 
picture, it was possible to have the strain field and aggregate structure on the same picture at the 
micro-scale.  
The accuracy of aligning the optical microstructure image with the DIC results is still 
crucial to get reliable results even in the full-field case of Figure 4.14. To achieve this, the first 
requirement was that the strain field should be plotted on the reference frame and not the 
deformed one. If the strain field was deformed, then it would be impossible to compare it with 
the aggregates picture since the latter was taken for an undeformed specimen. The positioning of 
the two pictures was then done using the asperities at the surface as markers. There are holes on 
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the surface of all specimens which are visible on both pictures (aggregate micrograph and DIC 
experimental pictures), the pictures were scaled and moved to have those holes matching thus 
ensuring the accurate alignment of both pictures. The alignment error was estimated by scaling 
and aligning the pictures several times independently, and showed a maximum error around 1% 
for the scale and positioning. 
 Figure 4.14 shows the strain field at peak load for the mixes L4 (0%RAS), L6 (7%RAS) 
and L9 (7%RAS, same binder as L4) under the combinations of loading rate and temperature 
used. These experimental results confirm what was hinted to in Figure 4.13.a: the strain is 
elevated in the binder but the aggregates presented a low, almost zero in fact, strain level. The 
aggregate strain is almost zero for both rates and temperatures used. This difference between 
strains in the aggregate and in the binder was also shown using DIC and finite elements in Masad 
et al., 2001. This discrepancy in local response can be explained by the difference in mechanical 
properties of the individual elements: the aggregates are stiff while the binder is softer and more 
compliant, both at low and intermediate temperature, and consequently strains the most. This 
local response difference highlights the impact of the aggregates on the strain field and is 
consistent with the macroscale results from section 4.3.1 which showed that the crack mainly 
propagates in the binder. It also gives a visual explanation of the issues discussed in section 3.2.3 
and 3.3.3 to compute the stress intensity factor and J-integral. By looking at these pictures, it is 
clear that the material behavior is highly heterogeneous and the assumptions of homogeneity 
necessary for the theories for 𝐾𝐼 and J did not apply at this scale.  
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Mix / 
Test 
Conditi
on 
L4 (0%RAS) L6 (7%RAS) L9 (7%RAS) 
-12°C, 
0.7mm/
min 
 
   
25°C, 
6.25m
m/min 
   
 
25°C, 
50mm/
min 
   
 
Figure 4.14: Strain field superimposed on the aggregate structure for mixes L4 and L6 at -12°C 0.7 
mm/min, 25°C 6.25 and 50 mm/min. The scale is shown in the first column.  
 Figure 4.14 also offers a comparison of the extent of straining for different temperatures, 
rates, and RAS content – essentially a visualization of the extent of the process zone defined as a 
certain level of straining. It should be noted that the experiments done at the same temperature 
have the same contour color bar scale, but the contour scale for -12°C is 10 times smaller than 
for 25°C. Temperature had a very noticeable effect on strains: at low temperature the strain level 
was about 10 times smaller and the strains were much more localized at the notch tip. This is 
consistent with the embrittlement of asphalt at low temperature that is also seen in the load 
displacement curves (see load displacement plots in Figure 2.13 and 2.14 as an example). The 
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comparison between the two mixes also shows an embrittlement with an increased RAS content. 
The strain level is smaller and the strains more localized for 7%RAS. This embrittlement is also 
shown with the plot for the mix L9 at 50 mm/min where the crack has already propagated about 
15 mm at peak load, while the crack is not visible or propagated of a few millimeters for the 
other mixes. 
Figure 4.14 compares the strain contours around the notch tip for the L4, L6 and L9 
mixes at peak load, but in each case this corresponds to a different peak load value since their 
load-displacement curves were different, as is shown in the collection of curves in Figure 4.15.a. 
Therefore it may also be instructive to compare the respective strain fields that have formed at 
the same load. However, the comparison of the strain fields for same load is made more 
complicated because of the slow acquisition rate of the camera used for the high magnifications 
studied (about 4 frames per second). Since the experiment, especially at lower temperature 
and/or higher loading rate, is over in a few seconds, it was sometimes not possible to find 
pictures corresponding to exactly the same load for the different experiments. However it was 
possible for the experiments at 6.25 mm/min since the loading rate was slower. Figure 4.15 
shows the comparison of the strain field for mixes L4, L6 and L9 at 1100 N, the level indicated 
by the three red dots in the load vs displacement curves for the three experiments. The results at 
the same load emphasize the effect seen in Figure 4.14 much more: the strain field developed 
was only significant for mix L4 and was close to zero in the entire field of view for the two other 
mixes. For mix L4, 1100 N is close to peak load while it is smaller than half peak load for the 
two other mixes. This shows an embrittlement of the material with increasing RAS content: for 
the same load, the strains are much smaller in the mixes with a high RAS content, no matter the 
binder used. 
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Figure 4.15: Strain field superimposed on the aggregate structure for mixes L4, L6 and L9 at 6.25 
mm/min at the same load (1100N). a) Load vs displacement curve for the three mixes, the red dot 
correspond to the load for each picture, b) mix L4, c) mix L6, d) mix L9.  
 
 The pictures showing the strain field superimposed on the micro-structure also enabled 
studying the crack path dependence on the aggregates size. Mix P8 had larger aggregates than 
the other mixes and some interesting phenomena had been observed. As explained in section 
4.3.1, the crack mostly propagated around aggregates, however in some cases, the crack could 
cut through aggregates. In this mix, we observed that some of the largest aggregates were pre-
cracked, a feature not present for the medium and small aggregates case. When these large pre-
cracked aggregates were located near the crack path, then the crack would advance by cutting 
through the larger pre-cracked aggregates, as shown in Figure 4.16. This was the only case that 
a) b) 
c) d) 
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significant straining within an aggregate was ever observed across all mixes, and even then 
straining is highly localized around the aggregate crack. 
  
Figure 4.16: Crack cutting through a pre-cracked aggregate for mix P8 and 50 mm/min  
a) Microstructure with location of pre-existing cracks b) Strain field at peak load superimposed on the 
aggregate structure. 
 In order to compare the mixes, rates and temperatures, we try to quantify the FPZ size. 
Several approaches were explored for this purpose. The first one was based on the work of Wu et 
al. (2011) on concrete where the FPZ is determined as the zone where the strains exceed a 
threshold, the tensile strain capacity, which is the maximum strain that the material can reach 
without creation of a crack. When adopting this definition of the FPZ, we did not have values for 
the tensile strain capacity of each of our mixes and decided to use the threshold as a way to 
compare the mixes, not necessarily to have an absolute measurement of the FPZ extent. The 
threshold differed for 25°C (3000 µε) and -12°C (1500 µε). The value for 25°C was defined to 
be in the order of magnitude of creep intercept values for asphalt at 60°C presented in Zelelew 
and Papagiannakis [2012] (between 2500 µε and 10,000 µε) and highlight the zones of strain 
concentration shown in Figure 4.14. The threshold at -12°C had to be lower since there is less 
trains for a lower temperature (see Figure 4.14) and was chosen as half the threshold at 25°C.  
a) b) 
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 Figure 4.17 shows the FPZ computed with this strain thresholding method. The red area 
is the zone where the strains exceed the threshold, the green area is where strains are below the 
threshold, and the blue area is the notch. The areas identified as part of the FPZ are consistent 
with the stain fields shown in Figure 4.14 where strain was seen to concentrate in the binder. 
Comparison between mixes L4, L6 and L9 clearly shows a decrease in the FPZ size as the RAS 
content increases, as it embrittles the material.  
Mix / 
Test 
L4 (0%RAS) L6 (7%RAS) L9 (7%RAS) 
-12°C, 
0.7mm/
min 
   
25°C, 
6.25mm
/min 
   
25°C, 
50mm/
min 
   
Figure 4.17: FPZ quantification using a strain threshold. Peak load pictures for mixes L4 and L6 at -12°C 
0.7 mm/min, 25°C 6.25 and 50 mm/min  
78 
 
Table 4.4 and 4.5 show a summary of the area of the FPZ at peak load for all the mixes 
tested, computed as the area where the strains exceed the threshold value (red area in Figure 
4.17). With only two replicates per case there is no clear distinction between the rates, although 
the average values show that for an increasing rate the FPZ area decreases for mix L4, increases 
for mix L6 and is unchanged for mix L9. The rates, however, are quite close to each other and a 
further study of rates spanning orders of magnitudes of difference would be needed. In contrast 
the effect of RAS is clear with a decrease of the FPZ area for an increasing RAS content. 
Table 4.4: FPZ area computation at peak load for mixes L4 and L6 at 25°C 6.25 and 50 mm/min based 
on a strain threshold (+) mean that the FPZ was larger than the field of view and the area should be larger 
than what has been computed.  
Mix 
L4 
(0%RAS) 
L6 
(7%RAS) 
L9 
(7%RAS)  
L4 
(0%RAS) 
L6 
(7%RAS) 
L9 
(7%RAS) 
Rate 6.25 mm/min 50 mm/min 
Replicate 1 2 1 2 1 2 1 2 1 2 1 2 
Area FPZ 
(mm²) 
417 
(+) 
665 
(+) 
226 
(+) 
74 58 174 
576 
(+) 
302 324 396 64 201 
Area FPZ / 
area SCB 
(%) 
4.7 
(+) 
7.4 
(+) 
2.6 
(+) 
0.8 2.6 0.8 
6.6 
(+) 
3.4 3.7 4.5 0.7 2.3 
Average 
area (mm²) 
541 
(+) 
150  
(+) 
126 
439  
(+) 
360 133 
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Table 4.5: FPZ area computation at peak load for mixes L4 and L6 at -12°C 0.1 and 0.7 mm/min based 
on a strain threshold 
Mix 
L4 
(0%RAS) 
L6 
(7%RAS) 
L4 (0%RAS) L6 (7%RAS) L9 (7%RAS) 
Rate 0.1 mm/min 0.7 mm/min 
Replicate 1 1 1 2 1 2 1 2 
Area FPZ 
(mm²) 
6 0.18 20 55 19 28 17 6 
Area FPZ / 
area SCB 
(%) 
0.07 0.002 0.22 0.62 0.21 0.32 0.19 0.07 
 
 A different method that we used to compute the FPZ size based on the change (increase) 
of the correlation coefficient at crack initiation from its starting value. The correlation coefficient 
is used in the DIC analysis to determine the correspondence between subsets for different 
pictures [Sutton, 2009]. If the coefficient is less than a threshold the correlation is considered 
successful. Therefore it may be possible to interpret an increase in this coefficient value (all the 
while of course still being lower than the threshold) as a deterioration of the “quality” correlation 
which may be attributed to a local pattern change that could be a result of underlying damage. 
The correlation coefficient is not often used for experimental analysis, but some attempts have 
been made to use this variable as a fracture/damage parameter [e.g., Liu et al., 2011; Zhou et al., 
2012]  
 We computed (pointwise) the change of the correlation coefficient between the first 
picture of the experiment and the picture at peak load. As for the strain based FPZ described 
earlier, a threshold in the increase of the correlation coefficient was defined to compare the tests. 
The zones corresponding to an increase exceeding 50% of the initial value were considered as 
80 
 
part of the FPZ. Figure 4.18 shows the FPZ computation at peak load done in this fashion on the 
correlation coefficient. The results were similar to those obtained from the strain field analysis: 
similar zones, decreasing size with increasing RAS content, but no clear distinction between the 
two rates of 6.25 mm/min and 50 mm/min. Table 4.6 shows the area of the FPZ computed with 
this change of correlation coefficient method. The computation of the FPZ for the experiments at 
low temperature was not possible because of the noise, but results for the experiments at 25°C 
showed similar trends as in table 4.3. 
Mix / 
Test 
L4 (0%RAS) L6 (7%RAS) L9 (7%RAS) 
-12°C, 
0.7mm/
min 
   
25°C, 
6.25mm
/min 
   
25°C, 
50mm/
min 
   
Figure 4.18: FPZ quantification using an increase in the correlation coefficient of 50%. Peak load 
pictures for mixes L4 and L6 at -12°C 0.7 mm/min, 25°C 6.25 and 50 mm/min 
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Table 4.6: FPZ area computation at peak load for mixes L4 and L6 at 25°C 6.25 and 50 mm/min based 
on an increase in correlation coefficient. (+) mean that the FPZ was larger than the field of view and the 
area should be larger than what has been computed. The symbol / is used when the results showed too 
much noise to extract a meaningful area for the FPZ 
Mix 
L4 
(0%RAS) 
L6 
(7%RAS) 
L9 
(7%RAS) 
L4 
(0%RAS) 
L6 
(7%RAS) 
L9 
(7%RAS) 
Rate 6.25 mm/min 50 mm/min 
Replicate 1 2 1 2 1 2 1 2 1 2 1 2 
Area FPZ 
(mm²) 
167 
(+) 
341 
(+) 
111 
(+) 
81 33 / 
458 
(+) 
205 
(+) 
116 152 / 107 
Area FPZ 
/ area 
SCB (%) 
1.9 
(+) 
3.9 
(+) 
1.3 
(+) 
0.9 0.4 / 
5.2 
(+) 
2.3 
(+) 
1.3 1.7 / 1.2 
 
 The results found for 25°C with these methods were difficult to compare to the literature 
since most experiments on asphalt have been done at low temperature, but some comparisons 
were possible for the experiments at -12°C. Li and Marasteanu (2010) worked on measuring the 
FPZ of asphalt with acoustic emissions. They measured its size at peak load for an experiment at 
-18°C and found the FPZ to be a relatively straight rectangular region, with length of about 25 
mm and width of 10 mm. This result is quite comparable to the FPZ computed here at -12°C for 
our experiments. However the acoustic emissions technique that Li and Marasteanu (2010) used 
can only be applied at low temperature (for example, they could not get results at -6°C) while 
DIC can be used for any temperature. In the end, the techniques used to compare the FPZ 
82 
 
seemed to give meaningful results since different methods gave similar results and the 
experiments at low temperature are consistent with literature results. 
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CHAPTER 5: CONCLUSION AND RECOMMENDED FUTURE WORK 
 The amount of recycled content (RAS and RAP) added in new asphalt pavements is 
currently continually increasing as it represents both a cost savings and a material conservation 
and re-use effort. However recycled content affects the resulting material properties as some 
virgin binder is replaced with aged binder whose characteristics are not well determined and 
known. There is therefore a need to understand the effects of recycled content added to the 
mixture and evaluate the performance of asphalt depending on level of recycled content. 
This work offered an opportunity to study the fracture behavior of asphalt by focusing on 
local aspects both at the macroscale and microscale. The experiments conducted used the SCB 
fracture geometry on asphalt specimens loaded at a constant displacement rate, and we studied 
the material behavior at the crack tip or in the far-field using different spatial length scales in the 
optical system for DIC. Using DIC, we have investigated the effects of local bulk viscoelastic 
dissipation and how it depends on rate and temperature dependence, the impact of recycled 
content on asphalt fracture response, and we highlighted the importance of local microstructure 
on material properties and fracture process zone (FPZ). 
We conducted some experiments with a larger field of view (40 microns/pixel) 
considering the specimen as a homogeneous viscoelastic material. We computed the viscoelastic 
counterparts (pseudo-elastic quantities) of the stress intensity factor, KI, and J-integral using the 
correspondence principle for a viscoelastic solid. It was shown that:  
 The 𝐾𝐼
𝑅computed gave results close to what was expected theoretically, however the 
strain field measured and generated from 𝐾𝐼
𝑅 showed important discrepancies.  
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 The pseudo J-integral is linked to the stress intensity factor, but it could not be computed 
for our experiments which led us to think that the heterogeneity of the material was 
preventing the computation of both variables.  
 The correspondence principle was applied to extract the viscous and elastic (pseudo) part 
of the strain field which showed that the material is mostly viscous and the viscous 
effects are increasing during the experiment when run at intermediate temperatures.  
 It was also shown that an increasing loading rate induces less viscous effects in the 
material, as would be expected.  
 The comparison of the elastic and viscous components for different RAS contents 
showed the material is becoming less viscous as RAS content increases.  
 The rate and RAS dependency observed on the viscous / elastic behavior of the material 
was also studied far from the crack tip and related to energy dissipation through different 
processes: crushing under the loading head, unloading / strain recovery and energy dissipation in 
the far-field. They two latter were computed in zones located in the far-field to observe the 
behavior in the bulk of the material. Out of this work, it was shown that 
 No obvious crushing of the material could be observed under the loading head. However 
a zone of compressive strains was developing there which seemed to be rate and mix 
independent but controlled by the bending of the specimen. 
 The far-field unloading and strain recovery of the mixes showed that an increasing RAS 
content induced a faster unloading rate and more strain recovery which corresponds to a 
less viscous behavior and is consistent with the findings from the viscous strains. 
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 The work on the energy dissipation concluded that a higher loading rate leads to lower 
strains but higher stresses and more energy dissipation, thus showing an embrittlement of 
the material with increasing rate.  
 An increasing RAS content induces a decrease in the energy dissipated as it was seen that 
the strains and stresses were lower with increasing RAS. However, using a softer binder 
in the preparation of the mix can compensate for the effects of RAS concerning the 
energy dissipated in the far-field regions. 
 The heterogeneity of the material was shown to be a problem in computing 𝐾𝐼
𝑅 and the 
pseudo J-integral, but it was also shown to have an impact on the crack itself. The aggregate 
structure of the material was analyzed to understand its influence on the crack path and fracture 
process zone. This study was also comparing specimens with different testing conditions 
(temperature and loading rate) and RAS contents. It was shown that: 
 As the crack was growing, it was preferentially choosing a path around aggregates since 
the binder was the softer material of this composite. The propagation through aggregates 
has been observed to occur more frequently at increasing rate or when some of the 
aggregates were pre-cracked (happening usually for bigger aggregates).  
 The temperature also had an effect on the crack path as an experiment conducted at low 
temperature was leading to a relatively straight crack while the path was tortuous for 
higher temperature.  
 The FPZ was shown to develop primarily in between aggregates, since the aggregates 
themselves exhibit almost no straining, and to be temperature and RAS dependent. At 
higher temperature, the fracture process zone was more extended and the level of strains 
were higher, consistent with a more viscous behavior. The RAS content was affecting the 
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FPZ by reducing the strain level as well as the extent of the zone. The phenomenon was 
more concentrated at the crack tip. This is consistent with an embrittlement of the 
material caused by RAS.  
 This study produced an improved understanding on the viscoelastic and microstructure 
effects influencing the fracture behavior of asphalt as well as the impact of RAS. However, there 
are some aspects of this work that could be completed or further developed. Future work would 
include an equivalent work on the effect of RAP and a comparison with RAS to understand the 
differences between these two sources of recycled binder. It would also be interesting to design 
an experiment with the purpose of verifying that the FPZ estimated here is an actual zone of 
damage. This could be done by loading then unloading the specimen and monitoring the strain 
field for irreversible deformation for example. Working on the fatigue behavior of this material, 
still focusing on local aspects, at low and intermediate temperature could also be interesting to 
understand the evolution of damage in the material. Finally, relating the results obtained in this 
study to numerical simulations would be beneficial for both fields: it would validate our 
computations (damage zone, energy dissipation), as well as the numerical models used to 
describe asphalt mixes behavior. 
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