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a b s t r a c t
In the Compact Linear Collider (CLIC) the RF power for the acceleration of the Main Beam is extracted
from a high-current Drive Beam that runs parallel to the main linac. The longitudinal and transverse
beam dynamics of the Drive Beam injector has been studied in detail and optimized. The injector
consists of a thermionic gun followed by a bunching system, some accelerating structures, and a
magnetic chicane. The bunching system contains three sub-harmonic bunchers, a prebuncher, and a
traveling wave buncher all embedded in a solenoidal magnetic ﬁeld. The main characteristic of the Drive
Beam injector is the phase coding process done by the sub-harmonic bunching system operating at half
the acceleration frequency. This process is essential for the frequency multiplication of the Drive Beam.
During the phase coding process the unwanted satellite bunches are produced that adversely affects the
machine power efﬁciency. The main challenge is to reduce the population of particles in the satellite
bunches in the presence of strong space-charge forces due to the high beam current. The simulation of
the beam dynamics has been carried out with PARMELA with the goal of optimizing the injector
performance compared to the existing model studied for the Conceptual Design Report (CDR). The
emphasis of the optimization was on decreasing the satellite population, the beam loss in the magnetic
chicane and limiting the beam emittance growth in transverse plane.
& 2015 CERN for the beneﬁt of the Authors. Published by Elsevier B.V. This is an open access article under
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction
The Compact Linear Collider (CLIC) is a future multi-TeV ele-
ctron-positron collider under study at CERN. A TeV-range accel-
erator at a reasonable size and cost requires a very high accelera-
tion gradient which was set to 100 MV/m in this case. In a classic
approach, the RF power would be provided by klystrons. However,
about 35,000 high power klystrons (50 MW) would be needed and
this large number of klystrons is not feasible in terms of cost and
maintenance [1]. In the CLIC acceleration scheme, the RF power for
the acceleration of the Main Beam is extracted from a high-current
Drive Beam that runs parallel to the main linac. The Drive Beam
loses its energy in special RF structures (decelerators) called Power
Extraction and Transfer Structures or PETS. Such a Drive Beam
scheme is also more power efﬁcient than the standard klystron
powering because as explained in Section 2, the Drive Beam is
generated and accelerated with low frequency high-efﬁciency
klystrons. This Drive beam then goes through a frequency
multiplication process. The two beam acceleration scheme of CLIC
is shown in Fig. 1 [1].
The main feasibility issues of the two-beam acceleration
scheme are being demonstrated at CLIC Test Facility 3 (CTF3)
which is a small-scale version of CLIC [2]. The main points should
be demonstrated at CTF3 are the efﬁcient generation of the Drive
Beam and the RF power production [1].
In the next sections we ﬁrst introduce the phase coding process
and the concept of satellite and then the Drive Beam injector and
its longitudinal and transverse design is described. The beam
dynamics simulations represented in this paper have been carried
out with PARMELA [3] and the results are compared with the
previous model studied for the CDR [1].
2. Drive Beam time proﬁle
Fig. 2 illustrates the Drive Beam time structure at the end of
Drive Beam Accelerator (DBA). The main pulse consists of 24
bunch trains of 244 ns length. The distance between successive
bunch trains is 5.8 μs (24244 ns). Each bunch train contains
2922 bunches with a repetition frequency of 12 GHz.
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To achieve such a time structure the continuous beam from the
electron gun passes through the 0.5 GHz sub-harmonic bunching
system. This system changes its phase by 1801 every 244 ns – the
length of each bunch train. After the sub-harmonic bunching
system, a 1 GHz prebuncher and buncher are used to reduce the
bunch length, then the beam is accelerated in 1 GHz traveling
wave structures. Therefore, as illustrated in Fig. 3 only every
second accelerator bucket is occupied. Due to the phase switching
of the sub-harmonic bunching system the main pulse is made up
of even and odd bunch trains. This procedure is called phase
coding. However, in a real system a few percent of particles are
captured in wrong buckets, called satellite bunches.
According to Fig. 4, at the end of DBA, a delay loop with two RF
deﬂectors is used to direct the even and odd bunch trains into a
loop or a straight path. By choosing the correct ﬂight time, the
bunches of the delayed train will be replaced between the bunches
of the following train. Therefore, the combined train will have
twice the bunch repetition frequency and twice the current [1].
After the delay loop, in a similar procedure, the bunch trains
are recombined three and four times in the following two
combiner rings (see Fig. 5). Therefore, the overall multiplication
of the frequency would be 24 and we will achieve the target time
structure needed (Fig. 2). The bunch repetition frequency increases
from 500 MHz to 12 GHz and the current from 4.2 A to 101 A. The
full Drive Beam complex is shown in Fig. 5 [1].
If the satellite bunches are not removed from the beam they are
going to be lost at the entrance of delay loop causing unwanted
radiation. On the other hand this reduces the machine power
efﬁciency because of the acceleration of the unwanted bunches in
fully loaded structures. Therefore, a satellite cleaning system is
proposed to be located at the end of Drive Beam injector [1].
However, if the satellite population drops below a certain value we
may not need to remove them.
3. Drive Beam injector
The performance of an accelerator is largely affected by the
initial parameters of the beam provided by the injector. Due to the
low velocity of the particles, the injector design involves the
challenging problem of the space-charge effect especially for
high-current accelerators. Apart from the interesting physics of
the space-charge dynamics, the unique feature of the Drive Beam
injector is dealing with the satellite concept that adversely affects
a machine performance.
Fig. 1. CLIC layout (not to scale). The main beams are generated and pre-accelerated at the center of the complex and along with the Drive Beam is transported to the low
energy part of the linac. The power of the Drive Beam is extracted and transferred to the main beam via the decelerators.
Fig. 2. Drive Beam ﬁnal time structure at the end of DBA.
Fig. 3. Schematic illustration of the phase coding process and satellite production.
Fig. 4. Bunch train combination principle in the delay loop. The phase coded trains
are essential for the operation of the delay loop.
Fig. 5. Drive Beam full complex (not to scale).
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The general layout of the injector is given in Fig. 6. The
thermionic gun provides a beam with a current of 5 A and an
energy of 140 KeV for the duration of 140 μs with a repetition rate
of 50 Hz [4]. The gun is followed by the bunching system and
thirteen fully-loaded accelerating structures to accelerate the
beam up to 50 MeV at the end of injector. A magnetic chicane is
also used for momentum collimation to reduce the beam energy
spread and to trim the longitudinal phase space of the beam. This
is done by beam scraping with a horizontal slit which results in
beam intensity reduction. The bunching system consists of three
traveling wave sub-harmonic bunchers (SHB), a standing wave
cavity as a prebuncher, and a tapered traveling wave buncher all
embedded in a solenoidal magnetic ﬁeld. The solenoid focusing
continues up to the end of second acceleration structure. For the
rest of beam line the focusing is provided with quadrupole
magnets. The required beam parameters at the end of injector
are given in Table 1.
The bunching system described in this paper was originally
derived from the existing bunching system of CTF3 [2]. CTF3 uses a
sub-harmonic bunching system for a similar type of phase coding
as the CLIC Drive Beam injector. Details of the measured perfor-
mance of the CTF3 system can be found in [5]. A satellite
population of about 7% was measured after optimization. The ﬁrst
approach to design an adequate bunching system for the CLIC
Drive Beam parameters was based on a direct scaling of the CTF3
system and is documented in the CLIC CDR. The beam power of the
CLIC Drive Beam is two orders of magnitude higher compared to
CTF3 therefore the loses into satellites and at the cleaning chicane
become a serious machine protection issue. This paper describes a
re-optimization of the CLIC Drive Beam injector in order to
minimize the satellite population and loses.
In the framework of the CLIC study a RF photo injector option is
as well under study. It has been shown with the PHIN photo
injector that the phase coding can be done on the laser side
successfully for CTF3 parameters [6]. However the here described
thermionic gun approach remains the baseline for CLIC since there
are severe doubts concerning the feasibility of such an injector for
the long bunch trains needed for CLIC. The big challenges for a
photo injector are the life time of the high quantum efﬁciency
cathodes, the RF gun cooling and the charge stability.
4. Longitudinal dynamics: SHB system and prebuncher
The operation principle of the sub-harmonic bunching system
and prebuncher is based on velocity modulation bunching [7].
Although the main function of the SHB system is to phase code the
beam to even and odd bunch trains, it can also be considered as an
additional prebunching system for the traveling wave buncher.
The satellite population mostly depends on the parameters of
the SHB system. The optimization criteria for this system are to
provide the minimum satellite population and together with the
prebuncher to accumulate particles as much as possible in the
buncher acceptance window. The bunch length of the beam at the
entrance of the buncher determines the bunch length and espe-
cially the energy spread of the beam at the end of buncher.
4.1. Thin lens approximation
We ﬁrst consider the thin lens approximation to simplify the
problem. In this approximation each cavity provides a sinusoidal
modulation on the energy of particles keeping their phase
unchanged. The phase of each particle at any longitudinal position
is deﬁned as the arrival time at that position multiplied by the RF
angular frequency.
For the beam dynamics optimization of the SHB system and
prebuncher in thin lens approximation, we have 12 free para-
meters. For each cavity, the phase, the voltage, and the following
drift-length should be determined. Dealing with a large number of
optimization parameters is usually onerous and confusing. There-
fore, beforehand we need a deep understanding of the dynamics of
the system to clarify the road map.
Fig. 7 shows the longitudinal phase space of the beam (the
energy versus phase diagram) before and after the ﬁrst SHB. After
the ﬁrst SHB the longitudinal phase space is convergent for the
main bunch and divergent for the satellite bunch. In a convergent
phase space the late particles (φφr40) have more energy than
the reference particle and the early ones (φφr40) have less on
average. This results in bunching and debunching of the main and
satellite bunches respectively in the following drift space as
illustrated in Fig. 8.
While the beam is passing through the drift section, the phase
space of the main bunch becomes gradually divergent and after
some distance from the ﬁrst cavity, particles start to leave this
bunch. This would be the right place to use another SHB to convert
the phase space of the main bunch to a convergent state as
indicated in Fig. 9.
Therefore, the phase space of the main bunch becomes con-
vergent after each SHB and changes gradually to a divergent state
passing through the drift spaces while the satellite bunch is always
longitudinally divergent. In this way, we make particles oscillate in
the main bunch and continuously evacuate the satellite bunch. To
minimize the satellite population we need to provide the
Fig. 6. The general layout of the injector complex.
Table 1
Injector parameters.
Parameter Value Unit
Beam energy 50 MeV
Relative energy spread (rms) o1 %
Bunch length (rms) 3 mm
Satellite population o5 %
Normalized transverse emittance o100 μm
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maximum time for particles to leave this bunch. Therefore, as the
ﬁrst general approach for optimization we should choose the
maximum possible length for the drift spaces.
For the cavity voltages we note that a larger voltage (larger
velocity modulation) helps particles penetrate more into the main
bunch against the space-charge forces resulting in a shorter bunch
length. However, we do not prefer a short bunch length especially
at early stages. In a shorter bunch, particles are longitudinally close
together experiencing strong space-charge forces. When such a
bunch is passed through a long drift space some particle at the
border of the bunch might get a large energy deviation due to the
large repulsive forces as illustrated in Fig. 10. Therefore, as the
second general approach we start with a relatively low value of the
voltage for the ﬁrst SHB and increase it for the downstream
cavities. In this smooth bunching process, the larger value of the
voltages for the third SHB and prebuncher ensures the required
bunch length at the entrance of the buncher and the lower voltage
for the ﬁrst and second cavities helps us to capture particles as
much as possible in the main bunch to reduce the satellite
population.
The phase of the cavities is chosen to prevent the power
transfer between the beam and the cavities. In fact the beam is
Fig. 7. Longitudinal phase space of the beam before ﬁrst SHB (left diagram) and just after it (right diagram). The cavity voltage is 15 kV. The main and satellite bunches are
also separated with vertical lines. The subscript r denotes the reference particle at the center of the main bunch.
Fig. 8. Longitudinal phase space of the beam 120 cm (left diagram) and 150 cm (right diagram) away from the ﬁrst SHB.
Fig. 9. Longitudinal phase space of the beam before second SHB placed 220 cm away from the ﬁrst cavity (left diagram) and just after it (right diagram). The voltage of
second cavity is 30 kV.
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launched at the zero crossing of the wave because the available RF
power for the SHB system is limited. However, on the other hand,
ﬁxing the phases reduces the number of optimization parameters.
As optimization procedure we try to determine the parameters
of each cavity one by one instead of varying all the parameters
together by try and error. In this way at each stage we deal with
only two parameters – the cavity voltage and the length of drift
space afterwards. For the ﬁrst and second SHB we mainly try to
minimize the satellite population at the end of each drift section.
However, for the third SHB and the prebuncher we should
consider as well the beam bunch length. The limit on the bunch
length at the entrance of buncher is determined by the buncher
design and the required bunch length and energy spread at the
end of buncher. The buncher optimization shows that the bunch
length at the entrance of buncher should not be larger than 25 mm
(see Section 5).
As we increase the length of the drift spaces to reduce the
satellite population, the bunch length increases. The effect of the
prebuncher is then to compensate for this bunch length increase
allowing a lower satellite population. In this way the prebuncher
can reduce the satellite population about 1%. The longitudinal
phase space of the beam after third SHB and prebuncher are
shown in Fig. 11.
In thin lens approximation the satellite population and the rms
length of the main bunch at the entrance of the buncher are 3.7%
and 23.5 mm respectively. The optimum parameters of the SHB
system and the prebuncher in thin lens approximation are listed
in Table 2.
4.2. Traveling wave sub-harmonic bunchers
The length of each SHB is 50 cm by the RF design [8]. If we look
at the longitudinal phase space of the beam after passing through
a traveling wave SHB with realistic RF ﬁeld data from HFSS
simulations [8], we will interestingly ﬁnd out that it is very similar
to that of simple thin lens cavity. The phase spaces are compared
in Fig. 12 showing that the thin lens cavity is a good approximation
in this case. This means that from longitudinal dynamics point of
view for the optimization process the details of the electromag-
netic ﬁeld are not important and the only important parameters
are the phase and the total voltage of the cavity.
Therefore, after optimization, all we need to do is to replace the
traveling wave structures instead of the thin lens cavities accord-
ing to Fig. 13 (a). To be sure, one can compare the phase space at
different positions of the SHB system as illustrated in Fig. 13. By
the traveling wave structures the satellite population and the rms
bunch length at the buncher entrance are 3.0% and 22.6 mm,
respectively. Both the satellite population and the rms bunch
length have reduced compared to the thin lens approximation.
This mainly comes from the fact that the traveling wave structures
of 50 cm length (distributed cavities) provide a smoother bunch-
ing process compare to the thin lens cavities. The evaluation of the
satellite population and the rms bunch length through the SHB
system and prebuncher are presented in Fig. 14 that shows the role
of each cavity in the bunching process.
With this optimization the satellite to main bunch population
at the end of the injector will be 2.7% which is smaller by a factor
2 compared to the previous model (CDR version [1]). This large
difference comes from the optimization of the individual cavity
voltages and the length of the drift spaces. The previous model
used basically equal voltages for all three SHBs and the overall
length of the systemwas about one meter shorter than the current
model [1]. The satellite population in CFT3 is 7%. CTF3 also uses
equal voltages (20 MV/m) for all sub-harmonic bunchers. The
presented optimization method also applied to the CTF3 Drive
Beam injector and it has been shown that the satellite population
can be reduced to 2.5% [9].
Fig. 10. Longitudinal phase space of the beam 140 cm away from a 30 kV cavity.
Using a large voltage, results in accumulation of particles in a short bunch of high
particle density. Due to the large repulsive forces, some particles at the border of
the bunch are pushed out getting a large energy deviation. In this situation it would
be difﬁcult (or impossible) to keep these particles in the main bunch downstream.
Fig. 11. Longitudinal phase space of the beam just before the prebuncher (left diagram) and at the buncher entrance (right diagram).
Table 2
Parameters of the SHB system and the prebuncher in the thin lens approximation.
Cavity Voltage (kV) Drift space (cm)
SHB1 15 220
SHB2 30 95
SHB3 45 65
Prebuncher 60 25
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5. Longitudinal dynamics: buncher1 and accelerating
structures
According to the Table 1, at the end of the injector the bunch
length should be 3 mm and the rms energy spread should lie
below 0.5 MeV. If the rms energy spread at the end of injector be
larger than 0.5 MeV it should be reduced in the magnetic chicane
by losing particles with large energy deviation. Therefore, a
smaller energy spread results in a lower beam loss at the chicane.
Particle loss at the chicane has two consequences. First, by losing
particles we are losing the power because we need to accelerate a
beam of larger current to compensate the beam loss. The beam
loss at the magnetic chicane in the CDR model is 24% [1] and the
power needed to accelerate the lost current corresponds roughly
to the power generated by two klystrons (40 MW). Secondly, the
collimator cooling and the activation from the beam losses in the
chicane may also be a problem [1]. Apart from the energy spread,
obtaining the value of 3 mm for the bunch length is also a
challenging problem. The bunch length and the energy spread of
the beam at the end of injector are mostly determined by the
beam dynamics design of the buncher and the initial bunch length
at the entrance of it. Therefore, the beam dynamics design of the
buncher is of crucial importance.
The longitudinal beam dynamics inside a traveling wave
structure (ignoring the space charge) is governed by the long-
itudinal equations of motion [7]
dγ
dz
¼  eEz
mc2
sin θ; ð1aÞ
dθ
dz
¼ω
c
1
βw
1
β
 
; ð1bÞ
where θ is the RF phase seen by the particles, Ez is the electric ﬁeld
amplitude on axis and βw is the normalized phase velocity of the
structure.
The synchronous particle is deﬁned as the particle whose
velocity is kept equal (approximately) to the phase velocity. When
a nonrelativistic beam is accelerated inside a traveling wave
structure, the particles execute damped oscillations around the
synchronous particle as shown in Fig. 15.
For a traveling wave structure with adiabatically changing
parameters the amplitude of these oscillations is given by [10]
Δθmax ¼
C
emc3
ω γ2s 1
 3=2Ez cos θsh i1=4: ð2Þ
The constant C is determined by the particle's initial condition
(initial phase and energy). The change in cosθs is small compared
to the changes in γs and Ez. Thus, the oscillation amplitude
decreases as the beam energy and the electric ﬁeld amplitude
increases inside of the buncher. Therefore, for an effective bunch-
ing we should accelerate the beam and at the same time increase
the longitudinal electric ﬁeld inside the structure.
The key point in the buncher optimization is that the beam
acceleration and the ﬁeld increase should be done adiabatically to
capture as many particles in the damped oscillatory orbits espe-
cially at the beginning of the structure [11]. Therefore, the beam is
launched at zero crossing (no acceleration) and led gradually
toward the wave crest for acceleration. This is done by slowly
increasing the phase velocity from the initial value that is chosen
to be equal to the beam velocity at the buncher entrance. If we
demand in the simplest form a linear change for the synchronous
phase as
θs ¼ θ1z; ð3Þ
the evaluation of the normalized phase velocity can be found from
the equation of motion with assumption βsEβw, by integrating
the following equation:
d
dz
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1β2w
q ¼ eEz
mc2
sin θ1z: ð4Þ
Thus, prior to ﬁnding βw we need to specify the Ez function. We
start with a relatively low value for the electric ﬁeld at the
beginning of the structure. In this case we can go one step further
and choose a parabolic function to have more ﬂexibility in the
optimization process as
Ez ¼ E0þE1zþE2z2: ð5Þ
Fig. 12. Longitudinal phase space of the beam 30 cm after a traveling wave SHB (left diagram). The same is shown for the thin lens cavity in right diagram at point P.
1 By the buncher for the rest of the paper we mean tapered traveling wave
buncher.
Sh.S. Hajari et al. / Nuclear Instruments and Methods in Physics Research A 799 (2015) 172–186 177
The low value of the electric ﬁeld amplitude at the beginning of
the structure has two important roles in improving the buncher
performance. First, a lower value of Ez results in larger initial
oscillation amplitude according to Eq. (2). In this way the buncher
acceptance window increases and a larger bunch length could be
acceptable at the buncher entrance and as discussed in previous
section the net result would be the satellite reduction. Secondly, as
shown in Fig. 16, at the entrance of the buncher the particles in the
main bunch are distributed over large range of phases – approxi-
mately [1201, 1201]. Therefore, a large initial electric ﬁeld
increases the beam energy spread suddenly. Instead we employ
the large electric ﬁeld near the end of the structure where the
bunch is compressed. This effect reduces the beam energy spread
signiﬁcantly as we will see later in this section.
Fig. 13. Comparison of the phase spaces at different longitudinal position in SHB system. Diagrams (b), (c), and (d) represent longitudinal phase space at point P1, P2, and P3
respectively. The left diagrams show the phase space for the traveling wave structures and the right ones stand for the thin lens cavities.
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Having speciﬁed the Ez in Eq. (4) one can simply integrate this
equation to ﬁnd βw. A typical function of this kind is shown Fig. 17
(the solid curve). As can be seen from the ﬁgure, the phase velocity
increases slowly at ﬁrst. Although this form of the βw function is
appropriate at the beginning of the structure, we may need a
faster increasing rate at the end of structure to increase more the
synchronous phase θs to get faster acceleration. Therefore, we
increase the βw linearly from z¼mL to the end of structure [11]
according to Fig. 17. Where L is the length of the buncher and m is
a number between zero and one to be determined.
For the beam dynamics design of the buncher we need to
specify the six optimization parameters – E0, E1, and E2 for the
electric ﬁeld amplitude, θ1 and m for the normalized phase
velocity of the structure and the buncher length, L. To optimize
the structure a computer program was written in MATHEMATICA,
which tracks particles using the longitudinal equations of motion
from Eqs. (1a) and (1b). For the optimization, the effect of the
space-charge forces on the longitudinal motion can be ignored in
the presence of relatively strong RF ﬁeld of the buncher. The initial
condition for the particles comes from the longitudinal phase
space at the buncher entrance. With this MATHEMATICA script we can
vary all the optimization parameters to ﬁnd the optimum conﬁg-
uration. At the end of the buncher the beam energy is only
2.4 MeV. Therefore, the longitudinal phase space will still change
through the accelerating structures downstream. Thus, three
accelerating structures are added to the optimization program.
After the third linac the beam energy is about 13 MeV where the
phase space is rather frozen. The optimization criteria were to
provide the minimum bunch length and energy spread for the
beam at the end of third accelerating structure. Due to the small
value of the electric ﬁeld at the buncher entrance in most
conﬁgurations the energy spread is quite small therefore mini-
mizing the bunch length was the main aim.
As stated earlier the bunch length at the entrance of buncher is
essential for the optimization of both the SHB system and the
buncher. This quantity is also treated as the optimization
parameter.
The length of the buncher and the maximum electric ﬁeld
amplitude at the end of the buncher is restricted by the power
available, which is 20 MW. This limits the number of cells of the
buncher to 18 cells. After speciﬁcation of the continuous functions
βw(z) and Ez(z) we need to ﬁnd the electric ﬁeld amplitude and the
normalized phase velocity for all the cells by averaging these
functions. Then the optimization results can be veriﬁed by a
PARMELA simulation. The optimum step-wise functions for βw and
Ez are plotted in Fig. 18.
The parameters of the optimum buncher structure are listed
in Table 3 and the longitudinal phase space of the beam is shown
in Fig. 19. The initial RF design of the buncher showed that the
required increasing ﬁeld map of Fig. 18 is feasible with the
available power of 20 MW[12].
With this optimization the rms bunch length and energy
spread of the beam at the end of the buncher are 8.0 mm and
0.32 MeV respectively. Both the bunch length and the energy
spread are considerably smaller compared to the previous model.
In the CDR model an electric ﬁeld of constant amplitude of 4 MV/
m has been employed. Due to the increasing ﬁeld and the resulting
smooth bunching process in the current model the energy spread
Fig. 14. Evaluation of the satellite population and the rms length of the main bunch through the SHB system and the prebuncher.
Fig. 15. Damped oscillations of the particles around the synchronous particle inside
the buncher.
Fig. 16. Phase distribution of the main bunch at the entrance of the buncher. The
frequency in the phase deﬁnition is assumed to be 1 GHz.
Fig. 17. A typical solution of Eq. (4) for βw with a parabolic function for the electric
ﬁeld amplitude. The dashed line shows the linear increase of the βw function near
the end of the structure.
Sh.S. Hajari et al. / Nuclear Instruments and Methods in Physics Research A 799 (2015) 172–186 179
is smaller by a factor 3. The main effect of this small energy spread
beam is the low beam loss at the downstream magnetic chicane,
which is less than 4% (to be compared with the 24% loss in
previous work).
The beam energy at the end of buncher is 2.38 MeV. As the
beam is not completely relativistic the convergent phase space of
the beam ensures the bunch length reduction in the following
accelerating structures.
After the buncher 13 accelerating structures are used to
accelerate the beam up to the required energy at the end of the
injector. For each accelerating structure the voltage is assumed to
be 3.8 MV that corresponds to an input power of about 20 MW.
The length of each accelerator is 240 cm [1]. For these fully-loaded
structures we assume that the electric ﬁeld amplitude decreases
linearly from the maximum value at the beginning of the structure
to zero at the end.
For the ﬁrst accelerating structure the beam is accelerated
about 30 degrees off crest to continue the bunching process. The
beam phase space at the end of ﬁrst accelerating structure is
shown in Fig. 20, which can be compared with the phase space at
the end of the buncher (left diagram of Fig. 19).
At the end of ﬁrst accelerating structure the rms bunch length
and energy spread of the beam has changed to 4.2 mm and
0.54 MeV respectively. In the following accelerating structures
the beam is accelerated roughly on crest and the shape of the
phase space is rather unchanged however the bunch length
decreases slightly. The ﬁnal longitudinal phase space at the end
of the injector can be found in Fig. 21 and the corresponding beam
parameters are given in Table 4.
6. Transverse dynamics: solenoid focusing channel
In the low energy part of the injector the focusing will be
provided by solenoids. In the transverse plane the main aim is to
limit the beam emittance growth due to the nonlinear space-
charge forces.
6.1. Envelope equation
The space-charge dynamics of an intense beam in a solenoidal
magnetic ﬁeld in paraxial approximation is governed by the
envelope equation [13,14]
x″rþ
γβ
 0
γβ
x0rþk20xrkRFxr
K
4xr
ε
2
r
x3r
¼ 0; ð6Þ
where xr and εr denotes the rms beam size and the rms geometric
emittance respectively in x direction. The same equation holds for
the y direction. In the above equation the second term comes from
the beam acceleration, the third term is the external focusing term
related to the solenoidal magnetic ﬁeld as
k0 ¼
e
2mc
Bz
γβ
ð7Þ
where Bz is the longitudinal solenoidal ﬁeld on axis. The forth term
is related to the RF defocusing of the traveling wave structures
with
kRF ¼
eωEz cos θs
2mc3γ3β3
: ð8Þ
The next term is the space-charge defocusing term and the last
one stands for the emittance term. The constant K is called the
generalized perveance and determined by the beam current.
K ¼ e
2πε0mc3
I
γ3β3
ð9Þ
A special solution of the envelope equation in which the beam
radius is constant is known as the matched beam [13]. For the
matched beam solution the external focusing ﬁeld can be obtained
as function of beam parameters from the envelope equation as
Bz γβ; I; xr ; εr
 ¼ 2mc
e
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
eωEz cos θs
2mc3γβ
þ eI
8πε0mc3γβx2r
þ εrγβ
 2
x4r
s
:
ð10Þ
To have a matched beam of constant radius, in addition to
supplying the correct ﬁeld given by the above equation we also
need to provide the appropriate initial condition for the beam at
the entrance of the solenoid channel as
x″r z0ð Þ ¼ 0
x0r z0ð Þ ¼ 0: ð11Þ
A thin lens solenoid (a coil) can be used as the matching cell to
generate the required initial condition for the beam. The position
and the focal length of this lens can be used as two knobs for the
two requirements of Eq. (11). When the ﬁeld does not have the
correct magnitude or the initial conditions of the beam do not
satisfy the Eq. (11), it can be shown that the beam envelope
oscillates around its matched value [13]. As will be discussed in the
Fig. 18. Optimized average electric ﬁeld amplitude and phase velocity for each cell. For the phase velocity the linear increase at the end of buncher has taken into account.
Table 3
The optimum buncher parameters.
Parameter Value
Number of cells 18
Power needed (MW) 20
Emin (MV/m) 1.2
Emax (MV/m) 5.7
βw,min 0.6
βw,max 1.0
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next section the beam mismatching is the most important source
of emittance growth in a solenoid channel. Hence, we will look for
a matched beam of constant beam size.
The envelope equation in its original form is valid for a
continuous monoenergetic beam and its application for a bunched
beam with energy spread and an increasing emittance is not very
straightforward. To calculate the γβ, we simply use the average
energy of the beam particles. We also need to deﬁne an average
current to be used in Eq. (10). In the current deﬁnition we should
note that the longitudinal distribution of particles is not typically
uniform over the bunch. This means that the different parts of the
beam that have different current also have different population.
The longitudinal beam distribution at the entrance of buncher is
plotted in Fig. 22. The average current can be calculated using the
following equation:
Iav ¼
Z Δt=2
Δt=2
I tð Þ I tð ÞRΔt=2
Δt=2 I tð Þdt
2
4
3
5dt
¼
RΔt=2
Δt=2 I tð Þ½ 2dtRΔt=2
Δt=2 I tð Þ½ dt
ð12Þ
The weight function given by the square brackets is related to
the fraction of the beam with current I(t).
The choice of the value of the rms beam size, xr, in Eq. (10) is
the main optimization problem in the solenoid channel. As will be
Fig. 21. Longitudinal phase space of the main bunch (left diagram) and the entire beam (right diagram) at the end of injector.
Fig. 19. Longitudinal phase space of the main bunch (left diagram) and the entire beam (right diagram) at the end of buncher. The frequency in the phase deﬁnition is
assumed to be 1 GHz.
Fig. 20. Longitudinal phase space of the main bunch at the end of ﬁrst accelerating structure.
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discussed in the next section, the rate of the emittance growth is
mainly determined by this quantity. Finally to calculate the
focusing ﬁeld from Eq. (10) we also need to know the beam
emittance evaluation. However, as we will see later, the function
εr(z) can only be determined from the simulation. But to obtain
the function εr(z) we will need the focusing ﬁeld ﬁrst. As a solution
we can go through an iterative process as follows. We ﬁrst guess a
simple function for the solenoidal magnetic ﬁeld. Then we use this
primary ﬁeld to obtain the beam emittance evaluation from the
PARMELA simulation. This function now can be used to calculate the
more accurate focusing ﬁeld from Eq. (10). Then we repeat this
procedure to achieve a constant beam size scheme.
As stated earlier the main issue in the transverse design is to limit
the beam emittance growth. The emittance growth phenomenon is
discussed shortly in next section to provide the main ideas for the
transverse optimization.
6.2. Emittance growth
The equilibrium transverse particle distribution of a beam is
given by the Boltzmann relation [13],
n rð Þ ¼ n 0ð Þexp γmc
2β2k20r
2
2kBT ?
 qφs rð Þ
γ2kBT ?
 !
; ð13Þ
where the transverse temperature of the beam, T┴, is deﬁned as
kBT ? ¼ γm v2x
 ¼ γm v2yD E: ð14Þ
For a matched beam in a solenoid focusing channel the
transverse temperature is related to the rms emittance according
to
εr ¼
xr
βc
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
kBT ?
γm
s
: ð15Þ
In Eq. (13) φs(r) is the self-ﬁeld electrostatic potential of the
beam that satisﬁes the Poisson's equation
1
r
d
dr
r
dφs
dr
 
¼  q
ε0
n rð Þ: ð16Þ
At the equilibrium in the limit of zero current (φs¼0), the
transverse proﬁle, n(r), will be Gaussian and for the case of an
inﬁnitely intense beam (I-1 or φs-1), the distribution will be
uniform inside the beam. Such a uniform distribution produces a
linear electric ﬁeld and a quadratic potential. Far from these two
limits, the Eqs. (13) and (16) must be solved simultaneously to
obtain the particle distribution as illustrated in Fig. 23.
When the beam is launched into the focusing channel from the
source, it is not in an equilibrium stationary state and the particle
distribution will depend on the source design. As the beam moves
toward the equilibrium state from a nonstationary initial state of
higher potential energy, the extra energy is converted to the
thermal energy that results in an increase of the beam tempera-
ture or in other words, in emittance growth.
The self-electric-ﬁeld potential energy associated with the
beam has its minimum value for a uniform distribution [14]. For
a uniform beam the self-electric-ﬁeld is linear inside the beam.
The nonlinear ﬁeld energy is then deﬁned as follows:
U ¼WWu; ð17Þ
where W is the self-ﬁeld-potential energy of the beam and Wu is
the same quantity for the equivalent uniform beam. The initial
emittance growth due to the nonstationary initial transverse
proﬁle is known as the charge redistribution emittance growth
[14]. Reiser estimated an upper limit for the emittance growth of
this mechanism as a result of energy conservation as [13]
Δε2r
 
max ¼ ε2r;f ε2r;i ¼ 2Kx2r;i
Ui
w0
; ð18Þ
where K is the generalized perveance given by the Eqs. (9) and
w0¼ I2/16πε0β2c2. For an inﬁnitely intense beam the emittance
growth approaches the above limit. The import point is that this
kind of the emittance growth is unavoidable and completely
determined by the beam initial parameter from the source and
not by the solenoid channel properties.
A more general equation for the emittance growth is derived by
Wangler by direct differentiating the deﬁnition of the rms emit-
tance with respect to z [15]
dε2r
dz
¼ 2Kx2r
d
dz
U
w0
 
: ð19Þ
Fig. 23. Transverse distribution in the equilibrium state for different beam
currents. n0 is deﬁned as NL/πa2 where NL is the number of particle per unit length
and a is twice the rms beam size. To obtain these diagrams the Drive Beam initial
parameters are used to solve Eqs. (13) and (16) numerically with MATHEMATICA.
Fig. 24. Envelope oscillation of a mismatched beam.
Table 4
Beam parameters at the end of injector.
Parameter Value Unit
Beam energy 51.2 MeV
Relative energy spread (rms) 0.95 %
Bunch length (rms) 3.0 mm
Satellite population 2.7 %
Beam loss at the chicane 3.5 %
Fig. 22. The longitudinal beam distribution at the entrance of the buncher. The
horizontal line shows the average current calculated from Eq. (12).
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This equation is very useful in understanding the emittance
growth mechanism of a mismatched beam. As stated earlier for a
mismatched beam the beam envelope oscillates around its
matched value. According to Fig. 24, it can be shown that for a
uniform distribution the beam energy at point A is larger com-
pared to the point B.
For an arbitrary distribution the beam energy can be consid-
ered as
E¼ Euniformþ
qβc
I
U
γ2
; ð20Þ
therefore, according to the energy conservation the energy differ-
ence of the equivalent uniform beam between successive maxima
and minima is converted to the self-ﬁeld-potential energy making
the beam transverse distribution more nonuniform. In other
words, the extra energy associated with the beam oscillations is
converted to the nonlinear ﬁeld energy then some fraction of it is
converted to thermal energy according to Eq. (19).
Wangler's formula is not appropriate for calculating the beam
emittance evaluation because to do this we will need to know the
evaluation of the particle's distribution to calculate d(U/w0)/dz and
hence particle tracking. But if we track particles we can directly
read the emittance from the deﬁnition. Nevertheless, Wangler's
formula has a very important and practical consequence. Accord-
ing to this equation the rate of change of the emittance square is
proportional to xr2. Therefore, the beam emittance growth is
smaller for a beam of smaller size.
For a perfectly matched beam we will have only the initial
emittance growth from the charge redistribution process. This
occurs in a relatively short distance (about 50 cm in our case) and
afterwards the beam comes near the equilibrium state with no
more emittance growth. When the bunching system is turned on,
the perfect matching is not possible anymore. Because of the
bunched nature of the beam and the beam energy spread,
different parts of the beam are associated with different values
of current and energy. Therefore, in the best condition we can
match the larger fraction of the beam to the focusing ﬁeld.
Although, the constant beam size can be achieved by an average
matching described in the previous section, the oscillation of the
mismatched part of the beam will contribute to the emittance
growth.
6.3. Solenoid channel design
The initial distribution of the beam is assumed to be Gaussian
with an rms beam size of 2 mm and a cut off at r¼5 mm and a
normalized emittance of 10 μm from the initial electron gun
design [4]. The main solenoid channel starts 75 cm away from
the source. To obtain the two parameters of the matching coil, the
simplest way is to turn off the bunching system and change the
position and current of the coil by try and error to suppress the
beam oscillations in the main channel. An additional coil with
reverse current is also used between the electron gun and the
matching coil to suppress the magnetic ﬁeld at the cathode. For
the main channel (turning on the bunching system) the solenoidal
magnetic ﬁeld is obtained from Eq. (10) by the iterative process
explained above. Fig. 25 shows the rms beam size and normalized
beam emittance evaluation and also the ideal ﬁeld map for a target
beam size of 2 mm as an example.
The initial geometric beam emittance growth from the gun exit
up to about z¼50 cm is 3.5 μm, which is in agreement with the
theoretical relation of Eq. (18). According to Fig. 25 the main part
of the emittance growth occurs at the entrance of the buncher. At
this point both the beam energy spread and the generalized
perveance have a large peak that causes such a jump in the beam
emittance. The evaluation of the relative energy spread and
generalized perveance through the solenoid channel can be found
in Fig. 26.
To understand better the dynamics of the system, the con-
tribution of each defocusing effects is compared in Fig. 27. The RF
defocusing term is only taken into account inside the buncher. In
the sub-harmonic bunchers the electric ﬁeld amplitude on axis, Ez,
Fig. 25. RMS beam size and normalized beam emittance evaluation and ideal ﬁeld
map for a solenoid channel with a target beam size of 2 mm.
Fig. 26. The evaluation of the relative energy spread and generalized perveance
through the solenoid channel. The coincidence of the peaks of these two quantities
results in a jump in the beam emittance.
Fig. 27. Relative contribution of each defocusing term in the envelope equation for
a target beam size of 2 mm. The solid line is the relative contribution of the space-
charge term, (K/4xr)/Σ, the dashed line is same for the emittance term, (εr2/xr3)/Σ,
and the dotted one for the RF defocusing term, (kRFxr)/Σ. Σ is equal to kRFxrþK/
4xrþεr2/xr3.
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is about one order of magnitude smaller compared to that of the
buncher and for the accelerating structures the beam is relativistic
and also on crest. As can be seen from Fig. 27, even for the
buncher, the RF defocusing term (dotted line) is quite small
compared to the space-charge and emittance terms.
According to Fig. 27, before the buncher the beam is space-
charge-dominated (K/4xr⪢εr2/xr3). In the second half of the buncher
we have the transition to the emittance-dominated beam (K/
4xr⪡εr2/xr3) due to the beam acceleration. This is very important
from beam dynamics point of view because in this region the
beam dynamics will be sensitive to the focusing ﬁeld. When the
beam is emittance-dominated the beam envelope is sensitive to
the beam emittance. On the other hand, in the second half of the
buncher the beam energy is not high enough to suppress the
emittance growth. Therefore, a small deviation in the focusing
ﬁeld from the correct value causes beam mismatching and
emittance growth. This emittance growth itself increases the beam
mismatching because the focusing channel is designed for a
smaller value of the beam emittance. Therefore, a small error in
the focusing ﬁeld in this region causes a large emittance growth.
This is not the case for the other parts of the cannel. In the low
energy part, the beam is space-charge-dominated and its
dynamics is not sensitive to the beam emittance changes and in
high energy parts the beam emittance becomes roughly constant.
For this reason the iterative process presented to obtain the
focusing ﬁeld converges rapidly through the entire channel except
for the few cells at the end of buncher. Therefore, after some
iteration when we come close to the correct ﬁeld we stop iteration
and modify the ﬁeld by hand to achieve the constant beam size
over the entire focusing channel.
To see the effect of the beam size on the emittance growth we
try different beam envelopes. Three target rms beam sizes of 1, 2,
and 3 mm are compared in Fig. 28.
According to Fig. 28, the emittance growth is lower for a
smaller beam size. This is in agreement with Wangler's formula.
In fact for a beam of smaller size the amplitude of the beam
envelope oscillations must be smaller because the maximum
oscillation amplitude is equal to the beam envelope. However,
for a smaller beam size we will need to apply a larger
focusing ﬁeld.
When we reduce the beam size and hence the emittance
growth, the transition region from space-charge to emittance-
dominated beam moves downstream where the beam energy is
higher and the emittance growth is smaller. Therefore, the beam
dynamics would be less sensitive to the ideal ﬁeld map. For
example for the rms beam size of 1 mm the transition region
moves to the end of ﬁrst accelerating structure. The sensitivity to
the ideal ﬁeld map is especially important from experimental
point of view because we usually do not create the exact ﬁeld from
simulation in a real accelerator.
Generally, the performance of a focusing channel is improved
when we increase the focusing ﬁeld. In this sense there is no limit
to restrict the beam emittance growth. Therefore, the emittance
growth is not the only ﬁgure of merit of a focusing channel and we
should also consider the strength of the applied ﬁeld. Back to the
emittance evaluation diagram of Fig. 28 we recognize that the rate
of emittance growth is small in the SHB system and through the
accelerating structures. In these regions, independent of the
strength of the focusing ﬁeld, the beam emittance is roughly
constant. Therefore, to limit the beam emittance growth we only
need a large magnetic ﬁeld over the ﬁrst half of the buncher. This
suggests a variable beam envelope scheme in which for example
we start with an rms beam size of 3 mm through the SHB system
then decrease it to 1 mm over the ﬁrst half of the buncher and
again increase it to 2 mm inside the linacs. The beam size must be
changed adiabatically to keep the matching condition approxi-
mately. In this condition Eq. (10) is still valid and we can achieve
the desired beam envelope scheme by the previous method. The
variable beam size scheme can reduce the magnitude of the
Fig. 28. RMS beam size and normalized beam emittance evaluation and ideal ﬁeld
map for target beam sizes of 1, 2 and 3 mm.
Fig. 29. Comparison of the variable and constant beam size schemes.
Table 5
The normalized rms emittance at the end of solenoid channel and the average
focusing ﬁeld of the constant and variable beam envelope schemes.
Scheme εnr (μm) Bav (gauss)
xrms¼3 mm 86.0 391
xrms¼2 mm 59.8 549
xrms¼1 mm 22.5 1132
Variable beam size 32.6 534
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solenoidal ﬁeld signiﬁcantly with a small degradation in beam
emittance due to beam size changes. The reduction of the solenoid
ﬁeld in turn affects the machine cost. The variable beam size
scheme is compared with the constant envelope scheme with a
rms beam size of 1 mm in Fig. 29.
The variable beam size scheme has also an additional advan-
tage in longitudinal direction. The longitudinal dynamics is not
completely independent of the transverse dynamics especially at
the low energy part of the machine where the space-charge forces
are strong. A beam of smaller size is denser and hence the
defocusing effect of the space-charge forces is stronger in both
longitudinal and transverse planes. Generally for a larger beam
size we will have better longitudinal parameters. For example for
the case of constant beam envelope of 1 mm rms size, the satellite
to main bunch population is 2.7% while it is reduced to 2.3% for the
variable beam size scheme.
The beam emittance at the end of solenoid channel and the
average focusing ﬁeld of the constant and variable beam envelope
schemes are given in Table 5. According to this table the average
ﬁeld in the case of xrms¼2 mm is in the same order as in the
variable envelope scheme while the ﬁnal emittance is much
smaller for the variable envelope case that shows the effectiveness
of this method.
7. Transverse dynamics: quadrupole focusing channel
For the quadrupole channel a symmetric FODO lattice has been
chosen. One quadrupole is placed between successive linacs with
alternating polarity. With a FODO lattice we will need the mini-
mum number of quadrupoles for the focusing. The effective length
of the quadrupoles and the distance between a quadrupole and a
linac are assumed to be 20 cm. With 240 cm length of each linac,
the drift space of the FODO half-cell will be 2.8 m. The strength of
the quadrupoles is 2.1 m2. This number has been chosen to
minimize the beta function at the center of the focusing quadru-
poles to have the smallest possible beam size. The maximum and
minimum value of the beta function in the FODO lattice is 9.9 m
and 2.4 m respectively.
Four quadrupoles are used to match the optical function from
the end of the solenoid channel to the FODO lattice. The effective
length of each quadrupole in the matching cell is 20 cm with a
spacing of 25 cm.
For the quadrupole focusing channel the main question is
where to stop the solenoids and start the quadrupole channel.
From cost point of view it is preferred to cut the solenoid as early
as possible and replace it by the quadrupole focusing. However, as
we move the matching cell to the low energy part of the machine,
the beam emittance growth through the quadrupole channel will
be larger because the space-charge forces are stronger up-stream.
The emittance growth through the quadrupole channel mostly
depends on the beam energy at the matching cell. When the beam
is launched into the quadrupole channel the beam envelope
oscillates in both horizontal and vertical directions and if the
beam energy is not high enough to suppress the space-charge
effect we will have the beam emittance growth. The emittance
growth also depends somewhat on the beam optics through the
matching cell in the following ways:
1. For a larger beta function variations through the matching cell
the emittance growth will be larger.
2. According to Wangler's formula a larger emittance growth is
associated with the larger average beta function.
For the matching problem we should note that if the beam
energy is not high enough, the transverse dynamics will obey Hill's
equation only in an approximate sense. Because of the space-
charge forces the beta functions in the real system (PARMELA
simulation) would be larger than those predicted by the matrix
solution of the Hill's equation. However, we can simply cope with
this problem by choosing a smaller target value of the beta
functions for the beam matching (smaller than 9.9 m and 2.4 m
required by the FODO lattice).
Three different positions for the matching cell have been
investigated in which the quadrupole channel starts from the
end of ﬁrst, second, and third accelerating structure. The beam
energy at the matching cell for these three cases is 5.8 MeV,
9.5 MeV, and 13.3 MeV respectively. Table 6 presents the beam
emittance growth in both directions through the quadrupole
channel for the variable beam size scheme. For the case of
xrms¼1 mm the emittance growth through the quadrupole chan-
nel is in the same order as the variable envelope one. The
evaluation of the rms beam sizes in both planes through the
matching cell and the ﬁrst half FODO cell is shown in Fig. 30, in
which the matching cell is placed at the end of second accelerating
structure.
The emittance growth in the vertical direction is smaller
because of the smoother beam envelope in this direction.
According to the results of Table 6 the quadrupole focusing can
be started from the end of second accelerating structure with an
acceptable emittance growth. In this case the ﬁnal beam emittance
in both directions will be 42.0 μm, which is well below the target
value of 100 μm.
8. Conclusions and outlook
The beam dynamics of the CLIC Drive Beam injector has been
studied in detail and optimized. Several important parameters are
improved compared to the CDR version. In longitudinal direction
by using the smooth bunching method the performance of the
bunching system is improved and in particular the satellite
population and the beam loss are reduced signiﬁcantly. In the
transverse plane, by introducing the variable beam size scheme,
keeping the emittance well below the target value, we reduced the
Table 6
The beam emittance growth in both directions though the quadrupole channel for
the variable beam size scheme.
Matching cell position Δεnr,x (μm) Δεnr,y (μm)
End of 1st linac 68 29.4
End of 2nd linac 9.4 9.4
End of 3rd linac 3.8 0.7
Fig. 30. Evaluation of the rms beam sizes in both directions through the matching
cell and ﬁrst half FODO cell. This diagram is related to the variable beam size
scheme in which the matching cell is placed at the end of second accelerating
structure.
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need for the solenoidal ﬁelds, which reduces the cost of the
injector.
Although the current design of the injector fulﬁlls the CLIC
Drive Beam requirements, further efforts can be taken to reduce
the satellite population more. Generally, if we lengthen the drift
spaces of the SHB system the satellite population will decrease.
However, at the same time the bunch length increases. Therefore,
if we can reduce the bunch length anyhow downstream the SHB
system the net effect will be the satellite reduction. Among these
efforts are increasing the available power for the buncher, chan-
ging the design of the ﬁrst accelerating structure (in the current
model it is assumed that all the accelerating linacs have the same
design, however, in the ﬁrst one the beam is not on crest.), and
optimize the magnetic chicane to act as a bunch compressor as
well as phase space cleaner. In addition to above suggestions, the
effect of the fourth SHB on the satellite population could be
investigated.
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