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Chapter 1
Introduction
1.1 Background
The number of research articles employing econometrics of program evalua-
tion, or treatment eects estimation is increasing rapidly. Several empirical
questions are related to estimation of causal eects and therefore require the
knowledge of these techniques, which appear as important tools in multiple
branches of economics like labor economics, public economics, development
economics and industrial organization. Therefore, the techniques employed in
econometrics of program evaluation, have taken their own place in a toolbox
of an economic researcher.
My thesis is a collection of four essays that employ these techniques to
evaluate four dierent eects. I begin by providing an overview on the treat-
ment eects estimation (section 1.1.1) and continue by presenting the treat-
ment eects estimation techniques being employed in the thesis (sections
1.1.2 and 1.1.3) and a discussion on the semiparametric estimation (section
1.1.4). After the methodological discussions, I provide both the summaries of
the essays and their contributions to the literature (section 1.2). The rst es-
say (chapter 2) studies the eects of shocking news on student performance.1
The second essay (chapter 3) is concerned with the eects of minimum wages
on employment. The third essay (chapter 4) studies the eects of mandatory
1This essay is a joint work with professor Panu Poutvaara and the other essays are my
very own.
1
seat belt laws on driving behavior and trac fatalities. The last essay (chap-
ter 5) studies the consumption life cycle proles of dierent generations in
Finland, with the special interest laid on baby boomers.
1.1.1 Treatment Eects Estimation
The objective in the treatment eects estimation is to evaluate the eect a
given treatment has on the units being subject to it. The range of possi-
ble treatments is wide and includes both exogenous and endogenous shocks,
which may aect the variable(s) of interest. The treatment eect is dened
to be the dierence between the outcome that occurs after the treatment and
the one that would have occurred in its absence. The fundamental problem
of causal inference, named by Paul W. Holland (1986), is that one of these is
unobserved and therefore we have to come up with the counterfactual out-
comes that are the ones that we believe would have occurred in the absence of
the treatment. The way these counterfactuals are constructed diers between
estimators and is a characteristic feature for each of these.
The usability of an estimator is subject to whether its underlying assump-
tions are correct or not. A critical feature, underlying especially an estimator
being employed in the treatment eects estimation, is the way it allows the
treatment assignment and the potential outcomes to interact. One of the as-
sumptions that divides estimators employed in the econometrics of program
evaluation into dierent categories is called an unconfoundedness assump-
tion. The estimators using this assumption require that there must not be
unobserved variables that aect both the treatment assignment and the out-
come variable. The simplest such setting is the one where the exposure to the
treatment is purely random. The unconfoundedness assumption is in many
cases accompanied with an overlapping assumption, which requires the con-
ditional probability of the treatment assignment, conditional on covariates,
to be strictly between zero and one. Paul R. Rosenbaum and Donald B. Ru-
bin (1983) provide a discussion on the methods using these two assumptions
that they jointly refer as a strongly ignorable treatment assignment. They
show that under this type of treatment assignment the units with dierent
treatments can act as controls for each others and one can thus produce
unbiased estimates of the average treatment eect. An excellent review on
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the development of program evaluation by Guido W. Imbens and Jerey M.
Wooldridge (2009) provides a detailed discussion on the multiple techniques
that can be employed in estimating the average treatment eects under the
strongly ignorable treatment assignment.
In the absence of unconfoundness assumption there is no general way for
estimating treatment eects, but dierent approaches exist. Sensitivity anal-
ysis (see Rosenbaum and Rubin 1983, Rosenbaum 1995) investigates the ro-
bustness of the estimates, when there are limited departures from the uncon-
foundedness. Bounded analysis (see Charles F. Manski 1990, 2003, 2007) gives
ranges of estimates that are consistent with the data and the assumptions re-
searcher is willing to make. Instrumental variables estimation (see Imbens and
Joshua D. Angrist 1994, Angrist, Imbens and Rubin 1996) relies on the pres-
ence of additional treatments, instruments. Regression discontinuity designs
(see William R. Shadish, Thomas D. Cook and Donald T. Campbell 2002,
Cook 2008, David S. Lee and Thomas Lemieux 2010) are used to estimate the
treatment eects when the overlap is at least partially absent, because covari-
ates determine the treatment. Dierence-in-dierences estimation techniques
(see Marianne Bertrand, Esther Duo and Sendhil Mullainthan 2004, Alberto
Abadie 2005, Susan Athey and Imbens 2006, Stephen G. Donald and Kevin
Lang 2007, Abadie, Alexis Diamond and Jens Hainmueller 2010) rely on the
presence of additional data. In order this approach to be applicable one has
to have observations both on treatment and control groups, before and af-
ter the treatment. This thesis is concentrated on the dierence-in-dierences
approaches in the estimation of treatment eects. The changes-in-changes
and the semiparametric dierence-in-dierences estimators employed in the
thesis are introduced in the two following subsections.
1.1.2 Changes-in-Changes (CIC) Estimator
The Changes-in-Changes (CIC) estimator, which is employed in chapters 3
and 4, was proposed by Susan Athey and Guido W. Imbens (2006, AI). As
in all dierence-in-dierences (DID) methods we rely on the presence of data
both for treatment and control groups, before and after the treatment. In
the baseline case we have two groups (Gi 2 f0; 1g - control and treatment
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groups) and two time periods (Ti 2 f0; 1g - before and after).2
There are four underlying assumptions in the CIC model for continuous
outcome variables:
Assumption 1 Model: The outcome of an individual in the absence of in-
tervention satises relationship Y N = h(U; T ).
Assumption 2 Strict Monotonicity: The production function h(u; t), where
h : U f0; 1g ! R, is strictly increasing in u for t 2 f0; 1g.
Assumption 3 Time Invariance Within Groups: We have Ui ? TijGi
(Ui0jGi ds Ui1jGi for panel data).
Assumption 4 Support: We have U1  U0.
Assumption 1 states that the outcome variable must not depend directly on
the group indicator and all the relevant unobservables must be captured by
a single index (U). Assumption 2 says that higher unobservables must corre-
spond to strictly higher outcomes. Assumption 3 allows the distribution of Ui
to vary across groups, but not over time within groups. Assumption 4 implies
both Y10  Y00 and YN11  Y01. Y10  Y00 means that the observations of the
treatment group on period 0 must lie in the domain of control group at that
period. YN11  Y01 means that the counterfactual values for the treatment
group must lie in the domain of the period 1 control group observations. The
four assumptions guarantee that the distribution of counterfactuals, Y N11 , is
identied both when U is continuous or discrete (Theorem 3.1 in AI).
For the CIC model with discrete outcome variables we make use of two
assumptions not employed in the case of the continuous outcome variables.
These are:
Assumption 5 Weak Monotonicity: The function h(u; t) is nondecreasing
in u.
Assumption 6 Continuity of U0 and U1: The variables U0 and U1 are con-
tinuously distributed.
2In addition to the baseline case AI provide extensions that include multiple periods
as well as multiple groups.
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For the discrete outcome variables CIC model, assumption 2 is replaced by
assumption 5 (which is the weaker of these two assumptions) and assump-
tion 6 is added to the assumptions of the continuous variables CIC model.
Assumptions 1 and 3 - 6 allow us to identify the upper and lower bounds
of the distribution of counterfactuals, Y N11 , for the discrete outcome variables
(Theorem 4.1 in AI).
The CIC counterfactuals are constructed in two steps. Let Ygt denote the
outcome of a variable Y with G = g and T = t and let FY;gt be the corre-
sponding cumulative distribution function. As the rst step we identify the
quantile each period 0 treatment group outcome would correspond to if it
was in the control group that period. For the identied quantile we have
qi = FY;00(Y10;i). The second step includes the determination of the coun-
terfactual values. This is done by using the quantile identied in the rst
step. The counterfactual outcome for the unit with period 0 outcome of Y10
is considered to be F 1Y;01(qi) = F
 1
Y;01(FY;00(Y10;i)) - that is the same outcome
the identied quantile has evolved to. In the empirical applications we re-
place the theoretical cumulative distribution functions FY;gt by the empirical
cumulative distribution functions F^Y;gt.
If we have panel data to work with we may calculate the estimated treat-
ment eects for each of the units by calculating the dierence between the
true period 1 outcome and the counterfactual - that is Y11;i F^ 1Y;01(F^Y;00(Y10;i)).
In case of cross-sectional data we are restricted to studying the changes in the
distribution and are unable to calculate the unit-specic treatment eects.
Despite the dierence the estimated average employment eect is the same
with the panel data as with the cross-sectional data:
^CIC =
1
N11
N11X
i=1
Y11;i   1
N10
N10X
i=1
F^ 1Y;01(F^Y;00(Y10;i)); (1.1)
where Ngt is the number of observations in group g at period t. The inference
with the panel data and the cross-sectional data dier as the standard errors
are dierent.
In the case of a continuous outcome variable we get a point estimate for
the average treatment eect implied by the CIC estimator by using equation
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1.1 with F^ 1Y;gt(q) dened as
F^ 1Y;gt(q) = inffy 2 Ygt : F^Y;gt(y)  qg: (1.2)
This is not true for the discrete variables. In the case of a discrete outcome
variable we get upper and lower bounds for the counterfactual outcomes and
therefore also for the treatment eects. The upper bounds of the counter-
factual outcomes are the same as in the continuous case, and for the lower
bounds we replace the inverse function F^ 1Y;gt in equation 1.1 by F^
( 1)
Y;gt , where
F^
( 1)
Y;gt (q) = supfy 2 Ygt [ f 1g : F^Y;gt(y)  qg: (1.3)
As a robustness check of the results we may perform estimations of the
eects when controlling for some variables. The CIC estimation with the
control variables, X, is done in three steps. First, we estimate the regression
Yi = D
0
i +X
0
i + i; (1.4)
where D = ((1 T )(1 G); (1 T )G; T (1 G); TG) in order to get estimates
for  and . Second we construct the residuals with the group-time eects
left in:
Y^i = Yi  X 0i^ = D0i^ + ^i (1.5)
and nally we apply the CIC estimator to Y^i.
Compared to the CIC estimator, the conventional DID model
Yi(0) =  +   Ti +  Gi + Ui; (1.6)
adds three additional assumptions:
Assumption 7 Ui   E[UijGi] ?? Gi (additivity)
Assumption 8 h(u; t) = (u +   t) (single index model) for strictly in-
creasing function ()
Assumption 9 () is the identity function (identity transformation)
Due to these additional assumptions the ways the counterfactual outcomes
are constructed dier between the CIC and the conventional DID estimators
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and therefore the CIC estimator is able to provide us information about the
treatment eects beyond the conventional DID estimator. Unlike the conven-
tional DID estimator, the CIC estimator allows for nonlinearities and in the
case of panel data is able to provide observation-specic treatment eects.
The capability for these arises from the allowance of a exible construction
of the counterfactual outcomes. As the CIC estimator is capable for provid-
ing observation-specic eects, it allows us to study the systematic relations,
instead of just reporting the constant (function) that the conventional DID
estimator is capable for. Thus, the use of the CIC estimator allows us to
study additional research questions and thus to learn more.
Like the CIC estimation also the quantile dierence-in-dierences (QDID)
estimation is capable to provide the estimated treatment eects that are not
restricted to be the same for all the observations. However, the ways the
counterfactual outcomes are constructed dier between these techniques. The
QDID estimator uses quantiles in both determining the dierences between
groups and time, whereas the estimator CIC uses quantiles to determine the
evolution in time and outcomes to determine it across groups. Because of the
dierences the CIC estimator has (at least) three advantages over the QDID
estimator:3
Advantage 1 Additive separability of ~h(u; g; t) (Y N = ~h(U;G; T ) = ~hG(U;G)+
~hT (U; T )) is dicult to justify in QDID estimation, in particular because it
implies that the assumptions are not invariant to the scaling of y.
Advantage 2 The underlying distribution of unobservables must be identical
in all subpopulations in QDID estimation, eliminating potential source of
intrinsic heterogeneity.
Advantage 3 The QDID model places some restrictions on the data (needs
restrictions on Y00; Y01; Y10 in order transformation k
QDID to be monotone).
In addition to the above advantages the CIC estimation uses dierent reason-
ing in determining the counterfactual outcomes than the QDID estimation.
In the treatment eects estimation our objective is to give estimate for the
dierence between the same object with and without treatment. As one of
3I refer to AI for a throughout discussion on these advances.
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these is unobserved, the best we can do is try to nd observations as similar
as possible to serve as controls. In the CIC estimation the identication of the
quantile in the construction of counterfactual is based on the control group
observation with the same value for the outcome variable. In the QDID esti-
mation the corresponding observation does not have to have the same value
for the outcome variable, but may dier a lot depending on the dierences
between the distributions of treatment and control groups.
1.1.3 Semiparametric Dierence-in-Dierences Estima-
tor
The conventional DID estimator requires that in the absence of the treat-
ment the average outcomes for the treatment and control groups would have
followed parallel paths over time. The semiparametric estimator introduced
by Abadie (2005) allows for the dierences in the observed characteristics to
create non-parallel paths between treated and controls. It works by weight-
ing observations in order to impose the same distribution of covariates for
treated and untreated.
In order to identify the average treatment eect by the semiparametric
DID estimator we need two assumptions:
Assumption 10 E[Y 0(1)  Y 0(0)jX;D = 1] = E[Y 0(1)  Y 0(0)jX;D = 0];
where Y 0(0) and Y 0(1) are the outcomes of interest before and after the
treatment in the absence of the treatment,X is a vector of observed covariates
and D 2 f0; 1g is an indicator for being in the treatment group.
Assumption 11 P (D = 1) > 0 and with probability one P (D = 1jX) < 1.
Assumption 10 states that the conditional averages of dierences between
before and after, conditional on the observed characteristics, X, would have
been the same for treated and untreated in the absence of the treatment,
which means that the conditional averages would have followed parallel paths
in the absence of the treatment.4 Assumption 11 guarantees that there are
observations which have received the treatment and that there are obser-
vations in each subset among control group, which together mean that the
4The (unconditional) averages are, however, allowed to dier from the parallel paths.
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support for the propensity score5 for treated is a subset of the support of the
propensity score for untreated.
The estimator for the average eect of the treatment for the treated is
given by:
E[Y 1(1)  Y 0(1)jD = 1] = E

Y (1)  Y (0)
P (D = 1)
 D   P (D = 1jX)
1  P (D = 1jX)

: (1.7)
It works by weighting-down the distribution of Y (1) Y (0) for the untreated
for those whose values of the covariates which are over-represented among
untreated and other way around for the under-represented covariates. In this
way the semiparametric estimator imposes the same distribution of the co-
variates for treated and untreated. The estimator may be particularly appro-
priate when the distribution of observed characteristics that are thought to
be related to the dynamics of the outcome variable, diers between treated
and untreated. This estimator is employed in appendix E.
1.1.4 Semiparametric Estimation
Nonparametric estimation techniques have been in economic researchers'
toolbox for a long time. The kernel and the spline estimation techniques
were introduced in the 1960s by E.A. Nadaraya (1964), G. Watson (1964),
I.J. Schoenberg (1964) and Christian H. Reinsch (1967) and the loess esti-
mation technique in the 1970s by William Cleveland (1979) and Cleveland
and Susan J. Devlin (1988).6 The demand for these nonparametric techniques
arose especially in the context of Engel curves7 as the parametric models were
observed to be insucient to describe these curves despite the multiplicity
of the dierent specications. Even if these techniques were rst employed in
the estimation of Engel curves, they have become standard techniques of the
economic researchers these days and are being employed in most branches of
economics.
5The propensity score, P (D = 1jX), is the conditional probability for receiving the
treatment, conditional on the observed covariates.
6A short discussion on these methods is provided in appendix F and a throughout
review on non- and semiparametric estimation techniques is provided in an excellent book
by Adonis Yatchew (2003).
7The estimation of Engel curves, which describe the fractions being consumed to each
of a subcategories, was rst proposed by Ernst Engel (1857) and (1895).
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There are couple of fundamental dierences between the parametric and
the nonparametric models. The regression curves arising from the nonpara-
metric models typically allow us to track the given observed data, with higher
level of accuracy compared to the parametric models. This dierence arises
due to the exibility of the nonparametric estimators. The accuracy of the
nonparametric models, however, deteriorates as the dimension increases - a
property referred as a curse of dimension. Compared to the nonparametric
models, parametric models perform better in the extrapolation of the regres-
sion curve as the extrapolation properties of the nonparametric models are
nonexistent. Depending on the research question, a researcher is sometimes
better o by choosing some parametric model and sometimes by choosing
some nonparametric model.
Semiparametric estimation techniques combine the parametric and the
nonparametric estimation techniques. An inclusion of a parametric part into
a pure nonparametric model allows us to escape the curse of dimensionality
as well as to get better extrapolation properties for the model. Therefore, it
allows the model to have the desired properties of both the parametric and
the nonparametric models. Compared to the conventional DID estimator,
which has the underlying parametric model (1.6), both the CIC estimator
and the semiparametric DID estimator introduced in previous sections have
adopted the semiparametric features into the treatment eects estimation.
Chapters 3 - 5 employ the semiparametric estimation techniques.
1.2 Summaries of the Essays
1.2.1 Shocking News and Student Performance
In recent years, the United States and several European countries have suf-
fered from a number of school shootings. Finland has witnessed two of these
tragedies, which in addition to the tragic direct consequences for the victims
and their families, may dominate news for days, having a traumatic eect
on millions of other people. The rst of the school shootings took place in
November 2007 in Jokela in Southern Finland, and the second one in Septem-
ber 2008 in Kauhajoki in Western Finland.
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In the fall of 2008, the period of the national high-school matriculation
exams took place from September 12 until October 1. On September 23,
a lone gunman murdered nine students and one employee in Kauhajoki at
Seinajoki University of Applied Sciences, before committing suicide. By that
time, 18 out of 38 tests had already taken place. This massacre, which took
place in the middle of the exam period, dominated the news for several days.
As some of the tests took place before the shooting and others after it, we
can perform a dierence-in-dierences (DID) analysis to uncover how the
shocking news of the school shooting aected the test scores. We examine
the eects by comparing the average of the standardized test scores after
the shooting to the ones in the same subjects in previous years. In order to
control for possible cohort dierences, we also perform a similar analysis for
tests that took place before the shooting.
The performance in the matriculation exams is important in Finnish
schooling system as it employs the grades of these exams when choosing
students into post-high-school studies in universities and in universities of
applied sciences. The news of the school shooting in Kauhajoki might have
aected the performance of some students, which possibly implies dierent
schooling outcomes for these students than in the absence of the shooting.
The economic consequences of the mixing up of the schooling outcomes might
show up very severe, for instance if people with potential to high productivity
are left without schooling due to the shooting.
Our study is the rst one in any discipline that studies the eect of
shocking news on cognitive performance. Our study is also the rst one that
measures responses to shocking news using standardized test scores. We have
test results for all students in a random sample of schools and therefore avoid
problems related to sample selection, as well as under- or over-reporting of
symptoms in surveys. This also allows us to avoid ethical problems that could
arise from using survey data.
Previous contributions on news have studied the incentive eects of news
coverage for politicians or rms, how voters react to news or the determinants
of the media slant. There is also a large literature in nance on the eects
of news on stock markets and exchange rates. None of these contributions
examine the eect of news on cognitive performance.
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Previous research related to school shootings has been devoted to the per-
sonality and background of perpetrators, factors predicting school shootings,
the cultural content in which school shootings take place, and the fear of
victimization following school shootings. For excellent summaries of research
on school shootings, see Glenn W. Muschert (2009) and Traci L. Wike and
Mark W. Fraser (2009).
Most of the previous research on the psychological aftermath of shocking
news has relied on survey data. Collecting such data could trigger traumatic
memories, especially among those who reacted to the events most strongly.
Research on the eects of terrorism, school shootings, natural disasters and
other traumatic events raises serious ethical questions. As our study uses
register data, the risk of burdening the victims is minimal, and meets the
guidelines set in the meeting entitled "Ethical Issues Pertaining to Research
in the Aftermath of Disaster"; see Lauren K. Collogan et al. (2004). Another
important challenge with survey data is commensurability: respondents with
the same symptoms may classify their severity dierently. Roxane Cohen Sil-
ver (2004) provides an excellent overview of the challenges associated with
conducting methodologically rigorous studies of responses to traumatic ex-
periences. A further challenge in using data from the health care services is
that many of those who need mental help do not seek it.
We analyze the eects of the school shooting in the Kauhajoki region in
which the shooting took place, in the Jokela region that had suered from
a school shooting in the previous year, and in the rest of the country. As
previous research has documented various gender dierences, we perform the
analyses separately for men and women. Our main result is that the average
performance of men declined due to the news of the school shooting outside
the Jokela and Kauhajoki regions. For women, we do not observe a similar
pattern. To test for gender dierences in reactions to the news of the school
shooting, we present a dierence-in-dierence-in-dierences (DDD) analysis.
It reveals that the performance of men declines more than that of women
outside the Jokela and Kauhajoki regions.
Our prior was that the news of the Kauhajoki school shooting would
have reactivated negative memories of the tragedy in the previous year more
vividly in the Jokela region than outside Jokela and Kauhajoki regions, re-
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sulting in a bigger negative shock. We did not nd any support for this
hypothesis.
The results for the Kauhajoki region, in which the shooting took place,
should not be directly compared with the results from outside Jokela and
Kauhajoki regions, where the eects are driven by the shock resulting from
the news. In the Kauhajoki region, some exam participants may have lost a
family member or a friend in the school shooting, or known some of the vic-
tims or the perpetrator. Surprisingly, the estimated eects in the Kauhajoki
region are weaker than in the rest of the country, and not statistically sig-
nicant. The negative eect seems to show up among women as an increase
in the interruption rate. If those who would perform worse than average are
also more likely to interrupt their exams, then an increased interruption rate
could mask the drop in performance among women in the Kauhajoki region.
In our case the increase in the interruption rate can be viewed as an outcome
variable of interest in itself and thus as an additional evidence of a negative
impact of the shooting.
One explanation for the intriguing gender dierence is that women have,
on average, wider social networks that could protect them against the ad-
verse eects of the shocking news. Another explanation is biological. Teenage
women mature earlier than men. Greater maturity could allow women to cope
more eectively with a shock.
1.2.2 Reconciling the Evidence of Card and Krueger
(1994) and Neumark and Wascher (2000)
The Fair Labor Standards Act, (FLSA) is designed to protect employees from
unfair conditions of employment by establishing minimum wage, overtime
pay, record-keeping, and child labor standards in the United States. The
FLSA was passed in 1938 after which it has experienced multiple changes.
The evolution of the U.S. federal minimum wage is given in gure 1.1. In 1989
there had been already twelve years from the previous act that increased the
minimum wage and thus the 1989 FLSA increased the minimum wage from
the minimum wage of 1977 FLSA, $3.35, to $4.25. The implementation was
done in two steps: on April 1, 1990 there was an increase in the minimum
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Figure 1.1: History of the U.S. federal minimum wage. Source: http :
==en:wikipedia:org=wiki=Fair Labor Standards Act.
wage from $3.35 to $3.80 and year after that, on April 1, 1991, from $3.80
to $4.25. On April 1, 1992 New Jersey went one step further and increased
the state minimum wage over the federal minimum wage, to $5.05.
David Card and Alan B. Krueger were the rst to use this state-specic
change to study the employment eect of the minimum wage. They use data
on the fast-food restaurants in New Jersey and Pennsylvania and report
in their article in 1994 (CK) a controversial result that an increase in the
minimum wage did not decrease, but increased overall employment. Even
if several earlier studies (Card 1992a, Card 1992b, Lawrence F. Katz and
Krueger 1992, Stephen Machin and Alan Manning 1994) had observed non-
negative employment eects of higher minimum wage, CK result seems to be
the one that clearly gave a boost to a discussion on minimum wages. The CK
result contradicts with an earlier consensus (see Charles Brown et al. 1982)
that an increase in the minimum wage leads to a lower employment level -
something that was shown to be true theoretically for perfectly competitive
employers by George J. Stigler already in 1946. The CK result was challenged
by David Neumark and William Wascher (2000; NW). They show that the
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CK data exhibit more variation than their payroll data and suggest that the
CK data might have led to false inferences. NW report as their result that
the minimum wage increase led to a decline in the overall employment, which
is the very opposite to the CK result.
Most proponents and opponents of the original controversial result have
provided additional information via use of new datasets. Another feature
most of these studies share is that they have been after the average or the
total employment eect - a single number. We employ the same datasets as
CK and NW together with the changes-in-changes (CIC) estimator intro-
duced by Susan Athey and Guido W. Imbens (2006). The CIC estimator is
capable to provide in addition to the point estimate for the average employ-
ment eect, the whole distribution of the employment eects resulting from
the New Jersey minimum wage increase. In our study the benet of using
the CIC estimator is that it enables us to study the employment eects of
the fast-food restaurants conditional on their employment levels.
Via use of the exible CIC estimator, our study is capable to reconcile
the controversial positive average employment eect reported by CK and
the negative average employment eect reported by NW. Our main nding,
which is supported by both datasets, is that the controversial result remains
valid only for small fast-food restaurants. Thus, the CK result is overturned
for big fast-food restaurants and the NW data are shown to provide evidence
on a positive employment eect for the small fast-food restaurants.
Monopsonistic labor market models might provide an explanation for the
observed positive employment eect. These models are ruled out in CK due
to their incapability of explaining pricing behavior. We also rule these models
out, but for a dierent reason. One particular implication of the monopson-
istic labor market models is that the employment eect is increasing with
respect to the employment level. This is in sharp contrast with our results
which imply the opposite.
Our results suggest a new explanation, based on the location of outlets
and a demand side eect. An increase in the minimum wage gives a positive
eect on demand in the areas with plenty of people on minimum wage. This
may result in a positive employment eect. For the areas where most people
earn more than the minimum wage, there will be no eect on the demand.
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Our results would be in line with this explanation if it is the case that small
outlets are located in poor neighborhoods and large outlets in areas where
most of the demand comes from customers earning more than the minimum
wage.
1.2.3 A Note on the Robustness of Card and Krueger
(1994) and Neumark andWascher (2000) Results
This note adds to the discussion originating from David Card and Alan B.
Krueger (1994; CK) and David Neumark and William Wascher (2000; NW).
It uses the CK and NW data together with the semiparametric dierence-
in-dierences (DID) estimator introduced by Alberto Abadie (2005).
The dierences between the distributions of observed characteristics of
the treated and untreated, combined with the relation between these ob-
served characteristics and the outcome variable may result in features that
remain unobserved when using the conventional DID or changes-in-changes
(CIC) estimator. This study re-evaluates the overall employment eect of
an increase in the minimum wage by taking into account the dierences be-
tween the distributions of the observed characteristics in New Jersey and
Pennsylvania fast-food restaurants.
The four chains of the fast-food restaurants represented in both datasets
are Burger King (BK), Kentucky Fried Chicken (KFC), Wendy's and Roy
Rogers (RR). Some of these are company-owned (CO), whereas others are not
(NCO). Table 1.1 shows the numbers of observations on fast-food restaurants
according to the company ownership and the chain in New Jersey, Pennsylva-
nia and in the whole sample. The table shows that there are some dierences
in the distributions of covariates. These dierences might result in the wrong
inference when using, say, the conventional DID estimator, because the iden-
tifying assumptions it uses might turn invalid and the results might be driven
by some particular types of restaurants that are over-represented in the data
and thus get a lot of weight behind the results.
The re-examination shows that the point estimate for the average employ-
ment eect using the CK data remains positive all the time when adjusting
for the dierences in both the marginal distributions and the joint distri-
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Table 1.1: Number of observations
CK data
NJ Pennsylvania All
chain CO not CO total CO not CO total CO not CO total
BK 24 102 126 0 33 33 24 135 159
KFC 28 39 67 8 4 12 36 43 79
Wendy's 4 35 39 6 7 13 10 42 52
RR 52 25 77 12 5 17 64 30 84
total 108 201 309 26 49 75 134 250 384
NW data
NJ Pennsylvania All
chain CO not CO total CO not CO total CO not CO total
BK 0 63 63 0 31 31 0 94 94
KFC 0 10 10 0 0 0 0 10 10
Wendy's 0 16 16 9 0 9 9 16 25
RR 67 7 74 32 0 32 99 7 106
total 67 96 163 41 31 72 108 127 235
bution of observed characteristics and is occasionally statistically signicant
at ve percent signicance level. For NW data the corresponding point esti-
mate remains negative all the time, yet not statistically signicant with ve
percent signicance level. We show that the original results on the average
employment eect in CK and NW are fairly robust as taking the dierences
in the distributions of the observed covariates into account does not change
the qualitative results. This suggests that the original results do not appear
because of the simplicity of the conventional DID estimator.
1.2.4 Seat Belt Laws and Compensating-Behavior: Ev-
idence by using the CIC Estimator
In the 1980s and 1990s the federal government encouraged states to adapt
stronger mandatory seat belt laws in order to reduce the trac fatalities.
This resulted in an enforcement of mandatory seat belt laws between 1984
and 1999 in all states, but New Hampshire. At least two theoretical consid-
erations on the eect of an implementation of a mandatory seat belt law
exist. On one hand the seat belt usage is supposed to save lives when serious
accident happens. On the other hand, as drivers wearing seat belts feel more
secure, they may drive less carefully, which leads to more trac fatalities.
This compensating-behavior theory was proposed by Sam Peltzman (1975).
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Alma Cohen and Liran Einav (2003; CE) collected a data set on seat belt
laws, seat belt usage and trac fatalities in the U.S. jurisdictions in order to
study the eects of the seat belt laws on driving behavior and trac fatali-
ties. These data include observations on the trac fatalities among both car
occupants and nonoccupants (pedestrians, bicyclists and motorcyclists). The
car occupants are aected in two dierent ways. If the number of car occu-
pants wearing seat belts increases, there will be an increase in the number of
those who survive when serious accidents happen (direct eect). If the drivers
wearing seat belts drive less carefully they will face serious accidents more
often (indirect eect). Thus, the car occupants are aected both directly and
indirectly by the seat belt law. The nonoccupants are aected only indirectly
and the possible increase in the fatalities among nonoccupants would be an
evidence on the compensating-behavior. As the data have information on
both the car occupants and the nonoccupants these allow to study the pure
indirect eect as well.
We employ the CE data together with the changes-in-changes (CIC) es-
timator, introduced by Susan Athey and Guido W. Imbens (2006), to re-
examine the eects of the mandatory seat belt laws on driving behavior and
trac fatalities in the U.S. We conrm two of the CE results. On the average
an implementation of a mandatory seat belt law results in an increase in the
seat belt usage rate and a decrease in the total fatality rate. In contrast to
CE, we do nd evidence on compensating-behavior theory.
CE use the availability of the state level data for controlling purposes.
We exploit this special feature of the data in a dierent way. In addition to
the average eect studied in CE, we provide the state-specic eects of the
seat belt laws. The capability for doing this arises due to the CIC estimator,
which compared to the conventional DID estimator, allows for much more
exible construction of the counterfactual outcomes.
We show that the implementation of the mandatory seat belt laws reduces
the fatalities eectively among the big states (New Mexico, Texas) as well as
in the jurisdictions with wealthy people and high population density (District
of Columbia, Connecticut). The compensating-behavior is observed especially
in the states by the border of the U.S. (Louisiana, Hawaii, North Carolina,
California, Washington and New Mexico).
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1.2.5 Life Cycle Consumption of Finnish Baby Boomers
The birth rates increased immediately after the Second World War in multi-
ple countries resulting in a generation with plenty of people. As the number
of these baby boomers is large, their contribution in determining the total
consumption of a country is large as well. This generation is becoming old in
the very near future, which makes us extremely interested in their consump-
tion behavior, especially at old ages. Figure 1.2 plots the number of babies
born between 1930 and 2009.
1940 1960 1980 2000
0
20
00
0
40
00
0
60
00
0
80
00
0
10
00
00
12
00
00
year
ba
bi
es
1930 1950 1970 1990 2010
Figure 1.2: The number of babies born between 1930 and 2009. Source: Statis-
tics Finland.
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The special characteristic of the baby boomers is that they have lived
their childhood right after the wartime, at the time when there has been
lack of basically everything. This may have aected their attitudes towards
consumption and is likely to show up in the way they distribute their con-
sumption over the life cycle. For example, their consumption behavior might
have moved to more cautionary direction compared to how it would have
been in the absence of this exceptional postwar-time in their childhood. This
possible caution would make these people to consume less in the early parts
of the life cycle. In addition to the childhood, this generation may have been
aected by other events also in other parts of the life cycle, compared to the
previous generation. One probable source for these dierences between the
generations is the surrounding world that keeps changing all the time and
thus appears dierently for people at dierent times. Therefore, the dierent
generations are imposed to dierent treatments, which may have impacts on
the consumption attitudes, materializing as the dierences in the consump-
tion behavior.
Finland is one of the countries witnessing the aging of the baby boomers.
We study the life cycle consumption of this generation in order to nd out
its consumption behavior at old ages. Figure 1.3 plots the logarithms of
consumption expenditures as a function of age for baby boomers using the
Finnish Household Survey data from 1985 to 2001. We do not have observa-
tions for this generation at old ages, but despite it we model its age prole
of consumption for the whole life cycle. In order to model the whole pro-
le, we propose a three-step method that allows us to provide own estimates
for each of the generations without very restrictive underlying assumptions
Thus, in addition to new information on the baby boomers in Finland, this
study provides a methodological contribution as well. An introduced three-
step method is capable for getting rid of parallel model restriction even in
the cases when there are no cross-terms available to break this restriction.
As a common feature of the consumption life cycle proles in Finland
we establish a hump shape - something that has already been observed in
the Family Expenditure Surveys (see Richard Blundell [1994] and Orazio
Attanasio and Guglielmo Weber [2010]). The consumption rst increases un-
til mid-forties and decreases thereafter. In addition, we observe dierences
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Figure 1.3: The averages of the observations of baby boomers.
in the proles between generations. The prole of the baby boomers is the
most gentle, which implies that this generation is likely to consume less at
the age of maximum consumption, but probably more as old, compared to
the previous generation.
Finland as well as the whole economic world witnessed in the 1990s a deep
recession, which had its impact both on the national economies as well as
on the global economy. Our data include observations both before and after
the recession enabling us to deduce the ways the recession aected the life
cycle consumption. We show that the recession in the 1990s aected young
and old households dierently. The old households smoothed their life cycle
consumption more as a result of the recession, compared to young households.
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Chapter 2
Shocking News and Student
Performance1
Abstract
In this paper, we study how shocking news aect people. Our analysis relies
on a natural experiment, which arises from wide media coverage of a school
shooting that coincided with national matriculation exams. As there were ex-
ams both before and after the shooting, we can use a dierence-in-dierences
analysis to uncover how the school shooting aected the test scores compared
to previous years. The average performance of men declined as a result of
the news of the shooting, whereas we do not observe a similar pattern for
women. Therefore, young women appear to cope better with traumatic news
than young men.
1This Chapter is a joint work with Professor Panu Poutvaara. A version of this Chapter
has appeared in the CESifo Working Paper series, No 3114 / July 2010.
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2.1 Introduction
In recent years, the United States and several European countries have suf-
fered from a number of school shootings. In addition to the tragic direct
consequences for the victims and their families, school shootings, much like
terrorist attacks, may dominate news for days, having a traumatic eect on
millions of other people. Lynn A. Addington (2003) uses National Crime Vic-
timization Survey data to explore the eects of the Columbine High School
Shooting on students' fear, nding that students were slightly more fearful af-
terwards.2 Sandro Galea et al. (2002) document that the 9/11 terrorist attack
resulted in thousands of New York City residents developing posttraumatic
stress disorder, and William E. Schlenger et al. (2002) showed that this was
also the case in other parts of the United States. Edward B. Blanchard et
al. (2005) found that the college-age population in the United States still
suered from the 9/11 attacks in the fall 2002, with a larger eect in cities
closer to New York City.
This is the rst paper that studies the eect of shocking news on cogni-
tive performance. Our analysis relies on a natural experiment, which arises
from wide media coverage of a school shooting. The shooting coincided with
national matriculation exams. As some of the tests took place before the
shooting and others after it, we can perform a dierence-in-dierences (DID)
analysis to uncover how the news of the school shooting aected the student
performance compared to previous years. This gives a rare insight into how
the human mind works. Our study is also the rst one to measure responses to
shocking news using standardized test scores.3 As we have test results for all
2Columbine High School shooting was the biggest U.S. news story in 1999 as measured
by Cable News Network (CNN) ratings. Glenn W. Muschert (2009) explored the subse-
quent media dynamics, nding that the news coverage focused rst on what happened in
Columbine, and then moved to repercussions across the country.
3Previous contributions on news have studied the incentive eects of news coverage for
politicians (Timothy J. Besley and Robin Burgess 2002; David Stromberg 2004; James M.
Snyder Jr. and Stromberg 2010) or rms (Matthew Gentzkow and Jesse M. Shapiro 2006),
how voters react to news (Stefano DellaVigna and Ethan Kaplan 2007) or the determinants
of the media slant (Gentzkow and Shapiro 2010). There is also a large literature in nance
on the eects of news on stock markets and exchange rates (Jennifer Conrad, Bradford
Cornell and Wayne R. Landsman 2002; Torben G. Andersen et al. 2003; Martin D.D.
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students in a random sample of schools, we avoid problems related to sample
selection, as well as under- or over-reporting of symptoms in surveys. Col-
lecting survey data could also trigger traumatic memories, especially among
those who reacted to the events most strongly.4
The performance in the matriculation exams is important in Finnish
schooling system as it employs the grades of these exams when choosing
students into post-high-school studies in universities and in universities of
applied sciences. The news of the school shooting might have aected the
performance of some students, which possibly implies dierent schooling out-
comes for these students than in the absence of the shooting. The economic
consequences of the mixing up of the schooling outcomes might show up
very severe, for instance if people with potential to high productivity are left
without schooling due to the shooting.
Finland has witnessed two school shootings in recent years, both of which
received wide media coverage. The rst one took place in November 2007 in
Jokela in Southern Finland, and the second one in September 2008 in Kauha-
joki in Western Finland. We focus on the second shooting as it coincided with
national high-school matriculation exams.5 Our treatment group consists of
tests that took place in 2008 after the shooting, while the control group con-
sists of tests that took place before it. We rst calculate for each gender how
performance changed in comparison to the previous or an earlier year in both
of these groups. Comparing the change in the treatment group to the one in
the control group gives us an estimate for the eect of the news of the school
shooting on student performance.
We study the reactions of men and women separately, as previous research
has documented various gender dierences. Women are found to suer more
Evans and Richard K. Lyons 2008). None of these contributions examine the eect of
news on cognitive performance.
4As our study uses register data, the risk of burdening the victims is minimal, and meets
the guidelines set in the meeting entitled "Ethical Issues Pertaining to Research in the
Aftermath of Disaster" that was sponsored by the New York Academy of Medicine and the
National Institute of Mental Health; see Collogan et al. (2004). Silver (2004) provides an
excellent overview of the challenges associated with conducting methodologically rigorous
studies of responses to traumatic experiences.
5We do not analyze the eects of the 2007 school shooting, as it took place after that
year's fall semester examinations.
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often from acute and posttraumatic stress disorders (see Murray B. Stein et
al. 1997; Galea et al. 2002; Schlenger et al. 2002; Roxane Cohen Silver et al.
2002; Randall D. Marshall et al. 2007; Rajiv Jhangiani 2010). This suggests
that women would also respond to the school shooting more strongly. On
the other hand, there is a vast literature (see Kathryn E. Grant et al. 2006)
showing that social support protects young people from the negative eects
of stressors (a buering eect). Kenneth S. Kendler, John Myers, and Carol
A. Prescott (2005) nd that women have, on average, wider social networks
than men. This suggests an opposite gender pattern: wider social networks
could give women more protection against the adverse eects of the shocking
news.6
Using DID analyses, we nd that the average test scores of men declined
due to the shooting, whereas we do not observe a similar pattern for women.
To test for gender dierences in reactions to the news of the school shoot-
ing, we present a dierence-in-dierence-in-dierences (DDD) analysis. The
performance of men declines more than the performance of women in all
specications. This dierence is statistically signicant in two out of four
specications at the 5% signicance level.
Our paper is related to an increasing strand of literature that examines
the direct consequences of terrorist attacks and natural disasters, or uses such
events as exogenous source of variation to examine some other question. Pre-
vious papers have examined the psychological aftermath of natural disasters
(Greg Miller 2005; Cynthia L. Rowe and Howard A. Liddle 2008) or terror-
ist attacks (Ahern et al. 2002; Blanchard et al. 2005; Jonathan Laugharne,
Alexander Janca and Thomas Widiger 2007; Marshall et al. 2007; Jenny C.
Su et al. 2009; Jhangiani 2010; Ughetta Moscardino et al. 2010), exploited
exogenous variation in police presence that was caused by terrorist attacks or
the threat thereof to study the eects of policing on crime (Rafael Di Tella
and Ernesto Schargrodsky 2004; Jonathan Klick and Alexander Tabarrok
6There is extensive evidence on the gender dierences also in other contexts both in
psychological and in economic literature (Alice H. Eagly 1995; Stein et al. 1997; Francine
D. Blau and Lawrence M. Kahn 2000; Grant et al. 2006; Joshua Angrist, Daniel Lang and
Philip Oreopoulos 2009; Rachel Croson and Uri Gneezy 2009; Andrea Ichino and Enrico
Moretti 2009; Scott E. Carrell and Mark L. Hoekstra 2010; Jason M. Lindo, Nicholas J.
Sanders and Oreopoulos 2010).
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2005; Panu Poutvaara and Mikael Priks 2009), or studied the labor market
consequences of forced migration (Jerey A. Groen and Anne E. Polivka
2008; see also Christina Paxson and Cecilia Elena Rouse 2008).
Previous research related to school shootings has been devoted to the
personality and background of perpetrators (James P. McGee and Caren R.
DeBernando 1999; J. Reid Meloy et al. 2001; Peter Langman 2009), factors
predicting school shootings (Mary Ellen O'Toole 2000; Stephanie Verlinden,
Michel Hersen and Jay Thomas 2000), the cultural context in which school
shootings take place (Doreen Arcus 2002; Michael S. Kimmel and Matthew
Mahler 2003), and the fear of victimization following school shootings (Paul
B. Stretesky and Michael J. Hogan 2001; Clete Snell et al. 2002; Adding-
ton 2003). Vicky Curry (2003) examines the psychological eect of a school
shooting in the community in which it occurred.7
Our paper is also related to recent advances in experimental economics
and in neuroeconomics that have studied neurobiological basis of decision-
making. Ted O'Donoghue and Matthew Rabin (1999), Jess Benhabib and
Alberto Bisin (2005), Drew Fudenberg and David K. Levine (2006), and
Steen Andersen et al. (2008) examine intertemporal choices, while Douglas
B. Bernheim and Antonio Rangel (2004) analyze addiction, Jonathan D.
Cohen (2005) interactions between cognition and emotion, and Benjamin
Bushong et al. (2010) Pavlovian processes in the consumer choice.
Our paper proceeds as follows. Section 2.2 provides background informa-
tion on Finnish matriculation examinations and the school shooting. Section
2.3 describes the data and the empirical framework. Section 2.4 presents the
results. It starts by describing the development of interruption rates and
statistics on the average performance, and then proceeds to an econometric
analysis. Section 2.5 concludes.
7For excellent summaries of research on school shootings, see Muschert (2009) and
Traci L. Wike and Mark W. Fraser (2009).
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2.2 Matriculation Exams and the School Shoot-
ing
In Finland, every student who wants to graduate from high school has to
pass matriculation exams in at least four subjects, one of which has to be
the mother tongue (Finnish, Swedish or Sami8). The tests are administered
nationally at the same time in each school, with the same questions and
grading criteria in the whole country. In each spring and fall, there is an
exam period of two to three weeks. Students have to pass the required tests
over three consecutive exam periods. Each test can be taken only on a given
day and students have to register for their chosen tests several months in
advance. On most of the exam days there are separate tests in dierent
subjects.
In the fall of 2008, the exam period took place from September 12 until
October 1. On September 23, a lone gunman murdered nine students and one
employee in Kauhajoki at Seinajoki University of Applied Sciences, before
committing suicide.9 By that time, 18 out of 38 tests had already taken
place. This massacre, which took place in the middle of the exam period,
dominated the news for several days. We examine the eects of shocking
news by comparing the average of the test scores after the shooting to the
ones in the same subjects in previous years. In order to control for possible
cohort dierences, we also perform a similar analysis for tests that took place
before the shooting.
We study separately the eects of the school shooting in the region in
which it occurred, in the region in which the rst school shooting had taken
place, and in the rest of the country. We analyze the Jokela region separately
in order to avoid the risk that the results for the rest of the country would
be driven by possible reactivation of painful memories among those who had
8Sami is a small language that is spoken by the indigenous Sami people in Lapland.
There were four students taking the Sami exam in the fall of 2006 and 2008, and six
students in the fall of 2007. None of them are in our sample.
9Universities of applied sciences provide bachelor-level education, and are a common
choice after high school. Some of the students taking their matriculation exams may have
thought that if the shooting had taken place a couple of years later, they might have been
among the victims.
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lost a relative or friend in the previous shooting.10
2.3 Data and Empirical Framework
The Matriculation Examination Board, which is responsible for organizing
the matriculation exams, has kindly provided us with test results in the
years 2006, 2007 and 2008 in seven schools of the Kauhajoki region where
the 2008 shooting took place, in eight schools of the Jokela region where the
2007 shooting took place, and in 40 randomly selected schools in the rest
of the country. In total, there are 470 high schools in Finland, of which our
sample includes about 12%. We use test results for the fall only, to account
for systematic dierences in participation and performance between fall and
spring periods. In addition to test scores, we have information on interrupted
tests. This is reported in subsection 2.4.1.
Table 2.1 presents sample sizes for completed tests. We divide tests into
two groups. If a test on a certain subject in 2008 took place before (after)
the shooting we include tests on this subject in every year into the group
"before" ("after") of that year.
Table 2.1: Sample Sizes
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 400 684 247 445 268 398
after 164 376 150 309 135 293
Jokela region
before 488 609 475 549 550 619
after 201 304 273 300 254 369
Rest of the country
before 1,696 2,247 1,366 1,759 1,512 1,996
after 664 1,184 684 1,188 732 1,163
The choice of the years in the analysis is driven by two important reforms
in the matriculation examination. The biggest reform in decades took place
in 2006. Before the reform, there had been separate tests only for Finnish,
Swedish, Sami, foreign languages, and mathematics. In addition, there was
10Jennifer Ahern et al. (2002) nd that exposure to graphic television images of the
9/11 terrorist attacks increased the risk of posttraumatic stress disorder among those who
were directly aected by the attacks, for example by having a friend killed.
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a single joint test for sciences and humanities, including biology, chemistry,
geography, history, physics, psychology, and others. Since 2006, all subjects
have had their own separate tests. This reform rules out the possibility of
comparing average test scores after 2006 with pre-2006 gures. In 2007, the
grading criteria for the tests in mother tongue were changed. Additionally, a
test on health education was introduced. We perform two dierent compar-
isons: between 2006 and 2008, and between 2007 and 2008. When comparing
2006 and 2008, the tests in mother tongue and health education are ex-
cluded, due to the 2007 reform. Using both 2006 and 2007 as comparison
years reduces the risk that eventual results would be driven by outliers in
test performance in 2006 or 2007.
In the analysis we rst employ the DID estimation separately for men
and women to capture the eect of the shooting on the average performance.
The equation we estimate is
yijt = 0 + 1Aij + 2Tit + 3AijTit + 4Xijt + ijt (2.1)
where yijt is the standardized test score of student i in subject j in year t,
0 is a constant, Aij is a dummy variable for the subject that takes value
one if the test took place in 2008 after the shooting, Tit is a dummy variable
for the year 2008, AijTit is the interaction term, Xijt includes the control
variables and ijt is the error term. The corresponding equation in the DDD
estimation is
yijt = 0 + 1Mi + 2Aij + 3Tit + 4MiAij + 5MiTit + 6AijTit(2.2)
+ 7MiAijTit + 8Xijt + ijt
where Mi is a dummy variable for male.
Finland has two ocial languages. Finnish is spoken as the mother tongue
by 92% of the population, while Swedish is spoken by 6%. Both school shoot-
ings took place in Finnish-speaking communities. To account for possible dif-
ferences, we also clustered the sampling by language. Of the 40 schools outside
the Jokela and Kauhajoki regions, 33 were Finnish-speaking and 7 Swedish-
speaking. In the Kauhajoki region, one school was Swedish-speaking, and in
the Jokela region none. We rst present our results for Finnish-speaking and
Swedish-speaking schools together, including a language dummy as a control
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variable in all regressions in section 2.4.2. We then report the results accord-
ing to the mother tongue in section 2.4.3. We also clustered the sampling
by whether the high school is a day school or an evening school, as students
in evening schools are usually somewhat older. Our sample includes thirteen
Finnish-speaking and two Swedish-speaking evening schools. We present re-
sults for day schools and evening schools together, but all the qualitative
results hold also if the analysis is restricted to day schools.
2.4 Results
2.4.1 Main Findings
In Table 2.2, we report the percentage of tests that were interrupted in 2006,
2007 and 2008 in the Kauhajoki region, the Jokela region, and the rest of
the country. There are no statistically signicant changes in the interrup-
tion rates in the group "after" in 2008 in the rest of the country.11 The only
statistically signicant eect is among women in the Kauhajoki region who
interrupted their tests more often after the shooting when compared with the
year 2006. In the Jokela region the interruption rate increased more among
men, but this change is not statistically signicant.
Table 2.2: Percentages of Interrupted Tests
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 2.9 4.8 3.8 5.8 4.8 2.7
after 3.7 1.6 2.0 3.9 3.0 4.4
Jokela region
before 4.8 4.4 6.0 3.7 4.5 4.9
after 3.5 2.6 4.8 3.3 7.1 4.9
Rest of the country
before 7.0 5.2 5.9 4.0 6.8 5.2
after 4.4 3.3 7.3 3.6 6.1 4.2
Note: Mother tongue and health education are excluded.
We measure individual performance on a test as the percentage of the
11We have tested the statistical signicance of the changes in the interruptions by using
a DID analysis with the same covariates as in tables 2.4 and 2.5. The results are provided
in appendix A.
45
theoretical maximum points. We rst examine how the average test score
developed over the years 2006, 2007 and 2008, again separately for tests
that took place in 2008 before the shooting, and for those that took place
after it. Table 2.3 reports the average performance in 2006, 2007 and 2008
where mother tongue and health education are excluded, due to the reform
in 2007.12
Table 2.3: Standardized Average Performances
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 52.1 57.1 53.5 56.3 52.7 56.5
(1.5) (1.1) (1.8) (1.2) (1.8) (1.4)
after 48.6 57.4 53.8 58.6 50.1 56.6
(1.5) (1.0) (1.6) (1.1) (1.7) (1.1)
Jokela region
before 61.1 63.3 57.8 58.1 57.9 57.3
(1.3) (1.1) (1.3) (1.1) (1.2) (1.1)
after 50.3 60.5 55.8 59.9 48.0 55.5
(1.3) (1.1) (1.4) (1.2) (1.2) (1.0)
Rest of the country
before 57.8 60.0 56.3 56.6 56.3 56.6
(0.8) (0.7) (0.8) (0.7) (0.8) (0.7)
after 57.1 60.2 56.5 61.1 53.0 58.9
(0.9) (0.6) (0.9) (0.6) (0.8) (0.6)
Notes: Mother tongue and health education are excluded. Standard errors are given in parenthesis.
The changes in the average performance outside Jokela and Kauhajoki
regions are striking. The average test score in exams that took place before
the shooting was the same in 2007 and 2008 for both men and women with a
one-decimal precision. In the exams after the shooting, the average test score
of men dropped by 3.5 percentage points, while that of women did so by 2.2
percentage points. Therefore, men appear to react more strongly.
The results related to the average test scores are not as clear for the
Jokela and Kauhajoki regions. In both regions, the performance of men de-
teriorated after the shooting when 2007 is used as the reference year. If 2006
is used as reference year, we do not nd such an eect. For women, we nd
a small decrease in the performance after the shooting when 2007 is used
12Taking an average of individual performances corresponds in our case to taking a
weighted average of average performances on dierent exams, with weights corresponding
to the number of participants.
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as a reference year. When 2006 is used as a reference year, performance de-
clines quite similarly in exams before and after the shooting, so we nd no
evidence of an eect from the shooting. As the interruption rate of women
somewhat increased in the Kauhajoki region after the shooting, as reported
in Table 2.2, their DID result concerning the average performance has to be
interpreted with caution. If those who would perform worse than average are
also more likely to interrupt their exams, then an increased interruption rate
could mask the drop in performance among women in the Kauhajoki region.
2.4.2 Econometric Analysis
In order to account for possible gender dierences in responses to traumatic
news of the school shooting, we carry out the DID analysis separately for
men and women. We rst analyze all subjects together. After that, we carry
out an analysis of a balanced sample where we drop the three subjects with
most exam participants (English, Finnish and Swedish), in order to reduce
the eects of year-to-year variation in the level of diculty of any single test.
In Table 2.4, we present the DID analysis for men outside the Jokela and
Kauhajoki regions. The rst two columns use data from the years 2006 and
2008 and the two last ones from 2007 and 2008. The estimated treatment
eect is negative and does not depend either on the year (2006 or 2007) or
on whether we use all subjects or just the balanced sample. The eect is
statistically signicant at the 5% level, apart from one specication which
uses all subjects and year 2006. We control for whether the test took place
in evening schools or Swedish-speaking schools as well as whether the test
was compulsory.13
In Table 2.5, we present the corresponding analysis for women. The DID
estimate is close to zero when comparing the years 2007 and 2008, and posi-
13The examination consists of at least four tests. One of them, the test in the candidates
mother tongue, is compulsory for all candidates. The candidate then chooses three other
compulsory tests from among the following four alternatives: mathematics; Finnish or
Swedish as second national language; one foreign language test; one test in sciences or
humanities. All compulsory tests have to be passed within three consecutive exam periods.
As part of his or her examination, the candidate may additionally include one or more
optional tests.
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Table 2.4: DID estimation results for men
2006 and 2008 2007 and 2008
balanced balanced
all tests sample all tests sample
(1) (2) (3) (4)
After -1.6 5.7*** 2.8** 5.3***
(1.2) (1.5) (1.1) (1.4)
Fall 2008 -1.5 0.9 -0.4 1.0
(1.0) (1.3) (0.9) (1.2)
After * Fall 2008 (DID estimate) -2.2 -5.2** -3.2** -4.4**
(1.6) (2.0) (1.5) (1.9)
Evening school -9.9*** -9.7*** -13.0*** -11.8***
(3.1) (3.0) (2.9) (2.7)
Swedish school -1.6 -2.6 -5.2** -8.7***
(2.7) (2.7) (2.6) (2.6)
Obligatory 1.7 -10.7*** -0.4 -11.0***
(1.2) (1.3) (1.1) (1.2)
Evening school * Obligatory -4.4 -2.1 -0.3 -0.4
(3.2) (3.3) (3.1) (3.0)
Swedish school * Obligatory 15.4*** 4.7 15.0*** 9.2***
(2.9) (3.3) (2.8) (3.1)
Constant 57.9*** 50.6*** 55.3*** 51.0***
(1.2) (1.4) (1.1) (1.2)
Observations 3,395 1,675 4,027 1,858
Notes: The dependent variable is standardized performance. The results are for men outside the
Kauhajoki and Jokela regions. Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the
data for mother tongue and health education. Columns (3) and (4) use data for the fall semesters in
2007 and 2008. Swedish schools are those where the mother tongue is Swedish. In the balanced sample
case the estimation results are derived from the data without English, Finnish and Swedish. Standard
errors are given in parentheses.
***Signicant at the 1% level.
**Signicant at the 5% level.
*Signicant at the 10% level.
tive when comparing the years 2006 and 2008, with one of the two estimates
reaching statistical signicance at the 10% level.14 Therefore, we do not nd
much evidence for the hypothesis that the performance of women would have
deteriorated outside the Jokela and Kauhajoki regions after the school shoot-
ing.
To test whether the gender dierence in tables 2.4 and 2.5 is statistically
signicant, we have also performed a DDD analysis. In Table 2.6, we present
those results in a way that the DDD estimate reveals how men reacted,
compared to women.15 We nd that the performance of men declined more
14The DID estimate in the fourth column is 0.04.
15Female DID estimate in the fourth column is -0.00009.
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Table 2.5: DID estimation results for women
2006 and 2008 2007 and 2008
balanced balanced
all tests sample all tests sample
(1) (2) (3) (4)
After 0.6 4.4*** 6.0*** 5.3***
(0.9) (1.3) (0.8) (1.2)
Fall 2008 -3.3*** -1.5 -1.2* 0.7
(0.8) (1.2) (0.7) (1.0)
After * Fall 2008 (DID estimate) 2.3* 1.5 -0.4 0.0
(1.2) (1.8) (1.1) (1.6)
Evening school -5.0** -4.1* -4.9** -4.8**
(2.2) (2.3) (1.9) (2.0)
Swedish school -0.5 -3.7* -2.5 -4.4**
(2.0) (2.3) (1.7) (1.8)
Obligatory 3.8*** -7.8*** 3.9*** -6.7***
(0.9) (1.1) (0.8) (1.0)
Evening school * Obligatory -10.0*** -10.9*** -10.2*** -9.3***
(2.3) (2.6) (2.0) (2.3)
Swedish school * Obligatory 12.3*** 4.2 12.0*** 6.4***
(2.2) (2.9) (1.8) (2.3)
Constant 58.2*** 54.3*** 53.6*** 52.1***
(1.0) (1.2) (0.8) (1.0)
Observations 4,798 2,143 5,857 2,632
Notes: The dependent variable is standardized performance. The results are for women outside the
Kauhajoki and Jokela regions. Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the
data for mother tongue and health education. Columns (3) and (4) use data for the fall semesters in
2007 and 2008. Swedish schools are those where the mother tongue is Swedish. In the balanced sample
case the estimation results are derived from the data without English, Finnish and Swedish. Standard
errors are given in parentheses.
***Signicant at the 1% level.
**Signicant at the 5% level.
*Signicant at the 10% level.
after the school shooting than the performance of women. The dierence is
statistically signicant at the 5% level when comparing performances between
2006 and 2008.
We have also performed an analysis corresponding to that reported in
tables 2.4 to 2.6 with school xed eects. All results remain qualitatively the
same. Results are available upon request.
Our prior was that the news of the school shooting would have reactivated
negative memories of the tragedy in the previous year more vividly in the
Jokela region than outside Jokela and Kauhajoki regions, resulting in a bigger
negative shock. We did not nd any support for this hypothesis.16
16Regression results for the Jokela and Kauhajoki regions are given in appendix B. Even
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Table 2.6: DDD estimation results for men and women
2006 and 2008 2007 and 2008
balanced balanced
all tests sample all tests sample
(1) (2) (3) (4)
Male -1.8* -5.1*** -1.8** -4.5***
(0.9) (1.3) (0.8) (0.8)
After 0.5 4.3*** 5.9*** 5.1***
(0.9) (1.3) (0.8) (1.2)
Fall 2008 -3.3*** -1.5 -1.1 0.7
(0.9) (1.2) (0.7) (1.0)
Male * After -1.9 1.4 -2.8** 0.5
(1.4) (2.0) (1.3) (1.8)
Male * Fall 2008 1.8 2.5 0.8 0.2
(1.3) (1.8) (1.1) (1.5)
After * Fall 2008 (Female DID estimate) 2.3* 1.6 -0.4 -0.0
(1.3) (1.8) (1.2) (1.6)
Male * After * Fall 2008 (DDD estimate) -4.6** -6.8** -2.7 -4.3*
(2.0) (2.7) (1.8) (2.5)
Evening school -6.9*** -6.2*** -7.9*** -7.4
(1.8) (1.8) (1.6) (1.6)
Swedish school -1.0 -3.3* -3.6** -6.0***
(1.6) (1.7) (1.4) (1.5)
Obligatory 2.9*** -9.0*** 2.2*** -8.4***
(0.7) (0.8) (0.6) (0.7)
Evening school * Obligatory -7.8*** -7.3*** -6.5*** -5.9***
(1.9) (2.0) (1.7) (1.8)
Swedish school * Obligatory 13.7*** 4.4** 13.3*** 7.5***
(1.8) (2.2) (1.6) (1.8)
Constant 58.8*** 54.9*** 55.0*** 53.4***
(0.6) (0.9) (0.6) (0.8)
Observations 8,193 3,818 9,884 4,490
Notes: The dependent variable is standardized performance. The results are for men and women outside
the Kauhajoki and Jokela regions. Columns (1) and (2) use the data for falls 2006 and 2008 and exclude
the data for mother tongue and health education. Columns (3) and (4) use data for the fall semesters in
2007 and 2008. Swedish schools are those where the mother tongue is Swedish. In the balanced sample
case the estimation results are derived from the data without English, Finnish and Swedish. Standard
errors are given in parentheses.
***Signicant at the 1% level.
**Signicant at the 5% level.
*Signicant at the 10% level.
if there is no sign of the presumed bigger negative shock in the analysis of the performance,
this may show up for Jokela men in the form of a slight increase in the interruption rate.
For men the DID estimates of interruption rates in the Jokela region are 4.1 and 3.5 when
comparing the year 2008 to 2006 and to 2007 respectively (see table 2.2). For women the
corresponding estimates are 2.2 and 1.1. Estimates are positive for both men and women,
but statistically insignicant.
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The results for the Kauhajoki region, in which the shooting took place,
should not be directly compared with the results from outside the Jokela and
Kauhajoki regions, where the eects are driven by the shock resulting from
the news. In the Kauhajoki region, some exam participants may have lost a
family member or friend in the school shooting, or known some of the victims
or the perpetrator. Surprisingly, the estimated eects in the Kauhajoki region
are weaker than in the rest of the country, and not statistically signicant.
The negative eect seems to show up among women as an increase in the
interruption rate. The DID estimate of the interruption rate for Kauhajoki
women is 4.8 and statistically signicant17 when comparing the years 2006
and 2008, and 3.7 and statistically insignicant when comparing the years
2007 and 2008.
2.4.3 Reactions According to Language Division
To examine whether Finnish-speakers and Swedish-speakers reacted dier-
ently, we performed separate analyses according to the main language of the
school. We nd a negative eect for men among both Finnish-speakers and
Swedish-speakers, and no eect for Finnish-speaking women. For Swedish-
speaking women, the average performance in 2008 decreased more before
than after the shooting. As a consequence, the estimated treatment eect
is positive and statistically signicant when all exams are included, and in-
signicant and of varying sign in the balanced sample.18 In summary, our
main conclusion that men reacted negatively to school shooting holds for
both Finnish-speakers and Swedish-speakers. We do not nd evidence that
the performance of women would have declined as a response to the shooting.
2.4.4 Caveats
Bruce D. Meyer (1995) lists potential threats to both internal and external
validity of studies using natural experiments. Most of the potential concerns,
like omitted variables, misspecied variances and mismeasurement, should
not aect our results.
17With a p-value 0.0144.
18Regression results are given in appendices C and D.
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Omitted variables should not drive our results. Even if there were some
omitted variable, its eect on the estimation results should be negligible as
we examine the same control and treatment groups of tests in each year, and
perform DID and DDD analyses. If there had been any dierences between
various tests driven by an omitted variable in 2008, then they would also
have shown up in 2006 and in 2007.
Theoretically, the fact that we observe several test results for most partic-
ipants suggests that error terms should be clustered at the individual level.
In practice, the fact that we have thousands of observations with just a few
on each of the individuals indicates that the eect of the clustering of the
variance should not play any signicant role in our study.
It also seems unlikely that our study would suer from mismeasurement
of the variables, because there have not been any changes in the denitions
of variables. Furthermore, the tests have been planned by the Matriculation
Examination Board in order to provide a reliable performance measure, which
would serve as a nationwide standardized test.
Attrition, resulting in dierential loss of respondents in the treatment
and control groups, corresponds in our case to interrupting a test, or not
showing up, and can be viewed as an outcome variable of interest in itself.
The fact that there are more interruptions among Kauhajoki women due to
the incident can be viewed as an additional evidence of a negative impact of
the shooting.
2.5 Conclusions
In this paper, we have examined how students' performance changed as a
result of the shocking news of a school shooting. Our paper extends recent
economic research on how the human mind works. There are no earlier studies
in economics on how individual cognitive performance reacts to shocking
news.
We analyzed the eect of shocking news separately in the region in which
the shooting took place, in the region that had suered from a school shooting
in the previous year, and in the rest of the country. Our main result is that
the performance of men declined as a result of the news of the school shooting
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outside the regions in which the shootings had taken place. For women, we
did not nd any systematic eect, with point estimates varying in signs. One
explanation for the intriguing gender dierence is that women have, on aver-
age, wider social networks that could protect them against the adverse eects
of the shocking news. Another explanation is biological. Teenage women ma-
ture earlier than men. Greater maturity could allow women to cope more
eectively with a shock.
Our paper suggests several topics for further research. First of all, our
analysis of short-term eects calls for a complementary study of long-term
eects. Secondly, it would be interesting to examine responses to shocking
news in dierent age groups; in our sample, most people were aged 18 to
20. Finally, data from other countries would allow testing whether there are
dierences across the countries.
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Appendix A
The Results for the
Interruptions
Table A.1: The estimation results for the Dierence-in-Dierences estimator
for the interruptions in Kauhajoki region
Women Men
06 vs 08 07 vs 08 06 vs 08 07 vs 08
Constant 0.051*** 0.057*** 0.024* 0.040***
(0.010) (0.012) (0.013) (0.014)
Evening school -0.043 0.002 0.009 0.014
(0.035) (0.044) (0.038) (0.043)
Swedish school -0.022 -0.031 0.020 -0.037
(0.016) (0.020) (0.026) (0.027)
Non-obligatory 0.003 0.025 0.013 0.008
(0.013) (0.015) (0.017) (0.018)
After -0.034*** -0.026 0.004 -0.019
(0.013) (0.016) (0.020) (0.021)
Fall 2008 -0.021 -0.030* 0.020 0.009
(0.015) (0.017) (0.018) (0.019)
Evening school * Non-obligatory -0.004 -0.060 - -
(0.184) (0.125) - -
Swedish school * Non-obligatory 0.062 0.110** 0.011 0.001
(0.041) (0.045) (0.058) (0.069)
After * Fall 2008 (DID estimate) 0.048** 0.037 -0.025 -0.002
(0.020) (0.024) (0.028) (0.029)
Sample size 1308 1174 725 654
Notes: There are no Kauhajoki evening school men for whom some of the subjects would be
non-obligatory. Standard errors are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and
1% risk levels respectively.
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Table A.2: The estimation results for the Dierence-in-Dierences estimator
for the interruptions in Jokela region
Women Men
06 vs 08 07 vs 08 06 vs 08 07 vs 08
Constant 0.033*** 0.022** 0.039*** 0.051***
(0.011) (0.010) (0.012) (0.012)
Evening school 0.162*** 0.151*** 0.171 0.189***
(0.024) (0.022) (0.028) (0.032)
Non-obligatory 0.023* 0.035*** 0.004 0.018
(0.013) (0.013) (0.015) (0.015)
After -0.022 -0.011 -0.015 -0.013
(0.015) (0.015) (0.019) (0.018)
Fall 2008 0.001 0.011 -0.004 -0.018
(0.014) (0.014) (0.016) (0.016)
Evening school * Non-obligatory 0.114 -0.208* -0.055 -0.112
(0.119) (0.117) (0.093) (0.092)
After * Fall 2008 (DID estimate) 0.022 0.011 0.041 0.035
(0.021) (0.021) (0.026) (0.025)
Sample size 1488 1509 1227 1366
Notes: There are no Swedish schools in Jokela region. Standard errors are given in parentheses. (*), (**)
and (***) correspond to 10%, 5% and 1% risk levels respectively.
Table A.3: The estimation results for the Dierence-in-Dierences estimator
for the interruptions outside Kauhajoki and Jokela regions
Women Men
06 vs 08 07 vs 08 06 vs 08 07 vs 08
Constant 0.041*** 0.026*** 0.039*** 0.033***
(0.006) (0.006) (0.008) (0.008)
Evening school 0.033*** 0.042*** 0.099*** 0.100***
(0.007) (0.007) (0.010) (0.010)
Swedish school -0.015* -0.017** -0.008 -0.005
(0.009) (0.008) (0.011) (0.012)
Non-obligatory 0.019** 0.022*** 0.017 0.005
(0.009) (0.008) (0.012) (0.012)
After -0.022*** -0.005 -0.024** 0.015
(0.008) (0.008) (0.012) (0.012)
Fall 2008 -0.001 0.012 -0.003 0.004
(0.008) (0.008) (0.010) (0.010)
Evening school * Non-obligatory 0.139*** 0.077*** 0.086*** 0.087***
(0.021) (0.020) (0.030) (0.030)
Swedish school * Non-obligatory 0.006 0.039** 0.049* 0.050
(0.021) (0.019) (0.028) (0.031)
After * Fall 2008 (DID estimate) 0.007 -0.010 0.021 -0.016
(0.012) (0.011) (0.016) (0.017)
Sample size 5003 4902 3590 3593
Notes: Standard errors are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk
levels respectively.
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Appendix B
The Results for Jokela and
Kauhajoki Regions
Table B.1: The estimation results for the Dierence-in-Dierences estimator
in Jokela region for men
(1) (2) (3) (4)
Constant 62.9*** 41.3*** 56.8*** 41.1***
(1.3) (1.7) (1.1) (1.4)
Evening school -14.0*** -11.6*** -17.1*** -12.6***
(3.2) (3.8) (3.1) (3.8)
Non-obligatory -6.9*** 4.1** -2.6* 7.2***
(1.6) (1.7) (1.5) (1.5)
After -9.5*** 2.0 0.4 3.7*
(2.0) (2.3) (1.8) (2.0)
Fall 2008 -3.4** 1.1 -1.5 0.2
(1.6) (2.0) (1.5) (1.8)
Evening school * Non-obligatory -10.6 -10.6 -18.4* -20.3**
(10.4) (9.5) (9.9) (8.9)
After * Fall 2008 (DID estimate) 1.5 -1.9 -5.7** -3.5
(2.7) (3.1) (2.5) (2.8)
Balanced sample no yes no yes
Sample size 1169 652 1469 796
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table B.2: The estimation results for the Dierence-in-Dierences estimator
in Jokela region for women
(1) (2) (3) (4)
Constant 64.8*** 46.5*** 58.0*** 46.5***
(1.1) (1.5) (0.9) (1.2)
Evening school -14.2*** -10.4*** -14.6*** -13.5***
(2.7) (3.7) (2.1) (2.9)
Non-obligatory -6.2*** 6.8*** -6.6*** 2.8**
(1.3) (1.6) (1.2) (1.3)
After -1.9 0.7 4.8*** 1.9
(1.6) (2.3) (1.5) (1.9)
Fall 2008 -5.9*** -3.1 -1.9 -0.6
(1.5) (1.9) (1.2) (1.5)
Evening school * Non-obligatory 17.7 15.5 14.0 15.1
(14.6) (13.9) (10.3) (9.6)
After * Fall 2008 (DID estimate) 0.6 2.9 -3.2 0.9
(2.2) (3.0) (2.0) (2.5)
Balanced sample no yes no yes
Sample size 1430 666 1764 910
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table B.3: The estimation results for the DDD estimator between men and
women in Jokela region
(1) (2) (3) (4)
Constant 65.0*** 47.1*** 57.8*** 46.0***
(1.1) (1.5) (1.0) (1.2)
Evening school -14.1*** -11.0*** -15.4*** -13.0***
(2.1) (2.7) (1.8) (2.3)
Male -2.1 -6.3*** -0.8 -4.2**
(1.6) (2.1) (1.4) (1.7)
Non-obligatory -6.5*** 5.5*** -4.8*** 4.8***
(1.0) (1.1) (0.9) (1.0)
After -1.9 0.7 4.6*** 1.7
(1.6) (2.3) (1.6) (1.9)
Fall 2008 -6.0*** -3.3* -2.0 -0.7
(1.5) (2.0) (1.3) (1.5)
Evening school * Non-obligatory -2.6 -3.8 -5.7 -5.6
(8.3) (7.7) (7.0) (6.4)
After * Fall 2008 (Female DID estimate) 0.7 3.2 -3.1 1.1
(2.2) (3.0) (2.1) (2.6)
Male * After -7.6*** 1.3 -3.9* 2.1
(2.5) (3.2) (2.3) (2.7)
Male * Fall 2008 2.6 4.5 0.4 0.7
(2.2) (2.8) (1.9) (2.3)
DDD estimate 0.7 -5.3 -2.4 -4.4
(3.4) (4.3) (3.2) (3.8)
Balanced sample no yes no yes
Sample size 2599 1318 3233 1706
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table B.4: The estimation results for the Dierence-in-Dierences estimator
in Kauhajoki region for men
(1) (2) (3) (4)
Constant 52.1*** 38.0*** 50.7*** 38.4***
(1.5) (1.9) (1.5) (2.1)
Evening school -14.1*** -6.9 -14.1*** -15.1**
(4.4) (5.0) (5.2) (6.9)
Swedish school 13.3*** -9.3 4.8* 5.6
(3.0) (6.4) (2.9) (6.5)
Non-obligatory -2.2 8.3*** -4.1* 2.0
(2.0) (2.4) (2.1) (2.5)
After -2.7 1.5 4.5* 1.8
(2.3) (2.9) (2.3) (3.3)
Fall 2008 0.3 0.7 -2.4 0.8
(2.1) (2.7) (1.9) (2.7)
Swedish school * Non-obligatory -24.2*** -15.1 -10.4 -0.1
(6.9) (11.0) (8.1) (13.5)
After * Fall 2008 (DID estimate) 0.9 0.9 -1.1 2.4
(3.3) (4.4) (3.3) (4.7)
Balanced sample no yes no yes
Sample size 700 357 774 335
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
There are no observations from non-obligatory subjects in evening schools for men.
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Table B.5: The estimation results for the Dierence-in-Dierences estimator
in Kauhajoki region for women
(1) (2) (3) (4)
Constant 57.0*** 43.1*** 54.7*** 46.8***
(1.1) (1.7) (1.0) (1.6)
Evening school -16.0*** -16.3*** -13.9*** -24.4***
(3.9) (5.6) (4.1) (6.4)
Swedish school 10.4*** -1.2 4.3** 0.02
(1.8) (4.3) (1.7) (3.38)
Non-obligatory -2.4 8.3*** -2.3 4.3**
(1.5) (1.9) (1.4) (1.8)
After 0.1 3.6 4.5*** 1.6
(1.5) (2.3) (1.5) (2.3)
Fall 2008 -1.3 -0.8 -0.9 -1.4
(1.6) (2.4) (1.4) (2.1)
Evening school * Non-obligatory -21.4 -22.8 18.8* 32.2***
(20.3) (21.1) (10.7) (11.9)
Swedish school * Non-obligatory -11.4** 1.5 -9.3** -0.6
(4.6) (7.1) (4.1) (5.8)
After * Fall 2008 (DID estimate) 0.7 1.5 -1.3 1.5
(2.3) (3.5) (2.1) (3.2)
Balanced sample no yes no yes
Sample size 1268 549 1395 616
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table B.6: The estimation results for the DDD estimator between men and
women in Kauhajoki region
(1) (2) (3) (4)
Constant 56.8*** 43.1*** 54.8*** 46.8***
(1.1) (1.7) (1.0) (1.5)
Evening school -15.1*** -11.1*** -14.0*** -20.0***
(2.9) (3.7) (3.2) (4.6)
Male -4.6*** -5.2** -4.2** -8.4***
(1.7) (2.3) (1.7) (2.4)
Swedish school 11.3*** -3.6 4.4*** 1.1
(1.6) (3.5) (1.5) (3.0)
Non-obligatory -2.3* 8.3*** -3.0** 3.5**
(1.2) (1.5) (1.2) (1.5)
After 0.2 3.9* 4.6*** 1.7
(1.5) (2.3) (1.6) (2.3)
Fall 2008 -1.3 -0.7 -0.9 -1.4
(1.7) (2.4) (1.4) (2.1)
Evening school * Non-obligatory -22.4 -28.4 19.4* 28.5**
(20.7) (20.5) (10.8) (11.1)
Swedish school * Non-obligatory -15.8*** -2.7 -9.3** -0.5
(3.9) (5.9) (3.7) (5.3)
After * Fall 2008 (Female DID estimate) 0.8 1.7 -1.3 1.5
(2.3) (3.5) (2.2) (3.3)
Male * After -3.2 -2.8 -0.3 0.03
(2.6) (3.8) (2.7) (3.99)
Male * Fall 2008 1.5 1.3 -1.4 2.1
(2.6) (3.6) (2.3) (3.4)
DDD estimate 0.3 -0.02 0.1 0.5
(3.9) (5.64596) (3.8) (5.6)
Balanced sample no yes no yes
Sample size 1968 906 2169 951
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Appendix C
Tables 2.1-2.6 for
Finnish-Speaking Schools
Table C.1: The sample sizes: Finnish schools
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 369 629 219 387 247 328
after 143 331 133 275 125 254
Jokela region
before 488 609 475 549 550 619
after 201 304 273 300 254 369
Rest of the country
before 1396 1843 1153 1383 1243 1644
after 535 984 586 989 617 987
Table C.2: The percentage of interrupted matriculation exams, mother
tongue and health education excluded: Finnish schools
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 2.3 5.2 4.3 6.6 5.3 2.7
after 2.8 1.8 2.3 3.6 3.2 4.3
Jokela region
before 4.8 4.4 6.0 3.7 4.5 4.9
after 3.5 2.6 4.8 3.3 7.1 4.9
Rest of the country
before 7.0 5.9 5.7 4.3 7.0 5.5
after 4.3 3.3 7.2 3.7 6.0 4.3
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Table C.3: The standardized average performance in the sample, excluding
mother tongue and health education: Finnish schools
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 51.0 55.5 51.9 55.2 51.8 53.9
(1.6) (1.2) (1.9) (1.3) (1.9) (1.5)
after 47.7 56.4 53.4 59.1 49.3 56.6
(1.5) (1.1) (1.8) (1.2) (1.7) (1.2)
Jokela region
before 61.1 63.3 57.8 58.2 57.9 57.3
(1.4) (1.1) (1.3) (1.1) (1.2) (1.1)
after 50.3 60.5 55.8 59.9 48.0 55.5
(1.3) (1.1) (1.4) (1.2) (1.2) (1.0)
Rest of the country
before 56.7 57.8 55.6 54.4 54.9 55.6
(0.9) (0.7) (0.9) (0.8) (0.8) (0.7)
after 53.6 58.5 54.8 59.2 50.1 57.2
(1.0) (0.6) (0.9) (0.7) (0.9) (0.7)
Notes: We report the results using the observations that have non-missing variable for points. Standard
errors are in parenthesis.
Table C.4: The estimation results for the Dierence-in-Dierences estimator
outside Kauhajoki and Jokela regions for men: Finnish schools
(1) (2) (3) (4)
Constant 60.3*** 39.9*** 55.3*** 39.8***
(0.9) (1.1) (0.7) (1.0)
Evening school -13.8*** -11.5*** -11.9*** -11.3***
(1.1) (1.4) (1.0) (1.3)
Non-obligatory -0.8 10.8*** 1.4 11.1***
(1.2) (1.3) (1.1) (1.2)
After -3.9*** 4.8*** 0.8 5.0***
(1.3) (1.6) (1.2) (1.5)
Fall 2008 -1.5 1.4 -0.7 1.0
(1.1) (1.4) (1.0) (1.3)
Evening school * Non-obligatory 3.6 2.1 1.4 2.0
(3.5) (3.5) (3.3) (3.3)
DID estimate -2.1 -4.7** -3.8** -4.7**
(1.8) (2.2) (1.6) (2.0)
Balanced sample no yes no yes
Sample size 2805 1480 3377 1655
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table C.5: The estimation results for the Dierence-in-Dierences estimator
outside Kauhajoki and Jokela regions for women: Finnish schools
(1) (2) (3) (4)
Constant 61.6*** 45.5*** 57.1*** 44.7***
(0.7) (1.0) (0.6) (0.9)
Evening school -14.0*** -13.7*** -14.2*** -12.7***
(0.9) (1.3) (0.7) (1.2)
Non-obligatory -3.6*** 7.8*** -3.6*** 6.9***
(0.9) (1.1) (0.8) (1.0)
After 0.7 5.0*** 5.6*** 5.0***
(1.0) (1.4) (0.9) (1.3)
Fall 2008 -2.3** -0.4 -0.1 1.3
(0.9) (1.3) (0.8) (1.1)
Evening school * Non-obligatory 10.4*** 11.3*** 10.4*** 9.1***
(2.5) (2.8) (2.2) (2.5)
DID estimate 1.0 1.0 -1.7 0.5
(1.3) (1.9) (1.2) (1.7)
Balanced sample no yes no yes
Sample size 3996 1891 4800 2258
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table C.6: The estimation results for the DDD estimator between men and
women outside Kauhajoki and Jokela regions: Finnish schools
(1) (2) (3) (4)
Constant 61.4*** 45.1*** 56.6*** 44.1***
(0.7) (1.0) (0.6) (0.9)
Evening schools -13.9*** -12.7*** -13.3*** -12.1***
(0.7) (0.9) (0.6) (0.9)
Male -1.0 -4.7*** -0.7 -3.7***
(1.0) (1.4) (0.9) (1.2)
Non-obligatory -2.4*** 9.1*** -1.6** 8.6***
(0.7) (0.9) (0.7) (0.8)
After 0.6 4.8*** 5.5*** 4.9***
(1.0) (1.4) (0.9) (1.3)
Fall 2008 -2.3** -0.4 -0.1 1.3
(1.0) (1.3) (0.8) (1.1)
Evening schools * Non-obligatory 7.8*** 7.7*** 6.9*** 6.4***
(2.0) (2.2) (1.9) (2.0)
After * Fall 2008 (Female DID estimate) 1.0 1.1 -1.7 0.4
(1.4) (1.9) (1.3) (1.7)
Male * After -4.2*** 0.2 -4.2*** 0.4
(1.6) (2.1) (1.4) (1.9)
Male * Fall 2008 0.8 1.8 -0.7 -0.4
(1.4) (1.9) (1.2) (1.7)
Male * After * Fall 2008 (DDD estimate) -3.0 -5.8** -2.0 -4.9*
(2.2) (2.9) (2.0) (2.6)
Balanced sample no yes no yes
Sample size 6801 3371 8177 3913
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Appendix D
Tables 2.1-2.6 for
Swedish-Speaking Schools
Table D.1: The sample sizes: Swedish schools
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 31 55 28 58 21 70
after 21 45 17 34 10 39
Jokela region
before 0 0 0 0 0 0
after 0 0 0 0 0 0
Rest of the country
before 300 404 213 376 269 352
after 129 200 98 199 115 176
Table D.2: The percentage of interrupted matriculation exams, mother
tongue and health education excluded: Swedish schools
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 7.4 2.1 0.0 0.0 0.0 2.6
after 9.5 0.0 0.0 5.9 0.0 5.1
Rest of the country
before 7.0 2.1 6.9 3.0 5.7 3.2
after 4.7 3.5 8.2 3.0 7.0 4.0
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Table D.3: The standardized average performance in the sample, excluding
mother tongue and health education: Swedish schools
Fall 2006 Fall 2007 Fall 2008
Men Women Men Women Men Women
Kauhajoki region
before 61.6 67.8 65.6 63.6 62.2 71.5
(4.8) (2.9) (4.5) (3.6) (5.5) (2.3)
after 55.1 64.3 55.9 54.9 59.3 56.3
(5.8) (2.6) (3.7) (3.3) (6.8) (3.0)
Rest of the country
before 63.2 70.2 60.4 64.6 62.9 61.5
(1.9) (1.4) (2.1) (1.4) (1.8) (1.6)
after 71.2 68.9 67.3 70.7 69.1 68.3
(1.7) (1.5) (2.6) (1.5) (2.0) (1.7)
Notes: We report the results using the observations that have non-missing variable for points. Standard
errors are in parenthesis.
Table D.4: The estimation results for the Dierence-in-Dierences estimator
outside Kauhajoki and Jokela regions for men: Swedish schools
(1) (2) (3) (4)
Constant 69.9*** 42.4*** 61.9*** 43.2***
(1.8) (3.0) (1.7) (2.5)
Evening school -15.6*** -12.2*** -19.8*** -19.3***
(2.1) (3.8) (2.2) (3.2)
Non-obligatory -18.7*** 4.7 -16.8*** 0.5
(2.7) (3.4) (2.9) (3.2)
After 8.1*** 13.2*** 13.5*** 7.2
(2.5) (4.4) (2.9) (4.5)
Fall 2008 -1.3 -2.2 1.8 -0.7
(2.3) (3.5) (2.2) (3.0)
Evening school * Non-obligatory 4.2 -0.5 -7.8 -7.3
(7.9) (9.4) (7.6) (7.2)
After * Fall 2008 (DID estimate) -1.3 -9.3 -1.1 -2.0
(3.6) (6.1) (3.8) (5.8)
Balanced sample no yes no yes
Sample size 590 195 650 203
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table D.5: The estimation results for the Dierence-in-Dierences estimator
outside Kauhajoki and Jokela regions for women: Swedish schools
(1) (2) (3) (4)
Constant 75.8*** 54.9*** 68.6*** 51.3***
(1.4) (2.9) (1.2) (2.0)
Evening school -20.0*** -23.8*** -19.6*** -21.9***
(1.7) (3.3) (1.5) (2.7)
Non-obligatory -16.8*** 2.3 -17.1*** -1.9
(2.0) (3.0) (1.8) (2.3)
After 0.5 0.4 8.3*** 8.1***
(1.9) (3.6) (1.8) (3.0)
Fall 2008 -7.7*** -9.4*** -5.7*** -2.0
(1.9) (3.3) (1.5) (2.4)
Evening school * Non-obligatory 3.0 3.4 7.5 9.6*
(6.2) (8.1) (5.0) (5.7)
After * Fall 2008 (DID estimate) 9.4*** 5.0 6.6** -5.0
(2.8) (5.2) (2.6) (4.4)
Balanced sample no yes no yes
Sample size 802 252 1057 374
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Table D.6: The estimation results for the DDD estimator between men and
women outside Kauhajoki and Jokela regions: Swedish schools
(1) (2) (3) (4)
Constant 75.6*** 53.2*** 68.7*** 51.0***
(1.4) (2.7) (1.2) (1.8)
Evening school -18.1*** -18.8*** -19.7*** -20.9***
(1.4) (2.5) (1.3) (2.1)
Male -5.1** -8.2** -7.1*** -7.5***
(2.1) (3.4) (1.9) (2.7)
Non-obligatory -17.5*** 3.6 -17.0*** -1.1
(1.6) (2.2) (1.5) (1.9)
After 0.5 0.6 8.3*** 8.3***
(2.0) (3.6) (1.9) (2.9)
Fall 2008 -7.8*** -9.4*** -5.7*** -2.0
(1.9) (3.3) (1.6) (2.3)
Evening school * Non-obligatory 3.5 1.8 2.1 3.6
(4.9) (6.2) (4.1) (4.5)
After * Fall 2008 (Female DID estimate) 9.3*** 4.6 6.7** -5.2
(2.9) (5.1) (2.7) (4.3)
Male * After 7.5** 10.8* 5.2 -1.1
(3.1) (5.6) (3.2) (5.4)
Male * Fall 2008 6.4** 7.1 7.7*** 1.8
(4.5) (4.8) (2.5) (3.9)
Male * After * Fall 2008 (DDD estimate) -10.9** -13.4* -8.1* 3.0
(4.5) (8.0) (4.5) (7.4)
Balanced sample no yes no yes
Sample size 1392 447 1707 577
Notes: Columns (1) and (2) use the data for falls 2006 and 2008 and exclude the data for mother tongue
and health education. Columns (3) and (4) use the data for falls 2007 and 2008. In balanced sample case
the estimation results are derived from the data without English, Finnish and Swedish. Standard errors
are given in parentheses. (*), (**) and (***) correspond to 10%, 5% and 1% risk levels respectively.
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Chapter 3
Reconciling the Evidence of
Card and Krueger (1994) and
Neumark and Wascher (2000)1
Abstract
We employ the original Card and Krueger (1994) and Neumark and Wascher
(2000) data together with the changes-in-changes (CIC) estimator to re-
examine the evidence of the eect of minimum wages on employment. Our
study reconciles the controversial positive average employment eect reported
by the former study and the negative average employment eect reported by
the latter study. Our main nding, which is supported by both datasets, is
that the controversial result remains valid only for small fast-food restau-
rants. This nding is accompanied with a new possible explanation.
1A version of this Chapter has appeared in the HECER Discussion Paper series, No
289 / April 2010.
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3.1 Introduction
New Jersey experienced an increase in the minimum wage on April 1, 1992.
David Card and Alan B. Krueger were the rst to use this change to study
the employment eect of the minimum wage. They chose Pennsylvania, the
neighboring state that did not experience any change in the minimum wage
that time, to serve as a control group. The data they collected include obser-
vations on fast-food restaurants in both New Jersey and Pennsylvania before
and after the minimum wage increase. Card and Krueger's (1994) (CK hence-
forth) controversial result was that an increase in the minimum wage did not
decrease, but as a matter of fact increased overall employment.2 This stim-
ulated a lot of discussion on the overall employment eect of the minimum
wage, which is still an open issue.3
The result was challenged by David Neumark andWilliamWascher (2000)
(NW henceforth). They show that the CK data have more variation than
their administrative payroll data, suggesting that the CK data might suer
from an extraordinary amount of measurement error. Their argumentation
points to the direction that this measurement error in the telephone survey
data employed in CK might have led to false inferences. As the result NW re-
port (p. 1390): "...the payroll data indicate that the minimum-wage increase
led to a decline in fast-food FTE employment in New Jersey relative to the
Pennsylvania control group." This is the very opposite to the CK result. Card
and Krueger (2000) use, like NW, a sample from the administrative records.
As the result they report (p. 1419): "The increase in New Jersey's minimum
2Before CK several controversial non-negative employment eects of an increase in the
minimum wage had already been reported. These studies have exploited variation from
both federal (Card 1992a, Lawrence F. Katz and Krueger 1992, Stephen Machin and Alan
Manning 1994) and state-specic (Card 1992b) increases in the minimum wage.
3We refer to the book by Neumark and Wascher (2008) for the literature concerned
with minimum wages. The discussion paper of chapter 3 in the book, concerned with
(both theoretical and empirical ndings on) the eects of minimum wages on employment
(IZA DP No. 2570, January 2007) says in the abstract that "...there is a wide range
of existing estimates and, accordingly, a lack of consensus about the overall eects on
low-wage employment of an increase in the minimum wage". In comparison with this
citation the discussion in the book points more towards the negative employment eect.
The dierence shows that it is still an open issue.
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wage probably had no eect on total employment in New Jersey's fast-food
industry, and possibly had a small positive eect". This result lies in between
the CK and NW results.
Both of these follow up papers as well as most proponents and opponents
of the original result have provided additional information via use of new
datasets. Another feature most of these studies share is that they are after
the average or the total employment eect - a single number.4 Our study
diers from these by employing the same datasets as CK and NW, but a
dierent estimator. In addition to a point estimate we provide the whole dis-
tribution of the employment eects resulting from the New Jersey minimum
wage increase. The capability for doing this arises from using the changes-in-
changes (CIC) estimator introduced by Susan Athey and Guido W. Imbens
(2006) (AI henceforth). The CIC estimator allows for nonlinearities and uses
the information on the entire counterfactual distribution instead of just a
constant (function).5 We perform the analysis using both CK and NW data.
Therefore, our results are not subject to possible measurement errors occur-
ring in the CK data.
Section 3.2 begins by showing how the counterfactual employment lev-
els are constructed for each of the New Jersey fast-food restaurants. Using
these we then study the employment eects of an increase in the minimum
wage in New Jersey. In section 3.3 we conclude and provide a new potential
explanation for the controversial result.6
4Some of these have employed quantile dierence-in-dierences (QDID) estimation,
which is capable for going beyond a single number. It has, however, several disadvantages
relative to our estimation technique. See Susan Athey and Guido W. Imbens (2006) for a
detailed discussion.
5We refer to AI for a through discussion on the CIC estimator. An excellent review
on the development of the literature on program evaluation is provided by Imbens and
Jerey M. Wooldridge (2009).
6We have failed to nd any paper providing an estimation routine for the CIC estimator
in the R-environment and thus provide one in http://www.valt.helsinki./blogs/ropponen.
Athey provides one in Matlab language in her homepage. It is employed in the CIC esti-
mation in the supplementary material of AI.
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3.2 A Case Study of the Fast-Food Industry
New Jersey experienced an increase in the minimum wage on April 1, 1992.
By using this state specic variation we study the employment eects using
both the DID and the CIC estimators. The data being employed are those in
CK and NW.7 These panel data include observations on fast-food restaurants
in both New Jersey and eastern Pennsylvania before and after the minimum
wage increase.8 The balanced sample in CK includes observations on the
fast-food restaurants with no missing information on employment variables.
It has 309 observations on fast-food restaurants in New Jersey and 75 in
Pennsylvania, making the total number of observations 384. We use only 376
observations from the balanced sample, because eight New Jersey observa-
tions cannot be used in order for our estimator to meet the identication
conditions.9 The NW data includes 235 observations on fast-food restau-
rants.10 230 of these, 159 in New Jersey and 71 in Pennsylvania, remained
opened in November 1992 and are documented in gures 1 and 2 in NW. We
must discard eight New Jersey observations in order to meet the identica-
tion conditions of our estimator and thus work with 222 observations when
using the NW data. We follow the footsteps of CK in choosing the measure
for employment level to be the full-time equivalent (FTE) employment. It is
calculated for the CK data as the sum of the number of managers, the num-
ber of full-time workers and half the number of the part-time workers. The
NW payroll data include hours worked by nonmanagement employees and
are given on a weekly, biweekly or monthly basis. These are rst converted
to weekly basis11 and then divided by 35 - that is the assumed hours of a
7We refer to CK and NW for throughout discussions about their data. CK
data are available both in http://www.irs.princeton.edu/Links/MinimumWage.php and
http://econ-www.mit.edu/faculty/angrist/data1/mhe/card. The NW payroll data was
provided by Neumark and Wascher.
8The CK observations before the increase are collected between February and March
1992 and the ones after the increase between November and December 1992. The NW
data uses data from February and November 1992.
9For the excluded restaurants the employment levels before the minimum wage increase
are not in the domain of employment levels in Pennsylvania at that time.
10The sample characteristics are given in table 2 in NW.
11Here we follow NW and take into account the dierence in the numbers of days in
February and November - and the fact that year 1992 was a leap year.
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full-time workweek - to obtain a measure of FTE employment.
3.2.1 Construction of the Counterfactual Employment
Levels
In the treatment eect estimation we are interested in the eect a given
"treatment" has on the units being subjected to it. The eect is dened as the
dierence between the outcome that occurs after the treatment and the one
that would have occurred in its absence. As the latter is unobserved we have
to come up with the counterfactual outcomes. The way these are constructed
dier between the DID and CIC estimators, and due to this dierence the
CIC estimator is able to provide us information about the treatment eects
beyond the conventional DID estimator. The CIC estimator is able to provide
observation-specic treatment eects which are based on the allowance of a
(more) exible construction of the counterfactual outcomes (than in the case
of the conventional DID estimator). This is illustrated in gure 3.1.
Let us denote by Gi 2 f0; 1g and Ti 2 f0; 1g the (control or treatment)
group and the (before or after) period of observation i, respectively, and by
Ngt the number of observations in group g in period t. Let Ygt;i stand for the
outcome of variable Y for observation i in group g in period t, and let FY;gt
be the corresponding cumulative distribution function. The estimator for the
average treatment eect in this (AI) notation reads as:
^CIC =
1
N11
N11X
i=1
Y11;i   1
N10
N10X
i=1
F^ 1Y;01(F^Y;00(Y10;i)); (3.1)
where F^Y;gt is the empirical counterpart for FY;gt - that is the empirical
cumulative distribution function. Thus, the average treatment eect is the
dierence between the averages of the observed outcomes of the treatment
group in period 1, Y11;i, and the counterfactual outcomes for that period,
F^ 1Y;01(F^Y;00(Y10;i)). With panel data available, we are able to calculate the
observation-specic treatment eects, Y11;i   F^ 1Y;01(F^Y;00(Y10;i)), as well.
The CIC counterfactuals are constructed in two steps. The upper graphs
of gure 3.1 illustrate the rst and the lower ones the second step of the
construction of the counterfactual employment level for a New Jersey fast-
food restaurant with the FTE employment level of 40 in early 1992 - that is
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Figure 3.1: The construction of the counterfactual employment level for New
Jersey fast-food restaurant with FTE employment level of 40 in early 1992.
The upper graphs plot the empirical cumulative distribution functions (ecdf)
for the FTE employment in Pennsylvania (left hand side graph) and New
Jersey (right hand side graph) in early 1992. For the lower graphs we add
the ecdf for the FTE employment in Pennsylvania in late 1992 (left hand side
graph) and the ecdf for the counterfactual FTE employment in New Jersey
(right hand side graph).
before the minimum wage increase. As the rst step we identify the quantile
this type of New Jersey fast-food restaurant would correspond to if it was in
Pennsylvania at that time. The upper left hand side graph plots the empirical
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cumulative distribution function (ecdf) for FTE employment in Pennsylvania
(F^Y;00 using the notation in AI) and the upper right hand side graph plots
that in New Jersey (F^Y;10) before the increase in the minimum wage. These
show that a fast-food restaurant in New Jersey with an employment level
of 40 in early 1992 corresponds to quantile of about 0.95 whereas if it was
in Pennsylvania it would correspond to quantile of about 0.90.12 The second
step includes the determination of the new employment level for the New
Jersey fast-food restaurant with FTE employment of 40 in early 1992. It is
determined by the evolution of the employment level of the Pennsylvania
quantile identied in the rst step. Thus, an evolution of the employment
level of the fast-food restaurant in New Jersey that had 40 full-time equivalent
workers before the increase in the minimum wage is supposed, in the absence
of the increase, to follow the evolution of the 0.90 quantile in Pennsylvania
(even if the New Jersey quantile in the ecdf it originally belongs is at about
0.95).13 The lower left hand side graph plots the ecdf's for FTE employment
in Pennsylvania both before (F^Y;00) and after (F^Y;01) the New Jersey minimum
wage increase. It shows that the employment level of the identied quantile
has moved from 40 in early 1992 to 34 in late 1992.14 This is also taken to be
the counterfactual value for the New Jersey fast-food restaurant with FTE
employment level of 40 in early 1992.
We repeat the steps described above for each of the New Jersey fast-
food restaurants with FTE employment levels of Y10. Here we rst identify
the Pennsylvania quantile being followed in determining the counterfactual
evolution in time by calculating F^Y;00(Y10). Then we determine the counter-
factual values for the identied quantile by calculating F^ 1Y;01(F^Y;00(Y10)). The
resulting counterfactual employment levels are depicted in the lower right
12F^Y;10(40)  0:95 and F^Y;00(40)  0:90.
13In QDID estimation one would use the quantile of about 0.95 in determining the
counterfactual employment level. In CIC estimation the identication of the quantile in
the construction of counterfactual is based on the control group restaurant with the same
size. In QDID estimation the corresponding restaurant does not have to be of the same size,
but may dier a lot depending on the dierences between the distributions of treatment
and control group. The QDID estimator gives us the estimate for the average employment
eect of 3.10 FTE for CK data and -1.00 FTE for NW data.
14F^ 1Y;01
 
F^Y;00(40)

= 34.
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hand side graph in gure 3.1 together with the ecdf for FTE employment in
New Jersey before the minimum wage increase. These are given as a function
of initial employment levels in gure 3.2.15
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Figure 3.2: The counterfactual employment as a function of FTE employment
before the minimum wage increase.
In the case of a continuous outcome variable we get a point estimate for
the average treatment eect implied by the CIC estimator by using equation
15The corresponding graph by using the conventional DID estimator would be a straight
line with the slope of unity.
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3.1 with F^ 1Y;gt(q) dened as
F^ 1Y;gt(q) = inffy 2 Ygt : F^Y;gt(y)  qg: (3.2)
This is not true for the discrete variables. In the case of a discrete outcome
variable16 we get upper and lower bounds for the counterfactual outcomes
and therefore also for the treatment eects. The upper bounds of the coun-
terfactual outcomes are the same as in the continuous case, and for the lower
bounds we replace the inverse function F^ 1Y;gt in equation 3.1 by F^
( 1)
Y;gt , where
F^
( 1)
Y;gt (q) = supfy 2 Ygt [ f 1g : F^Y;gt(y)  qg: (3.3)
In the following section we provide both upper and lower bounds for the
average employment eects.
3.2.2 Employment Eects in New Jersey
In gure 3.3 we plot the ecdf for New Jersey after the minimum wage increase
together with the counterfactual distribution. If the order of the restaurants
in the distribution remained unchanged between early 1992 and late 1992,
we would be able to read the employment eects for each of the fast-food
restaurants straightforwardly o the gure. Then the employment eect for,
say, the restaurant with FTE employment level of 40 in early 1992 would
be about 6 units, because the counterfactual distribution evolved to 34. The
employment eect would in this case simply be the horizontal dierence be-
tween the late 1992 curve and the counterfactual. For New Jersey the order of
the restaurants in the distribution changes and thus this special condition is
not met. In addition, we are not only interested in the distributional change,
but also in the restaurant specic employment eects.17 These can be evalu-
ated by comparing the true to the counterfactual outcomes in New Jersey in
16The observed FTE employment levels in CK are restricted by the denition to be in
discrete intervals. If one treated these as outcomes from a continuous variable, one would
be using the upper bounds of the counterfactual outcomes and therefore the results from
the lower bounds of the treatment eects. The bounds are said to be tight in p. 453 in
AI and in our study the qualitative results would remain the same if we treated the FTE
employment as being a continuous variable.
17Panel data enable us to study the restaurant-specic employment eects, whereas with
cross-sectional data we would be restricted to distributional changes only.
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Figure 3.3: The empirical cumulative distribution function for New Jersey
after the minimum wage increase together with the counterfactual distribu-
tion.
late 1992 for each restaurant. For example an employment level of a fast-food
restaurant in New Jersey with early 1992 employment level of 40 should have
evolved to 34 and the employment eect is considered to be the dierence
between the true employment outcome of this fast-food restaurant and 34. If
the true outcome is, say 25, then the employment eect for that restaurant
would be negative with a decrease of 9 units in the FTE employment.
86
If we were purely interested in changes in the distribution, we could just
calculate the employment eects for each of the quantiles. This approach is
unfortunately somewhat restricted. Suppose that the distributions in both
New Jersey and Pennsylvania were the same before and after the minimum
wage increase, but in New Jersey two fast-food restaurants had changed
places in the distribution from early 1992 to late 1992. Quantile-specic em-
ployment eects would in this case be zero for all the quantiles, whereas the
fast-food restaurant-specic employment eects would all be zero except for
the two fast-food restaurants - the ones that change the place in the dis-
tribution. One of these is aected positively by the minimum wage increase
whereas the other is aected negatively. This does not show up when cal-
culating quantile-specic employment eects. Despite the dierences, these
two ways result in the same average employment eect.
In gure 3.4 we plot the upper bounds for the employment eects for
each of the CK fast-food restaurants in New Jersey together with the DID
estimate and the upper bound for the average employment eect using the
CIC estimator as well as the smoothed dependence for the conditional average
employment eects.18 The DID estimate for the change in the average FTE
employment is ^DID = 2:72. This corresponds to ^DID = 2:75 reported in CK
for a balanced sample of restaurants in their table 3 and diers from it due
to eight excluded restaurants. The upper bound for the average employment
eect implied by the CIC estimator is ^CIC = 1:70. This is calculated as the
average of the employment eects for the individual fast-food restaurants.
As the CIC estimator is able to provide us restaurant-specic employment
eects, it allows us to study the employment eects in more detail. In our
case it allows us to study the conditional average employment eects of the
change in the minimum wage. These are calculated here by using the lowess
smoothing procedure19 across the restaurant-specic employment eects. The
18The gure shows the results using 301 CK observations on fast-food restaurants in
New Jersey and 75 in Pennsylvania. Eight New Jersey restaurants are excluded from the
CK balanced sample in order to meet the identication conditions of the CIC estimator.
The period 0 FTE employment levels for the excluded restaurants are not in the domain
of period 0 Pennsylvania FTE employment.
19The lowess procedure uses locally-weighted polynomial regression. We use this proce-
dure because the behavior of local polynomial regression procedures at the boundary is
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Figure 3.4: The upper bounds for the employment eects for each of the fast-
food restaurants in New Jersey () together with the DID estimate (dotted
line) and the upper bound for the average employment eect using the CIC
estimator (dashed line) as well as a smoothed dependence for the conditional
average employment eects (solid curve) when using CK data.
resulting curve is positive for small fast-food restaurants and turns negative
often superior to kernel and spline estimation (see Yatchew, 2003, for a detailed discussion
about semiparametric regression methods and its section 3.4 for details about the local
polynomial smoothers).
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Figure 3.5: The upper bounds for the employment eects for each of the fast-
food restaurants in New Jersey () together with the DID estimate (dotted
line) and the upper bound for the average employment eect using the CIC
estimator (dashed line) as well as a smoothed dependence for the conditional
average employment eects (solid curve) when using NW data.
for big fast-food restaurants.
Figure 3.5 corresponds to gure 3.4 when using the NW data.20 The DID
20The gure shows the results using 151 NW observations on fast-food restaurants in
New Jersey and 71 in Pennsylvania. Eight New Jersey restaurants are excluded from the
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estimate for the change in the average FTE employment is ^DID =  0:59
and the upper bound for the average employment eect implied by the CIC
estimator is ^CIC =  1:2221. The smoothed dependence that represents the
conditional average employment eects provides the very same pattern as in
the case of CK data: the employment eect is positive for small fast-food
restaurants and negative for big fast-food restaurants.
Figure 3.6 plots the corresponding graphs for gures 3.4 and 3.5 for the
lower bounds. It shows that the estimated employment eects using the CK
data have more variation than the ones using the NW data. The DID esti-
mates of the change in the average FTE employment using the CK and the
NW data are ^DID = 2:72 and ^DID =  0:59, and the lower bounds for the
average employment eect implied by the CIC estimator are ^CIC = 0:9022
and ^CIC =  1:82. The conditional average employment eects resemble the
ones in gures 3.4 and 3.5 - that is the employment eect is typically positive
for small fast-food restaurants and negative for big fast-food restaurants.
We study the employment eects of an increase in the minimum wage
also with control variables in order to check the robustness of our results.
The CIC estimation with the control variables, X, is done in three steps.
First, we estimate the regression
Yi = D
0
i +X
0
i + i; (3.4)
where D = ((1 T )(1 G); (1 T )G; T (1 G); TG) in order to get estimates
for  and . Second we construct the residuals with the group-time eects
left in:
Y^i = Yi  X 0i^ = D0i^ + ^i (3.5)
and nally we apply the CIC estimator to Y^i.
In gure 3.7, which corresponds to gures 3.4-3.6 with control variables,
we plot the upper and lower bounds for the employment eects using the
sample with 230 observations in order to meet the identication conditions of the CIC
estimator. The period 0 FTE employment levels for the excluded restaurants are not in
the domain of period 0 Pennsylvania FTE employment.
21The bootstrap standard error is 0:27.
22The bootstrap standard error is 0:44.
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Figure 3.6: The lower bounds for the employment eects for each of the fast-
food restaurants in New Jersey () together with the DID estimates (dotted
lines) and the lower bounds for the average employment eect using the CIC
estimator (dashed lines) as well as a smoothed dependence for the conditional
average employment eects (solid curves) when using CK data (left hand side
graph) and NW data (right hand side graph).
CK and NW data.23 Each of the graphs provides the employment eects for
each of the fast-food restaurants in New Jersey together with the average em-
ployment eects using both DID and CIC estimators as well as a smoothed
dependence for the conditional average employment eects.24 The result the
graphs provide is the very same as those without control variables: the em-
ployment eect is positive among small fast-food restaurants and negative
among big fast-food restaurants.
23For CK data we control for chain, company-ownership and location and for NW data
we control for chain and company-ownership.
24The gure shows the results using 301 CK (151 NW) observations on fast-food restau-
rants in New Jersey and 75 (71) in Pennsylvania.
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Figure 3.7: The upper bounds (upper graphs) and the lower bounds (lower
graphs) for the employment eects by using CK data (left hand side graphs)
and NW data (right hand side graphs) when using control variables. Each of
the graphs provides employment eects for each of the fast-food restaurants
in New Jersey () together with the average employment eects using both
DID (dotted line) and CIC estimators (dashed line) as well as a smoothed
dependence for the conditional average employment eects (solid curve).
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3.3 Conclusions
David Card and Alan B. Krueger impugned an old consensus on the overall
employment eect of the minimum wage in their paper in 1994 (CK). That
article as well as their book in 1995 and the reply article in 2000 share the
conclusion that it is highly unlikely that the increase in New Jersey's mini-
mum wage in 1992 would have had a negative eect on the total employment
in its fast-food industry. In contrast, David Neumark and William Wascher
conclude in their paper in 2000 (NW) and in their book in 2008 that the
average employment eect is likely to be negative. By employing both CK
and NW data we have studied the employment eects of the fast-food restau-
rants conditional on their employment levels using a more exible estimator
than the previous authors. Both datasets lead to the conclusion that these
conditional employment eects are positive for small and negative for big
fast-food restaurants. Thus, the controversial result in CK is overturned for
big fast-food restaurants and the NW data are shown to provide evidence on
a positive employment eect for the small fast-food restaurants.
Monopsonistic labor market models might provide an explanation for the
observed positive employment eect (see e.g. Tito Boeri and Jan van Ours,
2008). These models are ruled out in CK due to their incapability of ex-
plaining pricing behavior. We also rule these models out, but for a dierent
reason. One particular implication of the monopsonistic labor market models
is that the employment eect is increasing with respect to the employment
level. This is in sharp contrast with our results which imply the opposite.
Our results suggest a new explanation, based on the location of outlets
and a demand side eect. An increase in the minimum wage gives a positive
eect on demand in the areas with plenty of people on minimum wage. This
may result in a positive employment eect. For the areas where most people
earn more than the minimum wage, there will be no eect on the demand.
Our results would be in line with this explanation if it is the case that small
outlets are located in poor neighborhoods and large outlets in areas where
most of the demand comes from customers earning more than the minimum
wage.
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Appendix E
A Note on the Robustness of
Card and Krueger (1994) and
Neumark and Wascher (2000)
Results
E.1 Introduction
This appendix adds to the discussion originating from David Card and Alan
B. Krueger (1994; CK) and David Neumark and William Wascher (2000;
NW). It uses the semiparametric dierence-in-dierences (DID) estimator
introduced by Alberto Abadie (2005) to consider a possible selection prob-
lem in the CK and NW data. The dierences between the distributions of
observed characteristics of the treated and untreated combined with the re-
lation between these observed characteristics and the outcome variable may
result in features that remain unobserved when using the conventional DID
or changes-in-changes (CIC) estimator. This study re-evaluates the overall
employment eect of an increase in the minimum wage by taking into ac-
count the dierences between the distributions of the observed characteristics
in New Jersey and Pennsylvania fast-food restaurants.
The four chains of the fast-food restaurants represented in the CK and
NW data are Burger King (BK), Kentucky Fried Chicken (KFC), Wendy's
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Table E.1: Number of observations, Card and Krueger (1994) data
NJ Pennsylvania All
chain CO not CO total CO not CO total CO not CO total
BK 24 102 126 0 33 33 24 135 159
KFC 28 39 67 8 4 12 36 43 79
Wendy's 4 35 39 6 7 13 10 42 52
RR 52 25 77 12 5 17 64 30 84
total 108 201 309 26 49 75 134 250 384
and Roy Rogers (RR). Some of these are company-owned (CO), whereas oth-
ers are not (NCO). Table E.1 shows the numbers of observations on CK fast-
food restaurants according to the company ownership and the chain in New
Jersey, Pennsylvania and in the whole balanced sample.1 Table E.2 shows the
corresponding numbers for the NW data. The tables show some dierences in
the distributions of observed covariates. These dierences might result in the
wrong inference when using, say, the conventional DID estimator, because
the identifying assumptions it uses might turn invalid and the results might
be driven by some particular types of restaurants that are over-represented
in the data and thus get a lot of weight behind the results.
Table E.2: Number of observations, Neumark and Wascher (2000) data
NJ Pennsylvania All
chain CO not CO total CO not CO total CO not CO total
BK 0 63 63 0 31 31 0 94 94
KFC 0 10 10 0 0 0 0 10 10
Wendy's 0 16 16 9 0 9 9 16 25
RR 67 7 74 32 0 32 99 7 106
total 67 96 163 41 31 72 108 127 235
E.2 Analysis of the Employment Eects
The conventional DID estimator requires that in the absence of the treat-
ment the average outcomes for the treatment and control groups would have
followed parallel paths over time. In order to avoid this assumption we use
the semiparametric DID estimator, introduced by Abadie (2005), that allows
1The balanced sample includes observations on fast-food restaurants with no missing
information on employment variables.
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for the dierences in the observed characteristics to create non-parallel paths
between treated and controls. The CIC estimator is capable to provide non-
linear and non-parallel paths only with respect to the outcome variable, but
is restricted to parallel paths for treated and untreated with respect to the
observed characteristics. Our semiparametric estimator works by weighting
observations in order to impose the same distribution of covariates for treated
and untreated.
The average eect of the treatment for the treated is given by:
E[Y 1(1)  Y 0(1)jD = 1] = E

Y (1)  Y (0)
P (D = 1)
 D   P (D = 1jX)
1  P (D = 1jX)

; (E.1)
where Y (0) and Y (1) are the values of the variable of interest, in our case the
employment levels, before and after the treatment,D is an indicator for being
in the treatment group, P (D = 1) gives the probability for the treatment
and P (D = 1jX) is the propensity score, that is the conditional probability
for receiving the treatment, conditional on the observed covariates, X. An
estimator for the average treatment eect is the one where we replace the
theoretical quantities with the empirical counterparts. The estimator works
by weighting-down the distribution of Y (1) Y (0) for the untreated for those
whose values of the covariates which are over-represented among untreated
and other way around for the under-represented covariates. Using the weights
implied by equation E.1 we impose the same distribution of covariates for
treated and untreated.
E.2.1 Adjusting for the chain dierences
Table E.3 provides the percentages of the CK and NW fast-food restaurants
in each chain in New Jersey, Pennsylvania and in the whole data. It shows
that there are relatively less BK and Wendy's fast-food restaurants in New
Jersey than in Pennsylvania in both datasets. The opposite holds for KFC
and RR restaurants. The result CK report for the average employment ef-
fect, by using the same sample as we do, is 2:75 full-time equivalent (FTE)
employment.2 For the NW data the corresponding estimate is  0:68 FTE
2As a measure for the employment we use, following CK, the full-time equivalent (FTE)
employment, which makes a part-time worker to correspond to half of a full-time worker.
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Table E.3: Percentages of dierent chains
CK data NW data
chain New Jersey Pennsylvania All chain New Jersey Pennsylvania All
BK 40.8 44.0 41.4 BK 38.7 43.1 40.0
KFC 21.7 16.0 20.6 KFC 6.1 0.0 4.3
Wendy's 12.6 17.3 13.5 Wendy's 9.8 12.5 10.6
RR 24.9 22.7 24.5 RR 45.4 44.4 45.1
total 100.0 100.0 100.0 total 100 100 100
employment. Next, we will nd out whether these original results change
as we take into account the dierences in the relative amounts of fast-food
restaurants in New Jersey and Pennsylvania.
The probability for being subject to the minimum wage increase in the
CK sample is P (D = 1) = P (NJ) = 309
384
and the propensity scores are
P (D = 1jBK) = P (NJ jBK) = 126
159
, P (NJ jKFC) = 67
79
, P (NJ jWendy0s) =
39
52
and P (NJ jRR) = 77
94
. The semiparametric DID estimator works by multi-
plying each dierence Y (1) Y (0) among New Jersey restaurants by a factor
of 1
P (NJ)
= 384
309
independently of the chain the observation belongs. For Penn-
sylvania observations the corresponding factors are chain-dependent and are
 384
309
 126
33
for BK,  384
309
 67
12
for KFC,  384
309
 77
17
for Wendy's and  384
309
 39
13
for
RR restaurants.3 The scaling factors for Pennsylvania restaurants are neg-
ative as these belong to the control group. As we compare the employment
levels of New Jersey restaurants to the levels of Pennsylvania restaurants,
positive value for Y (1)   Y (0) for Pennsylvania restaurant (i.e. increase in
the employment in the control group) gives negative contribution for the
estimate of the employment eect for the treated. The factor for the BK
restaurants in Pennsylvania is  126
33
times the one for New Jersey restau-
rants. As the number of BK restaurants in New Jersey is about four times
the one in Pennsylvania, the contribution (weight) of a single BK fast-food
restaurant in Pennsylvania corresponds to about four times that of the one
in New Jersey. For the other chains the adjustment and interpretations are
done in a similar manner, as well as for NW data.
Calculating the empirical counterpart of equation E.1 gives us the esti-
mated average employment eect for New Jersey fast-food restaurants, when
3For example for BK restaurants in Pennsylvania we have: 1P (NJ)  D P (NJjBK)1 P (NJjBK) =
384
309 
0  126159
1  126159
=  384309  12633 .
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adjusting for the dierences in the distributions of chains. The estimate using
CK data is 2:50 with the bootstrap standard error of 1:28 (t = 1:95). Thus,
the point estimate for the average employment eect, when using CK data
and adjusting for the chains, is positive, as is the original result. For the NW
data the corresponding estimate is  0:30 with the bootstrap standard error
of 0:50.4 The NW result becomes statistically insignicantly dierent from
zero when adjusting for the chains.
E.2.2 Adjusting for the dierences in the company-
ownership
In the CK data, 35:0 percent of New Jersey restaurants and 34:7 percent of
Pennsylvania restaurants are company-owned. The dierence is not very large
and thus probably does not change the original result very much when taking
this dierence into account. The propensity scores are now P (NJ jCO) = 108
134
and P (NJ jNCO) = 201
250
. The resulting estimate for the average employ-
ment eect is 2:75, which is with two decimals the same than in CK. As
there is not much to adjust due to small dierences in the distributions of
company-ownership, the result stays the same. The bootstrap standard error
is 1:35 and thus the estimated employment eect is positive with ve per-
cent signicance level when taking the dierences in the company ownership
into account. In the NW data, 41:1 percent of New Jersey restaurants and
56:9 percent of Pennsylvania restaurants are company-owned.5 The estimate
for the average employment eect is  1:29 with the standard error of 0:70
(t = 1:84). The NW result is negative and statistically signicant with ten
percent signicance level when adjusting for the company-ownership.
4When calculating the average employment eect using NW data we have to discard
KFC restaurants, because there are none of them in Pennsylvania. Thus we work here
with 225 observations.
5The propensity scores are now P (NJ jCO) = 67108 and P (NJ jNCO) = 96127 .
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E.2.3 Adjusting for both the chain and the company-
ownership dierences
Next we adjust for the dierences in the joint distribution of chain and
company ownership. Table E.4 shows the percentages of dierent types of
restaurants in New Jersey, in Pennsylvania and in the whole sample for
both CK and NW data. Some dierences are observed in the joint distribu-
tions between New Jersey and Pennsylvania. There are no company-owned
BK restaurants in Pennsylvania in the CK data. Thus, we are unable to
include, neither New Jersey nor Pennsylvania company-owned BK restau-
rants into account when calculating the employment eect when using the
CK data in order to meet the identication conditions. BK restaurants that
are not company-owned and company-owned Wendy's restaurants are over-
represented in the control group. The opposite holds for KFC restaurants that
are not company-owned. The propensity scores are P (NJ jBK;NCO) = 102
135
,
P (NJ jKFC;CO) = 28
36
, P (NJ jKFC;NCO) = 39
43
, P (NJ jWendy0s; CO) =
4
10
, P (NJ jWendy0s;NCO) = 35
42
, P (NJ jRR;CO) = 52
64
and P (NJ jRR;NCO) =
25
30
. As company-owned BK restaurants are excluded both in New Jersey and
in Pennsylvania, we have P (NJ) = 285
360
.6 These result in an employment eect
of 2:08 with the bootstrap standard error of 1:27 (t = 1:65). Thus, adjust-
ing for the dierences in the joint distribution of the chain and the company
ownership gives us positive point estimate for the average employment eect.
This is statistically signicant with ten percent signicance level. For NW
data, other than company-owned RR and not company-owned BK restau-
rants must be excluded both in New Jersey and Pennsylvania in order to
meet the identication conditions of the estimator. Therefore, we exclude 42
observations and use 193 remaining ones. Both company-owned RR and not
company-owned BK restaurants are over-represented in the control group.
Adjusting for the dierences in the joint distribution of the chain and the
company ownership gives us an estimate of  0:50 for the average employment
eect with the standard error of 0:46.7 Thus, the point estimate is negative,
yet statistically insignicantly dierent from zero.
6There are 24 excluded company-owned BK restaurants in New Jersey.
7The propensity scores are P (NJ jBK;NCO) = 6394 , and P (NJ jRR;CO) = 6799 .
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Table E.4: Percentages of dierent types of restaurants
CK data NW data
chain NJ PA All chain NJ PA All
BK, CO 7.8 0.0 6.3 BK, CO 0.0 0.0 0.0
KFC, CO 9.1 10.7 9.4 KFC, CO 0.0 0.0 0.0
Wendy's, CO 1.3 8.0 2.6 Wendy's, CO 0.0 12.5 3.9
RR, CO 16.8 16.0 16.7 RR, CO 41.1 44.4 42.1
BK, NCO 33.0 44.0 35.2 BK, NCO 38.7 43.1 40.0
KFC, NCO 12.6 5.3 11.2 KFC, NCO 6.1 0.0 4.3
Wendy's, NCO 11.3 9.3 10.9 Wendy's, NCO 9.8 0.0 6.8
RR, NCO 8.1 6.7 7.8 RR, NCO 4.3 0.0 3.0
total 100 100 100 total 100 100 100
E.3 Conclusions
We have employed Card and Krueger (1994) and Neumark and Wascher
(2000) data to re-examine their results on the overall employment eect of
the minimum wage using more exible estimator than originally employed.
The point estimates for the average employment eect using the CK data
remain positive all the time when adjusting for the dierences in both the
marginal distributions and the joint distribution of observed characteristics
and is sometimes statistically signicant at ve percent signicance level and
sometimes not. For NW data the corresponding point estimates are all neg-
ative, yet not statistically signicant with ve percent signicance level. Our
results suggest that the original results on the average employment eect
in CK and NW are fairly robust, as taking into account the dierences in
the distributions of the observed covariates does not change the qualitative
results on the overall employment.
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Chapter 4
Seat Belt Laws and
Compensating-Behavior:
Evidence by using the CIC
Estimator
Abstract
This article employs the Cohen and Einav (2003; CE) data together with the
changes-in-changes (CIC) estimator to re-examine the eects of the manda-
tory seat belt laws on driving behavior and trac fatalities in the U.S. We
conrm two of the CE results. On the average an implementation of a manda-
tory seat belt law results in an increase in the seat belt usage rate and a
decrease in the total fatality rate. In contrast to CE, we do nd evidence
on compensating-behavior theory. In addition to the average eect studied
in CE, we provide the state-specic eects of the seat belt laws. We show
that the implementation of the mandatory seat belt laws reduces the fatali-
ties most eectively among the big states as well as in the jurisdictions with
wealthy people and high population density. The compensating-behavior is
observed especially in the states by the border of the U.S.
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4.1 Introduction
In the 1980s and 1990s the federal government encouraged states to adapt
stronger mandatory seat belt laws in order to reduce the trac fatalities.
This resulted in an enforcement of mandatory seat belt laws between 1984
and 1999 in all states, but New Hampshire. At least two theoretical consid-
erations on the eect of an implementation of a mandatory seat belt law
exist. On one hand the seat belt usage is supposed to save lives when serious
accident happens.1 On the other hand, as drivers wearing seat belts feel more
secure, they may drive less carefully, which leads to more trac fatalities.
This compensating-behavior theory was proposed by Sam Peltzman (1975).
Alma Cohen and Liran Einav (2003; CE) collected a data set on seat belt
laws, seat belt usage and trac fatalities in the U.S. jurisdictions in order to
study the eects of the seat belt laws on driving behavior and trac fatali-
ties. These data include observations on the trac fatalities among both car
occupants and nonoccupants (pedestrians, bicyclists and motorcyclists). The
car occupants are aected in two dierent ways. If the number of car occu-
pants wearing seat belts increases, there will be an increase in the number of
those who survive when serious accidents happen (direct eect). If the drivers
wearing seat belts drive less carefully they will face serious accidents more
often (indirect eect). Thus, the car occupants are aected both directly and
indirectly by the seat belt law. The nonoccupants are aected only indirectly
and the possible increase in the fatalities among nonoccupants would be an
evidence on the compensating-behavior. As the data have information for
both the car occupants and the nonoccupants these allow to study the pure
indirect eect as well. CE describe their data in p. 831: "An important and
unique element of our data set is the state level data on seat belt usage."
The unique feature of their data, the availability of the state level data, is
used in their article for controlling purposes. CE report as their results that
the seat belt laws, on the average, increase the seat belt usage and decrease
the trac fatalities. They nd no sign of the compensating-behavior.
This article exploits the availability of the state level data in a dierent
way than CE. It employs the changes-in-changes (CIC) estimator, introduced
1One does not, for instance, y through the windshield because of the seat belt.
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by Susan Athey and Guido W. Imbens (2006; IA), together with the CE
data to derive, in addition to the average eect, the state-specic eects of
mandatory seat belt laws on driving behavior and trac fatalities in the
U.S. Therefore, our results enable us to deduce the eectiveness of the law in
each of the U.S. jurisdictions that have experienced its implementation. We
concentrate on short-term eects of the seat belt laws and use the data from
years 1985 and 1986. This makes the study less sensitive to trends in time.
Section 4.2 studies the eects of the seat belt laws on both the seat belt
usage and the trac fatalities. Section 4.3 concludes.2
4.2 The Eects of Mandatory Seat Belt Laws
In this section we study the eects of a law of a mandatory seat belt usage on
driving behavior and trac fatalities. We provide in addition to the average
eects, the state-specic eects of the seat belt law. The results regarding
the trac fatalities are provided separately for the car occupants and for the
nonoccupants (pedestrians, bicyclists and motorcyclists).
4.2.1 The Data
The data being employed are the ones introduced by Alma Cohen and Liran
Einav in 2003.3 Year 1986 stands out in the CE data as there are 18 jurisdic-
tions4 that were aected the rst time by the implementation of the primary
or the secondary enforcement5 of a seat belt law that year. The eect of the
2The R-algorithms that calculate the estimates for the treatment ef-
fects implied by the CIC estimation are provided in authors homepage
http://www.valt.helsinki./blogs/ropponen.
3The detailed description of these panel data that cover 50 U.S. states and the District
of Columbia in years 1983-1997, is given in section III and the data appendix in their
article.
4These are California (CA), Connecticut (CT), District of Columbia (DC), Florida
(FL), Hawaii (HI), Idaho (ID), Iowa (IA), Kansas (KS), Louisiana (LA), Maryland (MD),
Missouri (MO), New Mexico (NM), North Carolina (NC), Ohio (OH), Tennessee (TN),
Texas (TX), Utah (UT) and Washington (WA).
5The primary enforcement means that the police is allowed to stop and ne violators
of this (seat belt) law even if they do not engage in other oenses, whereas the secondary
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implementation of the seat belt law on the seat belt usage as well as on the
trac fatalities can be found out by comparing these in 1986 to that of 1985.
We take the treatment group to consist of states6 that have been under a
mandatory seat belt law at least half a year in 1986 and have not been at
least half a year in 1985. Thus, the state belongs to the treatment group if
its implementation has taken place between 7/2/85 and 7/1/86 and belongs
to the control group if it has taken place after 7/1/86.7 Four of the states
were aected by the enforcement already in 1985 as these had the seat belt
laws implemented already 7/1/85 or before. These states are excluded from
the analysis.8
In gure 4.1 we plot the seat belt usage rates in 1985 and 1986 for each
of the treatment and control group states with no missing data on the seat
belt usage rates in these years, as well as the averages for both groups. It
shows that the seat belt usage rate was on the average slightly lower among
treatment group states than in the control group states in 1985. For the ob-
servations above the 45 degree line we have an increase in the seat belt usage
rate, whereas for the ones below we have a decrease. In 1986 the averages of
both groups increased, with treatment group experiencing a bigger increase
than the control group. Even if the seat belt usage rates were about the
same in the treatment and control groups in 1985, in 1986 the seat belt us-
age rate of the treatment group is about 1.5-folded compared to the control
group. This qualitative information points to the direction that the law of a
mandatory seat belt usage has increased the seat belt usage rate.
We follow CE by using the fatality rate, which is dened as the number
of trac fatalities per million of trac miles, as the variable of interest when
studying the eect on the trac fatalities. Figure 4.2 plots the fatality rates
enforcement means that a police is allowed to ne for not using the seat belt only when
the violators are stopped for some other oense.
6From now on we will use the term states such that it means the 50 U.S. states and
the District of Columbia.
7This diers slightly from CE denition for the year of rst time implementation. In the
CE data there are six states (FL,IA,ID,KS,LA,MD) that share the same day (7/1/86) for
the implementation of the seat belt law. We classify all of these to belong to the treatment
group, whereas according to the CE classication FL and LA would belong to the control
group and others into the treatment group.
8These states are Illinois, Michigan, New Jersey and New York.
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Figure 4.1: The seat belt usage rates for the treatment group (triangles) and
for the control group (circles) before (1985) and after (1986) the seat belt
laws. The averages are given with the lled symbols.
in 1985 and 1986 in each treatment and the control group states together
with the averages of these groups. The gure shows that the average of the
treatment group was slightly higher than the average of the control group in
1985. The average of the fatality rate decreased from 1985 to 1986 among
the states in the treatment group and increased in the states in the control
group. After these changes the average for the treatment group is lower than
the average for the control group in 1986. Thus, according to the gure the
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Figure 4.2: The fatality rates for the treatment group (triangles) and for the
control group (circles) before (1985) and after (1986) the seat belt laws. The
averages are given with the lled symbols.
fatality rate may have, on the average, reduced due to the implementation
of the seat belt laws.
Given the theoretical considerations on the direct and indirect eects of
the seat belt laws, we plot the corresponding graphs for car occupants and
the nonoccupants in gures 4.3 and 4.4. For the car occupants we see that
there has been, on the average, a small reduction in the fatality rate among
treatment group states and an increase in the states in the control group
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Figure 4.3: The car occupants' fatality rates for the treatment group (trian-
gles) and for the control group (circles) before (1985) and after (1986) the
seat belt laws. The averages are given with the lled symbols.
indicating that the seat belt law might result in a decrease in the fatality
rate. For the nonoccupants there have been small reductions in the average
fatality rates in both of the groups from 1985 to 1986. Figure 4.4 also shows
that the fatality rates for the nonoccupants are on the average higher for the
states in the treatment group than in the control group.
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Figure 4.4: The nonoccupants' fatality rates for the treatment group (trian-
gles) and for the control group (circles) before (1985) and after (1986) the
seat belt laws. The averages are given with the lled symbols.
4.2.2 The Empirical Strategy
The treatment eect is dened to be the dierence between the outcome that
occurs after the treatment and the one that would have occurred in its ab-
sence. As the latter is unobserved we have to come up with the counterfactual
outcomes. The way these are constructed dier between estimators. To study
the eects of a law of a mandatory seat belt usage both on the seat belt usage
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and on the trac fatalities, we use the CIC estimator. It has a more exible
construction of the counterfactual outcomes than the conventional DID esti-
mator and because of that allows for nonlinearities and is capable to provide
not only the average eect, but also the state-specic eects - something that
the conventional DID estimator is incapable for providing. The conventional
DID estimator adds multiple additional assumptions to the CIC estimator
and is thus a special case of this more exible estimator. The construction
of the counterfactual values using CIC estimator are illustrated in AI and in
section 2 in Olli Ropponen (2010). We refer to AI for a throughout discussion
about the CIC estimator.
4.2.3 The Eects of Mandatory Seat Belt Laws on Seat
Belt Usage
Let us begin the econometric analysis of the eects of the seat belt laws
by studying the eects of the seat belt laws on the seat belt usage rate.
Here we use the observations on states that have no missing values for the
seat belt usage neither in 1985 nor 1986. Figure 4.5 provides us the state-
specic eects of the seat belt law on the seat belt usage rate, implied by the
CIC estimator, together with the average eects implied by both the CIC
and the conventional DID estimators. According to both the CIC and the
conventional DID estimators an implementation of the seat belt law has had
on the average a positive eect on the seat belt usage rate.9 The three states
where this positive eect has been especially large are Hawaii, Maryland and
Ohio.
4.2.4 The Eects of Mandatory Seat Belt Laws on
Trac Fatalities
In this section we perform a quantitative analysis to nd out both the state-
specic eects and the average eect of a law of a mandatory seat belt usage
on the trac fatalities. The state-specic eects of the mandatory seat belt
laws on fatality rates implied by the CIC estimator are given in gure 4.6 to-
9Standard errors are calculated by bootstrap procedure.
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Figure 4.5: The state-specic changes in the seat belt usage rate due to the
seat belt law together with the average eects implied by the CIC and DID
estimators. The dashed lines correspond to the limits of the 95% condence
interval.
gether with the average eects implied by both the CIC and the conventional
DID estimators. According to both the conventional DID estimator and the
CIC estimator the average eect is negative.10 The biggest state-specic re-
ductions in the fatality rate are seen among big states, like in New Mexico
10^DID =  0:0011 and ^CIC =  0:0012. The standard errors are estimated by boot-
strap procedure.
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Figure 4.6: The state-specic eects of the mandatory seat belt laws on the
fatality rates together with the average eects implied by the CIC and DID
estimators. The dashed lines correspond to limits of the 95% condence in-
terval.
and Texas, and in states with wealthy people and high population density,
like District of Columbia and Connecticut as well as in Washington.11
Given the theoretical considerations, we study the eects of the seat belt
laws on the trac fatalities separately for car occupants and nonoccupants.
11^CICNM =  0:0065, ^CICDC =  0:0051, ^CICTX =  0:0035, ^CICWA =  0:0033, ^CICCT =
 0:0028.
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Figure 4.7: State-specic eects of the mandatory seat belt laws on the fatal-
ity rates among car occupants together with the average eects implied by
the CIC and DID estimators. The dashed lines correspond to limits of the
95% condence interval.
Figures 4.7 and 4.8 show the information corresponding to gure 4.6 for car
occupants and nonoccupants.12 Figure 4.7 shows that an implementation of
12The data on District of Columbia cannot be used neither for car occupants nor for
nonoccupants in order the CIC estimator to meet the identication conditions. The values
of it are not in the domain of the control group in the earlier period. The data on Florida
cannot be used for nonoccupants because of the same reason.
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Figure 4.8: State-specic eects of the mandatory seat belt laws on the fatal-
ity rates among nonoccupants together with the average eects implied by
the CIC and DID estimators. The dashed lines correspond to limits of the
95% condence interval.
a seat belt law results in for the car occupants, on the average, a negative
eect.13 The biggest reductions in the fatality rate due to the implementation
of the seat belt law are observed in New Mexico, Hawaii, Washington, Con-
necticut and Iowa. The biggest increases are observed in Missouri, Tennessee,
13^DID =  0:0012 and ^CIC =  0:0015.
117
**
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
*
0.020 0.025 0.030 0.035 0.040
−
0.
3
−
0.
2
−
0.
1
0.
0
0.
1
0.
2
0.
3
Fatality rate
Th
e 
ef
fe
ct
 o
n 
th
e 
fa
ta
lity
 ra
te
 a
s 
a 
fra
ct
io
n 
of
 th
e 
or
ig
in
al
 le
ve
l
NM
DC
TXCT
OH
KS
WA
LA
IAHI
UT
FL
MD IDTNNC
CA
MO
Figure 4.9: State-specic eects of the mandatory seat belt laws on the fa-
tality rates in terms of relative changes.
Utah, North Carolina, Utah and Louisiana. For the car occupants the results
are due to both the direct and the indirect eects.
Figure 4.8 provides some evidence on the compensating-behavior as the
point estimates for the average eect on the fatality rate are positive (^DID =
0:0002 and ^CIC = 0:0002) and in the limit of being statistically signicant
among nonoccupants. The biggest eects of compensating-behavior are ob-
served in Louisiana, Hawaii, North Carolina, Missouri, California Washington
and New Mexico.
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Figure 4.10: State-specic eects of the mandatory seat belt laws on the
fatality rates as a function of million miles.
The negative overall eects in New Mexico, Texas, Washington and Con-
necticut are mainly due to the decreases in the fatality rate among the car
occupants. Hawaii experienced, as a consequence of a seat belt law, a reduc-
tion in the fatality rate among car occupants. In addition to the reduction,
Hawaii witnessed compensating-behavior as there occurred an increase in
the fatality rate among nonoccupants, partially osetting the reduction in
the fatality rate among car occupants.
Figure 4.9 plots the state-specic eects of the mandatory seat belt usage
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Figure 4.11: Lives saved in each of the states due to the mandatory seat belt
laws.
on the fatality rate in terms of relative changes. It shows that the biggest
negative percentage changes in the fatality rate due to the seat belt laws
occur in District of Columbia, New Mexico, Washington, Connecticut and
Texas. The percentage changes in the fatality rates are -27.2%, -16.2%, -
15.2%, -13.9% and -13.5% respectively.
Figure 4.10 plots the state specic eects of the mandatory seat belt
usage on the trac fatalities as a function of million trac miles. It shows
that people drive the most in California and Texas and that there does not
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seem to be any systematic dependence between the miles driven and the
eect of the seat belt laws on the fatality rate.
Figure 4.11 combines the information on the miles driven and the change
in the fatality rate and provides us the estimates for the lives saved due to the
seat belt laws. The implementation of the seat belt laws resulted in 784 lives
saved in 1986. In Texas there were 515 lives saved due to the implementation
of a seat belt law, in Ohio 183, in Washington 118, in New Mexico 86 and in
Connecticut 68. The point estimates for the eects of the seat belt laws on
the fatality rate were positive for Missouri, Louisiana, Florida and California.
The implied increases in the numbers of fatalities are 174, 75, 56 and 10
respectively. The increases in the fatality rates are due to the compensating-
behavior, which shows in the fatality rates among nonoccupants as well as
among car occupants.
4.3 Conclusions
Our study provides new evidence on the eects of the mandatory seat belt
laws. Due to the exible CIC estimator we are able to provide, in addition to
the average eect, the state-specic eects of the seat belt laws on both the
seat belt usage and the fatality rate. Therefore, we may nd out the eec-
tiveness of the seat belt law in each of the jurisdictions that have experienced
its implementation.
We conrm two of the CE results. On the average an implementation of a
mandatory seat belt law results in an increase in the seat belt usage rate and
a decrease in the total fatality rate. As a result we nd that 784 lives were
saved in 1986 due to the implementations of the seat belt laws. In contrast
to CE, we do nd evidence on compensating-behavior theory.
The eect of the seat belt laws in preventing the trac fatalities has been
most eective among the big states (New Mexico, Texas) and in the jurisdic-
tions with wealthy people and high population density (District of Columbia,
Connecticut) as well as in Washington. The compensating-behavior is ob-
served especially in the states by the border of the U.S. (Louisiana, Hawaii,
North Carolina, California, Washington and New Mexico) as well as in Mis-
souri.
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Chapter 5
Life Cycle Consumption of
Finnish Baby Boomers1
Abstract
This article employs the Finnish Household Survey data to study the con-
sumption life cycle proles. As a common feature of the proles we establish
a hump shape. In addition, we observe that the prole for the baby boomers
is more gentle than the prole of the previous generation. Therefore, the
baby boomers are likely to consume more when they are old in comparison
with the previous generation. We also show that the recession in the 1990s
aected the life cycle consumptions of young and old households dierently.
The old households smoothed their life cycle consumption more as a result
of the recession, compared to young households.
1A version of this Chapter has appeared in the HECER Discussion Paper series, No
253 / February 2009.
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5.1 Introduction
The baby boomers are becoming old. The number of them is large and thus
their contribution to the consumption is large as well. This makes us very
interested in their consumption behavior, especially at the older ages. The
special characteristic of the baby boomers is that they have lived their child-
hood right after the wartime, at the time when there has been lack of basically
everything. This restriction in the access to the resources may have aected
their attitudes towards consumption and is likely to show up in the way
they distribute their consumption over the life cycle. For example, their con-
sumption behavior might have moved to more cautionary direction compared
to how it would have been in the absence of this exceptional postwar-time
in their childhood. This possible caution would make these people to con-
sume less in the early parts of the life cycle. In addition to the childhood,
this generation may also have been aected by other things than the pre-
vious generation, also in other parts of the life cycle. One probable source
for these dierences between the generations is the surrounding world that
keeps changing all the time and thus appears dierently for people at dif-
ferent times. Therefore, the dierent generations are imposed to dierent
treatments, which may have impacts on the consumption attitudes, materi-
alizing as the dierences in the consumption behavior.
We employ the Finnish Household Survey data to study the age proles
of consumption, which describe the way the consumption is distributed over
the life cycle. In addition to the general features of these proles, we study
the ways these dier between generations. The modelling of the age proles
of consumption for dierent generations include some challenges. To x the
ideas let us plot the (averages of the) logarithms of consumption expendi-
tures as a function of age for baby boomers in gure 5.1. We do not have
observations for this generation at older ages, but despite it we would like
to model its age prole of consumption for the whole life cycle. Pure non-
parametric models are not suitable for this purpose due to their incapable
extrapolation properties. One possible way to model the age proles of con-
sumption is by estimating a semiparametric model which is parallel with
respect to the generations. In that case the regression curves for dierent
generations would just be vertical shifts from each other. One way to get rid
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Figure 5.1: The averages of the observations of baby boomers
of this restriction would be by including the interaction terms between ages
and generations. In this study, we provide another way to get rid of parallel
model assumption. It can be used also when there are no interaction terms
available, which is the case in our study. With the introduced method we are
able to estimate the regression curve relating the age and the consumption
expenditures, for the whole life cycle for each generation and even without
the parallel model assumption. The capability for estimating the last part of
the regression curve arises from the information on the previous generation.
The proposed method is composed of three steps. The rst two steps fol-
low the footsteps of Hausman and Newey (1995), Schmalensee and Stoker
(1999), Yatchew and No (2001) and Yatchew (2003) and include the estima-
tions of the parametric and nonparametric parts of the partially parametric
model. The third step is a totally new one and is concerned with transforming
the dependence estimated in the second step.
Finland as well as the whole economic world witnessed in the 1990s a
deep recession, which had its impact both on the national economies as well
as on the global economy. Our data include observations both before and
after the recession enabling us to deduce the ways the recession aected the
life-cycle consumption. We compare the eect of the recession on the life-
cycle consumption of the old households in Finland to the eect on young
households.
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Section 5.2 studies the age proles of consumption with the introduced
method, which is derived in more general terms in appendix H. Section 5.3
provides a discussion and section 5.4 concludes.
5.2 Aging and Consumption in Finland
5.2.1 The Data
The data set includes ve independent cross-sections of Finnish Household
Surveys2 in 1985, 1990, 1994-1996, 1998 and 2001. The numbers of observa-
tions for the survey years are 8200, 8258, 6743, 4359 and 5495 respectively,
making the total number of observations 33,055. The data resemble the Fam-
ily Expenditure Surveys, which are widely used in studies concerned with
consumption.3 These studies typically employ data from about a 15- to 20-
year time period, as is the case also in our study. The Finnish Household
Surveys do not have data from every consecutive year, whereas the Family
Expenditure Surveys do.
This study uses the information on four variables in the data. Three of
these, the total consumption expenditures, age and year of birth (cohort), are
household specic variables, and the fourth one is the survey year. The total
consumption expenditures are given in terms of 2001 euro.4 The age and the
year of birth of the household are taken to be the ones of the household head.
The combined data from 1994 to 1996 will be henceforth referred as the data
from 1995.
In gure 5.2, we plot the averages, conditional on age, for the whole
2More detailed information about the data can be found in Statistics Finland 2001 and
2004 (Tilastokeskus 2001 and 2004).
3For example, Lewbel (1991), Hardle and Mammen (1993), Blundell et al. (1994), Kneip
(1994), Attanasio and Browning (1995), Banks et al. (1997), Banks et al. (1998), Deaton
(1998), Blundell and Duncan (1998), Blundell et al. (1998), Pendakur (1999), Blundell et
al. (2003), Stengos et al. (2006), Blundell et al. (2007), Blundell et al. (2008) and Attanasio
and Weber (2010) have used these data in their studies.
4The consumption expenditures in the data for 1985, 1990, 1995 and 1998 are originally
expressed in the former currency of Finland, the mark. These are rst converted to euro,
and then the nominal values are transformed into real ones in 2001 by the Consumer Price
Index.
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Figure 5.2: The averages for the logarithms of the consumption expenditures
data set. The age prole of consumption has a hump shape, as until about
age of 40 or 45 the consumption expenditures of a household increase and
decrease thereafter. This shape is also observed in the Family Expenditure
Surveys. According to Blundell et al. (1994) and Attanasio and Weber (2010),
consumption initially rises and then falls after the mid-forties. The Finnish
Household Survey data share this feature. Attanasio and Browning (1995)
nd that the observed shape of the prole can be explained by the family
composition and income over the life cycle.
In gure 5.3 we plot the averages of the data for each of the survey
years. It shows that the age proles of consumption have a hump shape in
every survey year. This shape seems to be changing slowly over time, and
dierences between survey years seem to be close to constants. In addition
to the shape, we also observe the smoothness of the proles with just small
jumps appearing between consecutive ages.
We have two research questions to be studied in this section. The rst is
about how the consumption expenditures are distributed over the life cycle.
The second is concerned with how the age proles of consumption dier
between generations. In particular, we want to know the way the consumption
127
Figure 5.3: The averages for the logarithms of consumption expenditures for
the survey years
expenditures of baby boomers dier from the previous generation as old.5
We dene three generations that we call boys, fathers and grandfathers. The
households with a year of birth after 1965 belong to boys, the ones with a
year of birth from 1945 to 1965 belong to fathers, and the ones with a year
of birth before 1945 belong to grandfathers.6 The numbers of observations
for boys, fathers and grandfathers are 3375, 15646 and 14036 respectively.
The averages for the generations are depicted in gure 5.4. It shows that we
do not have observations for the whole life cycle for any of the generations,
but can observe only some part of it. Despite this, we want to compare the
5Some studies concerned with dierent cohorts, use the cohort averages. We are not
taking that route. Also, many of the papers use the adult equivalent scales (see for example
Lewbel (1989) and Banks (1994) for the underlying reasoning). We do not follow those
tracks either. For an excellent review on models for consumption and saving, see Attanasio
and Weber (2010).
6We dene the generations such that boys are born after 1965, fathers from 1945
to 1965 and grandfathers before 1945. The estimations have also been performed with
the corresponding pairs of years of birth (1940; 1960); (1941; 1961) : : : ; (1950; 1970). The
results corresponding to the scaling parameters reported in table 5.1 are given in table
G.1 in appendix G. Each of these estimations provides the same qualitative results.
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Figure 5.4: The averages for boys, fathers and grandfathers
whole proles between the generations - the comparison is just being done
with this imperfect information.
5.2.2 Testing for the Linearity
In many cases when there is no a priori information about the functional form
for the model to be estimated, a researcher estimates a linear regression model
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and hopes that it provides a good approximation for the true underlying
dependence. Let us rst check how likely is it that the data would appear
from a process that is linear. The tests for the linearity of the regression
curve can be done with the specication test7 with the test statistics8
V =
p
n(s2res   s2diff )
s2diff
; (5.1)
where9
s2res =
1
n
nX
i=1
(ln ci   ^  ^agei)2 and
s2diff =
1
2n
nX
i=2
(ln ci   ln ci 1)2: (5.2)
Under the null hypothesis of the linear model being the correct one, the
test statistics has asymptotically standard normal distribution, V
ass N(0; 1).
Under the alternative hypothesis s2res will overestimate the residual variance,
and thus the large positive values of the test statistics are the ones that reject
the null hypothesis.10
First, we test the null hypothesis of linearity for the relation depicted in
gure 5.2, that is for the whole data set. The test statistics gets the value
of 56:8, and thus we reject the null hypothesis of the functional form being
linear. Second, we test the linearity of each of the survey years, depicted in
gure 5.3. V-statistics are 27:5, 25:2, 23:9, 15:9 and 25:2 respectively and thus,
the null hypothesis of the linearity is rejected at every point in time. Third
we test the linearity of the dependence for our three generations depicted
in gure 5.4. The V-statistics are now 4:0, 6:5, 7:9 respectively implying the
7There is a vast literature on specication testing. Ellison and Ellison (2000) provide
a summarization and a large number of references on the issue until that time.
8By the test statistics we compare the residual variance from the linear regression
model to the one from the smooth underlying function for dependence. The dependence
is said to be smooth if the rst derivative is bounded. In addition to the smoothness of
the dependence, we only need the ages to be dense in the domain to be able to perform
the test. For a detailed discussion on the test statistics, see Yatchew (2003).
9Here the observations are ordered by the variable age in a way that age1  age2 
: : :  agen.
10That is, we have a one-sided test.
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rejection of the linearity for each of the generations. Because linearity does
not seem to be the case even in some part of the life cycle, it is unlikely to
be the case for the whole life cycle. As the linearity is highly rejected, we do
not want to estimate the linear regression model, but proceed with nonlinear
models.
5.2.3 Steps 1 and 2: The Estimation of the Partially
Parametric Model
In the rst two steps of our three-step method we follow Hausman and Newey
(1995), Schmalensee and Stoker (1999), Yatchew and No (2001) and Yatchew
(2003) and estimate a partially parametric model. Our specication reads as
ln ci = f(agei) + yeari + i; (5.3)
where ln ci refers to logarithm of total consumption expenditures, agei to
age, yeari to survey year and i to error term for household i, and f is
supposed to be some smooth function. The data f(ln ci; agei; yeari)g are rst
reordered in increasing order, that is age1  age2; : : : ; age33055. Then we take
the dierence to get11
ln ci   ln ci 1  1985(yeari;1985   yeari 1;1985) +
+ 1990(yeari;1990   yeari 1;1990) +
+ 1995(yeari;1995   yeari 1;1995) +
+ 1998(yeari;1998   yeari 1;1998) +
+ 2001(yeari;2001   yeari 1;2001) + i   i 1: (5.4)
As the rst step we estimate the parameters 1985; 1990; 1995; 1998 and 2001.
12
The estimation results from this step are: ^1985 =  0:29, ^1990 =  0:14,
11Here we use the approximation f(agei)  f(agei+1)  0. In cases when agei = agei+1
this approximation becomes exact and f(agei)   f(agei+1) = 0. This happens in all but
81(=33055) cases.
12It is worth noticing that not all the observations contribute to parameter estimates for
year. When the consecutive observations are from dierent years their dierence ln ci  
ln ci 1 does contribute to parameter estimates for year and otherwise does not. In our
data we have observations for most of the ages between 20 and 85 for each of the survey
years, and therefore also a lot of observations contributing to parameter estimates year
and thus the order of the observations should not drive our results.
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^1995 =  0:01, ^1998 =  0:00 and ^2001 =  0:00.
In the second step we treat the year's as if they were known
13 and turn
to the estimation of a pure nonparametric model
ln ci   ^yeari = f(agei) + i: (5.5)
Our task is to nd a good approximation for the smooth function f . In order
to guarantee the robustness of our results the estimation of f is performed
with multiple nonparametric regression techniques combined with multiple
choices for the weight functions. The techniques include spline, kernel, loess
as well as local polynomial estimations and the weights obey normal, triangu-
lar, quadratic and tri-cube distributions.14 The most crucial choice regarding
the performance of the regression curve is the choice of smoothing parameter,
which describes the amount the dependence is smoothed. If the dependence
is smoothed too much, the important features of the dependence are elimi-
nated, whereas with too little smoothing, the data are followed too closely
and the predictions for the new data are not that good.15 The value for the
smoothing parameter is chosen by cross-validation in each of the nonpara-
metric regressions.
One estimation of the regression curve is performed by the spline estima-
tor, three with the kernel estimators and 12 with the loess estimators. The
results from these 16 estimations for f are depicted one by one in gures G.1
and G.2 in appendix G,16 and all of these are depicted in the same graph
gure 5.5. From the pooled gure we see that all the regression curves give us
very similar results for consumption from age 25 to age 80 and the dierences
arise only at the ends of the regression curves where we do not have as many
observations as in the middle. There are (at least) seven regression curves
that share almost identical behavior (see appendix G for details). These arise
from the spline estimation and the loess estimations using the rst and the
13To be the ones we estimated them to be.
14We also performed the estimation of f by using eight parametric specications. These
give the same qualitative results as the spline, kernel, loess and local polynomial estima-
tions. The results are available upon request.
15The reasoning behind the spline, kernel and loess estimation estimations are given in
appendix F.
16The local polynomial estimations are provided in appendix G as well.
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Figure 5.5: The result from the spline, kernel and loess estimations for f in
equation 5.5
second order polynomials with weights being triangular, quadratic and tri-
cube. These are depicted in gure 5.6. Each of these provides about equally
close approximation for the true underlying age prole of consumption, but
we will from now on concentrate on the one arising from the loess estimation
using rst order polynomials with the quadratic weights.
5.2.4 Step 3: The Estimation of the Age Proles of
Consumption for Dierent Generations
So far we have performed some familiar semiparametric estimations. Now
in the third step we dier from the previous authors by giving a regression
curve more freedom. The regression curves above share a restriction that
given the values for input variables they give the same prediction for all the
generations. In order to get generation-specic proles we allow the general
prole appearing from the second step, to transform. As the transformation
can be done in (innitely) many ways, the next question is how we allow this
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Figure 5.6: The spline estimate and 6 loess estimates for f in equation 5.5
to happen. We saw already in section 5.2.1 that the age proles of consump-
tion have similar shape in every observed year and also that the maximum
of the prole stays at the same place at about age 40 or 45.17 The linear
transformation that only scales18 and vertically shifts the general prole has
the property of keeping the maximum at the same age.19 For this reason we
perform in the third step the estimation of the regression model
yi = fgeni(agei) + i =  geni + geni f^(agei) + yeari + i (5.6)
where f^(agei) is the predicted value from the second step and  geni (shift
parameters), geni (scaling parameters) and yeari are the parameters to be
estimated. The parameter estimates are given in table 5.1. It shows that
^fath < ^boys and ^fath < ^grand implying that fathers have the most gentle
17The maximum is achieved in the second step estimation at the age of 42.
18By scaling we mean multiplying by some number.
19There already exist models that use the idea of preserving some similarity, such as
in Hardle and Marron (1990), Pinkse and Robinson (1995), Pendakur (1999) and Lewbel
(2008). These allow the dierences to be composed of two shifts only - a vertical one and
a horizontal one (see gure 1 on page 6 in Pendakur for an illustration).
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 ^boys  ^fath  ^grand ^boys ^fath ^grand ^1985 ^1990 ^1995 ^1998 ^2001
 0:17 0:58 0:00 1:02 0:94 1:00  0:04 0:01  0:04  0:01 0:07
Table 5.1: The results from the third step estimation
age prole of consumption of the three generations. Combining the general
prole and the parameter estimates from the third step regression allows
us to construct the age proles of consumption for each of the generations
for each of the survey years. In gure 5.7 we plot the age proles for the
survey year 2001. Here the proles for boys and grandfathers are close to
indistinguishable from each other, whereas the one for fathers has higher
tails. One can visually observe the dierence between the proles for the
fathers and the grandfathers from the gure. We also perform a test for the
similarity between fath and grand and reject the null.
20 Thus, the age prole
for fathers diers from that of grandfathers.
Figure 5.7: The 2001 age proles for boys, fathers and grandfathers
Obviously, there are ages for each of the generations that cannot be real-
20The standard errors for ^fath and ^grand are 0:0322 and 0:01278 respectively. The
t-statistics for testing the H0 : fath = grand gives us 2:253, and thus the null hypothesis
of the similarity is rejected at the 5% risk level.
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ized in 2001, but the age proles of consumption for those ages can answer
the question about the counterfactual consumption at that age. This prop-
erty also allows us to compare the dierent generations. In order to get an
idea of the dierence between fathers and grandfathers in euro,21 we plot the
dierence in gure 5.8.
Figure 5.8: The dierence between the age proles for fathers and grandfa-
thers
5.2.5 The Eects of the Recession on the Life Cycle
Consumption
Next we study the eects of the recession in the 1990s on the consumption
age proles. We compare the eects between dierent generations as well as
between young and old households. For this purpose we replace the model
5.6 rst by
yi =  geni + geni f^(agei) + timei + !timei f^(agei) + geni;timei
+ geni;timei f^(agei) + i; (5.7)
21These are given in 2001 euro.
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where geni 2 fboys; fathers; grandfathersg and timei 2 fbefore; afterg
with the households belonging to class before are observed in year 1985 or
1990 and class after includes households observed in 1995, 1998 or 2001. The
interpretation of the parameters of our primary interest, geni;timei , are as fol-
lows. Parameter fathers;after (boys;after) is the DID estimate for the eect of
the recession on fathers' (boys') scaling parameter. Therefore, its value tells
how the recession has aected the scaling parameter for fathers (boys), com-
pared to the grandfathers. The parameter values for geni;timei correspond to
the DID estimates for the shift parameter. The parameter estimates for equa-
tion 5.7 are given in table 5.2. It shows that the point estimate for boys;after
is negative, indicating that the consumption age prole for boys would have
become more gentle due to the recession compared to grandfathers. The point
estimate for fathers;after is positive and thus the recession would have made
the consumption age prole of fathers steeper, compared to grandfathers.
These point estimates, however, are not statistically signicant.
 ^boys  ^fath  ^grand ^boys ^fath ^grand ^after !^after
 2:73 0:17  0:04 1:28 0:98 1:00 0:50  0:05
^boys;after ^fathers;after ^boys;after ^fathers;after
1:91  1:00  0:20 0:10
Table 5.2: The estimation results for equation 5.7.
Replacing geni in equation 5.7 with agegroupi 2 fold; youngg allows us
to deduce the dierence of the eects of the recession between the young and
old households. The old households are dened to be the ones with the age
more than 60. Our specication reads as
yi =  agegroupi + agegroupi f^(agei) + timei + !timei f^(agei) + agegroupi;timei
+ agegroupi;timei f^(agei) + i: (5.8)
The estimation results of equation 5.8 are given in table 5.3. The table shows
that the DID estimate for the scaling parameter is negative (with p-value
0.027), which means that the consumption age prole for old households has
become more gentle due to the recession, compared to the young households.
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 ^old  ^young ^old ^young ^after !^after ^old;after ^old;after
 0:66 0:05 1:07 0:99 0:03  0:00 1:49  0:15
Table 5.3: The estimation results for equation 5.7.
5.3 Discussion
This section provides short discussions of the method and the robustness of
the results.
5.3.1 Discussion about the Method
This paper provides an estimation method that is implemented in three
steps.22 The rst two steps cover the estimation of a partially parametric
model. First we estimate the parametric part in order to reduce the estima-
tion to the estimation of the pure nonparametric model. For the nonpara-
metric estimation we can then use familiar techniques such as spline, kernel,
loess or local polynomial estimations. The parametric part of the partially
parametric model includes in our case only the dummy variables for dierent
groups m. Thus, the performance of this model is subject to nding a vari-
able that divides the population into (M) groups such that the dependencies
between xi and yi in these are (as) close (as possible) to vertical shifts be-
tween groups. From the second step estimation we get an estimate for the
general prole, f^ , and by using this we can give an estimate for yi, given xi
and ^mi
y^i = f^(xi) + ^mi : (5.9)
The restriction that we have in this model is that f^ is common for all the
groups. This means that if the predicted value for yi is larger for group 1
than for group 2 for some x0, then it is also the case for every other x00.23
The third step is concerned with transforming the dependence obtained
in the second step. After this transformation we have own proles for each of
the groups g, without these being restricted to be parallel with each others.
22The asymptotic properties of our estimator are left to future studies.
23That is, the order of the predictions between dierent subgroups stays the same inde-
pendently of the value of x.
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The transformation is done by estimating the linear regression model, where
the dependent variable yi is regressed on the predicted values from the second
step estimation, f^(xi).
24 The functional form for the third step estimation is
thus carried by the general prole. As long as the group specic proles fg
are close to being just scaled and shifted general proles f , we have after the
third step, good approximations for each of the groups. The proles f^g do
not share the same restriction as the general prole does.25 If the predicted
value for yi is larger for group 1 than for group 2 with some x
0, this does
not guarantee that it would be the case with every other x00, i.e. we no
longer have a parallel model, unlike in the case of the general prole. Despite
the dierences in the degree of restrictions between the general prole and
the group specic proles, these share a nice property of being able to give
reasonable approximations for the places where we do not have observations.
From a technical point of view there are some special features we have to
take care of when choosing the method being employed. If we approached our
main question purely by dummy variables for ages, years of birth and survey
years, we would restrict ourselves to a parallel model. The null hypothesis of
the parallel model with respect to generations is rejected, and thus an estima-
tion of this parallel model would not be right thing to do. With cross-terms
for ages and years of births we would be able to get rid of this restriction. In
our case we do not have all the combinations of ages and years of births, and
thus this approach is frustrated. Another thing we have to take care of is that
a person born in a particular year can be observed at a certain age only in a
certain year. Thus we have to take into account the eect of the "state of the
world" for each year. We follow the footsteps of Ehrlich and Becker (1972) as
they emphasize that the state of the world should be separated clearly from
individual tastes. This is handled here by letting the survey year carry the
information about the state of the world, whereas the year of birth is the one
carrying the information about the individual tastes (for consumption).
24This transformation is such that it retains all the extreme values of f^g to be at the
same xi as the ones of f^ .
25If the parallel model truly is the case, then also fg's share this property, but it is not
expected to hold in general.
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5.3.2 Discussion about the Robustness of the Results
How would a researcher report the results from a study if any way could
be chosen? The optimal way would probably be such that the results would
hold independently of the method and model used. This is obviously some-
thing we cannot achieve, because the number of slightly dierent functional
forms is innite, and thus all of these cannot be used even in a single study.
Despite this incapability we may get closer to the optimal way. This study
takes steps towards this direction by performing a battery of estimations,
which give the same qualitative results and thus make the results extremely
robust. First, multiple estimation techniques - spline, kernel, loess and local
polynomial estimations - have been employed.26 Second, these are combined
with multiple choices of weight functions. Third, multiple dierent denitions
for the generations have been used. As this study has taken much care of the
robustness of the results, we believe that it is highly unlikely that the results
would appear again and again if they were driven by the choice of the model,
by the choice of the weights or by the denition of the generation.
5.4 Conclusions
This paper has provided a study on the life cycle proles of consumption by
employing the Finnish Household Survey data together with an introduced
three-step estimation method. The consumption life cycle proles are shown
to be hump shaped in Finland as the consumption rst increases until the
mid-forties and decreases thereafter. The proles are shown to dier between
generations. The prole of the baby boomers is the most gentle, which im-
plies that this generation is likely to consume less at the age of maximum
consumption, but probably more as old, compared to previous generation.
We have also studied the eects of the recession on the life cycle consump-
tion. The old households have smoothed their consumption as a result of the
recession, compared to the young households.
In addition to new information on the baby boomers in Finland, this
26In addition to these nonparametric estimations multiple parametric estimations have
also been performed, and again these all give the same qualitative results. The results are
available upon request.
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study provides a methodological contribution as well. An introduced three-
step method is capable for getting rid of parallel model restriction even in
the cases when there are no cross-terms available to break this restriction.
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Appendix F
A Short Review on
Nonparametric Estimation
This appendix provides a short review on the spline, kernel and loess estima-
tions, which have been employed in the second step of the proposed three-step
method.
Nonparametric estimation techniques have been in economic researchers'
toolbox for a long time. The kernel and the spline estimation techniques
were introduced in the 1960s,1 and the loess estimation technique in the
1970s.2 These techniques have been employed mostly in the estimation of
Engel curves,3 but otherwise these are, for some reason, not being used as
much as they should be.4 The demand for these nonparametric techniques
arose in the context of Engel curves as the parametric models were observed
to be insucient to describe the curves despite the multiplicity of the dierent
specications. Next we will show one by one the way spline, kernel and loess
1Nadaraya (1964), Watson (1964), Schoenberg (1964), Reinsch (1967).
2Proposed in Cleveland (1979) and extended in Cleveland and Devlin (1988).
3The estimation of Engel curves was rst proposed by Engel (1857) and (1895). After
that Working (1943), Leser (1963), Deaton and Muellbauer (1980), Jorgenson et al. (1982),
Bierens and Pott-Buter (1990), Lewbel (1991), Hardle and Mammen (1993), Kneip (1994),
Hausman et al. (1995), Pinkse and Robinson (1995), Banks et al. (1997), Blundell and
Duncan (1998), Blundell et al. (1998), Pendakur (1999), Blundell et al. (2003), Stengos
(2006), Wilke (2006), Blundell et al. (2007) and Blundell et al. (2008) have studied these
curves, which describe the fractions being consumed to a subcategory.
4This is the reason for providing this review.
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estimators work.
In the spline estimation we choose f such that it minimizes
1
n
nX
i=1
(yi   f(xi))2 + (f 00)2: (F.1)
Here the rst term tells us about the accuracy with which the regression
curve describes the data, and the second term is about the curvature of
the function f . The trade-o between them is dened by the parameter .
Finding the solution for the above is equivalent to nding f to minimize
1
n
nX
i=1
(yi   f(xi))2 s:t: (f 00)2  L: (F.2)
Now the trade-o is described by L, which is chosen by the cross-validation.5
Here L is chosen to be the one that minimizes the cross-validation function
CV (L) =
1
n
nX
i=1
(yi   f^ i(xi))2; (F.3)
where f^ i arises as a solution from the minimization of
1
n
nX
j 6=i
(yj   f(xj))2 s:t: (f 00)2  L: (F.4)
As L gets bigger, the function f is allowed to have more curvature, but as
a trade-o it has to give better predictions. The result from the second step
spline estimation is depicted in the upper left corner in gure G.1.
Like the spline estimation, also the kernel estimation is concerned with
nding an approximation for the function f , describing the systematic depen-
dence between some variables. The kernel estimator provides approximation
for f at each point, x, by employing the weighted sum of the neighboring
values of this point. The estimated value for f at x0 by using the kernel
estimator is
f^(x0) =
nX
i=1
wi(x0)yi; (F.5)
5This was rst proposed for the spline estimation by Wahba and Wold (1975).
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where the weights wi(x0) take the form
wi(x0) =
1
n
K(xi x0

)
1
n
Pn
i=1K(
xi x0

)
: (F.6)
The shape of the weight function is driven by the choice of the density func-
tion, which is here referred as the kernel, K. The normal, triangular and
quadratic are the mostly employed kernels. The weights for the observation
at x, which belong to the neighborhood of x0 (N(x0)), are for these
68><>:
1p
2
exp( 1
2
(x  x0)2); x 2 N(x0) and 0 elsewhere;
a(1  jx  x0j); x 2 N(x0) and 0 elsewhere and
a(1  (x  x0)2); x 2 N(x0) and 0 elsewhere
respectively. In addition to the kernel one has to choose the bandwidth 
that tells about the size of neighborhood being encountered at each point.
It is chosen by the cross-validation,7 where we choose  to minimize the
cross-validation function
CV () =
1
n
nX
i=1
(yi   f^ i(xi;))2: (F.7)
In this way we want  to be chosen such that we get the best possible predic-
tions at x0 when these are given according to the information of the neigh-
borhood only. The results from the kernel estimations are depicted in the
three bottom graphs on the left hand side of gure G.1. From top to bottom,
the weights employed obey normal, triangular and quadratic distributions.
The third nonparametric technique being employed in our study is the
loess estimation. Three dierent types of local polynomials, zeroth, rst and
second order were employed. The estimates for the value of the function f
at x0 for dierent types are
f^(x0) = a^(x0);
f^(x0) = a^(x0) + b^(x0)x0 and
f^(x0) = a^(x0) + b^(x0)x0 + c^(x0)x
2
0 (F.8)
6The variable a is to make sure that we have a density function, i.e. the integral over
the domain gives the unity. The value for this is dependent on the choice of the bandwidth.
7This was rst proposed for the kernel estimation by Clark (1975).
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respectively. The estimates for a, b and c for the third case come as a solution
for
mina;b;c
X
xi2N(x0)
(yi   a(x0)  b(x0)xi   c(x0)x2i )2wi(x0); (F.9)
where N(x0) denotes the neighborhood of point x0 and wi stands for the
weights. The size of the neighborhood is chosen by the cross-validation that
minimizes the out-of-sample prediction error. Four weight functions are em-
ployed: normal, triangular, quadratic and tri-cube.8 The estimations using
zeroth order local polynomials are depicted on the right hand side in gure
G.1, and in gure G.2 we plot the regression curves from the rest of the loess
estimations. The left hand side graphs use the rst order polynomials and
the ones on the right hand side use the second order polynomials.
The nonparametric estimation has also been performed with the fourth
technique, the local polynomial estimation. The reasoning of the method can
be found in Fan and Gijbels (1992), and the results from the estimations are
given in gures G.3 and G.4 in appendix G.
8The density function for tri-cube distribution is a(1  jx  x0j3)3 in the neighborhood
of x0 and zero elsewhere. Here the choice of a depends on the choice of the smoothing
parameter, and the purpose of this is to guarantee that we have a density function.
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Appendix G
Robustness Checks
This appendix presents the regression results from both the nonparametric
estimation in the second step as well as from the third step estimation with
dierent denitions for the generations.
The results from the spline estimation are depicted in the graph in the
upper left corner of gure G.1. Here we see that it performs like most of the
regression curves. The results from the kernel estimations are depicted in the
three bottom graphs on the left hand side of gure G.1. From the graphs we
see that these regression curves start to wiggle at the right end. This type
of behavior is not typical for our proles and arises due to the estimator,
not due to any characteristic of the true prole. Certain adjusting kernel
estimators can get rid of this wiggling. We are not going to use them here,
but take the behavior of the estimator to be a conrmation about the already
known property appearing from time to time in the kernel estimation. The
results from the loess estimations using zeroth order local polynomials are
depicted on the right hand side in gure G.1. The rst of these diers from
all the other estimates by having much higher tails and the three others by
giving us bumpy estimates for f .
In gure G.2 we plot the regression curves from the rest of the loess
estimations. The graphs on the left hand side use the rst order polynomials
and the ones on the right hand side use the second order polynomials. Except
for the graph in the upper right corner, all the regression curves here share
typical features with the other regression curves. The diering one has the
right tail lower than that of the other regression curves.
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Figure G.1: Estimates for f in equation 5.5. The graph in the upper left
corner results from the spline estimation. The last three graphs on the left
hand side are from kernel estimations with normal, triangular and quadratic
weights being employed. The right hand side graphs use the loess estimation.
Here the means are used, and the weights employed are normal, triangular,
quadratic and tri-cube respectively.
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Figure G.2: Estimates for f in equation 5.5. The left hand side graphs use
loess estimation with linear dependencies and the ones on the right hand side
use quadratic dependencies. The weights follow normal, triangular, quadratic
and tri-cube distributions respectively.
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Figures G.3 and G.4 provide the results of the regression curves arising
from the local polynomial estimations. Figure G.3 provides the results when
using the zeroth order polynomials. These share the similar wiggling of the
regression curves than the ones from the kernel estimation. A similar feature
is also observed with the rst order polynomials on the left hand side of gure
G.4, but here the eect is a bit milder. On the right hand side of this gure
we have the results from the estimations with the second degree polynomials.
Here all but the third one share the typical, non-wiggling features of the other
regression curves.
Figure G.3: Estimates from local polynomial regressions with the zeroth de-
gree polynomials for f in equation 5.5. The upper left graph uses a normal,
the upper right a triangular, the lower left a quadratic and the lower right a
tri-cube weight function.
In table G.1 we provide the values for the scaling parameters in the third
step estimation with dierent denitions for the generations. In the rst row
of the table we have dened the generations such that the boys are those
born after 1960, fathers are born between 1940 and 1960, and grandfathers
are born before 1940. The other denitions for the generations are denoted
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Figure G.4: Estimates from local polynomial regressions for f in equation
5.5. The left hand graphs use the rst order polynomials and the ones on the
right hand side use the second order polynomials. The weights employed are
normal, triangular, quadratic and tri-cube respectively.
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analogously with this one. What is observed in the table is that with all the
denitions used for generations, the fathers have more gentle age prole of
consumption than the grandfathers. The other thing we observe is that the
value for the scaling parameter starts to change for boys as we have fewer and
fewer boys. For that reason the estimation results for the boys become a bit
less robust. This is also seen in the standard errors for the coecients for boys
as these more than doubled from the denition using 1960 compared to the
one with 1970. The accuracy of the estimates work the other way around for
fathers and grandfathers even if the standard errors are not reduced by half
between the extremes. This makes the results for fathers and grandfathers
remain very robust even if we change the denition for the generation.
^boys ^fath ^grand ^boys ^fath ^grand
(1940; 1960) 1:019 0:937 0:994 (1946; 1966) 1:024 0:937 0:998
^boys ^fath ^grand ^boys ^fath ^grand
(1941; 1961) 1:016 0:937 0:992 (1947; 1967) 1:021 0:955 0:994
^boys ^fath ^grand ^boys ^fath ^grand
(1942; 1962) 1:008 0:916 0:996 (1948; 1968) 0:993 0:964 0:994
^boys ^fath ^grand ^boys ^fath ^grand
(1943; 1963) 1:018 0:930 0:997 (1949; 1969) 0:950 0:981 0:996
^boys ^fath ^grand ^boys ^fath ^grand
(1944; 1964) 1:021 0:944 1:000 (1950; 1970) 0:934 0:982 0:999
^boys ^fath ^grand
(1945; 1965) 1:017 0:944 1:000
Table G.1: The results from the third step estimation with dierent deni-
tions for the generations
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Appendix H
The Method
In section 5.2 we employed an introduced three-step method together with
the Finnish Household Survey data to model the age proles of consumption.
In this appendix we introduce this method in general.
Suppose we are interested in how an independent variable x and a de-
pendent variable y are related. We allow this dependence to dier between
G groups, g = 1; : : : ; G. In this case the population regression equation reads
as
yi = fg(xi) + i i = 1; : : : ; n; g = 1; : : : ; G; (H.1)
and our objective is to estimate the functions f1; : : : ; fG.
H.1 General Prole
There are (innitely) many ways the relations, denoted by fg, may dier
across groups. For this reason we concentrate on particular types of dier-
ences. Suppose we can nd a variable m1 that divides the population into M
dierent groups with the property that the relation between x and y may be
written as a partially parametric model
yi = f(xi) + mi + i: (H.2)
Here f is a function which does not depend on m, m's are the parameters to
be estimated, and i is the error term. The variablem classies the population
1Variable m gives a dierent partition than the variable g.
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into M categories, and the systematic dependence between x and y diers
across two groups only by a vertical shift. If f is a smooth function and
xi's are dense in the domain, then we can use an approximation to get the
estimates for 1; : : : ; M . Let us rst rearrange the data fyi; xi;mig in a way
that x1  x2  : : :  xn. Then we write
yi   yi 1 = f(xi)  f(xi 1) + 1(mi;1   mi 1;1) +
+ : : :+ M(mi;M   mi 1;M) + i   i 1 
 1(mi;1   mi 1;1) + : : :+ M(mi;M   mi 1;M) +
+ i   i 1; (H.3)
where 's are dummy variables (j;k = 1 when j = k and 0 otherwise).
Estimating this gives us parameter estimates ^1; : : : ; ^M as a result from the
rst step. Let us then proceed as if the population parameters 1; : : : ; M
were known (to be ^1; : : : ; ^M). By subtraction we get from equation H.2
that
~yi = yi   ^m = f(xi) + i; (H.4)
which is a pure nonparametric model, and our task is to nd an approxima-
tion for the function f . The estimation of f , done in the second step, can be
performed with standard nonparametric techniques including spline, kernel,
loess and local polynomial estimations, and we will call the estimate for f ,
f^ , the general prole.
H.2 Proles for Dierent Subgroups
Our focus is on nding approximations for the functions fg; g = 1; : : : ; G in
equation H.1. We allow the functions fg to be such transformations of the
general prole f^ that the following holds:
yi = fg(xi) + i = hg(f^(xi)) + mi + i: (H.5)
Again there are innitely possible functional forms for hg, and here we focus
on the ane ones. This means that we have
yi = fg(xi) + i =  gi + gi f^(xi) + mi + i; (H.6)
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and our task here in the third step is to get the parameter estimates for
 1; : : : ;  G, 1; : : : ; G and 1; : : : ; M . The nice property of the particular
type of transformations is that both the maxima and the minima for the
f^g are reached at the same xi's where f^ reaches its maxima and minima.
This is because the general prole is in addition to shifts by  ^g and ^m just
multiplied by a scalar ^g.
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