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ALGEBRAIC CHERN-SIMONS THEORY
SPENCER BLOCH AND HE´LE`NE ESNAULT
0. Introduction
0.1. Secondary (Chern-Simons) characteristic classes associated to
bundles with connection play an important role in differential geom-
etry. We propose to investigate a related construction for algebraic
bundles. Non-flat algebraic connections for bundles on complex pro-
jective manifolds are virtually non-existent (we know of none), and a
deep theorem of Reznikov [18] implies that Chern-Simons classes are
torsion for flat bundles on such spaces. On the other hand, it is possi-
ble (in several different ways, cf. [1.1] below) given a vector bundle E
on X to construct an affine fibration f : Y → X (i.e. locally over X ,
Y ∼= X × An) such that f ∗E admits an algebraic connection. One can
arrange moreover that Y itself be an affine variety. Since pullback f ∗
induces an isomorphism from the chow motive of X to that of Y , one
can in some sense say that every algebraic variety is equivalent to an
affine variety, and every vector bundle is equivalent to a vector bundle
with an algebraic connection. Thus, an algebraic Chern-Simons theory
has some interest. Speaking loosely, the content of such a theory is
that a closed differential form τ representing a characteristic class like
the chern class of a vector bundle on a variety X will be Zariski-locally
exact, τ |Ui = dηi. The choice of a connection on the bundle enables
one to choose the primitives ηi canonically upto an exact form. In par-
ticular, (ηi − ηj)|Ui ∩ Uj is exact. When X is affine, a different choice
of connection will change the ηi by a global form η.
0.2. Unless otherwise noted, all our spaces X will be smooth, quasi-
projective varieties over a field k of characteristic 0. Given a bundle of
rank N with connection (E,∇) on X and an invariant polynomial P
of degree n on the Lie algebra of GLN (cf. [3]), we construct classes
wn(E,∇, P ) ∈ Γ(X,Ω
2n−1
X /dΩ
2n−2
X ); n ≥ 2.(0.2.1)
The first author is supported in part by the NSF, the second one is supported
in part by the DFG.
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Here ΩiX is the Zariski sheaf of Ka¨hler i-forms on X , and d : Ω
i
X →
Ωi+1X is exterior differentiation. Zariski locally, these classes are given
explicitly in terms of universal polynomials in the connection and its
curvature. They satisfy the basic compatibility:
dwn(E,∇, P ) is a closed 2n-form representing the charac-
teristic class in de Rham cohomology associated to P by
Chern-Weil theory. Note that dwn is not necessarily exact,
because wn is not a globally defined form.
The simplest example is to take E trivial of rank 2 and to assume the
connection on the determinant bundle is trivial. The connection is then
given by a matrix of 1-forms A =
(
α β
γ −α
)
. Taking P (M) = Tr(M2)
one finds
w2(E,∇, P ) = 2α ∧ dα− 4αβγ + βdγ + γdβ
or, if A is integrable,(0.2.2)
w2(E,∇, P ) = −2α ∧ dα = −2αβγ.
One particularly important invariant polynomial Pn maps a diagonal
matrix to the n-th elementary symmetric function in its entries. We
write
wn(E,∇) := wn(E,∇, Pn)(0.2.3)
For example, P2(M) :=
1
2
(TrM)2 − Tr(M2). In fact, when ∇ is in-
tegrable, wn(E,∇, P ) = λwn(E,∇) for some coefficient λ ∈ Q (see
2.3.3).
When k = C, wn(E,∇) is linked to the chern class in A
n(X), where
An(X) denotes the group of algebraic cycles modulo a certain ade-
quate equivalence relation, homological equivalence on a divisor. For
example, A2(X) is the group of codimension 2 cycles modulo algebraic
equivalence. When n = 2 and X is affine, there is an isomorphism
ϕ : Γ(X,Ω3X/dΩ
2
X)/Γ(X,Ω
3
X)
∼= A2(X)⊗Z C.(0.2.4)
Writing c2,cycle(E) for the second chern class of E in A
2(X), we have
ϕ(w2(E,∇)) = c2,cycle(E)⊗ 1(0.2.5)
0.3. Suppose now the connection ∇ on E is integrable, i.e. E is flat.
Let Kmi denote the Zariski sheaf, image of the Zariski Milnor K sheaf
in the constant sheaf KMi (k(X)). One has a map dlog : K
m
i → Ω
i
X,clsd.
Functorial and additive classes
ci(E,∇) ∈ H
i(X,Kmi → Ω
i → Ωi+1 → . . . )(0.3.1)
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were constructed in [8]. One has a natural map of complexes
σ : {Kmi → Ω
i → Ωi+1 → . . . } → Ω2i−1X /dΩ
2i−2
X [−i].(0.3.2)
We prove in section 4
wi(E,∇) = σ(ci(E,∇)) ∈ Γ(X,Ω
2i−1/dΩ2i−2).(0.3.3)
In the case of an integrable connection, the classes wn(E,∇) are closed.
We are unable to answer the following
0.3.1. basic question. Are the classes wi(E,∇, P ) all zero for an inte-
grable connection ∇?
0.4. We continue to assume ∇ integrable. We take k = C, and X
smooth and projective. We define the (generalized) Griffiths group
Griffn(X) to be the group of algebraic cycles of codimension n homol-
ogous to zero, modulo those homologous to zero on a divisor. (For
n = 2, this is the usual Griffiths group of codimension 2 algebraic
cycles homologous to zero modulo algebraic equivalence.) Our main
result is
Theorem 0.4.1. We have wn(E,∇) = 0 if and only if cn(E) = 0 in
Griffn(X)⊗Q.
The proof of this theorem is given in section 5.
The idea is that one can associate to any codimension n cycle Z
homologous to zero an extension of mixed Hodge structures of Q(0) by
H2n−1(X,Q(n)). One gets a quotient extension
0→ H2n−1(X,Q(n))/N1 → E → Griffn(X)⊗Q(0)→ 0
where N1 is the subspace of “coniveau” 1, the group on the right has
the trivial Hodge structure and where
E ⊂ H0(X,H2n−1(Q(n))).
Using the classes (0.3.1) and the comparison (0.3.3) we show
wn(E,∇) ∈ F
0E ∩ E(R).
Furthermore, wn(E,∇) ∈ E(C) maps to the class of cn(E). Since
the kernel of this extension is pure of weight −1 it follows easily that
wn = 0⇔ cn = 0. In fact, Reznikov’s theorem [18] implies
wn(E,∇) ∈ E(Q).
0.5. Through its link to the Griffiths group, it is clear that the classes
wn(E,∇), when ∇ is integrable, are rigid in a variation of the flat
bundle (E,∇) over X . But in fact, a stronger rigidity ( see 2.4.1) holds
true: one can allow a 1 dimensional variation of X as well.
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0.6. Examples (including Gauß-Manin systems of semi-stable families
of curves, weight 1 Gauß-Manin systems, weight 2 Gauß-Manin systems
of surfaces, and local systems with finite monodromy) for which the
classes wn(E,∇) vanish are discussed in section 7.
It is possible (cf. section 7) to define wn(E,∇, P ) in characteristic
p. In arithmetic situations, the resulting classes are compatible with
reduction mod p. When the bundle (E,∇) in characteristic p comes
via Gauß-Manin from a smooth, proper family of schemes over X , we
show using work of Katz [15] that wn(E,∇, P ) = 0. A longstanding
conjecture of Ogus [17] would imply that a class in Γ(X,Hn) in char-
acteristic 0, (where H is the Zariski sheaf of de Rham cohomology),
which vanished when reduced mod p for almost all p was 0. Thus,
Ogus’ conjecture would imply an affirmative answer to 0.3.1 for Gauß-
Manin systems.
0.7. In concrete applications, one frequently deals with connections
∇ with logarithmic poles. Insofar as possible, we develop our construc-
tions in this context (see section 6). The most striking remark is that
even if ∇ has logarithmic poles, wn(E,∇) does not have any poles (see
theorem (6.1.1)).
0.8. Acknowledgments: We thank E. Looijenga for making us aware
of the similarity between our invariant w2 with Witten’s invariant for
3-manifolds (see [20]), and G. van der Geer for communicating [12] to
us.
1. Affine Fibrations
An affine bundle Y over a scheme X is, by definition, an V-torseur
for some vector bundle V. Such things are classified by H1(X,V). In
particular, Zariski-locally, Y ∼= X × An. Pullback from X to Y is an
isomorphism on Chow motives, and hence on any Weil cohomology; e.g.
HDR(X) ∼= HDR(Y ), He´t(X) ∼= He´t(Y ), etc. The following is known as
“Jouanolou’s trick”. We recall the argument from [14].
Proposition 1.0.1. Let X be a quasi-projective variety. Then there
exists an affine bundle Y → X such that Y is an affine variety.
Proof. Let X ⊂ X¯ be an open immersion with X¯ projective. Let
X˜ be the blowup of X¯ − X on X¯ . X˜ is projective, and X ⊂ X˜
with complement D a Cartier divisor. Suppose we have constructed
π : Y˜ → X˜ an affine bundle with Y˜ affine. Since the complement of a
Cartier divisor in an affine variety is affine (the inclusion of the open
is acyclic for coherent cohomology, so one can use Serre’s criterion) it
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follows that π−1(X)→ X is an affine bundle with Y := π−1(X) affine.
We are thus reduced to the case X projective. Let P (N)→ PN be an
affine bundle with P (N) affine. Given a closed immersion X →֒ PN ,
we may pull back P (N) over X , so we are reduced to the case X = PN .
In this case, one can take Y = GLN+1/GLN ×GLN+1.
An exact sequence of vector bundles 0→ G→ F → E → 0 on X gives
rise to an exact sequence of Hom bundles
0→ Hom(E,G)→ Hom(E, F )→ Hom(E,E)→ 0
and so an isomorphism class of affine bundles
∂(IdE) ∈ H
1(X,Hom(E,G)).
Of particular interest is the Atiyah sequence. Let X be a smooth
variety, and let I ⊂ OX ⊗OX be the ideal of the diagonal. Let PX :=
OX ⊗OX/I
2, and consider the exact sequence
0→ Ω1X → PX → OX → 0
obtained by identifying I/I2 ∼= Ω1 in the usual way. Note that PX has
two distinct OX-module structures, given by multiplication on the left
and right. These two structures agree on Ω1 and on OX . Given E a
vector bundle on X , we consider the sequence (Atiyah sequence)
0→ E ⊗OX Ω
1
X → E ⊗OX PX → E → 0(1.0.1)
The tensor in the middle is taken using the left OX -structure, and
then the sequence is viewed as a sequence of OX -modules using the
right OX -structure.
Proposition 1.0.2. Connections on E are in 1 − 1 correspondence
with splittings of the Atiyah sequence (1.0.1).
Proof. (See [1] and [5]). As a sequence of sheaves of abelian groups,
the Atiyah sequence is split by e 7→ e⊗ 1. Let θ : E → E ⊗ PX be an
O-linear splitting. Define
∇(e) := θ(e)− e⊗ 1 ∈ E ⊗ Ω1X .
We have
∇(f · e) := θ(e) · (1⊗ f)− (e⊗ 1)(f ⊗ 1) =
(1⊗ f) · ∇(e) + (e⊗ 1) · (1⊗ f − f ⊗ 1)
= f∇(e) + df ∧ e,
which is the connection condition. Conversely, given a connection ∇,
the same argument shows that θ(e) = ∇(e) + e ⊗ 1 is an O-linear
splitting.
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Corollary 1.0.3. Let E be a vector bundle on a smooth affine variety
X. Then E admits an algebraic connection.
Proof. An exact sequence of vector bundles on an affine variety admits
a splitting.
1.1. In conclusion, given a vector bundle E on a smooth variety X ,
there exists two sorts of affine bundles π : Y → X such that π∗E admits
a connection. We can take Y to be the Atiyah torseur associated to E,
in which case the connection is canonical, or we can take Y to be affine,
in which case all vector bundles admit (non-canonical) connections.
2. Chern-Simons
We begin by recalling in an algebraic context the basic ideas involving
connections and the Chern-Weil and Chern-Simons constructions.
2.1. Connections and curvature. Let R be a k-algebra of finite type
(R and k commutative with 1). A connection ∇ on a module E is a
map ∇ : E → E ⊗R Ω
1
R/k satisfying ∇(f · e) = e ⊗ df + f · ∇e. More
generally, if D ⊂ SpecR is a Cartier divisor, of equation f , one defines
the module Ω1R/k(logD) of Ka¨hler 1-forms with logarithmic poles along
D, as the submodule of forms w with poles along D such that w ·f and
w∧df are regular [?]. A connection with log poles along D is a k linear
map ∇ : E → E ⊗ Ω1R/k(logD) fulfilling the Leibniz relations. When
E has a global basis E = RN , ∇ can be written in the form d + A,
where A is an N ×N -matrix of 1-forms. Writing ei = (0, . . . , 1, . . . , 0)
we have
∇(ei) =
∑
j
ej ⊗ aij .
The map ∇ extends to a map ∇ : E ⊗ Ωi → E ⊗ Ωi+1 defined by
∇(e⊗ ω) = ∇(e) ∧ ω + e⊗ dω. The curvature of the connection is the
map ∇2 : E → E ⊗ Ω2. The curvature is R-linear and is given in the
case E = RN by
∇2(ei) =
∑
j
ej ⊗ daij +
∑
j,ℓ
eℓ ⊗ ajℓ ∧ aij
= (0, . . . , 1, . . . , 0) · (dA− A2).
The curvature matrix F (A) is defined by F (A) = dA−A2. (Note that
the definition F (A) = dA + A2 is also found in the literature, e.g. in
[3].)
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Given g ∈ GLN(R), let γ = g
−1. We can rewrite the connection
∇ = d + A in terms of the basis ǫi := ei · g = (gi1, . . . , giN), replacing
A and F (A) by
dg · g−1 + gAg−1 = −γ−1dγ + γ−1Aγ(2.1.1)
F (dg · g−1 + gAg−1) = gF (A)g−1.(2.1.2)
A connection is said to be integrable or flat if ∇2 = 0. For a connection
on RN this is equivalent to F (A) = 0.
2.2. We recall some basic ideas from [3]. Let G be a Lie algebra
over a field k of characteristic 0, and let G be the corresponding
algebraic group. (The only case we will use is G = GLN .) Write
Gℓ := G ⊗ · · · ⊗ G︸ ︷︷ ︸
ℓ factors
. G acts diagonally on Gℓ by the adjoint action on
each factor, and an element P in the linear dual (Gℓ)∗ is said to be
invariant if it is invariant under this action. For a k-algebra R we
consider the module Λr,ℓ := Gℓ ⊗k Ω
r
R/k of r-forms on R with values
in Gℓ. Let xi denote tangent vector fields, i.e. elements in the R-dual
of Ω1. We describe two products ∧ : Λr,ℓ ⊗R Λ
r′,ℓ′ → Λr+r
′,ℓ+ℓ′ and
[ ] : Λr,1 ⊗R Λ
r′,1 → Λr+r
′,1. In terms of values on tangents, these are
given by
ϕ ∧ ψ(x1, . . . , xr+r′) =∑
π,shuffle
σ(π)ϕ(xπ1, . . . , xπr)⊗ ψ(xπr+1, . . . , xπr+r′)(2.2.1)
[ϕ, ψ](x1, . . . , xr+r′) =∑
π,shuffle
σ(π)[ϕ(xπ1, . . . , xπr), ψ(xπr+1, . . . , xπr+r′)](2.2.2)
Here σ(π) is the sign of the shuffle. These operations satisfy the iden-
tities (for P ∈ (Gℓ)∗ not necessarily invariant)
[ϕ, ψ] = (−1)rr
′+1[ψ, ϕ](2.2.3)
[[ϕ, ϕ], ϕ] = 0(2.2.4)
d[ϕ, ψ] = [dϕ, ψ] + (−1)r[ϕ, dψ](2.2.5)
d(ϕ ∧ ψ) = dϕ ∧ ψ + (−1)rϕ ∧ dψ(2.2.6)
d(P (ϕ)) = P (dϕ)(2.2.7)
P (ϕ ∧ ψ ∧ ρ) = (−1)rr
′
P (ψ ∧ ϕ ∧ ρ)(2.2.8)
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If P is invariant, we have in addition for ϕi ∈ Λ
ri,1 and ψ ∈ Λ1,1
ℓ∑
i=1
(−1)r1+...+riP (ϕ1 ∧ · · · ∧ [ϕi, ψ] ∧ · · · ∧ ϕℓ) = 0(2.2.9)
By way of example, we note that if A = (aij), B = (bij) are matrices
of 1-forms, then writing AB (or A2 when A = B) for the matrix of
2-forms with entries ∑
ℓ
aiℓ ∧ bℓj
we have
[A,A](x1, x2)ij =
(
[A(x1), A(x2)]− [A(x2), A(x1)]
)
ij
= 2
(
A(x1)A(x2)− A(x2)A(x1)
)
ij
= 2
∑
ℓ
(
aiℓ(x1)aℓj(x2)− aiℓ(x2)aℓj(x1)
)
= 2
∑
ℓ aiℓ ∧ aℓj(x1, x2) = 2A
2(x1, x2).
whence
A2 =
1
2
[A,A]
In the following, for ϕ ∈ Λr,ℓ we frequently write ϕn in place of ϕ∧. . .∧ϕ
(n-times). The signs differ somewhat from [3] because of our different
convention for the curvature as explained above.
Theorem 2.2.1. [3] Let P ∈ (Gℓ)∗ be invariant. To a matrix A of
1-forms over a ring R, we associate a matrix of 2-forms depending on
a parameter t
ϕt := tF (A)−
1
2
(t2 − t)[A,A].
Define
TP (A) = ℓ
∫ 1
0
P (A ∧ ϕℓ−1t )dt ∈ Ω
2ℓ−1
R/k(2.2.10)
For example, for
P (M) = TrM2, ℓ = 2, TP (A) = Tr(AdA−
2
3
A3)(2.2.11)
Then dTP (A) = P (F (A)ℓ). The association A 7→ TP (A) is functorial
for maps of rings R → S. If A 7→ T ′P (A) is another such functorial
mapping satisfying
dT ′P (A) = dTP (A) = P (F (A)ℓ),
then
T ′P (A)− TP (A) = dρ
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is exact.
Proof. The first assertion follows from Prop. 3.2 of [3], noting that
Ω(A) in their notation is −F (−A) in ours. For the second asser-
tion, we may assume by functoriality that R is a polynomial ring,
so H2ℓ−1DR (R/k) = (0). The form T
′P (A)− TP (A) is closed, and hence
exact.
Proposition 2.2.2. With notation as above, let g ∈ GLN(R), and
assume ℓ ≥ 2. Then TP (dg · g−1 + gAg−1)− TP (A) is Zariski-locally
exact, i.e. there exists an open cover Spec (R) =
⋃
Ui such that the
above expression is exact on each Ui.
Proof. The property of being Zariski-locally exact is compatible under
pullback, so we may argue universally. The matrix A of 1-forms (resp.
the element g) is pulled back from the coordinate ring of some affine
space Am (resp. from the universal element in GLN with coefficients
in the coordinate ring of GLN), so we may assume R is the coordinate
ring of Am ×GLN .
Let η be a closed form on a smooth variety T . Let f : S → T be
surjective, with S quasi-projective. Then η is locally exact on T if and
only if f ∗η is locally exact on S. Indeed, given t ∈ T we can find a
section S ′′ ⊂ S such that the composition f ′ : S ′ → T , where S ′ → S ′′
is the normalization, is finite over some neighborhood t ∈ U . Assuming
f ∗η is locally exact, it follows that f ∗η|f ′−1(U) is locally exact, and so
by a trace argument (we are in characteristic zero) that η|U is locally
exact as well.
We apply the above argument with
η = TP (dg · g−1 + gAg−1)− TP (A)
and T = Am × GLN . As a scheme, GLN ∼= Gm × SLN , and for some
large integer M we can find a surjection
∐
finite A
M → SLN by taking
products of upper and lower triangular matrices with 1 on the diagonal
and then taking a disjoint sum of translates. Pulling back, it suffices
to show that a closed form of degree ≥ 2 on AM+m×Gm is exact. This
is clear.
2.3. Construction. Let E be a vector bundle of rank N on a smooth
quasi-projective variety X . Let P be an invariant polynomial as above
of degree n on the Lie algebra GLN . Suppose given a connection ∇
on E. (Such a connection exists when X is affine because the Atiyah
sequence splits) Let X =
⋃
Ui be an open affine covering such that
E|Ui ∼= O
⊕N , and let Ai be the matrix of 1-forms corresponding to
∇|Ui. The class of TP (Ai) ∈ Γ(Ui,Ω
2n−1/dΩ2n−2) is independant of
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the choice of basis for E|Ui by 2.2.2. It follows that these classes glue
to give a global class
wn(E,∇, P ) ∈ Γ(X,Ω
2n−1/dΩ2n−2)(2.3.1)
Proposition 2.3.1. Let E be a rank N-vector bundle on a smooth
affine variety X. Let ∇ and ∇′ be two connections on E. Let P be an
invariant polynomial of degree n. Then there exists a form
η ∈ Γ(X,Ω2n−1X )
such that
wn(E,∇, P )− wn(E,∇
′, P ) ≡ η mod(dΩ2n−2)
Proof. Because X is affine, any affine space bundle Y → X admits a
section. (An affine space bundle is a torseur under a vector bundle.)
Thus, we may replace X by an affine space bundle over X . Since
X is affine, E is generated by its global sections, so we may find a
Grassmannian G and a map X → G such that E is pulled back from
G. We may find an affine space bundle Y → G with Y affine. Replacing
X with X ×G Y , which is an affine bundle over X , we may assume E
pulled back from a bundle F on Y . Since Y is affine, F admits a
connection Ψ, and it clearly suffices to prove the proposition for ∇ the
pullback of Ψ. Write ∇′ − ∇ = γ with γ ∈ HomOX (E,E ⊗ Ω
1). Let
ι : X →֒ Am be a closed immersion. The product map X →֒ Y ×Am is
a closed immersion, hence γ lifts to ϕ ∈ HomOY×Am (F, F⊗Ω
1
Y ×Am). Let
Ψ′ := Ψ + ϕ. We are now reduced to the case X = Y × Am. Writing
H2n−1 for the Zariski cohomology sheaf of the de Rham complex on
X , one knows that Γ(X,H2n−1) ⊂ Γ(U,H2n−1) for any open U 6= ∅
[2]. Taking U = AM+m, where AM is an affine cell in Y , we may
assume Γ(X,H2n−1) = (0). Now dw(E,∇, P ) and dw(E,∇′, P ) both
represent the same class in cohomology, so, since X is affine, there
exists η ∈ Γ(X,Ω2n−1) such that
wn(E,∇, P )− wn(E,∇
′, P )− η ∈ Γ(X,H2n−1) = (0).
Proposition 2.3.2. Let ∇ be an integrable connection on E, and let
P be an invariant polynomial of degree n. Let H2n−1 = Ω2n−1closed/dΩ
2n−2.
Then wn(E,∇, P ) ∈ Γ(X,H
2n−1), i.e. dw = 0.
Proof. dw = P (F (∇)) = 0 since ∇ integrable implies F (∇) = 0.
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Proposition 2.3.3. Let ∇ be an integrable connection on E, and let
P = λPn + Q be an invariant polynomial of degree n, where Pn is the
n-th elementary symmetric function and
Q =
∑
µijPi · Pj, i 6= j, i ≥ 1, j ≥ 1, λ ∈ Q, µij ∈ Q.
Then
wn(E,∇, P ) = λwn(E,∇)
(see notation (0.2.3)).
Proof. It is enough to see that wn(E,∇, Pi · Pj) = 0 for i ≥ 1, j ≥ 1.
One has Pj(F (A)
j) = 0, so by Theorem 2.2.1
T ′(Pi · Pj)(A) = TPi(A) · Pj((F (Aj))
j) = 0
differs from T (Pi · Pj)(A) by an exact form on the open on which A is
defined.
2.4. Rigidity.
Theorem 2.4.1. Let f : X → S be a smooth proper morphism between
smooth algebraic varieties defined over a field k of characteristic zero.
Assume dimS = 1. Let ∇ : E → Ω1X/S⊗E be a relative flat connection,
and P be an invariant polynomial. Then
wn(E,∇, P ) ∈ H
0(X,H2n−1(X/S))
lifts canonically to a class in H0(X,H2n−1) for n ≥ 2.
Proof. Take locally the matrix A′i ∈ H
0(Xi,M(N,Ω
1
X/S)) of the con-
nection, N being the rank of E. Take liftings Ai ∈ H
0(Xi,M(N,Ω
1
X)),
and define TP (Ai) looking at the Ω
1
X valued connection defined by Ai.
Since F (Ai) ∈ H
0(Xi,M(N, f
∗Ω1S)), one has F (Ai)
n = 0 for n ≥ 2,
and dTP (Ai) = P (F (A)
n) = 0. On Xi ∩Xj , one has
Aj = dg · g
−1 + gAig
−1 − Γij
where Γij ∈ H
0(Xi ∩Xj, f
∗Ω1S). Using proposition 2.2.2, we just have
to show that TP (B) − TP (B + Γ) is locally exact for some matrix
of one forms B = dg · g−1 + gAig
−1, verifying F (B)ω = 0 for any
w ∈ M(N, f ∗Ω1S), and Γ = Γij ∈ f
∗Ω1S . By 2.3.3 it is enough to
consider P (M) = TrMn. One has
ϕt(B + Γ) = F (t(B + Γ)) = F (tB) + tdΓ− t
2(ΓB +BΓ)(2.4.1)
and
F (tB)ω = (t− t2)dBω(2.4.2)
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with ω as above. Thus
P ((B + Γ) ∧ ϕn−1t (B + Γ)) =(2.4.3)
Tr(B + Γ)[(tdB − t2B2)n−1 + (n− 1)(t− t2)n−2(dB)n−2(tdΓ− t2(BΓ + ΓB)]
= P (B ∧ ϕn−1t (B)) +R
with
R = TrΓ(dB)n−1[(t− t2)n−1 − 2t2(n− 1)(t− t2)n−2]
+(n− 1)(t− t2)n−2tTrB(dB)n−2dΓ(2.4.4)
Write Trd(BΓ) = TrdBΓ− TrBdΓ. Then we have
R = F (t)TrΓ(dB)n−1(2.4.5)
modulo exact forms, with
F (t) = n(t− t2)n−1 − (n− 1)t2(t− t2)n−2 = (t(t− t2)n−1)′.(2.4.6)
The assertion now follows from (2.2.10).
3. Flat Bundles
The following notations will reoccur frequently.
3.1. X will be a smooth variety, and D =
⋃
Di ⊂ X will be a normal
crossings divisor, with j : X−D → X . We will assume unless otherwise
specified that the ground field k has characteristic 0.
3.2. (E,∇) will be a vector bundle E of rank r on X with connection
∇ : E → E ⊗ Ω1X/k(log D) having logarithmic poles along D. The
Poincare´ residue map Ω1(log D) → ODi is denoted resDi, and Γi :=
resDi ◦ ∇ : E → E|Di.
3.3. When E is trivialized on the open cover X = ∪Xi, with basis ei
on Xi, then (E,∇) is equivalent to the data
gij ∈ Γ(Xi ∩Xj , GL(r,OX))
gik = gijgjk
Ai ∈ Γ(Xi,M(r,Ω
1
X(logD)))
with g−1ij dgij = g
−1
ij Aigij − Aj.
3.4. The curvature
∇2 : E → Ω2X(logD)⊗ E
is given locally by
∇2 = F (Ai) := dAi − AiAi.
The connection ∇ is said to be flat, or integrable if ∇2 = 0.
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3.5. For two r× r matrices A and B of differential forms of weight a
and b respectively, one writes Tr AB for the trace of the r × r matrix
AB of weight a + b, and one has Tr AB = (−1)abTr BA. We denote
by tA the transpose of A: (tA)ij = Aji.
3.6. For any cohomology theory H with a localization sequence, the
i-th level of Grothendieck’s coniveau filtration is defined by
N iH• = {x ∈ H•|∃ subvariety Z ⊂ X of codimension ≥ i
such that 0 = x|X−Z ∈ H
•(X − Z).
3.7. For any cohomology theory H defined in a topology finer than
the Zariski topology, one defines the Zariski sheaves H associated to
the presheaves U 7→ H(U) ([2]). When H is the cohomology for the
analytic topology with coefficients in a constant sheaf A, we sometimes
write H(A). For example the Betti or de Rham sheaves H(C) are
simply the cohomology sheaves for the complex of algebraic differentials
Ω∗X . For D ⊂ X as above, we write H
•(logD) for the cohomology
sheaves of Ω∗(logD). It is known that H•(logD) ∼= j∗H
·
X−D.
3.8. When k = C we use the same notation Ω∗X for the analytic and al-
gebraic de Rham complexes. For integers a and b, the analytic Deligne
cohomology is defined to be the hypercohomology of the complex of
analytic sheaves
HaD,an(X,Z(b)) := H
a(Xan,Z(b)→ O → Ω
1 → · · · → Ωb−1).
(This should be distinguished from the usual Deligne cohomology, which
is defined using differentials with at worst log poles at infinity.) One
has a cycle class map from the Chow group of algebraic cycles modulo
rational equivalence to Deligne cohomology:
CH i(X)→ H2iD,an(X,Z(i)).
3.9. We continue to assume k = C. Let α : Xan → XZar be the
identity map. For a complex C ·, let t≥iC
· be the subcomplex which is
zero in degrees < i and coincides with C · in degrees ≥ i. There is a
map of complexes t≥iC
· → C ·. The complex
Z(j)→ OX → Ω
1
X → · · ·
in the analytic topology is quasi-isomorphic to the cone Z(j) → C,
and hence to C/Z(j)[−1]. We obtain in this way a map in the derived
category
(t≥jΩ
·
X)→ C/Z(j)
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The kernel of the resulting map
Rjα∗(t≥jΩ
·
X)
∼= ker
(
α∗Ω
j → α∗Ω
j+1
)
→ Rjα∗(C/Z(j))
is denoted Ωj
Z(j) [8]. Note Ω
j
Z(j) is a Zariski sheaf. Writing K
m
j for
the Milnor K-sheaf (subsheaf of the constant sheaf KMilnorj (k(X))), the
d log-map
{f1, . . . , fj} 7→ df1/f1 ∧ · · · ∧ dfj/fj
induces a map
d log : Kmj → Ω
j
Z(j).(3.9.1)
To see this, note the exponential sequence induces a map
O∗XZar → R
1α∗Z(1)
and we get by cup product a commutative diagram with left hand
vertical arrow surjective
O∗⊗jXZar −−−→ R
jα∗Z(j)ysurj. y
Kmj
d log
−−−→ Rjα∗C.
We shall need some more precise results about the sheaf Ωj
Z(j).
Lemma 3.9.1. 1. There is a natural map
H i(XZar,Ω
i
Z(i))→ H
2i
D,an(X,Z(i))
2. Let D ⊂ X be a normal crossings divisor. Then there is a natural
map
Hi(XZar,Ω
i
Z(i) → α∗Ω
i
X(log D)→ . . . )→
H2i(Xan,Z(i)→ OX → Ω
1
X → . . .→ Ω
i−1
X → Ω
i(log D)X → . . . )
3. There is a natural map
ϕ : Hi(XZar,K
m
i
d log
−−→ ΩiX(log D)→ . . . )→
H2i(Xan,Z(i)→ OX → Ω
1
X → . . .→ Ω
i−1
X → Ω
i(log D)X → . . . )
In particular, for D = ∅, we get a map
Hi(XZar,K
m
i
d log
−−→ ΩiX → . . . )→ H
2i−1(Xan,C/Z(i)).
Proof. We consider the spectral sequence
Rj := Rjα∗(Z(i)→ O → Ω
1 → . . .→ Ωi−1)
Ep,q2 = H
p(XZar, R
q)⇒ Hp+qD,an(X,Z(i))
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One checks that
Rs ∼= Hs−1(C/Z(i)); s < i
0→ Hi−1(C/Z(i))→ Ri → ΩiZ(i) → 0
0→Hi−1(C/Z(i))→ Rs → ker(Hs(C)→Hs(C/Z(i)))→ 0; s > i
We have by ([2]) that Ha(XZar,H
b(A)) = (0) for a > b and A any con-
stant sheaf of abelian groups. Applying this to the above, we conclude
Ea,2i−a2 = H
a(XZar, R
2i−a) = (0) for a > i, and Ei,i2
∼= H i(X,Ωi
Z(i)).
Assertion (1) follows. The construction of the map in (2) is similar and
is left for the reader. Finally, (3) follows by composing the arrow from
(2) with the d log map 3.9.1.
3.10. Characteristic classes. Let (E,∇) be a bundle with connec-
tion as in 3.2 and assume ∇ is flat. Functorial and additive character-
istic classes
ci(E,∇) ∈ H
i(XZar,K
m
i → Ω
i
X(logD)→ Ω
i+1
X (logD)→ . . . )
were defined in [7]. These classes have the following compatibilities:
3.10.1. Under the map
Hi(XZar,K
m
i → Ω
i
X(log D)→ Ω
i+1
X (log D)→ . . . )→
H i(X,Kmi )
∼= CH i(X)
we have ci(E,∇) 7→ c
Chow
i (E) ∈ CH
i(X).
3.10.2. Assume X proper and D = φ. The classes ci(E,∇) lift classes
cani (E,∇) ∈ H
2i−1(Xan,C/Z(i)) defined in [8], via the commutative
diagram
Hi(X,Kmi → Ω
i
X → Ω
i+1
X → . . . ) −−−→ CH
i(X)
ϕ (3.9.1(3))
y yψ=cycle map
H2i−1(Xan,C/Z(i)) −−−→ H
2i
D (X, i).
3.10.3. When D 6= φ and X is proper, classes
cani (E,∇) ∈ H
2i(Xan,Z(i)→ OX → . . .→ Ω
i−1
X → Ω
i
X(logD)→ . . . )
lifting cDi (E) ∈ H
2i
D (X,Z(i)) are defined in [8]. In general, for X not
proper, these classes lift
cDi (E|X−D) ∈ H
2i
D (X −D,Z(i))
via the factorization through H2i−1(X −D,C/Z(i)) ([9], (3.5)).
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Proposition 3.10.1. The map ϕ from (3.9.1(3)) carries ci(E,∇) to
cani (E,∇). For X proper, the diagram
Hi(X,Km → ΩiX(logD)→ Ω
i+1
X (logD)→ . . . ) −→ CH
i(X)
ϕ
y yψ
H2i(Xan,Z(i)→ OX → . . .Ω
i−1
X → Ω
i
X(logD)→ . . . ) −→H
2i
D (X,Z(i))
commutes. For X not proper, the diagram remains commutative if one
replaces the bottom row by
H2i−1((X −D)an,C/Z(i))→ H
2i
D (X −D,Z(i))
or if one replaces H2iD (X,Z(i)) by H
2i
D,an(X,Z(i)).
Proof. The central point, for which we refer the reader to ([8]) is the
following. Let π : G → X be the flag bundle of E over which E has
a filtration Ei−1 ⊂ Ei by τ∇ stable subbundles with successive rank
1 quotients (Li, τ∇) (see [7]). Then ci(E,∇) and c
an
i (E,∇) are both
defined on G by products starting from
c1(Lα, τ∇) ∈ H
1(G,K1 → π
∗Ω1X(logD)→ . . . )
can1 (Lα, τ∇) ∈ H
2(G,Z(i)→ OG → π
∗Ω1X(logD)→ . . . ).
It suffices to observe that the “algebraic” product
H1(G,K1 → π
∗Ω1X(logD)→ . . . )
⊗i
→ Hi(G,Kmi → π
∗ΩiX(logD)→ . . . )
([8], p. 51) is defined compatibily with the “analytic” product
H2(G,Z(i)→ OG → π
∗Ω1X(logD)→ . . . )
⊗i
→ H2i(G,Z(i)→ OG → . . .→ Ω
i−1
G → π
∗ΩiX(logD)→ . . . ).
3.11. Let τ : Ω∗X → N
∗ be a map of complexes , with OX = N
0, such
that if a is the smallest degree b for which Bb := KerΩbX → N
b 6= 0,
then Bb = Ba ∧ Ωb−aX . For example, let ∇ : F → Ω
1
X(logD)⊗ F be a
non integrable connection. Then the local relation dF (A) = [A, F (A)]
shows that one can define N∗ by
N1 = Ω1X(logD)(3.11.1)
N i = ΩiX(logD)/B
2 ∧ Ωi−2X (logD)
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where B2 is locally generated by the entries of the curvature matrix of
∇.
Let (E,∇) be a flat N∗ valued connection, that is a k linear map
∇ : E → N1 ⊗ E satisfying the Leibniz rule
∇(λe) = τdλe+ λ∇(e),(3.11.2)
the sign convention
∇(ω ⊗ e) = τd(ω)⊗ e+ (−1)oω ∧ ∇(e),(3.11.3)
where o = degω, and (∇)2 = 0. Then the computations of [7] and [8]
allow to show the existence of functorial and additive classes
ci(E,∇) ∈ H
i(X,Kmi → N
i → N i+1...)(3.11.4)
mapping to analytic classes
cani (E,∇) ∈ H
2i(Xan,Z(i)→ ...→ Ω
i
X → N
i+1..)(3.11.5)
compatibly with the classes cDi (E) and c
Chow
i (E) as before. As we won’t
need those classes, we don’t repeat in details the construction.
3.12. Finally, the ci(E,∇) map to classes
θi(E,∇) ∈ H
0(X,
Ω2i−1X (logD)
dΩ2i−2X (logD)
).
In the next section these will be related to the classes wi(E,∇).
4. The classes θn and wn
Recall that we had defined wn(E,∇) = wn(E,∇, Pn) in (0.2.3) for
the n-th elementary symmetric function Pn.
Theorem 4.0.1. Let X be a smooth quasi-projective variety over C.
Let E,∇ be a rank d vector bundle on X with integrable connection.
For d ≥ n ≥ 2, we have wn(E,∇) = θn(E,∇), and wn(E,∇, P ) =
λθn(E,∇) (with the notations of Proposition 2.3.2).
The proof will take up this entire section. We begin with
Remark 4.0.2. We may assume X is affine, and E ∼= O⊕NX . In this
situation, the class wn(E,∇) lifts canonically to a class in
H0(X,Ω2n−1)/dH0(X,Ω2n−2).
Indeed, one knows from [2] that for U ⊂ X non-empty open, the
restriction map H0(X,H2n−1) → H0(U,H2n−1) is injective. The as-
sertion about lifting follows from the construction of wn in section 2
because the trivialization can be taken globally.
18 SPENCER BLOCH AND HE´LE`NE ESNAULT
4.1. The connection is now given by a matrix of 1-forms and so can
be pulled back in many ways from some (non-integrable) connection Ψ
on the trivial bundle E ∼= ONAp. We will want to assume Ψ “general” in
a sense to be specified below. For convenience, write T = Ap and let
ϕ : X → T be the map pulling back the connection. Let π : P → T be
the flag bundle for E and let Q = ϕ∗P , so we get a diagram
Q
ϕ
−−−→ Pyπ yπ
X
ϕ
−−−→ T.
(4.1.1)
4.2. The curvature F (Ψ) defines an OT -linear map
F (Ψ) : E → E ⊗OT Ω
2
T .(4.2.1)
In concrete terms, we take p = 2N2q for some large integer q, and we
write x
(k)
ij and y
(k)
ij for 1 ≤ i, j ≤ N and 1 ≤ k ≤ q for the coordinates on
Ap. The connection Ψ then corresponds to an N×N matrix of 1-forms
A = (aij), and the curvature is given by F (Ψ) := (fij) = dA−A
2. We
take
aij =
q∑
ℓ=1
x
(ℓ)
ij dy
(ℓ)
ij ; fij = daij −
N∑
m=1
aim ∧ amj .(4.2.2)
Notice that for q large, we can find ϕ : X → T so that (E ,Ψ) pulls
back to (E,∇).
4.3. We want to argue universally by computing characteristic classes
for (E ,Ψ), but the curvature gets in the way. We could try to kill the
curvature and look for classes in the quotient complex of Ω∗T modulo
the differential ideal generated by the fij (see 3.11), but this gratuitous
violence seems to lead to difficulties. Instead, we will use the notion of
τ -connection defined in [7] and [8] and work with a sheaf of differential
algebras
M∗ = Ω∗P/I(4.3.1)
on the flag bundle P .
Let
µ : Ω1P/T
ι
−→ π∗Hom(E , E)
π∗F (Ψ)
−−−−→ π∗Ω2T(4.3.2)
be the composition, where ι is the standard inclusion on a flag bundle.
An easy way to see ι is to consider the fibration R→ P = R/B, where
R is the corresponding principal G = GL(N) bundle and B is the
Borel subgroup of upper triangular matrices, and to write the surjection
T (R/T )/B → T (P/T ) dual to ι, where T (A/B) is the relative tangent
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space of A with respect to B. There is an induced map of graded π∗Ω∗T -
modules, and we define the graded algebra M∗ to be the cokernel as
indicated:
Ω1P/T ⊗OP π
∗Ω∗T [−2]
µ⊗1
−−→ π∗Ω∗T → M
∗ → 0.(4.3.3)
Note M0 = OP and M
1 = π∗Ω1T .
Proposition 4.4.1. (i) Associated to the connection Ψ on E there
is an OP -linear splitting τ : Ω
1
P ։ π
∗Ω1T of the natural inclusion
π∗Ω1T
i
−→ Ω1P . The resulting map δ := τ ◦ d : OP → π
∗Ω1T
is a derivation, which coincides with the exterior derivative on
π−1OT ⊂ OP . By extension, one defines
δ : π∗ΩnT → π
∗Ωn+1T ; δ(fπ
−1ω) = fπ−1dω + δ(f) ∧ π−1ω
(ii) One has
δ2 = µ ◦ dP/T : OP
dP/T
−−→ Ω1P/T → π
∗Ω2T ,
where µ is as in (4.3.2).
(iii) There is an induced map δ : Mn → Mn+1 making M∗ a differ-
ential graded algebra. The quotient map Ω∗P ։ π
∗Ω∗T ։ M
∗ is a
map of differential graded OP -algebras.
Proof. We will give a somewhat different construction of M∗ which we
will show coincides with that defined by (4.3.3).
Let Y be a scheme, and let F be a vector bundle on Y . Let π1 :
P1 := P(F) → Y . Let I ⊂ Ω
∗
Y be a differential graded ideal, and
write M∗0 = Ω
∗
Y /I. (All our differential graded ideals will be trivial
in degree 0, so M00 = OY .) Assume we are given an M0-connection
∇ : F → F ⊗M10 in an obvious sense, that is a k linear map fulfilling
the ”Leibniz” rule ∇(λf) = δ(λ)f + λ∇(f) for λ ∈ OY , f ∈ F . Define
J := π−11 IΩ
∗
P1
⊂ Ω∗P1 , and let M˜
∗ := Ω∗P1/J . As a consequence of
the Leibniz rule, the pullback π∗1F has a M˜
∗-connection ∇˜ : π∗1F →
π∗1F ⊗ M˜
1.
We want to construct a quotient differential graded algebra M˜ ∗ ։
M∗1 such that with respect to the quotientM1-connection, the universal
sequence
0→ Ω1P1/Y (1)
j
−→ π∗1F
q
−→ OP1(1)→ 0(4.4.1)
is horizontal. The composition
Ω1P1/Y (1)
j
−→ π∗1F
∇˜
−→ π∗1F ⊗ M˜
1 q⊗1−−→ M˜ 1(1)(4.4.2)
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is easily checked to beOP1-linear. Let K˜1 ⊂ M˜
1 denote the image of the
above map twisted by OP1(−1). Define K˜
∗ ⊂ M˜∗ to be the graded ideal
generated by K˜1 in degree 1 and δK˜1 in degree 2. Let M∗1 := M˜
∗/K˜∗.
It is immediate that M∗1 is a differential graded algebra, and that the
subbundle Ω1P1/Y (1) ⊂ π
∗
1F is horizontal for the quotient connection
π∗1F → π
∗
1F ⊗M
1
1 .
Now let P denote the flag bundle for F . Realize P as a tower of
projective bundles
P = PN−1 → . . .→ P2 → P1 → Y
where Pi is the projective bundle on the tautological subbundle on
Pi−1. Starting with an M0-connection on F on Y , we can iterate the
above construction to get a sheaf of differential graded algebras M∗i on
Pi, and an Mi-connection on F|Pi such that the tautological partial
flag is horizontal. Let M ′∗ be the resulting sheaf of differential graded
algebras on P .
Suppose M10 = Ω
1
Y . We will show by induction on i that M
1
i
∼=
Ω1Y |Pi in such a way that the surjection Ω
1
Pi
։ M1i splits the natural
inclusion Ω1Y |Pi →֒ Ω
1
Pi
, or in other words that the kernel of the former
is complementary to the image of the latter. This assertion is local on
Pi−1 (in fact, it is local on Pi), so we may assume Pi = P(G) where
G is trivial on Pi−1. We can then lift the Mi−1-connection on G to an
Ω1Pi−1-connection. The analog of (4.4.2) is now
Ω1Pi/Pi−1(1)→ G|Pi → G|Pi ⊗ Ω
1
Pi
→ Ω1Pi(1)
This composition twisted by OPi(−1) is shown in [7] (0.6.1) to be (upto
sign) a splitting of Ω1Pi → Ω
1
Pi/Pi−1
. In particular, its image is comple-
mentary to Ω1Pi−1 |Pi. Factoring out Ω
1
Pi
by the image of this map and
by the pullback of the kernel of Ω1Pi−1 ։ M
1
i−1
∼= Ω1Y |Pi−1, it follows
easily that M1i
∼= Ω1Y |Pi as claimed.
To show M ′∗ as constructed here coincides with M∗ from (4.3.3) we
must prove for Y = T and F = E that M2 ∼= M ′2. We filter Ω1P/T so
fil0 = (0) and gri = Ω
1
Pi/Pi−1
|P . We will show by induction on i that
with reference to (4.3.3) we have
µ(griΩ
1
P/T ) = δ(K
1
i ) ⊂ (Ω
2
T |P )/µ(fili−1Ω
1
P/T )(4.4.3)
where K1i is the image of Ω
1
Pi/Pi−1
|P in Ω1T |P under the map analogous
to (4.4.2). Suppose first i = 1. Let e0, e1, . . . be a basis of E , and
let ti be the corresponding homogeneous coordinates on P1 = P(E) so
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q(ei) = ti in (4.4.1). The inclusion j : Ω
1
P1/T
(1) →֒ π∗1E is given by
t0d(ti/t0) 7→ ei − (ti/t0)e0.(4.4.4)
Consider the diagram
Ω1P1/T (1) ։ K
1(1) ⊂ Ω1P1(1)
a
99K (Ω2P1/K
1 ∧ Ω1)(1)
j ↓ ↑ ↑ q ⊗ 1
π∗1E
π∗1Ψ−−→ π∗1E ⊗ Ω
1
P1
π∗1Ψ−−→ π∗1E ⊗ Ω
2
P1
(4.4.5)
It is straightforward to check that q⊗1◦π∗1Ψ factorizes through Ω
1
P1
(1),
thereby defining the dashed arrow a, and that for κ ∈ K1 we have
a(κ⊗ti) = dκ⊗ti ∈ (Ω
2
P1
/K1∧Ω1)(1). ThusM ′2 = Ω2P1/(K
1∧Ω1+dK1)
is obtained by factoring out on the upper right of (4.4.5) by the image
of the composition across the top twisted by OP1(−1). Note that the
composition across the bottom is the curvature F (Ψ). If we write (fij)
for the curvature matrix with respect to the basis e0, e1, . . . , we find
using (4.4.4) that e.g. on the open set t0 6= 0, dK
1 is generated by
elements
t−10 (q ⊗ 1)F (Ψ)(ej − (tj/t0)e0) =(4.4.6) ∑
i
fij(ti/t0)− (tj/t0)
∑
k
fk0(tk/t0)
On the other hand, the map ι in (4.3.2) is given by
OP1(−1) →֒ π
∗
1E
∨; t−1i 7→
∑
j
(tj/ti)e
∨
j
Ω1P1/T →֒ π
∗
1E(−1) →֒ π
∗
1E ⊗ π
∗
1E
∨(4.4.7)
d(tj/t0) 7→ (ej − (tj/t0)e0)⊗
∑
i
(ti/t0)e
∨
i
The map µ from (4.3.2) is given by µ(e∨i ⊗ ej) = fij hence by (4.4.7)
we get
µ(d(tj/t0)) =
∑
i
(ti/t0)fij −
∑
i
(titj/t
2
0)fi0.(4.4.8)
Comparing (4.4.6) and (4.4.8), we conclude that (4.4.3) holds for i = 1.
The inductive step is precisely the same. We have Pi+1 = P(Gi) for
some subbundle Gi ⊂ Gi−1|Pi. The question is local, so we may assume
Gi is free. We assume inductively that Gi−1 has a Mi−1 = Ω
∗
Pi−1
/I∗i−1-
connection. Define M˜i−1 = Ω
∗
Pi
/I∗i−1 · Ω
∗
Pi
, so Gi−1|Pi has a M˜ i−1-
connection. One factors out by the image K1i of Ω
1
Pi/Pi−1
as in (4.4.2)
to define M1i and the writes down a diagram like (4.4.5) to compare
dK1i with the image of µ as in (4.3.2). At this point it is good to remark
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that the curvature Fτ : OQ(1)→ π
∗Ω1T⊗OQ(1)→M
2⊗OQ(1) does not
vanish. For example, for N = 2, one has Fτ (t0) = (f00 + f01(t1/t0))t0.
The remaining assertions in proposition 4.4.1 are easily verified.
Proposition 4.5.1. We have Rπ∗M
i ∼= π∗M
i for i < q. The complex
H0(T, π∗M
∗) has no cohomology in odd degrees < q. For 2n < q, the
map
δ : Hn−1(P,Mn → . . .→ M2n−1)→ H0(P,M2n)
is injective.
4.6. We postpone the proof of proposition 4.5.1 for a while in order
to finish the proof of theorem 4.0.1. Note first that since the curvature
of the original bundle E on X is zero, the construction of proposi-
tion 4.4.1 above applied to E and the flag bundle Q yields a structure
of differential graded algebra on π∗Ω∗X , and we have (from (4.1.1)) a
pullback map of complexes of sheaves on P
ϕ∗ : M∗ → Rϕ∗π
∗Ω∗X(4.6.1)
coming from ϕ∗M i → π∗ΩiX .
We will construct classes c˜ and w˜ in Hn−1(P,Mn → . . . → M2n−1)
such that with reference to the maps
Hn−1(Q, π∗ΩnX → . . .→ π
∗Ω2n−1X )
γ
←−
∼=
H0(X,Ω2n−1X )/dH
0(X,Ω2n−2X )
α
y
Hn(Q,Kmn → π
∗ΩnX → . . .→ π
∗Ω2n−1X )
β
x
Hn(Q,Kmn → π
∗Ω≥nX )
(4.6.2)
we have
βπ∗(cn(E,∇)) = αϕ
∗c˜
wn(E,∇) = γ
−1ϕ∗w˜(4.6.3)
(Note that to avoid confusion between H0(Ω2n−1X /dΩ
2n−2
X ) and
H0(Ω2n−1X )/dH
0(Ω2n−2X ), it is a good idea here to localize more and
replace X by its function field Spec(k(X)). Note also that β is always
injective, and that γ is an isomorphism because X is affine).
We then show
δc˜ = δw˜ ∈ H0(P,M2n),(4.6.4)
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whence, by proposition 4.5.1 we have c˜ = w˜. Now consider the analogue
of (4.6.2) down on X , with π∗Ω replaced by Ω. Write αX , βX , γX for
the corresponding maps. The assertion of theorem 4.0.1 is
γX(wn(E,∇)) = βX(cn(E,∇)).(4.6.5)
It follows from (4.6.2) and evident functoriality of π∗ that (4.6.5) holds
after pullback by π∗. Theorem 4.0.1 then follows from
Lemma 4.6.1. The pullback
π∗ : Hn(X,Kmn → Ω
n
X → . . .→ Ω
2n−1
X )→
Hn(Q,Kmn → π
∗ΩnX → . . .→ π
∗Ω2n−1X )
is injective.
Proof of lemma. This is central to the splitting principle involved in
the construction of characteristic classes in [8]. (See the argument on
p. 52 in the proof of theorem 1.7 of (op. cit.).) An evident diagram
chase involving cohomology of the K-sheaves and the sheaves Ω and
π∗Ω reduces one to showing the K-cohomology groups Hn−1(X,Kmn )
and Hn−1(Q,Kmn ) have the same image in
Hn−1(Q, π∗ΩnX → . . .→ π
∗Ω2n−1X ).
This follows because the multiplication map
Hn−2(Q,Kmn−1)⊗H
1(Q,K1)→ H
n−1(Q,Kmn )/π
∗Hn−1(X,Kmn )
is surjective. The line bundles on Q have integrable τ -connections in
the sense of [8], so their classes in H1(Q, π∗Ω1X → . . . ) vanish.
4.7. We turn now to the construction of the classes c˜ and w˜. One has
w(E ,Ψ, Pn) ∈ H
0(Ω2n−1T )/dH
0(Ω2n−2T )
∼= Hn−1(T,ΩnT → . . .→ Ω
2n−1
T )
We define w˜ by the natural pullback
w˜ = π∗w(E ,Ψ, Pn) ∈ H
n−1(P,Mn → . . .→M2n−1).(4.7.1)
It follows that
δ(w˜) = π∗(dw(E ,Ψ, Pn)) = π
∗(Pn(F (Ψ))) ∈ H
0(P,M2n).(4.7.2)
To construct c˜, we remark first that the map
Hn−1(P,Mn → . . .→M2n−1)→ Hn(P,Kmn → M
n → . . .→M2n−1)
is injective, so it suffices to construct
c˜ ∈ ker
(
Hn(P,Kmn →M
n → . . .→ M2n−1)→ Hn(P,Kmn )
)
.(4.7.3)
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This injectivity follows easily from the structure of Hn−1(P,Kmn ), given
that P is a flag bundle over affine space, but in fact the construction of
c˜ as in (4.7.3) would suffice for our purposes anyway, so we won’t give
the argument in detail.
Let ℓi be the rank one subquotients of π
∗E . A basic result from [7]
is that π∗E admits a “connection” with values in M∗,
π∗E → π∗E ⊗OP M
1(4.7.4)
and that the filtration defining the ℓi is horizontal for this “connection”.
Thus there exist local transition functions f iα,β and local connection
forms ωiα ∈M
1 verifying
dlogf i = ∂ωi,(4.7.5)
and thus defining ℓi ∈ H
1(P,K1 →M
1). Here ∂ is the Cech differential.
Then c˜ is defined by the cocyle
(x′, xn, ..., x2n−1) ∈ (Cn(Kn)× C
n−1(Mn)...× C0(M2n−1))d−∂(4.7.6)
with
x′ =
∑
i1<....<in
f i1 ∪ .... ∪ f in
xn =
∑
i1<....<in
ωi1 ∧ ∂ωi2 ∧ ... ∧ ∂ωin
xn+1 =
∑
i1<....<in
δωi1 ∧ ωi2 ∧ ∂ωi3 ∧ .... ∧ ∂ωin(4.7.7)
....
x2n−1 =
∑
i1<....<in
δωi1 ∧ .... ∧ δωin−1 ∧ ωin.
The cup products “∪” here are Cech products. By definition [8],
βπ∗(cn(E,∇) = ϕ
∗c˜. Applying δ to the last equation, it follows that
the image of c˜ in H0(P,M2n) is∑
i1<....<in
F (ℓi1) ∧ .... ∧ F (ℓin).(4.7.8)
This is exactly Pn(F (⊕ℓi)) = π
∗Pn(F (Ψ)). (As M
∗ is a quotient com-
plex of Ω∗P by 4.4.1, (iii), invariance for Pn guarantees independence
of the choice of local bases for π∗E .) Comparing this with (4.7.2), we
conclude δc˜ = δw˜ so (4.6.4) holds.
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4.8. We turn now to proof of proposition 4.5.1.
Proposition 4.8.1. The Koszul complex associated to (4.3.3)
. . .→ Ω2P/T ⊗OP π
∗Ω∗T [−4]→ Ω
1
P/T ⊗OP π
∗Ω∗T [−2]
µ⊗1
−−→
π∗Ω∗T →M
∗ → 0(4.8.1)
is exact in degrees < q.
To clarify and simplify the argument, we will use commutative alge-
bra. Let B be a commutative ring. Let C be a commutative, graded
B-algebra, and let S be a graded C-module. Let Z be a finitely gen-
erated free B-module with generators ǫα, and let ν : Z → C2, with
ν(ǫα) = fα. Let I ⊂ C be the ideal generated by the fα. Write
grI(S) := ⊕I
nS/In+1S. Note grI(S) is a graded module for the sym-
metric algebra B[Z] (with Z in degree 2). The dictionary we have in
mind is
B =Γ(T,OT )
C =ΩevenT ⊂ S = Ω
∗
T
Z =Hom(E , E)(4.8.2)
fα = fij = entries of curvature matrix
Lemma 4.8.2. Let d ≥ 2 be given. The following are equivalent.
(i) The evident map
ρ : (S/IS)[Z] := (S/IS)⊗B B[Z]→ grI(S)
is an isomorphism in degrees ≤ d.
(ii) For all α, the multiplication map
fα : S/(f1, . . . , fα−1)S → S/(f1, . . . , fα−1)S(4.8.3)
is injective in degrees ≤ d.
Proof. This amounts to redoing the argument in Chapter 0, §(15.1.1)-
(15.1.9) of [11] in a graded situation, where the hypotheses and con-
clusions are asserted to hold only in degrees ≤ d. The argument may
be sketched as follows.
Step 1. Suppose α = 1, and write f = f1. Let gr(S) = ⊕f
nS/fn+1S.
Suppose the kernel of multiplication by f on S is contained in degrees
> d. Then the natural map ϕ : (S/fS)[T ]→ gr(S) is an isomorphism
in degrees ≤ d. Here, of course, T is given degree = degree(f) = 2.
Indeed, ϕ is always surjective, and injectivity in degrees ≤ d amounts
to the assertion that for x ∈ S of degree ≤ d − 2k with fkx = fk+1y,
we have x = fy. This is clear.
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Step 2. Suppose now the condition in (ii) holds. We prove (i) by
induction on α. We may assume by step 1 that α > 1. Let J (resp.
I) be the ideal generated by f1, . . . , fα−1 (resp. f1, . . . , fα). Write
grJ (S) = ⊕J
nS/Jn+1S. By induction, we may assume
S/J S[T1, . . . , Tα−1]→ grJ (S)(4.8.4)
is an isomorphism in degrees ≤ d. We have to show the same for
ψ : grJ (S)/fαgrJ (S)[Tα]→ grI(S).(4.8.5)
By (4.8.4) we have that multiplication by fα on grJ (S) is injective
in degrees ≤ d (where the degree grading comes from S, not the grJ
grading). An easy argument shows the multiplication map
fα : S/J
rS →֒ S/J rS(4.8.6)
is injective in degrees ≤ d for all r. Define
(Qk)i =
∑
j≤k−i
(grk−jJ (S)/fαgr
k−j
J (S))T
j
(Qk)0 = Qk (Qk)k+1 = (0)(4.8.7)
gri(Qk) = (gr
k−i
J (S)/fαgr
k−i
J (S))T
i
Define
Q′k = ψ(Qk) (Q
′
k)i = ψ((Qk)i) gr
i(Q′k) = (Q
′
k)i/(Q
′
k)i+1.
The map ψ is surjective, so it will suffice to show the maps
gri(Qk)→ gr
i(Q′k)(4.8.8)
are injective in (S)-degrees ≤ d. The left hand side is
J iS/
(
fαJ
iS + J i+1S
)
T k−i.
The right hand side of (4.8.8) is the image of
J kS + fαJ
k−1S + . . .+ fk−i−1α J
i+1S
in IkS/Ik+1S. What we have to show is that for x ∈ J iS of degree
≤ d− 2(k − i), the inclusion
fk−iα x ∈ J
kS + fαJ
k−1 + . . .+ fk−i−1α J
i+1 + Ik+1S(4.8.9)
implies x ∈ fαJ
iS + J i+1S. The right side of (4.8.9) is contained in
J i+1S+Ik+1S ⊂ J i+1S+fk+1−iα S. Multiplication by fα on S/J
i+1S is
injective in degrees ≤ d by (4.8.6), so fk−iα x ∈ f
k+1−i
α S+J
i+1S implies
there exists y ∈ S such that x− fαy ∈ J
i+1S. Since x ∈ J iS, we have
fαy ∈ J
iS whence by (4.8.6) again, y ∈ J iS so x ∈ fαJ
iS + J i+1S.
This completes the verification of step 2.
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Step 3. It remains to show (i) ⇒ (ii). Again we argue by induction
on α. Suppose first α = 1. Given x ∈ S non-zero of degree ≤ d such
that f1x = 0, it would follow from (i) that x ∈ f
N
1 S for all N , which is
ridiculous by reason of degree. Now suppose α ≥ 2 and that (i) implies
(ii) for α− 1. By assumption the map
S/IS[T1, . . . , Tα]→ grI(S)(4.8.10)
is an isomorphism in degrees ≤ d. In particular, multiplication by f1 is
injective in degrees ≤ d on grIS. Arguing as above, an x ∈ S of degree
≤ d such that f1x = 0 would lie in I
NS for all N , a contradiction. Thus
the first step in (ii) holds. To finish the argument, we may factor out
by f1, writing S¯ = S/f1S. Let K be the ideal generated by f2, . . . , fα.
Factoring out by T1 on both sides of (4.8.10) yields
S¯/KS¯[T2, . . . , Tα]→ grK(S¯)
injective in degrees ≤ d. We conclude by induction that (ii) holds for
S¯.
Continuing the dictionary from (4.8.2) above, the ring R and the
module W in the lemma below correspond to the ring of functions on
some affine in P and the module of 1-forms Ω1P/T ⊂ π
∗Hom(E , E).
Lemma 4.8.3. Let notation be as above, and assume ν : Z → C2
satisfies the equivalent conditions of lemma 4.8.2. Let R be a flat B-
algebra, and let W ⊂ Z ⊗B R be a free, split R-submodule with basis
gβ. Then the multiplication maps
gβ : S ⊗B R/(g1, . . . , gβ−1)S ⊗B R→ S ⊗B R/(g1, . . . , gβ−1)S ⊗B R
are injective in degrees ≤ d.
Proof. Assume not. We can localize at some prime of R contained in
the support for some element in the kernel of multiplication by gβ and
reduce to the case R local. Then we may extend {gβ} to a basis of
Z ⊗B R and use the implication (i) =⇒ (ii) from lemma 4.8.2. Note
that ν ⊗ 1 : Z ⊗ R→ C2 ⊗R satisfies (i) by flatness.
Lemma 4.8.4. With notations as above, assume Z satisfies the con-
ditions of lemma 4.8.2 for some d ≥ 2. Let J ⊂ R ⊗B C be the ideal
generated by (1⊗ ν)(W ). Then the Koszul complex
. . .→ ∧2W ⊗R (R⊗B S)→W ⊗R (R⊗B S)→
R ⊗B S → (R⊗B S)/J → 0
is exact in degrees ≤ d.
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Proof. To simplify notation, let A = R ⊗B C, M = R ⊗B S, V =
W ⊗R C, so the Koszul complex becomes
. . . ∧2 V ⊗A M → V ⊗A M →M →M/JM → 0.
We argue by induction on the rank of V . If this rank is 1, the assertion
is that the sequence
0→M
g1
−→M → M/g1M → 0
is exact in degrees ≤ d, which follows from lemma 4.8.3. In general,
if V has an A-basis g1, . . . , gβ, let V
′ be the span of g1, . . . , gβ−1. By
induction, the Koszul complex
. . . ∧2 V ′ ⊗M → V ′ ⊗M →M
is a resolution of M/(g1, . . . , gβ−1)M in degrees ≤ d. If we tensor this
module with the two-term complex A
gβ
−→ A we obtain a complex which
by lemma 4.8.3 is quasi-isomorphic toM/(g1, . . . , gβ)M in degrees ≤ d.
On the other hand, this complex is quasi-isomorphic to the complex
obtained by tensoring A
gβ
−→ A with the above V ′-Koszul complex, and
this tensor product is identified with the V -Koszul complex.
For our application, B = C[x
(k)
ij , y
(k)
ij ] is the polynomial ring in two
sets of variables, with 1 ≤ i, j ≤ N = dim(E) and 1 ≤ k ≤ q for
some large integer q. Let Ω be the free B-module on symbols dx
(k)
ij and
dy
(k)
ij . Let S =
∧
B Ω, graded in the obvious way with dx and dy having
degree 1, and let C = Seven be the elements of even degree. Define
aij =
q∑
ℓ=1
x
(ℓ)
ij dy
(ℓ)
ij ; fij = daij −
N∑
m=1
aim ∧ amj .(4.8.11)
We have
fij =
q∑
ℓ=1
dx
(ℓ)
ij dy
(ℓ)
ij −
∑
m,ℓ,p
x
(ℓ)
imx
(p)
mjdy
(ℓ)
im ∧ dy
(p)
mj.(4.8.12)
Now give S and C a second grading according to the number of dx’s
in a monomial. We denote this grading by z =
∑
z(j). For example,
fij = fij(1) + fij(0) with fij(1) =
∑
k dx
(k)
ij ∧ dy
(k)
ij . Let Z be the free
B-module on symbols ǫij , with 1 ≤ i, j ≤ N . We consider maps
µ, µ(1) : Z → C2; µ(ǫij) = fij ; µ(1)(ǫij) = fij(1)
Lemma 4.8.5. Suppose the map µ(1) above satisfies the conditions of
lemma 4.8.2 above for some d ≥ 2. Then so does µ.
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Proof. Suppose
fαℓα =
∑
1≤β≤α−1
fβℓβ
with the ℓβ homogeneous of some degree < d. Write
ℓβ =
∑
0≤j≤r
ℓβ(j); 1 ≤ β ≤ α
such that ℓβ(r) 6= 0 for some β. We have
fα(1)ℓα(r) =
∑
1≤β≤α−1
fβ(1)ℓβ(r)(4.8.13)
We want to show ℓα belongs to the submodule generated by f1, . . . , fα−1,
and we will argue by double induction on r and on the set
A = {β ≤ α | ℓβ(r) 6= 0}.
If r = 0 and ℓα 6= 0, we get a contradiction from (5.3.1), since we
have assumed the ℓβ have degree < d, and ℓα(0) cannot lie in the ideal
generated by the fβ(1). Assume now r ≥ 1.
Case 1.- Suppose ℓα(r) 6= 0. From the above, we conclude we can write
ℓα(r) =
∑
β∈A,β 6=α
mβ(r − 1)fβ(1)
Define
ℓ′α =ℓα −
∑
β∈A,β 6=α
mβ(r − 1)fβ(4.8.14)
ℓ′β =ℓβ −mβ(r − 1)fα ; β ∈ A, β 6= α.
We have still, taking ℓ′β = ℓβ for β /∈ A
fαℓ
′
α =
∑
1≤β≤α−1
fβℓ
′
β(4.8.15)
Since ℓ′β(r) = ℓβ(r) = 0 for β /∈ A, ℓ
′
α(r) = 0, and ℓ
′
β(s) = 0 for s > r
and all β; the inductive hypothesis says ℓ′α lies in the ideal generated
by the fβ for β < α. It follows from (4.3.2) that ℓα lies in this ideal
also.
Case 2.- ℓα(r) = 0. Choose γ ∈ A. We have∑
β∈A
fβ(1)ℓβ(r) = 0.
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Since the fβ(1) are assumed to satisfy the equivalent hypotheses of
lemma 4.6.1, we can write
ℓγ(r) =
∑
β∈A,β 6=γ
mβ(r − 1)fβ(1).
As in (4.3.2), we write
ℓ′γ =ℓγ −
∑
β∈A,β 6=γ
mβ(r − 1)fβ(4.8.16)
ℓ′β =ℓβ +mβ(r − 1)fγ ; β ∈ A, β 6= γ.
Again, taking ℓ′β = ℓβ for β /∈ A, we get (4.3.3), so we may conclude
by induction.
Lemma 4.8.6. The map µ(1) defined by
µ(1)(ǫij) = fij(1) =
q∑
ℓ=1
dx
(ℓ)
ij ∧ dy
(ℓ)
ij(4.8.17)
satisfies the hypotheses of lemma 4.6.1 with d = q − 1.
Proof. Let Vij be the C-vector space of dimension 2q with basis the
dx
(ℓ)
ij and the dy
(ℓ)
ij . Write V = ⊕Vij . We have
S =
∧
V ⊗B ∼= ⊗i,j(
∧
Vij)⊗B.
It is convenient to well-order the pairs ij, writing fα(1) = fij(1) ∈
∧
Vα.
We have
S/(f1, . . . , fα−1)S ∼=⊗
β≥α
(∧
Vβ
)
⊗
⊗
β<α
((∧
Vβ
)
/
(
fβ(1)
∧
Vβ
))
⊗B.
It is clear from this that multiplication by fα(1) will be injective in
a given degree d if the multiplication map fα(1) :
∧
Vα →
∧
Vα is
injective in degrees ≤ d. It is clear from the shape of fα(1) in (4.6.2)
that multiplication by fα(1) will be injective in degrees ≤ q − 1.
This completes the proof of proposition 4.8.1 above.
Proposition 4.9.1. We have for i < q
π∗M
0 = OT ; π∗M
1 = Ω1T ; R
jπ∗M
i = (0); j ≥ 1(4.9.1)
The sheaf π∗M
i admits an increasing filtration filℓ(π∗M
i), ℓ ≥ 0 which
is stable under δ and satisfies
grj(π∗M
i) ∼= Hj(P,Ω
j
P/T )⊗ Ω
i−2j
T
∼= CHj(P )⊗Z Ω
i−2j
T(4.9.2)
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for j ≥ 0. Here CHj(P ) is the Chow group of codimension j algebraic
cycles on P . The differential grj(π∗M
i)→ grj(π∗M
i+1) is the identity
on the Chow group tensored with the exterior derivative on Ω∗T up to
sign.
Note that the last assertion in (4.9.1) implies for i < q
H∗(P,M i) ∼=
{
H0(T, π∗M
i) ∗ = 0
0 ∗ ≥ 1.
It follows from (4.9.2) that the complex H0(T,M∗) has no cohomol-
ogy in odd degrees < q − 1. (Recall that T has no higher de Rham
cohomology). These assertions imply proposition 4.5.1.
Proof of proposition 4.9.1. The first two assertions in (4.9.1) are clear,
because M0 = OP and M
1 = π∗Ω1T . We define
Gj = ImΩ
j
P/T ⊗ π
∗Ωi−2jT → Ω
j−1
P/T ⊗ π
∗Ωi−2j+2T , G0 =M
i
coming from the resolution ofM i in 4.8.1. Then Raπ∗Gj = 0 for a 6= j.
This proves Rjπ∗M
i = 0 for j ≥ 1. One has a short exact sequence
0→ Rjπ∗Ω
j
P/T ⊗ Ω
i−2j
T → R
jπ∗Gj → R
j+1π∗Gj+1 → 0
with R0π∗G0 = π∗M
i. One defines
filj(π∗M
i) = inverse image of Rjπ∗Ω
j
P/T ⊗ Ω
i−2j
T
via R0π∗G0 → R
jπ∗Gj.
This proves (4.9.2).
In order to understand the map grj(π∗M
i) → grj(π∗M
i+1), we con-
struct a commutative diagram
µ⊗1
−−→ Ω2P/T ⊗ π
∗Ωi−4T
µ⊗1
−−→ Ω1P/T ⊗ π
∗Ωi−2T
µ⊗1
−−→ π∗ΩiT
µ⊗1
−−→ M iy∇τ y∇τ y∇τ y∇τ
µ⊗1
−−→ Ω2P/T ⊗ π
∗Ωi−3T
µ⊗1
−−→ Ω1P/T ⊗ π
∗Ωi−1T
µ⊗1
−−→ π∗Ωi+1T
µ⊗1
−−→ M i+1
(4.9.3)
mapping the resolution of M i to the resolution of M i+1 given by 4.8.1.
To this aim recall that one has an exact sequence of complexes
0→ K∗ → Ω∗P →M
∗ → 0(4.9.4)
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with
Ki = ΩiP/T ⊕ Ω
i−1
P/T ⊗ π
∗Ω1T ...⊕ Ω
1
P/T ⊗ π
∗Ωi−1T ⊕ µ(Ω
1
P/T ) ∧ π
∗Ωi−2T
(4.9.5)
Note that the differential Ki−j−1 → Ki−j acts as follows
ΩjP/T ⊗ π
∗Ωi−1−2jT →(4.9.6)
Ωj+1P/T ⊗ π
∗Ωi−1−2jT ⊕ Ω
j
P/T ⊗ π
∗Ωi−2jT ⊕ Ω
j−1
P/T ⊗ π
∗Ωi−2j+1T .
To see this, write
ΩjP/T ⊗ π
∗Ωi−1−2jT = Ω
j
P/T ⊗OT π
−1Ωi−1−2jT(4.9.7)
and apply the Leibniz rule with
dΩ1P/T ⊂ Ω
2
P/T ⊕ Ω
1
P/T ⊗ π
∗Ω1T ⊕ µ(Ω
1
P/T ).(4.9.8)
The corresponding map Ω1P/T → µ(Ω
1
P/T ) is of course µ. We denote by
∇τ the corresponding map Ω
1
P/T → Ω
1
P/T ⊗ π
∗Ω1T and also by ∇τ the
induced map ΩjP/T ⊗ π
∗Ωi−1−2jT → Ω
j
P/T ⊗ π
∗Ωi−2jT . For γ ∈ Ω
j
P/T ⊗
π∗Ωi−1−2jT , write dγ = γj+1 +∇τ (γ) + (µ ⊗ 1)(γ) with γj+1 ∈ Ω
j+1
P/T ⊗
π∗Ωi−1−2jT . The integrability condition d
2(γ) = 0 in Ω∗P says that (µ⊗
1)∇τ(γ) = ∇τ (µ⊗ 1)(γ) ∈ Ω
j−1
P/T ⊗ π
∗Ωi−j+2T , upto sign.
Thus grjπ∗M
i → grjπ∗M
i+1 is the map
Rjπ∗∇τ : R
jπ∗Ω
j
P/T ⊗ Ω
i−2j
T → R
jπ∗Ω
j
P/T ⊗ Ω
i−2j+1
T .
Now, ∇τ = d|K
∗, where d is the differential of Ω∗P . Let ℓi be the rank
one subquotients of π∗E , with local algebraic transition functions f iα,β.
Then Rjπ∗Ω
j
P/T ⊗ Ω
i−2j
T is generated over OT by elements ϕ = F ∧ ω,
with
F = dlogf i1α0,α1 ∧ · · · ∧ dlogf
ij
αj−1,αj
and ω ∈ Ωi−2jT . Thus dϕ = (−1)
jF ∧ dω. This finishs the proof of the
proposition.
5. Chern-Simons classes and the Griffiths group
5.1. Our objective in this section is to investigate the vanishing of the
class wn(E,∇) for a flat bundle E on a smooth, projective variety X
over C. We will show that wn = 0 if and only if the n-th chern class
cn(E) vanishes in a “generalized Griffiths group” Griff
n(X).
Let X be a smooth, quasi-projective variety over C. For Z ⊂ X a
closed subvariety and A an abelian group, we write H∗Z(X,A) for the
singular cohomology with supports in Z and values in A. We write
H∗Zn(X,A) = lim−→ Z⊂X cod. nH
∗
Z(X,A).
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Purity implies that for Z irreducible of codimension n,
HpZ(X,A) =
{
0 p < 2n
A(−n) p = 2n
Here Z(n) = (2πi)nZ and A(n) := A⊗ Z(n). As a consequence
HpZn(X,Z(n)) =
{
0 p < 2n
Zn(X) p = 2n
where Zn(X) is the group of codimension n algebraic cycles on X .
For m < n, define the Chow group of codimension n algebraic cycles
modulo codimension m equivalence by
CHnm(X) := Image
(
Zn(X) = H2nZn(X,Z(n))→ H
2n
Zm(X,Z(n)
)
.
(5.1.1)
Of course, CH∗0 (X) is the group of cycles modulo homological equiv-
alence. It follows from [2] (7.3) that CHnn−1(X) is the group of codi-
mension n algebraic cycles modulo algebraic equivalence.
Definition 5.1.1. The generalized Griffiths group Griffn(X) is defined
to be the kernel of the map CHn1 (X)→ CH
n
0 (X). In words, the gener-
alized Griffiths group consists of cycles homologous to 0 on X modulo
those homologous to 0 on some divisor in X.
Example 5.1.2. Griff 2(X) is the usual Griffiths group of codimension
2 cycles homologous to zero modulo algebraic equivalence.
5.2. With notation as above, let Hp(A) denote the Zariski sheaf on
X associated to the presheaf U 7→ Hp(Uan, A), cohomology for the
classical (analytic) topology with coefficients in A. The principal object
of study in [2] was a spectral sequence
Ep,q2 (A) = H
p(XZar,H
q(A))⇒ Hp+q(Xan, A).(5.2.1)
associated to the “continuous” map Xan → XZar. This spectral se-
quence was shown to coincide from E2 onward with the “coniveau”
spectral sequence
Ep,q1 (A) =
⊕
x∈Zp−Zp+1
Hq−p(x,A)⇒ Hp+q(Xan, A).(5.2.2)
As a consequence of a Gersten resolution for the sheaves Hp(A), one
had
Hp(XZar,H
q(A)) = (0) for p > q(5.2.3)
Hn(XZar,H
n(Z(n))) ∼= CHnn−1(X).
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The E∞-filtration N
∗H∗(Xan, A) is the filtration by codimension,
NpH∗(Xan, A) = Image (H
∗
Zp(Xan, A)→ H
∗(Xan, A)).
Proposition 5.3.1. With notation as above, there is an exact sequence
0→ H2n−1(Xan,Z(n))/N
1 → E0,2n−1n
dn−→ Griffn(X)→ 0.(5.3.1)
Proof. It follows from (5.2.3) that we have
H2n−1(Xan,Z(n))։ E
0,2n−1
∞ = E
0,2n−1
n+1 ⊂ E
0,2n−1
n ⊂ · · ·
⊂ E0,2n−12 = Γ(X,H
2n−1(Z(n)))(5.3.2)
and
CHnn−1(X) = E
n,n
2 ։ E
n,n
3 ։ · · ·։ E
n,n
n+1 = E
n,n
∞ ⊂ H
2n(Xan,Z(n)).
(5.3.3)
In fact, En,nr
∼= CHnn+1−r(X). In particular, E
n,n
n
∼= CHn1 (X). To see
this, one can, for example, use the theory of exact couples [13] pp. 232
ff. One gets an exact triangle
Dr
ir−→ Dr
krտ ւ jr
Er
where in the appropriate degree
Dr = Image(H
2n
Zn(X,Z(n))→ H
2n
Zn−r+1(X,Z(n)))
∼= CHnn−r+1(X),
ir = 0 and jr is an isomorphism.
The spectral sequence (5.2.1) now yields a diagram with exact rows,
proving the proposition.
0 −→ H2n−1(X,Z(n))/N1 −→ E0,2n−1n
dn−→ Griffn(X) −→ 0y= y= y∩
0 −→ H2n−1(X,Z(n))/N1 −→ E0,2n−1n
dn−→ En,nn −→ H
2n(X,Z(n))
(5.3.4)
Proposition 5.4.1. Let X be smooth and quasi-projective over C. Let
(E,∇) be a vector bundle with an integrable connection on X. Let
n ≥ 2 be given, and let dn be as in (5.3.4). Let cn(E) be the n-th Chern
class in Griffn(X)⊗Q. Then
(i) wn(E,∇) ∈ E
0,2n−1
n (C) ⊂ Γ(X,H
2n−1(C)).
(ii) dn(wn) = cn(E).
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Proof. The spectral sequence (5.2.1) in the case A = C coincides with
the “second spectral sequence” of hypercohomology for
H∗(Xan,C) ∼= H
∗(XZar,Ω
∗
X/C).
This is convenient for calculating the differentials in (5.2.1). Namely,
we consider the complexes for m ≥ n
τn,nΩ
∗ :=Hn(C)[−n]
τm,nΩ
∗ :=
(
ΩmX/dΩ
m−1
X → . . .→ Ω
n−1
X → Ω
n
closed
)
[−m]; m < n.(5.4.1)
We have maps
τ0,nΩ
∗ → τ1,nΩ
∗ → · · · → τn,nΩ
∗ → τn,n+1Ω
∗ → · · · → τn,∞Ω
∗,
and
E0,2n−1r = Image(H
2n−1(X, τ2n−r+1,2n−1Ω
∗)→
H2n−1(X, τ2n−1,2n−1Ω
∗) = Γ(X,H2n−1)).(5.4.2)
There is a diagram of complexes[
Kmn → Ω
n → · · · → Ω2n−2 → Ω2n−1closed
] a
−→ Ω∞Kmn
b
y cy
τn+1,2n−1Ω
∗[n− 1]
e
−→ τ2n−1,∞Ω
∗[n− 1],
(5.4.3)
where Ω∞Kmn is the complex K
m
n → Ω
n → Ωn+1 → · · · . We have
cn(E,∇) ∈ H
n(X,Ω∞Kmn )(5.4.4)
c(cn(E,∇)) = wn(E,∇) ∈ H
2n−1(X, τ2n−1,∞Ω
∗) ∼= H0(X,H2n−1).
The map a is the inclusion of a subcomplex, and the quotient has
no cohomology sheaves in degrees < n + 1, so a is an isomorphism
on hypercohomology in degree n. It follows that wn(E,∇) lies in the
image of the map e in (5.4.3). By (5.4.2), this image is E0,2n−1n .
To verify dn(wn) = cn(E), write Ω¯
∞Kmn for the complex
Kmn → Ω
n/dΩn−1 → Ωn+1 → · · · ,
and let c¯n(E,∇) ∈ H
n(X, Ω¯∞Kmn ) be the image of cn(E,∇). Consider
the distinguished triangle of complexes
τn,2n−2Ω
∗[n− 1]→ Ω¯∞Kmn
α
−→ Kmn ⊕ τ2n−1,∞Ω
∗[n− 1](5.4.5)
We have by definition α(c¯n(E,∇)) = (cn(E), wn(E)), so, writing ∂ for
the boundary map,
∂(cn(E)) = −∂(wn(E,∇)) ∈ H
2n(X, τn,2n−2Ω
∗).(5.4.6)
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Note that the boundary map on Kmn factors through the dlog map
Kmn →H
n. Thus ∂cn(E) is the image of the Chern class. On the other
hand, by (5.2.3) we have
H2n(X,Ω∗)։ H2n(X, τn,∞Ω
∗),
from which it follows by standard spectral sequence theory that the
image of the map
H2n(X, τn,nΩ
∗)→ H2n(X, τn,2n−2Ω
∗)
coincides with En,nn , and that the boundary map
δ : Γ(X,H2n−1) ∼= H2n−1(X, τ2n−1,∞Ω
∗)→ H2n(X, τn,2n−2Ω
∗)
coincides with dn from the statement of the proposition on δ
−1(En,nn ) =
E0,2n−1n . This completes the proof of the proposition.
Our next objective is to realize the sequence (5.3.1) as an exact se-
quence of mixed Hodge structures. To avoid complications, we replace
Z with Q throughout. More precisely, we work with filtering direct
limits of finite dimensional Q-mixed Hodge structures, where the tran-
sition maps are maps of mixed Hodge structures.
Lemma 5.4.2. The spectral sequence (5.2.1) with A = Q(n) can be
interpreted as a spectral sequence in the category of mixed Hodge struc-
tures.
Proof. The spectral sequence (5.2.2) can be deduced from an exact
couple ([2],p.188)
· · · → Hp+qZp (X,Q(n))→ H
p+q
Zp−1
(X,Q(n))→ Hp+q
Zp−1/Zp(X,Q(n))→ · · ·
These groups clearly have infinite dimensional mixed Hodge structures
and the maps are morphisms of mixed Hodge structures. The lemma
follows easily, since (5.2.1) coincides with the above from E2 onward.
Remark 5.4.3. The groups En,nr are all quotients of
H2nZn/Zn+1(X,Q(n))
∼=
⊕
z∈Xn
Q
so these groups all have trivial Hodge structures.
Proposition 5.5.1. The Chern-Simons class wn(E,∇) ∈ E
0,2n−1
n (C)
lies in F 0 (zeroeth piece of the Hodge filtration) for the Hodge structure
defined by E0,2n−1n (Q(n)).
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Proof. We have E0,2n−1n ⊂ E
0,2n−1
2 ⊂ H
2n−1(C(X),C), where the group
on the right is defined as the limit over Zariski open sets. Thus, it
suffices to work “at the generic point”. Let S denote the category of
triples (U, Y, π) with Y smooth and projective, π : Y → X a birational
morphism of schemes, and U ⊂ Y Zariski open such that YU is a
divisor with normal crossings and U → π(U) is an isomorphism. Using
resolution of singularities, one sees easily that
Hn(Spec(C(X)),C) ∼= lim−→ SH
n(Y,Ω∗Y (log(Y − U))).
The Hodge filtration on the left is induced in the usual way from the
first spectral sequence of hypercohomology on the right.
Lemma 5.5.2. For α ∈ S let jα : Uα →֒ Yα be the inclusion. Then
lim−→ SH
n(Yα, jα∗K
m
n,Uα) = (0), n ≥ 1.
Proof of lemma. Given j : U →֒ Y in S and z ∈ Hn(Y, j∗K
m
n,U), let
k : Spec(C(X))→ Y be the generic point. We haveHn(Y, k∗K
m
n,C(X)) =
(0) since the sheaf is constant, so there exists V ⊂ U open of finite type
such that writing ℓ : V → Y , z dies in Hn(Y, ℓ∗K
m
n,V ). Let m : V → Z
represent an object of S with Z dominating Y . We have a triangle
Hn(Y, j∗K
m
n,U) → H
n(Z,m∗K
m
n,V )
ց ր
Hn(Y, ℓ∗K
m
n,V )
(5.5.1)
from which it follows that z 7→ 0 in lim−→ SH
n(Yα, jα,∗K
m
n,Uα).
Returning to the proof of proposition 5.5.1, write Dα = Yα − Uα
for α ∈ S. We see from the lemma that the map labeled a below is
surjective:
cn(E,∇) ∈ H
n(X,Ω∞Kmn )
↓
lim−→ SH
n(Yα, jα,∗K
m
n,Uα → Ω
n(log(Dα))→ · · · )
րa ↓
lim−→ SH
n−1(Yα,Ω
n(log(Dα))→ · · · )
b
−→ H2n−1(Spec(C(X)),C)
(5.5.2)
Since the image of b is F 0 for the Hodge filtration on
H2n−1(Spec(C(X)),C), and since the composition of vertical arrows
maps cn(E,∇) to the restriction of wn(E,∇) at the generic point, the
proposition is proved.
Proposition 5.6.1. The Chern-Simons class wn(E,∇) ∈ E
0,2n−1
n (Q(n)).
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Proof. The following diagram is commutative
Hn(X,Ω∞Kmn ) → H
0(X,H2n−1(C))→ H2n−1(Spec(C(X)),C)
↓ ϕ(3.9.1(3)) ↓
H2n−1(Xan,C/Z(n)) −−−−−−−−−−−−−→H
2n−1(Spec(C(X)),C/Z(n)).
(5.6.1)
We know from [7] and proposition 3.10.1 above that
ϕ(cn(E,∇)) = c
an
n (E,∇),
and, using the deep theorem of Reznikov [18], that this class is tor-
sion. In particular, the image of cn(E,∇) on the upper right lies in
H2n−1(Spec(C(X)),Q(n)). As a matter of fact, in 5.6.2, we will only
use that wn(E,∇) ∈ E
0,2n−1
n (R(n)). For this we don’t need the full
strength of [18], but only that cann (E,∇) = 0 ∈ H
2n−1(Xan,C/R(n)),
which is a consequence of Simpson’s theorem [19] asserting that (E,∇)
deforms to a C variation of Hodge structure.
Theorem 5.6.2. Let X be a smooth, projective variety over C. Let E
be a vector bundle on X, and let ∇ be an integrable connection on E.
Then wn(E,∇) ∈ H
0(X,H2n−1(C)) vanishes if and only if the cycle
class cn(E) is trivial in Griff
n(X)⊗Q.
Proof. Consider the exact sequence of mixed Hodge structures
0→ H2n−1(Xan,Q(n))/N
1 → E0,2n−1n (Q(n))→ Griff
n(X)⊗Q→ 0.
(5.6.2)
Write H for the group on the left. It is pure of weight −1, so
H(Q) ∩ F 0H(C) = (0). It follows that wn(E,∇) = 0 if and only if
its image cn(E) in Griff
n(X)⊗Q vanishes.
The following corollary is a simple application of the theorem to the
example (0.2) discussed in the introduction.
Corollary 5.6.3. Let E, X, ∇ be as above. Assume E has rank 2,
and that the determinant bundle is trivial, with the trivial connection.
Let U ⊂ X be affine open such that E|U is trivial, and let
(
α β
γ −α
)
be the
connection matrix. Then c2(E)⊗Q is algebraically equivalent to 0 on
X if and only if there exists a meromorphic 2-form η on X satisfying
dη = α ∧ dα = α ∧ β ∧ γ.
6. Logarithmic Poles
In this section we consider a normal crossing divisor D ⊂ X on
a smooth variety X , the inclusion j : X − D → X , and a bundle E,
together with a flat connection∇ : E → Ω1X(logD)⊗E with logarithmic
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poles along D. The characteristic of the ground field k is still 0. Finally
recall from [2] that one has an exact sequence
0→ H0(X,Hj)→ H0(X −D,Hj)→ ⊕iresH
0(k(Di),H
j−1)(6.0.3)
Theorem 6.1.1. Let (E,∇, D) be a flat connection with logarithmic
poles. Then
wn(E,∇) ∈ H
0(X,H2n−1) ⊂ H0(X −D,H2n−1) = H0(X, j∗H
2n−1).
(6.1.1)
Proof. By 6.0.3, one just has to compute the residues of wn(E,∇) along
generic points of D. So one may assume that the local equation of ∇
is A = B dx
x
+ C, where B is a matrix of regular functions, x is the
local equation of a smooth component of D, and C is a matrix of
regular one forms. Furthermore, as dA = A2 = 1
2
[A,A], the formulae
of theorem 2.2.1 say that the local shape of wn(E,∇) is TrλA(dA)
n−1 =
λTr(B dx
x
+C)(dB dx
x
+ dC)n−1 for some λ ∈ Q. So upto coefficient one
has to compute
(6.1.2) Tr Res(B
dx
x
+ C)((dC)n−1 +
∑
a+b=n−2
(dC)adB
dx
x
(dC)b) =
Tr Res[C
∑
a+b=n−2
(dC)adB(dC)b +B(dC)n−1]
dx
x
.
On the other hand, the integrability condition reads
(dB − (CB −BC))
dx
x
+ dC − C2 = 0,
from which one deduces
dC
dx
x
= C2
dx
x
(6.1.3)
Res(dB − (CB −BC))
dx
x
= 0(6.1.4)
Applying (6.1.3) to (6.1.2), we reduce to calculating
Tr Res[
∑
a+b=n−2
(dC)aCdB(dC)b +B(dC)n−1]
dx
x
(6.1.5)
Since we are only interested in calculating (6.1.5) modulo exact forms,
we can use d(CB) = dCB − CdB and move copies of dC to the right
in (6.1.5) under the trace. The problem becomes to show
Tr ResB(dC)n−1
dx
x
(6.1.6)
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is exact. It follows from (6.1.4) that
Tr ResC2n−3dB
dx
x
= Tr Res[C2n−2B − C2n−3BC]
dx
x
(6.1.7)
Bringing the C to the left in the last term changes the sign, so we get
by (6.1.3)
Tr Res(dC)n−2CdB
dx
x
= Tr ResC2n−3dB
dx
x
= Tr Res2(dC)n−1B
dx
x
.
(6.1.8)
Thus
(6.1.9) Tr Res(dC)n−1B
dx
x
= Tr Res(dC)n−2(CdB − dCB)
dx
x
=
− Tr Res d[C(dC)n−3d(CB)
dx
x
].
This form is exact, so we are done.
6.2. We want now to understand the image of wn(E,∇) under the
map dn defined in 5.3.1. Of course 5.4.1 says that dn(wn((E,∇)|(X −
D))) = cn(E).
Definition 6.2.1. (see [10], Appendix B): Let (E,∇) be a flat connec-
tion with logarithmic poles along D, with residue
Γ = ⊕Γs ∈ ⊕sH
0(Ds,EndE|Ds).
One defines
NCHi (Γ) = (−1)
i
∑
α1+···+αs=i
(
i
α
)
Tr(Γα11 ◦ ·... · ◦Γ
αs
s ) · [D1]
α1 · · · [Ds]
αs
∈ CH i(X)⊗ C.(6.2.1)
One defines as usual the corresponding symmetric functions cCHi (Γ) ∈
CH i(X)⊗C as polynomial with Q coefficients in the Newton functions
NCHi (Γ). For example
cCH2 (Γ) =
1
2
[(
∑
s
Tr (Γs) ·Ds)
2 −
2(
∑
s
Tr (Γs · Γs) ·D
2
s + 2
∑
s<t
Tr (Γs · Γt)Ds ·Dt)](6.2.2)
∈ CH2(X)⊗ C.
We denote by c2(Γ) its image in H
2(X,Ω2X,cl) and also by c2(Γ) its
image in H2(X,H2DR).
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Note that these invariants vanish when the connection has nilpotent
residues Γs. (This condition forces the local monodromies around the
components of D to be unipotent (see [5])).
Theorem 6.2.2. Assume k has characteristic zero and X is proper.
Then
c2(E)− c2(Γ) = d2(w2(E,∇)) ∈ H
2(X,H2).(6.2.3)
Proof. In order to simplify the notations, we denote by c2(Γ) the same
expression in CH2(X)⊗C, ⊕sCH
1(Ds)⊗C, ⊕sF
1H2DR(Ds) etc., where
we always distribute 2Ds · Dt for s < t as one Ds · Dt on Ds and one
on Dt.
We denote by π : Q → X the flag bundle of E. As π∗ induces an
isomorphism
H2(X, dΩ1X)
H1(X,H2)
=
H3(X,OX → Ω
1
X)
N1H3(X)
∼
−−→
H3(Q,OQ → Ω
1
Q)
N1H3(Q)
(6.2.4)
and an injection H2(X,H2) → H2(Q,H2), it is enough to prove the
compatibility on Q via the exact sequence ([2])
0→
H3(X,OX → Ω
1
X)
N1H3(X)
→ H2(X,Ω2X,clsd)→ H
2(X,H2).(6.2.5)
WriteD′s = π
∗Ds, and consider (O(D
′
s),∇s) ∈ H
1(Q,K1 → Ω
1
Q(logD
′
s)clsd),
where ∇s is the canonical connection with residue -1 along D
′
s.
We define a product
(Kmi → (π
∗ΩiX(logD))τd)× (K
m
j → (π
∗ΩjX(logD))τd)
•
−−→ (Kmi+j → (π
∗Ωi+jX (logD))τd)
by
x · x′ =

x ∪ x′ if deg x′ = 0
τd log x ∧ x′ if deg x = 0 and degx′ = 1
0 otherwise
(6.2.6)
(Here τd : π∗ΩiX(logD) → π
∗Ωi+1X (logD) comes from the splitting
τ : Ω1Q(logD
′)→ π∗Ω1X(logD). See proposition 4.4.1 as well as [7] and
[8].) One verifies that
d(x · x′) = dx · x′ + (−1)degxx · dx′,(6.2.7)
the only non trivial contribution left and right being for degx = degx′ =
0.
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This product defines elements (W1 is the weight filtration)
ǫst = (O(D
′
s),∇s) · (O(D
′
t),∇t) ∈ H
2(Q,K2 →W1Ω
2
Q(log(D
′
s +D
′
t))cl)
(6.2.8)
which map to D′s ·D
′
t in CH
2(Q). Moreover Res ǫst is the class ofD
′
s ·D
′
t
sitting diagonally in
F 1H2DR(D
′
s)⊕ F
1H2DR(D
′
t)
if s 6= t; or in F 1H2DR(D
′
s) if s = t.
Next we want to define a cocycle N2(π
∗(E,∇)).
Let hij(= h) be the upper triangular transition functions of E|Q
adapted to the tautological flag Ei, and write Bi for the local connection
matrix in Ω1Q(logD
′), D′ = π−1D. Then τBi is upper triangular, and
τdBi = dτBi has zero’s on the diagonal [7], (0.7), (2.7). Let
wi = Tr(BidBi).
Using Tr (dhh−1)3 = 0, one computes that wi−wj = −3Tr d(h
−1dhBj).
But
Tr h−1dhBj = Tr h
−1BihBj
Tr h−1ik dhijdhjk = Tr h
−1
ik (Bihij − hijBj)(Bjhjk − hjkBj)(6.2.9)
= δTr (BihBjh
−1).
Here δ is the Cech coboundary. Writing Ci for Cech i-cochains, we may
define
3N2(π
∗(E,∇)) = (3
r∑
a=0
ξaij ∪ ξ
a
jk,−3Tr (h
−1dhBj), wi) ∈
(C2(Q,K2)× C
1(Q,Ω2Q(logD
′))× C0(Q,Ω3Q(logD
′)))d+δ(6.2.10)
where (ξ1ij, . . . , ξ
r
ij) is the diagonal part of hij . This defines 3N2(π
∗(E,∇))
as a class in H2(Q,K2 → Ω
2
Q(logD
′)→ ...) which maps to
3τN2(π
∗(E,∇)) = (3
r∑
a=1
ξaij ∪ ξ
a
jk, 3
r∑
a=1
ωai ∧ (δω
a)ij, 0)
∈ H2(Q,K2 → π
∗Ω2X(logD
′)τd)(6.2.11)
where (ω1i , . . . , ω
r
i ) is the diagonal part of τBi.
As the image of τN2(π
∗(E,∇)) in H2(Q,K2) is just the second New-
ton class of E, the argument of [8], (1.7) shows that
N2(E,∇) := τN2(π
∗(E,∇)) ∈(6.2.12)
H2(X,K2 → Ω
2
X(logD)→ ...) ⊂ H
2(Q,K2 → π
∗Ω2X(logD)→ ...).
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We observe that w(B) = Tr BdB ∈ W2Ω
3
Q(logD
′) (weight filtration)
so the cocycle
2x = −N2(π
∗(E,∇)) + c1(π
∗(E,∇))2 =(6.2.13)
(−Tr (h−1dh)2 + Tr h−1dh · Tr h−1dh,
Tr (h−1dhB)− Tr h−1dh · Tr B,−
w(B)
3
)
defines a class in
H2(Q,Ω2cl →W1Ω
2
Q(logD
′)→ W2Ω
3
Q(logD
′)cl).
One has an exact sequence
0→ H2(Q,Ω2cl → W1Ω
2
Q(logD
′)→W1Ω
3
Q(logD
′)cl)
→ H2(Q,Ω2cl →W1Ω
2
Q(logD
′)→W2Ω
3
Q(logD
′)cl)(6.2.14)
residue
−−−−→ ⊕s<tH
0(D′st,Ω
1
D′st,cl
).
As D′st is proper smooth, one has
H0(D′st,Ω
1
D′st,cl
) ⊂ H0(D′st,H
1) = H1(D′st).
The residue of 2x along D′st is just the residue of −
1
3
w(B) along D′st
via
H0(Q,H3(logD′)) = H0(Q−D′,H3)
→ ⊕sH
0(D′s − ∪t6=sD
′
t,H
2)(6.2.15)
→ ⊕s<tH
0(D′st,H
1),
which vanishes. Therefore
2x ∈ H2(Q,Ω2cl → W1Ω
2
Q(logD
′)→W1Ω
3
Q(logD
′)cl).(6.2.16)
Its residue in ⊕sH
1(D′s,Ω
1
D′s
) is (Tr (h−1dh · Γ)−Tr h−1dh ·Tr Γ). By
[10], Appendix B, one has −h−1dh = σ(D′) · Γ in H1(Q,Ω1Q⊗EndE)
where σ(D′) is the extension
0→ Ω1Q → Ω
1
Q(logD
′)→ ⊕sOD′s → 0.
One has
1. −D′s · D
′
s is the push down extension of σ(D
′
s) by Ω
1
Q → Ω
1
D′s
in
H1(Q,Ω1D′s)
2. −D′s ·D
′
t is the extension
0→ Ω1D′t → Ω
1
D′t
(log(D′s ∩D
′
t))→ OD′s∩D′t → 0
in H1(Q,Ω1D′t
).
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It follows that residue x = c2(Γ) in ⊕sH
1(D′s,Ω
1
D′s
).
For appropriate λst ∈ k (the coefficients of c2(Γ)), c2(Γ) = residue∑
λstǫst in ⊕sH
1(D′s,Ω
1
D′s
). So one has
residue(x−
∑
λstǫst) ∈ ⊕sF
2H2(D′s)(6.2.17)
Again, since residue (x−
∑
λstǫst) = residue x = 0 in⊕sH
0(D′s,H
2) ⊂
⊕sH
2(k(D′s)), one has that in ⊕sF
1H2(D′s)
residue(x−
∑
λstǫst) ∈ ⊕sF
2H2(D′s) ∩H
1(D′s,H
1) = 0.(6.2.18)
This shows that residue (x−
∑
λstǫst) = 0 in ⊕sF
1H2(D′s), that is
w2(E,∇) = (x−
∑
λstǫst) ∈
H2(Q,Ω2cl → Ω
2 → Ω3cl) = H
0(Q,H3)
Im⊕s H1(D′s)
(6.2.19)
and maps to
c2(E)− c2(Γ) in H
2(Q,H2).(6.2.20)
6.3. question. We know (see [10], Appendix B) that on X proper, the
image of cn(Γ) in the de Rham cohomology H
2n
DR(X) is the Chern class
cDRn (E). This inclines to ask whether
cn(E)− cn(Γ) = dn(wn(E,∇)) ∈ Griff
n(X).
6.4.
Theorem 6.4.1. Let (E,∇) be a flat connection with logarithmic poles
along a normal crossing divisor D on a smooth proper variety X over
C. When (E,∇)|(X − D) is a complex variation of Hodge structure,
then w2(E,∇) = 0 if and only if c2(E)−c2(Γ) = 0 ∈ H
2(X,H2). When
furthermore (E,∇)|(X−D) is a Gauß-Manin system, then w2(E,∇) ∈
H0(X,H3(Q(2))), and if it has nilpotent residues along the components
of D, then w2(E,∇) = 0 if and only if c2(E) = 0 ∈ H
2(X,H2).
Proof. As in proposition 5.5.1, one has wn(E,∇) ∈ F
0. In fact, the
proof does not use that∇ is everywhere regular, but only that wn(E,∇)
comes from a class in Hn(Y,Kmn → Ω
n
Y (log(Y − U) → ...) on some
(U, Y, π) ∈ S. Further, if (E,∇)|(X − D) is a C variation of Hodge
structure, then wn(E,∇) ∈ H
0(X,H2n−1(R(n)) as
wn(E,∇)|(X −D) ∈ H
0(X −D,H2n−1(R(n)))
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(see proof of proposition 5.6.1). When (E,∇)|(X−D) is a Gauß-Manin
system, then again one argues exactly as in the proof of proposition
5.6.1 using [4] to show w2(E,∇) ∈ H
0(X,H3(Q(2))). Finally c2(Γ) = 0
when the residues of the connection are nilpotent.
7. Examples
7.1. Let X be a good compactification of the moduli space of curves
of genus g with some level, such that a universal family ϕ : C →
X exists. Let (E,∇) be the Gauß-Manin system R1ϕ∗Ω
•
C/X(log∞).
Then Mumford [16], (5.3) shows that cCHi (E)⊗Q = 0 in CH
i(X)⊗Q
for i ≥ 1, so a fortiori ci(E) ⊗ Q = 0 in the Griffiths group. As ∇
has nilpotent residues (the local monodromies at infinity of the Gauß-
Manin system are unipotent and (E,∇) is Deligne’s extension [5]), one
applies theorem 6.4.1.
In particular, for any semi-stable family of curves ϕ : Y → X over a
field k of characteristic 0,
wn(R
1ϕ∗Ω
•
Y/X(log∞)) = 0,
for n = 2 and for n ≥ 2 if ϕ is smooth (or if the question (6.3) has a
positive response).
7.2. Let X be a level cover of the moduli space of abelian varieties
such that a universal family ϕ : A → X exists. The Riemann-Roch-
Grothendieck theorem applied to a principal polarization L on A to-
gether with Mumford’s theorem that
ϕ∗L
n = M ⊗ trivial
for some rank 1 bundle M , imply that cCHi (E) ⊗ Q = 0 for E =
R1ϕ∗Ω
•
A/X |X0, where X0 is the smooth locus of ϕ. This result was
communicated to us by G. van der Geer [12]. In particular, for any
smooth family ϕ : Y → X of abelian varieties with X smooth proper
over a field of characteristic 0, wn(R
1ϕ∗Ω
•
Y/X) = 0 for all n ≥ 2.
7.3. Let ϕ : Y → X be a smooth proper family of surfaces over
X smooth. The Riemann-Roch-Grothendieck theorem, as applied by
Mumford in [16], implies that the Chern character verifies
ch(
i=4∑
i=0
(−1)iRiϕ∗Ω
•
Y/X) ∈ CH
0(X)⊗Q ⊂ CH•(X)⊗Q.
As R1ϕ∗Ω
•
Y/X is dual to R
3ϕ∗Ω
•
Y/X , the two previous examples show
that ci(R
2ϕ∗Ω
•
Y/X) = 0 in CH
i(X) ⊗ Q for i ≥ 1. This implies
wn(R
2ϕ∗Ω
•
Y/X) = 0 for all n ≥ 2 when X is proper.
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7.4. As shown in [9], wn(E,∇) = 0 in characteristic zero when (E,∇)
trivializes on a finite (not necessarly smooth) covering of X .
7.5. Let ϕ : Y → X be a smooth proper family defined over a perfect
field k of sufficiently large characteristic. Let (E,∇) be the Gauß-
Manin system Raϕ∗Ω
•
Y/X . Consider wn(E,∇) ∈ H
0(X,H2n−1), which
is the restriction of the corresponding class in characteristic zero when ϕ
comes from a smooth proper family in characteristic zero. Assume this.
As H0(X,H2n−1) ⊂ H0(k(X),H2n−1), we may assume that Raϕ∗Ω
•
Y/X
is locally free and compatible with base change.
Via the diagram
Y
Frel−−−→ Y (p) −−−→ Y
❩
❩❩⑦
ϕ
yϕ(p) yϕ
X
F
−−−→ X
(7.5.1)
where F is the absolute Frobenius of X , ϕ(p) = ϕ×X F , Frel is the rel-
ative Frobenius, one knows by [15], (7.4) that the Gauß-Manin system
Raϕ∗Ω
•
Y/X has a Gauß-Manin stable filtration R
aϕ
(p)
∗ Frel(τ≤aΩ
•
Y/X),
such that the restriction of ∇ to the graded pieces F ∗Ra−iϕ∗Ω
i
Y/X is
the trivial connection.
In particular, the graded pieces are locally generated by flat sections
and Ai = 0 . So by additivity of the classes ci(E,∇), wn(E,∇) =
θn(E,∇) = 0.
In particular, the classes wn( Gauß-Manin) provide examples of classes
w ∈ H0(X,H2n−1) whose restriction modulo p vanish for all but finitely
many p. This should imply that w = 0 according to [17].
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