Abstract: Internet of things (IoT
Introduction
Congestion problem in the internet of things (IoT) influences their performance, and to improve the performance some control must exists. Many control mechanisms have been proposed. One of these mechanisms is use to add a congestion control to the CoAP which is the application protocol widely used for IoT. Many researchers investigated the performance of CoAP for different topologies of IoT networks. In this research, a comparative analysis is carried out between CoAP and CoCoA. Different topologies with many scenarios are simulated using Cooja simulator and with aid of Wireshark utility and MATLAB tools, the analysis was done. The results showed that CoCoA is more robust than CoAP due to its adaptive behavior.
The Internet of Things
The internet of things (IoT) is the networking module in which everyday objects can communicate with each other's and with other devices and services using the internet, each object is equipped with sensing, identification and networking capabilities [1] . There were many efforts in order to access computerized or embedded systems remotely via internet [2] . As well as M2M communications and WSN technologies, these efforts with advances in mobile technology and high electronic integration, low cost and high speed that lead to availability of embedded systems, are the main factors lead to IoT. Recently, the embedded systems is available and integrated into everyday objects, these provide the objects with capabilities of sensing and communicating. The smart embedded systems now used in control and automation in cars, homes, (HVAC), healthcare systems and industrials (M2M). In addition, it is expected that. There are 50 billion of such devices will be connected to the internet by 2020 [3] , and 45% of the internet traffic will be for M2M traffic flow [2] . Hence, therefore the IoT is emerged to accommodate this growth in the interaction between objects.
I. The impact of IoT and its applications
The IoT have application in many fields like, personal applications, home automation, health care systems and industrial automation. Health care and industrial applications are the economic impact as (41% and 33% respectively) [2] . [2, 4, 5] Many architectures have been proposed for the IoT but the yet not converged to a reference model. From the many proposed architecture the basic model is the 3-layered model, which is consists the application layer, network layer and perception layer. Recently, a 5-layer architecture is proposed which add more abstraction and known as serviceoriented architecture (SOA), see Figure 1 .
II. IoT architecture

III. IoT enabled technology
There are six elements needed to bring up the functionality of the IoT that are (identification, sensing, communication, computation, services and semantics) [2] . The available technologies for each element are summarized in Figure 2 .
IV. IoT software stack. [6] The software stack or the communication suite that used in the thing node is composed of five layers as shown in Figure 3 .The physical and data link layers are implemented as IEEE 802.15.4 standard. In the network, layer the IPV6 protocol used for communication protocol and the RPL as a routing protocol. Nevertheless, due to the header complexity of IPV6 the adaptation layer 6Lowpan is used for convert the complex header into the one used by IEEE802.15.4 the UDP and ICMPv6 are used for add controls over the IPV6 protocols. In the application layer many protocols can be used one of them is the CoAP, which is provided with simple congestion control mechanism. 
Congestion and Congestion Control
I. Congestion problem In general, the congestion is occurred in network layer when the number of datagramsexceeds the network capacity [7] . This means that the traffic size is beyond the routers queue capacity or is large than to be consumed by the destination nodes .In this situation a lot of datagram will be dropped, which is lead to increase of the congestion due to the retransmission mechanism used by the upper layers. Then the congestion may cause the network to be collapsed and no datagrams will be delivered. In wireless sensor networks the congestion is a problem issue that happened when the load is being large, that is because the WSN is designed to working under light loads so their resources are constrained. As a consequence the increase in load will lead to increase in number of dropped packets .Another source of congestion in WSN is the collision that occurs in the data link layer which is lead to retransmission and rerouting.
IoT has been built on the WSN as one of the buildings blocks. So that the congestion problem which is happened in WSN will be faced by IoT. Another issue of congestion in IoT is the internet interface or gateway that is used in IoT architectures.
II. Congestion control
In order to control on the congestion problem, three actions are needed: (congestion, detection, congestion notification and overcoming the congestion). There were many different congestion control mechanisms used for different environments and implemented in different layers of the communication subsystem. In the internet environment, the congestion control method implemented in the TCP layer, which is known as (AIMD), and the different AQM techniques are used in the network layer of routers, these techniques largely lead to the stability of the internet today. For WSN many methods are proposed for congestion control some were implemented in the data link layer [8] [9] . In IoT environment and due to its constraint nature, the UDP is used in the transport layer, so the TCP complex congestion techniques cannot be used. The congestion control in IoT is handled by the application protocols like COAP; this is to overcome the congestion caused by the nodeconstrained resources. The congestion caused by the link collision is handled by the data link MAC control like SCMA/CA.
Congestion Control Mechanisms for CoAP
CoAP is a lightweight REST protocol standardized by (IETF). CoAP is the most used application protocol for IoT and it makes the interaction between IP based devices like HTTP protocol [Co1] . Four types of messages are defined in CoAP, which are CON, NON, RST, and ACK, The CoAP specification consist of a simple congestion control mechanism. This mechanism has two folds, the first one is by imposing restriction on the number of concurrent transmissions to be the only one outstanding message between the sender and the receiver, the other one is by using RTO and BEB for the CON type of messages .An initial RTO is selected from the interval (2,3) seconds. If no ACK is received after RTO interval, a retransmission is conducted and a new RTO is calculated using BEB, which is the double of the last RTO. The number of retransmissions is restricted to be no more than four after that a disconnection is occurs. This simple CC is not sensitive to the network condition because RTO is not depends on the RTT.
CoAP Simple Congestion Control/ Advanced (CoCoA)
CoCoA differs from the default CoAP by the following additions:
I. Adaptive RTO calculations
In CoCoA the RTO is calculated using the estimated value of RTT. For CON messages, the ACK is used for estimating RTT value. There will be two types of RTT, strong RTT and weak RTT. The strong RTT is calculated using ACK when no retransmission is occurred, but weak RTT is calculated after two retransmission. When strong or weak RTT is estimated, the RTO is updated using the following formula: -
Where β equal to (1/8) and α to (1/4), x is either strong or weak, SRTT is the smoothed RTT, K is (4) for strong and (1) for weak, RTTAVR is the RTT variation.
II. Variable Backoff factor (VBF)
In VBF scheme the Backoff values are chosen according to the criteria summarized by the formula (5). In this formula when RTO init is large the Backoff chooses to be less than 2 to avoid large idle time, but it should be no less than 1 to ensure safe congestion control .For small RTO init Backoff value is selected to be more than 2 to avoid the fake retransmissions , but not too large to avoid long idle times. The value between 1.3 and 3 is verified to give best result [13] .
III. RTO aging. If the value of RTO overall is larger than or less than 2, and not updated for more than 30s , the RTO overall is modified by equation ( 6).
Related Works
Betzler et al. [11] have verified the performance of COAP protocol using three types of network topologies (grid, dumbbell, and chain), then compared COAP with CoCoA, they showed that the CoCoA in average perform the same or better than COAP, they also used a version of CoCoA which uses the strong RTO estimation only. The evaluation was carried out using Cooja simulator and Contiki platform. Same researchers evaluate CoAP and CoCoA performance compared to the TCP congestion mechanisms [12] . Another verification to COAPwas presented in [13] , they carried out experiments with cloud services that communicate with CoAP servers on real sensor nodes in a testbed and compare howthe different is well congestion control schemes for CoAP perform. The CoCoA+ was verified in [10] they showed that CoCoA+ wasoutperform the CoAP and CoCoA for the topologies used in [11] . They concluded that CoCoA+ provide high reliability and lower delay. (A PDR improvement of up to 19.8% and a reduction of average delays during bursts of notifications of up to 31.2% were observed in comparison to default CoAP). In [14] show experiments on IoT environment emulated using netem, they compare between CoAP and CoCoA and two TCP based algorithms, Linux RTO and Peak-Hopper. They showed thatCoAP is inefficient as compared to the other protocols. In [15] , they were designed and implemented "CoCoA 4-state-Strong" which is an adaptation to CoCoA that uses a 4-state RTO-strong estimator. They showed that the designed algorithm achieved 35-40% higher throughput but 20% higher in number of retransmissions. In [16] , they compare between CoAP and CoCoA+ for two IoT cases (continuous monitoring and global event detecting), they showed that CoCoA+ perform worst than CoAP in case of bursty traffic or small RTT. In [17] they present analysis of CoCoA+ in a simulated environment of 6 by 6-node grid with periodic traffic. They highlighted some shortcomings of CoCoA+, that is the many spurious retransmissions at some offered loads and they concluded that this is due to the weak estimator of RTO.
Network Model
The model of the network used for congestion analysis is composed of multiple of lossly-coupled CoAP clients, which can access multiple of lossly coupled CoAP servers. The communication is done via Boarder Router. This model can be illustrated in Figure 4 .
Simulation Environment
Each node (server or client) has a Contiki operating system. Contiki is open source operating system for IoT, the Contiki has the implementation of the IoT protocol stack for communication, see Figure 5 . Contiki is used for many motes with different hardware .We used the wisemote for the servers and client nodes. Cooja simulator is a simulator and emulator for Contiki, and can simulate a wireless network of motes running Contiki. The Border Router is implemented in Cooja, which enables the simulated servers to be communicated with client from outside the Cooja simulator. 
Analysis Method and the Results
In order to carry out the comparative analysis between CoAP and CoCoA. Many scenarios of the network model were simulated using Cooja simulator. The simulation parameter is shown in Table 1 . The packet's traffic was captured by Wireshark program. The filtered data from the Wireshark are feed to MATLAB program where the underlying network's parameters are computed, using MID no. that got from Wireshark with its relevant time. We compute average delay, the number of packets dropped, goodput, ACK-CON using MATLAB. The analysis method is summarized in Figure 6 show the work flow diagram above. The scenarios conducted are:
I. Single client-single server
Here only one client is communicating with one server through a boarder router.
II. Multi clients -single server.
The tests were carried out on multi clients arranged like dumbbell with single server. The cases used were, six clients to one server, eight clients to one server and twelve clients to one server See Figures  7-9 .
III. Multi clients -multi server.
In this case, many clients communicate with many servers in one to one manner. Using dumbbell topology for six clients and servers. In addition, the chain topology for twelve clients and servers. See Figures 10, 11 .
IV. E-health scenario. In this scenario a real hospital's section is used as the environment (we used the paracticl section from AL-ALMANI hospital AN-NAJAF Governorate -IRAQ). The clients and servers as well as the border router are distributed as shown in Figure 12 .Using Cooja simulator , each scenario runs for one hour and for three times for each protocols (CoAP and CoCoA). The packets were captured by the Wireshark utility. The captured packets analyzed using MATLAB tool and the evaluation data was obtained. The evaluation data is summarized in Figures 13 -20 . 
Conclusions
In this paper, a comparative analysis for CoAP and CoCoA protocols is conducted by means of simulation of different topologies using cooja simulator. Many scenarios have been executed and the generated packets was captured using WireShark utility and analyzed using MATLAB tools. Table 2 show various evolution parameters for pervious work compared with this paper. CoCoA exhibits very good "good puts "for all scenarios and topologies which was be between (82% to 99%), compared to CoAP which was between (53% to 92%). The number of dropped packets was small in CoCoA as compared to CoAP. Although CoCoA experience more average delay in some scenarios its average delay is less in chain and ehealth topologies used in this evaluation. In addition, the generated CON in the CoAP is more than CON generated in CoCoA, which is, deduce efficient using of network bandwidth. So we can conclude that CoCoA is scalable than CoAP, that is due its adaptive behavior.
