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on the group generators. The right condition is the triviality of the symmetric σ -algebra of the chain.
Explicit examples show that regularity of the underlying chain is not sufficient.
Ergodicity of the Markov operator governs Cesàro convergence of the spherical averages. To obtain convergence of the spherical averages themselves, one must describe the tail σ -algebra of the Markov operator. If the underlying Markov chain satisfies a certain symmetry condition, triviality of the tail σ -algebra has been shown in [6] using Rota's ''alternierende Verfahren'' theorem [19] and the 0-2 law in the form of Kaimanovich [14] . In particular, this method is used in [6] to give a short proof of the Nevo-Stein theorem [17] on convergence of spherical averages. We also include in this note a proof of the Bowen-Nevo theorem [3] using the method of Markov operators. It remains an open problem to give a general description of the tail σ -algebra of Markov operators corresponding to actions of free groups.
The Oseledets theorem
The first ergodic theorem for actions of general locally compact groups was obtained by Oseledets [18] , whose argument can be seen as the precursor of the method of Markov operators. We limit our exposition to the case of discrete groups.
Assume that a discrete group G acts on a Lebesgue probability space (X, µ) by measure-preserving transformations. Denote the transformation corresponding to g ∈ G by T g . We shall keep this notation throughout the paper.
Let ν be a probability measure on G with Γ = supp ν being its support. Let Γ 2 = {g 1 g 2 : g 1 , g 2 ∈ Γ }. Consider the sequence {ν k } of convolution powers of the measure ν:
The averages are now defined by the formula
. T g 1 x)ν(dg 1 ) · · · ν(dg k ).
By definition, A ν k = A k ν .
Suppose that ν(g) = ν(g −1 ) for any g. This assumption means that the operators A ν k are selfadjoint.
Theorem 1 (Oseledets [18] ). Suppose that a discrete group G acts on a Lebesgue probability space (X, µ). Let ν be a measure on G such that ν(g) = ν(g −1 ). Then (1) A ν (2k) (ϕ) converge in L p (X, µ) for any ϕ ∈ L p (X, µ), p ∈ [1, ∞), (2) A ν (2k) (ϕ) converge µ-almost everywhere for any ϕ ∈ L p (X, µ), p > 1.
The limit equals E(ϕ|I Γ 2 ), where I Γ 2 is the σ -algebra of all sets invariant under the action of Γ 2 .
Oseledets' proof is a version of Rota [19] ''alternierende Verfahren'' argument, which we now briefly recall. An operator P : L 1 (X, µ) → L 1 (X, µ) is called a measure-preserving Markov operator if it satisfies the following conditions:
(1) P maps any constant function to itself, (2) P maps nonnegative functions to nonnegative ones, (3) P maps L ∞ (X, µ) to itself, and ∥P∥ L 1 = ∥P∥ L ∞ = 1.
One can prove that these conditions imply ∥P∥ L p = 1 for any p ∈ (1, ∞). In this paper we only consider measure-preserving Markov operators, so we shall omit the words ''measure-preserving'' for brevity.
Theorem 2 (Rota [19] ). Let P be a Markov operator on L 1 (X, µ). Then for every ϕ ∈ L p (X, µ), p ∈ (1, ∞), the sequence {P n (P n ) * ϕ} converges almost everywhere and in L p (X, µ). Let (X,μ) be the space of trajectories of the operator P. Here
andμ is the stationary Markov measure on X induced by the operator P. We introduce several σ -algebras on the space (X,μ). Let F 0 be the minimal complete σ -algebra on (X,μ) such that the map x  → x 0 is measurable. Similarly, let F ≥n be the minimal complete σ -algebra such that all the maps x  → x k with k ≥ n are measurable. Finally, let
The σ -algebra F tail is called a tail σ -algebra of the Markov process. For any function ϕ ∈ L p (X, µ) define a function ϕ 0 ∈ L p (X,μ) by the formula ϕ 0 (x) = ϕ(x 0 ). Then we have
The reverse martingale convergence theorem implies that
. We shall discuss the tail σ -algebra in greater detail in Section 3.
Returning to the case of Oseledets, we see that A ν is self-adjoint, thus Rota's theorem implies convergence of A 2n ν ϕ. Identification of the limit is done as follows. First suppose that ϕ ∈ L 2 (X, µ).
Hence the vectorφ ∈ L 2 (X, µ) is the sum of several vectors ν (2) (h)T hφ , and the sum of their length is equal to
But in a Hilbert space an equality ∥v 1 + · · · + v n ∥ = ∥v 1 ∥ + · · · + ∥v n ∥ holds only when all v j are proportional to v 1 + · · · + v n with nonnegative coefficients, namely
In our case this equality implies that T hφ =φ. Now it remains to note that sinceφ is Γ 2 -invariant, ϕ = E(φ|I Γ 2 ). On the other hand,
. Proof of the same statement for ϕ ∈ L p (X, µ) is obtained by approximation.
Uniform spherical averages for actions of free groups
In 1963 Arnold and Krylov [1] considered the actions of the free semigroup SF 2 and the free group F 2 on the sphere S 2 by rotations.
Let a and b be the generators of this semigroup or group. Define norms on SF 2 and F 2 as follows.
In the case of the semigroup the norm |g| of an element g ∈ SF 2 is the length of the unique word in the alphabet {a, b} that represents g. In the case of the group the norm |g| equals the minimal length of a word in the alphabet {a, b, a −1 , b −1 } that represents g.
Let S(n) = {g : |g| = n}. For SF 2 elements of this set correspond to all words of length n in the alphabet {a, b}, so #S(n) = 2 n , and for F 2 elements of S(n) correspond to 4 · 3 n−1 irreducible words of length n in the alphabet {a, b, a −1 , b −1 }, that is, to words that contain no subwords aa −1 , a −1 a, bb −1 , b −1 b. Denote by w * − → the weak- * convergence on the space of probability measures. Theorem 3 (Arnold and Krylov [1] ). Assume that SF 2 or F 2 acts on the sphere S 2 by rotations. Take any x ∈ S 2 and let δ x be the delta measure concentrated in x. Then either the set {T g x} of all images of x is not dense on the sphere or
where Leb is the normalized Lebesgue measure on the sphere.
Guivarc'h [13] considered an action of free group F 2 by measure-preserving transformations T g of the probability space (X, ν) and proved the convergence of the spherical averages in L 2 (X, ν). The result of Guivarc'h holds more generally for any unitary representation of the free group F 2 in a Hilbert space H.
Again, consider all 4 · 3 n−1 irreducible words of length n in the alphabet {a, b, a −1 , b −1 }. The spherical averages are
where the sum is taken over all irreducible words and T w = T w 1 . . . T w n . The sequence {S n ϕ} need not converge. Indeed, if T a and T b have a common eigenvector ϕ with eigenvalue −1, then S n ϕ = (−1) n ϕ. This, however, is the only possible way of ''non-convergence''.
Namely, let us denote
Theorem 4 (Guivarc'h [13] ). If ϕ ∈ H ⊥ −1 then the sequence {S n ϕ} converges in H to the orthogonal projection of ϕ onto H 1 .
Grigorchuk [9] [10] [11] considered Cesàro means of spherical averages and proved their convergence in L p and almost everywhere.
Assume that the free group F r = ⟨a 1 , . . . , a r ⟩ acts on a probability space (X, µ) by measurepreserving transformations. As above, the norm |g| of an element g ∈ F r is the minimal length of a word in the alphabet A = {a 1 , . . . , a r , a −1 1 , . . . , a −1 r } that represents g. Spherical averages of a function ϕ ∈ L 1 (X, µ) are introduced by the formula
and their Cesàro means are
Theorem 5 ). Suppose that F r acts on a probability space (X, µ) by measurepreserving transformations. Then for any ϕ ∈ L p (X, µ), p ∈ [1, ∞), the sequence {C n ϕ} converges both in L p -norm and µ-almost everywhere to the function E(ϕ|I F r ).
As above, I Γ denotes the σ -algebra of all Γ -invariant sets, Γ ⊂ F r .
Nevo and Stein ( [17] ; see also [15] and [16] ) generalized the theorem of Guivarc'h to obtain convergence of spherical averages in L p -norm and almost everywhere. Theorem 6 (Nevo and Stein [17] ). Suppose that the free group F r , r ≥ 2, acts on a probability space (X, µ) by measure-preserving transformations T g . Then for any ϕ ∈ L p (X, µ), p ∈ (1, ∞), the sequences { 1 2 (S n + S n+1 )ϕ} and {S 2n ϕ} converge in L p -norm and almost everywhere to the functions E(ϕ|I F r ) and E(ϕ|I F 2 r ) respectively.
Spherical averages with Markov weights
The uniform spherical averages can be generalized in the following way. Consider an arbitrary
Markov chain with A = {a 1 , . . . , a r , a −1 1 , . . . , a −1 r } being its set of states. That is, take a stochastic 2r × 2r matrix Π with rows and columns indexed by elements of the alphabet A. Assume that Π = (p bc ) b,c∈A has a unique stationary distribution p = (p b ) with all p b 's being positive. For any word w = w 1 . . . w n in the alphabet A denote
Define spherical averages by the formula
Similarly to the case of the Oseledets theorem, these averages can be expressed in terms of a Markov operator P. In contrast to that theorem, here P acts on functions on an extended space. This construction is due to Grigorchuk [10] , Bufetov [6] and Thouvenot (oral communication).
Endow the finite set A with the measure p = (p b ), the stationary distribution of our chain. Set
Consider an operator P on L p (Y , ν) defined by the formula
The relation between S n and powers of P is the following. For
Convergence of Cesàro averages
is immediate from the ergodic theorem for Markov operators. It remains to identify the limit function.
Obviously, this limit is P-invariant, so the problem is to describe the set of P-invariant functions. We shall return to this problem in Section 5. Now we pass to study of convergence of spherical averages themselves.
In the same way as in Section 1, consider the space (Y,ν) of trajectories of the Markov process associated to P. Here Y = Y Z + ,ν is the Markov measure on Y corresponding to the operator P. The σ -algebras F 0 , F ≥n and F tail are defined as above.
Recall the following well-known proposition. where σ is the left shift on Y : (σ y) n = y n+1 . The reverse martingale convergence theorem yields 
Proposition 1. Let P be a measure-preserving Markov operator on the space (Y , ν). Then the tail σ -algebra F tail is trivial if and only if for any
for such ϕ. But one can see that
The proof is now complete.
For our Markov operator P, the tail σ -algebra has been described in [6] only under an additional symmetry condition:
which means that all operators S n are self-adjoint.
The result from [6] imposes one more condition on matrix Π or, more precisely, on the transition graph of the corresponding Markov chain.
The matrix Π is strictly irreducible if both Π and ΠΠ T are irreducible.
Irreducibility is equivalent to the strong connectivity of the transition graph G of this Markov chain (recall that strong connectivity means that there is a path along arcs from any vertex to any other). Consider a non-directed graph G ′ with the same set of vertices as G such that it has an edge uv if and only if the graph G has edges u → w and v → w for some vertex w. Then one can see that the Markov chain is strictly irreducible if and only if the graph G ′ is connected and the graph G is strongly connected.
Strict irreducibility of the matrix implies its regularity. Recall that the matrix Π is regular if for some n 0 > 0 all entries of Π n 0 are positive. In terms of the transition graph G regularity means that G is strongly connected and non-periodic (i. e., there are no k > 1 such that length of every closed path is a multiple of k). Note that strict irreducibility is stronger than regularity, as the example on Fig. 1 shows. We shall consider this example in detail later (see the discussion after Theorem 10). Theorem 7 ([6] ). Suppose Π is strictly irreducible and satisfies symmetry condition (5) . Then for every ϕ ∈ L p (X, µ), p ∈ (1, ∞) the sequence {S 2n ϕ} converges in L p (X, µ) and µ-almost everywhere to an
In particular, the Markov operator approach thus yields an alternative proof of the Nevo-Stein theorem.
The first step of the proof replaces S 2n ϕ for ϕ ∈ L p (X, µ) by P 2n ψ for ψ ∈ L p (Y , ν). To obtain mean convergence, the tail σ -algebra of the operator P is described using Rota's theorem [19] and the 0-2 law in the form of Kaimanovich [14] .
To obtain pointwise convergence, a maximal inequality is established. 
Due to (3) the same inequalities hold for S 2n ϕ.
It would be interesting to get rid of the symmetry condition in Theorem 7.
Open problem. Describe the tail σ -algebra of the Markov operator P for a general Markov chain Π.
Proof of the Bowen-Nevo theorem using the method of Markov operators
In a recent preprint [3] Bowen and Nevo prove convergence of spherical averages formed using a measure on the boundary of the free group F r that is absolutely continuous with respect to the ''uniform'' measure.
The boundary ∂F r can be naturally identified with the set of infinite irreducible sequences in the alphabet A = {a 1 , . . . , a r , a −1 1 , . . . , a −1 r }. Consider any element g ∈ F r . It is represented by a unique irreducible word v = v 1 . . . v k in the alphabet A. Then the shadow O g ⊂ ∂F r of this element is the set of all infinite words w = w 1 w 2 . . . that are continuations of v : w i = v i for i = 1, . . . , k. The ''uniform'' measure λ on ∂F r assigns equal weights to all cylinders of given length:
Consider any density function ψ ∈ L 1 (∂F r , λ), that is, assume that ψ ≥ 0 and  ∂F r ψ dλ = 1. Given this function, assign weights to all finite words by the formula
The ψ-weighted spherical averages are
Theorem 8 (Bowen and Nevo [3] ). If ψ is continuous then for any ϕ ∈ L p (X, µ), p ∈ (1, ∞), the sequence {S ψ 2n ϕ} converges in L p and almost everywhere to E(ϕ|I F 2 r ). Pointwise convergence holds for ϕ ∈ L log L(X , µ).
Bowen and Nevo derive Theorem 8 from a more general result. Given any probability distribution m 2n on the sphere S(2n) = {g ∈ F r : |g| = 2n} introduce a density function π ∂ (m 2n ) on the boundary as the unique function that satisfies the following two conditions: (1) it is constant on each O g , |g| = 2n; (2) m 2n (g) = m π ∂ (m 2n ) (g) for each g, |g| = 2n. The measure m 2n defines a weighted average S 2n , which is equal to S π ∂ (m 2n ) 2n . Theorem 9 (Bowen and Nevo [3] ). Let {m 2n } be a sequence of measures on the spheres S(2n). Suppose that {π ∂ (m 2n )} converges in L q (∂F r , λ) for some q ∈ (1, ∞) . Take any p ∈ (1, ∞) such that 1/p + 1/q < 1. Then for any ϕ ∈ L p (X, µ) the sequence {S 2n ϕ} converges almost everywhere and in L p -norm to E(ϕ|I F 2 r ). If q = ∞, thus {π ∂ (m 2n )} converges uniformly, then pointwise convergence to the same limit takes place for ϕ ∈ L log L(X , µ). Theorem 8 follows from Theorem 9. Indeed, let ψ be continuous and set m 2n = m ψ 2n . Then the sequence ψ n = π ∂ (m 2n ) converges uniformly (and in any L q ) to ψ as n → ∞.
We now prove Theorems 8 and 9 using the method of Markov operators. We start with the proof of Theorem 8 in the particular case of sector measures, that is, for ψ = ρ g , where
First suppose that |g| = 1, say, g = a, a ∈ A. One can see that in this situation the averages S ψ 2n has the following description in terms of the operator P defined by (2) . Take the uniform Markov measure, that is, let
That is,
But as we noted above, the proof of Theorem 7 establishes convergence for P 2n ϕ (and thus for P 2n−1 ϕ), ϕ ∈ L p (Y , ν). Now suppose |g| > 1. Then g = hb with |b| = 1, |h| = |g| − 1, and it is easy to check that
Therefore, if Theorem 8 holds for ψ = ρ b then it holds for ψ = ρ g . Moreover, since S ψ 2n (ϕ) depends linearly on ψ, Theorem 8 holds for linear combination of sector measures, i.e., for functions ψ that depend on a finite number of symbols of the infinite sequence. We proceed to the proof of Theorem 9 in the general case.
Proof of Theorem 9. Let ψ k = π ∂ (m 2k ), thus S 2k (ϕ) = S ψ k 2k (ϕ). Note that for n > k we have
We split our argument into three statements with similar proofs. These statements together give statement of Theorem 9.
A. If ϕ ∈ L p (X, µ) and the sequence {ψ k } converges in L 1 (∂F r , λ), then S 2n (ϕ) → E(ϕ|I F 2 r ) in L p (X, µ).
Note that in this statement we prove slightly more than it was stated in the theorem: we assume {ψ k } to converge in L 1 (∂F r , λ), not in L q (∂F r , λ) .
The function ψ k depends on the first 2k elements of the infinite sequence, that is, it is constant almost everywhere on any set O g with |g| ≥ 2k. In this case we denote the value of ψ k on O g by ψ k (O g ).
Fix ε > 0 and choose k 0 such that ∥ψ k − ψ k 0 ∥ 1 < ε/∥ϕ∥ p for any k ≥ k 0 . Then for n ≥ k 0 (6) yields
Since Theorem 8 has been already established for ψ k 0 , we may now take N > k 0 such that for any n > N we have
Let us takep such that (1/p) + (1/q) = 1. Sincep < p we have |ϕ|ˆp ∈ L log L(X , µ). Now note that for n > k
Applying Hölder inequality to the right-hand side of (6) we obtain
Take any element x ∈ X such that (1) S λ 2n (|ϕ|ˆp)(x) converge as n → ∞,
for any k. These conditions holds µ-almost everywhere because |ϕ|ˆp ∈ L log L(X , µ).
Since S λ 2n (|ϕ|ˆp)(x) converge, they are bounded by some constant C (x):
for all n ≥ k 0 , and then take N > k 0 such that for all n ≥ N we have (7), for all n > N we obtain
for almost all x.
Here for n > k we have
. This is (7) for q = ∞,p = 1, and we end the proof exactly as in the case B 1 .
The statements A, B 1 , and B 2 give Theorem 9.
Cesàro means of Markovian spherical averages
In this final section we consider convergence of Cesàro means for spherical averages defined in Section 3. We consider the more general case of a measure-preserving action of a free semigroup.
Suppose that the free semigroup SF r with generators a 1 , . . . , a r acts on a space (X, µ) by a measure-preserving transformations. Note that since it is a semigroup action we shall consider only the right action of this semigroup on the space L 1 (X, ν):
Consider any stationary Markov measure λ on the space A N of infinite sequences in the alphabet A = {a 1 , . . . , a r }. Let Π = (p bc ) be the transition matrix of this Markov measure and let p = (p b ) be its stationary distribution. As above, for any finite word w define λ(w) as the measure of the set containing all infinite continuations of w. Then we may define spherical averages as
where T w 1 ...w n = T w n . . . T w 1 , and also their Cesàro means as
The convergence of spherical averages to a constant is equivalent to the triviality of the tail σ -algebra. A similar statement holds for the convergence of Cesàro averages. Consider the invariant σ -algebra in the space of trajectories (Y,ν), that is, a σ -algebra of all sets Z ∈ Y that are shift-invariant: σ Z equals Z up to a set of measure zero. It is well-known that the Markov property implies that any set from the invariant σ -algebra must have the form {y : y 0 ∈ A} up to a set of measure 0, with Pχ A = χ A . Therefore, the invariant σ -algebra is trivial if and only if the Cesàro means of spherical averages converge to a constant for any function from L 1 (Y , ν).
As previously, let us introduce a Markov operator P that is related to the averages S λ n . We shall suppose that the Markov chain is irreducible.
Since we consider right action of the semigroup on the space of functions, the operator P uses time-reversed Markov chain, that is, a Markov measureλ on A N such that
The transition matrix (p bc ) and the stationary distribution (p b ) for the measureλ are defined by the equalities
Recall that Y = X ×A, ν = µ×p (see (1)). It is convenient to identify the space L 1 (Y , ν) and the space
The Markov operator P is defined by the formula
One can directly check that Moreover, one can also consider sums over words where both the first and the last letters are fixed:
Let us express S λ,b,c n in terms of the powers of the operator P. A straightforward calculation gives
Therefore, if we fix b ∈ A and set
We have shown how to express S λ,b,c n ϕ, S λ, * ,c n ϕ, and S λ n ϕ =  l S λ, * ,c n ϕ in terms of P n ψ for some ψ ∈ L 1 (Y , ν). The same formulas express their Cesàro means C λ,b,c n ϕ, C λ, * ,c n ϕ, and C λ n ϕ in terms of the Cesàro means
Classical operator ergodic theorems give us that for any ϕ ∈ L 1 (Y , ν) the sequence {C P n ϕ} converges almost surely to some limitφ ∈ L 1 (Y , ν). For ϕ ∈ L p (Y , ν), p ∈ [1, ∞), this sequence also converges to the same limit in L p (Y , ν) . Thus, the same convergence holds for the averages C λ,b,c n ϕ, C λ, * ,c n ϕ, and C λ n ϕ.
Theorem 10 ( [4, 5] ). Suppose that a semigroup SF r acts on the space (X, µ) by measure-preserving transformations. Let λ be a Markov probability measure on {1, . . . , r} N . Then for every ϕ ∈ L 1 (X, µ) the sequences {C λ,b,c n ϕ}, {C λ, * ,c n ϕ}, and {C λ n ϕ} converge almost surely to some limits. They converge in L p (X, µ) whenever ϕ ∈ L p (X, µ).
We now discuss invariance of the limit under action of semigroup. First of all, note thatφ = lim n C P n (ϕ) is P-invariant, so we need to describe the set of P-invariant functions. If all such functions are of the form (ψ, . . . , ψ), then P(ψ , . . . , ψ) = (T a 1 ψ, . . . , T a r ψ), hence ψ is invariant under the semigroup action, and so does the limits of {C λ n ϕ}, {C λ, * ,c n ϕ}, and {C λ,b,c n ϕ}.
Theorem 11 ([4,5] ). If Π is strictly irreducible then the limits of sequences from Theorem 10 are invariant under semigroup action.
Proof of the invariance under the semigroup action of all P-invariant functions is similar to the identification of the limit in the Oseledets theorem. As there, we shall consider only ϕ ∈ L 2 (Y , ν). We have the system of equations
Therefore, all the triangle inequalities applied here are indeed equalities: Equality of norms of both parts gives k b =  cp bc k c . But (1, . . . , 1) is the only eigenvector of (p bc ) with nonnegative coordinates, thus k b = 1, and we obtain that all P-invariant functions have the form (φ, . . . ,φ).
Without strict irreducibility the invariance stated in Theorem 11 does not hold, even regularity of the Markov chain is not enough. Indeed, consider the Markov chain given by Fig. 1, its  .
We give an example of an action of the semigroup SF 3 on a probability space (X, µ) such that the action is ergodic, while the corresponding Markov operator P is not. For brevity we shall denote generators of SF 3 by a, b, and c instead of a 1 , a 2 , a 3 . Suppose that T a = id,
It is easy to check that all solutions of this system are of the form (ϕ, T ϕ, ϕ), where ϕ ∈ L 1 (X, µ) is an arbitrary function.
Let us show now that the limit of C λ n (ϕ) is in general not invariant under the action of the semigroup. In fact, we shall show that the spherical averages themselves converge, but the limit is not invariant under the action.
We compute the limit of P n (ϕ a , ϕ b , ϕ c ) as n → ∞. First consider functions of the form (αϕ, βT ϕ, γ ϕ). The operator P preserves this space of all such functions and maps (αϕ, βT ϕ, γ ϕ)
Since the matrixΠ is stochastic and regular, its powers tend to a limit given by the stationary distribution:
Therefore P n (ϕ, ϕ, ϕ) → 
In general this limit is not invariant under the action of the semigroup.
The convergence of Cesàro means in L 1 to a constant follows from ergodicity of P, which follows from ergodicity of the action and irreducibility of ΠΠ T . Grigorenko [12] expressed the last condition in terms of the symmetric σ -algebra of the Markov chain. Grigorenko's results were subsequently extended by Bezhaeva and Oseledets [2] . Consider the space of trajectories of Markov chain
and the equivalence relation on it generated by all finite permutations of indices:
where Sym ∞ is the inductive limit of the finite symmetric groups Sym n = Sym({1, . . . , n}).
The σ -algebra of all sets that consists of equivalence classes for this relation is called the symmetric σ -algebra of the Markov chain.
Theorem 12 (Grigorenko [12] ). Remark. It would be interesting to understand more explicitly why the symmetric σ -algebra appears in this problem.
Suppose now that we have a topological Markov chain induced by a directed graph Γ with set of vertices equal to A = {a 1 , . . . , a r } (we assume that for each vertex b there is an edge entering b and an edge leaving b). Consider the uniform averages over all paths with a given ends b and c:
where P Γ ,b,c n is a set of all paths of length n in Γ that starts in b and ends in c. As usual, C Γ ,b,c n are Cesàro averages of S Γ ,b,c n .
In the case of a strongly connected graph Γ (recall that this means that there is a path from any vertex to any vertex) these averages can be reduced to the previous case [5] . We consider the Parry measure for topological Markov chain induced by Γ . That is, we get the transition matrix (t bc ) of this Markov chain and construct a Markov measure λ with matrix Π such that p bc > 0 if and only if t bc = 1 and λ(w) is equal for all w ∈ P Γ ,b,c n . Therefore,
The denominator tends to p b p c when λ is strictly irreducible, thus convergence of C Γ ,b,c n ϕ is a consequence of the following lemma. Lemma 1. Suppose {S n } is a bounded sequence of positive operators and { 1 n  n−1 i=0S n ϕ} converges almost everywhere for any ϕ ∈ L 1 (X, µ) and in L p for any ϕ ∈ L 1 (X, µ). Suppose that α n → 1. Then the sequence { 1 n  n−1 i=0 α nSn ϕ} converges in the same sense to the same limit.
Proof. 1. The proof in L p is trivial: the sequence {(1 − α n )S n ϕ} tends to zero in L p (X, µ), hence so does the sequence of its Cesàro means. 
If n 0 is chosen such that |1 − α i | < ε for n > n 0 we have
This is less that (A(x) + 1)ε for n > n 1 , so it tends to zero.
The general case of irreducible, not strictly irreducible measure can be obtained similarly. Namely, we pass to the appropriate q-th power of Γ , that is, prove that Cesàro means of the sequence {S λ,b,c nq+r } n converge. Since λ(w 1 = b, w m = c) is zero if m ̸ = qn + r for a fixed r = r(b, c), and tends to a constant if m = qn + r, we may apply the same lemma.
We proceed to the case when the graph Γ is not strongly connected. This case is important for the study of actions of semigroups with Markov properties.
Theorem 13 ([7,8] ). Suppose that the semigroup SF r acts on the probability space (X, µ) by measurepreserving transformations. Then for any graph Γ and any its vertices b, c the sequence {C Γ ,b,c n ϕ} converges in L p for ϕ ∈ L p (X, µ) and almost everywhere for ϕ ∈ L ∞ (X, µ).
Remark. Note that this theorem states nothing about the limit.
The proof is obtained through a decomposition of the graph Γ into smaller blocks. Namely, if Γ is strongly connected then this theorem follows from Theorem 10. Otherwise we can split the set V(Γ ) of vertices of Γ into two sets V 1,2 such that there are no edges in Γ that goes from V 2 to V 1 . In this case we may express spherical averages for Γ through such averages for its induced subgraphs on V 1,2 , which are denoted as Γ 1,2 (see Fig. 2(a) ). There are four cases described by the sets V Then one can see that
Here E (Γ ) is the set of edges in Γ . The first sum selects the ''bridge'' from V 1 to V 2 where the path goes, the second sum selects how much time the path spend in Γ 1 before passing this ''bridge''; see We shall prove that if Theorem 13 holds for Γ 1 and Γ 2 then it holds for Γ . But if we repeat this process of decomposition it will eventually stops at strongly connected Γ , and we have already seen that the theorem holds for such Γ . A sequence {X n } of operators from M + is called pre-convergent if the following conditions hold:
(1) if x n = λ(X n ) then there exists q ≥ 1 such that for any r = 0, . . . , q − 1 the sequence {x qn+r } either equals zero up to finitely many terms or is asymptotically equivalent to α r n β r γ n r with some α r > 0 b r ∈ Z + , γ r ≥ 1;
(2) if C X n = 1 n  n−1 i=0 P(X n ) are Cesàro means, then for any ϕ ∈ L p (X, ν) the sequence {C X n ϕ} converges in L p , and for any ϕ ∈ L ∞ (X, ν) it converges almost everywhere.
To prove the step of induction we have to prove that if the sequences {S 
