AbstractÐThis is an elementary research for assigning color values to voxels of multichannel Magnetic Resonance Imaging (MRI) volume data. The MRI volume data sets obtained under different scanning conditions are transformed to the components by independent component analysis (ICA), which enhances physical characteristics of the tissue. The transfer functions for generating color values from independent components are obtained using the radial basis function network, a kind of neural net, by training the network with sample data chosen from visible human female data set (VHF). The resultant color volume data sets correspond well with the full-color cross-sections of the visible human data sets.
INTRODUCTION
R ECENTLY, techniques such as virtual endoscopes [1] or surgical simulations [2] have become popular new tools for diagnosis or education in the field of medicine. These techniques use 3D anatomical models of each patient for graphical display, but the models are usually derived from 3D images obtained by diagnostic devices such as CT or MRI. Although these images show the anatomical structure of the patient with an accuracy of millimeters, the contrasts represent the attenuation coefficient of the X-ray beam for CT or the time constant of spin relaxation for MRI, which are not the color representations. Therefore, the tissue colors used in the virtual endoscopes or the surgical simulations are empirically determined without using these contrasts [3] . We believe that the contrast information is very useful to color the model and such kinds of color will be powerful assistance for 3D diagnosis, surgical planning, and real-time navigation for surgery or other treatments. This is an elementary research for obtaining color volume data by using MRI. The problem of translating MRI contrasts to color values is somewhat like the problem of generating a transfer function for volume rendering [4] , [5] . We think that past research on transfer function generation was hindered because it used single channel volume data. We therefore use multichannel MRI data obtained under different scanning conditions to generate color volume data.
T1-weighted, T2-weighted, and proton-density-weighted MRI are popular scanning modalities in practical medical diagnosis [6] and are promising candidates for the multichannel MRI of our research. Since the contrasts in these images are not direct representations of the relaxation time or the proton density, but are ªweightedº contrasts, they may vary with the differences in devices or absolute values of the scanning parameters. Furthermore, those images are highly correlated with each other and are regarded as a mixture of physically independent components. We therefore use independent component analysis (ICA) [7] to transform these MRI data into different representations (e.g., fat and free water), which enhance the physical characteristics of tissues [8] .
The relation between independent components (ICs) and the tissue color is represented by three transfer functions. In the field of medicine, there are some attempts of simultaneously displaying multiple MRI data by using color [9] , [10] , [11] , [12] . However, those methods cannot simulate tissue color since they were just making linear mapping between the MRI parameter and the color coordinate axis. Then, we use the radial basis function (RBF) network [13] to generate the nonlinear mapping functions from training sample data chosen from the Visible Human Female Dataset (VHF) distributed by the Visible Human Project (VHP) of the National Library of Medicine (NLM) [14] . Using the resulting transfer functions, we hope to assign color values for any multichannel MRI data and to consequently develop color MRI.
The paper is organized as follows: Section 2 explains the multimodality image registration method and Section 3, the concept of ICA. In Section 4, we introduce the RBF network for generating the transfer functions. In Section 5, we generate color volume data sets from a few examples of multichannel MRI data sets by using the resultant transfer functions. Problems and future work will be discussed in Section 6.
SAMPLE DATASET

Visible Female Dataset
To learn the relations between the multichannel MRI and the tissue color, we need sample data. The most suitable data is available from the visible human female data set (VHF), which is distributed by the Visible Human Project (VHP) of the National Library of Medicine (NLM) [14] . The VHF is a collection of transverse digitized slice images of the whole body of a female cadaver which consists of full-color photo images, CT images, and three MRI data sets (T1-weighted, T2-weighted, and proton-density-weighted MRI). In this research, we use the full-color images and the three MRI data sets of the head area. The resolutions are PY HRV Â IY PIT Â VSS voxels (HXQQ Â HXQQ Â HXQQ mm Q avoxel) for the full-color images and PST Â PST Â QQ voxels (HXVT Â HXVT Â SXH mm Q avoxel) for the three MRI data sets. As shown in Fig. 1 , the resolutions, positions and orientations of these volume data sets are different from each other and we need the registration operations to unify their coordinate systems.
In the field of image processing, there are a considerable number of research papers on registering two data sets [15] . Most of them extract certain geometrical features, such as edges or landmarks, from both data sets and find the transformation for one data set, which minimizes the discrepancies with the features of the other data set. However, if the types of data set differ, the features may also differ, making it difficult to evaluate the discrepancies. We therefore use a registration method based on the maximization of mutual information (MMI) [16] , which is suitable for the multimodality data registration.
Multimodality Data Registration
We explain the MMI registration method by using an example of fitting the red channel of the full-color images of VHF to the T1-weighted MRI data set of VHF. We represent the T1-weighted MRI data set as reference data (r) and the transformed red channel images by a transformation as floating data (f ). For simplicity, we assume that the red channel images have already been transformed to the same scale as r and that is a rigid body transformation having six unknowns (three translations and three rotations). Fig. 2a and Fig. 2b show the same slices of r and f at the initial state. The MMI registration uses a 2D histogram h f Y r, as shown in Fig. 2d . The vertical axis indicates the intensities of r and the horizontal axis, those of f . The 2D histogram plots the frequencies of the combinations of intensities for all voxels. If f is correctly registered to r, a certain intensity of r corresponds to a certain intensity of f since they tend to represent the same tissue. Fig. 2c is a slice of registered f and Fig. 2e shows its 2D histogram. Fig. 2e has less dispersion than Fig. 2d , meaning that a certain intensity of r corresponds to a certain intensity of f . We can find this kind of transformation by minimizing the mutual information value
where
The minimization of (1) is reduced to a nonlinear minimization problem and solved by using a numerical method like Powel's multidimensional direction set method [17] . Fig. 3 shows the same slices of T1-weighted, T2-weighted, and proton-density-weighted MRI and the fullcolor images registered to T1-weighted MRI data (PST Â PST Â QI voxels, HXVT Â HXVT Â SXH mm Q avoxel for all). Although the back of the head of Fig. 3d does not match MRI data sets due to deformation, the data sets fit well in most of the area. 
The purpose of this paper is to assign a color for a voxel of an M-dimensional multichannel MRI data set. This problem is considered to be the mapping from an M-dimensional data space to a three-dimensional color space. In VHF, three modalities of MRI data sets are available, i.e., T1-weighted, T2-weighted, and proton-density-weighted MRI. These modalities are distinguished just by the values of repetition time (TR) and echo time (TE) of the spin echo (SE) pulse sequence as:
where X is signal intensity, & is proton density, and K is a constant [10] . Although they are used in daily diagnosis, the contrasts in these modalities are not direct representations of the relaxation times or the proton density, but are ªweightedº contrasts. Therefore, these contrasts may change depending on the absolute values of TR and TE or on the differences of the scanning device itself. Let us assume that the data sets are represented as x m (m IY PY Q) as shown in Fig. 4 . We assume that the M-dimensional data space is spanned by physically independent parameters s m (m IY Á Á Á Y w) and that x m is just an observation in the data space. To compare data sets with differing scanning conditions, it is better to represent contrasts with physically independent parameters like s m .
Principal component analysis (PCA) is widely used to decorrelate data sets, but cannot identify independent sources. We therefore use independent component analysis (ICA) [7] . ICA separates independent source signals from the mixed observed signals. Recently, ICA has been used for many fields such as mixed voice separation [18] or functional MRI analysis [19] .
To use ICA for multichannel MRI analysis, the data sets,
obtained under different scanning conditions are considered as mixed signals. Since ICA requires that x m is zeromean vector, the mean value of every x m is subtracted in the preprocessing stage. We consider that is observed as a combination of M independent source signals,
ICA is considered to be the problem of finding an w Â w matrix e and the data sets that make each element of as independent as possible. In practice, finding e and simultaneously from is impossible. Usually, we start from an appropriate w Â w matrix to define
and modify iteratively so that each element of becomes as independent as possible. If the iteration converges, is considered to be equivalent to apart from the scale and the permutation. There are several ways to make each y i independent, including the minimization of mutual information approaches [20] , [21] , the nonlinear PCA [22] , and the projection pursuit [23] . In many cases, we can use the Natural Gradient, r fs À 9 gY P to modify as rY Q where is a learning coefficient. However, we use a more sophisticated modification method in this paper (see Appendix A). The nonlinear functions:
are chosen from a few fixed functions [20] or computed by using the high-order statistic values of y k [21] . The latter method can separate both sub-Gaussian and super-Gaussian distribution sources, while the former method separates only one distribution depending on the chosen nonlinear function [21] . However, from our experience, the former method is more stable and sub-Gaussian sources are rarely observed in MRI data. We thus use 9 i y i ifP tnhy i g to obtain super-Gaussian sources in this paper, where if g means the expectation value. If data sets are independent, there is no correlation between them. By using this feature, we can simplify ICA by using a procedure called whitening (see Appendix A). Fig. 5 shows the results of applying ICA to as:
In Fig. 5b , fat tissue in bone marrow and eye surroundings have higher intensity and the white matter, which is rich in myelin, is well-recognized. The intensity in eyeballs and cerebrospinal fluid is high in Fig. 5c . Then, we assume that s P and s Q represent fat and free water, respectively. s I seems to be a residual image of s P and s Q , which is considered to represent water that has a relatively short relaxation time [8] . To confirm these observations, we made 2D histograms between component pairs of and , like Fig. 6 . Obviously, s P and s Q enhance the air to fat and air to free water contrasts, respectively, while components of enhance no particular tissue. Consequently, we can separate physically independent tissue components from the multichannel MRI data by using ICA. These components are suitable for determining the correspondence with the tissue color since the values are considered to be stable with respect to differences in the scanning parameters or devices.
GENERATING TRANSFER FUNCTIONS 4.1 Radial Basis Functions
In this section, we discuss the problem of mapping from an M-dimensional independent component vector t n s I t n Y Á Á ÁY s w t n to a three-dimensional color space gt n I t n Y P t n Y Q t n (we use RGB space only), where t n (n IY Á Á ÁY x) denotes the index to the voxel of VHF, which is chosen as the sample data. This problem is considered in terms of learning three transfer functions,
from the training sample. The radial basis function (RBF) network [16] is suitable for generating functions like (4).
The RBF approach defines a function by linear combinations of basis functions as:
where s I Y Á Á ÁY s w denotes an M-dimensional vector and 3 jYp is the weight coefficient. Although many kinds of basis functions are available, the Gaussian function is the most advantageous choice [13] . Once the shape and the arrangement of the basis function are decided, the weight coefficient 3 jYp can be determined by using the training samples.
Since f j can be represented in matrix form as f j j 0, the problem of learning a transfer function is reduced to finding the vector j that minimizes
where j 3 jYI Y Á Á ÁY 3 jY and 0 0 I Y Á Á ÁY 0 . One can solve this minimization problem as:
where j j t I Y Á Á ÁY j t x , È np 0 p t n , and the notation È Ã means the pseudoinverse of the x Â matrix È.
Clustering
In this paper, we use clustering techniques for several purposes, e.g., arranging the basis function, selecting the training samples, and calibrating independent components. We do not mention the details of the clustering algorithms here. However, the k-mean method [24] is a well-established clustering technique. In the clustering algorithm, voxels of the mth independent component are classified into the kth class whose cluster center g mYk is the closest to the voxel value. Namely, g IYP is the cluster center of the second class of s I and g QYR is the cluster center of the fourth class of s Q . We use the cluster centers for the location of basis functions since most of the data points are expected to exist near the cluster centers. Fig. 7 shows the result of classifying s I , s P , and s Q into six classes (uI uP uQ T) using the k-mean method.
Arrangement of Basis Functions
We put P basis function 0 p on the nodes of the rectilinear grid in M-dimensional independent component space spanned by . If we define a 1D Gaussian function as: 
are located on a 3D rectilinear grid points g IYi Y g PYj Y g QYk . As the value of g mYi , we used the cluster center as described in Section 4.2. ' mYi is defined as:
where ! is a constant value.
Selecting Training Samples
As shown in Fig. 3 , even if the data sets are registered, the MRI data sets and the full-color data do not match completely in some areas, e.g., around the back of the head. Then, we used a nonlinear 2D registration technique [24] for the full-color data. The training samples were regularly selected from the corresponding pixels of the independent components (s I , s P , s Q ) and the deformed full-color data.
EXPERIMENTAL RESULTS
Coloring Visible Female MRI
All experiments were performed on an SGI ONYX2 (R10000 195 MHz) single CPU. As shown in Fig. 3 , the T2-weighted (x P ), proton-density-weighted MRI (x Q ), and the full-color images ( I Y P Y Q ) of VHF were fitted to the T1-weighted MRI data set (x I ) of VHF by using the MMI registration method. The computation time was from one to two hours for each data set. We applied ICA to the registered MRI data sets x I Y x P Y x Q and obtained ICs s I Y s P Y s Q . The computation time for the ICA was 635.8 seconds.
ICA has the weak point of uncertainty of the scale and the permutation, so we defined the rules as:
. s I has higher intensity in the area of the gray matter of the brain than in the background. . s P has the highest intensity in the fat area (e.g., bone marrow). . s Q has the highest intensity in the free water area (e.g., eyeballs). . All ICs are normalized so that the maximum value is 1 and the minimum value is 0. We used the k-mean method to classify each IC into six classes (uI uP uQ T, PIT). The cluster centers g mYk were used to arrange the RBF, where ! I for (6) . We then used the method of Section 4.4 to choose training sample data (x TQY HIV). The RBF network was used to learn the transfer functions from the training sample data. We used the pinv function of MATLAB to solve the pseudoinverse È Ã of (5). The computation time for generating transfer functions was about 5 minutes. 
Coloring Visible Male MRI
In this section, we will try to generate color volume data from the multichannel MRI data set of the visible human male data set (VHM). The VHM is almost the same as the VHF except that the cadaver is a male and the interval of the fullcolor images is 1mm. Fig. 10a, Fig. 10b, and Fig. 10c show slices of the registered T1-weighted, T2-weighted, and proton-density-weighted MRI of VHM; Fig. 10d, Fig. 10e , and Fig. 10f are the same slices of ICs. Fig. 10g, Fig. 10h , and Fig. 10i are the results of the clustering. 
The three ICs have very similar contrasts as those shown in Fig. 5, i. e., water with a relatively short spin relaxation time, fat, and free water. Although the ICs are normalized according to the rules described in Section 5.1, we still need to calibrate the ICs of VHM to apply the transfer functions of VHF. We used a linear calibration function that converts contrasts of VHM (s H m ) to those of VHF (s m ) as:
where g mY is the ath cluster center of the mth IC of VHF. These parameters are chosen to match areas containing the same tissue. For example, g PYT is the cluster center of VHF whose cluster contains fat area and g H PYT is the cluster center of VHM whose cluster contains fat area. The calibration functions for each IC are shown in Fig. 11 . Fig. 12a, Fig. 12b , and Fig. 12c show three slices of the color volume data generated from ICs of VHM by applying the transfer functions of VHF. The white matter, the gray matter, and the background colors are in good agreement with the colors of Fig. 9d, Fig. 9e, and Fig. 9f. Fig. 12d,  Fig. 12e, and Fig. 12f show the full-color images of VHM, which look brighter than those of Fig. 12a, Fig. 12b , and Fig. 12c . This might be due to differing lighting conditions between VHM and VHF.
Coloring Normal Volunteer's MRI
So far, we have colored multichannel MRI data sets of cadavers. In this section, we will try to generate color volume data from a multichannel MRI data set of a normal volunteer.
We obtained three MRI data sets, i.e., T1-weighted, T2-weighted, and proton-density-weighted MRI, of a normal volunteer by using a spin echo sequence on a 1.5 T MRI scanner. The parameters were matrix PST Â PST, Smm thick, 25 slices. The combination of TR and TE for each data set is shown in Table 1 . Fig. 13a, Fig. 13b , and Fig. 13c show the slices of the registered MRI data sets. Compared to Fig. 3 and Fig. 10 , these data sets are a little noisy. Fig. 13d, Fig. 13e , and Fig. 13f show the ICs and Fig. 13g, Fig. 13h , and Fig. 13i present the results of classifying each IC into six classes.
As in the results of cadavers, three components, i.e., water with a relatively short spin relaxation time, fat, and free water, were also separated for the normal volunteer. We used the calibration functions shown in Fig. 14. Fig. 15 is the result of the generation of color volume data.
DISCUSSION
In Fig. 15a, Fig. 15b, and Fig. 15c , granular noise can be seen all over the images. However, most of the noise is found in the first IC, as shown in Fig. 13g . We reduced the number of classes of the first IC to uI P, as in Fig. 16 , and generated the transfer functions again. Fig. 17 displays the results of the color volume generation using 72 RBFs in total (uI P, uP uQ T). The quality of images is better than in Fig. 15 . This kind of noise reduction is an unexpected benefit of ICA.
The improved results when we reduce the number of classes of the first IC may be due to several causes. One possibility is that the first IC is not a pure component. If we have one more channel, i.e., another scanning modality of MRI, the first IC may be separated into two components. Another possibility is the differences in the patient's body condition. The data sets used for Fig. 15 were obtained from a normal volunteer, while the transfer functions were generated from the data sets of a cadaver. Since the chemical characteristics of the living body and the cadaver must differ, it is quite natural that Fig. 15 does not match Fig. 9 or Fig. 12 . In this case, the first IC, which we call ªwater with a relatively short spin relaxation time,º is considered to differ more than the second and the third components between a living body and a dead body.
In Fig. 17 , the areas of muscles (red arrows) are darker than those of Fig. 9d, Fig. 9e, and Fig. 9f . This is also considered to be due to the differences between a living body and a dead body. The cadaver was perfused with formalin, which may change the spin relaxation time in some areas. The training sample of Fig. 9b does not contain much of those areas. This might be another reason.
CONCLUSIONS AND FUTURE WORK
In this paper, we presented the results of our elementary research on coloring multichannel MRI data. By using the RBF network, we could obtain the transfer functions to generate color component values from the independent components of multichannel MRI data sets. The visible female data set was used to generate the training sample data for the network. The resultant color volume data sets are in good agreement with the full-color images of the visible female data for both examples (cadavers and a normal volunteer). This technique will be useful for generating color anatomical models for virtual endoscopies and surgical simulations.
Currently, our method needs manual calibration to fit the ICs to those of VHF. This process can be performed automatically and more accurately if we acquire multichannel MRI data sets with a certain reagent. Some problems seem to arise from the differences of relaxation time between a dead body and a living body. We are planning to investigate the relations between multichannel MRI data sets and the tissue color for a living body in our future work.
We believe this technique is also useful for enhancing pathology. However, the number of data sets we have analyzed is too small to say anything. Now, we are studying a method to handle the exceptional combination of independent components. We will present this result in our next paper after we have investigated sufficient number of clinical data sets. 
Fig . 15 . The results of generating color volume data from the multichannel MRI data set of the normal volunteer. (uI uP uQ T). 
APPENDIX A WHITENING
Whitening is a technique for simplifying ICA. It is also called sphering. If AE x h is the eigenvalue decomposition of the covariance matrix AE x ifxx g, whitening is performed as follows:
. With this procedure, we can limit to an orthogonal matrix that satisfies s. If we choose L to be smaller than M, we can reduce the number of independent components and also reduce the computation time for ICA. Usually, is updated as in (3), with an appropriate learning coefficient . However, (3) does not make tI orthogonal. We must therefore maintain s by using singular value decomposition (SVD) or by adding a penalty term to (3) [22] . Nishimori proposed a method to update along the geodesic flows in an orthogonal group and reported some advantages to (3) [26] . In this method, we use
This method is powerful for evaluating , but it includes exp, which is an exponential of a skew symmetric matrix X and needs computationally expensive Schur decomposition [27] of X.
APPENDIX B HOW MANY CHANNELS ARE NEEDED?
We investigated how many independent components are observed in the TR-TE combinations of spin echo MRI pulse sequences. Fig. 18 (upper row) shows slices of MRI volume data of a healthy male volunteer obtained at eight different scanning conditions by using a fast spin echo sequence on a 3T MRI scanner (GE 3T Signa Horizon LX II). The parameters were matrix PST Â PST, 5mm thick, 11 slices interleaved, FOV 22cm, NEX 2, and ETL 12. The combinations of TR and TE for each data set are shown in Table 2 . Fig. 18 (lower row) shows the results of the ICA. Components other than the first three have little contrast, suggesting that at most three components can be separated by changing TR and TE of the spin echo sequence. The first three components agree very well with the components we presented in this paper, i.e., water with a relatively short spin relaxation time, fat, and free water, except the order of the second and the third components is reversed. Therefore, we believe that these components are stable with respect to differences of scanning parameters or the scanner itself and are promising candidates for the information sources for color assignment.
We also confirmed that similar components could be separated only from three MRI data sets, e.g., Fig. 18b , Fig. 18d, and Fig. 18f . However, in some combinations, e.g., Fig. 18a, Fig. 18b, and Fig. 18c , we could not separate the three components. Therefore, more than four channels' MRI data sets should be used to obtain these three components. In such a case, we can use the whitening technique (see Appendix A) to quickly obtain the three components by setting v Q.
We expect that we may be able to obtain more than four independent components by using pulse sequences other than the spin echo sequence. 
