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Este trabalho desenvolve dois modelos de validação de sinal que utilizam fedes 
neuronais para realizar a redundância analítica de sinais monitorados em uma instalação 
industrial. Um dos modelos utiliza uma única rede neuronal para efetuar a redundância 
analítica dos sinais e o outro modelo utiliza várias redes neuronais para efetuar esta 
redundância, cada uma trabalhando em uma região de operação específica da instalação. 
Para efetuar a divisão de todos os pontos de operação da instalação em várias regiões 
específicas foram estudados quatro métodos de separação em classes. Adicionalmente 
os modelos fornecem uma indicação da confiança das suas respostas através de 
conceitos baseados em lógica nebulosa. Os modelos foram implementados em 
linguagem C e foram ensaiados com sinais monitorados do reator nuclear Angra I, 
durante uma de suas partidas até atingir 100% de potência. 
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• 
This work develops two models of signal validation in which the analytical 
redundancy of the monitored signals from an industrial plant is made by neural 
networks. In one model the analytical redundancy is made by only one neural network 
while in the other it is done by several neural networks, each one working in a specific 
part of the entire operation region of the plant. Four cluster techniques were tested to 
separate the entire region of operation in several specific regions. An additional 
information of systems' reliability is supplied by a fuzzy inference system. The models 
were implemented in C language and tested with signals acquired from Angra I nuclear 
power plant, from its start to 100% of power. 
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Em qualquer processo industrial devem ser monitoradas as condições da 
instalação de maneira que seja alcançado o ponto de operação desejado. Essa 
monitoração inclui medidas de variáveis tais como temperatura, pressão, vazão, nível 
etc. A questão que surge é "quão confiável são as medidas do processo?". Basicamente, 
o objetivo da validação de sinal é responder esta questão. 
Validação de sinal pode ser definida como a detecção, isoiação e caracterização de 
sinais falhos. A validação de sinal também é referida como a identificação em tempo 
real de falhas no processo de medida e a subsequente produção da melhor estimativa 
para o valor da variável que está sendo monitorada. 
Os benefícios da validação de sinal são de ordem econômica e de segurança. Uma 
falha em um sinal pode resultar no desligamento da instalação e, consequentemente, 
perda de receita. Deve-se ressaltar que um desligamento ("trip") causado por uma falha 
na instrumentação, para um reator nuclear típico, produz em média uma parada da 
instalação por 24 h e isto pode resuitar numa perda de arrecadação em torno de 
US$500,000.00. Tendo em'vista que as ações a serem tomadas pelo operador dependem 
primariamente das informações fornecidas pelos indicadores da instalação, a detecção 
da falha na instrumentação antes que o operador tome uma decisão baseada numa 
leitura errônea de um instrumento, reduzirá o tempo de parada da instalação causada por 
falhas na instrumentação. Consequentemente, a instalação aumentará sua 
disponibilidade. A validação de sinal terá, então, um efeito psicológico no aumento da 
confiança das ações a serem tomadas peio operador. 
Além disso, após o acidente de Three Mile Island Unit-2 (TMI-2), a Comissão de 
Regulamentação Nuclear (NRC) recomendou [1] que fossem definidos e 
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adequadamente apresentados, na sala de controle dos reatores nucleares de potência, um 
conjunto mínimo de parâmetros da instalação que mostrassem a condição de operação 
da mesma. Esses sistemas [2,3] foram chamados de sistemas de apresentação dos 
parâmetros de segurança (SPDS). Como esses sistemas utilizam informações 
provenientes de diversos instrumentos da instalação, a questão da validação de sensor e 
de sinal tornou-se de extrema relevância na área nuclear. 
Os métodos disponíveis para realizar o diagnóstico de falha em sensores podem, 
ser divididos em estáticos e dinâmicos. 
Os métodos estáticos são aqueles em que, para se determinar o desempenho de um 
sensor, não são utilizadas correlações com. a dinâmica do sistema. Esses métodos 
incluem a comparação do comportamento entre sensores (redundância de sensor), a 
verificação de um limite e a verificação da integridade do sensor através do seu "loop" 
com o instrumento de medida. 
Os métodos dinâmicos utilizam a análise do sinal gerado pelo sensor em conjunto 
com modelos empíricos ou com modelos da dinâmica do sistema para validação do 
sensor. 
Uma outra abordagem para validação de sensores é baseada na aquisição de sinais 
de um conjunto de sensores que geram sinais diferentes do sinal monitorado. Como por 
exemplo, a medida da vazão de um líquido usando um par de sensores de temperatura. 
Diversas pesquisas na área de validação de sinal foram realizadas nas últimas 
décadas. A maioria dos trabalhos originaram-se na indústria aeroespacial [4,5], em 
aplicações para pilotos automáticos, controle aéreo de aviões e naves espaciais. As 
aplicações iniciais na indústria nuclear são oriundas da transferência desta tecnologia, 
aplicada a. um tipo de dinâmica diferente. Atualmente, as áreas que mais desenvolvem 
aplicações para validação de sinal são as indústrias aeroespacial e nuclear. 
As pesquisas iniciais em validação de sinal se concentraram no método mais 
simples de validação, que é o uso de sinais redundantes para uma dada variável de 
processo, para se poder verificar a consistência entre esses sinais. As pesquisas 
rapidamente foram, expandidas para a adição de redundância analítica. 
Redundância analítica é a estimativa das variáveis de processo através de modelos 
físicos usando equações de balanço de massa, momento e energia. Esta redundância 
substitui o uso de sensores redundantes e a lógica de votação majoritária entre esses 
sensores. 
As técnicas tradicionais de realização de redundância analítica podem ser 
divididas em duas etapas: a geração de resíduos e a decisão baseada na ultrapassagem 
de um limiar fixo. 
As técnicas de geração de resíduos mais populares são: espaço-paridade, 
observadores dedicados e filtros Kalman. 
Atualmente, as pesquisas em validação de sinal têm se baseado na utilização de 
técnicas de inteligência artificial com aplicação de sistemas especialistas [6], lógica 
nebulosa [7] e redes neuronais. Nesta tese, será enfocada a utilização de redes reuronais 
artificiais (ANNs - Artificial Neural Networks) para realizar a redundância das 
variáveis de processo com o propósito de validação de sinal. 
A. utilização de ANNs em validação de sinal não é recente. Um dos modelos 
implementados [8] utilizou duas redes neuronais, uma para cada circuito (primário e 
secundário) de uma instalação nuclear do tipo EBR (Experimental Breeder Reactor), 
para monitoração de algumas variáveis da instalação. Neste modelo foram utilizadas 
redes auto-associativas (as variáveis de entrada e de saída são as mesmas) do tijpo 
"backpropagation" com três camadas. Recentemente foi implementado [9, LO] "Um 
modelo que divide toda a região de operação da instalação em diversas sub-regiões e 
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utiliza uma ANN específica para cada uma dessas regiões. Cada ANN, deste modo, é 
chamada a operar somente em uma região bem específica, da instalação. Neste modelo 
foram utilizadas redes auto-associativas do tipo "backpropagation" com três ou mais 
camadas. O modelo foi testado [10] com dados gerados por um simulador para um 
reator do tipo PWR. As redes utilizadas nesta aplicação operaram tanto para as variáveis 
do primário quanto para as do secundário. 
Este último modelo foi desenvolvido no instituto IFE, localizado na cidade de 
Halden, Noruega. Neste modelo, é utilizado o "software" comerciai ISODATA para 
realizar'a separação em classes dos dados que sao utilizados para treinar as várias ANNs 
especializadas, na etapa de treinamento do modelo. Um dos objetivos desta tese é 
estudar o desempenho de outros métodos de separação em classes quando aplicados a 
um modelo de validação de sinal similar ao desenvolvido neste instituto. 
Outro objetivo desta tese é implementar e realizar a comparação de desempenho 
entre dois modelos de validação de sinal similares aos dois últimos descritos. 
Em um dos modelos existe uma única rede neuronal artificial auto-associativa do 
tipo "backpro'pagation" com três camadas, que foi treinada na etapa de treinamento do 
modelo para cobrir toda a região de operação da instalação a ser monitorada. Esta rede 
efetua a redundância dos sinais de entrada monitorados. 
No outro modelo, existem várias redes neuronais artificiais auto-associativas do 
tipo "backpropagation" com três camadas, cada uma cobrindo uma parte específica da 
região de operação da instalação a. ser monitorada. Cada uma das redes neuronais efetua 
a redundância analítica dos valores de sinais de entrada que forem similares aos sinais 
para os quais a rede foi treinada. 
A separação dos valores dos sinais de entrada que deve ser utilizada pira 
treinamento de cada rede neuronal é efetuada neste modelo por um método de separação 
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em classes. Nesta tese, foram estudados quatro métodos diferentes de separação em 
classes. 0 método que obteve melhor desempenho durante os ensaios realizados em 
cada um deles foi utilizado para a validação dos sinais selecionados da usina Angra I. 
Em ambos os modelos implementados, quando houver qualquer diferença entre 
um dos sinais aplicados à entrada do modelo e suas correspondentes saídas, esta 
diferença serve como indicação de que existe uma falha neste sinal de entrada ou que o 
modelo não foi treinado para esta nova situação e, deste modo, não fornece um sinal de 
saída no qual se possa confiar. Para resolver este dilema, o sistema fornece uma 
informação sobre a confiança de suas respostas de saída. Esta informação é gerada por 
um método que se baseia em conceitos nebulosos aplicados à condição de operação da 
instalação. A informação de confiança da resposta dos modelos é fornecida em três 
graus de confiança (grande, médio e pequeno). 
Para obter o desempenho de cada um dos modelos implementados foram 
utilizados dados reais obtidos da operação da usina nuclear Angra I, durante uma de 
suas partidas até atingir 100% de potência. 
No próximo capítulo, é feita uma descrição geral dos diversos módulos que 
compõem cada um dos modelos. No capítulo 3, são descritos os quatro métodos de 
separação em classes implementados neste trabalho com a apresentação de aplicações 
para avaliar o desempenho dos respectivos algoritmos. No capítulo 4, é descrito o 
módulo para cálculo da confiança da resposta. No capítulo 5, é apresentado a 
implementação de cada modelo, onde é realizado a escolha do método de separação em 
classes, o projeto/treinamento das redes neuronais e a escolha das funções pertinencias 
do módulo de confiança da resposta. No capítulo 6, é avaliado o desempenho dos 
modelos na validação de 12 sinais obtidos da operação da usina nuclear Angra^lr 
Finalmente, o capítulo 7 apresenta as conclusões e comentários sobre o desempenho dos 
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modelos. Para auxiliar a compreensão das técnicas de inteligência artificial empregadas, 
são fornecidos dois anexos: o anexo I, onde é apresentada uma descrição das redes 
neuronais com ênfase para as redes tipo "backpropagation", que foram utilizadas nos 




Modelos de validação de sinal 
Neste capítulo são descritos de maneira geral os dois modelos propostos para 
validação de sinal. Um dos modelos utiliza uma única rede neuronal para realizar a 
redundância dos sinais monitorados. O outro modelo utiliza várias redes neuronais, cada 
uma operando em uma região específica de operação da instalação, para realizar essa 
redundância. Os modelos propostos para validação de sinal utilizam redes neuronais 
auto-associativas para geração dos sinais de saída a partir dos sinais de entrada e, 
através da aplicação de conceitos baseados em lógica nebulosa (capítulo 4 e anexo II), 
fornece uma indicação da confiança dos resultados de saída do modelo. Ao final do 
capítulo, é feita uma comparação entre os "prós" e os "contras" de cada um desses 
modelos. 
Durante a operação do modelo de uma única rede neuronal, os sinais a serem 
monitorados provenientes da instalação são aplicados às entradas de uma rede neuronal 
auto-associativa. Já, durante a operação do modelo com várias redes neuronais, os sinais 
a serem monitorados provenientes da instalação são enviados a um classificador que 
seleciona a classe que melhor representa a amostra (sinais monitorados), figura 2.1. 
Após isto, a rede correspondente a esta classe é chamada a operar, figura 2.2. 
Em ambos os modelos as redes foram treinadas, na etapa de treinamento dos 
modelos, para gerar nas suas saídas a melhor estimativa dos sinais de entrada para suas 
classes, portanto, os sinais de saída da rede selecionada devem ser, a princípio, iguais 
aos sinais de entrada. Neste caso, os modelos funcionam somente como um filtro digital 
para os sinais de entrada, ou seja, como os sinais monitorados provenientes da 
instalação normalmente apresentam ruído associado, os modelos minimizam este ruído, 
através da ANN especializada. 
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Caso haja uma diferença grande entre pelo menos um dos sinais de entrada 
monitorados e sua correspondente saída, os modelos, através da informação da 
confiança da resposta, indicam se é uma falha no sinal monitorado ou se é uma condição 









Figura 2.1 - Separação em três classes com as redes neuronais associadas 







Figura 2.2 - Processo de operação de um modelo com três redes. 
2.1 As redes neuronais artificiais auto-associativas 
O anexo I apresenta um resumo sobre ANNs, com enfoque sobre aquela que é 
utilizada nos modelos implementados ("backpropagation"). Maiores detalhes sobre as 
redes "backpropagation" e outros tipos de ANNs podem ser encontrados na literatura 
[11-14], ~ " 
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As redes neuronais artificiais têm sido usadas com sucesso em aplicações de 
classificação de padrões. A classificação de padrões não é um processo contínuo no 
tempo. Quando aplicadas a processos contínuos no tempo, as redes neuronais tomam a 
forma de um filtro de interpolação e extrapolação em que se* usa pares entrada/saída 
para treiná-las. Quando é apresentada à entrada da rede neuronal somente uma amostra 
dos sinais monitorados do processo contínuo no tempo, a rede neuronal pode ser 
considerada como operando em regime estacionário, ou seja, embora o processo seja 
variante no tempo, a rede neuronal só utiliza a amostra de entrada para calcular a sua 
resposta, não fazendo correlações com amostras anteriores. A rede neuronal utilizada 
para validação de sinal tem a forma matemática geral dada por 
y 5(t)=^[x4Xx 20),...,Xn(t)] (2.1) 
Onde a saída y;(t) é uma função do vetor de entrada da rede [xi(t), X 2 ( t ) , X n ( t ) ] . 
Uma escolha natural para o propósito de validação de sinal é utilizar ANNs de 
arquitetura auto-associativa. Redes neuronais auto-associativas são redes que possuem o 
mesmo número de neurônios nas camadas de entrada e de saída e, que além disso, são 
treinadas com pares entrada/saída de mesmo valor. Durante a fase de treinamento, 
quando pares de amostras entrada/saída são apresentados, a ANN aprende a correlação 
entre as variáveis de processo. Após ser totalmente treinada, a saída da ANN apresenta a 
melhor estimativa do valor instantâneo das variáveis aplicadas a sua entrada. 
Nos modelos implementados de validação de sinal foram utilizadas redes 
neuronais artificiais auto-associativas do tipo "backpropagation" de três camadas. 
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2.2 Modelo de validação de sinal com uma única rede neuronal artificial 
A figura 2.3 apresenta o diagrama simplificado deste modelo. O modelo é 
dividido em dois grandes blocos ou duas etapas: treinamento e operação. 
Antes de se utilizar o modelo na validação de sinal, deve-se efetuar o seu 
treinamento. Nesta etapa, deve-se fornecer ao modelo um conjunto de dados (amostras 
de treinamento) contendo as variáveis que se deseja monitorar. E desejável que essas 
amostras contenham o maior número possível de condições de operação (toda a região 
de operação) da instalação. 
O primeiro passo da etapa de treinamento do modelo é efetuar o treinamento da 
rede neuronal artificial com as amostras de treinamento. A rede neuronal, após estar 
treinada, será utilizada na etapa de operação do modelo. 
Nesta etapa, também são calculados o valor do centroide do conjunto de dados de 
treinamento bem como o parâmetro r|i, que representa a distância média quadrática das 
amostras ao centroide do conjunto de dados de treinamento e o valor do desvio-padrão 
de cada sinal monitorado pelo modelo, a partir do conjunto de dados de treinamento. 
Esses valores serão utilizados, na etapa de operação, no cálculo da confiança da resposta 
produzida pelo modelo. 
Na fase de operação, durante a operação da instalação, o modelo recebe os sinais 
que se deseja monitorar ao longo do tempo. A amostra de entrada é enviada para a 
entrada da rede neuronal que foi treinada na etapa de treinamento. Os sinais de saída 
gerados pela rede neuronal, a partir da amostra de entrada, são enviados à saída do 
modelo. 
Na etapa de operação do modelo de validação de sinais, também é gerada a 
informação de confiança da resposta produzida na saída do modelo para cada amostra--, 
de entrada. Esta confiança é obtida a partir das informações dos erros entre os valores 
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das variáveis monitoradas à entrada do modelo e os valores gerados à saída do mesmo, 
da comparação da distância da amostra de entrada ao centroide das amostras de 
treinamento com a distância média das amostras (parâmetro rj¡) e dos desvios-padrão 
das variáveis monitoradas. Essas informações são enviadas para um módulo que, 
baseado em lógica nebulosa, produz na sua saída uma indicação de confiança (alta, 
média ou baixa) da resposta produzida pelo modelo. 
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Figura 2.3 - Modelo para validação de sinal de urna única rede neuronal. 
2.3 Modelo de validação de sinal com várias redes neuronais artificiais 
A figura 2.4 apresenta o diagrama simplificado deste modelo. Novamente, o 
modelo é dividido nas etapas de treinamento e de operação. 
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Figura 2.4 - • Modelo para validação de sinal de várias redes neuronais. 
O primeiro passo do treinamento é efetuar a separação das amostras do conjunto 
de treinamento em classes. A separação é feita de tal maneira que amostras similares 
sejam colocadas na mesma classe. O critério de similaridade é baseado na distância da 
amostra ao centro da classe, representada pelo seu centróide. 
Após as amostras estarem separadas em classes, é feito o treinamento das redes 
neuronais especializadas. São treinadas tantas redes quantas forem as classes existentes. 
Cada rede é treinada com as amostras pertencentes a uma determinada classe. As redes, 
após estarem treinadas, serão utilizadas na etapa de operação. 
Após o processo de separação em classes, também é feito, para cada ciasse, o 
cálculo do parâmetro TJÍ que representa a distância média quadrática das amostras que 
pertencem a cada classe ao centróide da mesma, ponderada pelas pertinências das 
amostras. Os valores de distância média quadrática obtidos serão -utilizados, na etapa de 
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operação, tanto na etapa de classificação como no cálculo da confiança da resposta 
produzida pelo modelo. 
Na etapa de treinamento, também é calculado o desvio-padrão de cada sinal 
monitorado pelo modelo, a partir das amostras de entrada (conjunto de dados de 
treinamento do modelo), bem como o valor do centroide das amostras de treinamento. 
Esses valores também serão utilizados na etapa de operação do modelo no cálculo da 
confiança da resposta. 
Na fase de operação, durante a operação da instalação, o modelo recebe os sinais 
que se deseja monitorar ao longo do tempo. Os sinais são enviados ao classificador que 
faz a classificação da amostra de entrada em uma determinada ciasse. Esta classificação 
é feita através da medida da distância da amostra aos centroides das classes existentes. 
A amostra é associada a classe cujo centroide estiver mais próximo. O cálculo de 
proximidade é feito em relação ao parâmetro rj¡ que foi calculado, na etapa de 
treinamento, para cada classe. 
Após a classificação, a, amostra é enviada para a rede correspondente à classe que 
foi selecionada. Os sinais de saída gerados pela rede selecionada, a partir da amostra de 
entrada, são enviados à saída do modelo. 
Na etapa de operação do modelo de validação de sinais também é gerada a 
informação de confiança da resposta produzida na saída do modelo para cada amostra 
de entrada. Esta. confiança, é obtida a partir das informações dos erros entre os valores 
das variáveis monitoradas à entrada e os valores gerados na saída do modelo, da 
comparação da distância da amostra ao centroide da classe com a distância média das 
amostras (parâmetro rj¡) da classe selecionada e dos desvios-padrão das variáveis 
monitoradas. Essas informações são enviadas para um módulo que, baseado em lógica 
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nebulosa, produz na sua saída uma indicação de confiança (alta, média ou baixa) da 
resposta produzida pelo modelo. 
2.4 Vantagens e desvantagens dos modelos 
A tabela 2.1 apresenta de maneira sucinta alguns dos "prós" e "contras" da 
utilização de uma única rede neuronal ou várias redes neuronais nos modelos propostos 
de validação de sinal. 
O tempo de treinamento de uma única ANN para trabalhar em todas as regiões de 
operação de uma instalação é maior quando comparado com o tempo gasto para treinar 
uma ANN para trabalhar em uma região de operação específica da instalação. 
Entretanto, a soma dos tempos de treinamento de diversas ANNs, cada uma operando 
em uma determinada região de operação da instalação, pode até ser maior do que o 
tempo gasto para treinar uma única ANN para operar em todas as regiões de operação 
da instalação. 
Para o modelo com várias ANNs especializadas, durante a fase de operação do 
modelo, a mudança de classe ao longo do processo de validação leva a troca da-ANN 
selecionada a operar e, por conseguinte, leva a uma degradação no sinal gerado pelo 
modelo. Esta degradação é devida ao fato de que: o aumento do número de redes 
especializadas implicará num aumento da especialização das redes e, 
consequentemente, na redução da amplitude das descontinuidades da resposta de saída 
do modelo causada pela mudança da rede selecionada; por outro lado, a diminuição do 
número de redes especializadas implicará na diminuição do número de 
descontinuidades, porém, também implicará na diminuição da especialização das redes 
e, consequentemente, no aumento da amplitude das descontinuidades da resposta de 
saída do modelo causada pela mudança da rede selecionada. 
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O problema de extrapolação vem do fato de que após uma rede ser treinada, por 
exemplo, para realizar uma determinada função num intervalo [a,b], se ela receber 
sinais menores que a ou maiores que b a sua saída irá "saturar" para esses valores. A 
abordagem possibilística será utilizada para informar quando é aplicado à entrada do 
modelo uma condição nunca vista (que não foi treinada pelo modelo), que causa o 
problema de extrapolação. 
Tabela 2.1 
Vantagens e desvantagens da utilização de uma única ANN ou várias ANNs. 
ÚNICA REDE VARIAS REDES 
Treinamento demorado Treinamento rápido 
Menor especialização Maior especialização 
Problema com a mudança da rede 
Problema de extrapolação 
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Capítulo 3 
Separação em classes 
A escolha do método de separação em classes é fundamental para o bom 
desempenho do modelo que utiliza várias redes neuronais artificiais. Neste capítulo são 
apresentados quatro métodos de separação em classes. A escolha do método que será 
utilizado para validação dos sinais da usina Angra I foi baseada nos resultados obtidos 
nos ensaios, descritos no capítulo 5, realizados para cada método. 
Separação em classes é um processo que tem por objetivo dividir um conjunto de 
amostras de entrada em classes que são inerentes a essas amostras. A separação em 
classes significa encontrar similaridades nas amostras apresentadas e agrupá-las em 
diferentes classes segundo estas similaridades. Nesta tese, a similaridade é medida com 
base na distância Euclidiana entre as amostras. 
Os métodos de separação por classes normalmente são divididos em duas famílias 
de algoritmos: os algoritmos hierárquicos, que são aqueles nos quais se busca uma 
hierarquia de todas as amostras, a partir da construção de uma árvore de ramos que, em 
cada iteração, partem da raiz pela fusão de duas classes mais próximas; e os algoritmos 
não hierárquicos, cujo objetivo é classificar as amostras através de uma partição simples 
em C classes, onde C é o número de classes especificado previamente ou determinado 
pelo algoritmo. Como o problema a resolver não necessita encontrar uma hierarquia 
entre todas as amostras, mais sim uma partição das amostras em classes, nossa atenção 
será focada nos algoritmos não hierárquicos. 
Antes de descrevermos os algoritmos de separação em classes, é necessário 
definir alguns parâmetros que são utilizados pelos modelos de validação de sinal. 
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Normalização do espaço - Antes de treinar e operar o sistema, todos os sinais são 
normalizados. Deste modo, tanto o processo de treinamento quanto o de operação são 
realizados num hipercubo [-l,+l] n , onde n é o número de sinais monitorados. Esta 
normalização é feita pela seguinte equação 
Onde x, Xnonmiizado, x m a x e Xmjn são respectivamente, o sinal original, o sinal 
normalizado, o valor máximo do sinal e o valor mínimo do sinal. 
Métrica utilizada - Um dos maiores fatores que influenciam na classificação das 
amostras em cada classe é a medida de distância escolhida para o problema a ser 
resolvido [15]. 
Por simplicidade, a métrica aplicada a todos os algoritmos nesta tese foi a 
Euclidiana, ou seja, 
A seguir são descritos três processos de separação em classes: a separação 
simples, a nebulosa e a possibilística. Para a separação simples foram implementados 
dois métodos: o método do centroide e o método por quantização vetorial (AVQ-UCL). 
3.1 Método de separação em classes simples 
No método de separação em classes simples, cada amostra é colocada em somente 
uma classe. A figura 3.1 apresenta uma representação deste método de separação, onde 
é feita a separação de N amostras em C classes. 
A pertinência u.,k de uma amostra k qualquer em uma classe i é obtida por 
Xnormalizaé 
max A m i n 
ckHlxrXkí '(3.2) 
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Figura 3. i - Representação da separação em classes simples. 
3.1.1 Método do centroide 
Um dos métodos não hierárquicos mais comum de separação em classes é 
método do centroide. 
Este método pode ser dividido em duas etapas: 
1. Etapa de representação: uma classe i é representada pelo seu centroide cj dado por 
N 
CJ = 
: x k 
— ; i=l,». ,c (3.4) 
N 
Com x k = ( X k i , X k 2 , ...,x kj) (3.5-)— 
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Onde j é o número de variáveis da amostra, Xkj é o valor da j-ésima variável 
da k-ésima amostra, é a k-ésima amostra e m e igual a 2. A função do parâmetro m 
será explicada mais adiante. 
2. Etapa de colocação: cada amostra é colocada na classe correspondente ao centroide 
que esteja mais próximo da amostra. 
Xfc e. Ci se dfc --- min (3.6) 
l=4.c 
O método do centroide alterna iterativamente essas duas etapas até que os 
centroides convirjam para uma configuração estável, ou seja, até que .a diferença entre 
as posições dos centroides em uma iteração com relação a iteração anterior seja menor 
do que um erro s estipulado. 
Os métodos de separação em classes simples exigem, a cada iteração., a alocação 
total de cada amostra em urna única classe, sendo conhecidos na literatura [15] como 
métodos rígidos (Hard Clustering Means - HCM). A seguir é descrito o algoritmo 
chamado de KMEAN de MACQUEEN [16] que efetua a separação das amostras em 
uma quantidade fixa de classes baseado no processo anteriormente descrito. 
3.1.1.1 O Algoritmo KMEAN de MacQueen 
O algoritmo Kmean de MacQueen efetua a separação de N amostras em C classes 
usando os seguintes passos: 
1. Primeiro as C primeiras amostras do conjunto de dados são feitas como centroides 
que representam as C classes que se deseja dividir o conjunto de amostras. 
2. Cada uma das N-C amostras restantes são colocadas na classe com o centroide mais 
próximo. Após cada colocação, o centroide da classe vencedora é recalculado. 
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3. Após todas a amostras terem sido colocadas nas classes, os centroides das classes 
existentes são feitos como pontos fixos e novamente é feito uma recolocação de 
todo o conjunto de dados, onde cada amostra é colocada na classe com centroide 
mais próximo. 
Para melhorar a convergência foi adicionado ao algoritmo o seguinte passo: 
4. Os centroides são recalculados e cada amostra é recolocada na classe com centroide 
mais próximo até que nenhuma amostra troque mais de classe. 
3.1.2 Método de separação em ciasses por quantização vetorial 
As redes AVQ (Advanced Vector Quantization) [11][13][20] são redes neuronais 
com lei de aprendizado competitivo (não supervisionado). Uma rede competitiva realiza 
um processo de separação em classes das amostras de entrada, isto é, as amostras de 
entrada são divididas em classes separadas tal que as similaridades entre as amostras de 
entrada na mesma classe são muito maiores do que as similaridades entre entradas em 
classes diferentes, onde similaridade é medida por uma função distância entre as 
amostras de entrada. 
Para efetuar esta separação foi escolhida uma rede com lei de aprendizado 
competitivo não supervisionado (AVQ-UCL). A figura 3.2 apresenta a topologia, de 
uma rede com aprendizado AVQ-UCL. 
Nesta rede neuronal, toda a camada i de saída é conectada a todas as entradas j 
através de pesos w¿¡. Além disso, todos os neurônios de saída i da rede são conectados a 
si mesmo por um caminho excitatório, e aos outros neurônios da camada de saída por 
um caminho inibitório. -
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Figura 3.2 - Topologia de uma rede com aprendizado AVQ-UCL. 
Cada saída desta rede representa uma determinada classe e o vetor sináptico 
referente a esta saída representa o centroide desta classe. Do mesmo modo, cada entrada 
da rede representa uma variável da amostra aplicada. A seleção do neurônio de saída 
vencedor i, isto é, a classe cuja amostra tem maior afinidade, é feita através da medida 
da distância da amostra para todos os vetores sinápticos (centroides). O vetor sináptico 
que estiver mais próximo da amostra de entrada é selecionado, usando como métrica a 
distancia Euclidiana. A atualização dos pesos para implementar um deslocamento em. 
direção a amostra de entrada é feita pela lei de aprendizado competitivo não 
supervisionado discreto, sendo dada por: 
«>i(t + 1) = mi(t)+ c t [x(t)- mi(t)] (3.7) 
m j(t +1) = m j(t) se j * i (3.8) 
Onde Ct é a taxa de aprendizado que diminui ao longo do processo^de^-"* 
convergência. 
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3.1,2.1 O algoritmo de separação em classes por quantização vetorial 
O algoritmo de separação em classes AVQ-UCL pode, então, ser realizado do 
seguinte modo: 
1. Inicialmente são inicializados o numero de classes desejadas C e os vetores 
2. Para cada amostra aleatória x(t) apresentada é calculado o vetor sináptico mais 
próximo m,(t): 
Onde II x |j = xi + . . . + Xn é o quadrado da norma Euclidiana de x. 
3. O vetor sináptico vencedor (mais próximo) m}(t) é atualizado pela lei de 
aprendizado (equação 3.7). 
3.2 Método de separação em ciasses nebulosas 
A popularidade da aplicação dos métodos que utilizam conjuntos nebulosos é 
devida ao fato de que eles são capazes de representar classes ou conceitos mal definidos 
através de funções de pertinência definidas sobre o dominio de discussão. 
A separação em classes utilizando lógica nebulosa tem mostrado ser vantajosa em 
comparação com a separação simples , porque ela não exige, a cada iteração, uma 
alocação total de uma amostra em uma dada classe. A figura 3.3 apresenta a 
representação da separação em classes nebulosas. 
sinápticos: m,(0) - x(i); i = 1 , C . (3.9) 
II mi(t) - x(t) II - mini || m.(t) - • x(t) ü (3.10) 
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Amostras 




Figura 3.3 - Representação da separação em ciasses nebulosas e possibilísticas. 
Em um classificador nebuloso, a pertinência u*. devem satisfazer as condições 
A maioria das abordagens analíticas de separação em classes utilizando lógica 
nebulosa são derivadas dos algoritmos de média-C nebulosos (Fuzzy Clustering Means 
— FCM) de Bezdek [17]. O algoritmo FCM e suas derivações tem sido usados com 
sucesso em muitas aplicações, tais como, classificação de padrões e segmentação de 
imagem, no qual o objetivo final é fazer uma decisão rígida ("crisp"). O algoritmo FCM 
usa a restrição probabilística (3.13), na qual, as pertinencias de uma amostra nas classes 
devem ter por soma o valor 1. Essa restrição vem da generalização da partição-C 
simples de um conjunto de amostras, e foi usada para gerar as equações de atualização 
iterativa das pertinencias para o algoritmo. 
Para o classificador nebuloso, a pertinência de uma amostra k em uma classe i 
é calculada por 
(3.11) 
N 




2 ^ i k = 1 P2™ t o d ° k (3.13) 
; l * i ' (3.14) 
lik C 
1^ 1 v d i k / 
3.2.1 Algoritmo de média - C nebulosa 
Dado um conjunto de amostras vetoriais X k , 1 < k < N e , se classificarmos essas 
amostras em um certo número C de classes nebulosas, então, uma dessas classes 
nebulosas é caracterizada por uma pertinência que mostra o grau de pertinência da 
k-ésima amostra na i-ésima classe. Para o cálculo de Uik assume-se que (3.13) seja 
verdade para todas as k amostras. Se definirmos uma matriz U contendo todos os Uik, o 
problema fica resumido a encontrar C e determinar U. 
O algoritmo de média-C nebulosa pode, então, ser realizado do seguinte modo: 
1. Inicialmente são inicializados o número de classes desejadas C, o valor de m 
(L<m<oo) e a matriz de partição-C nebulosa U; 
2. Os centróides c,- são calculados usando a equação (3.4) e a matriz U é atualizada 
pela equação (3.14); 
3. O passo 2 é repetido até que a diferença entre os valores de U calculados na iteração 
atual e na iteração anterior sejam menores do que um erro s estipulado. 
Neste algoritmo m é um parâmetro ajustável, que indica o grau de nebulosidade 
aplicado, que por simplicidade para as equações foi feito igual a 2. 
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3.3 Método de separação em classes possibilísticas 
A restrição da pertinência (3.13) usada no algoritmo FCM é feita para evitar a 
solução trivial, ou seja, todos os valores de pertinência serem iguais a 0. Esta restrição 
apresenta bons resultados em aplicações onde é apropriado interpretar os valores de 
pertinência como probabilidades ou graus de compartilhamento. Todavia, como os 
valores de pertinência gerados por esta restrição são números relativos, elas não são 
apropriadas para aplicações nas quais as mesmas supostamente representam uma 
"tipicalidade". Entende-se que uma amostra é tipica de uma classe quando a mesma 
pode representar esta classe. 
No modelo possibiiístico as funções de pertinência são absolutas (isto é, não 
relativas) e denotam o grau de pertinência ou *tipicalidade". Em outras palavras, em tal 
modelo o valor da pertinência de uma amostra do domínio de discussão em uma classe 
não depende de seus valores de pertinência nas outras classes definidas sobre o mesmo 
domínio. 
Através de estudos empíricos, ZIMMERMAN-ZYSNO [18] mostraram que um 
bom modelo para as funções de pertinência que modelam conceitos ou classes vagas é 
dado por 
l + d
x x 0 
Onde dxxo é a distância de um ponto x no domínio de discussão ao centroide x* da 
classe. Em outras palavras, nesta formulação o valor da pertinência de um ponto é 
somente uma função da sua distância ao centroide da classe. O algoritmo FCM e suas 
derivações não são realmente capazes de gerar tais funções de pertinência, tendo-êm" 
vista que eles geram pertinencias relativas. 
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Em um classificador possibilístico as pertinencias U.& satisfazem também as 
condições (3.11) e (3.12), porém, pelo relaxamento, a condição (3.13) torna-se 
maxj Hik > 0 para todo k (3.16) 
Uma função pertinência para o classificador possibilístico foi sugerida por 
KRISHNAPURAM-KELLER [15]. Nela a pertinência U& de uma amostra k em uma 
classe i é dada por 







. . . . . .„
 N (3.18) 
K=l 
3.3.10 Algoritmo de média-C possibilístico 
O algoritmo de média-C possibilístico pode, então, ser realizado do seguinte 
modo: 
1. Inicialmente são inicializados o número de classes desejadas C, o valor de m 
(l<m<3c) e a matriz de partição-C nebulosa U; 
2. O valor de rji é calculado pela equação (3.18) 
3. A matriz U é atualizada pela equação (3.14) até que a diferença entre os valores de 
V calculados na iteração atual e na iteração anterior sejam menores do que um-erroT 
estipulado. 
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3,4 Otimização do número de classes 
Os algoritmos de separação em classes apresentados possuem os seguintes pontos 
em comum: 
1. Minimizam implicitamente o erro de partição, isto é, o erro quadrático total das 
amostras dentro de uma classe dado por 
J ( L , U ) = Í (3.19) 
i=l k=l 
Onde L é uma matriz que contém todos os centróides, ou seja, L - (ci, C 2 , c ) 
e U é uma matriz de dimensão C x N que contém todas as pertinências chamada de 
matriz de partição-C nebulosa. 
2. Partem da condição de se fixar, a priori, a quantidade de classes (C). 
Quando se conhece a forma e a distribuição esperada das amostras a serem 
separadas em classes a última restrição não é importante. Porém, para a maioria das 
aplicações a quantidade de classes que o espaço deve ser dividido não é conhecida. A 
determinação do número de classes é uma das maiores discussões na técnica de 
separação em classes e, existem diversos estudos sobre esta questão. 
A seguir são apresentados dois critérios, um proposto por KRISHNAPURAM-
KELLER [15] e outro por SUGENO-YASUKAWA [19] para este propósito. 
O critério de otimização do número de classes proposto por SUGENO-
YASUKAWA é dado pela equação 
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I ( L , U ) = Í í > £ {3.20) 
i=l k=l 
Onde x é a média das amostras : xi, X 2 , X n . 
Pode-se observar pela equação (3.20) que o primeiro termo do lado direito da 
equação representa a variância das amostras em urna determinada classe e o segundo 
termo representa a variância da própria classe em relação a média de todas as amostras. 
O critério proposto por KRISIINAJPURAM-KELLER parte do conceito de que o 
simples relaxamento na restrição aplicada em (3.19) produz a solução trivial, isto é, a 
função objetivo é minimizada fazendo todas as pertinencias iguais a zero. Claro que o 
que se deseja é ter valores de pertinência grande para pontos que representam bem as 
classes e valores pequenos para os pontos que'não as representam bem. O critério de 
otimização do número de classes proposto por KRISHNAPURAM-KELLER tenta 
contornar este problema e é dado por 
j(L,U) = f; M ^ + S ^ i S O - ^ r (3.21) 
i=l k=l i=l k=l 
Onde T]¡ são números positivos dados pela equação (3.18). O primeiro termo da 
equação (3.21) faz com que as distâncias entre as amostras e as classes seja a menor 
possível, enquanto que o segundo termo força a i¿ik ser o maior possível, deste modo, 
evita-se a solução trivial. 
A minimização do número de centroides é feita de maneira a J(L,U) alcançar um 
valor mínimo em relação L, a medida que o número de classes C aumenta. O primeiro 
ponto de mínimo encontrado, normalmente um mínimo local, é utilizado pelo método. 
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A solução global da minimização de J(L,U) em relação a L não é utilizada, porque esta 
solução levaria a solução trivial, ou seja, implicaria em se ter uma classe para cada 
amostra. Na verdade, o que se deseja é obter um compromisso entre minimizar o erro 
quadrático total em relação'a. L e, ao mesmo tempo, obter üm número mínimo de 
classes que corresponde a quantidade de redes neuronais a serem treinadas. 
A minimização em relação às pertinencias é feita de maneira a J(L,U) alcançar 
um valor mínimo em relação a U, a medida que as pertinencias são atualizadas. Esta 
minimização é feita para: 
1. Separação em classes simples - automaticamente, ou seja, a pertinência de uma 
amostra k na classe i é dada pela equação (3.3). 
2. Separação em classes nebulosas - ao derivar e igualar a zero a equação (3.20), o 
ponto de mínimo obtido é dado pela equação (3.14), que foi utilizada para cálculo 
das pertinencias para este método. 
3. Separação em classes possibiíísticas - ao derivar e igualar a zero a equação (3.21), o 
ponto de mínimo obtido é dado pela equação (3.17), que foi utilizada para cálculo 
das pertinencias para este método. 
Logo, as equações utilizadas para cálculo das pertinencias em cada um dos 
métodos minimizam a função objetivo J(L,U), em relação ao parâmetro U. 
3.5 Distância média dentro das ciasses 
O parâmetro TJ; (equação 3.18) indica a distância média ponderada pelas 
pertinencias das amostras em uma classe i. Este parâmetro é calculado para cada método 
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de separação (simples, nebuloso e possibilístico) e será usado posteriorrriente, na fase de 
operação, para cálculo da confiança da resposta. 
t 
3.6 Indicador de grau de nebulosidade 
O parâmetro m indica o grau de nebulosidade aplicado no cálculo das 
pertinencias. Este parâmetro pode ser variado de 1 até <*, ou seja, 1 < m < QO. N O caso 
do método de separação em classes simples, o valor das pertinencias não dependem de 
m porque as pertinencias são 0 ou 1. Porém, no caso dos métodos de separação em 
classes nebuloso e possibilístico este parâmetro é muito importante. A figura 3.4 
apresenta os valores de pertinencias resultantes da equação (3.17) como função da 
distância normalizada d¡j2/r|j para o caso possibilístico. 
0 0.5 1 1.5 2 25 3 
•stâocia normalizada 
Figura 3.4 - Funções pertinência que podem ser geradas pelo algoritmo possibilístico. 
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Capítulo 4 
Confiança da resposta 
O módulo de cálculo da confiança recebe como entrada, a cada instante: os sinais 
monitorados provenientes da instalação (amostra), os sinais de saída da ANN que foi 
selecionada a operar, o valor do desvio-padrão de cada variável calculado na etapa de 
treinamento, o valor do centroide de cada classe e os valores da distancia média 
quadrática das amostras ponderadas por suas pertinencias em cada classe, também 
calculado na etapa de treinamento. A figura 4.1 apresenta em detalhes o módulo de 
confiança da resposta. 
Como já foi citado, para o propósito de validação de sinal são utilizadas ANNs 
auto-associativas típicas, nas quais as entradas e as saídas são idênticas. Durante a fase 
de treinamento, quando pares de amostras entrada/saída são apresentados, a ANN 
aprende a correlação entre as variáveis do processo e, após ser totalmente treinada,-a 
saída apresenta a melhor estimativa do valor instantâneo das variáveis de entrada 
corrente. A informação usada é a diferença AS entre as entradas (e) e as saídas (s), dada 
por 
AS = S j ~ e j ; l < j < n (4.1) 
Onde n é o número de sensores monitorados. Quando os sensores estão 
funcionando corretamente, todas essas estimativas são virtualmente idênticas às 
variáveis de entrada medidas e a diferença é próxima a zero. Se um erro é introduzido 
na amostra de entrada (falha de sensor ou "drift") uma diferença é encontrada entre o 
valor de entrada e a saída falha. 
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Figura 4,1 - Módulo confiança da resposta. 
Deve-se lembrar que ÀS deve ser considerado como a soma do erro de estimação 
da rede (e r e d c) e o erro de medida (e m e d l d a ) , ou seja 
AS = e r e d e + e1"6** ,(4.2) 
Se e ^ 6 é minimizado pelo treinamento, AS pode ser considerado como sendo um 
parâmetro que representa o erro de medida e, consequentemente, pode ser usado para 
validação de sinal. O objetivo do treinamento é minimizar o valor de e r e d e para o 
conjunto de amostras de treinamento, contudo, se este valor for conhecido somente para 
o conjunto de amostras de treinamento o comportamento da rede é imprevisível quando 
é apresentada para eia uma amostra diferente das que foram treinadas e, deste modo, o 
erro associado com a ANN de predição pode variar de uma ordem de grandeza menor a 
várias ordens de grandeza maior do que
 e
m e d i d a
 . Neste caso, como ÀS pode tornar-se 
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muito grande, a conclusão da rede será que um ou mais sensores fomecem valores 
errados, que não é um diagnóstico correto. 
4.1 A função confiança 
A função confiança é realizada com modelos linguísticos, vide anexo II e as 
referências [20-22], que têm como entradas o valor máximo da pertinência possibilística 
da amostra e o valor máximo dos erros entre os sinais de entrada e saída da rede 
neuronal utilizada, enquanto que a saída é o valor da confiança da resposta em três 
conjuntos nebulosos (grande, média e pequena). 
O valor da pertinencia possibilística da amostra de entrada em cada ciasse é 
calculado pela equação (3.17). A pertinência possibilística tem um papel importante na 
decisão final no que diz respeito se a saída da rede pode ser considerada confiável ou 
não. Um valor alto de pertinência em uma ou duas classes aumenta nossa confiança que 
a amostra está contida no volume de treinamento de uma ou duas redes neuronais, de tal 
modo que eles serão capazes de gerar a saída com um erro de estimação pequeno. Por 
outro lado. um valor de pertinência pequeno em todas as classes é uma clara indicação 
que nenhuma rede foi treinada para relembrar aquele padrão. Note que sem usar 
técnicas de separação em classes nebulosas, não seria, possível obter os valores de 
pertinência pequenos em todas as classes, nem valores grandes em mais do que uma 
classe. 
O valor da pertinência possibilística obtido para a classe selecionada é aplicado às 
três funções pertinência (grande, média e pequena).para obter o valor desta pertinência 
em cada um desses conjuntos. A este processo dá-se o nome de "fuzzificacão". A figura 
4.2 apresenta a forma desses três conjuntos nebulosos. A partição desses conjuntos 
nebulosos foi feita com base no nosso bom senso. 
pequena média grande 
0.2 0.4 0.6 0.8 1 
Pertinência possibilística da amostra 
Figura 4.2 - Conjuntos nebulosos para cálculo da pertinência possibilística. 
O valor máximo dos erros entre os sinais de entrada e saída da rede neuronal 
utilizada é primeiramente normalizado em função do desvio-padrão do sinal de entrada 
que apresentou o maior erro. Os desvios-padrão de cada sinal aplicado à entrada do 
modelo e calculado durante a fase de treinamento dos modelos. O desvio-padrão de um 
sinal de entrada j qualquer é calculado pela seguinte expressão 
ar] 
. N (xjk-xj) 
!k=l N - l 
(4.3) 
Onde X j é o valor médio da variável j . Este valor é calculado e atualizado ao 
longo do tempo da seqüência temporal da variável j das amostras de treinamento e é 




Onde A janterior é o valor da média da variável j obtido para a amostra anterior e P 
é o peso de ponderação entre o valor da variável da amostra atual e o valor da média da 
variável da amostra anterior. O valor do peso P é inicializado em 1 e trocado em 
potência de 2, a cada amostra nova apresentada, até atingir o valor de 8. 
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Para diminuir o tempo de resposta do filtro é feito o seguinte procedimento: caso a 
diferença entre o valor da média da variável j da amostra anterior e o valor da variável j 
i 
da amostra atual seja maior ou menor, em duas amostras consecutivas, do que a raiz 
quadrada do valor da média da variável j da amostra atual, então, o valor atual da 
amostra é assumido como valor médio e o peso P é automaticamente reinicializado em 
1. Este procedimento foi obtido experimentalmente para as constantes de tempo das 
variáveis monitoradas da usina Angra I, da aplicação dada no capítulo 6. 
As figura 4.3 e 4.4 apresentam os valores lidos da temperatura da perna fria e os 
valores médios obtidos pelo algoritmo descrito acima, da aplicação dada no capítulo 6. 
292 
282 
500 1000 1500 2000 
Tempo (min) 
2500 3000 3500 
Figura 4.3 - Valores lidos da temperatura da perna fria do reator da usina Angra I. 
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Figura 4.4 - Valores médios obtidos da temperatura da perna fria do reator da usina 
Angra I pelo filtro digital. 
O valor de desvio máximo obtido (erro máximo entre as variáveis de entrada e 
saída da rede neuronal utilizada) é dividido pelo valor do desvio-padrão da variável 
correspondente à este desvio, produzindo o valor do erro normalizado. O valor do erro 
normalizado obtido para a classe selecionada é aplicado às três funções pertinência 
(grande, média e pequena) a fim de se obter o valor desta pertinência em cada um 
desses conjuntos. A figura 4.5 apresenta a forma desses três conjuntos nebulosos. A 
partição desses conjuntos nebulosos foi feita com base no nosso bom senso. 
pequena média grande 
2 4 6 8 
Erro máximo normalizado 
10 
Figura 4.5 - Conjuntos nebulosos para cálculo da pertinência do erro normalizado. 
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Após serem obtidos o valor da pertinência possibilística e o valor do erro 
normalizado nos três conjuntos nebulosos (grande, médio e pequeno), pode-se aplicar 
regras para efetuar a operação de inferência nebulosa dos valores lingüísticos obtidos. O 
modelo nebuloso adotado aplica o operador de implicação do tipo Mandani, com as 
seguintes regras se-então: 
Regra 1: Se a pertinência possibilística é pequena e o erro máximo é não pequeno 
Então a pertinência relativa é pequena. 
Regra 2: Se a pertinência possibilística é grande 
Então a pertinência relativa é grande. 
Regra 3: Se a pertinência possibilística é média e o erro máximo é médio 
Então a pertinência relativa é média. 
As regras podem ser representadas como uma matriz 3 por 3 como apresentada na 
tabela 4.1. 
Tabela 4.1 
Regras nebulosas utilizadas. 
Pert, possibilística - -> 







Pequeno (P ) Pequena Grande 
Médio (M) Média Grande 
Grande (G) Grande 
Para cada amostra apresentada ao sistema, as três regras nebulosas são ativadas 
em graus diferentes, resultando em três valores de pertinencias diferentes para 
pertinência relativa nos três conjuntos nebulosos grande, médio e pequeno. Esses 
valores podem dar uma idéia clara sobre a confiança da resposta de saída da rede. •• 
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Capítulo 5 
Implementação dos modelos 
Os códigos e programas desenvolvidos para os diversos módulos que compõem os 
modelos foram escritos em linguagem C e as redes neuronais de validação foram 
implementadas no NeuroShell2. Após o treinamento das redes, foram gerados os 
códigos C correspondentes a cada uma dessas redes que foram incorporados aos 
modelos. 
A implementação dos modelos implica basicamente no projeto/definição da 
configuração dos seguintes blocos: 
a) Escolha do método de separação em classes para o modelo com varias ANNs; 
b) Arquitetura das redes neuronais artificiais; 
c) Funções pertinencias do módulo de confiança da resposta. 
5.1 Escolha do método de separação em classes para o modelo com varías ANNs 
Os métodos de separação em classes que foram apresentados no capitulo 3 são: os 
métodos rígidos (HCM - Hard Clustering Means) centroide e AVQ-UCL; o método 
nebuloso (FCM - Fuzzy Clustering Means); e o método possibilístico (PCM -
Possibilistic Clustering Means). Para definir qual desses métodos devera ser utilizado no 
modelo com varias redes neuronais inicialmente foram efetuados alguns ensaios nesses 
métodos, que mostram seus desempenhos. 
Ensaio 1: Neste ensaio são apresentadas 14 amostras bidimensionais que foram 
divididas em duas classes. As amostras foram numeradas e apresentadas para os 
métodos de separação em classes na seqüência da esquerda para a direitas e de cima 
para baixo. A figura 5.1a apresenta a disposição das 14 amostras após o processo de 
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normalização e a figura 5.1b apresenta a separação destas amostras, em duas classes, 
obtida pelos quatro métodos. A figura 5.1c apresenta a disposição das 14 amostras 
i 
quando são adicionadas ao conjunto de teste duas amostras, correspondendo a ruído. As 
figuras 5. ld e 5.le apresentam a separação em duas classes obtidas pelos 4 métodos. 
Os pontos circulares (azuis) representam as amostras, os pontos em losango 
(vermelhos) representam as amostras que pertencem a uma classe e os pontos quadrados 
(verdes) representam as amostras que pertencem a outra classe. 
1 i—*-
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( C ) 
-1 -0.5 0 
(d) 
0.5 1 
-1 -0.5 0 0.5 
(e) 
Figura 5.1 - Resultados obtidos para um conjunto de amostras simples: (a) disposição 
das 14 amostras; (b) partição obtida pelos métodos HCM (centróide e AVQ), FCM e 
PCM; (c) disposição das 14 amostras com a adição de 2 amostras correspondentes a 
ruído; (d) partição obtida pelo método HCM (centróide) quando é adicionado ruído; 
(e) partição obtida pelos métodos HCM (AVQ), FCM e PCM quando é adicionado 
ruído. 
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A tabela 5.1 apresenta os valores de pertinencias obtidos para o conjunto de 
amostras sem ruído com a separação em duas classes pelos métodos FCM e PCM. A 
tabela 5.2 apresenta os mesmos valores de pertinencias após a adição de ruído. 
A figura 5.1a mostra uma situação contendo duas classes. O método FCM produz 
para os pontos 3 e 7 (tabela 5.1) valores de pertinência diferentes na classe 1, mesmo se 
eles forem tipicamente iguais (isto é, equidistantes do centroide desta classe). Este 
problema provém das restrições de pertinência que forçam o ponto 7 diminuir sua 
pertinência na classe 1 de maneira a aumentar sua pertinência na classe 2. Similarmente, 
dois pontos podem ter valores iguais de pertinência na classe 1 mesmo sendo um ponto 
mais "típico" (mais próximo do centroide de classe) do que o outro. Em. outras palavras, 
no algoritmo FCM a pertinência de um ponto em uma classe é um número relativo que 
depende da pertinência do ponto em todas as outras classes e, deste modo, depende 
indiretamente do número total de classes. Isto é, a pertinência total do ponto 7 reflete 
um compartilhamento do ponto 7 entre as duas classes. Embora isto possa não ser um 
problema em algumas aplicações tal como em classificação de padrões, isto nem 
sempre é apropriado para muitas aplicações com lógica nebulosa. 
Os valores dos centroides apresentados nas tabelas 5.1 e 5.2 não estão 
normalizados para o intervalo [-1,1] para facilitar a visualização dos resultados obtidos. 
Os valores esperados dos centroides para as amostras apresentadas são: classe 1 
(60; 150) e classe 2 (140; 150). Pode-se observar pelos valores obtidos para os centroides 
pelos dois métodos que, quando se adicionou ruído aos dados, os centroides obtidos 
para o método PCM foram menos alterados do que os do método FCM, indicando que o 
método PCM é mais imune a ruídos. 
Pode-se observar também, pela tabela 5.2, que as pertinencias obtidas" pelo 
método FCM para as amostras 1 e 2 foram iguais, apesar de que a amostra 1 estar mais 
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Tabela 5.1 
Resultados obtidos das pertinencias e dos centroides para a separação em classes 
FCM e PCM de 14 amostras. 
Método FCM Método PCM 
Classe 1 Classe 2 Classe 1 Classe 2 
1 0,730 0,270 0,225 0,104 
2 0,272 0,728 0,104 " 0,225 
3 0,953 0,047 0,611 0,106 
4 0,982 0,018 0,806 0,130 
5 0,999 0,001 0,968 0,161 
6 0,986 0,014 0,984 0,204 
7 0,911 0,089 0,842 0,265 
8 0,089 0,911 0,265 0,842 
9 0,014 0,986. 0,204 0,984 
10 0,001 0,999 0,161 0,968 
11 0,018 0,982 0,130 0,806 
12 0,047 0,953 0,106 0,61.1 
13 0,728 0,272 0,225 0,104 
14 0,270 0,730 0,104 0,225 
Centroides (61.9; 150,0) (138.1 ; 150.0) (65.9: 150.0) (134.1 ; 150.0) 
Tabela 5.2 
Resultados obtidos das pertinencias e dos centroides para a separação em classes 
FCM e PCM de 14 amostras com adição de ruído. 
Método FCM Método PCM 
Classe 1 Classe 2 Classe 1 Classe 2 
1 0,500 0,500 0,046 0,046 
2 0,500 0,500 0,272 0,272 
3 0,999 0,001 0,964 0,106 
4 0,001 0,999 0,106 . 0,964 
5 0,945 0,055 0,572 0,070 
6 0,976 0,024 0,807 0,085 
7 0,995 0,005 0,987 0,106 
8 0,984 0,016 0,935 0,136 
9 0,912 0,088 0,710 0,178 
10 0,089 0,911 0,179 0,709 
11 0,017 0,983 0,136 0,934 
12 0,005 0,995 0,107 0,987 
13 0,024 0,976 0,086 0,807 
14 0,054 0,946 0,070 0,572 
15 0,984 0,016 0,954 0,106 „ 
16 0.016 0.984 0.106 0.954 
Centroides (62,9: 160.7) (137.3 ; 160,5) T63.0: 150.8) (137.0: 150.8) 
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distante dos centroides das classes. Por outro lado, o método PCM obteve valores de 
pertinência menores para a amostra 1 do que os obtidos para^ a amostra 2. Esta 
capacidade deste método será utilizada na etapa de operação dos modelos para obtenção 
da confiança da resposta do sistema. 
Ensaio 2: Neste ensaio foram apresentadas 900 amostras bidimensionais, 
uniformemente distribuídas por todo o domínio de discussão, que foram divididas em 
16 classes. A figura 5.2 apresenta a disposição dos 16 centroides obtidos pelos quatro 
métodos, após o processo de normalização para as 16 classses. 
-0.5 
t • é 
-1 -0.5 
(a) 
0.5 1 •1 -0.5 05 1 
(b) 
(c) (d) 
Figura 5.2 - Resultados obtidos para um conjunto de amostras uniformemente 
distribuídas: (a) partição obtida pelo método do centroide; (b) partição obtida pelo 
método AVQ; (c) partição obtida pelo método FCM; (d) partição obtida pelo método 
PCM 
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Pode-se observar que o método FCM foi o que melhor distribuiu os centroides das 
i 
16 classes. É interessante notar também que o método PCM convergiu todos os 
centroides das 16 classes propostas para somente um centroide. Esta capacidade deste 
método se aproxima da cognição humana, tendo em vista que, quando se olha uma 
distribuição uniforme, não se consegue distinguir classes separadas. 
Ensaio 3: Neste ensaio foram novamente apresentadas as 14 amostras 
bidimensionais do exemplo 1. O número de classes foi variado de 2 até 14 a fim de se 
obter o número ideal de classes que cada método encontra para as três equações de 
otimização, equações (3.19), (3.20) e (3.21). As figuras 5.3 a 5.6 apresentam os 
resultados obtidos pelos métodos: centróide, AVQ, FCM e PCM, respectivamente, para 
as três funções de otimização. 
2 3 4 5 6 7 8 9 1 0 11 12131415 2 3 4 5 6 7 8 9 10 11 12 13 14 15 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Niraode classes Núrrero de classes Nimerode classes 
(a) (b) (c) 
Figura 5.3 - Resultados obtidos com a variação do número de classes pelo método 
centróide: (a) para a equação de otimização (3.19); (b) para a equação de otimização 
(3.20); para a equação de otimização (3.21). 
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2 3 4 5 6 7 8 9101112131415 2 3 4 5 6 7 8 9 101112131415 2 3 4 5 6 7 8 9 1011 121314 
NiTHodacteses NíTHDctedassss MrtHocfedasBes 
(a) (b) (c) 
Figura 5.4 - Resultados obtidos com a variação do número de classes pelo método 
AVQ: (a) para a equação de otimização (3.19); (b) para a equação de otimização (3.20); 
para a equação de otimização (3.21). 
2 3 4 5 6 7 8 9 101112131415 2 3 4 5 6 7 8 9 1011 12131415 2 3 4 5 6 7 8 9 1011 121314 
N>roocfe<±HE5 Mmrocfedaages Nireocfedasees 
(a) (b) (c) 
Figura 5.5 - Resultados obtidos com a variação do número de classes pelo método 
FCM: (a) para a equação de otimização (3.19); (b) para a equação de Qtimi^ção (3.20); 
para a equação de otimização (3.21). 
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Figura 5.6 - Resultados obtidos com a variação do número de classes pelo método 
PCM: (a) para a equação de otimização (3.19); (b) para a equação de otimização (3.20); 
para a equação de otimização (3.21). 
Os resultados obtidos mostram que nenhuma das três equações de minimização 
(função objetivo) conseguiu encontrar um ponto de mínino local para o método 
centróide. Porém, não se pode dizer que para outras distribuições de amostras 
(principalmente com maior quantidade de amostras), as equações não obtenham um 
valor de mínimo local. 
Para os outros três métodos de separação em classes, a função objetivo dada pela 
equação 3.21 foi a que teve melhor desempenho, ou seja, obteve pontos de mínimo local 
para os três métodos. 
Ensaio 4: Neste ensaio, as amostras (variáveis monitoradas ao longo do tempo da 
usina Angra I) foram apresentadas para os quatro métodos de separação em classes para 
se determinar qual dos métodos se deveria utilizar para o modelo com várias ANNs para 
a aplicação dada no capítulo 6. As variáveis foram monitoradas durante uma das 
partidas do reator até atingir 100% de potência. Foram feitas medidas de dois em dois 
minutos, totalizando 1551 amostras. As figuras 5.7 a 5.10 apresentam os resultados 
obtidos pelos métodos: centróide, AVQ, FCM e PCM, respectivamente, para as três 
funções de otimização. 
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Figura 5.7 - Resultados obtidos com a variação do número de classes pelo método 
centróide: (a) para a equação de otimização (3.19); (b) para a equação de otimização 
(3.20); para a equação de otimização (3.21). 
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Figura 5.8 - Resultados obtidos com a variação do número de classes pelo método 
AVQ: (a) para a equação de otimização (3.19); (b) para a equação de otimização (3.20); 
para a equação de otimização (3.21). 
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Figura 5.9 - Resultados obtidos com a variação do número de classes pelo método 
FCM: (a) para a equação de otimização (3.19); (b) para a equação de otimização (3.20); 
para a equação de otimização (3.21). 
NrrerodecfaBses fírrerocte ctesses KraKxfedasES 
(a) (b) (c) 
Figura 5.10 - Resultados obtidos com a variação do número de classes pelo método 
PCM: (a) para a equação de otimização (3.19); (b) para a equação de otimização (3.20); 
para a equação de otimização (3.21). 
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A tabela 5.3 apresenta o número de classes ótimas obtidas por cada método para 
as três equações de otimização (funções objetivo) de número de classes. Nesta 
aplicação, o número de classes de cada método foi variado de 2 até 10. 
Tabela 5.3 - Números ótimos de classes obtidos por cada método. 
Número de classes obtidas 
Método Função objetivo L Função objetivo 2 Função objetivo 3 
(eq. 3.19)_ (eq.3.20) (eq.3.21) 




FCM — 3 3 
PCM 4 — 3 
Os resultados obtidos nesta tabela mostram que o método FCM foi o que obteve o 
mesmo número de classes para duas das funções objetivos. Pelos resultados obtidos o 
método FCM foi escolhido para efetuar a separação em classes das amostras. A tabela 
5.4 apresenta os valores dos centroides obtidos pelo método FCM e o centroide db 
modelo de rede única para esta aplicação. 
As amostras para o modelo com varias redes foram, então, separadas em 3 classes. 
Após a separação das amostras nas classes foram treinadas três redes neuronais 
artificiais, uma para cada classe. Além. disso, foram obtidos a partir das amostras de 
treinamento, para ambos os métodos, os valores dos parâmetros a serem utilizados na 

































































































































































































































































































































































































































































































































































































































5.2 Arquitetura das redes neuronais artificiais 
A arquitetura da rede é definida como o arranjo dos elementos de processamento 
(neurônios) bem como as funções de ativação usadas nas diferentes camadas. 
O número de neurônios nas camadas de entrada e saída são fixados pela dimensão 
da amostra de entrada e do vetor de saída. Para o caso das redes auto-associativas, este 
número é o mesmo e é dado pela dimensão da amostra de entrada (número de variáveis 
da amostra, no caso, número de sinais monitorados). 
A determinação do número de neurônios nas camadas escondidas e o número de 
camadas escondidas necessários para uma dada aplicação não foi ainda definido 
teoricamente. 
Especificamente no caso de uma única camada escondida, sabe-se que não adianta 
aumentar indefinidamente o número de neurônios nesta camada, pois isto leva a 
problemas de "overfitting", bem como um único neurônio nesta camada, para a maioria 
das aplicações, leva a problemas de "underfitting" [11,12]. O número ideal de neurônios 
na camada escondida, normalmente é obtido pelo método de tentativa e erro, embora se 
possa de antemão arbitrar um número mínimo baseado nos seguintes parâmetros:. 
a) número de amostras de entrada de treinamento; 
b) número de amostras de saída que a rede vai fornecer; 
c) quantidade de neurônios de entrada; 
d) quantidade de neurônios de saída. 
Dependendo desses fatores foi sugerido [6] uma fórmula empírica para estimar o 
número de neurônios na camada escondida, dado por 
Número de neurônios - Ilog i N (5.1) 
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Onde I é o tamanho do vetor de entrada e N é o número de amostras de 
treinamento. Por exemplo, para o caso de se ter 1000 amostras e 12 variáveis 
monitoradas, o número de neurônios na camada escondida será de aproximadamente 
120. Para este número de neurônios na camada escondida, os resultados obtidos para os 
modelos para a aplicação dada no capítulo 6 apresentaram "overfitting". 
Resultados práticos mostraram que, para esta aplicação, onde somente foram 
utilizadas redes com uma camada escondida, o número de neurônios nesta camada deve 
ficar no intervalo de [1.0,25]. Para a validação de sinal da aplicação apresentada no 
capítulo 6, o número de neurônios na camada escondida obtido para os modelos foi de 
14 neurônios (número de sinais monitorados de entrada mais dois). 
A seleção da função de ativação depende da aplicação desejada. Para as camadas 
de entrada e a camada escondida, foram utilizadas funções de ativação do tipo sigmoidal 
bipolar (tangente hiperbólica). Este tipo de função permite obter sinais à saída dos 
neurônios em um intervalo limitado e, além disso, efetua um controle no ganho dos 
neurônios evitando a saturação do sinal à sua saída. Já, para a camada de saída foi usada 
uma função de ativação linear, que permite obter resposta linear à saída do neurônio 
para todas as amplitudes do sinal. 
5.2.1 Treinamento das redes neuronais auto-associativas 
No caso das redes auto-associativas, o objetivo do treinamento é fazer com que o 
erro entre os valores aplicados na entrada da rede e os valores correspondentes na sua 
saída sejam minimizados. 
As redes foram geradas e treinadas através do aplicativo NeuroShell2. Para o caso 
do modelo com várias ANNs, foram geradas tantas redes quantas as classes obtidãTna 
etapa de separação em classes das amostras de treinamento e cada rede foi treinada com 
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as amostras pertencentes a classe que ela representa. Para o caso do modelo com uma 
única ANN, ele foi treinado com todas as amostras utilizadas na fase de treinamento. 
A tabela 5.4 apresenta um resumo dos parâmetro utilizados no NeuroShell2 para 
treinamento das redes dos modelos. 
Tabela 5.4 
Parâmetros utilizados no NeuroShell2 para treinamento das redes 
Parâmetro Especificação 
Tipo de rede "Backpropagation" 
Característica da rede Rede não realimentada 
Número de camadas 3 
Número de neurônios de entradas 12 
Número de neurônios de saída 12 
Número de neurônios na camada escondida 14 
Função de ativação na camada de entrada Tangente hiperbólica 
Função de ativação na camada escondida Tangente hiperbólica 
Função de ativação na camada de saída Linear [-1,1] 
Taxa de aprendizado 0,1 
Momento 0,1 
Pesos iniciais 0,3 
Número de épocas 5000 
Seleção do padrão Aleatória 
Atualização dos pesos Momento -
Número de amostras no conjunto de treinamento 80% 
Número de amostras no conjunto de teste 20% 
5.3 Funções pertinencias do módulo de confiança da resposta. 
As funções pertinencias (grande, média e pequena) do módulo de confiança da 
resposta foram assumidas como da forma apresentada nas figuras 4.2 para a pertinência 
possibilística da amostra e da forma apresentada na figura 4.5 para o erro máximo 
normalizado dos sinais monitorados. 
A seguir são apresentados alguns ensaios realizados do módulo de confiança-para 
essas funções pertinencias. 
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Ensaio 1: Se para uma amostra o desvio máximo (erro máximo normalizado) (As) 
é de 2a e a pertinência possibilística (PP) da amostra é de 0,5. Estes parâmetros levam 
aos seguintes graus de pertinência e regras de ativações: 
u ^ p (0,5) - 0,05 p(2a) = 0,05 
u p p M (0,5) = l t00 A i (2a) - 0,05 
H P P G (0,5) - 0,50 \i% (2o) - 0,00 
Regra 1: min [ u, p p P (0,5), ja^p (2a) ] = [0,05,0,05 ] = 0,05 
Regra 2: min [ «i p p G (0,5) ] - [ 0,50 ] = 0,50 
Regra 3: min [ u. p p M (0,5), (2a) ] = [ 1,00, 0,05 ] - 0,05 
A regra 2 é ativada em mais alto grau indicando que esta amostra possui um grau 
de confiança grande. 
Ensaio 2: Se para uma amostra o desvio máximo (erro máximo normalizado) (As) 
é de 4a e a pertinência possibilística (PP) da amostra é de 0,2. Estes parâmetros levam 
aos seguintes graus de pertinência e regras de ativações: 
í i p p P (0,2) - 0,95 u*p(4a) = 0,70 
u P P M (0,2) = 0,05 u * M ( 4 ( Y ) = ° > 9 0 
u ^ g (0,2) = 0,00 n*G (4a) = 0,15 
Regra 1: min [ u. p p P (0,2), u^p(4a) ] = [0,95 , 0,70 ] = 0,70 
Regra 2: min [ u. p p G (0,2) ] = [ 0,05 ] = 0,05 
Regra 3: min [ 0 % (0,2), J A Í (4a) ] = [0,05 , 0,90 ] = 0,05 
A regra 1 é ativada em mais alto grau indicando que esta amostra possui unTgraü 
de confiança pequeno. 
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Capítulo 6 
Apiicação dos modelos ao reator nuclear Angra I 
Os modelos propostos de validação de sinal foram aplicados para validação de 12 
sinais provenientes dos circuitos primario e secundario da usina nuclear Angra I. A 
usina de Angra I é uma instalação que possui dois circuito de geração de vapor, 
fabricada pela Westhinghouse, e que produz, aproximadamente, 600 MW elétricos, em 
operação a plena potencia. A figura 6.1 apresenta o diagrama esquemático de um dos 
circuitos de geração de vapor desta usina, com os pontos de monitoração das variáveis 
selecionados. 
A tabela 6.1 apresenta a lista das 12 variáveis da usina Angra I que foram 
selecionadas para serem monitoradas pelos modelos. As variáveis foram selecionadas 
com base no nosso bom senso (de engenharia). 
As variáveis foram monitoradas durante uma das partidas do reator até atingir 
1.00% de potência. Foram feitas medidas de dois em dois minutos totalizando'1551 
amostras. As figuras 6.2 a 6.13 apresentam os gráficos dos valores das variáveis 
monitoradas. 
Tabela 6.1 
Variáveis monitoradas da usina nuclear Angra I 
Variável Unidade 
1 
1 Potência nuclear (%) 
2 Temperatura da perna fria (°C) 
3 Temperatura da perna quente CC) 
4 Temperatura média do núcleo (°C) 
5 Taxa de vazão do núcleo (%) 
6 Pressão do pressurizador (kg/cm2)g 
7 Nível do pressurizador (%) 
8 Nível do gerador de vapor (Faixa estreita) (%) 
9 Nível do gerador de vapor (Faixa larga) (%) 
10 Pressão do gerador de vapor (kg/cm2)g 
11 Vazão da água de alimentação (kg/s) 
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Figura 6.4 - Temperatura da perna quente do núcleo da usina Angra I. 
Figura 6.5 - Temperatura média do núcleo da usina Angra I. 
57 
Figura 6.6 - Taxa de vazão do núcleo da usina Angra I. 
161 
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Figura 6.7 - Presão do pressurizador da usina Angra I. 
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Figura 6.8 - Nivel do pressurizador da usina Angra I. 
Figura 6.9 - Nível do gerador de vapor (Faixa estreita) da usina Angra I. 
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Figura 6.10 - Nível do gerador de vapor (Faixa larga) da usina Angra I. 
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Figura 6.12 - Vazão de água de alimentação da usina Angra I. 
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Figura 6.13 — Vazão de vapor da usina Angra I. 
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6.1 Ensaios e resultados 
A seguir são descritos e apresentados os resultados obtidos nos ensaios dos 
modelos. Os resultados obtidos são apresentados de forma gráfica na seguinte 
seqüência: a confiança da resposta (grande, média e pequena)", a rede (classe) 
selecionada para o modelo com 3 redes, os valores aplicados à entrada do modelo, 
obtidos à saída e esperados durante o ensaio e os desvios entre os valores obtidos e 
aplicados à entrada da rede. As bandas de erro nos gráficos dos desvios são calculadas 
pelos modelos de acordo com a precisão esperada para a predição. A precisão esperada 
é expressa pelos desvios-padrão "que foram calculados durante a etapa de treinamento 
dos modelos. 
As bandas de erro devem ser interpretadas como: 
Primeira banda: E ajustada para ± 2 desvios-padrão da flutuação da leitura obtida na 
etapa de treinamento. A ultrapassagem destabanda é considerada um primeiro alerta, 
especialmente se a situação persistir. Nas figuras da banda de erro, a primeira banda é 
traçada na cor azul. 
Segunda banda: E ajustada para ± 4 desvios-padrão da flutuação da leitura obtida na 
etapa de treinamento. A ultrapassagem desta banda é considerada um alerta definitivo. 
Nas figuras da banda de erro, a segunda banda é traçada na cor amarela. 
Nas figuras da banda de erro o sinal de erro é traçado na cor vermelha. 
Nas figuras de resposta dos sinais, os valores dos sinais aplicados à entrada dos 
modelos estão traçados na cor azul, os sinais de saída dos modelos na cor vermelha e os 
valores esperados dos sinais na cor amarela. 
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Ensaio 1: Neste ensaio cada modelo recebeu como entrada as mesmas amostras 
utilizadas no seu treinamento. As figuras 6.14a. a 6.14c apresentam os níveis de 
confiança da resposta do modelo de rede única obtidos durante este ensaio. A figura 
6.15 mostra os valores do sinal de potência nuclear aplicado à entrada e obtido à saída 
desse modelo e a figura 6.16 mostra o erro entre esses sinais para o modelo durante esse 
ensaio. As figuras 6.17a a 6.17c apresentam os níveis de confiança da resposta do 
modelo de três redes durante este ensaio. A figura 6.18 apresenta qual a rede é utilizada 
pelo modelo no decorrer do tempo. A figura 6.19 mostra os valores do sinal de potência 
nuclear aplicado à entrada e obtido à saída do modelo e a figura 6.20 mostra o erro entre 
esses sinais para o modelo de três redes durante esse ensaio. 
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Ensa io 1 - rede ún ica 
I 0.5 
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T e m p o (min) 
(a) 
Ensa io 1 - rede única 
l i L l . l . . . _ 
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T e m p o (min) 
(b) 
Ensa io 1 - rede única 
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T e m p o (min) 
(c) 
Figura 6.14- Nível de confiança da resposta do modelo durante ensaio 1: (a) Confiança 
grande; (b) Confiança média; (c) Confiança pequena. 
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Figura 6.15 - Potência nuclear aplicada à entrada e obtido à saída do modelo 
Ensaio 1 - rede única 
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Figura 6.16 - Banda de erro da potência nuclear. 
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Ensaio 1 - três redes 
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Figura 6.17 — Nível de confiança da resposta do modelo durante o ensaio 1: 
(a) confiança grande; (b) Confiança média; (c) Confiança pequena. 
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Figura 6.18 - Rede selecionada durante o ensaio 1. 
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Figura 6.19 - Potência nuclear aplicada à entrada e obtida à saída do modelo. 
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Figura 6.20 - Banda de erro da potência nuclear. 
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Ensaio 2: Neste ensaio novamente cada modelo recebeu como entrada as 
amostras utilizadas no seu treinamento, porém foi introduzido uma falha no sinal 
correspondente a potência do reator. O sinal de potência do reator foi feito igual a zero a 
partir da amostra 500 (1000 min). As figuras 6.21a a 6.21c apresentam os níveis de 
confiança da resposta do modelo de rede única obtidos durante este ensaio. A figura 
6.22 mostra os valores do sinal de potência nuclear aplicado à entrada e obtido à saída 
desse modelo e a figura 6.23 mostra o erro entre esses sinais para o modelo durante esse 
ensaio. As figuras 6.24a a 6.24c apresentam os níveis de confiança da resposta do 
modelo de três redes durante este ensaio. A figura 6.25 apresenta qual a rede é utilizada 
pelo modelo no decorrer do tempo. A figura 6.26 mostra os valores do sinal de potência - . 
nuclear aplicado à entrada e obtido à saída do modelo e a figura 6.27 mostra o erro entre 
esses sinais para o modelo de três redes durante esse ensaio. 
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Ensaio 2 - rede única 
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Ensaio2 - rede única 
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Figura 6.21 - Nível de confiança da resposta do modelo durante o ensaio 2: 
(a) Confiança grande; (b) Confiança média; (c) Confiança pequena. 
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Figura 6.23 - Banda de erro da potência nuclear. 
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Ensaio 2 - três redes 
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Figura 6.24 - Nível de confiança da resposta do modelo durante o ensaio 2 
(a) Confiança grande; (b) Confiança média; (c) Confiança pequena. 
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Figura 6.25 - Rede selecionada durante o ensaio 2. 
Ensaio 2 - três redes 
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Figura 6.26 - Potência nuclear aplicada à entrada, obtida e esperada à saída do modelo. 
Ensaio 2 - t rês redes 
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Figura 6.27 - Banda de erro da potência nuclear. 
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Ensaio 3: Neste ensaio a planta foi posta a operar a potência constante de 95% 
para todas as amostras e foi introduzido um "drift" de -0?5%/minuto no sinal de 
potência nuclear a partir da primeira amostra. As figuras 6.28a a 6.28c apresentam os 
níveis de confiança da resposta do modelo de rede única obtidos durante este ensaio. A 
figura 6,29 mostra os valores do sinal de potência nuclear aplicado à entrada e obtido à 
saída desse modelo e a figura 6.30 mostra o erro entre esses sinais para o modelo 
durante esse ensaio. As. figuras 6.31a a 6.31c apresentam os níveis de confiança da 
resposta do modelo de três redes durante este ensaio. A figura 6.32 apresenta qual a rede 
é utilizada pelo modelo no decorrer do tempo. A figura 6,33 mostra os valores do sinal 
de potência nuclear aplicado à entrada e obtido à saída do modelo e a figura 6.34 mostra . 
o erro entre esses sinais para o modelo de três redes durante esse ensaio. 
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Ensaio 3 - rede única 
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Figura 6.28 - Nível de confiança da resposta do modelo durante o ensaio 3: 
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Figura 6.29 - Potencia nuclear aplicada à entrada, obtida e esperada à saída do modelo. 
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Figura 6.31 - Nível de confiança da resposta do modelo: 
(a) Confiança grande; (b) Confiança média; (c) Confiança pequena. 
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Ensaio 3 - três redes 
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Figura 6.32 - Rede selecionada durante o ensaio 3. 
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Figura 6.33 - Potência nuclear aplicada à entrada, obtida e esperada à saída do modelo. 
Ensaio 3 - três redes 
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Figura 6.34 - Banda de erro da potência nuclear. 
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Ensaio 4: Neste ensaio a planta foi posta a operar a potência constante de 95% 
para todas as amostras e foi introduzido um "drift" de +0,5%/minuto no sinal de 
potência nuclear a partir da primeira amostra. As figuras 6.35a a 6.35c apresentam os 
níveis de confiança da resposta do modelo de rede única obtidos durante este ensaio. A 
figura 6.36 mostra os valores do sinal de potência nuclear aplicado à entrada e obtido à 
saída desse modelo e a figura 6.37 mostra o erro entre esses sinais para o modelo 
durante esse ensaio. As figuras 6.38a' a 6.38c apresentam os níveis de confiança da 
resposta do modelo de três redes durante este ensaio. A figura 6.39 apresenta qual a rede 
é utilizada pelo modelo no decorrer do tempo. A figura 6.40 mostra os valores do sinal 
de potência nuclear aplicado à entrada e obtido à saída do modelo e a figura 6.41 mostra -








Ensaio 4 - reda única 
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Figura 6.35 - Nível de confiança da resposta do modelo durante o ensaio 4: 
(a) Confiança grande; (b) Confiança média; (c) Confiança pequena. 
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Figura 6.37 - Banda de erro da potência nuclear. 
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Figuta 6.38 - Nível de confiança da resposta do modelo: 
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Neste trabalho foram apresentados dois modelos de validação de sinal. Em um dos 
modelos, a redundância analítica dos sinais apresentados à entrada do modelo (sinais a 
serem monitorados) é realizada por uma única rede neuronal "backpropagation" auto-
associativa, enquanto no outro modelo, esta redundância é realizada por várias redes 
neuronais "backpropagation" auto-associativas. Nesse último modelo, a seleção da rede 
que deve operar para validar os sinais de entrada é feita através da utilização de técnicas 
de separação em classes do espaço que contém todos os pontos de operação da 
instalação que está sendo monitorada. Dependendo dos valores dos sinais aplicados à 
entrada do modelo, esses sinais devem corresponder a uma determinada região de 
operação, que é representada por uma determinada classe. A classe no qual a amostra de 
entrada (sinais monitorados num dado instante de tempo) é colocada automaticamente 
seleciona a rede neuronal a ser utilizada. 
Para realizar a separação das amostras nas classes foram estudados quatro 
diferentes métodos de separação em classes: os métodos HCM (centroide e AVQ-UCL), 
o método FCM e o método PCM» Os resultados obtidos nos ensaios realizados nesses 
métodos demostraram que o método FCM foi o que apresentou melhor desempenho. O 
método FCM foi, então, escolhido para efetuar a separação em classes do modelo com 
várias redes na validação dos sinais da usina Angra I. 
Além das estimativas dos valores das variáveis monitoradas obtidas às suas 
saídas, os modelos fornecem uma indicação do nível de confiança destas respostas 
através da utilização de conceitos baseados em lógica nebulosa. Esta informação é 
obtida com base em dois parâmetros: o maior desvio entre cada sinal obtido à saída do 
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modelo e a sua correspondente entrada e a pertinência possibüística da amostra (sinais 
monitorados) na classe que foi selecionada. 
Para o cálculo das pertinencias possibilísticas nós lembramos que existem 
métodos de separação em classes baseados em lógica nebulosa que não fornecem valor 
de pertinência apropriados para aplicações nos quais as pertinencias possam ser 
interpretadas como graus de possibilidade. Isto é devido a que eles usam uma restrição 
inerentemente probabilística, que fornece números relativos. Como resultado, a 
pertinência de uma amostra em uma classe não depende somente de onde ele está 
localizado em relação à classe, mas também o quão distante ele está com respeito a 
outras classes. Então, esta "lei de conservação da pertinência total" força as pertinencias . , 
a serem espalhadas nas classes, e faz ela ser dependente do número de ciasses presentes. 
Embora isso seja desejável em situações onde as pertinencias servem como indicação 
das probabilidades ou graus de compartilhamento, o valor da pertinência resultante não 
pode sempre distinguir entre bons e maus membros, mesmo quando não existe ruído. 
Esta situação é devido ao fato de que os valores das pertinencias probabilísticas 
não podem distinguir entre elementos comuns e elementos desconhecidos. Por-outro 
lado, a abordagem possibüística parte da premissa que a pertinência de uma amostra em 
uma classe não tem nada a ver com sua pertinência em outras classes e, então, podemos 
utilizar métodos nebulosos de separação em classes modificados para gerar a 
distribuição da pertinência que modelam conceitos vagos. A abordagem possibüística 
de separação em classes é baseada nesta idéia e foi utilizada para cálculo das 
pertinencias possibilísticas das amostras. 
Os modelos implementados foram postos a operar na monitoração de 12 sinais 
selecionados dos circuitos primário e secundário da usina Angra I. E interessante^ 
ressaltar que a de validação de sinal requer "... produção da melhor estimativa para o 
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valor da variável que esta sendo monitorada" e, para isto, a correlação entre as variáveis 
selecionadas é de fundamental importância, pois no caso de uma falha em um ou mais 
sinais o modelo irá produzir a estimativa desses sinais falhos através das correlações 
destes sinais com os sinais que não estão falhos. Estas correlações são aprendidas peias 
redes neuronais autoassociativas na fase de treinamento dos modelos. 
Os modelos implementados podem ser avaliados quanto aos seus desempenhos 
através da análise dos resultados obtidos nos ensaios realizados na validação dos sinais 
monitorados da operação da usina Angra I. 
No ensaio 1, onde cada modelo recebeu como entrada as mesmas amostras que 
foram utilizadas nos seus treinamentos, pode-se observar pelos resultados obtidos que 
ambos os modelos produziram às suas saídas um sinal de potência nuclear similar aos 
sinais de potência de entrada, com erro entre esses sinais dentro da primeira banda de 
erro em quase todo o intervalo de medida (figuras 6.16 e 6.20). Entretanto, pelos 
gráficos de confiança de resposta (figura 6.1.4 para o modelo de rede única e figura 6.17 
para modelo com três redes), pode-se observar que o modelo com rede única não obteve 
uma indicação de confiança grande (com valores próximos a 1) em todo o intervalo de 
ensaio. Isto deve-se ao fato que este modelo só possui uma classe (um único centroide) 
e no cálculo da pertinência possibilística as amostras que estão longe deste centroide, na 
periferia da classe, possuem valores de pertinência possibilística pequeno, o que leva a 
um grau pequeno na confiança da resposta do modelo. 
Já para o modelo com três redes, por possuir três centroides, automaticamente 
produz valores de pertinência possibilística maiores para as amostras que estão na 
periferia das classes, porém, ainda nota-se uma diminuição nestas pertinencias junto à 
periferia das classes. — r - r 
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No ensaio 2, novamente foram aplicados às entradas dos modelos os sinais 
monitorados durante a partida do reator até este atingir 100% de potência, porém foi 
introduzido uma falha no sinal de potência do reator aplicado à entrada dos modelos a 
partir da amostra 500 (1000 min). O modelo de rede única indicou imediatamente esta 
falha através do gráfico da banda de erro da potência nuclear (figura 6.23), porém, a 
estimativa do sinal da potência nuclear pelo modelo quando comparada com o valor 
esperado para este sinal apresentou um erro que gradativamente aumentou ao longo do 
tempo, após o início da falha do sinal de potência. Deve-se ter em mente que, num caso 
prático, o operador da instalação não saberia qual o valor esperado para a potência 
nuclear e, neste caso, não saberia se o modelo está ou não gerando o valor esperado. 
Pelos gráficos dos níveis de confiança da resposta deste ensaio (figura 6.21), 
pode-se observar que o nível grande de confiança da resposta do modelo diminui a 
partir de 2.300 min, enquanto que o nível pequeno aumenta a partir deste tempo. Este 
grau alto no nível de confiança pequeno é uma indicação para o operador que ele não 
deve confiar na resposta do modelo a partir deste instante. 
O modelo com três redes neste ensaio também indicou imediatamente a falha no 
sinal de potência nuclear, através do gráfico da banda de erro da potência (figura 6.27). 
Este modelo obteve uma melhor estimativa do sinal de potência à sua saída (figura 
6.26). Porém, pelos gráficos dos níveis de confiança da resposta (figura 6.24) o modelo 
produziu imediatamente após a ocorrência da falha um valor alto no nível de confiança 
pequeno. Esta indicação serve para o operador com uma advertência de que apesar do 
sistema indicar que houve uma falha no sinal de potência a estimativa obtida pelo 
modelo para este sinal não é muito confiável. 
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No ensaio 3, os resultados obtidos pelos modelos, onde a instalação foi posta a 
operar em regime permanente a 95% de potência, e foi introduzido um "drift" no sinal 
de potência de -0,5%/min a partir do instante inicial (t = 0), foram os seguintes: 
a) Para o modelo de rede única, o gráfico da banda de erro dó sinal de potência 
(figura 6.30) mostra que o modelo detectou este "drift" (segunda banda de 
erro) em torno de 500 min após o seu início. Pelo gráfico da potência nuclear 
(figura 6.29), observa-se que o modelo produziu à sua saída o valor esperado 
para o sinal de potência. Porém, os gráficos dos níveis de confiança da 
resposta do modelo (figura 6.28) indicam que o operador não deve confiar na 
sua resposta, pois o modelo está produzindo um valor alto no nível de - . 
confiança pequeno. Este valor alto é devido ao fato de que o ponto de 
operação deste ensaio (95% da potência do reator) corresponde a periferia da 
única classe deste modelo. 
b) Para o modelo com três redes, os resultados obtidos foram praticamente os 
mesmos obtidos pelo modelo de rede única (figuras 6.32 e 6.33), porém, neste 
modelo, a confiança da resposta obtida (figura 6.31) apresentou um grau alto 
na variável nebulosa grande. Esta informação significa que o operador pode 
confiar na resposta gerada pelo modelo. Este resultado também pode ser 
explicado haja vista que o modelo possui um centróide próximo ao ponto de 
operação utilizado no ensaio e isto implica em que este ponto de operação não 
se encontra na periferia da classe e, deste modo, possui pertinência 
possibilística elevada nesta classe. 
No ensaio 4, os resultados obtidos pelos modelos, onde a instalação foi posta a 
operar novamente em regime permanente a 95% de potência e foi introduzido-um^ 
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"drift" no sinal de potência nuclear de +0,5%/min a partir do instante inicial (t - 0), 
pode-se observar: 
a) Para o modelo de rede única, o gráfico da banda de erro do sinal de potência 
(figura 6.37) mostra que o modelo detectou este "drift" (segunda banda de 
erro) em torno de 500 min após o seu início. Pelo gráfico da potência nuclear 
(figura 6.36), observa-se que o modelo produziu à sua saída o valor esperado 
para o sinal de potência. Porém, os gráficos dos níveis de confiança da 
resposta do modelo (figura 6.35) indicam que o operador não deve confiar na 
sua resposta. 
b) Para o modelo com três redes, os resultados obtidos foram praticamente os 
mesmos obtidos pelo modelo de rede única (figuras 6.40 e 6.41), porém, neste 
modelo, a confiança da resposta obtida (figura 6.38) apresentou um grau alto 
(próximo de 1) na variável nebulosa grande no início do ensaio, indicando que 
o operador pode confiar na sua resposta. 
Com base nos resultados obtidos, podemos chegar as seguintes conclusões: 
a) O modelo com três redes obteve melhor desempenho na validação dos sinais 
obtidos da operação da usina Angra I do que o modelo de rede única. 
b) Se aumentássemos o número de redes utilizadas no modelo com várias redes, 
este modelo produziria uma melhor estimativa dos sinais monitorados. 
A segunda conclusão deve levar em conta que existe um compromisso entre 
aumentar o número de redes (aumentar a especialização das redes) e diminuir o número 
de redes (diminuir o número de chaveamentos entre redes). Além disso, pelo gráfico do 
sinal de potência nuclear (figura 6.2), pode-se observar que existem três patamares onde 
a potência do reator foi mantida constante por um longo período durante a sua partida. 
O modelo de três redes identificou esses três patamares como as classes existentes. 
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7.1 Recomendações para trabalhos futuros 
© O problema de validação de sinal em instalações industriais, utilizando o modelo 
com várias redes, implica em obter classes que representem as diversas regiões de 
operação da instalação. Normalmente essas regiões são superfícies "finas" e a 
métrica utilizada nesta tese foi a distância Euclidiana, que presume que as classes 
sejam esféricas. A. métrica da distância Euclidiana não se adapta muito bem para 
este tipo de problema. Como sugestão para trabalho futuro, propõe-se a utilização de 
uma métrica que melhor se adapte a solução do problema de validação de sinal que 
utilize as técnicas abordadas nesta tese. 
• Os 12 sinais monitorados dos circuitos primário e secundário da usina Angra I -
foram, selecionados com base no nosso bom senso (de engenharia). Como já foi 
citado, é desejável que esses sinais possuam entre si alto grau de correlação. Uma 
sugestão para pesquisa futura seria a de utilizar a técnica de algoritmos genéticos 
para obter as correlações entre os sinais disponíveis e efetuar a seleção dos sinais 
com mais alto grau de correlação. 
« Estudar outras formas de partição das funções pertinencias (grande, média e 
pequena) das variáveis nebulosas utilizadas no cálculo da confiança da resposta dos 
modelos. 
© Calcular os desvios-padrão dos sinais para o modelo com várias redes para cada 
classe, utilizando somente as amostras de treinamento que pertencem a cada classe, 
em vez de calculá-los para todo o conjunto de amostras de treinamento. 
o A função confiança baseada na pertinência possibilística não se mostrou eficaz para 
o modelo de rede única, como sugestão, propõe-se encontrar outra função para 
realizar a confiança da resposta deste modelo. ^ Z 7 r ~ 
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Redes neuronais artificiais 
As redes neuronais artificiais (Artificial Neural Networks-ANNs) são inspiradas 
na biologia dos neurônios, isto é, elas são compostas de elementos que realizam, de 
maneira análoga, as funções mais elementares dos neurônios biológicos. Esses 
elementos são organizados de maneira similar (ou não) a anatomia do cérebro. 
Apesar desta semelhança superficial, as ANNs exibem um surpreendente número 
de características do cérebro. Por exemplo, elas aprendem com a experiência, 
generalizam a partir de exemplos anteriores para novos exemplos e são capazes de 
realizar abstrações que podem separar características essenciais contidas em dados de 
entrada que, a princípio, são irrelevantes. 
Aprender com a experiência significa que as ANNs podem modificar seu 
comportamento como resposta ao ambiente externo. Este fator, mais do que qualquer 
outro, é responsável pelo interesse que elas receberam. Quando é apresenta'do um 
conjunto de entradas (às vezes com as saídas desejadas), elas se auto ajustam para 
produzir respostas consistentes. 
A generalização vem do fato de que uma vez treinada, uma resposta da rede pode 
ser, até um certo grau, insensível a pequenas variações nas suas entradas. Esta 
habilidade de ver o padrão com raído e distorções é de vital importância para o 
reconhecimento de padrões no mundo real. 
A capacidade de abstração da rede vem do fato que algumas redes são capazes de 
absorver a essência de um conjunto de entrada. Por exemplo, uma rede pode ser treinada 
com uma seqüência de versões distorcidas da letra F. Após um treinamento adequado, a 
aplicação desses exemplos distorcidos irá fazer a rede produzir a forma perfeita da letra 
As ANNs se tornaram uma das técnicas mais preferidas para aplicações em uma 
larga classe de tarefas de reconhecimento de padrões. 
1.1 Neurônio artificial 
O neurônio artificial é um elemento de processamento simples que, em essência, é 
composto por um conjunto de entradas, cada uma representando a saída de outro 
neurônio. Cada entrada é multiplicada pelo correspondente peso sináptico, e todas as 
entradas, após serem multiplicadas pelos pesos, são somadas para determinar o nível de 
ativação do neurônio. A figura 1.1 apresenta o modelo de um neurônio artificial. Apesar 
da diversidade de paradigmas de rede, quase todas são baseadas nesta configuração. São 
aplicadas ao neurônio artificial um conjunto de entradas chamadas de xi, xj, Xn. 
Essas entradas são coletivamente referidas como um vetor x. Cada sinal é multiplicado 
pelo peso associado wi, w 2 , w n , antes de ser aplicado ao bloco de soma, chamado I . 
O conjunto^de pesos é referido coletivamente como o vetor w. O bloco S. soma 
algebricamente todas as entradas multiplicadas pelos pesos da rede, produzindo uma 
saída chamada S. Esta pode ser escrita por S=^iWi+x2W2+..+XaW r i ou na notação vetorial 
S = x w . 
Figura Í.1 — Neurônio artificial. 
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Onde, 
Y = f(s)=f T > i (1.1) 
1.1.1 Funções de ativação 
O sinal S é normalmente processado por uma função de ativação f para produzir o 
sinal de saída do neurônio Y. 
As funções de ativação típicas usadas em redes neuronais artificiais são as 
seguintes: 
1. Função linear 
f(s)=s (1.2) 
2. Função degrau 
• (T.3) 
3. Função sinal 
(1.4) 
4. Função rampa 
(1 s e S > l 
f(s)=-Sseo<s<n 
- l s e S<0 
(T.5) 
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5. Função sigmóide unipolar ou logística 
6. Função sigmóide bipolar ou tangente hiperbólica 
f (S) = tanh (S) = 2 senh (S) - 1 (i. 7) 
1.2 Redes neuronais artificiais 
Apesar de um único neurônio ser capaz de realizar certas funções simples de 
detecção de padrões, o poder de computação das redes neuronais advém da conexão de 
neurônios em redes. Cada ANN deve ter pelo menos duas camadas, a camada de entrada 
e a de saída. Normalmente, as ANNs possuem camadas escondidas entre a camada de 
entrada e a de saída. A figura 1.2 apresenta uma rede neuronal artificial com 3 camadas, 
onde as saídas de uma camada da rede fornecem as entradas para a camada seguinte. 
Figura 1.2 - Rede neuronal artificial com 3 camadas 
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As redes consideradas até agora não têm conexão de realimentação, isto é, 
conexões através de pesos, das saídas de uma camada para a entrada da mesma camada 
ou de camadas anteriores. Essa classe de rede é chamada de rede direta ou não 
recorrente. Redes não recorrentes não possuem memória e suas saídas são determinadas 
somente pelas entradas atuais e pelos valores dos pesos sinápticos. 
As redes mais gerais, aquelas que contém conexão de realimentação, são 
chamadas de recorrentes. 
T.3 Treinamento da rede neuronal 
A característica mais interessante das ANNs é a sua capacidade de aprender. 
Uma rede é considerada treinada quando, para um conjunto de entrada, ela produz 
um conjunto de saída desejado. Cada conjunto de entrada (ou saída) é referido como um 
vetor. O treinamento é realizado pela aplicação de uma seqüência de vetores à entrada, 
enquanto são ajustados os pesos da rede de acordo com um processo predeterminado. 
Durante o treinamento, os pesos da rede gradualmente convergem para valores tais que 
cada vetor de entrada produza o vetor de saída desejado. Os algoritmos de treinamento 
das redes são divididos em supervisionados e não supervisionados. 
L3.1 Treinamento supervisionado 
O treinamento supervisionado necessita, para cada vetor de entrada, um 
correspondente vetor de saída representando a saída desejada (pares entrada/saída). 
Normalmente, uma rede é treinada com um número de pares de treinamento. Para um 
vetor de entrada, a saída da rede é calculada e comparada com o vetor esperado de saída, 
e a diferença (erro) é realimentada através da rede. Os pesos são modificados de acordcr-
com um algoritmo que tende a minimizar o erro. Os vetores do conjunto de treinamento 
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são aplicados seqüencialmente, os erros são calculados e os pesos são ajustados para 
cada vetor, até que o erro para todo o conjunto de treinamento esteja em um valor 
aceitável. 
1.3.2 Treinamento não supervisionado 
O treinamento não supervisionado é um modelo mais plausível de aprendizado 
num. sistema biológico. Ele não necessita de vetor objetivo para suas saídas e, deste 
modo, nenhuma comparação para respostas ideais predeterminadas. O conjunto de 
treinamento modifica os pesos da rede a fim de produzir vetores de saída que sejam 
consistentes, isto é, a aplicação dos vetores de treinamento ou de vetores , 
suficientemente similares a eles irá produzir o mesmo padrão de saída. O processo de 
treinamento, deste modo, extrai propriedades estatísticas do conjunto de treinamento e 
agrupa vetores similares em classes. Aplicando um vetor de uma dada classe à saída irá 
produzir um vetor de saída específico. 
1.3.3 Polarização * 
Para aumentar a convergência do processo de treinamento, é adicionada uma 
entrada de valor+1, chamada de polarização, a cada neurônio. O peso que conecta esta 
entrada a cada neurônio é treinado da mesma maneira que todos os outros pesos, exceto 
que a polarização é sempre +1, em vez de ser a saída do neurônio da camada anterior. 
1.3.4 Momento 
Para diminuir o tempo de treinamento, bem como também melhorar a estabilidade 
do algoritmo, é introduzido um termo chamado de momento. Ele adiciona uma~parcela 
ao ajuste do peso que é proporcional à parcela de variação do peso na iteração anterior. 
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1.4 Regra de aprendizado 
Para cobrir os propósitos desta tese, só será explicado a regra de aprendizado para 
o método de treinamento supervisionado das redes tipo "backpropagation" (método de 
retropropagação do erro), que é o utilizado para treinamento das redes do. processo de 
validação. Maiores detalhes sobre redes neuronais e algoritmos de treinamento podem 
ser encontrados nas referências [11-14] e [20,21]. 
A figura 1.1 mostra o neurônio usado como bloco fundamentai para as redes 
"backpropagation". Como já foi explicado, unf conjunto de sinais de entrada é aplicado, 
proveniente da entrada ou da camada anterior. Cada uma dessas entradas é multiplicada -
por um peso e os produtos são somados. A soma dos produtos é o termo S e deve ser 
calculado para cada neurônio da rede. Após S ser calculado, ele é aplicado a uma função 
de ativação f e, deste modo, é produzido o sinal*Y. 
Existem muitas funções de ativação que podem ser utilizadas pelo algoritmo 
"backpropagation". Como o algoritmo de <cbackpropagation" é um algoritmo de 
gradiente descendente iterativo, o único requisito para esta função é que ela seja 
continuamente diferenciável em todo o domínio. A função sigmóide unipolar, por 
exemplo, satisfaz este requisito e tem a vantagem adicional de fornecer uma forma 
automática de controle de ganho. 
A função sigmóide unipolar é dada por (1.6) e sua derivada é dada por 
99 
A figura 1.3 apresenta, por simplicidade, uma possível rede multicamadas para 
treinamento com o algoritmo de retropropagação. Deve-se ressaltar também que é 
i 









Figura 1.3 - Rede de retropropagação com três camadas. 
1.4.1 Treinamento das redes "backpropagation" 
O algoritmo de treinamento da rede "backpropagation" pode ser dividido nos 
seguintes passos: 
1. Inicializar os pesos com valores pequenos escolhidos aleatoriamente. 
2. Selecionar o próximo par de treinamento do conjunto de treinamento e aplicar, vetor 
de entrada na entrada da rede. 
3. Calcular a saída da rede. 
4. Calcular o erro entre a saída da rede e a saída desejada (vetor objetivo do par de 
treinamento). 
5. Ajustar os pesos da rede de maneira a minimizar o erro. 
6. Repetir os passos 2 até 5 para cada conjunto entrada/saída até que o erro para todo o 
conjunto seja aceitável. 
100 
Pode-se ver que os passos 2 e 3 constituem uma passagem direta no qual o sinal se 
propaga da entrada da rede para suas saídas. Os passos 4 e 5 são uma passagem inversa, 
onde o sinal de erro calculado é propagado de volta através da rede para ajustar os 
pesos. 
L4.1.1 Passagem direta 
Este processo pode ser descrito sucintamente em notação vetorial. Os pesos entre os 
neurônios podem ser considerados como uma matriz w. O vetor S para a camada j pode 
ser expresso como o produto de x por w, ou seja, S = i w . Aplicando a função de 
ativação f a S da camada j , componente por componente, produz-se o vetor Y. Então, . 
para uma dada camada, a seguinte expressão descreve o processo de cálculo: 
Y = f (xw) (1.9) 
O vetor de saída de uma camada é a entrada para o próximo, então, para calcular a 
saída da camada final é necessário aplicar a equação 1.9 camada por camada, a partir da 
entrada da rede até sua saída. 
1.4.2 Passagem inversa 
1.4.2.1 Ajuste dos pesos na camada de saída 
A figura 1.4 apresenta o processo de treinamento para um único peso do neurônio na 
camada j para o neurônio q na camada de saída k. A saída do neurônio na camada k é 
subtraída de seu valor esperado para produzir o sinal erro. Este é multiplicado pela 
derivada da função de ativação do neurônio k, produzindo o valor 5. 
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Então, ô é multiplicado por Y do neurônio j , o neurônio fonte para o peso em 
questão. Este produto é, então, multiplicado por um coeficiente de taxa de aprendizado 
i 
r| (tipicamente entre 0,01 e 1,0) e o resultado é adicionado ao peso. Um processo 




camada de saída 
+ Yq esperado 
taxa de aprendizado r\ 
wpq,k(n) 
Figura 1.4 - Treinamento de um peso na camada de saída. 
Este processo pode ser resumido por 
A w p q , k = ^ q , k Y p , j (1.10) 
w p q , k ( n + 1 ) = w p q , k ( n ) + A w p q , k pq, pq,* (i.ii) 
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Onde wpq!k(n) é igual ao valor do peso do neurônio p na camada escondida para o 
neurônio q na camada de saída no passo n (note que o subscrito k indica que b peso é 
associado com a camada destino), ò^k é o valor de 8 para o neurônio q na camada de 
saída k e Y pj é o valor de Y para o neurônio p na camada escondida j . 
L4.2.2 Ajuste dos pesos nas camadas escondidas 
As camadas escondidas não tem vetor objetivo, então, o processo de treinamento 
descrito acima não pode ser utilizado. O algoritmo de retropropagação treina as 
camadas escondidas pela propagação do erro dè saída de volta através da rede camada a 
camada, ajustando os pesos em cada camada. 
As equações 1.10 e 1.11 são utilizadas para as camadas de saída e as camadas 
escondidas. Contudo para as camadas escondidas, 5 deve ser gerado sem o 
conhecimento dos vetores objetivos. A figura 1.5 mostra como isto é realizado. 
Primeiro, Ô é calculado para cada neurônio da camada de saída. Eles são usados para 
ajustar os pesos que alimentam a camada de saída e, então, eles são propagados de volta 
através dos mesmos pesos para gerar um valor ò* para cada neurônio na primeira camada 
escondida. Esses valores de S são usados, em contrapartida, para ajustar os pesos para 
esta camada escondida e, de maneira similar, são retropropagados para todas as camadas 
escondidas. 
Considere um único neurônio na camada escondida antes da camada de saída. Na 
passagem direta, este neurônio propaga o valor de sua saída para os neurônios na 
camada de saída através de seus pesos de interconexão. Durante o treinamento, esses 
pesos operam ao contrário, enviando o valor de ò* da camada de saída de volta para a 
103 
camada escondida. Cada um desses pesos é multiplicado pelo valor 8 do neurônio que 
os conecta à camada de saída. 
6 . = f S • 
P.J I P.J 
( \ 
7 q,k pq,k 
vq 
(1.12) 
Para cada neurônio, em uma dada camada escondida, os ôs devem ser calculados e 
todos os pesos associados com aquela camada podem ser ajustados. Isto é repetido até 
que todos os pesos sejam ajustados. 
camada anterior camada escondida 
Ö (D 
camada de saída 
(k) 
Figura 1.5 - Treinamento de um peso na camada escondida. 
Com a adição do termo de momento a equação de ajuste fica, então. 
Aw , (n + 1) = n \S , S - \ + a pq,k v > \ q,k p, j j Aw , (n) pq,k v >_ 
w
 pq, k (" + 1 ) = ^pq, k (") + A M ; p q , k ( n + 1 ) pq. pq>< 
(1.13) 
(1.14) 




Conjuntos nebulosos são uma generalização da teoria dos conjuntos convencional, 
que foi introduzida por Zadeh em 1965, como um meio matemático para representar 
conceitos vagos utilizados na linguagem diária. A idéia básica dos conjuntos nebulosos 
é fácil de entender. Suponha que um aprendiz a motorista se aproxime de um semáforo 
vermelho e que o instrutor deva avisá-io para pisar no freio do automóvel. O que ele 
deve dizer, "Comece a pisar no freio a 200 metros do semáforo" ou ele deve dizer, "Pise 
no freio quando estiver se aproximando". Obviamente é a última frase; a instrução 
formal é precisa demais para ser utilizada. Isto ilustra que a precisão em certos casos 
pode ser quase inútil, enquanto a utilização de conceitos vagos pode ser melhor 
interpretada e gerar ações. A linguagem utilizada no dia a dia é um exemplo de como a 
"nebulosidade" é usada e propagada. Crianças rapidamente aprendem como interpretar 
e implementar instruções nebulosas ("Vá para cama em torno das 10"). Todos nós 
assimilamos e usamos (e agimos com base em) dados vagos, regras vagas e informação 
imprecisa, exatamente como nós somos capazes de tomar decisões sobre situações que 
parecem ser governadas pela sorte (ou pelo azar). Logo, modelos computacionais de 
sistemas reais deveriam ser capazes de reconhecer, representar, manipular, interpretar, e 
usar (agir com base) em ambas as incertezas, nebulosa e estatística. 
Interpretações nebulosas de estruturas de dados são um modo muito natural e 
intuitivamente plausível para formular e resolver vários problemas. Conjuntos 
convencionais ("crisp") contém objetos que satisfazem propriedades precisas requeridas 
por pertinências. O conjunto H dos números de 6 a 8 é "crisp"; nós escrevemos 
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H = "ir e 91 I 6 < r < 8r. Equivalentemente, H é descrito por sua-função pertinência 
(FP) (ou função característica), m H : 9i t~» i 0,1 ^definida como 
t 
í l ; 6< r<8 ; /_ .\ 
m H W - i o. caso contrário. ^ ^ 
O conjunto "crisp", H, e o gráfico de mn estão mostrados na metade esquerda da 
figura II.l. Para qualquer número real r, ou ele está em H ou não está, uma vez que m H 
mapeia todos os números reais r e ÍR nos dois pontos (0,1). Os conjuntos "crisp" 
correspondem a uma lógica de dois valores: é ou não é, ligado ou desligado, branco ou 
preto, 1 ou 0. Na teoria dos conjuntos convencional, valores de m H são chamados 
valores verdade com referência à questão, "r está em H?" A resposta é sim, se e 
somente se, m H (r) =1; caso contrário, é não. 
r i t o 
6 6,8 7 8 
Figura II. 1 - Funções pertinencias para subconjuntos rígidos e nebuloso de 9t. 
Considere agora o conjunto F de números reais que estão próximos a 7. Desde que 
a propriedade "próximo a 7" é vaga, não há uma única função pertinência para F. Ao 
invés, é preciso decidir o que niF deveria ser, baseado nas aplicações e propriedades 
1% 
desejadas para F. Propriedades que parecem ser plausíveis para F incluem: (i) 
normalidade ( n i F (7) =1); (i,i) monotomicidade (quanto mais perto r estiver dè 7, mais 
próximo mi? (r) deve estar de 1 e, reciprocamente, quanto mais afastado r estiver de 7 
mais próximo mp(r) deve estar de 0) /e (iii) simetria (números igualmente distantes à 
esquerda e à direita de 7 devem ter pertinencias iguais). Dadas estas restrições 
intuitivas, cada uma das funções mostradas na metade direita da figura H l pode ser 
uma representação útil de F. No gráfico de barras horizontais mn é discreta, enquanto 
no gráfico triangular mF2 é contínua, mas não suave. Pode-se construir facilmente uma 
FP para F de tal forma que qualquer número "tenha alguma pertinência positiva era F, 
mas não devemos esperar números "muito afastados de 7", 20.000.987 por exemplo, . 
para exagerar. Uma das maiores diferenças entre conjuntos clássicos ("crisp") e 
nebulosos é que os primeiros sempre têm FPs únicas, enquanto qualquer conjunto 
nebuloso tem um número infinito de FPs que% podem representá-lo. Isto é, ao mesmo 
tempo, uma fraqueza e uma força; a unicidade é sacrificada, mas isto dá, ao. mesmo 
tempo, um ganho em termos de flexibilidade, habilitando modelos nebulosos a serem 
"ajustados" para a máxima utilidade em uma dada situação. > 
Na teoria dos conjuntos convencional, conjuntos de objetos reais , tais como os 
números em H, são equivalentes a , e isomorficamente descrito por, uma única função 
pertinência como ma. Entretanto, na teoria dos conjuntos nebulosos não há conjuntos 
equivalentes de "objetos reais" correspondendo a hif. Conjuntos nebulosos são sempre 
(e somente) funções, de um "universo de objetos", digamos X, no intervalo [0,1]. 
Como definido anteriormente, qualquer função nr. X h [0,1] é um conjunto-
nebuloso. Enquanto isto é verdade num senso matemático formal, muitas funções que se 
qualificam nesta base não podem ser adequadamente interpretadas como realizações "de 
um conjunto nebuloso conceituai. Em outras palavras, funções que mapeiam X no 
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intervalo unitário podem ser conjuntos nebulosos, mas se tornam conjuntos nebulosos 
quando, e somente quando, eles condizem com alguma descrição semântica 
intuitivamente plausível de propriedades imprecisas de objetos em X. 
Adicionalmente, é importante distinguir nebulosidade de probabilidade. 
Conjuntos nebulosos não são uma forma inteligente de disfarçar modelos estatísticos. 
Estes dois tipos de modelo (nebuloso e estatístico) possuem, filosoficamente, diferentes 
espécies de informação: pertinencias nebulosas representam similaridades de objetos 
para propriedades definidas imprecisamente, e probabilidades transmitem informação 
sobre freqüências relativas. De outra forma, a lógica nebulosa é um meio de representar, 
manipular e utilizar dados e informações que possuem incertezas não estatísticas. 
H.1 Definições 
Universo de discurso (X) é um conjunto clássico completo de elementos 
individuais capaz de ser referido ou quantificado. 
Conjunto nebuloso (A) no universo de discurso X é um conjunto de pares 
ordenados. 
< 
Onde u,a(x) é chamada função pertinência de A é uma medida da pertinência de x 
ao conjunto A o u s eja, quanto x pertence a A 
Normalmente, a função pertinência Ua(x) mapeia o universo de discurso X no 
intervalo [0,1]: 
Singleton": Na equação definida (II.2) os pares (x, UA(x)) são chamados 
A « í (x,Ua(x) I x e X ) r (0.2) 
u a (x ) :Xh>[0 ,1 ] (Ü.3) 
tí singleton". 
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Conjunto suporte: O conjunto suporte Supp (A) de um conjunto nebuloso A é um 
conjunto rígido contendo aqueles elementos X cujos graus de pertinência são positivos: 
Supp (A) m{ x G X I ua(x) > Or 0L4) 
Diagrama de Zadeh é uma representação gráfica das funções pertinência de um 
conjunto nebuloso A. 
Por exemplo, um conjunto nebuloso A dos números próximos a 5 pode ser 
subjetivamente definido por meio da seguinte função pertinência u,a(x) 
l + 0 . 2 ( x - 5 ) ¿ 
Conjunto nebuloso normal: Um conjunto nebuloso é chamado normal se existe 
pelo um elemento Xo no domínio de discurso X onde sua função pertinência Ua(x«>) é 
igual a ura, isto é, 
Ua(xo)=1 . (IL6) 
Por exemplo, o conjunto nebuloso definido pela equação (II.5) é um conjunto 
nebuloso normal. 
Cortes alfa: Um corte alfa é um conjunto rígido consistindo de elementos do 
conjunto nebuloso A cujas pertinencias são maiores ou igual a a. Os cortes alfa também 
são chamados conjuntos de nível e são denotados por 
A a s U e X ! UA(x)>ar (H.7) 
H.2 Operações 
As operações dos conjuntos nebulosos são realizadas através das suas funções 
pertinência. Existem operações relacionadas a um conjunto nebuloso (por exemplo, 
dilatação, intensificação de contraste, etc) e operações que afetam dois oü~mais 
conjuntos nebulosos (interseção, união, etc). Desde que um conjunto nebuloso é 
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definido com a ajuda de sua função pertinência, é suficiente descrever como a operação 
afeta as funções pertinência. Após estas operações, o conjunto nebuloso resultante pode 
ser obtido usando uma de suas representações. 
Há mais que um modo de definir as operações acima. Nós seguiremos as 
definições mais comuns onde a interseção e união são definidas via operações de 
mínimo (min) e máximo (max). Uma forma geral pode ser encontrada usando normas 
triangulares (t-normas) e conormas triangulares (t~conormas), entretanto, não há 
necessidade de coisas tão sofisticadas para este trabalho. 
União: a função pertinência jiu da união U = AuB de dois conjuntos nebulosos A 
e B é definida como: 
Uaob = lU v Ub = max ( u,a, Ub) (II. 8) 
Interseção: a função pertinência U i da interseção I ~ AnB de dois conjuntos 
nebulosos A e B é definida como: 
üywj - UaaUb= min ( u.A, j i b ) ' (H.9) 
As definições acima podem ser estendidas a mais de dois conjuntos nebulosos. 
Complemento: a função pertinência do complemento Ã do conjunto nebuloso A é 
fij-i-Mx ( n i o ) 
Há aplicações onde é desejável controlar a incerteza (nebulosidade) de um 
conjunto nebuloso modificando o contraste entre os graus de pertinência alto e baixo. A 
operação apropriada é denominada contraste de intensificação. 
Contraste de intensificação: de um conjunto nebuloso A é um conjunto nebuloso 
INT (A) com função pertinência é dada por 
( m i ) 
Está operação pode ser repetidamente aplicada ao conjunto nebuloso A, 
entretanto, ao fim de certo número de repetições pode resultar num conjunto 
aproximadamente "crisp". 
Os seguintes modificadores são úteis quando são usadas variáveis linguísticas. 
Concentração: a contração CON(A) de um conjunto nebuloso A é equivalente a 
elevar ao quadrado sua função pertinência. 
A operação inversa é a dilatação. 
Dilatação de um conjunto nebuloso A é um novo conjunto nebuloso DIL(A) com 
uma função pertinência dada pela raiz quadrada da função pertinência do conjunto 
original A. 
Até aqui, as operações sobre conjuntos nebulosos foram definidas através das 
funções pertinência dos conjuntos resultantes. Isto pode realmente ser feito porque a 
função pertinência define univocamente o conjunto nebuloso por si mesma. Por outro 





A representação mais comum de um conjunto nebuloso é feita por meio da sua 
função pertinência. Conforme já foi visto anteriormente, o diagrama de Zadeh é também 
uma representação possível" de um conjunto nebuloso A através do gráfico de sua 
função pertinência UA(X). 
Outra representação é possível quando temos um universo de discurso discreto X. 
Em tal caso, o conjunto nebuloso A pode ser representado pela união de seus 
"singletons": 
A « max{ (xi ; 0,8) ; (x 2 ; 0,3) ; (x3 ; 0,5)} (EL 14) 
Ou como é mais freqüentemente escrito na literatura: 
A = 0 , 8 / X l + 0,3/x2 + 0,5/x 3 
Onde o símbolo +• significa apenas uma união entre os "singletons". 
Genericamente, 
A = ZG*A(XÍ)/X 8) '(11.15) 
X-€X 
Onde S indica união. 
IL4 Propriedades 
As propriedades listadas abaixo se aplicam tanto aos conjuntos "crisp" quanto aos 
conjuntos nebulosos. Assim, sejam A e B conjuntos nebulosos com funções pertinência 
u-A e UB, respectivamente. 
a) Lei de dupla negação: 




A n B - B n A e AuB = BuA ( n i 7 ) 
c) Associatividade 
(AnB) n C = A n (Br>C) e (AuB)uC = Au(BuC) (a is) 
d) Leis de De Morgan 
_ , ( Á n B ) = B u A 
e 
_, (AuB)=BnA (H19) 
Ern contrapartida, a Lei da Contradição e a Lei do Meio Excluído não se aplicam 
aos conjuntos nebulosos. Assim, tem-se que 
Onde 0 é o conjunto vazio e X é o universo de discurso. 
Considerando que um conjunto nebuloso pode ser expresso por uma função 
pertinência, as propriedades mencionadas podem, equivalentemente, ser expressas por 
funções pertinência. Como exemplo, a primeira Lei de De Morgan pode ser expressa 
como: 
II.5 Relações nebulosas 
Qualquer associação entre elementos de diferentes conjuntos nebulosos é uma 
relação nebulosa. Funções são tipos especiais de relações nebulosas. Relações nebulosas 
podem ser interpretadas como um mapeamento onde os elementos do conjunto A são 
mapeados (transformados) em elementos do conjunto B , de uma forma ordenada. Se 
aeA e beB, dizemos que uma relação de A em B é um conjunto de pares ordenados 
(a, b) e A x B, representada por R - { (a,b) I aeA e beB } ou aRb. O fato de se 
verdade aRb não implica necessariamente que seja verdade bRa. A ordem em uma 
relação é um atributo muito importante. 
Ar\A Au A*X (H.20) 
l - | r ^ t o Ap B (x)J = / i-r(x) v fc(x) ' (11.21) 
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Enquanto relações clássicas descrevem somente a presença ou ausência de 
associação entre os elementos de dois ou mais conjuntos, relações nebulosas são 
capazes de capturar a força da associação. Em gerai, relações nebulosas são conjuntos 
nebulosos definidos a partir de produtos cartesianos dos universos de discurso X,Y,Z, 
etc como X x X, X x Y , X x Y x Z o u qualquer outra combinação. 
Como ilustração, consideremos relações binárias definidas sobre o produto 
cartesiano X x Y . Uma vez que uma relação nebulosa é um conjunto nebuloso, ela pode 
ser representada pelos seus "singletons". Neste caso, os "singletons" são pares 
ordenados (x,y) com a função pertinência U,R(X,V) que medem o grau da associação 
existente entre os elementos x e y. 
A relação R pode também ser representada, conforme mostrado anteriormente 
para o caso de conjuntos discretos, como união de seus "singletons". 
Ou ainda como uma matriz de pertinência que é uma forma tabular dos valores da 
função pertinência. 
(n.22) 
R - Z t h * ( x 5 , y - ) / ( x : , y 5 ) (n.23) 
R= J " R ( x 2 , y J ) / í R ( x 2 , y 2 ) ^ R (x 2 , y„ ) (fj.24) 
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O benefício de usar a matriz pertinencia é a ilustração fácil das relações entre os 
elementos. 
n.6 Composição de relações nebulosas 
A composição de duas relações, denotada por R=P o Q consiste de pares (x,z) do 
produto cartesiano X x Z que pode ser compostos por meio de duas relações dadas por: 
P formada por pares (x,y) e X x Y; e Q formada por pares (y,z) e Y x Z. 
Quando P e Q são relações nebulosas, cada composição de x e z via relações e um 
elemento particular y eY é uma questão de. grau. Este grau depende dos graus de 
pertinencia P(x,y) e Q(y,z) e é determinado pelo menor destes dois graus de pertinência. 
Isto é, o grau de pertinência de uma cadeia (x,y,z) é determinada pelo grau das mais 
fracas das duas ligações, (x,y) e (y,z), nesta cadeia. Também, entre as cadeias que 
conectam x a z, o maior grau de pertinência deverá ser o grau de pertinência que 
caracteriza a relação de x para z. Assim, a composição de relações nebulosas P e,Q é 
definida para cada (x,z) e X x Z pela expressão 
R(x,z) = (PoQ)(x,z) = maxmin[?(x,y),Q(y,z)] (11.25) 
yeY 
A composição de relações nebulosas é mais fácil de visualizar em termos de 
mapeamento relacional nebuloso. Assim, sejam os conjuntos: 
X - { a , b , c } (n.26) 
Y = { 1,2,3,4} (11.27) 
Z = { A , B , C } (n.28) 
E considere as relações nebulosas P, Q e R = P o Q definidas em X x Y, Y x Z, 
X x Z pelos mapas relacionais definidos na figura II.2 abaixo. 
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Figura II.2 -Composição das relações nebulosas binárias P e Q. 
Teremos: 
(PoQ) (b, a) - max{min[P(b,l), Q(1,A)]; min [P(b,2), Q(2,A)]; min[P(b,3), Q(3,A)]} 
= max{min[0,2 ; 0,5]; min[0,9 ; 0,3]; min[0,7 ; 1]} 
= max{0,2 ; 0,3 ; 0,7 } = 0,7 (11.29) 
Composições de relações nebulosas são convenientemente realizadas em termos 
de suas representações matriciais. Sejam 
P = [Pij]; = Q [ q i k ] e = R[r i k ] (11.30) 
as representações matriciais das relações nebulosas para quais P o Q = R. Então, 
podemos escrever 
(11.31) 




IL7 Regras nebulosas multivariáveis 
Normalmente as regras nebulosas se-então só possuem uma única variável 
i 
nebulosa nas partes antecedente e conseqüente. Contudo, existem regras nebulosas que 
contém, normalmente na parte antecedente, mais do que uma variável nebulosa. 
O exemplo dado a seguir serve para esclarecer como utilizar estes tipos de regras. 
Assuma que um controlador baseado em lógica nebulosa atue em cinco regiões 
que caracterizam o tempo t de atuação desse controlador expresso em linguagem natural 
como: Muito Pequeno (MP), Pequeno (P), Médio (M), Grande (G) e Muito Grande 
(MG). Assuma também que te[0, tmax]- A figura II.3 apresenta uma definição razoável 
desses números nebulosos representando essas expressões lingüísticas. 
Utax 
Figura II.3 - Caracterização do tempo de atuação do controlador. 
Suponha que para expressar o conhecimento sobre este processo utilizamos 
proposições nebulosas condicionais da forma 
A = • e B = • ,entãoC = D 
Suponha também que são utilizadas três variáveis lingüísticas para descrever este 
processo. 
Para cada proposição os valores das três variáveis lingüísticas são colocadas nas 
caixas vagas A e B. Como as variáveis A e B possuem três estados cada, o número total 
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de pares possíveis desses estados são nove. Para cada um desses estados de pares 
ordenados, nós temos que determinar (usando qualquer conhecimento disponível) um 
estado apropriado da variável C. Isto resulta em nove distintas proposições nebulosas 
condicionais da forma mostrada acima. Essas proposições são usualmente chamadas de 
regras de inferência nebulosas ou regras nebulosas se-então. Exemplos de três dessas 
regras são, 
Se A = P A e B = P B , então C = MP C 
Se A = MA e B = M B , então C = Mc 
Se A = GA e B = P B , então C = G c 
Onde, os estados das variáveis lingüísticas podem, por exemplo, serem dados por 
Pequeno Médio Grande 
(a) (b) 
Figura II.4 - Números nebulosos representando 3 níveis: (a) Variável nebulosa A; 
(b) Variável nebulosa B. 
Em cada regra, os estados de A e B são chamados antecedentes e o estado de C é 
chamado conseqüente. 
Uma maneira conveniente de definir todas as regras necessárias é a matriz 
mostrada na tabela II. 1. As linhas da matriz correspondem aos estados das variáveis A 
as colunas correspondem aos estados da variável B e os dados na matriz são estados da 
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variável C. Observe que as regras de inferência nebulosa definidas por esta matriz estão 
em harmonia com o nosso senso comum. 
Tabela n.l 
Regras de inferência nebulosa 
• B 
t. PB M B GB 
PA MPc Pc Mc 
A MA Pc M c Gc 
i 
G A Mc G c MGc I 
As nove regras de inferência nebulosas representam o conhecimento que temos do 
processo. Para valores dados das variáveis A e B podemos determinar o valor da 
variável C executando os seguintes passos: 
Passo 1: Quando os valores específicos da medida das variáveis de entrada A e B, 
chamadas de A e B , são recebidos, suas pertinencias são determinadas com os 
correspondentes antecedentes de todas as regras de inferência. Por exemplo, o''valor 
medido A, mostrado na figura ÍT..4a, é compatível com A ~ PA, MA, GA nos graus de 
0,75; 0,25 e 0, respectivamente. Similarmente, os valores medidos B, mostrados na 
figura II.4b, é compatível com B - P B , M B , GB nos graus de 0; 0,7; 0,3, 
respectivamente. Somente as regras para o qual são positivos os valores medidos de 
ambos antecedentes são utilizados na determinação do valor da variável do controlador. 
Essas regras são usualmente referidas como regras que disparam. No nosso exemplo, na -
tabela II. 1, as quatro regras que disparam estão identificadas por negritos. 
Passo 2: Uma inferência é feita por cada regra que dispara. Para entendefcomo 
isto é feito, é essencial descobrir qual das regras atende a aproximar a função Ç que é 
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virtualmente impossível de determinar exatamente pelos números nebulosos 
apropriados. No nosso exemplo, a função tem a forma 
C = f(A,B) (11.33) 
A aproximação de uma função pelos números nebulosos implicitamente envolve o 
princípio da extensão. Dada uma regra de inferência nebulosa particular com dois 
antecedentes, suas combinações é um conjunto nebuloso em SR2 (um conjunto nebuloso 
de duas dimensões). Se os antecedentes são independentes, como no nosso exemplo, sua 
combinação é definida como uma interseção de suas extensões cilíndricas. Os dois 
conjuntos nebulosos de duas dimensões obtidas desta maneira é então mapeado na 
conseqüência da regra. Qualquer antecedente que possua grau de compatibilidade com -
uma dada medida que seja menor do que 1 é truncada neste grau. A interseção das 
extensões cilíndricas desses antecedentes truncados é então truncado no grau mínimo de 
pertinência (assumindo interseção nebulosa padrão) e este truncamento é herdado pela 
parte conseqüente da regra pelo princípio da extensão. 
Passo 3 : Dadas as conclusões obtidas pelas regras de inferência nebulosas 
individuais, nós obtemos a conclusão geral fazendo a união de todas as conclusões 
individuais. No nosso exemplo, a conclusão geral do conjunto nebuloso Cj^g , cujas 
funções pertinência é definida para cada xe[0, t m a x ] , é dado pela fórmula 
C Â ? è ( t ) = raax{mm[PA(Â),MBíB),3víP c(t)], rnin[PA(Â),GB(3),P c(t)L 
ròn|M a(Â), M B (B),Mfj (t)], minfM A (Â), Gq (B), Gq (t)]} (H.34) 
Passo 4: Este é o último passo que é chamado de "defuzzifícação". O seu 
propósito é converter o conjunto nebuloso representando a conclusão geral obtida no 
passo 3 em um número real, que em algum senso, melhor representa o conjunto 
nebuloso. Apesar de existirem vários métodos de "defuzzificação", o método mais 
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comum é determinar o valor para o qual a área sob o gráfico da função pertinência é 
igualmente dividida. Este método é chamado de método de defuzzificação do centro de 
gravidade. Em geral, dando um conjunto nebuloso A definido no intervalo [a^a?], o 
centro de gravidade da defuzzificação a, de A, é definido pela fórmula 
J*2 xA(x)dx 
a = - * (11.35) 
P» A(x)dx 
Aplicando esta fórmula ao nosso exemplo, obtemos 
><r x CÂ,B« d t 
a = - (H.36) 
Jí- CKè(t)dt 
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