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NON-SUPERREFLEXIVITY OF GARLING SEQUENCE
SPACES AND APPLICATIONS TO THE EXISTENCE
OF SPECIAL TYPES OF CONDITIONAL BASES
FERNANDO ALBIAC, JOSE´ LUIS ANSORENA, STEPHEN J. DILWORTH,
AND DENKA KUTZAROVA
Abstract. In this paper we settle in the negative the problem
of the superreflexivity of Garling sequence spaces by showing that
they contain a complemented subspace isomorphic to a non su-
perreflexive mixed-norm sequence space. As a by-product of our
work, we give applications of this result to the study of conditional
Schauder bases and conditional almost greedy bases in this new
class of Banach spaces.
1. Introduction and background
Suppose 1 ≤ p <∞ and let w = (wj)∞j=1 belong to the set of weights
W := {(wj)∞j=1 ∈ c0 \ ℓ1 : 1 = w1 ≥ w2 ≥ · · ·wj ≥ wj+1 ≥ · · · > 0} .
The Garling sequence space, denoted g(w, p), is the Banach space con-
sisting of all scalar sequences f = (aj)
∞
j=1 such that
‖f‖g(w,p) = sup
φ∈O
(
∞∑
j=1
|aφ(j)|pwj
)1/p
<∞,
where O denotes the set of all increasing functions from N to N.
The study of the isomorphic structure of these spaces, which gener-
alize an example of Garling from [16], has been recently initiated in [6].
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For expositional ease, we have gathered in Theorem 1.1 a few geomet-
ric properties of g(w, p) that will help the reader to contextualize the
results herein.
Theorem 1.1 (see [5, 6]). Let 1 ≤ p <∞ and w ∈ W. Then:
(a) The unit vector system (ej)
∞
j=1 is a 1-subsymmetric basis of
g(w, p) which is not symmetric.
(b) Any subsymmetric basis of g(w, p) is equivalent to (ej)
∞
j=1.
(c) g(w, p) is reflexive if and only if p > 1.
(d) For every ε > 0 and every infinite dimensional subspace Y
of g(w, p) there is a further subspace Z ⊆ Y that is (1 + ε)-
isomorphic to ℓp and (1 + ε)-complemented in g(w, p).
Garling sequence spaces can be regarded as the subsymmetric coun-
terpart of Lorentz sequence spaces d(w, p), consisting of all scalar se-
quences f = (an)
∞
n=1 such that
‖f‖d(w,p) = sup
σ∈Π
(
∞∑
n=1
|aσ(n)|pwn
)1/p
<∞,
where Π is the set of permutations of N. The spaces d(w, p) were
thoroughly investigated by Altshuler, Casazza and Lin in the early
1970’s in the papers [12, 13]. Subsequently, Altshuler showed in [10]
that d(w, p) is superreflexive if and only if p > 1 and the weight w is
regular, i.e.,
sup
m
1
mwm
m∑
j=1
wj <∞.
As for the spaces g(w, p), the first attempt to determine whether or
not they were superreflexive was undertaken in [7]. Using nonlinear
tools from approximation theory such as the fundamental function of
the canonical basis, the authors showed that g(w, p) fails to be super-
reflexive if the weight w is not regular.
In this note we adopt a radically different, intrinsic approach, in the
sense that the methods we use fall within the linear category. To be
precise, in Section 2 we study in detail the complemented subspaces of
g(w, p), and having done the groundwork we settle in the negative the
problem of the superreflexivity of Garling sequence spaces in all cases
by proving the following theorem:
Theorem 1.2. The Banach space g(w, p) is not superreflexive for any
1 ≤ p <∞ and any w ∈ W.
Hence, while comparing Theorem 1.1 with the corresponding results
in [12] reflects the fact that Garling sequence spaces behave to some
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extent similarly to Lorentz sequence spaces replacing symmetry with
subsymmetry, Theorem 1.2 exhibits an important structural difference
between these two types of spaces.
In Section 3 we will apply the results from Section 2 to investigate
the existence of conditional bases with some special features in g(w, p),
which bridges our results with the theory of greedy approximation in
Banach spaces.
Standard Banach space notation and terminology are used through-
out (see [9]). For clarity, however, we record the notation that is used
most heavily. We write F for the real or complex scalar field. Given a
set of indices I, we denote by (ei)i∈I the unit vector system of F
I , i.e.,
ei = (δi,j)
∞
j∈I , were δi,j = 1 if i = j and δi,j = 0 otherwise. If aj are
elements in a vector space, we will use the convention
∑0
j=1 aj = 0.
Given families of non-negative real numbers (αi)i∈I and (βi)i∈I and
0 < C < ∞ the symbol αi .C βi for i ∈ I means that αi ≤ Cβi for
all i ∈ I, while αi ≈C βi for i ∈ I means that αi .C βi and βi .C αi
for i ∈ I. Now suppose (xn)∞n=1 and (yn)∞n=1 are basic sequences in
X and Y, respectively. We say that (yn)
∞
n=1 C-dominates (xn)
∞
n=1 and
write (xn)
∞
n=1 .C (yn)
∞
n=1 if ‖
∑∞
n=1 anxn‖X .C ‖
∑∞
n=1 anyn‖Y for all
(an)
∞
n=1 ∈ c00. Whenever (xn)∞n=1 .C (yn)∞n=1 and (yn)∞n=1 .C (xn)∞n=1,
we say that (xn)
∞
n=1 and (yn)
∞
n=1 are C-equivalent, and write (xn)
∞
n=1 ≈C
(yn)
∞
n=1. In all the above cases, when the value of the constant C is
irrelevant, we simply drop it from the notation.
The norm of a linear operator from T from a Banach space X into a
Banach space Y is denoted by ‖T : X→ Y‖. Given a basis B = (xj)∞j=1
for a Banach space X the support of f =
∑∞
j=1 aj xj ∈ X with respect
to B is the set supp(f) = {j : aj 6= 0}. The coordinate projection on a
set A will be denoted by SA[B,X] or, if B and X are clear from context,
SA. Given 1 ≤ p < ∞, (⊕∞n=1Xn)∞n=1 denotes the direct sum in the ℓp
sense of the sequence of Banach spaces (Xn)
∞
n=1.
More specialized notions from Banach space theory or approximation
theory will be introduced as needed.
2. Complemented subspaces of Garling sequence spaces
Theorem 1.2 will be a consequence of the following result, which triv-
ially implies that ℓ∞ is finitely representable in any Garling sequence
space.
Theorem 2.1. Let 1 ≤ p < ∞ and w ∈ W. For each ε > 0 there is
a sublattice Z ⊆ g(w, p) that is (1+ ε)-lattice complemented in g(w, p)
and (1 + ε)-lattice isomorphic to (⊕∞n=1ℓn∞)p.
4 F. ALBIAC, J. L. ANSORENA, S. J. DILWORTH, AND DENKA KUTZAROVA
In turn, the proof of Theorem 2.1 relies on Lemmas 2.2 and 2.5 below.
The former is elementary and exhibits a “gliding hump” behaviour of
the weights in W.
Lemma 2.2. Let (wj)
∞
j=1 be a non-increasing sequence of positive num-
bers with
∑∞
j=1wj =∞. For every m ≥ 0 we have
lim
k
∑m+k
j=m+1wj∑k
j=1wj
= 1.
Proof. Since w is non-increasing,
A := lim sup
k
∑m+k
j=m+1wj∑k
j=1wj
≤ 1,
and, since limk
∑k
j=1wj =∞,
B := lim inf
k
∑m+k
j=m+1wj∑k
j=1wj
= lim inf
k
∑m+k
j=1 wj∑k
j=1wj
≥ 1.
Since B ≤ A, we obtain A = B = 1. 
In order to state and prove the following lemmata, it is convenient
to set some notation. Given a tuple f = (aj)
k
j=1 and m ∈ N ∪ {0}, let
us define the sequence Im(f) in c00 by
Im(f) = (0, . . . , 0︸ ︷︷ ︸
m
, a1, . . . , aj, . . . , ak, 0, . . . , 0, . . . ).
Note that I = I0 is the natural embedding of ∪∞k=1Fk into FN. We define
‖f‖g := ‖I(f)‖g, f ∈ ∪∞k=1Fk.
By the 1-subsymmetry of the unit vector basis we have ‖Im(f)‖g = ‖f‖g
for every tuple f and every m ∈ N.
Given two tuples f and g, the symbol (f, g) (elsewhere, fag) denotes
its concatenation.
Lemma 2.3. Let 1 ≤ p <∞ and w ∈ W. Given 1 < t <∞ and tuples
f1 and f2 with ‖f1‖g < t, there is a tuple h such that ‖(h, f1)‖g < t
and ‖(f2, h)‖g ≥
(‖f2‖pg + 1)1/p. Moreover, h can be chosen to be a
constant-coefficient k-tuple with k as large as wished.
Proof. Pick max{1, ‖f1‖g} < s < t. Let f1 = (aj)nj=1 and f2 = (bj)mj=1.
Put aj = 0 for j > n and define for every non-negative integer k
vk = sup
φ∈O
∞∑
j=1
|aφ(j)|pwj+k.
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Since w is non-increasing we have vk ≤ ‖f1‖pg < s and
vk ≤
(
n∑
i=1
|ai|p
)
w1+k.
Hence, limk vk = 0 since w ∈ c0. For any k ∈ N put
αk =
s− vk∑k
j=1wj
∈ (0,∞).
By Lemma 2.2, limk αk
∑m+k
j=m+1wj = s, and since w /∈ ℓ1, limk αk = 0.
We infer that there is k ∈ N, which can be chosen larger than a given
integer, such that
(i) αk
m+k∑
j=m+1
wj ≥ 1 and
(ii) αi ≥ αk whenever 1 ≤ i ≤ k.
Indeed, given k0 ∈ N there is k1 ≥ k0 such that (i) holds for every
k > k1. Let k2 > k1 be such that
αk2 < min
1≤i≤k1
αi.
If we pick k ∈ {1, . . . , k2} where min1≤i≤k2 αi is attained then (ii) holds,
and k > k1.
Let h be the constant k-tuple whose entries are equal to α
1/p
k . We
have
‖(h, f1)‖pg = max
0≤i≤k
(
vi + αk
i∑
j=1
wj
)
≤ max
i≥0
(
vi + αi
i∑
j=1
wj
)
= s < t,
and
‖(f2, h)‖pg ≥ ‖f2‖pg + αk
m+k∑
j=m+1
wj ≥ ‖f2‖pg + 1. 
We will obtain Proposition 2.5 by using the full power of Lemma 2.3.
Given k ∈ N we will denote by v[k] the positive constant-coefficient k-
tuple whose norm in g(w, p) is one, i.e.,
v[k] =
1
(
∑k
j=1wj)
1/p
(1, . . . , 1︸ ︷︷ ︸
k
).
Lemma 2.4. Let 1 ≤ p <∞ and w ∈ W. Given k0 ∈ N, t > 1 and a
tuple f with ‖f‖g < t, there is k ≥ k0 such that ‖(v[k], f)‖g < t.
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Proof. Applying Lemma 2.3 with f1 = f and f2 = 0 yields k ≥ k0 and
a constant k-tuple h verifying
‖(h, f)‖g < t and s := ‖h‖g ≥ 1.
Notice that h = sv[k]. Using the 1-unconditionality of the unit vector
basis of g(w, p) we obtain
‖(v[k], f)‖g = ‖s−1 h, f)‖g ≤ ‖(h, f)‖g < t,
as desired. 
Given a tuple κ = (ki)
n
i=1 we put
v[κ] = v[k1, . . . , ki, . . . kn] = (v[k1], . . . ,v[ki], . . . ,v[kn]).
Proposition 2.5. Let 1 ≤ p < ∞ and w ∈ W. Given 1 < t < ∞,
k ∈ N, and n ∈ N, there is a sequence κ = (ki)ni=1 such that ki ≥ k for
i = 1,. . . , n and with ‖v[κ]‖g ≤ t.
Proof. Lemma 2.4 allows us to recursively construct a sequence (qi)
∞
i=1
in N such that q1 = k, qi ≥ k for all i ∈ N, and
‖v[qn, . . . , qi, . . . , q1]‖g < t
for all n ∈ N. To finish the proof we just need to take κ = (qn+1−i)ni=1
for a given n ∈ N. 
Given an increasing sequence γ = (kn)
∞
n=1 of natural numbers, define
q(γ) = (qn)
∞
n=0 by qn =
∑n
i=1 kn and Pγ : F
N → FN by
f = (aj)
∞
j=1 7→ Pγ(f) =

(∑qn−qn−1j=1 wj)1/p∑qn
j=1+qn−1
wj
qn∑
j=1+qn−1
ajwj

∞
n=1
.
From now on we will use the convention
∑0
i=1 ai = 0.
Lemma 2.6. let γ be a sequence of natural numbers and t ∈ (0,∞).
Assume that, if q(γ) = (qn)
∞
n=0,∑qn
j=1+qn−1
wj∑qn−qn−1
j=1 wj
≥ t
for all n ∈ N. Then ‖Pγ : g(w, p)→ ℓp‖ ≤ t−1/p.
Proof. By Ho¨lder’s inequality,∣∣∣∣∣∣
qn∑
j=1+qn−1
ajwj
∣∣∣∣∣∣
p
≤

 qn∑
j=1+qn−1
wj

p−1 qn∑
j=1+qn−1
|aj|pwj, n ∈ N.
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Thus, if f = (aj)
∞
j=1,
‖Pγ(f)‖pp ≤
∞∑
n=1
∑qn−qn−1
j=1 wj∑qn
j=1+qn−1
wj
qn∑
j=1+qn−1
|aj |pwj
≤ 1
t
∞∑
n=1
qn∑
j=1+qn−1
|aj|pwj
=
1
t
∞∑
j=1
|aj|pwj
≤ 1
t
‖f‖pg.

In our route to prove Theorem 2.1 we need to revisit a result from
[6].
Proposition 2.7 (cf. [6, Proposition 3.2]). Let 1 ≤ p < ∞, w ∈ W
and t ∈ (0,∞). Let B = (yn)∞n=1 be a block basic sequence of the unit
vector basis of g(w, p) such that ‖yn‖ ≤ t for every n ∈ N. Then B is
t-dominated by the unit vector basis of ℓp.
Proof. Although [6, Proposition 3.2] tackles only the case when ‖yn‖g =
1, its proof can be reproduced almost verbatim in this slightly more
general setting. 
We are now in a position to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. Let D = {(i, n) ∈ N2 : 1 ≤ i ≤ n} and t =√
1 + ε. Use Proposition 2.5 and Lemma 2.2 to recursively construct
κn = (ki,n)
n
i=1, n ∈ N, verifying ‖v[κn]‖g ≤ t for all n ∈ N and∑mn+ki,n
j=1+mn wj∑ki,n
j=1wj
≥ t−p
for all (i, n) ∈ D, where mn =
∑n−1
r=1 max1≤i≤k ki,r for n ∈ N ∪ {0}.
For n ∈ N and 0 ≤ i ≤ n set
mi,n =
n−1∑
r=1
r∑
d=1
kd,r +
i∑
d=1
kd,n
and for (i, n) ∈ D put
• Ji,n = {n ∈ N : 1 +mi−1,n ≤ j ≤ mi,n},
• yi,n =
(∑ki,n
j=1wj
)−1/p∑
j∈Ji,n
ej ,
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• y∗i,n((aj)∞j=1) =
(∑ki,n
j=1wj
)1/p
(
∑
j∈Ji,n
wj)
−1
∑
j∈Ji,n
wjaj .
Note that (Ji,n)(i,n)∈D is a partition N, and it is straightforward to
check that (yi,n,y
∗
i,n)(i,n)∈D is a biorthogonal system. Thus, if we define
P : FN →∏∞n=1 Fn by
P (f) =
((
y∗i,n(f)
)n
i=1
)∞
n=1
, f ∈ FN,
and S :
∏∞
n=1 F
n → FN by
f = ((ai,n)
n
i=1)
∞
n=1 ∈
∞∏
n=1
F
n 7→ S(f) =
∞∑
n=1
n∑
i=1
ai,n yi,n
we have P ◦ S = Id∏∞
n=1 F
n. Thus, the proof will be over once we show
that
max{‖P : g(w, p)→ (⊕∞n=1ℓn∞)p‖, ‖S : (⊕∞n=1ℓn∞)p → g(w, p)‖} ≤ t.
Given α = (in)
∞
n=1 with 1 ≤ in ≤ n, let φα ∈ O be defined by
φα(N) = Kα := ∪∞n=1Jin,n. Consider the operator
Vα : F
N → FN, f = (aj)∞j=1 7→ Vα(f) = (aφα(j))∞j=1.
That is, Vα(f) is the sequence obtained by removing from f its co-
efficients outside Kα. The 1-subsymmetry of the unit vector basis
of g(w, p) yields ‖Vα : g(w, p) → g(w, p)‖ ≤ 1. Put qn(α) = qn :=∑n
r=1 kir ,r for n ∈ N ∪ {0}. Since w is non-increasing,∑qn
j=1+qn−1
wj∑kin,n
j=1 wj
≥
∑mn+kin,n
j=1+mn wj∑kin,n
j=1 wj
≥ t−p, n ∈ N.
Therefore, by Lemma 2.6,(
∞∑
n=1
|y∗in,n(f)|p
)1/p
≤ t ‖Vα(f)‖g ≤ t ‖f‖g, f ∈ FN.
Taking the supremum on all possible choices of (in)
∞
n=1 we obtain
‖P (f)‖(⊕∞n=1ℓn∞)p =
(
∞∑
n=1
(max
1≤i≤n
|y∗i,n(f)|)p
)1/p
≤ t ‖f‖g, f ∈ FN.
Let yn =
∑n
i=1 yi,n for n ∈ N. We have that (yn)∞n=1 is a block basic
sequence of the unit vector system and that yn = Imi−1,n(v[κn]). Con-
sequently, ‖yn‖g ≤ t for all n ∈ N. If f = ((ai,n)ni=1)∞n=1 ∈
∏∞
n=1 F
n,
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invoking Proposition 2.7 and the 1-unconditionality of the unit vector
system we obtain
‖S(f)‖g ≤
∥∥∥∥∥
∞∑
n=1
(
sup
1≤i≤n
|ai,n|
)( n∑
i=1
yi,n
)∥∥∥∥∥
g
=
∥∥∥∥∥
∞∑
n=1
(
max
1≤i≤n
|ai,n|
)
yn
∥∥∥∥∥
g
≤ t
(
∞∑
n=1
(
max
1≤i≤n
|ai,n|
)p)1/p
= t ‖f‖(⊕∞n=1ℓn∞)p,
as desired. 
3. Conditional bases in Garling sequence spaces
In 1964, Pe lczyn´ski and Singer proved that every Banach space with
a basis has a conditional (i.e., not unconditional) basis [19]. Thus in
order to get a more accurate information on a given space by means of
conditional bases, one needs to restrict the discussion on their existence
by imposing certain distinctive properties.
One way to specify a special property on conditional bases is precisely
by quantifying their conditionality. In order to do that we consider the
sequences (km[B,X])∞m=1 and (Lm[B,X])∞m=1 defined by
km[B] = km[B,X] = sup
{‖SA(f)‖
‖f‖ : |A| ≤ m, A ⊆ N
}
,
Lm[B] = Lm[B,X] = sup
{‖SA(f)‖
‖f‖ : supp(f) ⊆ [1, m], A ⊆ N
}
.
Indeed, since a basis B is unconditional if and only if supm Lm[B] <∞
or supm km[B] < ∞, the growth of any of those sequences can be in-
terpreted as a measure of the conditionality of B. The gauge km[B]
does not depend on the way in which the vectors of the basis are ar-
ranged, and so is arguably more natural than Lm[B]. However, the
sequence Lm[B] introduced in [8] has shown to be in some settings a
more accurate tool for studying conditional bases (see also [3]). Note
that Lm[B] ≤ km[B].
For every basis B in a Banach space X one always has the estimate
km[B,X] . m, for m ∈ N. Conversely, it is known (see [8, Theorem
3.5]) that X is not superreflexive if and only if there is a basic sequence
B′ in X with m . Lm[B′,X] form ∈ N. Hence it is natural to wonder if,
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being non-superreflexive, g(w, p) will possess not only a basic sequence
but a basis of the whole space with this property. The answer is positive
as we next show.
Proposition 3.1. Let 1 ≤ p < ∞ and w ∈ W. Then g(w, p) has a
(conditional) basis B with Lm[B] ≈ m for m ∈ N.
Proof. It is known that the summing system (sj)
∞
j=1 given by
sj =
j∑
k=1
ej
is a basis for c0 such that span(sj : 1 ≤ j ≤ n) = ℓn∞ for all n ∈
N with Lm[S] ≈ m for m ∈ N (see, e.g., [3, Lemma 4.9]). Hence,
B0 :=
⊕∞
n=1(sj)
2n
j=1 is a basis for X := (⊕∞n=1ℓ2n∞ )p with Lm[B0] ≈ m
for m ∈ N (see [3, Lemma 2.3]). Then B := B0 ⊕ (ej)∞j=1 is a basis
for Y = X⊕ g(w, p) with Lm[B] ≈ m for m ∈ N (see [3, Lemma 2.2]).
Finally, since X⊕(⊕∞n=1ℓn∞)p ≈ (⊕∞n=1ℓn∞)p (see, e.g., [2, Appendix 4.1]),
Theorem 2.1 yields Y ≈ g(w, p). 
Now we will look into conditional bases in Garling sequence spaces
that have some special features in relation to the optimality of the
greedy algorithm. For the convenience of the reader we recall the rele-
vant concepts from approximation theory, thus making our exposition
self-contained.
Let B = (xn)∞n=1 be a basis for a Banach space X. A finite set G ⊆ N
is said to be a greedy set for f =
∑∞
n=1 an xn ∈ X if |an| ≥ |aj | whenever
n ∈ G and j ∈ N \G. A greedy sum will be a coordinate projection on
a greedy set. A basis B is said to be almost greedy if the greedy sums
(essentially) provide the optimal approximations amongst coordinate
projections, that is, there is a constant C < ∞ such that whenever G
is a greedy set for f ∈ X and |G| = |A|,
‖f − SG(f)‖ ≤ C‖f − SA(f)‖.
Almost greedy bases enjoy the property of being democratic (see [14,
Theorem 3.3]), i.e., there is a sequence (λm)
∞
m=1 such that for any finite
subset A of N, ∥∥∥∥∥∑
j∈A
εjxj
∥∥∥∥∥ ≈ λ|A|.
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In this case, (λm)
∞
m=1 is equivalent to the fundamental function ϕm[B,X]
of B defined by
ϕm[B,X] = sup
|A|≤m
∥∥∥∥∥∑
j∈A
xj
∥∥∥∥∥ , m ∈ N.
Note that the unit vector basis E = (ej)∞j=1 of g(w, p) verifies∥∥∥∥∥∑
j∈A
ej
∥∥∥∥∥
g
=

 |A|∑
j=1
wj

1/p
for all A ⊆ N finite and so
ϕm[E , g(w, p)] =
(
m∑
j=1
wj
)1/p
, m ∈ N.
When a basis B of a Banach space X is almost greedy, the size of
the members of the sequence (km[B,X])∞m=1 is controlled by a slowly
growing function to the extent that (see [14, Lemma 8.2])
km[B] . logm, m ≥ 2. (3.1)
Moreover, by [4, Theorem 1.1] this inequality is optimal only if X is
not superreflexive.
We close with a new addition to the subject of finding (non-super-
reflexive) spaces possessing almost greedy conditional bases for which
the estimate (3.1) is optimal, i.e., km[B] ≈ logm for m ≥ 2. This topic
was initiated by Garrigo´s et al. in [17] and has been given continuity
through several papers and authors (see [3, 4, 8, 11, 18]).
The proof of Theorem 3.2 leans on regularity properties of weights
whose definitions we refresh.
A weight w = (wj)
∞
n=1 is said to be bi-regular if both w and its
conjugate weight w∗ = (1/(jwj))
∞
j=1 are regular. Following [15], a
weight (λm)
∞
m=1 is said to have the lower regularity property (LRP for
short) if there is a positive integer b such that
2λm ≤ λbm. m ∈ N,
A weight (λm)
∞
m=1 is said to have the upper regularity property (URP
for short) if there is an integer b ≥ 3 such that
λbm ≤ b
2
λm, m ∈ N.
Theorem 3.2. Let 1 ≤ p <∞ and w ∈ W.
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(a) There is an almost greedy basis B for g(w, p) with fundamental
function equivalent to (m1/p)∞m=1 such that Lm[B] ≈ logm for
m ≥ 2.
(b) If the weight w is bi-regular there is an almost greedy basis B for
g(w, 1) with fundamental function equivalent to (
∑m
j=1wj)
∞
m=1
such that Lm[B] ≈ logm for m ≥ 2.
(c) If w is regular and p > 1, there is an almost greedy basis B for
g(w, p) with fundamental function equivalent to the sequence
((
∑m
j=1wj)
1/p)∞m=1 such that Lm[B] ≈ logm for m ≥ 2.
Proof. Applying [3, Theorem 4.1] with S = ℓp, and taking into account
Theorem 3.1, gives a basis B as claimed in (a) for the Banach space
ℓp ⊕ g(w, p) ≈ g(w, p).
Assume that w is regular. Then, by [7, Proposition 2.5], its primitive
weight (
∑m
j=1wj)
∞
m=1 has the LRP. Therefore ((
∑m
j=1wj)
1/p)∞m=1 also
has the LRP for any 1 ≤ p <∞. Note also that mwm ≈
∑n
j=1wj and
so the conjugate weight w∗ is equivalent to 1/(
∑m
j=1wj)
∞
m=1. Conse-
quently, [1, Lemma 2.12 (iii)] yields that (
∑m
j=1wj)
∞
m=1 has the URP
whenever w∗ is bi-regular. Since m−1(
∑m
j=1wj)
∞
m=1 is non-increasing,
in the case when p > 1, [1, Lemma 2.12 (ii)] yields ((
∑m
j=1wj)
1/p)∞m=1
has the URP.
Under the assumptions in both (b) and (c), applying [3, Remark
4.2] with S = g(w, p) gives a basis as desired for the Banach space
g(w, p)⊕ g(w, p) ≈ g(w, p). 
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