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Abstract
We investigate the model dynamics of a test particle which moves between
two parallel plates and is reected at the walls according to some deterministic
periodic reection law. For a particular continuous velocity model, a diusion
limit is derived using the Markov partition approach. It is shown that at least for
a large class of discrete velocity models such a limit is not possible. Numerical
aspects are discussed.
1 Introduction
Dynamics of test particles moving within small gaps between two parallel plates or within
thin tubes are relevant for a number of applications, for example for the investigation
of gas surface interactions (see the paper [8] from 1930 and the literature cited in [2]
documenting ongoing interest in this problem in recent years) or for the modelling of
the dynamic behaviour of slider heads of magnetic disk storage devices [6].
Diusion limits for a test particle moving between two parallel plates have been
studied recently in a couple of papers [2, 3, 4, 6]. In most of these papers, the particle
was assumed to move uniformly between the plates and to be reected according to
some stochastic reection law at the walls. The results obtained there where either
based on some stochastic limit theorems or on some functional analytic properties of
the reection operator associated to the reection law. In [3], a diusion limit could be
proven for a Lorentz gas test particle - again under a stochastic reection law.
Recently the diusive behaviour of a deterministic test particle dynamics was studied
in [7] using Markov partitions. This result encourages to investigate the existence of
diusion limits for deterministic Knudsen ows between parallel walls. One aim of the
paper is to make the Markov partition approach more transparent and accessible to
further applications.
The basic idea of the paper is roughly as follows. We investigate the dynamics of a
particle between two walls located at x
1
= 0 and x
1
= h. For simplicity, consider the
reection law at x
1
= h to be specular reection at a at wall. The law at x
1
= 0 is
chosen as to mimic specular reection at a periodic surface. (Some aspects of the limiting
behaviour of such boundaries have been studied in [?].) Let's construct the phase space
of the particle. Suppose the nite interval [0; a
0
]  lR
k
represents one period of the wall
at x
1
= 0, and the set of admissible velocities pointing o from the wall is indexed by
another interval [0; b
0
]  lR
l
. Denote I := [0; a
0
]  [0; b
0
]. A particle leaving the wall
at a point z = (a; b)
T
2 I hits the at plane at some later plane, is specularly reected
and gets into contact with the wall again. After reection it ends up in another position
z
0
= (a
0
; b
0
)
T
, from which it leaves the wall again. For Knudsen ows and deterministic
reection laws, z
0
is given by some mapping S : I ! lR
k
 [0; b]. We distinguish
between microscopic and macroscopic dynamics of the particle. The phase space of the
microscopic dynamics is the interval I = [0; a
0
] [0; b
0
]. The microscopic dynamics T is
dened as a mapping on I by truncating the position vector: Tz = (a
0
mod a
0
; b
0
). The
mapping D takes values in lR
m
and is dened by Dz = a
0
  (a
0
mod a
0
). Finally, the
1
macroscopic dynamics is dened by
X
n
(z) :=
n 1
X
0
D(T
i
z) (1.1)
which gives approximately (i.e. up to the part contained in T
n 1
z) the position after the
n
th
contact with the wall. The macroscopic dynamics is completely ruled by T which
describes a deterministic - by choice even reversible - dynamics. The basic aim of the
paper is to study the limiting behaviour of X
n
and to derive - if possible - a diusion
limit.
The plan of the paper is as follows. In section two, we collect some more or less classical
results necessary to formulate limit theorems for Knudsen ows between two parallel
plates. In section 3 we investigate a discrete velocity model under a periodic determin-
istic reection law and show that a diusion limit cannot be expected in general. In
section 4 a diusion limit is derived for a continuous velocity model under a periodic
model reection law which mimics specular reection on a rough surface. Section 5 n-
ishes with some numerical aspects: about the role of truncation errors which transform
continuous velocity models into discrete models, and about the dimension reduction in
the diusion limit.
2 The mathematical framework
2.1 Automorphisms and stationary measures
This section shortly introduces into the mathematical framework enabling to formulate
diusion limits for deterministic ows. It follows widely the exposition in [9, Chapter
8 x1]. We start recalling some standard denitions. Suppose given a measure space
(
;O; ). (Without stating it explicitely all the time,  is assumed to be normalized,
i.e. (
) = 1.) An automorphism T is a one-to-one map of 
 onto itself such that
for all A 2 O holds TA; T
 1
A 2 O, and  is T invariant, i.e. (A) = (TA) =
(T
 1
A). A partition  of 
 is an at most countable collection of measurable sets in 
,
 = (C
1
; : : : ; C
m
) with 1  m  1, which covers 
, and for which (C
i
\ C
j
) = 0 if
i 6= j. Denote for M = f1; : : : ;mg the product space
Y :=
1
Y
i= 1
M
(i)
(2.2)
with M
(i)
:= M as the set of innite sequences in M , and the  algebra Q as the set
of all subsets of Y .
Given T and  as above, a map  = (
i
)
1
i= 1
: 
 ! Y may be dened by

i
(x) = k () T
i
x 2 C
k
(2.3)
Through , a measure  is induced on Q by
(A) := (
 1
(A)) (2.4)
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Since T is an automorphism, it follows easily that  is stationary - i.e. is invariant with
respect to the shift operator S on Y which is dened by (Sy)
i
:= y
i+1
.
Similarly, for given f : M ! lR
p
dene the sequence f   in lR
p
by
(f  )
i
(x) := f(
i
(x)) = f(k) if T
i
x 2 C
k
(2.5)
and the corresponding measure 
f
:=   f
 1
. Let's agree to call f   equivalent to a
stationary stochastic process R
n
on lR
p
if the stationary measure of R
n
is equal to 
f
.
The results to be derived in this section are related to certain properties of 
f
for a
given automorphism T . A special role is played by socalled Bernoulli automorphisms.
The shift operator S dened above is (as an automorphism on (Y;Q; )) called Bernoulli
automorphism, if the S-invariant measure  is a product measure
 =
1
O
i= 1

(i)
(2.6)
with an appropriate measure  = 
(i)
on M . In this case f   is equivalent to a
sequence of independent identically distributed random variables 
i
. In the case of nite
expectation E(
i
) and nite covariance matrix, this gives rise to a central limit theorem
for sums
1
p
n
n 1
X
i=0
((f  )
i
  E(
i
)) (2.7)
and thus to a diusion limit. This procedure is described in the next section.
Another relevant class are Markov automorphisms. The shift operator S is called
Markov automorphism if  is dened via a measure  on M and a stochastic matrix
P = (p
ij
)
1i;jm
as follows. For nite-dimensional cylinders
A = fy 2 Y : y
i
2 A
1
;    ; y
i+r
2 A
r
g (2.8)
with A
i
M , (A) is given by
(A) =
X
i(1)2A
1

i(1)
X
i(2)2A
2
p
i(1);i(2)
  
X
i(r)2A
r
p
i(r 1);i(r)
(2.9)
This means that  (and with this also 
f
) is equivalent to a Markov process. Certain
Markov automorphisms are related to Bernoulli automorphisms as follows. Pick up a
xed element e 2M such that p
i;e
> 0 for all i 2M , and consider Y
e
:= fy 2 Y : y
0
= eg.
Obviously (Y
e
) > 0 and -almost sure, for y 2 Y
e
there exists a strictly increasing
innite sequence (n
i
)
i2lN
with y
n
i
= e. We can choose this sequence such that it meets
all indices j such that y
j
= e. This means that almost all y 2 Y
e
can be seen as a
innite sequence of nite sequences z
i
:= (y
n
i
+1
; : : : ; y
n
i+1
 1
; y
n
i+1
) of which only the last
element is equal to e. Denote by Z the set of all such nite sequences. Then it is seen
3
easily that the (normalized) measure  on Y
e
is equivalent to a product measure on the
sequence space
Q
1
i= 1
Z
(i)
, with Z
(i)
= Z.
A third class are the Markov automorphisms reecting deterministic behaviour, i.e.
those for which the elements of the stochastic matrix are of the form p
ij
= 
(i);j
. Here,

ij
denotes the Kronecker symbol and  : M !M is xed. Clearly, in this situation for
almost all x 2 
, f  (x) leads (possibly after a few steps) to periodic behaviour, and
no regular diusion limit may be obtained.
2.2 Diusion limits for Bernoulli automorphisms [ch
6
]
Let the measure space (
;O; ) and an automorphism T on 
 be given as in the previous
section. Suppose further given a measurable function D = (d
i
)
ip
: 
 ! lR
p
with nite
expectation

d = (

d
i
):

d
i
=
Z


d
i
(x)d(x) <1 (2.10)
and nite, positive denite covariance matrix 
D
= (d
ij
) dened by
d
ij
:=
Z


(d
i
 

d
i
)(d
j
 

d
j
)(x)d(x) (2.11)
Our aim is to develop diusion limits for
X
n
:=
n 1
X
i=0
D(T
i
x) (2.12)
respectively its continuous-time extension X(t) dened by
t  ! X
[nt]
+ (nt  [nt])D(T
[nt]+1
x) (2.13)
It is evident that if X
n
is equivalent to some stochastic process R
n
the measures on
C([0; t
0
], t
0
> 0 dened by the continuous-time extensions are equal. On lR
p
consider
random walks R
n
dened by
R
n
=
n
X
i=1

i
(2.14)
where 
i
are independent and identically distributed random variables with nite ex-
pectation

 = E(
i
) and nite, positive denite covariance matrix . The continuous
version R(t) is dened as above. The diusion limit for R(t) is a classical result.
Proposition 2.1: For ! 0,
p


R(
t

) 
t




(2.15)
converges in distribution to the Wiener process W

with covariance matrix .
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A proof for the one-dimensional version may be found in [5, Theorem 10.1]. The gener-
alization to arbitrary dimensions is immediate.
Now suppose that there is a partition  = (C
1
; : : : ; C
m
) of 
 satisfying
Assumptions 2.2:
1. D restricted to C
i
is constant: Dj
C
i
 D
i
.
2. The corresponding shift operator S on Y =
Q
M is a Bernoulli automorphism.
Then for arbitrary pairwise dierent indices j
1
; : : : ; j
k
2 lN and for arbitrary indices
n
1
; : : : ; n
k
2M ,
fx 2 
 : D(T
j
i
) = D
n
i
; i = 1; : : : ; kg = fy 2 Y : y
j
i
= j
i
; i = 1; : : : ; kg =
k
Y
i=1
p
n
i
(2.16)
where p
i
= (y
1
= i). This means that X
n
is distributed like a sum of independent
random variables on fD
1
; : : : ;D
m
g with probabilities p
i
. It follows
Proposition 2.3: Under the assumptions 3.2, X
n
is equivalent to some random walk
R
n
=
P
n 1
i=0

i
. Denote

 = E(). Then in particular
p
(X(t=)  (t=) 

) converges in
distribution to a Wiener process W

.
Finally, we introduce a time change. Suppose given a measurable function  : 
 !
lR
+
with nite expectation 0 <

t =
R
 (x)d(x), satisfying
Assumption 2.4: For -almost all x
lim
n!1
1
n
n 1
X
i=0
 (T
i
x) =

t (2.17)
This assumption is in particular satised if T is ergodic on (
;O; ). Dene t
n
:=
P
n 1
i=0
 (T
i
x) and

X(t
n
) := X
n
with ane linear continuous-time extension as above.
The diusion limit carries over to this case. Since this has been demonstrated for
similar situations e.g. in [2, 3] we restrict here to a heuristic argument. From (2.17)
follows that t
n
 n 

t. Therefore,

X(
t

) =
[
1


t

t
]
 1
X
i=0
D(T
i
x) + O(1) (2.18)
The latter sum is distributed like
[
1


t

t
]
 1
X
i=0

i
= R(
1


t

t
) + O(1) (2.19)
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In fact, one can prove
Corollary 2.5: Under the assumptions 2.2 and 2.4,
p
(

X(t=) (1=)(t=

t)

) converges
in distribution to the Wiener process W

0
with

0
=
1

t
2
 (2.20)
Following the remarks above, the generalization to a Markov automorphism is immedi-
ate, e.g. by conditioning on the rst visit at a xed set C
i
.
3 Discrete velocity models
3.1 The setting
We consider a particle ow in the physical domain  = [0; h] lR. The particles assume
velocities out of a nite set   =  
+
[  
 
of admissible velocities,  
+
= fu
1
; : : : ; u
N
g,
 
 
= fv
1
; : : : ; v
N
g. u
i
= (u
i1
; u
i2
) and v
i
= (v
i1
; v
i2
) are elements of lR
2
with u
i
pointing
to the upper boundary @
+
 = fhg  lR (i.e. u
i1
> 0), and v
i
to the lower boundary
@
 
 = f0g  lR (i.e. v
i1
< 0). In the interiour


of , particles move with constant
velocities. Density functions f
i
= f
i
(t; x) for u
i
and g
i
= g
i
(t; x) for v
i
describing the
time evolution according to this law are governed by the partial dierential equations
 
@
@t
+ u
i
 r
x
!
f
i
= 0 (3.1)
and
 
@
@t
+ v
i
 r
x
!
g
i
= 0 (3.2)
where x = (x
1
; x
2
) denotes the position vector in physical space. At the boundaries
@

, the particles are reected back into


by changing the velocities according to
some deterministic reection laws. For simplicity, we assume at the upper boundary the
uniform law u
i
! v
i
with the corresponding boundary condition for the densities f
i
, g
i
jv
i1
jg
i
(t; (h; x
2
)) = u
i1
f
i
(t; (h; x
2
)) (3.3)
(See, e.g. [1] for the derivation of boundary conditions from reection laws.) At the
lower boundary, we consider periodic boundary conditions as follows. Suppose given
two functions A
k
: f1; : : : ; Ng  ! f1; : : : ; Ng, k = 1; 2. If a particle hits at a position
x = (0; x
2
) with x
2
mod 2 2 [0; 1) then v
i
is changed into u
A
1
(i)
, otherwise into u
A
2
(i)
.
The corresponding boundary conditions are
u
j1
f
j
(t; (0; x
2
)) =
X
i:A
k
(i)=j
jv
i1
jg
i
(t; (0; x
2
)) (3.4)
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where k 2 f1; 2g has to be chosen according to the value of x
2
. Let us point out that if
the A
i
dene one-to-one mappings, then the situation describes a completely reversible
dynamics ("S-reversible" in the sense of Illner and Neunzert [10]).
In [1] it was shown how the boundary value problem (4.1) to (4.4) (completed with
some initial condition) on   may be transformed to an integral equation on (@
 

 
+
)[(@
+
 
 
). In a similar manner we investigate now the particle ow by registrating
only scattering events at the boundaries. Since the reection law at x
1
= h is very simple,
it is sucient to project the dynamics to scattering events at x
1
= 0.
Suppose that a particle is reected back from some point x = (0; x) at the lower
boundary, x 2 [0; 2), with some velocity u
i
. Then it hits at some later time the plane
x
1
= h, is reected back with velocity v
i
and hits again x
1
= 0 at some point (0; ~x), where
it is scattered back into some velocity ~u = u
j
. Write ~x as the unique decomposition
~x = +z where T
1
(x; i) :=  2 [0; 2), and D(x; i) := z is an even integer. Denote further
T
2
(x; i) := j = A
k()
(i) indicating the new velocity ~u, and T := (T
1
; T
2
). T is dened
on the state space 
 = [0; 2)  f1; : : : ; Ng. We provide 
 with the -algebra O which
is the product of the Borel -algebra on [0; 2) with the natural algebra for the nite
set f1; : : : ; Ng. Whenever it is convenient, we identify [0; 2) with the torus lR mod 2
and interpret elements x 2 lR as elements in lR mod 2. As measure  on 
 we dene
the measure obtained (after normalization) from the Borel measure on [0; 2) and the
measure counting elements in subsets of f1; : : : ; Ng.
We consider T as the microscopic dynamics which may or may not exhibit some
ergodic property, while it is the evolution of n  ! D  T
n
which is responsible for
macroscopic eects like the existence or non-existence of a diusion limit. The shift in
state space after the n-th iteration is given by
H
n
(x; i) :=
n 1
X
l=0
D  T
l
(x; i) + r
n
(x; i) (3.5)
with a bounded error term r
n
. If the orbit n! T
n
(x; i) is asymptotically periodic (i.e.
periodic after a nite number of steps), then
H(x; i) := lim
n!1
1
n
H
n
(x; i) (3.6)
exists, and
1
p
n
(H
n
  n H) ! 0 (3.7)
3.2 Periodic and nonperiodic orbits
We will derive criteria under which with a strictly positive probability (with respect to
the measure ), the dynamics is asymptotically periodic. One criterion is the existence
of an appropriate partition of 
. We denote by = the set of semi-open intervals [a; b)
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which are either contained in [0; 1) or in [1; 2). Given i 2 f1; : : : ; Ng, an interval I 2 =
is shifted under the dynamics T
1
(:; i) by the value h
i
= T
1
(0; i), i.e. T
1
(I; i) = h
i
+ I.
Considered as a subset of the torus, this set splits up into two sets P
(1)
i
I := T
1
(I; i)\[0; 1)
and P
(2)
i
I := T
1
(I; i)\ [1; 2) which are both elements of =. As the crucial property of D,
observe that D(:; i) is constant on an interval I 2 = if T
1
(I; i) 2 =, i.e. if T
1
(I; i) does
not contain elements both in [0; 1) and in [1; 2) (which means that one of the two sets
P
(k)
i
I is empty). This follows immediately from the dynamics dened in the previous
section.
We reach our goal quickly, if we use the following
Assumption 3.1: There exists a nite partition  = (C
1
; : : : ; C
m
) of [0; 2) such that
1. for all j 2 f1; : : : ;mg, C
j
2 =;
2. for all i 2 f1; : : : ; Ng and j 2 f1; : : : ;mg, either P
(1)
i
C
j
or P
(2)
i
C
j
is empty;
3. for all i 2 f1; : : : ; Ng, j 2 f1; : : : ;mg and k 2 f1; 2g there exists a j
0
2 f1; : : : ;mg
such that P
(k)
i
C
j
 C
j
0
.
In fact, from the above statement we conclude that
x  ! D((x; i)) (3.8)
is constant on the sets C
j
, and we may interpret this as a function of the pair (j; i):
D(j; i) := D((x; i)) for x 2 C
j
. By induction it follows that there exists a mapping
F : f1; : : : ;mg  f1; : : : ; Ng  ! f1; : : : ;mg  f1; : : : ; Ng (3.9)
such that D(T
n
(x; i)) = D(F
n
(j; i)). However, n! F
n
(j; i) is a deterministic dynamics
on the nite set f1; : : : ;mgf1; : : : ; Ng and thus becomes periodic after at most mN 1
steps. This proves
Proposition 3.2: Under the assumption 3.1, for all x 2 [0; 2) the mapping n !
D(T
n
(x; i)) is asymptotically periodic.
Corollary 3.3: Suppose that all numbers h
i
:= T
1
(0; i) are rationals. Then all mappings
n! D(T
n
(x; i)) are asymptotically periodic.
P r o o f : Write h
i
= p
i
=q
i
with p
i
; q
i
2 lN and take a number q 2 lN which is a
multiple of all q
i
. Then the collection of sets [(j   1)=q; j=q) for j = 1; : : : ; 2q satises
the assumptions. 2
In general, no statement about the existence of periodic orbits can be made. In
fact, there are examples (also for non-rational numbers h
i
) with asymptotically periodic
behaviour a.s., and others with non-periodic behaviour a.s. A useful criterion for nding
periodic orbits is derived now.
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For (x; i) 2 
 denote for short T
n
x the x-component T
n
1
(x; i) of the n-th iterate.
Dene by r
n
(x; i) the distance on the right to the next "critical" point 1 or 2:
r
n
(x; i) :=
(
2  T
n
x : T
n
x 2 [1; 2)
1  T
n
x : T
n
x 2 [0; 1)
(3.10)
and
r(x; i) := lim inf
n!1
r
n
(x; i) (3.11)
This function allows to classify periodic and non-periodic states.
Proposition 3.4: a) If r(x; i) > 0 then there exists an h > 0 such that for all ~x 2
[x; x+ h), n! T
n
1
(~x; i) is asymptotically periodic.
b) If r(x; i) = 0 then n! T
n
1
(x; i) is not asymptotically periodic.
P r o o f : a) Dene  := lim inf
n
r
n
(x; i), and h := inf
n
r
n
(x; i). Since r
n
(x; i) > 0
we conclude that h is strictly positive. By denition of T
1
and induction follows for all
n 2 lN, T
n
1
([x; x+ h); i) 2 =, and for all  2 [0; h), T
n
(x +  ) = T
n
+  , and
r(x + ; i) =     = r(T
m
1
(x + ; i)) for arbitrary m 2 lN (3.12)
Now choose m;n 2 lN, m > n, such that
T
m
2
(x; i) = T
n
2
(x; i) =:
^
i (3.13)
and
T
m
1
([x; x+ h); i) \ T
n
1
([x; x+ h); i) 6= ; (3.14)
If y 2 T
m
1
([x; x+ h); i) \ T
n
1
([x; x+ h); i) then
(y;
^
i) = T
m
1
(x + 
1
; i) = T
n
1
(x + 
2
; i) (3.15)
From
   
1
= r(T
m
1
(x + 
1
)) = r(y) = r(T
n
1
(x + 
2
)) =    
2
(3.16)
follows 
1
= 
2
and with this T
m
1
x = T
n
1
x; from this we conclude that T
m
1
([x; x+h); i) =
T
n
1
([x; x+h); i), and all orbits starting from [x; x+h)fig are asymptotically periodic.
b) follows immediately from the strict positivity of r(:; :). 2
We obtain as an immediate sucient criterium
Corollary 3.5: If the numbers 1; h
1
; : : : ; h
N
are rationally independent, then r(:; :)  0.
("Rationally independent" means: If
s
0
+
m
X
i=1
s
i
h
i
= 0 (3.17)
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for some m 2 lN and for integers s
i
, i = 0; : : : ;m, then s
0
=    = s
m
= 0.)
P r o o f : Suppose r(x
0
; i
0
) > 0. Then from the theorem follows that there exist
n > m  0 such that T
n
(x
0
; i
0
) = T
m
(x
0
; i
0
). Denote (x; i) := T
m
(x
0
; i
0
). Obviously
r(x; i) > 0, and (x; i) = T
n m
(x; i). From this we conclude
x = (x + h
j
1
+   + h
j
n m
) mod 2 (3.18)
with j
k
= T
k
2
(x; i), and thus
h
j
1
+   + h
j
n m
= 2l for some l 2 lN (3.19)
which is a contradiction to the independence. 2
Let us consider the case when the mappings A
k
on f1; : : : ; Ng are one-to-one. Then
T is reversible and an automorphism with respect to the measure . It follows that
all asymptotically periodic orbits are periodic and that r(x; i) = min
n2lN
r
n
(x; i). From
the proof follows that r(:; i) is strictly monotonically decreasing to 0 in [x; x + ) if
r(x; i) = . Denote
J
i
:= fx 2 [0; 2) : r(x; i) > 0g (3.20)
and assign to each x 2 J
i
the interval [x  ; x + r(x; i)) where
 = maxfs  0 : r(x
0
; i)  r(x; i) for all x
0
2 [x  s; x] (3.21)
Collecting all these intervals decomposes J
i
into a collection of disjoint intervals in =.
This collection can be at most countable. This proves
Corollary 3.6: If the A
k
are one-to-one, then for each i 2 f1; : : : ; Ng with J
i
6= ; there
exists an at most countable collection 
i
= (C
(i)
k
)
1kr
of sets in = which cover J
i
.
4 A continuous-velocity model
4.1 Specular reection at a rough surface
As in section 4, we consider a two-dimensional ow between two walls at x
1
= 0 and
x
1
= h, but now with a continuous set    lR
2
of velocities. As boundary conditions we
model specular reection which does not change modulus of the velocities. Therefore
we may choose without restriction a set of velocities with constant modulus. Therefore
  := f(cos; sin)
T
;  2 Ig where I  [ ; ] is a union of intervals to be specied
later.
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Between the walls, the particles move with constant velocities. The evolution equa-
tion for the density function f = f(t; x; ) is
 
@
@t
+ (cos; sin)
T
 r
x
!
f = 0 (4.22)
At the upper boundary, particles are reected specularly at a at wall in the plane
x
1
= h. This means that the velocities v = (cos; sin)
T
,  2 ( =2; =2) change into
(  cos; sin)
T
. The corresponding boundary condition for f is
f(t; (h; x
2
); 
0
) = f(t; (h; x
2
); ) for  2 ( ; ) (4.23)
where  and 
0
2 [ ; =2][ [=2; ] are related by
 
cos
0
sin
0
!
=
 
  cos
sin
!
(4.24)
At the lower boundary, a model reection law is chosen which mimics specular reection
at a rough surface with periodic prole. This model is to be derived now.
Consider a wall with a prole which in a neighborhood of x
2
= 0 is given by
(H(x
2
); x
2
)
T
with an even C
2
-function H. Denote by (x
2
) the normal vector at
(H(x
2
); x
2
)
T
pointing at the upper wall. It is given by (x
2
) = c  (H
0
(x
2
); 1)
T
, where
c = 1=
q
1 + (H
0
(x
2
))
2
is the normalizing constant. Suppose a particle hits the wall at
(H(x
2
); x
2
)
T
with a velocity v satisfying v   < 0, and is specularly reected. Then v is
changed into
A
x
2
(v) := v   2(v  ) (4.25)
With such a reection law, multiple scatterings at the wall between contacts with the
plane x
1
= h as well as velocities (cos; sin)
T
close to parallel to the wall (i.e. 
close to =2) cannot be avoided. This causes diculties which are hard to handle.
Therefore we redene the reection law by some kind of linearization argument.
Close to x
2
= 0, the wall prole (H(x
2
); x
2
)
T
may well be approximated by some
parametrized curve
! r  (cos   h
0
; sin)
T
(4.26)
where r is the radius of curvature of H at x
2
= 0. The normal vector at r  (cos   
h
0
; sin)
T
, which for simplicity we again denote by  = (), is dened by () =
(cos ; sin)
T
. Under specular reection, a velocity v = (  cos; sin)
T
thus changes
to a new vector which for small angles ,  is approximated by
A
x
2
(v) 
 
  cos
sin
!
+ 2 cos(  )
 
cos
sin
!

 
cos( + 2)
sin( + 2)
!
(4.27)
Notice that x
2
 r  . We interpret the approximation as a model law for the plane
x
1
= 0. In order to get a periodic law mapping incident velocities (i.e. v
1
< 0)
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into reected ones (v
1
> 0) we introduce a nal modication. Dene the canonical
projection  : lR ! lR=Z, (x) := x mod 1 and the invertible function  : lR ! lR,
(x) := 2
0
 (x   0:5) for some xed 
0
2 (0; =2), which maps [0; 1] onto [ 
0
; 
0
].
Our nal reection law now changes velocities v = (  cos; sin)
T
,  2 [ 
0
; 
0
] into
new velocities v
0
:= (cos
0
; sin
0
) with 
0
=: R
x
2
() 2 [ 
0
; 
0
] dened by
R
x
2
() :=   
 1
( + 2x
2
=r): (4.28)
Notice that for x
2
and  in a neighborhood of 0, this is precisely the approximation
given in the above formula. For all x
2
, R
x
2
is a one-to-one mapping on [ 
0
; 
0
]. The
corresponding reection law for the densities f reads
cos  f(t; (0; x
2
); ) = j cos ~j  f(t; (0; x
2
); ~) (4.29)
where ~ 2 [ ; + 
0
] [ [   
0
; ] is related to R
 1
x
2
() via
 
cos ~
sin ~
!
=
 
  cosR
 1
x
2
()
sinR
 1
x
2
()
!
(4.30)
4.2 Diusion limit for a model problem
For given  2 [ 
0
; 
0
] [ [ ;  + 
0
] [ [   
0
; ], dene  := arcsin(sin). For 
0
small, cos := (1 
2
=2) and sin :=  
3
=2 = cos are third order approximations
of cos resp. sin. (This may serve as a motivation concerning the domain of validity
of the model discussed now.)
We are going to study (for arbitrary but xed 
0
2 (0; =2) the particle dynamics
corresponding to the boundary value problem
 
@
@t
+ (cos; sin)
T
 r
x
!
f(t; x; ) = 0 (4.31)
with the boundary conditions dened in the previous subsection. As in section 4 we
do this just by registrating scattering events at the lower boundary. Suppose a particle
starts at time t = 0 from the lower boundary at x
2
= x
0
at state  2 [ 
0
; 
0
]. Then
it hits the plane x
1
= h at time t = h=cos at x
2
= x
0
+ h and is reected back
into the state given by the reection law, which does not change the moduli of the
velocity components. Finally it hits the plane x
1
= 0 again at x
2
= x
0
+ 2h at time
t = 2h=cos and is reected into the state 
0
= R
x
2
() = 
 1
(+2(x
0
+2h)=r).
Notice that this describes a completely deterministic and reversible dynamics. The time
discretization describing scattering events with the wall is given by the mapping
(x
0
; )  ! (x
0
+ 2h;  
 1
( + 2(x
0
+ 2h)=r)) (4.32)
For our analysis it is crucial that this mapping can be transformed into a group
automorphism on the torus Tor
2
:= lR
2
=Z
2
. To this aim we assume that
2
r
=: q 2 lN (4.33)
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and
2h =: p 2 lN (4.34)
From (4.12) follows that
 
 1
( +
2x
r
) =  
 1
( +
2x
0
r
) (4.35)
if 
 1
(x) 
 1
(x
0
) 2 Z. Therefore we dene as microscopic dynamics the mapping on
[ 
0
; 
0
]
2
given by
(x; )  ! (  
 1
(x+ p);  
 1
( + q(x+ p))) (4.36)
Again, the macroscopic dynamics is dened by
D(x; ) := x   
 1
(x + p) (4.37)
and
X
n
:=
n 1
X
i=0
D(T
i
(x
0
)) (4.38)
Under the transformation (z; ) = (
 1
x;
 1
) =: 
 1
(x; ) the microscopic dy-
namics transforms to
T (z; ) = ((z + p);(qz + (1 + pq))) (4.39)
The corresponding linear lifting is the linear mapping on lR
2
dened by the matrix
A =
 
1 p
q 1 + pq
!
(4.40)
The coecients of A are positive integers, and detA = 1. Thus T is a group auto-
morphism on Tor
2
. Such transformations are well-studied in literature, see e.g. [12,
Chapters I.12, II.3]. T is ergodic with respect to the Haar measure  on Tor
2
. In
particular,

t := lim
n!1
1
n
n 1
X
i=0
t(T
i
(z; )) (4.41)
with t(z; ) = 2h=cos() exists a.s. and is independent of (z; ). Furthermore, as was
shown in [11], T is equivalent to a Bernoulli shift B.
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Here, we provide a partition adapted to the macroscopic dynamics giving rise to an
appropriate Markov automorphism and thus to a diusion limit.
Denote w :=
q
pq  (pq + 4). Then the eigenvalues of A are

1
=
pq + 2 + w
2
> 1 (4.42)
and

2
=
pq + 2   w
2
=
1

1
< 1 (4.43)
with the corresponding eigenvectors
v
1
= (p; 
2
  1)
T
(4.44)
and
v
2
= (p; 
1
  1)
T
(4.45)
It is convenient to call lines parallel to v
1
unstable and those parallel to v
2
stable. We
consider partitions  = (C
i
)
1iM
into parallelograms the edges of which are parallel to
the eigenvectors. Such a partition is called Markov partition if the stable parts of the
boundaries are transformed under A to (subsets of) the stable part of [@C
i
, and the
unstable under A
 1
to the unstable part. A Markov partition into two parallelograms
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for a given automorphism T is provided by [9, end of section 8, x1]. In our case it is

0
= (C
0
1
; C
0
2
), C
0
1
resp. C
0
2
being the parallelograms spanned by the vectors
p
1
=
w   pq
2pw
 v
1
; and p
2
=  
1
w
 v
2
(4.46)
resp.
q
1
=  
1
w
 v
1
; and q
2
=  
w + pq
2pw
 v
2
(4.47)
We demonstrate this for the case p = 2, q = 3. Fig. 1 shows the torus (thick solid
lines), two eigenvectors (thick dashed lines) and the two parallelograms (thin solid lines).
(Of course points outside of the unit interval are to be interpreted as elements of the
torus under the natural projection.) The thin dashed lines are auxiliary lines for the
construction of 
0
. In Fig. 2, the marked region represents the image of the smaller
parallelogram under T . (The image of the other parallelogram is then obviously the
complementary set.) The condition for a Markov partition concerning the stable part
of the boundaries can be readily read o from this picture. For the general case, the
15
conditions for a Markov partition follow from a straightforward
1
calculation yielding
A  p1 = 
2
 q
2
+ (1; q)
T
(4.48)
A  q
1
= 
2
 p
2
  (p; pq + 1)
T
(4.49)
A
 1
p
2
= 
2
q
1
+ ( p; 1)
T
(4.50)
and
A
 1
q
2
= 
2
 p
1
  (pq + 1; q) (4.51)
This is not the partition we are looking for, since the macroscopic contributions D(:) are
not constant on C
0
i
. However, this can be achieved by splitting up the parallelograms
along all lines parallel to v
1
which are transformed under T to the stable part of the
initial partition. More specically, the new partition  is obtained from 
0
as the set of
all subsets of 
 of the form
C
0
i
\ fx 2 Tor
2
: D(x) = D
k
; Tx 2 C
0
j
g (4.52)
for xed i; j 2 f1; 2g and D
k
in the image of D which consists of a nite number
of numbers. The new partition for the special case cited above is shown in Fig. 3.
Combining these results with those of section 2.2 we end up with
Corollary to Proposition 2.3: Under the scaling of Proposition 2.3, X(:) converges
in distribution to a Wiener process.
1
The precise formulas - as well as the preceding ones - have been found using the mathematics
package DERIVE. It is, however, indeed straightforward to verify them by hand.
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5 Some numerical aspects
Finally we concentrate on two numerical aspects coming out of the analysis so far. These
are:
 We have seen a fundamental dierence of the behaviour of discrete velocity models
and continuous ones. How does e.g. the truncation error of a computer aect the
dynamics?
 While the kinetic dynamics lives on a two-dimensional space-velocity phase space,
the diusion limit reduces to the one-dimensional physical space. Can this re-
duction of the dimension even be performed on the kinetic level and nevertheless
describe the correct macroscopic dynamics?
For a dynamics composed by dierent periodic cycles with dierent expectations, we
have to expect a variance growing quadratically in time. Such an eect has to appear
in discrete velocity models with rational increments (Corollary 3.3). In a rst numerical
simulation we tested a continuous velocity model as described in section 4.2, but with
truncation of the velocities after the n-th decimal at each time step. The corresponding
variances of the complete system are shown in Fig. 4 from n = 2 (thin solid line) over
n = 4 and n = 6 to the truncation error of the computer (thick solid line). While the
17
latter curve agrees with the expected linear growth in time, deviations from linearity
increase with increasing truncation error.
A look at Fig.2 suggests that the macroscopic behaviour should depend only on the
component of a phase space vector in direction of the unstable manifold, i.e. in direc-
tion of p
1
. The increment of the macroscopic variable is essentially determined from the
number of crossings of the stable manifold when stretching the unstable part according
to the larger eigenvalue 
1
. Thus the same macroscopic behaviour should exhibit for the
stationary measure on the two-dimensional phase space and for the measure given by
projection onto the unstable manifold (with (p
1
; p
2
) as an orthogonal system). In a sec-
ond numerical experiment we compared the distribution of the macroscopic increments
when starting from a 10 10-discretization of the smaller parallelogram C
1
with that of
a 100-point discretization of p
1
. The results after 1000 time steps are shown in Fig.5 and
exhibit a quite reasonable agreement. This result may encourage to consider aspects of
dimension reduction for kinetic schemes when passing to the macroscopic limit.
References
[1] H. Babovsky. Initial and boundary value problems in kinetic theory. I. The Knudsen
gas. Transp. Theory Stat. Phys., 13:455{473, 1984.
[2] H. Babovsky. Knudsen ows within thin tubes. J. Stat. Phys., 44:865{878, 1986.
[3] H. Babovsky. Diusion limits for ows in thin layers. Preprint 94-45 (SFB359),
University of Heidelberg, 1994. Submitted for publication.
[4] H. Babovsky, C. Bardos, and T. P latkowski. Diusion approximation for a Knudsen
gas in a thin domain with accomodation on the boundary. Asymptotic Analysis,
3:265{289, 1991.
[5] P. Billingsley. Convergence of probability measures. John Wiley & Sons, New York,
1968.
[6] C. Borgers, C. Greengard, and E. Thomann. The diusion limit of free molecular
ow in thin plane channels. SIAM J. Appl. Math., 52:1057{1075, 1992.
[7] N.I. Chernov, G.L. Eyink, J.L. Lebowitz, and Ya.G. Sinai. Steady-state electrical
conduction in the periodic Lorentz gas. Commun. Math. Phys., 154:569{601, 1993.
[8] P. Clausing.

Uber die Adsorptionszeit und ihre Messung durch Stromungsversuche.
Ann. Phys., 7:489{568, 1930.
[9] I. P. Cornfeld, S. V. Fomin, and Ya. G. Sinai. Ergodic Theory. Springer, New York,
1982.
[10] R. Illner and H. Neunzert. The concept of irreversibility in the kinetic theory of
gases. Transp. Theory Stat. Phys., 16:89{112, 1987.
18
[11] Y. Katznelson. Ergodic automorphisms of T
n
are Bernoulli shifts. Israel J. of Math.,
10:185{186, 1975.
[12] R. Ma~ne. Ergodic theory and dierentiable dynamics. Springer, Berlin, 1987.
19
