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A property of the spherical derivative of an
entire curve in complex projective space
Nguyen Thanh Son and Tran Van Tan
Abstract
We establish a type of the Picard’s theorem for entire curves in
Pn(C) whose spherical derivative vanishes on the inverse images of
hypersurface targets. Then, as a corollary, we prove that there is an
union D of finite number of hypersurfaces in the complex projective
space Pn(C) such that for every entire curve f in Pn(C), if the spher-
ical derivative f# of f is bounded on f−1(D), then f# is bounded on
the entire complex plane, and hence, f is a Brody curve.
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1 Introduction
The five-point theorem of Lappan [9] states that a meromorphic function f
in the unit disc △ := {z ∈ C : |z| < 1} is normal if there are five distinct
values a1, . . . , a5 such that
sup{(1− |z|2)f#(z) : z ∈ f−1{a1, . . . , a5}} <∞.
The counterpart result for meromorphic functions in C was given by Timoney
([15], Theorem 2): For a meromorphic function f in C, and for distinct five
values a1, . . . , a5, if sup{f
#(z) : z ∈ f−1{a1, . . . , a5}} <∞ then f
# is upper
bounded on C.
By using the Cartan-Nochka’s second main theorem in Nevanlinna the-
ory and techniques of uniqueness problem, in [16], the second named author
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generalized these results to the case of holomorphic mappings into P n(C)
and n(2n+ 1) + 2 hyperplanes in general position in P n(C). For the case of
hypersurfaces, there are several second main theorems have been established,
such as in [2, 3, 7, 10, 11, 12, 13], however, they are not enough for our pur-
pose. In this paper, by obtaining a type of the Picard’s theorem for entire
curves in P n(C) whose spherical derivative vanishes on the inverse images of
hypersurface targets, we extend the above mentioned results to the case of
3n
(
n+d
n
)
− n + 1 hypersurfaces in general position in P n(C), n ≥ 2, where d
is the smallest least common multiple of the degrees of these hypersurfaces.
Because of limitation of techniques of the second main theorem for hypersur-
face targets, our following estimate on the number of targets is weaker than
the one obtained by the second named author in [16] for hyperplanes.
Let f be an entire curve in the complex projective space P n(C). The
spherical derivative f# of f measures the length distortion from the Euclidean
metric in C to the Fubini-Study metric in P n(C). The explicit formula is
f# = (|f0|
2 + · · ·+ |fn|
2)−2 ·
∑
06i<j6n
|fif
′
j − fjf
′
i |
2,
where (f0, . . . , fn) is a reduced representation of f.
An entire curve f is called a Brody curve if its spherical derivative is
bounded. This is equivalent to normality of the family F := {fa(z) = f(z +
a) : a ∈ C}.
The interested reader is referred to [4, 5, 6, 14, 17, 18] for many interesting
results on Brody curves.
Hypersurfaces D1, . . . , Dq (q ≥ n+ 1) in P
n(C) are said to be in general
position if ∩ni=0Dji = ∅, for all 1 6 j0 < · · · < jn 6 q.
Our main results can be stated as follows.
Theorem 1.1. Let D1, . . . , Dq be hypersurfaces in general position in P
n(C),
n ≥ 2. Denote by d the smallest common multiple of degD1, . . . , degDq.
Assume that there exists a non-constant entire curve f in P n(C) such that
for each j ∈ {1, . . . , q}, either f(C) ⊂ Dj or f
# = 0 on f−1(Dj). Then
q 6 3n
(
n+d
n
)
− n.
Theorem 1.2. Let f be an entire curve in P n(C), n ≥ 2. Assume that there
are hypersurfaces D1, . . . , Dq in general position in P
n(C) such that f# is
bounded on ∪qj=1f
−1(Dj). Then f is a Brody curve if q > 3n
(
n+d
n
)
−n, where
d is the smallest common multiple of degD1, . . . , degDq.
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2 Notations
Let ν be a nonnegative divisor on C. For each positive integer (or +∞) p,
we define the counting function of ν (where multiplicities are truncated by
p) by
N [p](r, ν) :=
∫ r
1
n
[p]
ν
t
dt (1 < r <∞)
where n
[p]
ν (t) =
∑
|z|6tmin{ν(z), p}. For brevity we will omit the character
[p] in the counting function if p = +∞.
For a meromorphic function ϕ on C, we denote by (ϕ)0 the divisor of
zeros of ϕ. We have the following Jensen’s formula for the counting function:
N(r, (ϕ)0)−N(r,
(
1
ϕ
)
0
) =
1
2π
∫ 2π
0
log
∣∣(ϕ(reiθ)∣∣ dθ +O(1).
Let f be a holomorphic mapping of C into P n(C) with a reduced repre-
sentation f = (f0, . . . , fn). The characteristic function Tf(r) of f is defined
by
Tf (r) :=
1
2π
∫ 2π
0
log ‖f(reiθ)‖dθ −
1
2π
∫ 2π
0
log ‖f(eiθ)‖dθ, r > 1,
where ‖f‖ = max
i=0,...,n
|fi|.
Let D be a hypersurface in P n(C) defined by a homogeneous polyno-
mial Q ∈ C[x0, . . . , xn], degQ = degD. Asumme that f(C) 6⊂ D, then
the counting function of f with respect to D is defined by N
[p]
f (r,D) :=
N [p](r, (Q(f0, . . . , fn))0).
Let V ⊂ P n(C) be a projective variety of dimension k. Denote by I(V )
the prime ideal in C[x0, ..., xn] defining V. Denote by C[x0, ..., xn]m the vector
space of homogeneous polynomials in C[x0, ..., xn] of degree m (including 0).
Put I(V )m := C[x0, ..., xn]m ∩ I(V ).
The Hilbert function HV of V is defined by HV (m) := dim
C[x0,...,xn]m
I(V )m
.
Consider two integer numbers q, N satisfying q ≥ N + 1, N ≥ k. Hyper-
surfaces D1, . . . , Dq in P
n(C) are said to be in N -subgeneral position with
respect to V if V ∩ (∩Ni=0Dji) = ∅, for all 1 6 j0 < · · · < jN 6 q.
3
3 Proof of Theorems
Lemma 3.1 ([1], Lemma 3.1). Let F be a family of holomorphic mappings
of C into P n(C). If F is not normal then there exist sequences {zk} ⊂ C
with zk → z0 ∈ C, {fk} ⊂ F , {ρk} ⊂ R with ρk → 0
+, such that gk(ζ) :=
fk(zk + ρkζ) converges uniformly on compact subsets of C to a nonconstant
holomorphic mapping g of C into P n(C).
Lemma 3.2 ([8], Theorem 2.4.11). Let S be a complex vector space of di-
mension k+1. Consider positive integer numbers N, q satisfying N ≥ k, q ≥
2N − k + 1. Let v1, . . . , vq be non-zero vectors in S. Assume that every set
of N + 1 vectors in {v1, . . . , vq} has rank k + 1. Then, there exist constants
ω1, . . . , ωq and Θ satisfying the following conditions:
(i) 0 < ωj 6 Θ 6 1 for all j ∈ {1, . . . , q};
(ii)
∑q
j=1 ωj 6 Θ(q − 2N + k − 1) + k + 1;
(iii) k+1
2N−k+1
6 Θ 6 k+1
N+1
;
(iv) if R ⊂ {1, . . . , q} and #R = N + 1, then
∑
j∈R ωj 6 k + 1.
We call constants ωj (1 6 j 6 q) and Θ satisfying properties (i) to (iv) in
Lemma 3.2 Nochka weights and Nochka constant associated to vectors vj ’s.
Lemma 3.3 ([8], Proposition 2.4.15). Let S be a complex vector space of
dimension k+1. Consider positive integer numbers N, q satisfying N ≥ k, q ≥
2N − k+1. Let v1, . . . , vq be non-zero vectors in S. Assume that every set of
N+1 vectors in {v1, . . . , vq} has rank k+1. Let ω1, . . . , ωq be Nochka weights
for v1, . . . , vq, respectively. Consider arbitrary non-negative real constants
E1, . . . , Eq. Then for each subset R of {1, . . . , q} with #R = N + 1, there
exists R′ ⊂ R such that {vj , j ∈ R
′} is a basis of S and∑
j∈R
ωjEj 6
∑
j∈R′
Ej .
Proof of Theorem 1.1. Denote by V the smallest algebraic variety in P n(C)
containing f(C), then k := dimV ≥ 1.
Without loss of the generality, we may assume that f(C) 6⊂ Dj for all
j ∈ {1, . . . , q0} and f(C) ⊂ Dj for all j ∈ {q0 + 1, . . . , q}, for some q0 6 q.
Since D1, . . . , Dq are in general position in P
n(C), we have that q−q0+k 6 n,
and D1, . . . , Dq0 are in n− (q − q0)-subgeneral position with respect to V.
For each j ∈ {1, . . . , q0}, let Gj ∈ C[x0, . . . , xn] be a homogeneous poly-
nomial defining Dj, degGj = degDj, and set Qj = G
d
degDj
j . Then degQj = d,
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for all j ∈ {1, . . . , q0}. Let (f0, . . . , fn) be a reduced representation of f, and
set Qj(f) := Qj(f0, . . . , fn).
We have
N [p](r, (Qj(f))0) 6
d
degDj
N
[p]
f (r,Dj), (3.1)
where p is an integer number or infinity.
Set V := C[x0,...,xn]d
I(V )d
. Since V 6⊂ Dj, we have that Q1, . . . , Qq0 are non-
zero vectors in V. For each R ⊂ {1, . . . , q0}, #R = n + 1 − (q − q0), since
(∩j∈RDj) ∩ V = ∅ we get that
{Qj , j ∈ R} has rank not less than k + 1 in the C-vector space V. (3.2)
Denote by E the set of all subsets J ⊂ {1, . . . , q0} such that 1 6 #J 6
k + 1 and vectors Qj , j ∈ J are linearly independent in V. Then ∪E∈EE =
{1, . . . , q0}.
It is easily to see that, there exist a subset {v1, . . . , vHV (d)−k−1} ⊂ C[x0, . . . , xn]d
such that for all J ∈ E , vectors v1, . . . , vHV (d)−k−1, Qj, j ∈ J are linearly in-
dependent in V. Here, if HV (d) = k+1, we choose {v1, . . . , vHV (d)−k−1} = ∅.
Denote by
〈
v1, . . . , vHV (d)−k−1
〉
the subspace of V which is generated by
v1, . . . , vHV (d)−k−1. Then Q1, . . . , Qq0 are non-zero vectors in the (k + 1)-
dimensional vector space V〈
v1,...,vHV (d)−k−1
〉 . Furthermore, by (3.2), for each
R ⊂ {1, . . . , q0} with #R = n+1−(q−q0), there exists R
′ ⊂ R, #R′ = k+1
such that Qj , j ∈ R
′ form a basis in V〈
v1,...,vHV (d)−k−1
〉 .
Applying Lemmas 3.2-3.3, there are Nochka weights and the Nochka con-
stant ω1, . . . , ωq0,Θ associated to vectors Q1, . . . , Qq0 in
V〈
v1,...,vHV (d)−k−1
〉 .
We now consider polynomials P1, . . . , PHV (d) in C[x0, . . . , xn]d such that
they form a basis in V = C[x0,...,xn]d
I(V )d
.
Denote byW theWronskian of P1(f0, . . . , fn), . . . , PHV (d)(f0, . . . , fn). Since
f is algebraically non-degenerate, we have W 6≡ 0.
Since hypersurfaces D1, . . . , Dq0 are in n − (q − q0)−subgeneral posi-
tion with respect to V , there is a positive constant c such that for all
J ⊂ {1, . . . , q}, #J = n+ 1− (q − q0), and for all z ∈ C, we have
max
j∈J
|Qj(f(z)| ≥ c‖f(z)‖
d.
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For each z ∈ C, we take Kz ⊂ {1, . . . , q0}, #Kz = q0 − n − 1 such that
|Qj(f(z))| ≥ c‖f(z)‖
d for all j ∈ Kz, and put Jz := {1, . . . , q0} \Kz. Hence,
there are positive constants c1, c2 such that for all z ∈ C
log
∏q0
j=1 |Qj(f(z))|
ωj
|W (z)|
= log
∏
j∈Kz
|Qj(f(z))|
ωj − log |W (z)|
+ log
∏
j∈Jz
|Qj(f(z))|
ωj
≥ (ω1 + · · ·+ ωq0) log ‖f(z)‖
d − log |W (z)| − c1
− log
∏
j∈Jz
‖f(z)‖dωj∏
j∈Jz
|Qj(f(z))|ωj
≥ d(ω1 + · · ·+ ωq0) log ‖f(z)‖ − log |W (z)| − c2
−
∑
j∈Jz
log
(
‖f(z)‖d‖Qj‖
|Qj(f(z))|
)ωj
(3.3)
where ‖Qj‖ is the sum of absolute values of coefficients of Qj.
On the other hand, by Lemma 3.3, there is a subset Tz ⊂ Jz, #Tz = k + 1
such that the polynomials Qj(j ∈ Tz) form a basis in
V〈
v1,...,vHV (d)−k−1
〉 , and
∑
j∈Jz
log
(
‖f(z)‖d‖Qj‖
|Qj(f(z))|
)ωj
6
∑
j∈Tz
log
‖f(z)‖d‖Qj‖
|Qj(f(z))|
.
Since P1, . . . , PHV (d) form a basis of
C[x0,...,xn]d
I(V )d
and Qj , j ∈ Tz are linearly
independent in C[x0,...,xn]d
I(V )d
, there is a subset τz ⊂ {1, . . . , HV (d)} with #τz =
HV (d) − (k + 1) such that Pi, Qj (i ∈ τz, j ∈ Tz) form a basis of
C[x0,...,xn]d
I(V )d
.
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Hence, by (3.3) there is a positive constant c3 such that for all z ∈ C
log
∏q0
j=1 |Qj(f(z))|
ωj
|W (z)|
≥ d(ω1 + · · ·+ ωq0) log ‖f(z)‖ − log |W (z)| − c2
−
∑
j∈Tz
log
‖f(z)‖d‖Qj‖
|Qj(f(z))|
≥ d(ω1 + · · ·+ ωq0) log ‖f(z)‖ − c3
− log
|W (z)| · ‖f(z)‖dHV (d)∏
j∈Tz
|Qj(f(z))| ·
∏
j∈τz
|Pj(f(z))|
≥ d(ω1 + · · ·+ ωq0 −HV (d)) log ‖f(z)‖ − c3
−
∑
(T,τ)
log+
|W (z)|∏
j∈T |Qj(f(z))| ·
∏
i∈τ |Pi(f(z))|
, (3.4)
where the last sum is taken over all pairs (T, τ) satisfying the following con-
ditions:
i) T ⊂ {1, . . . , q0}, #T = k + 1, and Qj , j ∈ T are linearly independent
in C[x0,...,xn]d
I(V )d
;
ii) τ ⊂ {1, . . . , HV (d)}, #τ = Hd(V ) − (k + 1) and Pi, Qj (i ∈ τ, j ∈ T )
form a basis of C[x0,...,xn]d
I(V )d
.
Applying integration on both sides of (3.4), using Lemma 3.2, the Jensen’s
Lemma and the Logarithmic derivative Lemma, we have
∥∥∥ q0∑
j=1
ωjN(r, (Qj(f))0)−N(r, (W )0)
≥ d (Θ[q0 − 2(n− (q − q0)) + k − 1] + k + 1−HV (d))Tf (r)− o(Tf(r))
≥ dΘ
(
q0 −
[2(n− (q − q0))− k + 1]HV (d)
(k + 1)
)
Tf(r)− o(Tf(r)). (3.5)
Here, as usual, by the notation
∥∥∥P we mean the assertion P holds for all
r ∈ [1,+∞) excluding a Borel subset E of (1,+∞) with
∫
E
dr < +∞.
In order to estimate the left side of (3.5), we consider an arbitrary point
a ∈ ∪q0j=1f
−1(Dj).
Since D1, . . . , Dq0 are in n− (q−q0)-subgeneral position, there is a subset
Ra ⊂ {1, . . . , q0}, #Ra = n + 1 − (q − q0), such that f(a) 6∈ Dj for all
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j ∈ {1, . . . , q0} \Ra. Hence,
(Qj(f))0(a) = 0 (3.6)
for all j ∈ {1, . . . , q0} \Ra.
By Lemma 3.3, there is a subset {j0, . . . , jk} ⊂ Ra such that Qj0 , . . . , Qjk
form a basis in V〈
v1,...,vHV (d)−k−1
〉 and
q0∑
j=1
ωj max{(Qj(f))0(a)−HV (d) + 1, 0}
=
∑
j∈Ra
ωj max{(Qj(f))0(a)−HV (d) + 1, 0}
6
k∑
i=0
max{(Qji(f))0(a)−HV (d) + 1, 0}. (3.7)
Denote by W1 the Wronskian of v1(f0, . . . , fn), . . . , vHV (d)−k−1(f0, . . . , fn),
Qj0(f0, . . . , fn), . . . , Qjk(f0, . . . , fn). Since v1, . . . , vHV (d)−k−1, Qj0, . . . , Qjk form
a basis of V = C[x0,...,xn]d
I(V )d
, there is a non-zero constant c such that
W1 = cW.
By the assumption, f#(a) = 0, and hence,
(f0(a) : · · · : fn(a)) = (f
′
0(a) : · · · : f
′
n(a)). (3.8)
We distinguish two cases.
Case 1. HV (d) = 2 (then d = k = 1 andW1 is the Wronskian ofQj0(f), Qj1(f)).
For each j ∈ {1, . . . , q0}, ifQj(f(a)) = 0 then by (3.8) we have (Qj(f))
′(a) =
0. Therefore, for each j ∈ {1, . . . , q0}, we have
(Qj(f))0(a) = 0 or (Qj(f))0(a) ≥ 2. (3.9)
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By (3.6), (3.9), and Lemma 3.2, (iv), for any a ∈ ∪q0j=1f
−1(Dj), we have
q0∑
j=1
ωj(Qj(f))0(a)− (W )0(a)
=
∑
j∈Ra
ωj(Qj(f))0(a)− (W1)0(a)
6
∑
j∈Ra
ωj(Qj(f))0(a)−
∑
i=0,1
max{(Qji(f))0(a)− 1, 0}
6
∑
j∈Ra
ωj(Qj(f))0(a)−
∑
j∈R
ωj max{(Qj(f))0(a)− 1, 0}
=
∑
j∈Ra
ωj min{(Qj(f))0(a), 1}
6
∑
j∈Ra
ωj
2
(Qj(f))0(a)
=
q0∑
j=1
ωj
2
(Qj(f))0(a).
Hence, since d = 1, we have
q0∑
j=1
ωjN(r, (Qj(f))0)−N(r, (W )0) 6
q0∑
j=1
ωj
2
N(r, (Qj(f))0)
6
q0∑
j=1
ωj
2
Tf (r) +O(1). (3.10)
By (3.5), (3.10) and since d = k = 1, HV (d) = 2, Θ ≥ ωj, we have
∥∥∥ (q0 − 4(n− (q − q0))
2
)
Tf(r)− o(Tf(r)) 6
q0
2
Tf (r).
Therefore, 2q0 − 4(n − (q − q0)) 6 q0, hence, q 6 4n − 3(q − q0) 6 4n <
3n
(
n+d
n
)
− n.
Case 2. HV (d) ≥ 3.
For the sake of convenience, we set vHV (d)−k+i := Qji, i = 0, 1, . . . , k.
9
Then, by (3.8) and the Euler’s formula, we have(
(v1(f))
′(a) : · · · : (vHV (d)(f))
′(a)
)
=
(
n∑
s=0
∂v1
∂xs
(f(a)) · f ′s(a) : · · · :
n∑
s=0
∂vHV (d)
∂xs
(f(a)) · f ′s(a)
)
=
(
n∑
s=0
∂v1
∂xs
(f(a)) · fs(a) : · · · :
n∑
s=0
∂vHV (d)
∂xs
(f(a)) · fs(a)
)
=
(
v1(f(a)) : · · · : vHV (d)(f(a))
)
. (3.11)
Then
(W1)0(a) ≥ 1. (3.12)
By the Laplace expansion Theorem, we have
W1 =
∣∣∣∣∣∣∣∣∣∣∣∣
v1(f) v2(f) · · · vHV (d)(f)
(v1(f))
′ (v2(f))
′ · · · (vHV (d)(f))
′
· · · · · ·
· · · · · ·
· · . . . ·
(v1(f))
(HV (d)−1) (v2(f))
(HV (d)−1) · · · (vHV (d)(f))
(HV (d)−1)
∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
16t<ℓ6HV (d)
(−1)t+ℓ (vt(f)(vℓ(f))
′ − vℓ(f)(vt(f))
′) detWt,ℓ (3.13)
whereW(t,ℓ) is the matrix which is defined from the matrix
(
vi(f)
(s)
)
16s+1,i6HV (d)
by omitting two first rows and tth, ℓth columns.
For each 1 6 t < ℓ 6 HV (d), it is clear that
(detW(t,ℓ))0(a) ≥
HV (d)∑
i∈{1,...,HV (d)}\{t,ℓ}
max{(vi(f))0(a)−HV (d) + 1, 0}. (3.14)
We now prove that for all 1 6 t 6= ℓ 6 HV (d),
(vt(f)v
′
ℓ(f)− vℓ(f)v
′
t(f))0 (a) ≥max{(vt(f))0(a)−HV (d) + 1, 0}
+max{(vℓ(f))0(a)−HV (d) + 1, 0}+ 1.
(3.15)
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If (vt(f))0(a) 6 HV (d)− 1, (vℓ(f))0(a) 6 HV (d)− 1, then, the right side
of (3.15) is equal to 1, but by (3.12), the left side of (3.15) is not less than 1.
If (vt(f))0(a) ≥ HV (d) or (vℓ(f))0(a) ≥ HV (d), without loss of generality,
we assume that (vt(f))0(a) ≥ HV (d). Since, HV (d) ≥ 3, we have
(vt(f)v
′
ℓ(f)− vℓ(f)v
′
t(f))0 (a)
≥ [(vt(f))0(a)−HV (d) + 1] + (vℓ(f))0(a) + 1
= max{(vt(f))0(a)−HV (d) + 1, 0}+ (vℓ(f))0(a) + 1
≥ max{(vt(f))0(a)−HV (d) + 1, 0}+max{(vℓ(f))0(a)−HV (d) + 1, 0}+ 1.
Hence, we get (3.15).
By (3.13), (3.14) and (3.15), we have
(W )0(a) = (W1)0(a)
≥
HV (d)∑
s=1
max{(vs(f))0(a)−HV (d) + 1, 0}+ 1
≥
HV (d)∑
s=HV (d)−k
max{(vs(f))0(a)−HV (d) + 1, 0}+ 1
≥
k∑
i=0
max{(Qji(f))0(a)−HV (d) + 1, 0}+ 1. (3.16)
By (3.6), (3.7), (3.16), and Lemma 3.2, (iv), for each a ∈ ∪q0j=1f
−1(Dj), we
11
have
q0∑
j=1
ωj(Qj(f))0(a)− (W )0(a)
6
∑
j∈Ra
ωj(Qj(f))0(a)−
k∑
i=0
max{(Qji(f))0(a)−HV (d) + 1, 0} − 1
6
∑
j∈Ra
ωj(Qj(f))0(a)−
∑
j∈R
ωj max{(Qj(f))0(a)−HV (d) + 1, 0} − 1
=
∑
j∈Ra
ωj min{(Qj(f))0(a), HV (d)− 1} − 1
6
∑
j∈Ra
ωj
(
min{(Qj(f))0(a), HV (d)− 1} −
1
k + 1
min{(Qj(f))0(a), 1}
)
6
∑
j∈Ra
ωj
(
1−
1
(k + 1) (HV (d)− 1)
)
min{(Qj(f))0(a), HV (d)− 1}
=
q0∑
j=1
ωj
(
1−
1
(k + 1) (HV (d)− 1)
)
min{(Qj(f))0(a), HV (d)− 1}.
Hence,
q0∑
j=1
ωjN(r, (Qj(f))0)−N(r, (W )0)
6
q0∑
j=1
ωj
(
1−
1
(k + 1) (HV (d)− 1)
)
N [HV (d)−1](r, (Qj(f))0).
Combining with (3.1), (3.5) and by the fact that ωj 6 Θ (Lemma 3.2), we
get∥∥∥d(q0 − (2(n− (q − q0))− k + 1)HV (d)
(k + 1)
)
Tf(r)
6
q0∑
j=1
(
1−
1
(k + 1) (HV (d)− 1)
)
N [HV (d)−1](r, (Qj(f))0) + o(Tf(r))
6
q0∑
j=1
(
1−
1
(k + 1) (HV (d)− 1)
)
d
degDj
N
[HV (d)−1]
f (r,Dj) + o(Tf(r)).
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Then∥∥∥(q0 − (2(n− (q − q0))− k + 1)HV (d)
(k + 1)
)
Tf(r)
6
(
1−
1
(k + 1) (HV (d)− 1)
) q0∑
j=1
1
degDj
N
[HV (d)−1]
f (r,Dj) + o(Tf(r)).
(3.17)
For each z ∈ ∪q0j=1f
−1(Dj), we define
Cz := {(c0, . . . , cn) ∈ C
n+1 : c0f0(z) + · · · cnfn(z) = 0}.
Take a point (b0 : · · · : bn) ∈ V and set Bb := {(c0, . . . , cn) ∈ C
n+1 : c0b0 +
· · ·+ cnbn = 0}. Since Cz,Bb are vector subspaces of dimension n in C
n+1 and
since ∪q0j=1f
−1(Dj) is at most countable, it follows that there exists
(c0, . . . , cn) ∈ C
n+1 \
(
(∪z∈∪q
j=1f
−1(Dj)Cz) ∪ Bb
)
.
Set γ0 := c0x0 + · · ·+ γnxn ∈ C[x0, . . . , xn]1. Then γ0 6≡ 0 on V, and hence,
there are γ1, . . . , γk in C[x0, . . . , xn]1 such that γ0, . . . , γk have no common
zero points in V (note that V is irreducible and dimV = k).
By our choice for (c0, . . . , cn),
{z : γ0(f0(z), . . . , fn(z)) = 0} ∩ (∪
q0
j=1f
−1(Dj)) = ∅. (3.18)
Set F := (γ0(f) : · · · : γk(f)) : C→ P
k(C). Then F is linearly non-degenerate
and TF (r) = Tf(r) +O(1).
Since f# vanishes on ∪q0j=1f
−1(Dj), we have
(f0 : · · · : fn) = (f
′
0 : · · · : f
′
n) on ∪
q0
j=1 f
−1(Dj).
Hence, for each z ∈ ∪q0j=1f
−1(Dj), we have
(γ0(f(z)) : · · · : γk(f(z))) = ((γ0(f))
′(z) : · · · : (γk(f))
′(z)) . (3.19)
Since F is linearly nondegenerate, there exists t ∈ {1, . . . , k} such that
det
(
γ0(f) γt(f)
(γ0(f))
′ (γt(f))
′
)
6≡ 0, hence,
(
γt(f)
γ0(f)
)′
6≡ 0.
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By (3.18) and (3.19), we have(
γt(f)
γ0(f)
)′
= 0 on ∪q0j=1 f
−1(Dj). (3.20)
From the first main theorem and the lemma on logarithmic derivative of
Nevanlinna theory for meromorphic functions, we get easily that
T( γt(f)
γ0(f)
)
′(r) 6 2T( γt(f)
γ0(f)
)(r) + o
(
T( γt(f)
γ0(f)
)(r)
)
6 2TF (r) + o (TF (r))
= 2Tf(r) + o (Tf (r)) .
On the other hand, for each z0 ∈ C, since D1, . . . , Dq0 are in n − (q − q0)-
subgeneral position in V , it follows that there are at most n − (q − q0) of
them passing through f(z0). Hence, by (3.18) and (3.20), we have
q0∑
j=1
N
[1]
f (r,Dj) 6 (n− q + q0)N
(
γt(f)
γ0(f)
)
′(r)
6 (n− q + q0)T( γt(f)
γ0(f)
)
′(r) +O(1)
= 2(n− q + q0)Tf (r) + o(Tf (r)).
Combining with (3.17), we have
∥∥∥(q0 − (2(n− q + q0)− k + 1)HV (d)
k + 1
)
Tf (r)
6
(
1−
1
(k + 1)(HV (d)− 1)
) q0∑
j=1
1
degDj
N
[HV (d)−1]
f (r,Dj) + o(Tf(r))
6
(
HV (d)− 1−
1
(k + 1)
) q0∑
j=1
1
degDj
N
[1]
f (r,Dj) + o(Tf(r))
6 2(n− q + q0)
(
HV (d)− 1−
1
(k + 1)
)
Tf(r) + o(Tf(r)).
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Therefore,
q = q0 + (q − q0)
6
(2(n− q + q0)− k + 1)HV (d)
k + 1
+ 2(n− q + q0)
(
HV (d)− 1−
1
(k + 1)
)
= (2n− 1)HV (d) +
2(n+ 1)HV (d)− 2n
k + 1
− (q − q0)
(
2HV (d)− 2
k + 1
+ 2(HV (d)− 1)
)
6 (2n− 1)HV (d) +
2(n+ 1)HV (d)− 2n
k + 1
6 (2n− 1)HV (d) +
2(n+ 1)HV (d)− 2n
2
6 3n
(
n + d
n
)
− n.
Proof of Theorem 1.2. Let (f0, . . . , fn) be a reduced representation of f. As-
sume that f is not a Brody curve. Then the family F := {fa(z) := f(a+ z) :
a ∈ C} is not normal. By Lemma 3.1, there exist sequences {zk} ⊂ C with
zk → z0 ∈ C, {ak} ⊂ C, {ρk} ⊂ R with ρk → 0
+, such that gk(ζ) :=
fak(zk + ρkζ) = f(ak + zk + ρkζ) converges uniformly on compact subsets of
C to a nonconstant holomorphic mapping g of C into P n(C).
For each j0 ∈ {1, . . . , q} satisfying g(C) 6⊂ Dj0, we now prove that g
#(ξ) =
0 for all ξ ∈ g−1(Dj0). To do this, we consider an arbitrary point ξ0 ∈
g−1(Dj0). By Hurwitz’s Theorem there are values {ξk} (for all k sufficiently
large), ξk → ξ0 such that ξk ∈ g
−1
k (Dj0), and hence, ak+zk+ρkξk ∈ f
−1(Dj0).
Then by the assumption, there is a positive constant M such that, for all k
sufficiently large,
f#(ak + zk + ρkξk) 6 M.
Then
g#(ξ0) = lim
k→∞
g
#
k (ξk)
= lim
k→∞
ρkf
#(ak + zk + ρkξk)
= 0.
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Hence, for each j ∈ {1, . . . , q}, either g(C) ⊂ Dj or g
# = 0 on g−1(Dj).
Therefore, since n ≥ 2 and q > (2dn+n)
(
n+d
n
)
−dn, Theorem 1.1 shows that
g is a constant curve; this is impossible.
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