Purpose: Beam orientation selection, whether manual or protocol-based, is the current clinical standard in radiation therapy treatment planning, but it is tedious and can yield suboptimal results. Many algorithms have been designed to optimize beam orientation selection because of its impact on treatment plan quality, but these algorithms suffer from slow calculation of the dose influence matrices of all candidate beams. We propose a fast beam orientation selection method, based on deep learning neural networks (DNN), capable of developing a plan comparable to those developed by the stateof-the-art column generation method. Our model's novelty lies in its supervised learning structure (using column generation to teach the network), DNN architecture, and ability to learn from anatomical features to predict dosimetrically suitable beam orientations without using dosimetric information from the candidate beams. This may save hours of computation.
Introduction
External beam radiation therapy (EBRT) is a common treatment method for various types of cancers. EBRT uses a machine to emit high-energy radiation to the patient's body to damage cancerous cells; but these radiation beams, while traveling through the body, do not distinguish between healthy and cancerous cells, so they ultimately damage healthy tissue and critical structures as well. Too much damage to healthy critical structures degrades patients' quality of life and should be minimized as much as possible. However, the integral dose to the patient's body tends to be fairly constant regardless of the planning modality and expertise, [1] [2] [3] [4] [5] meaning that the best a planner can do is to decide where the excess radiation should be positioned, which healthy tissue to irradiate and which to spare. Finding a treatment plan that maximizes the delivery of the prescription dose to cancerous cells while minimizing toxicity and undesirable endpoints to healthy organs is a challenging problem and is the main purpose of the treatment planning process.
Intensity Modulated Radiation Therapy (IMRT) [6] [7] [8] [9] is a common method of EBRT that delivers radiation beams with various intensities and from different static directions towards the planning target volume (PTV). The configuration of beam directions has a major effect on the quality of the treatment plan and can be considered as a large scale combinatorial optimization problem, 10 usually called a beam orientation optimization (BOO) problem. BOO has been studied since 1967 11 ; however, in the current treatment planning workflow, the beam direction is selected manually by the planner, following a time-consuming trial-and-error process that typically yields suboptimal solutions. 12, 13 To accurately measure the impact of the BOO solution in the dosimetric space, a fluence map optimization (FMO) 14 problem must be solved. FMO is the problem of finding the optimal intensity of beam profiles to generate a high quality plan. 12 To calculate beam profiles, each beam is considered as a collection of small beamlets whose intensities can be controlled individually. 15 The number of candidate beams can be very large; for example, there are 180 candidate beams for a coplanar geometry with 2-degree separation and 1162 candidate beams for a noncoplanar geometry with 6-degree separation.
Modern BOO methods typically solve the problem in the radiation dose domain, which requires precomputing the dose influence matrices for all candidate beam orientations and then solving the FMO. The final objective function in these works is usually a function of the differences between the actual and prescribed dosage received by heathy tissues, organs at risk (OARs), and the PTV. [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] But computing the dose influence matrices and the FMO are both very complex and time intensive operations, 29 taking hours to compute dose influence matrices and minutes to solve the FMO, which ultimately hampers the implementation of BOO in clinical routines. 13, 20, 24, [30] [31] [32] Breedveld et al. 13 used a "wish list" to prioritize constraints and objective functions related to OARs and the tumor and to iteratively add new beam orientations to the set of currently selected beams. Yarmand et al. 31 scored beamlets of candidate beams based on their contributions to irradiating tumors and weighted the average of the total dose received by OARs. Then, for each candidate beam, they generated L+2 (L number of OARs) apertures with the maximum sum of the beamlets' contribution scores. Next, they defined and solved an ideal plan that minimized the dosages delivered to OARs. Finally, they used another model to minimize the number of beams in the plan while using the objective function of the ideal plan as a constraint with distance to the optimal solution. Later, Yarmand et al. 33 elaborated on their previous work 31 and offered three heuristic approaches to reduce the computation time of the proposed model: neighbor cuts, beam elimination, and beam reduction. Cabrera et al. 12 proposed a two-phase strategy in which they found nondominated solutions for locally optimal beam orientations by first solving a deterministic local search and then generating multiple FMO solutions for each set of beams. The final Pareto optimal solution consisted of beam sets that had at least one non-dominated FMO solution. Craft et al. 34 proposed an interactive method to navigate multiple Pareto surfaces with a Piercing scalarization method, which allows users to choose the objective function that they want to improve, and then the method searches the set of beam orientations and their Pareto surfaces to find the best or closest solution. Cabrera et al. 35 presented Pareto local search and adaptive Pareto local search approaches as two multi-objective local search problems. They used a biological model objective function to help spare the OARs.
To overcome the problem of time intensive calculations for dose-based metrics, several researchers have used purely anatomical metrics for BOO. Cho et al. 36 introduced the concept of target eye view maps for conformal radiotherapy treatment planning. Meyer et al. 37 sorted potential beam orientations based on the distance to the PTV and OARs in increasing order, then selected beams with the same order, subject to a minimum distance threshold, for 3D-CRT planning for prostate, brain, and sinus cancer. Potrebko et al. 29 addressed IMRT and 3D-CRT BOO problems for both coplanar and noncoplanar cases. First, they located beam orientations that bisected the target and OARs to spare critical structures; then, they located beams parallel to 3D flat surface features of the PTV to facilitate conformity of target coverage. Jorge et al. 38 used a combination of computer vision, beam's eye view techniques, and a neural network to define a new cranial lesion treatment planning method for coplanar and noncoplanar beams, based exclusively on geometric information. Amit et al. 39 used clinically approved treatment plans to train a random forest regression algorithm to learn the relation between the patient's anatomy and beam orientations. They proposed sets of beamdependent and beam-independent anatomical features (such as overlapping between the tumor and each OAR in beam's eye view, and location of the tumor, respectively) to solve coplanar beam IMRT for thoracic cancer. Although using pure anatomical metrics would improve the computation time, there is no guarantee about the quality of the solution, because none of these methods considers the FMO solution, which is the most accurate metric for BOO solutions.
In contrast, artificial intelligence (AI) is an attractive tool for solving the BOO problem, given its superior speed and promising results for medical applications. The vast employment of machine learning algorithms to solve dose optimization, [40] [41] [42] image segmentation, [43] [44] [45] outcome prediction, 41, 46 and quality assurance problems in recent years indicate the success of AI applications in radiation oncology and medical physics. 47 Specifically, the success of algorithms such as convolutional neural networks (CNN) 48 in image processing and the learning capability of modern machine learning techniques enable treatment planners to provide patient-specific plans based on the patient's anatomical features and by learning from complicated optimization methods or physician behaviors.
This work aims to develop a fast and flexible BOO method based on deep neural networks (DNN) that provides a solution in a matter of seconds and that, therefore, can be directly implemented in clinical routine to accelerate the treatment planning process for patients with cancer. The proposed DNN learns the connection between the patient's anatomy and the optimal set of beam orientations from the patient's anatomical features and an optimization algorithm, and it has the attractive feature of predicting a set of beam orientations without prior knowledge of dose influence matrix values. Although this study uses only one specific objective function and optimization algorithm, the general structure of the method is applicable to any objective function defined for BOO and any iterative optimization algorithm.
The images of 70 clinical prostate cancer patients were augmented by rotation and a random OAR weight generator to form 30800 input samples, then used to train, evaluate, and test the proposed DNN. The optimization algorithm used to find the optimal set of beams to train the model is a greedy iterative algorithm known as column generation (CG). CG algorithms such as the one in this study have demonstrated success in finding the best treatment plan. 22, [60] [61] [62] [63] [64] [65] [66] The proposed method starts with an empty set of beams, and in each iteration, CG selects one beam with the highest potential to improve the current solution and adds it to the set, and the respective FMO is solved by the Chambolle-Pock algorithm, 49-51 a first-order primal-dual proximalclass algorithm, on the GPU. To test the feasibility of the framework, we considered a total number of five beams to treat the patient.
Materials and Methods
AI's ability to solve complicated problems in a short time makes it an attractive tool for solving time-sensitive problems, such as BOO. The proposed method benefits from AI's capability to learn complicated behaviors and CNN's abilities in image processing, and it predicts a suitable and high quality beam orientation configuration given a certain state of the problem. The state of the problem is defined by patient images, with respect to the patient contours and organ importance weights, and the currently selected set of beam orientations (B). The prediction effectively determines the next best beam to add to the solution set. This method has an iterative structure in which a deep learning neural network (DNN) is used repeatedly to predict the next beam to be added to B. For example, to select 5 beam orientations, the proposed DNN will be called five times consecutively, starting with | | = 0 and stopping when | | = 5. Details of this iterative approach are presented in this section.
Here, we propose a supervised deep learning algorithm with convolutional layers to solve BOO problems. BOO can benefit from the proposed method not only because of its fast prediction time, but also because it can detect the anatomical features of the patient's body. The proposed network starts with the patient's anatomy, including the structure segments and organ importance weights, and a set of already chosen beam orientations, and it predicts the next beam orientation to be selected. The detailed explanation of the network structure is provided in section II.A. This network predicts the next beam to be added to the solution set and should be iteratively called to reach the user-defined number of beam orientations. The problem that is solved in each iteration, called a Limited BOO problem, is presented in section II.C. The solutions to a set of known problems are required to train a supervised learning network. The method used in this paper and its iterative structure are presented in section II.C.1. Figure 1 presents the structure of the proposed network. The model's overall structure is an encoder-decoderstyle network. This network has two inputs: an anatomical input (Input 1) and a beam orientation input (Input 2). The anatomical input consists of two channels, each of size 64 × 64 × 64. The first channel represents PTV pixel images as a target channel, and the second channel represents weighted OARs as an avoidance channel. The second input is a Boolean array of size 180 (the number of candidate beam orientations at 2-degree resolution), which represents beam orientations that are already chosen as ones and the rest as zeros. The second input and its complementary a array (as and respectively) are used throughout the network to represent the set of already chosen orientations. In our experience, using two complementary Boolean arrays, instead of just one, enhances the influence of already selected beam orientations.
II.A Network Structure
The network has three blocks of layers. The first block analyzes the patient's anatomy using 3-dimensional convolutional layers. The first two levels of the block contain two consecutive 3-dimensional convolutional layers with 5 × 5 × 5 kernel sizes and one max pooling layer of size 2 × 2 × 2, represented by red tensors in Figure 1 . The third level uses three consecutive 3-dimensional convolutional layers with 3 × 3 × 3 kernel sizes; the output of the third convolutional layer will be flattened to a 1-dimensional layer (yellow layers in the picture), and, after a fully-connected layer (purple layer), the size will be reduced to 1024 features.
The second block of layers adds the second input, as two arrays and , to the 1-dimensional convoluted anatomy layer (green layer), and, after a fully-connected layer of output size 5120 features, it will reshape to 5 layers of 1024 features. The third block of layers has five stages, each of which starts with two 1-dimensional convolutional layers with kernel size 3, then an up sampling layer of size 3, max pooling of second input arrays, concatenation to the up sampling layer, and one fully-connected layer at the end. After the last convolution layer, there is only one feature array of size 180. This array represents the dual values of candidate beam orientations. The dual value of beam shows the potential improvement in the current state of the problem (the value of the objective function), if beam is added to the current set of selected beams ( ). We used the inversed and normalized dual array as the probability distribution of beam orientation selection, given the current state of the problem.
The activation functions of all the layers in the proposed model are Scaled Exponential Linear Unit (SELU). SELU is a self-normalizing activation function that converges to zero mean and unit variance even in the presence of noise, and it makes learning robust even for DNNs with many layers. 52 The loss function of the model is Mean Squared Error (MSE) with Adam optimizer 53 with a learning rate of 1 × 10 −5 .
II.B Supervised Structure
The goal of a Supervised Learning Neural Network (SLNN) is to find network weights such that the SLNN output has the minimum difference from teacher-given, real-valued labels or targets. In the proposed method, the teacher is the CG algorithm, and the target labels are fitness values, , calculated from the KKT conditions, defined in equation (9) . A schematic of the proposed supervised training structure is depicted in Figure 2 . The sections that follow describe the optimization problem and the column generation algorithm to solve this problem.
II.C Full and Limited BOO Problem
From an optimization perspective, the fluence map optimization problem, ( ), can be written as
where is the objective function and , is the dose influence matrix for the ℎ beam and the ℎ structure.
is the set of selected beam orientations. Assuming no time, computation, or delivery constraints, the single best treatment plan would use all possible candidate beams to treat the patient. In this case, we would define the master problem by setting = and solving ( ), where = { : ∀ ∈ } is the set of all available beam orientations in . is the set of available structures (PTV, OARs, tuning structures). While this formulation would theoretically give the best plan, it is not feasible to deliver this plan to the patient b . Instead, we look at the limited problem, ( , ), written as:
b Using all possible beam orientations is expensive and very time-consuming, and it reduces the quality of the delivered plan.
Figure 2. Schematic of the Supervised Training Structure to Predict Beam Orientation Fitness Values. Column Generation (CG) as teacher and Supervised Learning (SL) Network as Trainee.
where is a set of limited beam orientations, and the number of beams in must be restricted to less than a user-defined number of beams, . For a reasonable (e.g. =5 or 10), the limited formulation is feasible for treatment delivery to the patient; however, as mentioned in the introduction, solving for the optimal set of beams, * , is challenging, and an exhaustive search is infeasible for a large set of candidate beams, | |.
We have chosen a greedy algorithm based on column generation (CG) to solve the problem. CG has been shown to be effective for beam orientation optimization in radiation therapy problems. [54] [55] [56] Further details about the CG algorithm can be found in the existing literature, [54] [55] [56] and the algorithm is summarized in the sections that follow. A list of all indices, parameters, variables, and functions used in this paper and their definitions are provided in Table 1 .
II.C.1 Column Generation
CG approximates the solution to the limited BOO problem by iteratively adding beams one at a time to until | | = or until optimality to the master problem has been reached. During each iteration, the next beam to be added is the beam that best minimizes the immediate objective value. In optimization terms, CG attempts to solve the limited problem, ( , ), by solving the more general problem, ( ), through the iteration. This concept is presented in Algorithm 1.
Algorithm 1. Brief Column Generation Structure for Beam Orientation Selection

Initialize
as an empty set:
where is the iteration number. The problem in its current form would still be expensive to evaluate since it would require a fluence map optimization for each beam in \ at each iteration. However, this can be bypassed by evaluating the Karush-Kuhn-Tucker (KKT) conditions for optimality 57, 58 of the master problem, ( ), during each iteration. If all KKT conditions are met, then the problem is considered optimal. If not, it is possible to check which variables are furthest from optimality and would, therefore, improve the objective value the quickest if corrected. For our case, minimizing ( ) but evaluating KKT conditions for ( ) would reveal that most, if not all, of the beams in the set \ are not optimal (i.e. if selected, would improve the solution). And the KKT conditions reveal which single beam would best improve the objective value at the next iteration. Langrangian function of ( ) problem
To obtain the KKT conditions, we first write out the Lagrangian, ( , , , ), for the master problem, ( ):
where and ≥ 0 are the Lagrange multipliers associated with their respective constraints (5) and (6) . The KKT conditions are derived from this Langrangian and can be divided into four categories, shown in Table 2 .
In particular, we are interested in the dual feasibility condition, constraint (14) in Table 2 . We expect that this condition will not be met for ∈ \ when solving the subproblem for ∈ for the ℎ iteration. To calculate this, we first obtain ∈ ( ), which is automatically acquired when solving the problem ( ) using a primal-dual algorithm. Then, all can be calculated using the stationarity condition, as represented in constraint (10) . The beam where the value ∑ ( , ) − is the most negative (a.k.a. furthest from meeting the optimality criterion) would improve the objective value the most at the next iteration if added to . Letting = − ∑ ( , ) − , we then define our fitness vector, , as:
Here, the fitness is normalized from zero to one, which is set up for training the neural network later on. The larger the value of the fitness, the better the beam is for improving the objective value at the next iteration. We can find the next best beam +1 = ( ). Algorithm 2. describes how the CG algorithm uses the KKT conditions to find a suitable set of beams.
Table 2. KKT Conditions for problem ( )
KKT Conditions:
Primal feasibility
Complementary slackness ( , )
+=
f. Calculate fitness vector with equation (9) g. If ≤ 0 ∀ ∈ i. Stop the algorithm. The solution is optimal. h. Otherwise:
i. ̃= ( ), ii. Update the associated element in array A: (̃) to 1, ̃= 1 iii. = + 1 6. Return A
II.C.2 FMO objective function of BOO Problem
In step 5.b of Algorithm 2. , the FMO should be solved for currently selected beam orientations. As a feasibility study, we define ( ) to be a quadratic penalty function, although other objective functions may be used for the FMO problem as well:
where is the structure index and is the set of all structures. Each structure has a user-defined structure weight, , and a prescription dose, . To quickly solve this optimization objective function, we employed the Chambolle-Pock algorithm on a GPU. Technically, many optimization algorithms may be used to solve the FMO problem, but Chambolle-Pock can solve large scale problems quickly and does not need to solve a system of linear equation at each iteration, which makes it a suitable candidate for GPU implementation.
II.D Training and Evaluation
We used images from 70 patients with prostate cancer, each with 6 contours: PTV, body, bladder, rectum, left femoral head, and right femoral head. Additionally, skin and ring tuning structures were added during the fluence map optimization process to control high dose spillage and conformity in the body and to train and test the network. The patients were divided randomly into two exclusive sets: 1. a model development set, which includes training and validation data, consisting of 57 patients; and 2. a test data set consisting of 13 patients.
In this work, we used two methods to generate scenarios (inputs and outputs). In the first method, ten different sets of OAR weights for each patient were randomly generated. Then, for each set of weights, Input 1 was generated, and then, in five iterations of Algorithm 2. Algorithm 2. , five Input 2 (set A at the beginning of each iteration) and five outputs (set at the end of each iteration) were generated. Therefore, each set of weights generated five different input scenarios for each patient. In the second method, only one iteration Algorithm 2. of was used for each scenario, while Input 1and Input 2 were generated randomly. Randomly assigning weights to OARs resulted in various Input 1, and randomly choosing the set of already selected beams resulted in different Input 2. With these sets of inputs, the network learned to predict the fitness values, even if the previously selected beams were not generated by CG; in such cases, the network learned to adjust itself, even if a bad orientation was selected. Five groups of weights were randomly generated for OARs, with each group representing different numbers of selected beam orientations; e.g. for =
: group ℎ , ( − 1) beam orientations were selected randomly, and the group consisted of 12 randomly generated OAR weights.
To train the model, we used a 6-fold validation technique, where all folds had the scenarios of 47 patients as their training set. Folds one through five had 10 validation patients, while the sixth fold had seven validation patients. Folds were trained over 400 epochs of step size 2500. In each fold, the model with the least validation loss was chosen and evaluated over the test set. To evaluate the performance of the deep learning model, each model was tested for one-on-one prediction, the same method used for training. All six models were evaluated on test patient scenarios in 2500 steps, and the average loss function was used to measure their performances.
In the next step, the trained DNN model predicted five beam orientations for all the test scenarios, and their associated FMO problems were solved. Finally, considering only test scenarios, FMO solutions of beam sets generated by CG and predicted by DNN were compared with the following metrics: ) where 100% is the volume of the isodose region that received 100% of the dose  R50: ( 50% ) where 50% is the volume of the isodose region that received 50% of the dose
Results
To emphasize the effectiveness of the proposed method, we only considered five beam treatment plans for patients with prostate cancer in this study. It has been shown that the selection of beam orientations is more important for plans with smaller numbers of beams. 19 To train and evaluate the DNN model, we used a 6-fold validation technique, as described in section II.D, where models in all six folds were trained over 400 epochs, each with 2500 steps. It took approximately three days for each fold to complete its training. Figure 3 represents the progress of the average and standard deviation of the training and validation loss functions (MSE) during the training process of all folds.
Trained models at the end of each epoch were saved. Therefore, by the end of the training, each fold had generated 400 trained models to choose from, among which the trained model with the least validation loss function was labeled as Best and chosen for future analysis. To show the differences between the Best and the last trained model (labeled Last) within each fold, the values of the training, validation, and testing loss functions (MSEs)-each evaluated on associated training and validation data sets and the general test data set-are presented in Table 3 . The trained DNN model was called consecutively to predict five beams for each patient. The DNN started with the patient anatomy in the form of target and avoidance matrices (Input 1), as mentioned in section 2.1, and a zero array of size 180 (the number of candidate beam orientations), in which each element is associated with one candidate beam (Input 2). The DNN took Input 1 and Input 2 as its initial inputs and predicted the output (U) array. Then, the index of the beam with the minimum (maximum) U value (additive inverse of U) was determined, and the value of its respective element in Input 2 changed to one. Then, the DNN took the Input 1 and the updated Input 2 to predict another U array, and the index of its minimum was used as the next element updated. This process continued until there were five values of 1 in the Input 2 array. The FMO problem of the five beam orientations predicted by DNN was solved, and its result was used for further evaluation and comparison with the FMO solution of the five beams selected by CG.
As mentioned earlier, DNN and CG may predict different beam orientations, because there might be several beam orientations within distance of the minimum dual values. Therefore, DNN may select a different beam set than CG, but we expect the quality of the solutions to be almost the same. Both CG and DNN were evaluated on the test data set, and two beam sets related to each algorithm (CG and DNN) were generated and evaluated by the six metrics listed in section II.D. The solutions of the iterative prediction of deep learning model and column generation algorithms and their differences are presented in Table 4 . Note that the final solutions to DNN and CG are the final dose calculations resulting from solving the FMO problems. The maximum and the average dose difference percentages of CG's and DNN's final solutions are presented in Figure 5 . Prescription dose in the dose difference formulation is considered as one for all OARs and the PTV. Although we compare the results of these two approaches together, these approaches are heuristic and may not result in the optimal solution, so they cannot be used as the true optimal value. Therefore, we cannot use any of these solutions as the ground truth of the problem, and the results presented here are only for the sake of comparison.
Examples of the final FMO solutions derived from beam orientations selected by CG and DNN are presented in Figure 6 . Structure weights affected the beam selection and final FMO solutions. To understand their impacts, the weights used in the model are presented in the first line of Figure 6 . The Dose-Volume Histogram (DVH) graph of the treatment plans resulting from solving the FMO for each set of solutions is presented in Figure 6 .a, and dosewashes of CG and DNN treatment plans are provided in Figure 6 .b and Figure 6 .c, respectively. In this example, three of the selected beams are within 8° distance of each other; in these cases, the prediction error happened in the shape of the tip of the graphs, as shown in Figure 4 .e. The dose influence matrices of beams in close vicinity are expected to be very similar, or at least not dramatically different from each other. In such cases, the neighborhood of the optimal point was correctly predicted, and the error happened in the distribution of elements in that neighborhood. The other two beams in CG and DNN were almost on the opposite side of each other (180° differences), 212° in the CG solution vs 36° in the DNN solution, and 354° in the CG solution vs 174° in the DNN solution. We believe that, because of the symmetric anatomical features of the patient's body, selection of two opposite beams may have the same effect on the body and may result in multiple local optimums very close to the global optimum; an example of this case can be seen in Figure 6 .c.
Figure 5. Max and Mean of the dose difference percentage between the final solutions of CG and DNN.
Hence, beam orientation selections of CG and DNN were different in Figure 6 , but the DVH curves are very similar, which means that plans generated by CG and DNN solutions affect the patient's body the same, which is expected from the DNN solution. 
As shown in Figure 7 , the higher the value of ̅ , the less the superiority of CG and DNN plans. Although on average CG found better solutions, in 35% to 1% of the test scenarios with error thresholds ( ̅ ) in the range of 0.001 to 0.1, respectively, DNN got better results.
Discussion
The optimal BOO solution can be defined as a set of beam orientations that produces the optimal treatment plan. However, there is no globally accepted definition of the optimal treatment plan in mathematical terms, despite its simple literal definition. g Hence, it is important to consider the flexibility of the treatment planning objective function in defining the BOO problem. A comprehensive mathematical description of the BOO problem, independent of the treatment planning objective function, is presented by Ehrgott et al. 59 This study presents a supervised deep learning neural network model (DNN). The DNN inputs are the anatomical information, PTV and OARs, and a set of already selected beam orientations. The output is an array of predicted dual values (the changes in the objective function resulting from adding a beam orientation, in g The plan that causes the maximum damage to the tumor(s) and the minimum to zero damage to healthy tissues and organs at risk. other words, probability of success). The proposed DNN learns from a column generation (CG)-based algorithm to predict dual values. Then, the beam orientation with the most negative dual value is selected to join the set of already selected beams( ). The proposed CG algorithm is a greedy algorithm that selects a set of beam orientations among a set of candidate beams by iteratively calling the Chambolle-Pock algorithm, calculating dual values, then finding the beam orientation with the best possible outcome for the current state of the problem (the process in each iteration is referred to as CP-DL-ST). The DNN learns its behavior from the full implementation of one iteration of CG, the CP-DL-ST processes; therefore, the DNN also tries to predict the best beam orientation that can be added to the current state of the problem.
The large number of candidate beams for IMRT treatment planning (e.g., 180 candidate beams for a coplanar geometry with 2-degree separation and 1162 candidate beams for a noncoplanar geometry with 6-degree separation) creates a very large solution space that is difficult to fully explore in a feasible amount of time. In such cases, CG performs efficiently by limiting the solution space and exploring subareas with the highest potential first. CG limits the solution space by dividing the original problem into sub-problems, in our case , and solving selected sub-problems. The Chambolle-Pock algorithm is used to solve , and as iterative optimization approach, it will converge to 's optimal solution, since is convex.
Using the DNN only once is good for predicting one (next) beam orientation, but in BOO problems, the selection of N beams is of interest. Therefore, to use the DNN to find N beams, DNN should be called N times or in N iterations. The DNN tries to optimize and then update the current state of the problem, and the updated state is used in the next iteration. By the end, N different states of the problem will have been created and optimized to find N beam orientations. An algorithm with an iterative structure that optimizes a limited problem in each iteration is considered a greedy algorithm; greedy algorithms do not guarantee the optimality of the final solution, and they usually end up with a local optimum solution. Since DNN is a greedy algorithm, its solution may not be an optimal solution and potentially could be improved.
The proposed DNN is a very fast algorithm that only needs patient images as an input, and it can provide a solution with a good quality in a matter of seconds, while conventional algorithms take hours. For example, predicting five beams with the DNN takes at most 1.5 seconds, and solving the FMO related to this solution takes five minutes and 20 seconds. By contrast, finding five beams using IDG takes more than three hours and six minutes to calculate dose influence matrices, select five beams, and finally solve the FMO. Therefore, even though the DNN's final solution may not be optimal, because of its speed, independence from dose influence matrix calculations, and relatively good solution quality, it can be used independently to create treatment plans with high quality. Or it can be considered as a possible treatment plan for future analysis for various sets of OAR weights and patient images.
As volumetric modulated arc therapy (VMAT) has become increasingly popular because of its high plan quality and efficient plan delivery, 67, 68 clinical applications of new methods for standard IMRT treatment planning processes, including BOO, may seem less appealing. However, with the advent of highly noncoplanar plans, such as 4π radiotherapy 22, 61 and Station parameter optimized radiation therapy (SPORT), 69, 70 finding a fast method for beam orientation selection is very useful and is of interest. This study examines a neural network's ability to learn how an optimization process behaves based on patient anatomical structures and tests this ability on coplanar IMRT treatment planning of patients with prostate cancer; but for a clinical evaluation of the proposed method, we plan to extend the model to noncoplanar treatment planning features. Considering CG's success in solving highly noncoplanar problems, 22, [60] [61] [62] [63] [64] [65] [66] we expect that the DNN, learning from the CG policy, will also be able to scale up and efficiently approximate the noncoplanar beam orientation optimization solution.
One interesting observation was that, although DNN learns from CG and is expected to have solutions inferior or equivalent to CG's, there were some scenarios in which DNN outperformed CG. There are two possible explanations for this: 1. The proposed CG is a greedy algorithm, and the solution is not necessarily optimal, so other beam selections may result in better solutions. 2. CG and DNN might select different sets of beams because of the presence of multiple global optimums, and while choosing any of the global optimums is expected to have the same impact on the cost function, the affected anatomical feature of a patient is different, which will cause a different solution. This means that the absolute values of the solutions found by CG and DNN are very close together, so there is a high chance that DNN will predict a set of beam orientations whose plan quality is as high as that from the beams selected by CG (with some error), but DNN will predict the beam orientations much faster than CG.
Furthermore, users of the proposed DNN have the freedom to choose their own optimization algorithm, because the proposed DNN only needs an optimal solution for each state of the problem, and we believe it can learn from any type of optimization method and is not restricted to the CG procedure. In addition, we believe the proposed method can be independent of the objective function chosen for the treatment planning problem, but this needs to be tested for confirmation.
Conclusions
In this study, we developed a fast method to approximate the solution to BOO problems. Our iterative method uses a supervised deep learning network to predict the beam orientations for the treatment plan, based on the policy generated by the column generation algorithm. Even though we used CG to train the model, the DNN structure is independent of the optimization algorithm, and any selection method can be used to train the model. We demonstrated the feasibilty of the methodology, using prostate patient data planned with 5 beam coplanar IMRT, and we plan to extend this work to noncoplanar beam orientation optimization for 4π radiotherapy in a future study. Our DNN saves a considerable amount of time, while maintaining plan quality similar to that of CG, because it does not need dose influence matrices to select beam orientations, and it only requires dose influence matrix calculations for the beams selected for the final evaluation. The DNN predicts the set of five beam orientations in 1.5 seconds; after the FMO is solved, the total time needed for the DNN is five minutes and 20 seconds, which is much faster than the CG method, which needs more than three hours to calculate the dose of every candidate beam. The extreme speed with which the neural network approximates the BOO solution makes it a viable model for clinical application.
