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Abstract
We study the b-functions of relative invariants of the prehomogeneous vector
spaces associated with quivers of type A. By applying the decomposition formula
for b-functions, we determine explicitly the b-functions of one variable for each irre-
ducible relative invariant. Moreover, we give a graphical algorithm to determine the
b-functions of several variables.
Introduction
We start with a classical formula
(0.1) det
(
∂
∂v
)
det(v)s+1 = (s+ 1)(s + 2) · · · (s+ n) · det(v)s (v ∈M(n)),
where M(n) is the set of square matrices of degree n, and det (∂/∂v) is the differential
operator obtained by replacing each variable vij in det(v) with ∂/∂vij . From a modern view
point, the identity (0.1) can be regarded as an example of b-functions of prehomogeneous
vector spaces. In the present paper, we generalize (0.1) to the relative invariants of the
prehomogeneous vector spaces associated with quivers of type A. For this purpose, we
use the result of [17], which asserts that under certain conditions, b-functions of reducible
prehomogeneous vector spaces have decompositions correlated to the decomposition of
representations. Moreover, in the latter half, we describe a graphical algorithm to calculate
the b-functions of several variables.
Now what are relative invariants of prehomogeneous vector spaces associated with
quivers of type A? Let Q be a quiver of type Ar. In Introduction, for simplicity, we
assume that Q is of the following form:
Q :
1
· −→
2
· −→
3
· −→ · · · −→
r
·
1
Fix a dimension vector n = (n1, . . . , nr) ∈ Z
r
>0 and put
GL(n) = GL(n1)×GL(n2)× · · · ×GL(nr),
Rep(Q,n) =M(n2, n1)⊕M(n3, n2)⊕ · · · ⊕M(nr, nr−1).
The action of GL(n) on Rep(Q,n) is given as follows: for g = (g1, . . . , gr) ∈ GL(n) and
v = (X2,1,X3,2, . . . ,Xr,r−1) ∈ Rep(Q,n),
g · v =
(
g2X2,1g
−1
1 , g3X3,2g
−1
2 , . . . , grXr,r−1g
−1
r−1
)
.
Then (GL(n),Rep(Q,n)) is a prehomogeneous vector space, i.e., there exists an open dense
GL(n)-orbit in Rep(Q,n). Now we define the set In(Q) by
(0.2) In(Q) = {(p, q) ; 1 ≤ p < q ≤ r, np = nq and nt > np for any t = p+1, . . . , q−1}.
Then, for (p, q) ∈ In(Q),
f(p,q)(v) = det (Xq,q−1Xq−1,q−2 · · ·Xp+1,p)
is a non-zero relative invariant of (GL(n),Rep(Q,n)), and f(p,q)(v) ((p, q) ∈ In(Q)) are
the fundamental relative invariants. These polynomials are known as “determinantal semi-
invariants” (Schofield [19]). By the general theory of prehomogeneous vector spaces, there
exists a polynomial b(p,q)(s) ∈ C[s] satisfying
f(p,q)
(
∂
∂v
)
f(p,q)(v)
s+1 = b(p,q)(s) · f(p,q)(v)
s.
Our first result is the calculation of b(p,q)(s).
Theorem 0.1 (Theorem 3.4, equioriented case).
b(p,q)(s) =
q∏
t=p+1
np∏
λ=1
(s+ nt − np + λ).
In Theorem 3.4, the b-functions b(p,q)(s) for quivers Q of type A with arbitrary orien-
tation are determined. This result is a simple application of the decomposition formula
found by F. Sato and the author [17].
Our second result is on the b-functions of several variables. See Lemma 1.5 for the
definition of b-functions of several variables. In general, two different relative invariants
may have common variables, and this causes a serious combinatorial difficulty. As is easily
guessed from (0.2), even in the equioriented case, it is unbelievably tedious to enumerate
all the patterns of occurrence of relative invariants which have common variables. In-
stead of doing this, the author proposes an algorithm to use diagrams, which are recently
called “lace diagrams” (Buch-Rima´ny [4], Knutson-Miller-Shimozono [7]). To apply our
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algorithm, we draw some diagram for each irreducible relative invariant, and then simply
superpose them. From the resultant diagram, the b-function of several variables can be
easily calculated. See Figures 5, 6, 7, and 8 in Section 5
We remark that in [8, 20], the b-functions of linear free divisors related to prehomo-
geneous vector spaces have been studied, and among them are the b-functions arising
from some quiver representations. There are extensive studies on geometric structures of
(GL(n),Rep(Q,n)), and of further interest is to clarify the relation between those studies
and our results on b-functions.
The plan of the present paper is as follows. In Section 1, we recall some basic definitions
and results, and in Section 2, we recall the results on the explicit construction of relative
invariants. In Section 3, we calculate the b-functions of one variable (Theorem 3.4), and in
Section 4, our lace diagrams are defined. Our algorithm to calculate b-functions of several
variables with diagrams is explained in Section 5, and the following sections (Sections 6
and 7) are devoted to its proof.
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Notation. As usual, Z, Q, R, and C stand for the ring of rational integers, the field of
rational numbers, the field of real numbers, and the field of complex numbers, respectively.
For positive integers m,n, we denote by M(m,n) the totality of m× n complex matrices,
and by 0m,n the m × n zero matrix. However, we write simply M(m) and 0m instead of
M(m,m) and 0m,m, respectively. Further, we denote by Em the identity matrix of size m.
1 Preliminaries
A quiver is an oriented graph Q = (Q0, Q1) consisting of a set Q0 of vertices and a set Q1
of arrows. Each arrow a ∈ Q1 has a tail t(a) ∈ Q0 and a head h(a) ∈ Q0. Throughout
the present paper, except in Section 7, we consider quivers of type A. Let Q be a quiver
of type Ar, i.e., a chain of r-vertices and arrows between them:
Q :
1
· ←−
2
· ←−
3
· −→ · · · ←−
r
·
We identify the vertex and arrow sets with integral intervals, as
Q0 = {1, . . . , r}, Q1 = {1, 2, . . . , r − 1}
3
such that {t(a), h(a)} = {a, a+ 1} for each a ∈ Q1. We also set δ(a) = h(a)− t(a), which
is equal to −1 for a leftward arrow and +1 for a rightward arrow.
Fix a dimension vector n = (n1, . . . , nr) ∈ Z
r
>0 and let Li be a vector space of dimension
ni. The set of quiver representations with dimension vector n forms the affine space
Rep(Q,n) = Hom(Lt(1), Lh(1))⊕Hom(Lt(2), Lh(2))⊕ · · · ⊕Hom(Lt(r−1), Lh(r−1)),
on which the group GL(n) = GL(L1) × · · · ×GL(Lr) has a natural action. We choose a
basis of Li and identify
GL(Li) ∼= GL(ni) (i = 1, . . . , r),
Hom(Lt(a), Lh(a)) ∼=M(nh(a), nt(a)) (a = 1, . . . , r − 1).
Then, for g = (gi)1≤i≤r ∈ GL(n) and v = (Xh(a),t(a))1≤a≤r−1 ∈ Rep(Q,n), the action is
given explicitly by
g · v =
(
gh(a)Xh(a),t(a) g
−1
t(a)
)
1≤a≤r−1
.
Example 1.1. Let us consider an equioriented quiver of type A5.
Q :
1
· −→
2
· −→
3
· −→
4
· −→
5
·
For n = (n1, . . . , n5) ∈ Z
5
>0, GL(n) and Rep(Q,n) are given by
GL(n) = GL(n1)×GL(n2)×GL(n3)×GL(n4)×GL(n5),
Rep(Q,n) =M(n2, n1)⊕M(n3, n2)⊕M(n4, n3)⊕M(n5, n4),
and for g = (g1, . . . , g5) ∈ GL(n) and v = (X2,1, X3,2, X4,3, X5,4) ∈ Rep(Q,n), we have
g · v = (g2X2,1g
−1
1 , g3X3,2g
−1
2 , g4X4,3g
−1
3 , g5X5,4g
−1
4 ).
Remark 1.2. When Q is equioriented, (GL(n),Rep(Q,n)) can be regarded as a prehomo-
geneous vector space of parabolic type arising from a special linear Lie algebra sl(N) with
N = n1 + · · · + nr (Rubenthaler [16], Mortajine [14]).
Example 1.3. Let us consider an alternating quiver of type A5.
Q :
1
· −→
2
· ←−
3
· −→
4
· ←−
5
·
For n = (n1, . . . , n5) ∈ Z
5
>0, GL(n) and Rep(Q,n) are given by
GL(n) = GL(n1)×GL(n2)×GL(n3)×GL(n4)×GL(n5),
Rep(Q,n) =M(n2, n1)⊕M(n2, n3)⊕M(n4, n3)⊕M(n4, n5),
and for g = (g1, . . . , g5) ∈ GL(n) and v = (X2,1, X2,3, X4,3, X4,5) ∈ Rep(Q,n), we have
g · v = (g2X2,1g
−1
1 , g2X2,3g
−1
3 , g4X4,3g
−1
3 , g4X4,5g
−1
5 ).
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Two elements v, v′ ∈ Rep(Q,n) belong to the same GL(n)-orbit if and only if v and
v′ are isomorphic as representations of the quiver Q, and the isomorphism classes of
representations of Q can be classified by the indecomposable decompositions. (For basic
terminology on quiver representations, we refer to [3, 6].) It is well known that for the
Dynkin quivers, the isomorphism classes of the indecomposable representations correspond
to the positive roots of the corresponding root systems. For the quiver of type Ar, there
is an indecomposable representation Iij for each pair of integers (i, j) with 1 ≤ i ≤ j ≤ r.
The dimension vector of Iij assigns the dimension 1 to all vertices k ∈ Q0 if i ≤ k ≤ j, and
the dimension 0 otherwise. For each arrow a ∈ Q1 with i ≤ a < j, the map I
(a)
ij : C → C
is the identity. Then, as a representation of the quiver Q, any v ∈ Rep(Q,n) can be
decomposed into the direct sum of indecomposable representations as
(1.1) v ∼=
⊕
1≤i≤j≤r
mijIij,
and the multiplicities mij are uniquely determined. Hence Rep(Q,n) decomposes into
a finite number of GL(n)-orbits. In particular, (GL(n),Rep(Q,n)) is a prehomogeneous
vector space.
Now we give a brief review on basic properties of prehomogeneous vector spaces. We
refer to [9], [12, Chapter 2], [11] for the details.
Let G be a connected algebraic group and ρ : G→ GL(V ) a rational representation of
G on a finite dimensional vector space V . The triplet (G, ρ, V ) is called a prehomogeneous
vector space if V has an open dense G-orbit, say O0 = ρ(G)v0. Let f be a non-zero rational
function on V and χ ∈ Hom(G,C×). Then we call f a relative invariant with character χ
if f(ρ(g)v) = χ(g)f(v) for all g ∈ G and v ∈ O0. If f1 and f2 are relative invariants which
correspond to the same character, then f2 is a constant multiple of f1.
We denote by S1, . . . , Sl the irreducible components of V \O0 with codimension one,
and let fi (1 ≤ i ≤ l) be an irreducible polynomial defining Si. Then f1, . . . , fl are
algebraically independent relative invariants. Furthermore, every relative invariant f is of
the form f = cfm11 · · · f
ml
l (c ∈ C
×,mi ∈ Z). We call f1, . . . , fl the fundamental relative
invariants.
A prehomogeneous vector space (G, ρ, V ) is called reductive if G is a reductive algebraic
group. Now we assume that (G, ρ, V ) is a reductive prehomogeneous vector space which
has a relatively invariant polynomial f with character χ. Let d = deg f , n = dimV .
We denote by V ∗ be the dual space of V , and by ρ∗ : G → GL(V ∗) the contragredient
representation of ρ. Then the dual triplet (G, ρ∗, V ∗) is a prehomogeneous vector space
and has a relatively invariant polynomial f∗ of degree d with character χ−1.
Fix a basis {e1, . . . , en} of V and let v = (v1, . . . , vn) be the coordinate system of V
with respect to this basis. We identify V with Cn. Let {e∗1, . . . , e
∗
n} be the dual basis of
{e1, . . . , en} and v
∗ = (v∗1 , . . . , v
∗
n) be the coordinate system of V
∗ with respect to the dual
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basis. We also identify V ∗ with Cn.
Lemma 1.4. There exists a polynomial bf (s) = b0s
d+ b1s
d−1+ · · ·+ bd ∈ C[s] with b0 6= 0
such that
f∗(gradv)f(v)
s+1 = bf (s)f(v)
s,
where gradv is given by
gradv =
(
∂
∂v1
, · · · ,
∂
∂vn
)
.
We call bf (s) the b-function of f . By Kashiwara [11, Theorem 6.9], every root of the
b-function bf (s) is a negative rational number .
Finally, we recall the definition of b-functions of several variables (cf. M. Sato [18,
Proposition 14]). Let (G, ρ, V ) be a reductive prehomogeneous vector space and f1, . . . , fl
the fundamental relative invariants. Let f∗1 , . . . , f
∗
l the fundamental relative invariants of
the dual prehomogeneous vector space (G, ρ∗, V ∗) such that the characters of fi and f
∗
i
are the inverse of each other. We put f = (f1, . . . , fl) and f
∗ = (f∗1 , . . . , f
∗
l ). For a multi-
variable s = (s1, . . . , sl), we define their powers by f
s =
∏l
i=1 f
si
i and f
∗s =
∏l
i=1 f
∗si
i .
Lemma 1.5. For any l-tuple m = (m1, . . . ,ml) ∈ Z
l
≥0, there exists a non-zero polynomial
bm(s) of s1, . . . , sl satisfying
f∗m(gradv)f
s+m(v) = bm(s) f
s(v).
Here bm(s) is is independent of v.
We call bm(s) the b-function of f = (f1, . . . , fl). We easily see that bfm(s) = bm(ms),
and thus bfi(s) (i = 1, . . . , l) is a specialization of bm(s).
2 Relative invariants
In this section, we describe a condition for (GL(n),Rep(Q,n)) with Q being of type A to
have relative invariants and give their explicit construction. For the details, see Abeasis [1],
Koike [13]. Note that Schofield [19] constructed relative invariants for general quivers Q.
(see Section 7.)
Let Q be a quiver of type Ar with arbitrary orientation. The orientation of Q is
determined by the sequence
{1 = ν(0) < ν(1) < ν(2) < · · · < ν(h) < ν(h+ 1) = r}
which consists of the sinks and sources of Q. Note that if Q∗ is the quiver obtained from Q
by reversing all the arrows, then (GL(n),Rep(Q∗, n)) is the dual prehomogeneous vector
space (GL(n),Rep(Q,n)∗).
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Now we fix a dimension vector n = (n1, . . . , nr) and consider the fundamental relative
invariants of (GL(n),Rep(Q,n)). First, for a given pair (p, q) with 1 ≤ p < q ≤ r, we
define indices α = α(p, q) and β = β(p, q) by the conditions
ν(α− 1) ≤ p < ν(α), ν(β) < q ≤ ν(β + 1).
When p, q are clear from the context, we just write α, β instead of α(p, q), β(p, q). Then
In(Q) is defined to be the totality of pairs (p, q) with 1 ≤ p < q ≤ r which satisfy the
following conditions (I1)∼(I4):
(I1) For t with p < t ≤ ν(α), we have nt > np,
(I2) For κ = 0, 1, . . . , β − α− 1 and t with ν(α+ κ) < t ≤ ν(α+ κ+ 1), we have
nt > nν(α+κ) − nν(α+κ−1) + · · ·+ (−1)
κnν(α) + (−1)
κ+1np,
(I3) For t with ν(β) < t < q, we have
nt > nν(β) − nν(β−1) + · · ·+ (−1)
β−αnν(α) + (−1)
β−α+1np,
(I4) nq = nν(β) − nν(β−1) + · · ·+ (−1)
β−αnν(α) + (−1)
β−α+1np.
By Abeasis [1], we have the following lemma.
Lemma 2.1. There exists a one-to-one correspondence between In(Q) and the set of
GL(n)-orbits in Rep(Q,n) of codimension one. In particular, there exists a one-to-one cor-
respondence between In(Q) and the fundamental relative invariants of (GL(n),Rep(Q,n)).
The explicit construction of an irreducible relative invariant corresponding to (p, q) ∈
In(Q) is given as follows. When there exist no sink and source between two vertices
µ, ν (µ < ν) of Q, either the following (a) or (b) holds:
(a)
µ
· −→
µ+1
· −→ · · · −→
ν−1
· −→
ν
·
(b)
µ
· ←−
µ+1
· ←− · · · ←−
ν−1
· ←−
ν
·
In the case of (a), we put
Xν,µ = Xν,ν−1Xν−1,ν−2 · · ·Xµ+1,µ,
and in the case of (b), we put
Xµ,ν = Xµ,µ+1Xµ+1,µ+2 · · ·Xν−1,ν .
Now suppose that p is a source and q is a sink.
p
· −→ · · · −→
ν(α)
· ←−
ν(α)+1
· ←− · · · ←−
ν(α+1)
· −→ · · · ←−
ν(β)
· −→ · · · −→
q
·
7
In this case, for v ∈ Rep(Q,n), we define a matrix Y(p,q)(v) by
Y(p,q)(v) =

Xν(α),p Xν(α),ν(α+1) O · · · O O
O Xν(α+2),ν(α+1) Xν(α+2),ν(α+3)
. . .
...
...
...
...
...
. . .
...
...
O O O · · · Xν(β−1),ν(β−2) Xν(β−1),ν(β)
O O O · · · O Xq,ν(β)

,
and put f(p,q)(v) = detY(p,q)(v). Then it is easy to see that f(p,q)(v) is a relative invariant
of (GL(n),Rep(Q,n)).
Next we consider the case where both p and q are sources.
p
· −→ · · · −→
ν(α)
· ←−
ν(α)+1
· ←− · · · ←−
ν(α+1)
· −→ · · · −→
ν(β)
· ←− · · · ←−
q
·
Then we define a matrix Y(p,q)(v) by
Y(p,q)(v) =

Xν(α),p Xν(α),ν(α+1) O · · · O O
O Xν(α+2),ν(α+1) Xν(α+2),ν(α+3)
. . .
...
...
...
...
...
. . .
...
...
O O O · · · Xν(β−2),ν(β−1) O
O O O · · · Xν(β),ν(β−1) Xν(β),q

and put f(p,q)(v) = detY(p,q)(v). Then it is easy to see that f(p,q)(v) is a relative invariant
of (GL(n),Rep(Q,n)). One can easily find similar expressions of Y(p,q)(v) for the other
cases, i.e., where “p is a sink and q is a source” or “both p and q are sinks”.
Example 2.2. In Example 1.1, assume that n1 < n2 < n3 = n4, n5 = n1. Then we have
In(Q) = {(1, 5), (3, 4)}. The fundamental relative invariants are given explicitly by
f(3,4)(v) = detX4,3, f(1,5)(v) = detX5,1 = det(X5,4X4,3X3,2X2,1).
Example 2.3. In Example 1.3, assume that n1 + n3 = n2 + n4, n1 < n2 < n3, n5 = n1.
Then we have In(Q) = {(1, 4), (2, 5)}. The fundamental relative invariants are given
explicitly by
f(1,4)(v) = det
(
X2,1 X2,3
O X4,3
)
, f(2,5)(v) = det
(
X2,3 O
X4,3 X4,5
)
.
Example 2.4. Let Q be the following quiver of type A8:
Q :
1
· −→
2
· −→
3
· ←−
4
· −→
5
· −→
6
· ←−
7
· ←−
8
·
8
In this case, ν(0) = 1, ν(1) = 3, ν(2) = 4, ν(3) = 6, ν(4) = 8. If the dimension vector n
satisfies
nt > n1 (t = 2, 3), nt > n3 − n1 (t = 4), nt > n4 − n3 + n1 (t = 5, 6),
nt > n6 − n4 + n3 − n1 (t = 7), n8 = n6 − n4 + n3 − n1,
then (1, 8) ∈ In(Q) and the corresponding relative invariant is given by
f(1,8)(v) = det
(
X3,1 X3,4 O
O X6,4 X6,8
)
= det
(
X3,2X2,1 X3,4 O
O X6,5X5,4 X6,7X7,8
)
.
3 b-Functions of one variable
We identify the dual space Rep(Q,n)∗ of Rep(Q,n) with Rep(Q,n) itself via a non-
degenerate bilinear form
〈v,w〉 =
r−1∑
a=1
tr
(
tYh(a),t(a)Xh(a),t(a)
)
for v =
(
Xh(a),t(a)
)
a
and w =
(
Yh(a),t(a)
)
a
∈ Rep(Q,n). Then, by Lemma 1.4, there exists
a polynomial b(p,q)(s) ∈ C[s] satisfying
f(p,q) (gradv) f(p,q)(v)
s+1 = b(p,q)(s) · f(p,q)(v)
s.
By using the decomposition formula for b-functions proved in F. Sato and Sugiyama [17],
we determine b(p,q)(s).
Notation 3.1. As we have seen, in the case of quivers of type A, our relative invariants
f(p,q)(s) are uniquely determined if we specify the subquiver together with dimension
vector n. In the following, we use an informal notation
f(p,q)(v) = det
(
np
◦ −→
np+1
◦ −→ · · · ←−
nq
◦
)
to denote the relative invariant f(p,q)(v). Moreover, we use the following informal notation
to denote the b-function b(p,q)(s) of f(p,q)(s) :
b(p,q)(s) = b
(
np
◦ −→
np+1
◦ −→ · · · ←−
nq
◦
)
.
Example 3.2. Let us consider an equioriented quiver of type Ar as below:
Q :
1
· −→
2
· −→
3
· −→ · · · −→
r
·
Then, for n = (n1, . . . , nr) ∈ Z
r
>0, we have
GL(n) = GL(n1)×GL(n2)×GL(n3)× · · · ×GL(nr),
Rep(Q,n) =M(n2, n1)⊕M(n3, n2)⊕ · · · ⊕M(nr, nr−1),
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and the action is given by
g · v =
(
g2X2,1g
−1
1 , g3X3,2g
−1
2 , . . . , grXr,r−1g
−1
r−1
)
for g = (g1, g2, g3, . . . , gr) ∈ GL(n) and v = (X2,1,X3,2, . . . ,Xr,r−1) ∈ Rep(Q,n). Now we
assume that n1 = nr < n2, n3, . . . , nr−1. Then
f(v) = det(Xr,1) = det (Xr,r−1 · · ·X3,2X2,1)
is an irreducible relative invariant corresponding to the character χ(g) = det gr det g
−1
1 .
Note that this polynomial can be expressed as
f(v) = det
(
n1
◦ −→
n2
◦ −→
n3
◦ −→ · · · −→
nr
◦
)
if we employ Notation 3.1. We shall calculate the b-function bf (s) of f by using the result
of [17]. We put
G′ = GL(n3)× · · · ×GL(nr),
E =M(n3, n2)⊕ · · ·M(nr, nr−1),
F =M(n2, n1),
GL(m) = GL(n2), GL(n) = GL(n1)
and regard (GL(n),Rep(Q,n)) as a prehomogeneous vector space of the form [17, (2.2)].
Then we have l = 0, d = 1 in the notation of [17, Section 2] and thus we can apply [17,
Theorem 2.6] in order to obtain the decomposition
bf (s) = b1(s)b2(s).
Moreover, by [17, Theorem 3.3], we have
b2(s) =
n1∏
λ=1
(s + n2 − n1 + λ).
Note that m = n2, n = n1, d = 1 in the notation of [17, Theorem 3.3]. The last step is to
calculate b1(s). Let X
0
2,1 =
t(En1 |0n1,n2−n1) ∈ F and put this into f(v). Then we have
f(X02,1, X3,2, . . . ,Xr,r−1) = det
(
Xr,r−1 · · ·X
′
3,2
)
,
where X ′3,2 is a part of the following block decomposition:
X3,2 =
(
X ′3,2
∣∣X ′′3,2) ∈M(n3, n2), X ′3,2 ∈M(n3, n1), X ′′3,2 ∈M(n3, n2 − n1).
Note that f(X02,1, X3,2, . . . ,Xr,r−1) can be regarded as the relative invariant
det
(
n1
◦ −→
n3
◦ −→
n4
◦ −→ · · · −→
nr
◦
)
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of a prehomogeneous vector space arising from an equioriented quiver of type Ar−1. By
using Notation 3.1, we can summarize the above argument into a reduction formula
bf (s) = b
(
n1
◦ −→
n2
◦ −→
n3
◦ −→ · · · −→
nr
◦
)
= b
(
n1
◦ −→
n3
◦ −→
n4
◦ −→ · · · −→
nr
◦
)
×
n1∏
λ=1
(s+ n2 − n1 + λ).(3.1)
By repeating this cut-off operation, we get to the b-function of det
(
n1
◦ −→
nr
◦
)
, which is
nothing but the formula (0.1). We therefore obtain
bf (s) =
r∏
t=2
n1∏
λ=1
(s+ nt − n1 + λ).
The reduction formula (3.1) can be generalized as the following lemma.
Lemma 3.3.
b
(
np
◦ −→
np+1
◦ −→
np+2
◦ · · · · · ·
nq
◦
)
=
np∏
λ=1
(s+ np+1 − np + λ)× b
(
np
◦ −→
np+2
◦ · · · · · ·
nq
◦
)
(3.2)
=
np∏
λ=1
(s+ np+1 − np + λ)×
np∏
λ=1
(s+ np+2 − np + λ)× b
(
· · · · · ·
)
,
b
(
np
◦ −→
np+1
◦ ←−
np+2
◦ · · · · · ·
nq
◦
)
=
np∏
λ=1
(s+ np+1 − np + λ)× b
(
np+1−np
◦ ←−
np+2
◦ · · · · · ·
nq
◦
)
(3.3)
=
np∏
λ=1
(s+ np+1 − np + λ)×
np+1−np∏
λ=1
(s+ np+2 − np+1 + np + λ)× b
(
· · · · · ·
)
.
Proof. We first prove (3.3) in the case of δ(p + 2) = 1, in which case our quiver is of the
form
np
◦ −→
np+1
◦ ←−
np+2
◦ −→
np+3
◦ · · · · · ·
and we have ν(α) = np+1 and ν(α+1) = np+2. The relative invariant f(p,q)(v) is given by
f(p,q)(v) = detY(p,q)(v) with
Y(p,q)(v) =

Xp+1,p Xp+1,p+2 O
O Xν(α+2),p+2 · · ·
...
...
. . .
 ,
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and the corresponding character is χ(g) = det g−1p det gp+1 det g
−1
p+2 · · · . We put
G′ = GL(np+2)×GL(np+3)× · · · ×GL(nq),
E =M(np+1, np+2)⊕M(np+3, np+2)⊕ · · · , F =M(np+1, np),
GL(m) = GL(np+1), GL(n) = GL(np),
and regard (GL(n),Rep(Q,n)) as a triplet of the form [17, (2.2)]. Then we have l = d = 1
in the notation of [17, Section 2] and thus we can apply [17, Theorem 2.5] so that we have
the decomposition
b(p,q)(s) = b1(s)b2(s).
Moreover, by [17, Theorem 3.3], we have
b2(s) =
np∏
λ=1
(s+ np+1 − np + λ).
Note that m = np+1, n = np, d = 1 in the notation of [17, Theorem 3.3]. To calculate
b1(s), we let X
0
p+1,p =
t(Enp | 0np,np+1−np) ∈ F and put this into f(p,q)(v). Then we have
f(p,q)
(
X0p+1,p, Xp+1,p+2,Xp+3,p+2, . . .
)
= detY ′(p,q)(v),
where
Y ′(p,q)(v) =

X ′′p+1,p+2 O · · ·
Xν(α+2),p+2 · · · · · ·
...
...
. . .
 ,
and X ′′p+1,p+2 is a part of the following block decomposition:
Xp+1,p+2 =
(
X ′p+1,p+2
X ′′p+1,p+2
)
∈M(np+1, np+2),
X ′p+1,p+2 ∈M(np, np+2), X
′′
p+1,p+2 ∈M(np+1 − np, np+2).
The polynomial f(p,q)
(
X0p+1,p, Xp+1,p+2,Xp+3,p+2, . . .
)
can be regarded as the relative
invariant
det
(
np+1−np
◦ ←−
np+2
◦ −→
np+3
◦ · · · · · ·
)
and hence we obtain a reduction formula
b(p,q)(s) = b
(
np
◦ −→
np+1
◦ ←−
np+2
◦ −→
np+3
◦ · · · · · ·
)
= b
(
np+1−np
◦ ←−
np+2
◦ −→
np+3
◦ · · · · · ·
)
×
np∏
λ=1
(s+ np+1 − np + λ).
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By repeating this cut-off operation with [17, Theorem 2.5], we have
b
(
np+1−np
◦ ←−
np+2
◦ −→
np+3
◦ · · · · · ·
)
= b
(
np+2−np+1+np
◦ −→
np+3
◦ · · · · · ·
)
×
np+1−np∏
λ=1
(s+ np+2 − np+1 + np + λ).
Combining the above two formulas, we obtain
b(p,q)(s) = b
(
np
◦ −→
np+1
◦ ←−
np+2
◦ −→
np+3
◦ · · · · · ·
)
=
np∏
λ=1
(s+ np+1 − np + λ)×
np+1−np∏
λ=1
(s+ np+2 − np+1 + np + λ)(3.4)
× b
(
np+2−np+1+np
◦ −→
np+3
◦ · · · · · ·
)
.
On the other hand, when δ(p + 2) = −1, we carry out the cut-off operations as follows:
b
(
np
◦ −→
np+1
◦ ←−
np+2
◦ ←−
np+3
◦ · · · · · ·
)
=
np∏
λ=1
(s+ np+1 − np + λ)× b
(
np+1−np
◦ ←−
np+2
◦ ←−
np+3
◦ · · · · · ·
)
=
np∏
λ=1
(s+ np+1 − np + λ)×
np+1−np∏
λ=1
(s+ np+2 − np+1 + np + λ)(3.5)
× b
(
np+1−np
◦ ←−
np+3
◦ · · · · · ·
)
.
In the first equality, we use [17, Theorem 2.5] and in the second equality, we use [17,
Theorem 2.6]. The two formulas (3.4) and (3.5) can be summarized into one formula (3.3)
in an abbreviated form. We omit the proof of (3.2), since it is quite the same as above.
Now we give a general formula for the b-function b(p,q)(s). For κ = 0, 1, . . . , β − α, we
put
nν(α+κ) =
κ∑
τ=0
(−1)τnν(α+κ−τ) + (−1)
κ+1np
= nν(α+κ) − nν(α+κ−1) + · · ·+ (−1)
κnν(α) + (−1)
κ+1np.
Then, as an immediate consequence of (3.2) and (3.3), we obtain the following theorem.
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Theorem 3.4.
b(p,q)(s) =
ν(α)∏
t=p+1
np∏
λ=1
(s+ nt − np + λ)
×
β−α−1∏
κ=0
ν(α+κ+1)∏
t=ν(α+κ)+1
nν(α+κ)∏
λ=1
(s + nt − nν(α+κ) + λ)
×
q∏
t=ν(β)+1
nν(β)∏
λ=1
(s+ nt − nν(β) + λ).
Remark 3.5. Recently, Wachi [26] has studied the above theorem from the view point
of Capelli identities. In particular, he gave another proof of the above theorem for the
equioriented case by using his generalized Capelli identity ([26, Theorem 5.1]).
Example 3.6. For the relative invariants in Example 2.2, we have
b(3,4)(s) = (s+ 1)(s + 2) · · · (s+ n3),
b(1,5)(s) =
5∏
t=2
n1∏
λ=1
(s + nt − n1 + λ)
= (s+ 1) · · · (s+ n1)× (s+ n2 − n1 + 1) · · · (s+ n2)
× (s+ n3 − n1 + 1)
2 · · · (s+ n3)
2.
Example 3.7. For the relative invariants in Example 2.3, we have
b(1,4)(s) = (s+ 1) · · · (s + n3)× (s+ n2 − n1 + 1) · · · (s + n2),
b(2,5)(s) = (s+ 1) · · · (s + n4)× (s+ n3 − n2 + 1) · · · (s + n3).
Example 3.8. The b-function b(1,8)(s) of the relative invariant f(1,8)(v) in Example 2.4 is
given by
b(1,8)(s) =
3∏
t=2
(s+ nt − n1 + 1) · · · (s+ nt)
×
4∏
t=4
(s+ nt − n3 + n1 + 1) · · · (s+ nt)
×
6∏
t=5
(s+ nt − n4 + n3 − n1 + 1) · · · (s+ nt)
× (s+ 1) · · · (s+ n7).
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4 Rank parameters and lace diagrams
To describe a combinatorial method to compute the b-functions of several variables, we
need to introduce the notion of rank parameters and lace diagrams.
Assume that Q is a quiver of type Ar with arbitrary orientation. For any pair (i, j) of
integers with i < j, we denote by Q(i,j) the subquiver of Q starting at i and terminating
at j. Here Q(i,j) includes the vertices i and j, and thus i is either a source or a sink of
Q(i,j), and so is j. Let A =
(
Ah(a),t(a)
)
1≤a≤r−1
∈ Rep(Q,n) be a given representation of
Q with dimension vector n ; recall that Ah(a),t(a) is a linear map from Lt(a) to Lh(a). For
1 ≤ i < j ≤ r, we define a map
Y(i,j)(A) :
⊕
τ
Lτ −→
⊕
σ
Lσ
(
τ runs over all the sources of Q(i,j)
σ runs over all the sinks of Q(i,j)
)
to be the collection of linear maps ϕAκ defined by
(4.1) ϕAκ : Lµ(κ−1) ⊕ Lµ(κ+1) → Lµ(κ) ; (z, w) 7→ (Aµ(κ),µ(κ−1)z +Aµ(κ),µ(κ+1)w),
where µ(κ− 1), µ(κ + 1) are sources of Q(i,j) and µ(κ) is a sink of Q(i,j).
Example 4.1. Let us consider the following quiver of type A5:
1
· −→
2
· ←−
3
· −→
4
· −→
5
·
Then we have
Y(1,4)(A) : L1 ⊕ L3 → L2 ⊕ L4 ; (z1, z3) 7−→ (A2,1z1 +A2,3z3, A4,3z3)
Y(2,5)(A) : L3 → L2 ⊕ L5 ; z3 7−→ (A2,3z3, A5,4A4,3z3)
Y(1,5)(A) : L1 ⊕ L3 → L2 ⊕ L5 ; (z1, z3) 7−→ (A2,1z1 +A2,3z3, A5,4A4,3z3) .
For A ∈ Rep(Q,n), we define NAij by
NAij :=
rankY(i,j)(A) (i < j)dimLi = ni (i = j) .
We call NA := {N
A
ij }1≤i≤j≤r the rank parameter of A ∈ Rep(Q,n). As the following
lemma shows, the rank parameter is an invariant which characterizes the GL(n)-orbit.
Lemma 4.2. For A ∈ Rep(Q,n), we denote by OA the GL(n)-orbit through A. Then
for A,B ∈ Rep(Q,n), we have OA ⊂ OB if and only if N
A
ij ≤ N
B
ij for 1 ≤ i ≤ j ≤ r.
That is, the partial ordering on the rank parameters coincides with the closure ordering on
GL(n)-orbits. In particular, OA = OB if and only if N
A
ij = N
B
ij for 1 ≤ i ≤ j ≤ r.
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Proof. See Abeasis and Del Fra [2, Theorem 5.2].
Let us return to b-functions. Let (p, q) ∈ In(Q). Note that f(p,q)(A) = detY(p,q)(A)
and thus A ∈ Rep(Q,n) satisfies f(p,q)(A) 6= 0 if and only if Y(p,q)(A) is an isomorphism.
We denote by N (p,q) the rank parameter which is minimal (with respect to the above-
mentioned partial ordering) among the rank parameters NA such that Y(p,q)(A) is an
isomorphism. The orbit O(p,q) corresponding to N (p,q) is the closed GL(n)-orbit in {A ∈
Rep(Q,n) ; f(p,q)(A) 6= 0}, and thus it is unique (cf. Gyoja [9, Lemma 1.4]). We note that
Shmelkin [21] called A(p,q) ∈ O(p,q) a locally semi-simple representation of Q.
For N (p,q) = {N
(p,q)
ij }1≤i≤j≤r, we put
F (p,q) :=
{{
N
(p,q)
22 −N
(p,q)
12 + 1, . . . , N
(p,q)
22 (= n2)
}
;{
N
(p,q)
33 −N
(p,q)
23 + 1, . . . , N
(p,q)
33 (= n3)
}
; . . .(4.2)
. . . ;
{
N (p,q)rr −N
(p,q)
r−1,r + 1, . . . , N
(p,q)
rr (= nr)
}}
.
Note that F (p,q) is a set consisting of r−1 sets, and each set consists of consecutive natural
numbers. However, if N
(p,q)
k−1,k = 0, then we regard {N
(p,q)
kk −N
(p,q)
k−1,k + 1, . . . , N
(p,q)
kk (= nk)}
as the empty set ∅. Moreover, we define a “set” of linear forms s+ F (p,q) by
s+ F (p,q) :=
{{
s+N
(p,q)
22 −N
(p,q)
12 + 1, . . . , s+N
(p,q)
22 (= s+ n2)
}
;{
s+N
(p,q)
33 −N
(p,q)
23 + 1, . . . , s +N
(p,q)
33 (= s+ n3)
}
; . . .
. . . ;
{
s+N (p,q)rr −N
(p,q)
r−1,r + 1, . . . , s+N
(p,q)
rr (= s+ nr)
}}
.
Then we have the following lemma.
Lemma 4.3. Let (p, q) ∈ In(Q). If we multiply all the linear forms contained in s+F
(p,q)
together, then we obtain the b-function b(p,q)(s).
The rest of this section is devoted to the proof of the above lemma. To calculate
the rank parameters, we need to construct the lace diagrams corresponding to the locally
closed orbits; let us recall the definition of the lace diagrams (cf. [4],[7]).
Definition 4.4 (lace diagrams). Consider a GL(n)-orbit O in Rep(Q,n).
1. A lace diagram for the orbit O is a sequence of r-columns of dots, with ni dots in the
i-th column, together with line segments connecting dots of consecutive columns.
Each dot may be connected to at most one dot in the column to the left of it, and
to at most one dot in the column to the right of it.
2. Take an element A ∈ O and decompose A into the direct sum of indecomposable
representations as
A ∼=
⊕
1≤i≤j≤r
mijIij .
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Here Iij is the indecomposable representation corresponding to the interval [i, j] and
mij is the multiplicity. See (1.1).
3. Draw arrows between dots in such a way that there exist exactly mij line segments
starting at i and terminating at j. In other words, if we take a suitably chosen
basis of Li and identify them with the dots of the i-th column, then each linear
map Ah(a),t(a) : Lt(a) → Lh(a) is given according to the connections between dots.
Namely, if dot j of column t(a) is connected to dot k of column h(a), then At(a),h(a)
maps the j-th basis element of Lt(a) to the k-th basis element of Lh(a); and if dot j
of column t(a) is not connected to any dot in column h(a), then the corresponding
basis element of Lt(a) is mapped to zero.
4. Two consecutive columns connected with a rightward arrow (resp. leftward arrow)
are bottom-aligned (resp. top-aligned). This convention comes from [1, p. 467].
Example 4.5. Let n = (2, 5, 6, 6, 2) in Example 2.2 (see also Example 3.6). Then we have
b(3,4)(s) = (s+ 1)(s + 2)(s + 3)(s + 4)(s + 5)(s + 6),
b(1,5)(s) = (s+ 1)(s + 2)(s + 4)(s + 5)
3(s+ 6)2.
Now the lace diagrams corresponding to the locally closed orbits O(3,4) and O(1,5) are
given as Figure 1. Note that if any array in the diagram is erased, then the condition
O(3,4)
•
•
•
•
•
•
•
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
•
•
•
•
•
•
•
•
O(1,5)
•
•
✲
✲
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✲
✲
•
•
Figure 1: Lace diagrams corresponding to O(3,4) and O(1,5)
f(p,q)(A) 6= 0 is not satisfied, and conversely if some extra array is added, then the mini-
mality condition is not satisfied. Thus we see that the rank parameters N (3,4) and N (1,5)
are given by (4.3).
(4.3) N (3,4) : 2 0 0 0 0
5 0 0 0
6 6 0
6 0
2
N (1,5) : 2 2 2 2 2
5 2 2 2
6 2 2
6 2
2
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By (4.2), the rank parameters read F (3,4), s+ F (3,4) and F (1,5), s+ F (1,5) as
F (3,4) = {∅ ; ∅ ; {1, 2, 3, 4, 5, 6} ; ∅} ,
s+ F (3,4) = {∅ ; ∅ ; {s+ 1, s + 2, s+ 3, s + 4, s+ 5, s + 6} ; ∅} ,
F (1,5) = {{4, 5} ; {5, 6} ; {5, 6} ; {1, 2}} ,
s+ F (1,5) = {{s+ 4, s + 5} ; {s+ 5, s + 6} ; {s + 5, s + 6} ; {s+ 1, s + 2}} .
Note that if we multiply all the linear forms contained in s+F (3,4) (resp. s+F (1,5)), then
we obtain the b-function b(3,4)(s) (resp. b(1,5)(s)).
Example 4.6. Let n = (2, 5, 7, 4, 2) in Example 2.3 (see also Example 3.7). Then we have
b(1,4)(s) = (s + 1)(s + 2)(s + 3)(s + 4)
2(s + 5)2(s+ 6)(s + 7),
b(2,5)(s) = (s + 1)(s + 2)(s + 3)
2(s+ 4)2(s+ 5)(s + 6)(s + 7).
The lace diagrams corresponding to O(1,4) and O(2,5) are given as in Figure 2. Here the
O(1,4)
•
•
✲
✲
•
•
•
•
•
✛
✛
✛
•
•
•
•
•
•
•
✲
✲
✲
✲
•
•
•
•
•
•
O(2,5)
•
•
•
•
•
•
•
✛
✛
✛
✛
✛
•
•
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✛
✛
Figure 2: Lace diagrams corresponding to O(1,4) and O(2,5)
reader is refereed to the condition 4 of Definition 4.4. Now we see that the rank parameters
N (1,4) and N (2,5) are given by (4.4).
(4.4) N (1,4) : 2 2 5 9 9
5 3 7 7
7 4 4
4 0
2
N (2,5) : 2 0 5 7 9
5 5 7 9
7 2 4
4 2
2
Hence we observe that F (1,4), s+ F (1,4) and F (2,5), s+ F (2,5) are
F (1,4) = {{4, 5} ; {5, 6, 7} ; {1, 2, 3, 4} ; ∅} ,
s+ F (1,4) = {{s+ 4, s + 5} ; {s + 5, s+ 6, s + 7} ; {s+ 1, s+ 2, s + 3, s + 4} ; ∅} ,
F (2,5) = {∅ ; {3, 4, 5, 6, 7} ; {3, 4} ; {1, 2}} ,
s+ F (2,5) = {∅ ; {s+ 3, s + 4, s + 5, s+ 6, s + 7} ; {s+ 3, s+ 4} ; {s+ 1, s + 2}} ,
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p p+ 1 p+ 2
•
...
...
•
...
...
•
...
...
• •
•
...
...
•
•
...
...
✲
✲
✲
✲
s+ np+1
s+ np+1 − np + 1
s+ np+2
s+ np+2 − np + 1
Figure 3: Reduction formula (3.2) and the exact lace diagram
and that if we multiply all the linear forms contained in s+F (1,4) (resp. s+F (2,5)), then
we obtain the b-function b(1,4)(s) (resp. b(2,5)(s)).
Now we accurately describe how to construct the lace diagrams such as Figures 1 and 2.
Definition 4.7 (exact lace diagrams). Let (p, q) ∈ In(Q) and O
(p,q) the closed orbit in
{A ∈ Rep(Q,n) ; f(p,q)(A) 6= 0}. Then we construct the lace diagram corresponding to
O(p,q) according to the following convention.
1. For ν = p, . . . , q, let e
(ν)
1 , . . . , e
(ν)
nν be a basis of Lν and we identify these vectors with
the dots in column ν in the lace diagram.
2. First we consider the case of δ(p) = 1, i.e., we assume that the arrow p ∈ Q1 is
rightward. Then, from each e
(p)
j for j = 1, . . . , np, we draw a horizontal arrow to a
dot in column (p + 1). Choose a suitable order of the basis of Lp+1 so that these
arrows give a one-to-one correspondence between e
(p)
1 , . . . , e
(p)
np and e
(p+1)
1 , . . . , e
(p+1)
np .
Stop here if p+ 1 = q.
3. If p + 1 < q and δ(p + 1) = 1, then we draw a horizontal arrow from each e
(p+1)
j
for j = 1, . . . , np to a dot in column (p + 2). If p + 1 < q and δ(p + 1) = −1, then
we draw a horizontal arrow to each e
(p+1)
j for j = np + 1, . . . , np+1 from some dot in
column (p+ 2). Continue to draw arrows until we reach the column q.
4. In the case of δ(p) = −1, we reverse the orientations in the above 2., 3.
We remark that in general, two different lace diagrams may correspond to the same orbit.
However, under the above convention, the locally closed orbit O(p,q) uniquely determines
the lace diagram. We call it the exact lace diagram corresponding to O(p,q).
Proof of Lemma 4.3. We compare the construction of the exact lace diagrams with the
reduction formulas (3.2) and (3.3). Then we see that there exists a one-to-one correspon-
dence between the arrows in the exact lace diagrams and the factors of b-functions. See
Figures 3 and 4. Thus the lemma is proved.
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p p+ 1 p+ 2
•
...
...
•
...
...
...
• •
•
...
...
•
•
•
...
...
•
✲
✲
✛
✛
s+ np+1
s+ np+1 − np + 1
s+ np+2 − np+1 + np + 1
s+ np+2
Figure 4: Reduction formula (3.3) and the exact lace diagram
5 b-Functions of several variables
In this section, we describe an algorithm to calculate the multi-variate b-function bm(s) of
(GL(n),Rep(Q,n)), and give some examples. We take an arbitrary numbering on In(Q)
and let
In(Q) = {(p1, q1), (p2, q2), . . . , (pl, ql)} .
In the following, we write as f(p1,q1) = f1, N
(p2,q2) = N (2), F (p3,q3) = F (3), . . . .
1◦. First, for given linear forms si1 +α, si2 +α, · · · , sit +α with the same constant term,
we define the superposition operation as follows:
(5.1) si1 + α, si2 + α, · · · , sit + α 7−→ si1 + si2 + · · · + sit + α
Carry out this operation on the (k − 1)-th components{
s1 +N
(1)
k,k−1 −N
(1)
kk + 1, . . . , s1 +N
(1)
kk (= s1 + nk)
}
,{
s2 +N
(2)
k,k−1 −N
(2)
kk + 1, . . . , s2 +N
(2)
kk (= s2 + nk)
}
,
. . . . . . . . . . . . . . . . . .{
sl +N
(l)
k,k−1 −N
(l)
kk + 1, . . . , sl +N
(l)
kk (= sl + nk)
}
of s1 + F
(1), s2 + F
(2), . . . , sl +F
(l). Here we ignore the empty set ∅.
Example 5.1. From
{s1 + 3, s1 + 4, s1 + 5},
{s2 + 4, s2 + 5},
∅,
{s4 + 1, s4 + 2, s4 + 3, s4 + 4, s4 + 5},
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we obtain the following new linear forms
s4 + 1, s4 + 2, s1 + s4 + 3, s1 + s2 + s4 + 4, s1 + s2 + s4 + 5.
2◦. Carry out the operation 1◦ for all k = 2, . . . , r.
3◦. Substitute the linear forms obtained in 2◦ by the rule
si1 + si2 + · · ·+ sit + α 7−→ [si1 + si2 + · · ·+ sit + α]mi1+mi2+···+mit ,
and then multiply all of them together. Here the square parentheses symbol stands for
[A]m := A(A+ 1)(A+ 2) · · · (A+m− 1).
Theorem 5.2. The output of the operation 3◦ is the b-function bm(s) of f = (f1, . . . , fl).
The proof of the theorem will be given in the following sections. In the remainder
of this section, we calculate the b-functions bm(s) for the two examples discussed in the
previous sections.
Example 5.3. In Example 4.5, put f1 := f(3,4), f2 := f(1,5). For
s1 + F
(1) = s1 + F
(3,4) = {∅ ; ∅ ; {s1 + 1, s1 + 2, s1 + 3, s1 + 4, s1 + 5, s1 + 6} ; ∅} ,
s2 + F
(2) = s2 + F
(1,5)
= {{s2 + 4, s2 + 5} ; {s2 + 5, s2 + 6} ; {s2 + 5, s2 + 6} ; {s2 + 1, s2 + 2}} ,
we carry out the operation 1◦. Since the 1-st, 2-nd, 4-th components of F (3,4) are the
empty sets, we obtain {s2+4, s2+5} {s2+5, s2+6}, {s2+1, s2+2} from the 1-st, 2-nd,
4-th components, and at the 3-rd component, we superpose the linear forms as follows:
{s1 + 1, s1 + 2, s1 + 3, s1 + 4, s1 + 5, s1 + 6}
{s2 + 5, s2 + 6}
7−→
s1 + 1, s1 + 2, s1 + 3, s1 + 4,
s1 + s2 + 5, s1 + s2 + 6
.
All the linear forms are aligned as
s1 + 1, s1 + 2, s1 + 3, s1 + 4,
s2 + 1, s2 + 2, s2 + 4, (s2 + 5)
×2, s2 + 6,
s1 + s2 + 5, s1 + s2 + 6
and by multiplying these factors according to 3◦, we obtain the b-function bm(s). That is,
bm(s) = [s1 + 1]m1 [s1 + 2]m1 [s1 + 3]m1 [s1 + 4]m1
× [s2 + 1]m2 [s2 + 2]m2 [s2 + 4]m2 [s2 + 5]
2
m2
[s2 + 6]m2(5.2)
× [s1 + s2 + 5]m1+m2 [s1 + s2 + 6]m1+m2 .
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s1 + F
(3,4)
•
•
•
•
•
•
•
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
s1 + 1
s1 + 2
s1 + 3
s1 + 4
s1 + 5
s1 + 6
•
•
•
•
•
•
•
•
s2 + F
(1,5)
•
•
✲
✲
s2 + 4
s2 + 5
•
•
•
•
•
✲
✲
s2 + 5
s2 + 6
•
•
•
•
•
•
✲
✲
s2 + 5
s2 + 6
•
•
•
•
•
•
✲
✲
s2 + 1
s2 + 2
•
•
Figure 5: Lace diagrams corresponding to s1 + F
(3,4) and s2 + F
(1,5)
•
•
✲
✲
s2 + 4
s2 + 5
•
•
•
•
•
✲
✲
s2 + 5
s2 + 6
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
s1 + 1
s1 + 2
s1 + 3
s1 + 4
s1 + s2 + 5
s1 + s2 + 6
•
•
•
•
•
•
✲
✲
s2 + 1
s2 + 2
•
•
Figure 6: Superposition of the lace diagrams in Example 5.3
The aspect of the superposition can be visualized as follows: First, as in Figure 5, we
attach the linear forms in s1 +F
(3,4) (resp. s2 +F
(1,5)) to the arrows in the lace diagram
corresponding to O(3,4) (resp. O(1,5)). See Figure 3 for the way of attaching the factors.
Then we superpose these two diagrams. If two linear forms are attached to the same
arrow, those two linear forms are also superposed as in Figure 6.
Example 5.4. In Example 4.6, we put f1 := f(1,4), f2 := f(2,5). For
s1 + F
(1,4) = {{s1 + 4, s1 + 5} ; {s1 + 5, s1 + 6, s1 + 7} ; {s1 + 1, s1 + 2, s1 + 3, s1 + 4} ; ∅} ,
s2 + F
(2,5) = {∅ ; {s2 + 3, s2 + 4, s2 + 5, s2 + 6, s2 + 7} ; {s2 + 3, s2 + 4} ; {s2 + 1, s2 + 2}} ,
we perform the operations 1◦, 2◦, 3◦, and obtain
bm(s) = [s1 + 1]m1 [s1 + 2]m1 [s1 + 4]m1 [s1 + 5]m1
× [s2 + 1]m2 [s2 + 2]m2 [s2 + 3]m2 [s2 + 4]m2(5.3)
× [s1 + s2 + 3]m1+m2 [s1 + s2 + 4]m1+m2 [s1 + s2 + 5]m1+m2
× [s1 + s2 + 6]m1+m2 [s1 + s2 + 7]m1+m2 .
Also in this case, the aspect of the superposition can be interpreted visually. First, as in
Figure 7, we attach the linear forms in s1 + F
(1,4) (resp. s2 +F
(2,5)) to the arrows in the
lace diagram corresponding to O(1,4) (resp. O(2,5)). Here the linear forms in each column
are attached upside down according as the arrow is leftward or rightward. See Figure 4
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s1 + F
(1,4)
•
•
✲
✲
s1 + 5
s1 + 4
•
•
•
•
•
✛
✛
✛
s1 + 5
s1 + 6
s1 + 7
•
•
•
•
•
•
•
✲
✲
✲
✲
s1 + 4
s1 + 3
s1 + 2
s1 + 1
•
•
•
•
•
•
s2 + F
(2,5)
•
•
•
•
•
•
•
✛
✛
✛
✛
✛
s2 + 3
s2 + 4
s2 + 5
s2 + 6
s2 + 7
•
•
•
•
•
•
•
✲
✲
s2 + 4
s2 + 3
•
•
•
•
s2 + 1
s2 + 2
•
•
✛
✛
Figure 7: Lace diagrams corresponding to s1 + F
(1,4) and s2 + F
(2,5)
for the way of attaching the factors. As before, we superpose two diagrams and if two
linear forms are attached to the same arrow, those two linear forms are also superposed
as in Figure 8.
•
•
✲
✲
s1 + 5
s1 + 4
•
•
•
•
•
✛
✛
✛
✛
✛
s2 + 3
s2 + 4
s1 + s2 + 5
s1 + s2 + 6
s1 + s2 + 7
•
•
•
•
•
•
•
✲
✲
✲
✲
s1 + s2 + 4
s1 + s2 + 3
s1 + 2
s1 + 1
•
•
•
•
s2 + 1
s2 + 2
•
•
✛
✛
Figure 8: Superposition of the lace diagrams in Example 5.4
In the following sections, we investigate these two examples in more detail, while the
validity of the algorithm will be proved in general.
6 Calculation of the a-function
In this section, we discuss the method to calculate the a-functions. In general, if we have
the explicit form of the a-function of a prehomogeneous vector space, we can determine the
b-function of the space to a certain extent, by using the structure theorems on a-functions
and b-functions of several variables. We refer to M. Sato [18] for the details of the structure
theorems. A convenient summary of [18] is given in Ukai [25, §§1.3].
We begin by recalling a general definition of a-functions. We keep the notation of
Section 1. Let (G, ρ, V ) be a reductive prehomogeneous vector space, f a relative invariant,
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and Ω(f) = V \ f−1(0). Then we define the map grad log f : Ω(f)→ V ∗ by
(6.1) grad log f(v) =
n∑
i=1
1
f(v)
·
∂f
∂vi
(v) · e∗i =
(
1
f(v)
∂f
∂v1
(v), . . . ,
1
f(v)
∂f
∂vn
(v)
)
.
Let f1, . . . , fl be the fundamental relative invariants of (G, ρ, V ) and f
∗
1 , . . . , f
∗
l the fun-
damental relative invariants of (G, ρ∗, V ∗) such that the characters of fi and f
∗
i are the
inverse of each other. We define f , f∗, fs, f∗s in the same manner as in Section 1.
Lemma 6.1. For any l-tuple m = (m1, . . . ,ml) ∈ Z
l
≥0, there exists a non-zero homoge-
neous polynomial am(s) of s1, . . . , sl satisfying
fm(v)f∗m
(
grad log f s(v)
)
= am(s).
Here am(s) is independent of v.
We call am(s) the a-function of f . The calculation of am(s) can be reduced to that of
grad log fs(v), and we have
(6.2) grad log fs(v) =
l∑
i=1
si · grad log fi(v).
Moreover, since am(s) is independent of v, it is enough to calculate grad log fi(v0) (i =
1, . . . , l) for a suitable generic point v0.
Example 6.2. Before proceeding to the general case, we consider the case where Q is an
equioriented quiver of type Ar as below.
Q :
1
· −→
2
· −→
3
· −→ · · · −→
r
·
We keep the notation of Example 3.2. At first, we give explicitly a generic point v0 of
(GL(n),Rep(Q,n)). For m,n ∈ Z>0, let
E(m,n) =

(Em |Om,n−m) if m < n
Em if m = n
t (En |On,m−n) if m > n
.
Further, for h ∈ Z with 0 ≤ h ≤ min{m,n}, let
E(m,n;h) =

(
Eh Oh,n−h
Om−h,h Om−h,n−h
)
if h < min{m,n}
E(m,n) if h = min{m,n}
.
Then a direct computation shows that
A0 = (E(n2, n1), E(n3, n2), . . . , E(nr, nr−1)) ∈ Rep(Q,n)
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is a generic point of (GL(n),Rep(Q,n)). (see also Lemma 6.4 below.) Recall that we have
assumed that n1 = nr < n2, . . . , nr−1, and then
f(v) = det(Xr,1) = det(Xr,r−1 · · ·X3,2X2,1)
is a relative invariant of (GL(n),Rep(Q,n)). We will show that
(6.3) grad log f(A0) = (E(n2, n1), E(n3, n2;n1), . . . , E(nr−1, nr−2;n1), E(nr, nr−1)) .
In general, we have E(m,n) ·E(n, l) = E(m, l ; min{m,n, l}) and thus
(6.4) f(A0) = det (En1) = 1.
For 1 ≤ i ≤ nk and 1 ≤ j ≤ nk−1, we denote by x
(k,k−1)
ij the (i, j)-th component of Xk,k−1.
In view of the definition (6.1), it is enough to calculate
∂f
∂x
(k,k−1)
ij
(A0) (k = 2, . . . , r ; i = 1, . . . , nk, j = 1, . . . , nk−1).
For 1 ≤ s, t ≤ n1, we denote by yst the (s, t)-th component of Xr,1 = Xr,r−1 · · ·X2,1. Then
it follows from the chain rule that
(6.5)
∂f
∂x
(k,k−1)
ij
(A0) =
∑
1≤s,t≤n1
∂f
∂yst
(A0) ·
∂yst
∂x
(k,k−1)
ij
(A0).
For a square matrix R, we denote by ∆st(R) the (s, t)-cofactor of R. By definition of the
determinant, we have ∂f/∂yst = ∆st(Xr,1) and thus
∂f
∂yst
(A0) = ∆st(Xr,1)
∣∣
v=A0
= ∆st
(
Xr,1
∣∣
v=A0
)
= ∆st(En1) = δst
where δst is the Kronecker-delta symbol. On the other hand,
yst =
nk∑
α=1
nk−1∑
β=1
z(r,k)sα · x
(k,k−1)
αβ · z
(k−1,1)
βt ,
where z
(r,k)
sα is the (s, α)-component of Xr,k = Xr,r−1 · · ·Xk+1,k and z
(k−1,1)
βt is the (β, t)-
component of Xk−1,1 = Xk−1,k−2 · · ·X2,1. Thus we have
∂yst
∂x
(k,k−1)
ij
= z
(r,k)
si · z
(k−1,1)
jt
and hence
∂yst
∂x
(k,k−1)
ij
(A0) = z
(r,k)
si
∣∣
v=A0
· z
(k−1,1)
jt
∣∣
v=A0
.
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Since Xrk
∣∣
v=A0
= E(n1, nk) and Xk−1,1
∣∣
v=A0
= E(nk−1, n1), we see that
z
(r,k)
si
∣∣
v=A0
=
{
δsi (1 ≤ i ≤ n1)
0 (n1 + 1 ≤ i ≤ nk)
, z
(k−1,1)
jt
∣∣
v=A0
=
{
δjt (1 ≤ j ≤ n1)
0 (n1 + 1 ≤ i ≤ nk−1)
.
As a result, we have
∂f
∂x
(k,k−1)
ij
(A0) =
∑
1≤s,t≤n1
δst ·
∂yst
∂x
(k,k−1)
ij
(A0) =
n1∑
s=1
∂yss
∂x
(k,k−1)
ij
(A0)
=
n1∑
s=1
z
(r,k)
si
∣∣
v=A0
· z
(k−1,1)
js
∣∣
v=A0
=
{ ∑n1
s=1 δsi · δjs = δij (1 ≤ i, j ≤ n1)
0 (otherwise)
.
Together with (6.4), this proves (6.3).
In the case of arbitrary orientation, we use lace diagrams to give explicit descriptions
of generic points of (GL(n),Rep(Q,n)). For a given orientation Q and a given dimension
vector n, we consider the lace diagram obtained by simply drawing all possible horizon-
tal lines between dots of consecutive columns. We call it the complete lace diagram for
(GL(n),Rep(Q,n)).
Example 6.3. Let us consider (GL(n),Rep(Q,n)) discussed in Examples 4.5 and 4.6.
Then the complete lace diagrams are given as in Figure 9.
In the case of
Example 4.5
• ✲
• ✲
• ✲
• ✲
• ✲
• ✲
• ✲
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
•
•
•
•
•
•
✲
✲
•
•
In the case of
Example 4.6
•
•
✲
✲
•
•
•
•
•
✛
✛
✛
✛
✛
•
•
•
•
•
•
•
✲
✲
✲
✲
•
•
•
•
•
•
✛
✛
Figure 9: Complete lace diagrams
Then we have the following lemma.
Lemma 6.4 (Abeasis [1, Proposition 3.1]). The element A0 of Rep(Q,n) represented by
the complete lace diagram is a generic point of (GL(n),Rep(Q,n)).
The matrix representation of A0 depends on the choice of the basis of Rep(Q,n).
However, the lemma below says that without fixing the basis, it is possible to calculate
the value of grad log f(A0) from the complete lace diagram.
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Lemma 6.5. Let A0 be a generic point of (GL(n),Rep(Q,n)) given by the complete lace
diagram, and f(p,q)(v) the irreducible relative invariant given as in Section 2. Then the
value of grad log f(p,q)(A0) is given by the exact lace diagram corresponding to the locally
closed orbits O(p,q).
Remark 6.6. Do not interpret the lemma above as a result on the indecomposable decompo-
sitions of grad log f(p,q)(A0). If we give a matrix representation of A0, then it automatically
determines the matrix representation of grad log f(p,q)(A0). This enables us to translate
the addition in (6.2) as the superposition operation on lace diagrams. We also note that
the fact grad log f(p,q)(A0) ∈ O
(p,q) follows from a previously known result of Gyoja [9,
Theorem 1.18].
Proof of Lemma 6.5. Let
Y(p,q)(A0) :
⊕
τ
Lτ −→
⊕
σ
Lσ
(
τ runs over all the sources of Q(p,q)
σ runs over all the sinks of Q(p,q)
)
be the linear map defined in Section 4. Since f(p,q)(A0) = detY(p,q)(A0) 6= 0, Y(p,q)(A0) is
an isomorphism. Let N :=
∑
τ dimLτ =
∑
τ dimLτ . Now we choose basis {u1, . . . ,uN}
(resp. {u′1, . . . ,u
′
N}) of
⊕
τ Lτ (resp.
⊕
σ Lσ). Each ui (i = 1, . . . , N) (resp. u
′
i (i =
1, . . . , N)) can be identified with a dot at some source (resp. sink) of the lace diagram
associated with Q(p,q). By choosing a suitable order of the basis, we may assume that for
i = 1, . . . , N , there exists a path from ui to u
′
i in the complete lace diagram. Via this
basis, we identify
⊕
τ Lτ and
⊕
σ Lσ with C
N . Note that this identification depends on
(p, q). Our choice of the basis ensures that Y(p,q)(A0) is of the form
Y(p,q)(A0) = EN +
∑
(s,t)∈B
Est,
where EN is the identity matrix of size N , Est is the (s, t)-matrix unit of size N , and B
is an index set. Moreover, by looking at the shape of the complete lace diagram, we see
that B has the following property:
(6.6) any two element (s, t), (s′, t′) ∈ B satisfy s 6= t′ and t 6= s′.
Example 6.7. Let us explain the reason for (6.6) by examples. In Example 4.5, N = 6
for (p, q) = (3, 4) and N = 2 for (p, q) = (1, 5). If we choose the basis {u1, . . . ,uN} and
{u′1, . . . ,u
′
N} as Figure 10, then we have
Y(3,4)(A0) = E6, Y(1,5)(A0) = E2.
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For (p, q) = (3, 4)
• ✲
• ✲
• ✲
• ✲
• ✲
• ✲
• ✲
u6
u5
u4
u3
u2
u1
✲
✲
✲
✲
✲
✲
u
′
6
u
′
5
u
′
4
u
′
3
u
′
2
u
′
1
✲
✲
•
•
For (p, q) = (1, 5)
u2 ✲
u1 ✲
• ✲
• ✲
• ✲
• ✲
• ✲
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
•
•
•
•
•
•
✲
✲
u
′
2
u
′
1
Figure 10: Basis {ui} and {u
′
i} for the case of Example 4.5
In Example 4.6, N = 9 for (p, q) = (1, 4), (2, 5). If we choose the basis {u1, . . . ,uN}
and {u′1, . . . ,u
′
N} as Figure 11 , then we have
Y(1,4)(A0) = E9 + E16 + E27, Y(2,5)(A0) = E9 +E84 + E95.
For (p, q) = (1, 4)
u2
u1
✲
✲
u
′
2
u
′
1
u
′
5
u
′
4
u
′
3
✛
✛
✛
✛
✛
u9
u8
u7
u6
u5
u4
u3
✲
✲
✲
✲
u
′
9
u
′
8
u
′
7
u
′
6
•
•
✛
✛
For (p, q) = (2, 5)
•
•
✲
✲
u
′
5
u
′
4
u
′
3
u
′
2
u
′
1
✛
✛
✛
✛
✛
u7
u6
u5
u4
u3
u2
u1
✲
✲
✲
✲
u
′
7
u
′
6
u
′
9
u
′
8
u9
u8
✛
✛
Figure 11: Basis {ui} and {u
′
i} for the case of Example 4.6
The property (6.6) yields the following three formulas.
Y(p,q)(A0) =
∏
(s,t)∈B
(EN + Est) ,(6.7)
f(p,q)(A0) = 1,(6.8)
t
(
Y(p,q)(A0)
)−1
= EN −
∑
(t,s)∈B
Est.(6.9)
By using these formulas, we generalize the calculation in Example 6.2 to the case of
arbitrary orientation. For a ∈ Q1 = {1, . . . , r − 1}, let e
(h(a))
i (i = 1, . . . , nh(a)) be the
basis of Lh(a) and e
(t(a))
j (j = 1, . . . , nt(a)) the basis of Lt(a). We take the coordinate
system with respect to these basis and denote by x
(a)
ij the (i, j)-th component of Xh(a),t(a).
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Moreover, for 1 ≤ s, t ≤ N , we denote by yst the (s, t)-th component of Y(p,q)(v). Then
the formula (6.5) can be generalized as follows.
∂f(p,q)
∂x
(a)
ij
(A0) =
∑
1≤s,t≤N
∂f(p,q)
∂yst
(A0) ·
∂yst
∂x
(a)
ij
(A0).
For a matrix R, let ∆(R) be the cofactor matrix. Then (6.8) and (6.9) imply that(
∂f(p,q)
∂yst
(A0)
)
1≤s,t≤N
= t∆
(
Y(p,q)(A0)
)
= f(p,q)(A0) ·
t
(
Y(p,q)(A0)
)−1
= EN −
∑
(t,s)∈B
Est,
and thus we see that
∂f(p,q)
∂yst
(A0) =

1 s = t
−1 (t, s) ∈ B
0 otherwise
.
However, if (t, s) ∈ B, then yst = 0; the reader is referred to (6.6). Hence we may assume
that s = t, and it is enough to calculate
∂yss
∂x
(a)
ij
(A0). By generalizing the calculation of
∂yst
∂x
(k,k−1)
ij
(A0) in Example 6.2, we see that
∂yss
∂x
(a)
ij
(A0) =

1
 In the complete lace diagram,there exists an arrow e(t(a))j → e(h(a))i
on the path connecting us and u
′
s

0 (otherwise)
.
We therefore conclude that the diagram representing the value of grad log f(p,q)(A0) con-
sists only of the paths connecting us and u
′
s (s = 1, . . . , N). This diagram is nothing but
the exact lace diagram corresponding to O(p,q). This completes the proof of the lemma.
As we have mentioned in Remark 6.6, the summation
grad log f s(A0) =
l∑
i=1
si · grad log fi(A0)
can be transfered to the superposition of the lace diagrams, and this ensures the validity
of the “superposition method” for the a-functions.
Example 6.8. Let us consider the case of Example 4.5. By Lemma 6.5, grad log fs(A0) =
s1 grad log f1(A0)+s2 grad log f2(A0) is given as in Figure 12. If we fix a basis of Rep(Q,n),
then the arrows
s1−→,
s2−→,
s1+s2−→ correspond to s1Eij, s2Ei′,j′ , (s1 + s2)Ei′′,j′′ with some
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••
✲
✲
s2
s2
•
•
•
•
•
✲
✲
s2
s2
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
s1
s1
s1
s1
s1 + s2
s1 + s2
•
•
•
•
•
•
✲
✲
s2
s2
•
•
Figure 12: Diagram expressing the value of grad log f s(A0) for Example 4.5
matrix units Eij, Ei′,j′ , Ei′′,j′′ . Then, by the definition of f1 (recall that f1 is constructed
as f(3,4) in Example 2.2), we have
a(1,0)(s) = f1(A0)f1(grad log f
s(A0)) = 1 · s
4
1(s1 + s2)
2 = s41(s1 + s2)
2.
Similarly, we have
a(0,1)(s) = f2(A0)f2(grad log f
s(A0)) = 1 · s
6
2(s1 + s2)
2 = s62(s1 + s2)
2,
for f2 is constructed as f(1,5) in Example 2.2. Hence we have
am(s) = a(1,0)(s)
m1a(0,1)(s)
m2 = s4m11 s
6m2
2 (s1 + s2)
2(m1+m2).
In general, the a-functions determine the b-functions except the “constant terms”. In this
case, we have
bm(s) =
4∏
r=1
[s1 + α1,r]m1 ×
6∏
r=1
[s2 + α2,r]m2 ×
2∏
r=1
[s1 + s2 + α3,r]m1+m2(6.10)
with some αj,r ∈ Q>0. Here we have employed the structure theorem on b-functions (see
M. Sato [18, Theorem 2]) and Kashiwara’s theorem [11, Theorem 6.9]; see also Ukai [25,
Theorem 1.3.5].
Similarly, in the case of Example 4.6, we see that
am(s) = s
4m1
1 s
4m2
2 (s1 + s2)
5(m1+m2),
and
bm(s) =
4∏
r=1
[s1 + α1,r]m1 ×
4∏
r=1
[s2 + α2,r]m2 ×
5∏
r=1
[s1 + s2 + α3,r]m1+m2(6.11)
with some αj,r ∈ Q>0. In any case, the calculation of bm(s) is reduced to the determination
of αj,r.
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7 Proof of Theorem 5.2
The determination of αj,r can be carried out by localization of b-functions (cf. Ukai [25,
p. 57], [24]). We briefly recall the localization of b-functions, to the extent necessary for
the calculation in the present paper. (the idea of [25] can be applied to a more general
setting.) Let (G,V ) be a reductive prehomogeneous vector space and f ∈ C[V ] a relatively
invariant polynomial. Take an arbitrary point v1 ∈ V . Let O1 = G · v1 be the G-orbit
through v1, and Gv1 be the isotropy subgroup of G at v1. Then Gv1 acts on the tangent
space Tv1(O1) = g · v1. Now we assume that Gv1 is reductive. Then there exists a Gv1-
invariant subspace W of V such that V = Tv1(O1) ⊕ W . We call (Gv1 ,W ) the slice
representation at v1 (cf. Kac [10], Shmelkin [21]). It is easy to see that (G
◦
v1
,W ) is a
reductive prehomogeneous vector space, where G◦v1 is the connected component of Gv1 .
Moreover, the function fv1 on W defined by fv1(w) = f(v1 + w) (w ∈ W ) is a relatively
invariant polynomial of (G◦v1 ,W ). We denote by bf,O1(s) the b-function of fv1 ; in effect, if
v′1 ∈ O1, then the b-function of fv′1 coincides with that of fv1 . Then we have the following
lemma.
Lemma 7.1. bf,O1(s) divides bf (s), the b-function of f .
To apply Lemma 7.1 to our prehomogeneous vector spaces (GL(n),Rep(Q,n)), we
recall some facts from representation theory of quivers. A useful reference for this section
is a survey by Brion [3]. Now, for a moment, we assume that Q is an arbitrary quiver
which has no oriented cycles. For two dimension vectors n = (ni)i∈Q0 ,m = (mi)i∈Q0 , we
consider quiver representation spaces
Rep(Q,n) =
⊕
a∈Q1
Hom(Lt(a), Lh(a)), Rep(Q,m) =
⊕
a∈Q1
Hom(L′t(a), L
′
h(a)),
where Li (resp. L
′
i) is a vector space of dimension ni (resp.mi). Take A = (Ah(a),t(a))a∈Q1 ∈
Rep(Q,n) and B = (Bh(a),t(a))a∈Q1 ∈ Rep(Q,m). Then we define a map
(7.1) dA,B :
⊕
i∈Q0
Hom(Li, L
′
i) −→
⊕
a∈Q1
Hom(Lt(a), L
′
h(a))
by
dA,B(φ) =
(
φh(a)Ah(a),t(a) −Bh(a),t(a)φt(a)
)
a∈Q1
for φ = (φi)i∈Q0 ∈
⊕
i∈Q0
Hom(Li, L
′
i). It is known (see Ringel [15], or Brion [3, Corollary
1.4.2]) that HomQ(A,B) and ExtQ(A,B), which are defined through the Ringel resolution,
are equal to Ker dA,B and Coker dA,B, respectively. That is,
HomQ(A,B) = Ker dA,B, ExtQ(A,B) = Coker dA,B.
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Then we have an exact sequence
0 −→ HomQ(A,B) −→
⊕
i∈Q0
HomQ(Li, L
′
i)
dA,B
−→
⊕
a∈Q1
Hom(Lt(a), L
′
h(a))
−→ ExtQ(A,B) −→ 0.
Taking dimensions in the exact sequence above yields
dimHomQ(A,B) − dimExtQ(A,B) =
∑
i∈Q0
nimi −
∑
a∈Q1
nt(a)mh(a).
The Euler form of a quiver Q is the bilinear form 〈 , 〉Q on R
Q0 defined by
(7.2) 〈n,m〉Q =
∑
i∈Q0
nimi −
∑
a∈Q1
nt(a)mh(a)
for any n = (ni)i∈Q0 and m = (mi)i∈Q0 . When A (resp. B) is an element of Rep(Q,n)
(resp. Rep(Q,m)), we often write 〈A,B〉Q for 〈n,m〉Q. We thus obtain Ringel’s formula
(cf. [15])
(7.3) 〈A,B〉Q = dimHomQ(A,B)− dimExtQ(A,B),
which will be used later. Next let n = m and A = B. We identify
⊕
i∈Q0
Hom(Li, Li)
with the Lie algebra gl(n) =
⊕
i∈Q0
gl(ni) of GL(n). Then the map dA,A can be identified
with the differential map at the identity of the orbit map
GL(n) ∋ g 7−→ g · A ∈ Rep(Q,n).
By definition, HomQ(A,A) is isomorphic to the isotropy subalgebra gl(n)A of gl(n) at A,
and ExtQ(A,A) is isomorphic to the normal space in Rep(Q,n) to the orbit GL(n) ·A at
A. More precisely, we have
ExtQ(A,A) ∼= Rep(Q,n)/TA (GL(n) ·A) .
These notions in representation theory of quivers are linked to the slice representations
in the following way: Let O1 be the closed orbit in {A ∈ Rep(Q,n) ; f(A) 6= 0}, where
f is a relative invariant of (GL(n),Rep(Q,n)). Take an element A1 of O1; this is a
locally semi-simple representation of Q in the sense of Shmelkin [21]. Then, Matsushima’s
theorem implies that the isotropy subgroup GL(n)A1 is reductive, and thus there exists a
GL(n)A1-invariant subspace W1 satisfying
Rep(Q,n) = TA1(O1)⊕W1.
Let gl(n)A1 be the isotropy subalgebra of gl(n) at A1. The argument above implies that
gl(n)A1
∼= HomQ (A1, A1) ,
W1 ∼= ExtQ (A1, A1) .
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Shmelkin [21] showed that the structure of (GL(n)A1 ,W1) can be described by using the
local quiver. Let A1 =
⊕t
i=1m
(1)
i I
(1)
i be the indecomposable decomposition of A1, where
I
(1)
i is an indecomposable representation of Q and m
(1)
i is the multiplicity of I
(1)
i in A1.
By Shmelkin [21, Proposition 8], we have
(7.4) dimHomQ(I
(1)
i , I
(1)
j ) = δij ,
and by Ringel’s formula (7.3), we have
δij − 〈I
(1)
i , I
(1)
j 〉 = dimExtQ(I
(1)
i , I
(1)
j ) ≥ 0.
The local quiver Σ is a quiver with vertices a1, . . . , at corresponding to the summands
I
(1)
1 , . . . , I
(1)
t , and δij−〈I
(1)
i , I
(1)
j 〉 arrows from ai to aj. We set γ = (m
(1)
1 , . . . ,m
(1)
t ). Then
we have the following formula for the slice representation (GL(n)A1 ,W1).
Lemma 7.2 (Shmelkin [21, formula (9)]).
(GL(n)A1 ,W1)
∼= (GL(γ),Rep(Σ, γ))
∼=
 t∏
i=1
GL(m
(1)
i ),
⊕
1≤i,j≤t
ExtQ(I
(1)
i , I
(1)
j )⊗M(m
(1)
j ,m
(1)
i )
 .
Next we recall Schofield’s determinantal invariants, since we need to consider the re-
strictions of relative invariants to slice spaces. Take A ∈ Rep(Q,n) and B ∈ Rep(Q,m)
such that 〈A,B〉Q = 0. Then the matrix representing the map dA,B in (7.1) is a square
matrix, and
c(A,B) := det dA,B
is a relative invariant of (GL(n) × GL(m), Rep(Q,n) ⊕ Rep(Q,m)). It is easy to see
that c(A,B) 6= 0 if and only if HomQ(A,B) = 0, which is equivalent to ExtQ(A,B) = 0.
For a fixed B, the restriction of c to Rep(Q,n) ⊕ {B} gives a relative invariant cB of
(GL(n),Rep(Q,n)). Similarly, for a fixed A, the restriction of c to {A}⊕Rep(Q,m) gives
a relative invariant cA of (GL(m),Rep(Q,m)). Moreover, we define the right perpendicular
category A⊥ of A to be the full subcategory of representations B such that HomQ(A,B) =
0 = ExtQ(A,B). Similarly, we define the left perpendicular category
⊥A as the full
subcategory of representations C such that HomQ(C,A) = 0 = ExtQ(C,A). Then we
have the following lemma due to Schofield [19].
Lemma 7.3 ([19]). Let Q be a quiver with r vertices, without oriented cycles. Assume
that (GL(n),Rep(Q,n)) is a prehomogeneous vector space and take a generic point A0 =⊕p
i=1miIi. Here Ii is an indecomposable representation of Q and mi is the multiplicity
of Ii in A0. Then A
⊥
0 and
⊥A0 are equivalent to categories of representations of Q
⊥ and
⊥Q, respectively, where Q⊥ and ⊥Q are quivers with l := r − p vertices, without oriented
cycles.
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The above lemma implies that both A⊥0 and
⊥A0 contain exactly l = r − p simple
objects. Let T1, . . . , Tl be the simple objects in A
⊥
0 .
Lemma 7.4 ([19]). Keep the notation as above. Then cT1 , . . . , cTl are the fundamental
relative invariants of (GL(n),Rep(Q,n)).
Remark 7.5. Recall that in the case of quivers of type A, the fundamental relative invari-
ants are parametrized by the set In(Q) defined in Section 2. The enumeration of In(Q) is,
of course, equivalent to the calculation of the simple objects T1, . . . , Tl. In [22], Shmelkin
gives an algorithm for the calculation of those simple objects, and implemented the algo-
rithm on a computer program TETIVA [23]. By using TETIVA, one can also calculate
the indecomposable decomposition A0 =
⊕p
i=1miIi of a generic point of A0, and so on.
Lemma 7.6. Let Q be a quiver without oriented cycles, (GL(n),Rep(Q,n)) a triplet
arising from quiver representations which is not necessarily a prehomogeneous vector space,
and f a relatively invariant polynomial of (GL(n),Rep(Q,n)). Take an element A1 of
Rep(Q,n) such that GL(n)A1 is closed in {A ∈ Rep(Q,n) ; f(A) 6= 0} and put W1 =
ExtQ(A1, A1). Then the function fA1 on W1 defined by
fA1(w) := f(A1 + w) (w ∈W1)
is a constant function.
Proof. By Derksen-Weyman [5, Theorem 1], we have f = cB for some B ∈ Rep(Q,m).
Then, by Shmelkin [21, Theorem 11], A1 is a direct sum of simple objects in
⊥B. Since
the perpendicular categories are closed under direct sums and extensions, all the elements
in A1 +W1 = A1 + ExtQ(A1, A1) belongs to
⊥B. By the definition of cB and
⊥B, we
observe that cB does not vanish on A1 +W1, and this proves the lemma.
Now let us return to our case; we assume that Q is a quiver of type Ar. We keep the
notation in Sections 2–4. Let O(p,q) be the closed orbit in {A ∈ Rep(Q,n) ; f(p,q)(A) 6= 0},
and take an element A(p,q) of O(p,q). We denote by GL(n)A(p,q) the isotropy subgroup of
GL(n) at A(p,q), and by W (p,q) a GL(n)A(p,q)-invariant subspace of Rep(Q,n) satisfying
(7.5) Rep(Q,n) = TA(p,q)(O
(p,q))⊕W (p,q).
Let
A(p,q) ∼=
⊕
1≤i≤j≤r
m
(p,q)
ij Iij
be the indecomposable decomposition of A(p,q), and set
C(p,q) =
{
[i, j] ; 1 ≤ i ≤ j ≤ r, m
(p,q)
ij 6= 0
}
.
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Lemma 7.7. For [i, j], [k, l] ∈ C(p,q), we have
ExtQ(Iij , Ikl) ∼=

C if there exists a ∈ Q1 such that t(a) = j, h(a) = k
C if there exists a ∈ Q1 such that t(a) = i, h(a) = l
0 otherwise
.
Proof. By considering the shape of exact lace diagrams and the definition (7.2), we observe
that for [i, j], [k, l] ∈ C(p,q),
〈Iij, Ikl〉Q =

1 if [i, j] = [k, l]
−1 if there exists a ∈ Q1 such that t(a) = j, h(a) = k
−1 if there exists a ∈ Q1 such that t(a) = i, h(a) = l
0 otherwise
.
Combining this with (7.3) and (7.4), we obtain the lemma. We also note that the lemma
can be proved by using [4, Lemma 3].
By Lemmas 7.2 and 7.7, we obtain the following lemma.
Lemma 7.8. Let O(p,q) be the closed orbit in {A ∈ Rep(Q,n) ; f(p,q)(A) 6= 0}. Take
A(p,q) ∈ O(p,q) and let A(p,q) ∼= ⊕i,jm
(p,q)
ij Iij be the indecomposable decomposition of A
(p,q).
Then the isotropy subgroup GL(n)A(p,q) and the subspace W
(p,q) satisfying (7.5) are given
as follows:
GL(n)A(p,q)
∼=
∏
1≤i≤j≤r
GL(m
(p,q)
ij ),
W (p,q) ∼=
⊕
∃a∈Q1 s.t.
t(a)=j, h(a)=k
M(m
(p,q)
kl ,m
(p,q)
ij )⊕
⊕
∃a∈Q1 s.t.
t(a)=i, h(a)=l
M(m
(p,q)
kl ,m
(p,q)
ij ).
Example 7.9. Lemma 7.8 tells us that the structures of slice representations emerge from
the exact lace diagrams. First let us consider the locally closed orbit O(3,4) in Example 4.5.
Then, in view of Lemma 7.8, we draw pictures like Figure 13 and observe that
GL(n)A(3,4)
∼= GL(2) ×GL(5) ×GL(6) ×GL(2),
W (3,4) ∼=M(5, 2) ⊕M(6, 5) ⊕M(2, 6).
Here the lines (not arrows!) in the right picture denote the basis of W (3,4). The action of
GL(n)A(3,4) on W
(3,4) is inherited from that of (GL(n),Rep(Q,n)), and is given by
h · w =
(
h2w
(3,4)
1 h
−1
1 , h3w
(3,4)
2 h
−1
2 , h4w
(3,4)
3 h
−1
3
)
for h = (h1, h2, h3, h4) ∈ GL(n)A(3,4) and w = (w
(3,4)
1 , w
(3,4)
2 , w
(3,4)
3 ) ∈W
(3,4).
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GL(n)A(3,4)
•
•
✎
✍
☞
✌
GL(2)
•
•
•
•
•
✎
✍
☞
✌
GL(5)
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
✤
✣
✜
✢
GL(6)
•
•
•
•
•
•
•
•
✎
✍
☞
✌
GL(2)
W (3,4)
•
•
•
•
•
•
•
•
•
•
•
•
•
✲
✲
✲
✲
✲
✲
•
•
•
•
•
•
•
•
M(5, 2) M(6, 5) M(2, 6)
Figure 13: Slice representation associated with O(3,4) in Example 4.5
Second we consider the locally closed orbit O(1,5) in Example 4.5. Then, we draw
pictures like Figure 14 and observe that
GL(n)A(1,5)
∼= GL(2) ×GL(3) ×GL(4) ×GL(4),
W (1,5) ∼=M(4, 3) ⊕M(4, 4).
The action of GL(n)A(1,5) on W
(1,5) is given by
h · w =
(
h3w
(1,5)
1 h
−1
2 , h4w
(1,5)
2 h
−1
3
)
for h = (h1, h2, h3, h4) ∈ GL(n)A(1,5) and w = (w
(1,5)
1 , w
(1,5)
2 ) ∈W
(1,5).
GL(n)A(1,5)
✛
✚
✘
✙
☛
✡
✟
✠
☛
✡
✟
✠
☛
✡
✟
✠
GL(2)
GL(3)
GL(4) GL(4)
•
•
✲
✲
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✲
✲
•
•
W (1,5) M(4, 3) M(4, 4)
•
•
✲
✲
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✲
✲
•
•
•
•
•
•
✲
✲
•
•
Figure 14: Slice representation associated with O(1,5) in Example 4.5
Finally, we consider the locally closed orbit O(1,4) in Example 4.6. Then, we draw
pictures like Figure 15 and observe that
GL(n)A(1,4)
∼= GL(2) ×GL(3) ×GL(4) ×GL(2),
W (1,4) ∼=M(2, 4) ⊕M(4, 2).
The action of GL(n)A(1,4) on W
(1,4) is given by
h · w =
(
h1w
(1,4)
1 h
−1
3 , h3w
(1,4)
2 h
−1
4
)
for h = (h1, h2, h3, h4) ∈ GL(n)A(1,4) and w = (w
(1,4)
1 , w
(1,4)
2 ) ∈W
(1,4).
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GL(n)A(1,4)
GL(2)
GL(4)
GL(3)
GL(2)
✛
✚
✘
✙
✤
✣
✜
✢✤
✣
✜
✢
☛
✡
✟
✠•• ✲
✲
•
•
•
•
•
✛
✛
✛
•
•
•
•
•
•
•
✲
✲
✲
✲
•
•
•
•
•
•
W (1,4)
M(2, 4) M(4, 2)
•
•
✲
✲
•
•
•
•
•
✛
✛
✛
•
•
•
•
•
•
•
✲
✲
✲
✲
•
•
•
•
•
•
Figure 15: Slice representation associated with O(1,4) in Example 4.6
Now we complete the calculation of (5.2) and (5.3), which is a prototype of the proof
of Theorem 5.2.
Example 7.10 (proof of (5.2)). We keep the notation of Example 7.9. First we consider
the slice representation (GL(n)A(3,4) ,W
(3,4)). By Lemma 7.6, the restriction of f1 = f(3,4)
to W (3,4) is constant. On the other hand, by the construction of f2 = f(1,5), the restriction
f ′2 of f2 to W
(3,4) is given by
f ′2(w) = det
(
w
(3,4)
3 w
(3,4)
2 w
(3,4)
1
)
for w = (w
(3,4)
1 , w
(3,4)
2 , w
(3,4)
3 ) ∈W
(3,4). If we employ Notation 3.1, it follows that
f ′2(w) = det
(
2
◦ −→
5
◦ −→
6
◦ −→
2
◦
)
.
By Theorem 3.4, we have
b
(
2
◦ −→
5
◦ −→
6
◦ −→
2
◦
)
= (s+ 1)(s + 2)(s + 4)(s + 5)2(s+ 6).
Then we apply Lemma 7.1 to fm = fm11 f
m2
2 and O
(3,4). Since bfm(s) = bm(ms), we see
that bm(s) is divisible by
(7.6) [s2 + 1]m2 [s2 + 2]m2 [s2 + 4]m2 [s2 + 5]
2
m2
[s2 + 6]m2 .
This calculation can be interpreted graphically in the following way. Let us compare two
exact lace diagrams in Figure 5, and pick up the arrows of the diagram of O(1,5) (right)
which do not overlap with the arrows of the diagram of O(3,4) (left). Transfer those arrows
to the diagram representing the slice representation associated with O(3,4) (see Figure 13).
Then we observe that these arrows form a smaller exact lace diagram as shown in Figure 16.
The local b-function (7.6) corresponds to this smaller exact lace diagram.
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••
✲
✲
s2 + 5
s2 + 4
✞
✝
☎
✆ •
•
•
•
•
✲
✲
s2 + 6
s2 + 5
☛
✡
✟
✠ •
•
•
•
•
•
✬
✫
✩
✪✲
✲
✲
✲
✲
✲
•
•
•
•
•
•
✲
✲
s2 + 2
s2 + 1
•
•
☛
✡
✟
✠
Figure 16: Smaller exact lace diagram
Second we consider the slice representation (GL(n)A(1,5) ,W
(1,5)). The restriction of
f2 = f(1,5) to W
(1,5) is constant, and the restriction f ′1 of f1 = f(3,4) to W
(1,5) is given by
f ′1(w) = det
(
w
(1,5)
2
)
for w = (w
(1,5)
1 , w
(1,5)
2 ) ∈W
(1,5). It follows that f ′1(w) = det
(
4
◦ −→
4
◦
)
. Since b
(
4
◦ −→
4
◦
)
=
(s+ 1)(s + 2)(s + 3)(s + 4), we observe that bm(s) is divisible by
(7.7) [s1 + 1]m1 [s1 + 2]m1 [s1 + 3]m1 [s1 + 4]m1 .
Finally, let m = (1, 0) and s = (s, 0) in (6.10). Then it follows from b(1,0)(s, 0) = bf1(s) =
(s+1) · · · (s+6) that {α3,1, α3,2} = {5, 6}. Now all of αj,r in (6.10) have been determined
and this completes the proof of (5.2), i.e.,
bm(s) = [s1 + 1]m1 [s1 + 2]m1 [s1 + 3]m1 [s1 + 4]m1
× [s2 + 1]m2 [s2 + 2]m2 [s2 + 4]m2 [s2 + 5]
2
m2
[s2 + 6]m2
× [s1 + s2 + 5]m1+m2 [s1 + s2 + 6]m1+m2 .
Remark 7.11. In fact, the argument in Example 7.10 is redundant; it is enough to deter-
mine one of the two local b-functions (7.6) and (7.7).
Example 7.12 (proof of (5.3)). We consider the slice representation (GL(n)A(1,4) ,W
(1,4)).
By Lemma 7.6, the restriction f ′1 of f1 = f(1,4) to W
(1,4) is constant, and by the construc-
tion of f2 = f(2,5), the restriction f
′
2 of f2 to W
(1,4) is given by
f ′2(w) = det
(
w
(1,4)
1 w
(1,4)
2
)
for w = (w
(1,4)
1 , w
(1,4)
2 ) ∈ W
(1,4). We have f ′2(w) = det
(
2
◦ ←−
4
◦ ←−
2
◦
)
, and since
b
(
2
◦ ←−
4
◦ ←−
2
◦
)
= (s + 1)(s + 2)(s + 3)(s + 4), we see that bm(s) is divisible by
[s2 + 1]m2 [s2 + 2]m2 [s2 + 3]m2 [s2 + 4]m2 .
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Then it follows from
b(0,1)(0, s) = bf2(s) = (s+ 1)(s + 2)(s + 3)
2(s+ 4)2(s+ 5)(s + 6)(s+ 7)
that {α3,1, . . . , α3,5} = {3, 4, 5, 6, 7} in (6.11). We thus obtain (5.2), i.e.,
bm(s) = [s1 + 1]m1 [s1 + 2]m1 [s1 + 4]m1 [s1 + 5]m1
× [s2 + 1]m2 [s2 + 2]m2 [s2 + 3]m2 [s2 + 4]m2
× [s1 + s2 + 3]m1+m2 [s1 + s2 + 4]m1+m2 [s1 + s2 + 5]m1+m2
× [s1 + s2 + 6]m1+m2 [s1 + s2 + 7]m1+m2 .
Now we are in a position to finish the proof of our main theorem.
Proof of Theorem 5.2. Step (I). First we consider the case of l = 2, i.e., we assume that
there exist two fundamental relative invariants f1 and f2. As shown in Section 6, the
b-function bm(s) of f = (f1, f2) is, in general, of the form
bm(s) =
µ1∏
r=1
[s1 + α1,r]m1 ×
µ2∏
r=1
[s2 + α2,r]m2 ×
µ3∏
r=1
[s1 + s2 + α3,r]m1+m2
with some αj,r ∈ Q>0. Thus it remains to determine αj,r. By using b(1,0)(s, 0) =
bf1(s), b(0,1)(0, s) = bf2(s) and Theorem 3.4, we obtain {α1,1, . . . , α1,µ1 , α3,1, . . . , α3,µ3}
and {α2,1, . . . , α2,µ2 , α3,1, . . . , α3,µ3} as sets. We will show that the arrangement such as
Figures 6 and 8 gives the correct answer to our problem. For i = 1, 2, let O(i) be the closed
orbit in {fi 6= 0} and (GL(n)A(i) ,W
(i)) the slice representation associated with O(i). Let
f ′2 be the restriction of f2 to W
(1) and
bf ′2(s) =
µ′2∏
r=1
(s+ βr)
be the b-function of f ′2. Then, by applying Lemma 7.1 to f
m = fm11 f
m2
2 and O
(1), we see
that bm(s) is divisible by
µ′2∏
r=1
[s2 + βr]m2 ,
and hence {β1, . . . , βµ′2} ⊂ {α2,1, . . . , α2,µ2}. On the other hand, let D
(i) (i = 1, 2) be
the exact lace diagram representing O(i). Then, by the construction of the exact lace
diagrams, the arrows of D(2) which do not overlap with the arrows of D(1) form a smaller
exact lace diagram, which is contained in the diagram representing the slice representation
(GL(n)A(1) ,W
(1)). The arrows which corresponds to s2 + β1, . . . , s2 + βµ′2 also form an
exact lace diagram in the diagram of (GL(n)A(1) ,W
(1)). This observation proves that
µ2 = µ
′
2 and {α2,1, . . . , α2,µ2} = {β1, . . . , βµ2}. Since {α2,1, . . . , α2,µ2 , α3,1, . . . , α3,µ3} is
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calculated as a set, we obtain {α3,1, . . . , α3,µ3}, and also {α1,1, . . . , α1,µ1}. This means
that our arrangement is correct for the case of l = 2.
Step (II). For general l, we use an induction on l. Let bm(s) be the b-function of f =
(f1, . . . , fl). We decompose bm(s) as
(7.8) bm(s) = cm(s) ·
µ∏
r=1
[s1 + · · ·+ sl + αr]m1+···+ml ,
where cm(s) does not contain the factor of the form s1 + · · · + sl + α. Let D˜ be the
diagram obtained by superposing all the exact lace diagrams D(i) representing the locally
closed orbit O(i) (i = 1, . . . , l). Fix an index k (k = 1, . . . , l). Then the arrows of D˜
which do not overlap with the arrows of D(k) corresponds to the b-function b
(k)
m (s) of the
slice representation (GL(n)A(k) ,W
(k)). By induction hypothesis, b
(k)
m (s) can be calculated
by the superposition method. By repeating this for k = 1, . . . , l, we obtain cm(s). For
εi = (0, . . . ,
i
1, . . . , 0), we have bεi(εis) = bfi(s), and by using this with Theorem 3.4, we
obtain {α1, . . . , αµ} in (7.8). This completes the proof of Theorem 5.2.
We conclude the present paper by giving an example with l = 3.
Example 7.13. Let us consider the following quiver of type A7:
Q :
1
· −→
2
· ←−
3
· −→
4
· −→
5
· −→
6
· ←−
7
·
We put n = (1, 3, 5, 4, 4, 3, 1). Then (GL(n),Rep(Q,n)) has 3 fundamental relative invari-
ants f1 := f(1,5), f2 := f(3,4), f3 := f(2,7), which are given explicitly as follows:
f1(v) = det
(
X2,1 X2,3
O X6,5X5,4X4,3
)
,
f2(v) = detX5,4,
f3(v) = det
(
X2,3 O
X6,5X5,4X4,3 X6,7
)
for v = (X2,1, X2,3, X4,3, X5,4, X6,5, X6,7) ∈ Rep(Q,n). We superpose the exact lace
diagrams corresponding to the locally closed orbits, and the resultant diagram is given as
Figure 17. Hence we see that the b-function bm(s) of f = (f1, f2, f3) is given by
bm(s) = [s1 + 1]m1 [s1 + 2]m1 [s1 + 3]m1 [s2 + 1]m2 [s3 + 1]m3 [s3 + 3]m3
× [s1 + s2 + 2]m1+m2 [s1 + s3 + 2]m1+m3 [s1 + s3 + 3]
2
m1+m3
× [s1 + s3 + 4]
2
m1+m3 [s1 + s3 + 5]m1+m3
× [s1 + s2 + s3 + 3]m1+m2+m3 [s1 + s2 + s3 + 4]m1+m2+m3 .
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• ✲
s1 + 3
•
•
•
✛
✛
✛
s3 + 3
s1 + s3 + 4
s1 + s3 + 5
•
•
•
•
•
✲
✲
✲
s1 + 2
s1 + s3 + 3
s1 + s3 + 4
•
•
•
•
✲
✲
✲
✲
s2 + 1
s1 + s2 + 2
s1 + s2 + s3 + 3
s1 + s2 + s3 + 4
•
•
•
•
✲
✲
✲
s1 + 1
s1 + s3 + 2
s1 + s3 + 3
•
•
• •✛
s3 + 1
Figure 17: Example with l = 3
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