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Abstract
We consider the linear matrix inequality (LMI) problem of H∞ output feedback
control problem for a generalized plant whose control input, measured output,
disturbance input, and controlled output are scalar. We provide an explicit form
of the optimal value. This form is the unification of some results in the literature
of H∞ performance limitation analysis. To obtain the form of the optimal
value, we focus on the non-uniqueness of perpendicular matrices, which appear
in the LMI problem. We use the null vectors of invariant zeros associated with
the dynamical system for the expression of the perpendicular matrices. This
expression enables us to reduce and simplify the LMI problem. Our approach
uses some well-known fundamental tools, e.g., the Schur complement, Lyapunov
equation, Sylvester equation, and matrix completion. We use these techniques
for the simplification of the LMI problem. Also, we investigate the structure of
dual feasible solutions and reduce the size of the dual. This reduction is called
a facial reduction in the literature of convex optimization.
Keywords: Linear matrix inequality, H∞ control, invariant zeros, dual
problem, facial reduction
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1. Introduction
The importance of H∞ control problems in robust control was first pointed
out by Zames [30]. To design H∞ controllers, [5] proposed an approach via
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algebraic Riccati equations and inequalities, which works fine under some as-
sumptions on a given generalized plant. Subsequently, an approach by using
linear matrix inequalities (LMIs) are proposed in [12, 16, 22, 18]. Both these
approaches enable us to design a controller that internally stabilizes the closed-
loop system and makes its H∞ norm lower than a priori given bound.
In contrast, we derive an explicit form of the infimum H∞ norm in H∞ opti-
mal controller synthesis problems without any care for controller construction.
To that end, we focus on the LMI optimization problem associated with the H∞
optimal controller synthesis. Because this minimization is formulated as the in-
fimum, it has no guarantee to have any optimal solutions. In other words, some
of the variables in the LMI problem may go to infinity when the objective value
approaches its optimal value. Then we may encounter numerical difficulties in
such cases. Even if one can construct a controller from a computed solution of
the LMI problem, it may be fragile to small changes in the parameters of the
controller.
The infimum H∞ norm is often analytically computed. Such approaches are
proposed in the literature of H∞ performance limitation analysis. For instance,
[4] provided the H∞ performance limitations of sensitivity and complementary
sensitivity functions for MIMO linear time-invariant systems. In particular,
the Nevanlinna-Pick interpolation was used. After obtaining the infimum, one
can compute the desired controller whose H∞ norm is close to this infimum by
applying the existing Riccati, or LMI approaches.
Contribution
We deal with a generalized plant whose input, output, disturbance and con-
trolled output are scalar. The plant is formulated as follows.

x˙ = Ax+ b1w + b2u
z = cT1 x+ d11w + d12u
y = cT2 x+ d21w,
(1)
where A ∈ Rn×n, bi, ci ∈ Rn and dij ∈ R. In this paper, we refer to (1) as
a generalized plant for SISO H∞ control problem. The contribution of this
paper is to provide an explicit form of the optimal value for the well-known
LMI problem in relation to the SISO H∞ output feedback control problem.
The main result can be summarized in the following theorem that is obtained
by combining Theorems 4, 5, 6 and 7 in this paper.
Theorem 1. Let γ∗ be the optimal value of the LMI problem obtained from H∞
output feedback control for (1) by applying the elimination of variable method.
The transfer matrix G(s) for (1) is denoted by
G(s) =
(
Gzw(s) Gzu(s)
Gyw(s) Gyu(s)
)
.
Moreover, λ1, . . . , λm1 (resp. ω1, . . . , ωm2) denote invariant zeros on the imag-
inary axis via the realization (A, b2, c
T
1 , d12) of Gzu (resp. (A
T , c2, b
T
1 , d21) of
2
Gyw). We assume that all of λ1, . . . , λm1 , ω1, . . . , ωm2 and their complex con-
jugates are not eigenvalues of A.
1. If d12 6= 0 and d21 6= 0, then γ∗ is equal to
max {γˆ, |Gzw(λj)| (j = 1, . . . ,m1), |Gzw(ωj)| (j = 1, . . . ,m2)} ,
where γˆ is the maximum eigenvalue of a symmetric matrix defined by
unstable invariant zeros in Gzu and Gyw and their associated vectors.
(See (37) for the definition of the matrix.)
2. If d12 = 0 or d21 = 0, then γ
∗ is equal to
max {γˆ, |Gzw(λj)| (j = 1, . . . ,m1), |Gzw(ωj)| (j = 1, . . . ,m2), |Gzw(∞)|} ,
where Gzw(∞) is the value of the transfer function Gzw at infinity.
Here |Gzw(λj)| (resp. |Gzw(ωj)|) is vanished from the above expressions of γ∗
if the realization of Gzu (resp. Gyw) has no invariant zeros on the imaginary
axis.
In general, the notion of invariant zeros is defined for the realization or state-
space representation, not the transfer function. However, for the sake of brevity,
we call an invariant zero of the realization (A, b2, c
T
1 , d12) (resp. (A
T , c2, b
T
1 , d21))
an invariant zero of Gzu (resp. Gyw) throughout this paper.
We give remarks on Theorem 1.
Remark 1. 1. Although we have assumed that all invariant zeros λj and
ωj on the imaginary axis are not eigenvalues of A, we can remove this
assumption. Then we can describe γ∗ by the null vectors associated with
invariant zeros λj and ωj , instead of Gzw(λj) and Gzw(ωj) in γ
∗. See
Theorem 6.
2. The H∞ control problem for (1) is the problem of finding a controllerK(s)
which minimizes the H∞ norm of the closed-loop Gcl(s,K) obtained by
connectingK(s) with (1). Mathematically, this problem can be formulated
as follows:
γ∗ = inf
K∈K
sup
s∈√−1R
σmax (Gcl(s,K)) , (2)
where
√−1 indicates the imaginary unit,
Gcl(s,K) := Gzw(s) +Gzu(s)K(s)(1 −Gyu(s)K(s))−1Gyw(s)
and K is the set of rational functions on s which stabilize G(s) internally.
We see that when λ is an invariant zero on the imaginary axis of Gzu
(resp. Gyw) of (1), the value of the transfer function Gcl(λ,K) is Gzw(λ).
In fact, we have Gzu(λ) = 0 (resp. Gyw(λ) = 0) because λ is not an
eigenvalue of A. The detail will be provided in Lemma 1. Therefore,
Theorem 1 contains the values of Gzw at zeros of Gzu and Gyw over the
imaginary axis.
3
3. The performance index γ∗ is greater than or equal to |Gzw(∞)| = |d11|
when at least one of d12 and d21 is zero. To see this, let K(s) be the
transfer function of a controller with a realization (AK , bK , c
T
K , dK). We
see from Gcl(∞,K) = d11+ d12dKd21 that we can reduce the effect of the
feedthrough term of (1) by the choice of dK when d12 6= 0 and d21 6= 0.
Otherwise, we cannot reduce it because the feedthrough term of the closed-
loop system is d11, which is independent in the choice of the parameter dK .
Therefore the performance index γ∗ is greater than or equal to |Gzw(∞)| =
|d11| when at least one of d12 and d21 is zero.
To prove the main result, Theorem 1, we consider the following cases:
1. Both d12 and d21 are nonzero, and all invariant zeros in Gzu and Gyw are
unstable, but not on the imaginary axis.
2. Both d12 and d21 are nonzero, and at least one of the invariant zeros in Gzu
or Gyw is stable, but all unstable invariant zeros are not on the imaginary
axis.
3. Both d12 and d21 are nonzero, and at least one of the invariant zeros in
Gzu or Gyw exists on the imaginary axis.
4. At least one of d12 and d21 is zero.
All possible generalized plant of the form (1) are exactly one of these cases.
For simplicity, we will assume in this paper that all invariant zeros are real
and distinct from each other. In the analysis of Case 1, we use the Schur
complement and the Lyapunov equation. On the other hand, we use not only
these mathematical tools but also a technique of the matrix completion problem
in Lemma 11 and the dual of the resulting LMI problem in the analysis of Cases
2, 3 and 4.
Why do we deal with the dual problem?
The reason is that we can reduce the dual problem and some techniques
developed in Case 1 are available. In all of Cases 2, 3 and 4, the dual problem
is feasible, but not strictly feasible. We exploit this property of the dual of the
resulting LMI problem in these cases. More precisely, the dual problem of all
these cases is formulated as follows.
sup
{
L0 •X : Lj •X = bj (j = 1, . . . ,m), X ∈ Sn+
}
, (3)
where L0, L1, . . . , Lm are n×n symmetric matrices, b1, . . . , bm ∈ R and Lj •X =
Tr(LjX) for j = 0, 1, . . . ,m. Then (3) has no interior feasible solutions, i.e.,
no positive definite solutions in (3). Hence there exists an orthogonal matrix
P ∈ Rn×n and a positive integer r such that any dual feasible solution X has
the form of
X = P
(
X˜ Or×(n−r)
O(n−r)×r O(n−r)×(n−r)
)
PT (4)
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for some X˜ ∈ Sr+. In general, it is difficult to find the nonsingular matrix P in
the form (4) from (3). It, however, is relatively easy to compute such a matrix
P in all Cases 2 to 4.
Using (4), we can reduce the LMI problem that corresponds to the dual
(3). Substituting this form (4) to (3), we obtain the following problem whose
optimal value is equal to that of (3).
sup
{
L˜0 • X˜ : L˜j • X˜ = bj (j = 1, . . . ,m), X˜ ∈ Sr+
}
, (5)
where the coefficient matrix L˜j ∈ Sr is a square submatrix of the matrix PTLjP
for all j = 0, 1, . . . ,m. Clearly the size of the positive semidefinite matrix in the
LMI problem of (5) is smaller than the size of the original LMI problem. After
reducing the LMI problem, some techniques developed in Case 1 are available
to the reduced LMI problem.
This type of reduction is called facial reduction in the literature of the theory
of convex optimization. The facial reduction was proposed in [3]. In general,
the strong duality for convex optimization requires a constrained qualification.
Otherwise, the strong duality may fail, i.e., no optimal solutions and/or a posi-
tive duality gap. By applying the facial reduction to such convex optimization
problems, the reduced problems always satisfy a constrained qualification, and
thus the strong duality holds. The facial reduction was already applied in the lit-
erature of control theory, e.g., H2 analysis in [1] and H∞ state feedback control
in [27, 28].
Related work
This study is inspired by [4], which deals with MIMO systems. We will
obtain the same result for SISO systems to [4] in this study. The work [4] used
a mathematical tool in complex analysis, while our result is obtained to analysis
the LMI problem and its dual.
Furthermore, this study unifies some of the existing work [8, 9, 10]. The work
[8] obtained a lower bound of the H∞ performance limitations of (1+PK)−1P ,
where P and K are transfer functions of a SISO linear time-invariant system
and a controller, respectively. This lower bound was obtained from a detailed
analysis of the resulting LMI problem. The exactness of the lower bound was
proved in [10] by using a property in the dual problem. This technique was also
used in [9], which deals with the H∞ performance limitations of sensitivity and
complementary sensitivity functions for a SISO linear time-invariant system.
The dual problems play an essential role in both studies. In this study, we
extend the analysis obtained in [10] and provide the performance limitation for
a more general SISO H∞ output feedback control problem. The analysis in [8]
for the dual problems can be regarded as facial reduction.
The work [14] reformulated the resulting LMI problem by using Kronecker
canonical form (KCF) (a.k.a. Weierstrass form in this study) obtained from
a given generalized plant. This reformulation separates variables in the LMI
problem into bounded and unbounded variables. The unbounded variables are
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removed because they make no effect on the minimum value of the problem. In
contrast, the bounded variables remain in the LMI problem. As a result, the
size of the problem is reduced, and the numerical performance was improved.
In comparison with facial reduction, the reduction via KCF deals with the
LMI problem, while facial reduction deals with the dual problem. In other
words, the reduction via KCF has a dual relation to facial reduction. In fact,
one can construct an LMI problem whose dual corresponds to the dual problem
reduced via facial reduction. Then one can see that the variables removed in
the reduction via KCF also vanish in the LMI problem. In this sense, we can
regard facial reduction as the dual approach of the reduction via KCF.
[21] developed a variant of KCF for a given generalized plant and focused on
the Riccati equations and inequalities obtained from the plant. A simplification
of the Riccati equations and inequalities associated with the plant was provided
with using this variant.
Organization of this paper
The purpose of this paper is to prove Theorem 1. For this, we consider the
four cases, 1 to 4. These cases are discussed in Sections 4 to 7, respectively.
Invariant zeros play an essential role in reducing the LMI problem. Section 2
devotes the introduction of the concept of invariant zeros and their mathematical
formulation. We also present the LMI formulation of H∞ output feedback
control in Section 3. We also focus on the non-uniqueness of perpendicular
matrices, which appear in the LMI problem of H∞ output feedback control.
For the perpendicular matrices, we use the null vectors associated with invariant
zeros in the SISO dynamical system. We can see some existing results related to
H∞ limitation analysis by using Theorem 1 in Section 8. We give a conclusion
of this paper in Section 9. We introduce other mathematical tools and proofs
of some lemmas for proving Theorem 1 in Appendices.
Notation and symbols
We introduce some notation and symbols used in this paper. Let C be the
set of complex numbers. For λ ∈ C, ℜ(λ) (resp. ℑ(λ)) denotes the real (resp.
imaginary) part of λ. We partition C into
C+ = {λ ∈ C : ℜ(λ) > 0},C− = {λ ∈ C : ℜ(λ) < 0} and C0 = {λ ∈ C : ℜ(λ) = 0}.
Let Sn, Sn+ and S
n
++ be the sets of n× n symmetric matrices, n× n positive
semidefinite matrices and n×n positive definite matrices. For A,B ∈ Sn, A  B
denotes A−B ∈ Sn+. We define A •B = Tr(ABT ) =
∑n
k,ℓ=1AkℓBkℓ. We define
He(M) =M +MT for any square matrix M .
We denote by σmax(A) the maximum singular value of a matrix A. In
addition, for a square matrix A, we denote by λmax(A) the maximum eigenvalue
of A when A is symmetric.
For a given matrix G ∈ Rn×m with rank r, G⊥ denotes an n × (n − r)
matrix which satisfies GTG⊥ = Om×(n−r) and (G⊥)TG⊥ ∈ Sn−r++ . We call G⊥ a
perpendicular matrix of G throughout this paper. In general, G⊥ is not unique
for a given matrix G. G⊥T stands for the transpose of G⊥ in this paper.
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2. Preliminaries
In this section, we review the definition and several properties of the invariant
zeros of SISO LTI systems. Let us consider the following SISO LTI system G
described by
G :
{
x˙ = Ax+ bu
y = cTx+ du,
(6)
where A ∈ Rn×n, b, c ∈ Rn and d ∈ R. The transfer function of the system G is
given by G(s) = cT (sIn −A)−1b+ d. We say that λ ∈ C is an invariant zero of
(6) if
rank
(
A− λIn b
cT d
)
< n+ 1. (7)
In addition, we say that an invariant zero λ is stable if the real part of λ is
negative, i.e., λ ∈ C−. Otherwise, we say that the invariant zero λ is unstable.
We first provide some fundamental facts on the invariant zeros.
Lemma 1. 1. If λ ∈ C is an invariant zero of (6) and if λ 6∈ λ(A) then
G(λ) = 0. Here λ(A) denotes the set of all the eigenvalues of the matrix
A.
2. λ ∈ C is an invariant zero of (6) if and only if there exists ( vLvˆL ) ∈
Cn+1 \ {0} such that
(
vTL vˆL
)(A b
cT d
)
= λ
(
vTL 0
)
. (8)
Similarly, λ ∈ C is an invariant zero of (6) if and only if there exists( vR
vˆR
) ∈ Cn+1 \ {0} such that(
A b
cT d
)(
vR
vˆR
)
= λ
(
vR
0
)
. (9)
3. If (A, b) in (6) is controllable then vˆL ∈ C in (8) is nonzero. Similarly, if
(A, b) in (6) is stabilizable and if λ ∈ C+ ∪ C0, then vˆL ∈ C is nonzero.
4. If (A, cT ) in (6) is observable then vˆR ∈ C in (9) is nonzero. Similarly, if
(A, cT ) in (6) is detectable and if λ ∈ C+ ∪ C0, then vˆR ∈ C is nonzero.
Proof. The validity of the assertion 1 readily follows since for λ 6∈ λ(A) we have
rank
(
A− λIn b
cT d
)
= rank
(
A− λIn 0
cT cT (λIn −A)−1b+ d.
)
= rank
(
A− λIn 0
cT G(λ)
)
.
The validity of the assertion 2 is obvious. For the proof of the assertion 3,
we first consider the case where (A, b) is controllable, i.e., rank
(
A− sIn b
)
=
7
n (∀s ∈ C). Suppose vˆL = 0 for contradiction. Then it follows from (8) that
vTLA = λv
T
L and v
T
L b = 0. This equation contradicts the controllability of (A, b).
Therefore vˆL 6= 0. We next consider the case where (A, b) is stabilizable, i.e.,
rank
(
A− sIn b
)
= n (∀s ∈ C+∪C0). Suppose vˆL = 0 for contradiction. Then
it follows from (8) that vTLA = λv
T
L and v
T
L b = 0 for λ ∈ C+∪C0. This equation
contradicts the stabilizability of (A, b). Therefore again vˆL 6= 0. The assertion
4 can be proved similarly to the proof of the assertion 3.
In the following, we call
( vL
vˆL
) ∈ Cn+1 that satisfies (8) the left null vector
associated with the invariant zero λ of G. Similarly, we call
( vR
vˆR
) ∈ Cn+1 that
satisfies (9) the right null vector associated with the invariant zero λ of G.
As we see in the next theorem, invariant zeros in (6) plays an essential role in
a canonical quasi-diagonal form of the Rosenbrock system matrix
(
sIn−A −b
−cT −d
)
of (6). The canonical form is known as the Weierstrass form in [17, eq. (3.19)].
This theorem follows from [13, Theorem 3 in Chapter XII].
Theorem 2. Assume
(
b
d
) 6= 0 or ( cd ) 6= 0. Then there exist non-singular
matrices P,Q ∈ C(n+1)×(n+1), a nonnegative integer r, a Jordan matrix Λ ∈
C(n−r)×(n−r) and a nilpotent N ∈ C(r+1)×(r+1) such that
P
(
sIn −A −b
−cT −d
)
Q =
(
sIn−r − Λ O
O sN − Ir+1
)
. (10)
Furthermore, the followings hold.
1. All eigenvalues of Λ are invariant zeros of (6).
2. The matrix N consists of only one Jordan cell, i.e., N r 6= O and N r+1 =
O.
3. If d 6= 0, then r = 0.
4. If d = 0, then cT b = 0, cTAb = 0, . . . , cTAr−2b = 0 and cTAr−1b 6= 0.
Proof. (10) follows from [13, Theorem 3 in Chapter XII] and Jordan decompo-
sition. We here prove all assertions. We notice that (10) is the identity on s.
Then we obtain (
In 0
0T 0
)
Q = P−1
(
In−r O
O N
)
, (11)(
A b
cT d
)
Q = P−1
(
Λ O
O Ir+1
)
. (12)
For the assertion 1, we denote P−1, Q ∈ C(n+1)×(n+1) by
P−1 =
( (n− r) (r + 1)
n P11 P12
1 P21 P22
)
, Q =
( (n− r) (r + 1)
n Q11 Q12
1 Q21 Q22
)
.
We obtain the following equations from (11) and (12), respectively.
P11 = Q11, O = P21 and
(
A b
cT d
)(
Q11
Q21
)
=
(
P11Λ
P21Λ
)
.
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Eliminating P11 and P21 from those equations, we obtain(
A b
cT d
)(
Q11
Q21
)
=
(
Q11
O
)
Λ. (13)
We see from (13) that all eigenvalues of Λ are invariant zeros of (6).
For the assertion 2, it is sufficient to prove rankN = r because N is a
nilpotent. This follows from (11). In fact, we obtain rank In = rank In−r +
rankN from (11) because both P and Q are non-singular.
For simplicity of the proof of the assertions 3 and 4, we restrict the form of
N . As we have already seen, the rank of N is r. For any nilpotent N with rank
r, there exists a non-singular matrix Pˆ ∈ C(r+1)×(r+1) such that

0 1 0
0 0 1
. . .
. . .
. . . 1
0 0


= Pˆ−1NPˆ . (14)
This is obtained from the Jordan decomposition of N . Thus we set N as the
matrix in the left-hand side of (14) and will prove the assertions 3 and 4.
For the assertion 3, we suppose to the contrary that r > 0. We obtain from
(11) and (12) (
A b
cT d
)(
Q12
Q22
)
N =
(
Q12
O
)
. (15)
We denote Q12 and Q22 by Q12 =
(
q1 · · · qr+1
)
and Q22 =
(
qˆ1 · · · qˆr+1
)
.
Substituting Q12 and Q22 to (15), we then obtain(
A b
cT d
)(
0 q1 · · · qr
0 qˆ1 · · · qˆr
)
=
(
q1 q2 · · · qr+1
0 0 · · · 0
)
(16)
We see from this equation that q1 = 0 and qˆ1d = 0. Since we assumed d 6= 0,
qˆ1 = 0. This contradicts the fact that Q is non-singular. Thus r = 0. In
particular, we see that Q12 = 0 and Q22 6= 0 if r = 0.
For the assertion 4, we focus on (16). Then we obtain

Aqk + bqˆk = qk+1 (k = 1, 2, . . . , r),
cT qk = 0 (k = 1, 2, . . . , r),
q1 = 0.
(17)
It follows from the third equation that we have qˆ1 6= 0. Otherwise the matrix
Q has the zero column and thus Q is singular.
Next, eliminating qk at the left-hand side in the first equations of (17), we
obtain
qˆ1A
k−1b + qˆ2Ak−2b+ · · ·+ qˆkb = qk+1 (18)
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for k = 1, . . . , r. We can prove cT b = 0, cTAb = 0, . . . , cTAr−2b = 0 by using
the induction on k and the second equations of (17).
Finally, we prove cTAr−1b 6= 0. From (18), we have qˆ1cTAr−1b = cT qr+1.
If cT qr+1 = 0, then we obtain the contradiction. In fact, c
TQ11 = 0 and
cTQ12 = 0. We then obtain
(
cT 0
)
Q = 0. Since c 6= 0, this contradicts to the
fact that Q is non-singular.
Remark 2. We can summarize Theorem 2 as follows: There exist a non-
singular matrix Q ∈ C(n+1)×(n+1), a nonnegative integer r, a Jordan matrix
Λ ∈ C(n−r)×(n−r) and a nilpotent N ∈ C(r+1)×(r+1) such that(
A b
cT d
)(
Q11 Q12
Q21 Q22
)(
In−r O
O N
)
=
(
Q11 Q12
O O
)(
Λ O
O Ir+1
)
. (19)
We can observe the following from (19).
1. If λ is an eigenvalue of Λ in (19) with the (algebraic) multiplicity m, then
we call it the invariant zero of G with the multiplicity m. We can see that
(6) has (n− r) invariant zeros including their multiplicity.
In analogy to the multiplicity, we can define the geometric multiplicity
mg of the invariant zero. If both multiplicity do not coincide, then we
cannot select m linearly independent right null vectors associated with the
invariant zero. We, however, can define the generalized right null vectors(
qmg+1
qˆmg+1
)
, . . . ,
( qm
qˆm
)
in a similar manner to the generalized eigenvectors.
Then all the (generalized) right null vectors
( q1
qˆ1
)
, . . . ,
( qm
qˆm
)
are linearly
independent. For instance, if m > 1 and mg = 1, then we have one right
null vector and (m− 1) generalized right null vectors associated with the
invariant zero λ as follows.(
A b
cT d
)(
q1
qˆ1
)
= λ
(
q1
0
)
,
(
A b
cT d
)(
qk
qˆk
)
= λ
(
qk
0
)
+
(
qk−1
0
)
(k = 2, . . . ,m).
Throughout this paper, we refer to the generalized null vector as the right
null vector associated with the invariant zero λ for brevity. We can see
that the submatrix
(
Q11
Q21
)
obtained by collecting these (n− r) right null
vectors associated with all invariant zeros of G.
2. Assertions 3 and 4 in Theorem 2 imply that the nonnegative integer r is
equal to the relative degree of (6). In addition, wa say that G has an
infinite invariant zero if r > 0.
3. We see from the proof of Theorem 2 that we can take ( 01 ) as the first col-
umn of the submatrix
(
Q12
Q22
)
. Thus Q11 is of full column rank. Otherwise
we obtain a contradiction to the fact that Q is non-singular.
We discussed the right generalized null vectors associated with the invariant
zeros of G from (19). Similarly, we can also introduce the left generalized null
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vectors associated with the invariant zeros of G from (10). For this, we consider
the dual dynamical system of (6).
Gd :
{
x˙d = A
Txd + cud
yd = b
Txd + dud,
(20)
Applying Theorem 2 to (20), we then obtain the following Wierestrass form.(
AT c
bT d
)(
Q11 Q21
Q12 Q22
)(
In−r O
O N
)
=
(
Q11 Q12
O O
)(
Λ O
O Ir+1
)
.
By taking the transpose, then we obtain(
In−r O
O NT
)(
QT11 Q
T
21
QT12 Q
T
22
)(
A b
cT d
)
=
(
ΛT O
O Ir+1
)(
QT11 O
QT12 O
)
. (21)
In an analogous way to the generalized right null vector, we can define the
generalized left null vector(s) from (21). We refer to those as left null vector(s)
associated with an invariant zero as well as the case of the generalized right null
vector(s) throughout this paper.
We have seen the flexibility in choosing
(
Q12
Q22
)
in the proof of the assertions
3 and 4 in Theorem 2. We give possible forms of the submatrix
(
Q12
Q22
)
of Q in
(19) and (21). We give a proof in Appendix C.1.
Lemma 2. Let r be the relative degree of (6). Then we can set the submatrix(
Q12
Q22
)
of Q in (19) as follows:
(
Q12
Q22
)
=


(
0
1
)
if r = 0(
0 b Ab · · · Ar−2b Ar−1b
1 0 0 · · · 0 0
)
if r > 0.
(22)
Similarly, we can set the submatrix
(
Q12
Q22
)
of Q in (21) as follows:
(
Q12
Q22
)
=


(
0
1
)
if r = 0(
0 c AT c · · · (AT )r−2c (AT )r−1c
1 0 0 · · · 0 0
)
if r > 0.
3. H∞ output feedback control problem and its reformulation
3.1. Invariant zeros of Gzu and Gyw
Applying the Laplace transform to (1), we obtain(
Z(s)
Y (s)
)
= G(s)
(
W (s)
U(s)
)
=
(
Gzw(s) Gzu(s)
Gyw(s) Gyu(s)
)(
W (s)
U(s)
)
. (23)
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Here we assume that x(0) = 0, and each element in G(s) can be described by
A, bj , cj and dij as follows:
Gzw(s) = c
T
1 (sIn −A)−1b1 + d11, Gzu(s) = cT1 (sIn −A)−1b2 + d12,
Gyw(s) = c
T
2 (sIn −A)−1b1 + d21, Gyu(s) = cT2 (sIn −A)−1b2. (24)
By following the elimination-of-variables method [12, 16], the H∞ control
problem (2) for the generalized plant G given by (1) can be formulated as
follows:

inf
γ,X,Y
γ
subject to −

 b2d12
0


⊥T 
He(AX) Xc1 b1cT1X −γ d11
bT1 d11 −γ



 b2d12
0


⊥
∈ Sn+1+ ,
−

 c2d21
0


⊥T 
He(Y A) Y b1 c1bT1 Y −γ d11
cT1 d11 −γ



 c2d21
0


⊥
∈ Sn+1+ ,(
X −In
−In Y
)
∈ S2n+ .
(25)
It should be noted that suboptimal H∞ controllers can be reconstructed by
using suboptimal solutions of this SDP. The elimination-of-variables method is
to solve the above SDP by primal-dual interior-point methods or the ellipsoid
methods. In the following, we denote the infimal value of the SDP (25) by γ∗,
which is consistent with the notation in (2).
Before getting into the specific treatments of (25), we give a fundamental
result on its duality. We prove this result in Appendix B.1 on the basis of the
discussion in Appendix A.
Theorem 3. The following statements are equivalent:
(I) (A, b2) in (1) is stabilizable and (A, c
T
2 ) in (1) is detectable.
(II) LMI problem (25) is strictly feasible, i.e., there exists a solution (γ,X, Y )
such that
−

 b2d12
0


⊥T 
He(AX) Xc1 b1cT1X −γ d11
bT1 d11 −γ



 b2d12
0


⊥
∈ Sn+1++ ,
−

 c2d21
0


⊥T 
He(Y A) Y b1 c1bT1 Y −γ d11
cT1 d11 −γ



 c2d21
0


⊥
∈ Sn+1++ and
(
X −In
−In Y
)
∈ S2n++.
In particular, if (25) is strictly feasible, then it follows from the strong duality
theorem (in Theorem 8) in Appendix A that the duality gap between (25) and
its dual is zero, and that the dual has an optimal solution.
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The key idea in working with the SDP (25) in this paper is the treatments
of the perpendicular matrices

 b2d12
0


⊥
,

 c2d21
0


⊥
.
These perpendicular matrices are usually constructed by directly working on
the vectors (bT2 d12 0)
T and (cT2 d21 0)
T . In stark contrast, in this paper, we use
the left and right null vectors associated with the invariant zeros of the systems
Gzu and Gyw given by (24).
Recall that λ ∈ C is an invariant zero ofGzu given by (24) if λ is an eigenvalue
of a Jordan matrix Λ in the following Wierestrass form for Gzw(
In−r1 O
O NT1
)(
ST f
SˆT fˆ
)(
A b2
cT1 d12
)
=
(
ΛT O
O Ir1+1
)(
ST O
SˆT O
)
. (26)
Here r is nonnegative integer, S ∈ Cn×(n−r1), f ∈ Cn−r1 , Sˆ ∈ Cn×(r1+1),
fˆ ∈ Cr1+1 and N1 ∈ C(r1+1)×(r1+1) is a nilpotent. This is obtained from (21).
In particular, it follows from Theorem 2 and Remark 2 that r1 is equal to the
relative degree of the transfer function of Gzu and the matrix
(
Sˆ
fˆT
)
can be set
as follows.
(
Sˆ
fˆT
)
=


(
0
1
)
(r1 = 0)(
0 c (AT )c · · · (AT )r−2c (AT )r−1c
1 0 0 · · · 0 0
)
(r1 6= 0)
Similarly, recall that ω ∈ C is an invariant zero of Gyw given by (24) if ω
is an eigenvalue of a Jordan matrix Ω in the following “transposed version” of
Wierestrass form for Gyw(
In−r2 O
O NT2
)(
T T g
Tˆ T gˆ
)(
AT c1
bT2 d21
)
=
(
ΩT O
O Ir2+1
)(
T T O
Tˆ T O
)
. (27)
This is obtained from (19). Symbols T , Tˆ , g, gˆ, N2 and Ω in (27) can be defined
in a similar manner to invariant zeros of Gzu. In particular,
(
Tˆ
gˆT
)
can be set
as follows.
(
Tˆ
gˆT
)
=


(
0
1
)
(r2 = 0)(
0 b Ab · · · Ar−2b Ar−1b
1 0 0 · · · 0 0
)
(r2 6= 0)
We use (26) and (27) for concise descriptions of LMI problems. Throughout the
paper, we make the following assumptions on the generalized plant G given by
(1) and (24):
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Assumption 1. (a) (A, b2) is stabilizable and (A, c
T
2 ) is detectable.
(b) All invariant zeros of Gzu are real. Similarly for Gyw.
Assumption 1-(a) is quite natural in controller design since otherwise, there
are no internally stabilizing controllers. On the other hand, we proceed with
the discussions in each section under Assumption 1-(b), but this is just for
simplicity. Assumption 1-(b) implies that
(
S
fT
)
in (26) and
(
T
gT
)
in (27) are
real and hence facilitates the descriptions of matrix inequality conditions. Under
Assumption 1 and from Theorem 2 and Remark 2, we can readily obtain the
next results with respect to the invariant zeros of Gzu and Gyw.
Lemma 3. 1. Let r1 (0 ≤ r1 ≤ n) be the relative degree of Gzu. Then Gzu
has (n− r1) real invariant zero(s). The left null vectors
(
S
fT
)
associated
with all the invariant zeros of Gzu is of full column rank. In particular, S
is also of full column rank. Furthermore, if d12 6= 0, then S is square and
thus is non-singular.
2. Let r2 (0 ≤ r2 ≤ n) be the relative degree of Gyw. Then Gyw has (n− r2)
real invariant zero(s). The right null vectors
(
T
gT
)
associated with all the
invariant zeros of Gyw is of full column rank. In particular, T is also of
full column rank. Furthermore, if d21 6= 0, then T is square and thus is
non-singular.
Finally, we partition Λ and Ω into the parts of stable and unstable invariant
zeros as follows:
Λ =
(
Λ− ∗
Ok1×(n−r1−k1) Λ+
)
and Ω =
(
Ω− ∗
Ok2×(n−r2−k2) Ω+
)
. (28)
Here, k1 (resp. k2) denotes the number of unstable invariant zeros of Gzu (resp.
Gyw), Λ+ (resp. Ω+) is a Jordan matrix with unstable invariant zeros of Gzu
(resp. Gyw), and Λ− (resp. Ω−) is a Jordan matrix with stable invariant zeros
of Gzu (resp. Gyw). We also partition S, f and T, g conformably as follows
(
ST◦ f◦
)(A b2
cT1 d12
)
= ΛT◦
(
ST◦ 0
)
and
(
T T◦ g◦
)(AT c2
bT1 d21
)
= ΩT◦
(
T T◦ 0
)
(29)
where ◦ = + or −. When we deal with invariant zeros on the imaginary axis
explicitly, we use another partition of Λ and Ω, see Section 6.
3.2. Simplification of the LMI problem via invariant zeros and null vectors
We assume that d12 6= 0 and d21 6= 0 in this subsection. Since this is also
assumed in Sections 4, 5 and 6, the simplification in this subsection is valid
except for Section 7.
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If d12 6= 0 and d21 6= 0, it follows from Lemma 3 that both S and T in (26)
and (27) are non-singular. Using this property, we have

 b2d12
0


⊥
=

 S 0fT 0
0T 1

 and

 c2d21
0


⊥
=

 T 0gT 0
0T 1

 .
By using this fact, we have
−

 b2d12
0


⊥T 
He(AX) Xc1 b1cT1X −γ d11
bT1 d11 −γ



 b2d12
0


⊥
=−
(
He(ΛTSTXS)− γffT ∗
bT1 S + d11f
T −γ
)
,
−

 c2d21
0


⊥T 
He(Y A) Y b1 c1bT1 Y −γ d11
cT1 d11 −γ



 c2d21
0


⊥
=−
(
He(ΩTT TY T )− γggT ∗
cT1 T + d11g
T −γ
)
,
where ∗ indicates the transpose of the lower triangular part. In addition, since
S and T are non-singular, we have(
X −In
−In Y
)
∈ S2n+ ⇐⇒
(
STXS −STT
−T TS T TY T
)
∈ S2n+ .
Hence, by replacing STXS and T TY T by Xˆ and Yˆ , respectively, the SDP (25)
can be reduced to

inf
γ,Xˆ,Yˆ
γ
subject to −
(
He(ΛT Xˆ)− γffT ∗
hT1 −γ
)
∈ Sn+1+ ,
(
Xˆ ∗
−J Yˆ
)
∈ S2n+ ,
−
(
He(ΩT Yˆ )− γggT ∗
hT2 −γ
)
∈ Sn+1+ ,
(30)
where J := T TS, h1 := S
T b1 + d11f and h2 := T
T c1 + d11g.
In Sections 4, 5, 6 and 7, we analyze the infimal value γ∗ given by (30)
separately according to the following four cases:
Case 1 (Section 4) Both d12 and d21 are nonzero, and all the invariant zeros
of Gzu and Gyw are unstable, but not on the imaginary axis.
Case 2 (Section 5) Both d12 and d21 are nonzero, and at least one of the
invariant zeros of Gzu or Gyw is stable, but all the unstable invariant
zeros are not on the imaginary axis.
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Case 3 (Section 6) Both d12 and d21 are nonzero, and at least one of the
invariant zeros in Gzu or Gyw exists on the imaginary axis.
Case 4 (Section 7) At least one of d12 and d21 is zero. In this case, an infinite
invariant zero exists in Gzu or Gyw.
4. Analysis of Case 1
In this section, we assume that all invariant zeros of Gzu and Guw given
by (24) are (strictly) positive. This is represented equivalently by Λ = Λ+ and
Ω = Ω+. Then we have S = S+, f = f+ and T = T+, g = g+, and thus
J = J+ := T
T
+S+, h1 = h1+ := S
T
+b1 + d11f+ and h2 = h2+ := T
T
+ c1 + d11g+.
Under Assumption 1, Theorem 3 ensures the existence of an optimal solution
to the dual of (30), while the following lemma ensures the existence of an optimal
solution to (30). We give a proof of Lemma 4 in Appendix B.2.
Lemma 4. LMI problem (30) has an optimal solution.
In addition, we can obtain the next result with respect to LMI problem (30).
We give a proof in Appendix C.2.
Lemma 5. The optimal value γ∗ of LMI problem (30) is zero if and only if
h1+ = 0, h2+ = 0 and J+ = On×n.
Since we have already dealt with the case γ∗ = 0 explicitly in Lemma 5, we
assume that the optimal value γ∗ of (30) is (strictly) positive in the remainder
of this section. Then we can apply the Schur complement to the first and second
LMIs in (30) and obtain
He((−Λ+)TX) + γf+fT+ − h1+hT1+/γ ∈ Sn+ and
He((−Ω+)TY ) + γg+gT+ − h2+hT2+/γ ∈ Sn+
for γ > 0. It follows that LMI problem (30) can be reformulated as

inf
γ,X,Y,X˜,Y˜
γ
subject to He((−Λ+)TX) + γf+fT+ − h1+hT1+/γ − X˜ = On, X˜ ∈ Sn+,
He((−Ω+)TY ) + γg+gT+ − h2+hT2+/γ − Y˜ = On, Y˜ ∈ Sn+,(
X −JT+
−J+ Y
)
∈ S2n+ , γ > 0.
(31)
Since both (−Λ+)T and (−Ω+)T are Hurwitz stable, and since the first and
second equalities can be seen as the Lyapunov equations, we can solve them
explicitly as follows:
X =
∫ ∞
0
exp(−ΛT+t)
(
γf+f
T
+ − h1+hT1+/γ − X˜
)
exp(−Λ+t) dt, (32)
Y =
∫ ∞
0
exp(−ΩT+t)
(
γg+g
T
+ − h2+hT2+/γ − Y˜
)
exp(−Ω+t) dt. (33)
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See e.g. [2, Remark, page 78] for this explicit form of the Lyapunov equations.
In relation to (32) and (33), we define F+, G+, H1+, H2+ ∈ Sn by

F+ =
∫ ∞
0
exp(−ΛT+t)f+fT+ exp(−Λ+t) dt,
G+ =
∫ ∞
0
exp(−ΩT+t)g+gT+ exp(−Ω+t) dt,
H1+ =
∫ ∞
0
exp(−ΛT+t)h1+hT1+ exp(−Λ+t) dt,
H2+ =
∫ ∞
0
exp(−ΩT+t)h2+hT2+ exp(−Ω+t) dt.
(34)
We remark that F+, G+, H1+, H2+ are positive semidefinite. In particular, F+
and G+ are positive definite because both pairs (Λ+, f+) and (Ω+, g+) are con-
trollable under Assumption 1. This is proved in Lemma 17 of Appendix B.3.
By using F+, G+, H1+, H2+ ∈ Sn, we can rewrite (31) as

inf
γ,X˜,Y˜ ,X¯,Y¯
γ
subject to Xˆ =
∫ ∞
0
exp(−ΛT+t)X˜ exp(−Λ+t) dt, X˜ ∈ Sn+,
Yˆ =
∫ ∞
0
exp(−ΩT+t)Y˜ exp(−Ω+t) dt, Y˜ ∈ Sn+,
γF+ −
1
γ
H1+ − Xˆ −JT+
−J+ γG+ − 1
γ
H2+ − Yˆ

 ∈ S2n+ , γ > 0.
(35)
Then we can readily prove that (35) is equivalent to the next LMI problem :
inf

γ :

γF+ −
1
γ
H1+ −JT+
−J+ γG+ − 1
γ
H2+

 ∈ S2n+ , γ > 0

 . (36)
In fact, it is clear that if (35) with the objective value γ = γ0 is feasible by
(γ0, X˜, Y˜ , Xˆ, Yˆ ), then (36) with γ = γ0 is also feasible since Xˆ and Yˆ are both
positive semidefinite. On the other hand, if (36) is feasible with the objective
value γ = γ0, then (35) with γ = γ0 is also feasible by (γ0, X˜, Y˜ , Xˆ, Yˆ ) =
(γ0, On, On, On, On).
To summarize the results in this section, we arrive at the next theorem that
is the first main result of this paper.
Theorem 4. Let us consider Case 1 stated at the final part of Section 3. Then
the optimal value γ∗ of LMI problem (30) is equal to the maximum eigenvalue
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of the matrix E ∈ S4n defined by
E :=


O F
−1/2
+ J
T
+G
1/2
+ F
−1/2
+ H
1/2
1+ O
G
−1/2
+ J+F
−1/2
+ O O G
−1/2
+ H
1/2
2+
H
1/2
1+ F
−1/2
+ O O O
O H
1/2
2+ G
−1/2
+ O O

 . (37)
Here, F+, G+ ∈ Sn++ and H1+, H2+ ∈ Sn+ are given by (34). Moreover, an
optimal solution (γ,X, Y ) of the SDP (30) can be given explicitly by
γ = γ∗, X = γF+ − 1
γ
H1+, Y = γG+ − 1
γ
H2+.
Proof. To prove γ∗ = γˆ := λmax(E), we use the fact that F+ andG+ are positive
definite. By using the Schur complement, we have
γF+ −
1
γ
H1+ −JT+
−J+ γG+ − 1
γ
H2+

 ∈ S2n+
⇐⇒

γIn −
1
γ
F
−1/2
+ H1+F
−1/2
+ ∗
−G−1/2+ J+F−1/2+ γIn −
1
γ
G
−1/2
+ H2+G
−1/2
+

 ∈ S2n+ ,
⇐⇒


γIn ∗ ∗ ∗
−G−1/2+ J+F−1/2+ γIn ∗ ∗
−H1/21+ F−1/2+ O γIn ∗
O −H1/22+ G−1/2+ O γIn

 ∈ S4n+ ⇐⇒ γ ≥ γˆ = λmax(E).
We note that the maximum eigenvalue of E is nonnegative since E is indefinite.
Hence the maximum eigenvalue of E is nonnegative, and thus we conclude that
the optimal value γ∗ of (30) is equal to the maximum eigenvalue of E. In
addition, since (36) is equivalent to (30), an optimal solution of (30) is obtained
from (32) and (33). Therefore we obtain the result.
Before closing this section, we provide an explicit way to compute the matrix
E in Theorem 4. First, we compute all the invariant zeros λ and ω of Gzu and
Gyw and their null vectors
(
S
fT
)
and
(
T
gT
)
in (26) and (27), respectively.
Collecting them, we define Λ, Ω, S, f , T and g as in (26) and (27). We remark
that we have Λ+ = Λ, Ω+ = Ω, S+ = S, f+ = f , T+ = T and g+ = g under
this assumption. Second, we compute J+, h1+ and h2+ by
J+ = T
T
+S+, h1+ = S
T
+b1 + d11f+, h2+ = T
T
+ c1 + d11g+.
Next, we solve the following Lyapunov equation to determine the the symmetric
matrix F+:
(−ΛT+)F+ + F+(−Λ+) = −f+fT+ .
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As (Λ+, f+) is controllable, the solution of the above Lyapunov equation is posi-
tive definite. Similarly, we solve the following Lyapunov equations to determine
the symmetric matrices G+, H1+ and H2+, respectively:
(−ΩT+)G+ +G+(−Ω+) = −g+gT+,
(−ΛT+)H1+ +H1+(−Λ+) = −h1+hT1+,
(−ΩT+)H2+ +H2+(−Ω+) = −h2+hT2+.
Finally, we compute F
−1/2
+ , G
−1/2
+ , H
1/2
1+ andH
1/2
2+ by eigenvalue decomposition.
Then we can obtain the matrix E in (37).
5. Analysis of Case 2
When dealing with Case 2 stated at the final part of Section 3, we cannot
obtain Theorem 4 by a similar discussion to Section 4. The difficulty lies in
the fact that we cannot represent the solutions of the Lyapunov equations with
respect to Λ and Ω since they contain negative eigenvalues in Case 2. However,
we can overcome this difficulty by investigating the structure of feasible solutions
of the dual of (30).
The following lemma provides the mathematical formulation of the dual of
(30). We give a proof in Appendix C.3.
Lemma 6. The dual of (30) can be formulated as follows:

sup
Wij ,Zij ,Vij
2(hT1 • Z21 + hT2 • V21 + J •W21)
subject to fTZ11f + Z22 + g
TV11g + V22 = 1,
W11 = He(ΛZ11),W22 = He(ΩV11),(
Z11 Z
T
21
Z21 Z22
)
∈ Sn+1+ ,
(
V11 V
T
21
V21 V22
)
∈ Sn+1+ ,
(
W11 W
T
21
W21 W22
)
∈ S2n+ .
(38)
Moreover, the duality gap between (30) and (38) is zero, and (38) has an optimal
solution.
The following lemma provides the structure of solutions of (38). For this,
we partition Z11, V11 and W of a feasible solution (Z, V,W ) of (38) as follows:
Z11 =
( (n− k1) k1
(n− k1) Z111 (Z211)T
k1 Z
2
11 Z
3
11
)
, V11 =
( (n− k2) k2
(n− k2) V 111 (V 211)T
k2 V
2
11 V
3
11
)
,
W11 =
( (n− k1) k1
(n− k1) W 111 (W 211)T
k1 W
2
11 W
3
11
)
and W22 =
( (n− k2) k2
(n− k2) W 122 (W 222)T
k2 W
2
22 W
3
22
)
.
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Lemma 7. Any feasible solution (Z, V,W ) of (38) has the form of
W11 =
(
O(n−k1)×(n−k1) Ok1×(n−k1)
O(n−k1)×k1 W
3
11
)
, Z11 =
(
O(n−k1)×(n−k1) Ok1×(n−k1)
O(n−k1)×k1 Z
3
11
)
,
W22 =
(
O(n−k2)×(n−k2) Ok2×(n−k2)
O(n−k2)×k2 W
3
22
)
, V11 =
(
O(n−k2)×(n−k2) Ok1×(n−k2)
O(n−k2)×k2 V
3
11
)
,
Z21 =
(
O1×(n−k1) Z
2
21
)
,W 311 = He(Λ+Z
3
11),
V21 =
(
O1×(n−k2) V
2
21
)
and W 322 = He(Ω+V
3
11).
Furthermore, it follows from the structure of W11 and W22 that we have
W21 =
(
O(n−k2)×(n−k1) O(n−k2)×k1
Ok2×(n−k1) W
3
21
)
.
Proof. We prove only the structure of Z11 and W11. We focus on W11 =
He(ΛZ11), W11 ∈ Sn+ and Z11 ∈ Sn+. Then W11 = He(ΛZ11) is equivalently
written as (
W 111 (W
2
11)
T
W 211 W
3
11
)
= He
((
Λ−
Λ+
)(
Z111 ∗
Z211 Z
3
11
))
=
(
He(Λ−Z111) ∗
Λ+Z
2
11 + Z
2
11Λ
T
− He(Λ+Z
3
11)
)
.
We remark that Λ− is Hurwitz stable because all the eigenvalues of Λ− are
negative. Since W 111 = He(Λ−Z
1
11) can be seen as the Lyapunov equation, and
since W 111 ∈ Sn−k1+ and Λ− is Hurwitz stable, we have
Z111 = −
∫ ∞
0
exp(Λ−t)W 111 exp(Λ
T
−t) dt.
It follows from the positive semidefiniteness of Z111 and W
1
11 that Z
1
11 must
be the zero matrix. Substituting this into the Lyapunov equation, we obtain
W 111 = O. Consequently, Z
2
11 and W
2
11 are also the k1 × (n − k1) zero matrix
because Z11 ∈ Sn+ and W 111 ∈ Sn+, respectively.
Substituting the structure of dual solutions (Z, V,W ) to the first equality
constraint in (38), we obtain
fTZ11f + Z22 + g
TV11g + V22
=
(
f−
f+
)T (
O(n−k1)×(n−k1) O(n−k1)×k1
Ok1×(n−k1) Z
3
11
)(
f−
f+
)
+ Z22
+
(
g−
g+
)T (
O(n−k2)×(n−k2) O(n−k2)×k2
Ok2×(n−k2) V
3
11
)(
g−
g+
)
+ V22
=fT+Z
3
11f+ + Z22 + g
T
+V
3
11g+ + V22 = 1.
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Moreover, we have
J •W21 = Trace(T TSWT21) = Trace
(
T TS
(
O(n−k1)×(n−k2) O(n−k1)×k2
Ok1×(n−k2) (W
3
21)
T
))
= Trace(T+S
T
+(W
3
21)
T )) = J+ •W 321,
hT1 • Z21 =
(
hT1− h
T
1+
) • (O1×(n−k1) Z221) = hT1+ • Z221, and
hT2 • V21 =
(
hT2− h
T
2+
) • (O1×(n−k2) V 221) = hT2+ • V 221.
Therefore (38) is equivalent to the following optimization problem:


sup
Wˆij ,Zˆij ,Vˆij
2(hT1+ • Zˆ21 + hT2+ • Vˆ21 + J+ • Wˆ21)
subject to fT+ Zˆ11f+ + Z22 + g
T
+Vˆ11g+ + V22 = 1,
Wˆ11 = He(Λ+Zˆ11), Wˆ22 = He(Ω+Vˆ11),
(
Wˆ11 Wˆ
T
21
Wˆ21 Wˆ22
)
∈ Sk1+k2+ ,(
Zˆ11 Zˆ
T
21
Zˆ21 Zˆ22
)
∈ Sk1+1+ ,
(
Vˆ11 Vˆ
T
21
Vˆ21 Vˆ22
)
∈ Sk2+1+ .
(39)
Remark 3. We have successfully reduced the dual (38) when at least either
Gzw or Gyw has stable invariant zeros. This reduction corresponds to facial
reduction in the literature of the optimization theory, which was proposed by
Borwein and Wolkowicz in [3] for general convex cone programming problems.
Thereafter, [19] and [20] proposed facial reduction for SDP problems.
Facial reduction for SDP problems is a finitely iterative algorithm. It works
for non-strictly feasible SDP problems like dual (38), and generates a strictly
feasible SDP problem whose optimal value is equal to the original.
The number of minimal iterations of facial reduction is an important concept
in convex analysis and is called the degree of singularity of the SDP problem.
The degree is used for the error bound analysis of SDP feasibility problems in
[23] and perturbation analysis of SDP in [6]. In the proof of Lemma 7, we can
see that the facial reduction spends only one iteration in Case 2. It is proved
in [29] that the same fact holds for H∞ output feedback control problem for
MIMO dynamical system.
The next lemma provides the dual of (39).
Lemma 8. The dual of (39) can be reformulated as follows:


inf
γ,Xˆ,Yˆ
γ
subject to −
(
He(ΛT+Xˆ)− γf+fT+ h1+
hT1+ −γ
)
∈ Sk1+1+ ,
−
(
He(ΩT+Yˆ )− γg+gT+ h2+
hT2+ −γ
)
∈ Sk2+1+ ,
(
Xˆ −JT+
−J+ Yˆ
)
∈ Sk1+k2+ ,
(40)
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Moreover the duality gap between (40) and (39) is zero, and both (40) and (39)
have optimal solutions.
Proof. We can prove by a similar manner in Lemma 6 the fact that the dual of
(40) is (39). In fact, it is well-known that the dual of the dual problem is exactly
the primal problem. The proof on the zero duality gap between (40) and (39) is
provided in Appendix B.3. In addition, we can prove the existence of optimal
solutions of (40) and (39) by similar manners to the proofs in Appendix B.2
and Appendix B.3.
Since all eigenvalues of both Λ+ and Ω+ are positive, we obtain the same
result as Theorem 4 by applying the discussion in Section 4. We summarize the
result in this subsection as follows:
Theorem 5. Let us consider Case 2 stated at the final part of Section 3. Then
the optimal value γ∗ of LMI problem (30) is equal to the maximum eigenvalue
of the symmetric matrix E defined by
E :=


O F
−1/2
+ J
T
+G
1/2
+ F
−1/2
+ H
1/2
1+ O
G
−1/2
+ J+F
−1/2
+ O O G
−1/2
+ H
1/2
2+
H
1/2
1+ F
−1/2
+ O O O
O H
1/2
2+ G
−1/2
+ O O

 . (41)
Here F+, H1+ ∈ Sk1+ and G+, H2+ ∈ Sk2 are defined by

F+ =
∫ ∞
0
exp(−ΛT+t)f+fT+ exp(−Λ+t) dt,
G+ =
∫ ∞
0
exp(−ΩT+t)g+gT+ exp(−Ω+t) dt,
H1+ =
∫ ∞
0
exp(−ΛT+t)h1+hT1+ exp(−Λ+t) dt,
H2+ =
∫ ∞
0
exp(−ΩT+t)h2+hT2+ exp(−Ω+t) dt.
In particular, F+ and G+ are positive definite because of Assumption 1.
Proof. All the optimal values of (30), (38), (39) and (40) are equivalent. In fact,
the equivalence between (30) and (38) follows from Theorem 3. The optimal
values of (38) is equal to the optimal value of (39) because we obtain (39) from
(38) by investigating the structure of solutions of (38). The equivalence between
the optimal values of (39) and (40) follows from Lemma 8. Finally, we can prove
that the optimal value of (40) is given by λmax(E). In fact, we can prove that
if γ∗ = 0, then h1+ = 0, h2+ = 0 and J+ = O, and thus E is the zero matrix.
Clearly, γ∗ = λmax(E). Otherwise, since γ∗ > 0, we can prove γ∗ = λmax(E) in
a similar manner to the proof of Theorem 4.
We remark that the size of the matrix E in (37) is 4n, while in (41) the size
is 2(k1 + k2). When both of Gzu and Gyw have no stable invariant zeros, then
(41) is equal to (37).
We obtain the following corollary from Theorem 5.
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Corollary 1. If all the invariant zeros of Gzu are stable, then the optimal value
γ∗ of (30) is equal to
λmax
(
O G
−1/2
+ H
1/2
2+
H
1/2
2+ G
−1/2
+ O
)
. (42)
Similarly, if all the invariant zeros in Gyw are stable, then the optimal value γ
∗
of (30) is equal to
λmax
(
O F
−1/2
+ H
1/2
1+
H
1/2
1+ F
−1/2
+ O
)
. (43)
Finally, if both of Gzu and Gyw have no unstable zeros, then γ
∗ is equal to zero.
Proof. We prove (42) only. Intuitively, (42) directly follows from Theorem 5
because F+ and H1+ both vanish in the present case. The proof can be made
more rigorous as follows. Since all the invariant zeros in Gzu are stable, we
have Λ = Λ−, S = S− and f = f−. It follows from Lemma 7 that any feasible
solution (Z, V,W ) of (38) has the form of
Z =
(
On 0
0T Z22
)
, V =

 On−k2 O(n−k2)×k2 0Ok2×(n−k2) Vˆ11 Vˆ T21
0T Vˆ21 V22

 and
W =

 On On×(n−k2) On×k2O(n−k2)×n On−k2 O(n−k2)×k2
Ok2×n Ok2×(n−k2) Wˆ22

 .
Substituting them into (38), it can be reformulated as

sup
Z22,Vˆij ,V22,Wˆ22
2hT2+ • Vˆ21
subject to Z22 + g
T
+Vˆ11g+ + V22 = 1, Wˆ22 = He(Ω+Vˆ11),(
Vˆ11 Vˆ
T
21
Vˆ21 Vˆ22
)
∈ Sk2+1+ , Z22 ≥ 0, Wˆ22 ∈ Sk2+ .
(44)
By following a similar line to Lemma 8, we obtain the following dual problem:
inf
{
γ : γ ≥ 0,−
(
He(ΩT+Yˆ )− γg+gT+ h2+
hT2+ −γ
)
∈ Sk2+1+ , Yˆ ∈ Sk2+
}
. (45)
We can prove the duality gap between (45) and (44) is zero. For (45), it follows
from a similar manner in the proof of Theorem 5 that
γ∗ = γˆ = λmax
(
O G
−1/2
+ H
1/2
2+
H
1/2
2+ G
−1/2
+ O
)
.
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6. Analysis of Case 3
In this section, we deal with Case 3, stated in the final part of Section 3.
For simplicity, we assume the following.
• We allow both Gzu and Gyw to have complex invariant zeros on the imag-
inary axis.
• All the invariant zeros on the imaginary axis are distinct from each other.
• Both Gzu or Gyw do not have 0 as invariant zero.
In particular, the first assumption corresponds to remove (b) of Assumption
1. Otherwise, we deal with only 0 as invariant zeros on the imaginary axis.
Thus this assumption makes the discussions in Case 3 more general. Other
assumptions are imposed to improve the readability. However, we emphasize
that the result in Theorem 6 is still valid without assuming them.
Under (a) of Assumption 1 and these additional assumptions, we consider
the case where Gzu (resp. Gyw) has 2m1 (resp. 2m2) invariant zeros λ1, . . . , λm1
(resp. ω1, . . . , ωm2) and their complex conjugates λ¯1, . . ., λ¯m1 (resp. ω¯1,
. . ., ω¯m2) on the imaginary axis. Moreover, these invariant zeros are dis-
tinct from each other. The null vectors (sTj , fj) (j = 1, . . . ,m1) and (t
T
j , gj)
(j = 1, . . . ,m2) associated with the invariant zeros λj (j = 1, · · · ,m1) and
ωj (j = 1, · · · ,m2) can be written, respectively, by(
sj
fj
)
=
(
srj
f rj
)
+
√−1
(
sij
f ij
)
(j = 1, . . . ,m1),(
tj
gj
)
=
(
trj
grj
)
+
√−1
(
tij
gij
)
(j = 1, . . . ,m2).
Here srj , s
i
j , t
r
j , and t
i
j are in R
n and f rj , f
i
j , g
r
j , and g
i
j are in R. Note that
|fj|2 = (f rj )2 + (f ij)2 and |gj |2 = (grj )2+ (gij)2 are nonzero due to Assumption 1
and 3 of Lemma 1. Then we have

(sr1)
T f r1
(si1)
T f i1
...
...
(srm1)
T f rm1
(sim1)
T f im1


(
A b2
cT1 d12
)
=


F (λ1)
. . .
F (λm1)




(sr1)
T 0
(si1)
T 0
...
...
(srm1)
T 0
(sim1)
T 0

 , (46)


(tr1)
T gr1
(ti1)
T gi1
...
...
(trm2)
T grm2
(tim2)
T gim2


(
AT c2
bT1 d21
)
=


F (ω1)
. . .
F (ωm2)




(tr1)
T 0
(ti1)
T 0
...
...
(trm2)
T 0
(tim2)
T 0

 , (47)
where F (λ) is defined by
F (λ) =
(
0 ℑ(λ)
−ℑ(λ) 0
)
.
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Here ℑ(λ) denotes the imaginary part of λ ∈ C. Note that F (λ) is non-singular
when λ 6= 0. For simplicity, we denote (46) and (47) by
(
ST0 f0
)(A b2
cT1 d12
)
= ΛT0
(
ST0 0
)
and
(
T T0 g0
)(AT c2
bT1 d21
)
= ΩT0
(
T T0 0
)
.
(48)
We remark that the sizes of Λ0 and Ω0 are 2m1 and 2m2, respectively. In
addition, we can reformulate (26) and (27) as(
ST0 f0
ST f
)(
A b2
cT1 d12
)
=
(
ΛT0
ΛT
)(
ST0 0
ST 0
)
,(
T T0 g0
T T g
)(
AT c1
bT2 d21
)
=
(
ΩT0
ΩT
)(
T T0 0
T T 0
)
.
As we have assumed that d12 6= 0 and d21 6= 0, it follows from Lemma 3 that
(S0, S), (T0, T ) ∈ Rn×n are non-singular, and we have
 b2d12
0


⊥
=

S0 S 0fT0 fT 0
0T 0T 1

 and

 c2d21
0


⊥
=

T0 T 0gT0 gT 0
0T 0T 1

 .
By following similar lines leading to (30), we can reformulate (25) as in


inf
γ,Xˆij,Yˆij
γ
subject to −

He
((
ΛT0
ΛT
)
Xˆ
)
− γ
(
f0
f
)(
f0
f
)T
hˆ1
hˆT1 −γ

 ∈ Sn+1+ ,
−

He
((
ΩT0
ΩT
)
Yˆ
)
− γ
(
g0
g
)(
g0
g
)T
hˆ2
hˆT2 −γ

 ∈ Sn+1+ ,
(
Xˆ −JˆT
−Jˆ Yˆ
)
∈ S2n+ ,
(49)
where we define Xˆ, Yˆ , hˆ1 and hˆ2 as follows:
Xˆ =
(
ST0
ST
)
X
(
S0 S
)
, Yˆ =
(
T T0
T T
)
Y
(
T0 T
)
, Jˆ =
(
T T0
T T
)(
S0 S
)
, J = T TS,
hˆT1 =
(
hT10 h
T
1
)
, hT1 = b
T
1 S + d11f
T , hˆT2 =
(
hT20 h
T
2
)
, hT2 = c
T
1 T + d11g
T ,
hT10 =
(
(hr10)1 (h
i
10)1 · · · (hr10)m1 (hi10)m1
)
= bT1 S0 + d11f
T
0 ,
hT20 =
(
(hr20)1 (h
i
20)1 · · · (hr20)m2 (hi20)m2
)
= cT1 T0 + d11g
T
0 .
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Applying Lemma 6, its dual is formulated as follows:

sup
(
hˆ1
hˆT1
)
• Z +
(
hˆ2
hˆT2
)
• V +
(
JˆT
Jˆ
)
•W
subject to

f0fT0 ∗ffT0 ffT
1

 • Z +

g0gT0 ∗ggT0 ggT
1

 • V = 1,
W11 = He
((
Λ0
Λ
)(
Z11 ∗
Z21 Z22
))
,W =
(
W11 ∗
W21 W22
)
∈ S2n+ ,
W22 = He
((
Ω0
Ω
)(
V11 ∗
V21 V22
))
,
Z =

Z11 ∗ ∗Z21 Z22 ∗
Z31 Z32 Z33

 ∈ Sn+1+ , V =

V11 ∗ ∗V21 V22 ∗
V31 V32 V33

 ∈ Sn+1+ .
(50)
We remark that the duality gap between (49) and (50) is zero, and (50) has an
optimal solution. In fact, these facts follows from Theorem 3 because the proof
on the zero duality gap between (25) and its dual in Theorem 3 is independent
in the computation of the perpendicular matrices in (25).
The following lemma is useful to reduce (50). We give a proof in Appendix C.4.
Lemma 9. Any feasible solution (Wij , Zij , Vij) has the form of
Z11 = Diag(z1, z1, . . . , zm1 , zm1), Z21 = O(n−2m1)×2m1 , (51)
V11 = Diag(v1, v1, . . . , vm2 , vm2), V21 = O(n−2m2)×2m1 , (52)
(W11)ij = 0 (i, j = 1, . . . , 2m1), (W22)ij = 0 (i, j = 1, . . . , 2m2), (53)
(W21)ij = 0 (i = 1, . . . , n, j = 1, . . . , 2m1 and i = 1, . . . , 2m2, j = 2m1 + 1, . . . , n),
where Diag(a1, . . . , an) stands for the diagonal matrix with the diagonal elements
a1, . . . , an.
Remark 4. We have reduced the size of the matrix variable W in (50) in
Lemma 9. This reduction also corresponds to the facial reduction for SDP as
well as Lemma 7. In addition, we can also apply Lemma 7 when at least either
Gzu or Gyw has stable invariant zeros.
26
By using (51), (52) and (53), we can reformulate (50) as follows:

sup

 h10h1
hT10 h
T
1

 • Z +

 h20h2
hT20 h
T
2

 • V + ( JT
J
)
• Wˆ
subject to

f0fT0 f0fTffT0 ffT
1

 • Z +

g0gT0 g0gTggT0 ggT
1

 • V = 1,
Wˆ11 = He (ΛZ22) , Wˆ22 = He (ΩV22) , Wˆ =
(
Wˆ11 Wˆ
T
21
Wˆ21 Wˆ22
)
∈ Sn0+ ,
Z =

Z11 O ZT31O Z22 ZT32
Z31 Z32 Z33

 ∈ Sn+1+ , V =

V11 O V T31O V22 V T32
V31 V32 V33

 ∈ Sn+1+ ,
Z11 = Diag(z1, z1, . . . , zm1 , zm1), zj ∈ R (j = 1, . . . ,m1),
V11 = Diag(v1, v1, . . . , vm2 , vm2), vj ∈ R (j = 1, . . . ,m2),
(54)
where n0 = 2n − 2(m1 +m2). Let F be the feasible region of (54). The next
lemma shows the dual of (54). We give a proof in Appendix C.5.
Lemma 10. The dual of (54) can be formulated as follows:

inf
γ,Xˆ,Yˆ ,UX
ij
,UY
ij
γ
subject to −

UX11 − γf0fT0 (UX21)T − γf0fT h10UX21 − γffT0 He(ΛT Xˆ)− γffT h1
hT10 h
T
1 −γ

 ∈ Sn+1+ ,
−

UY11 − γg0gT0 (UY21)T − γg0gT h20UY21 − γggT0 He(ΩT Yˆ )− γggT h2
hT20 h
T
2 −γ

 ∈ Sn+1+ ,(
Xˆ −JT
−J Yˆ
)
∈ Sn0+ , UX11 ∈ S2m1 , UY11 ∈ S2m2 ,
UX21 ∈ R(n−2m1)×2m1 , UY21 ∈ R(n−2m2)×2m2 ,
(UX11)2j−1,2j−1 + (U
X
11)2j,2j = 0 (j = 1, . . . ,m1),
(UY11)2j−1,2j−1 + (U
Y
11)2j,2j = 0 (j = 1, . . . ,m2).
(55)
Moreover, the duality gap between (55) and (54) is zero, and (54) has an optimal
solution.
We focus on the first inequality constraint in (55) and can see that all the
off-diagonal elements of UX11 and all the elements of U
X
21 do not appear in the
other constraints in (55). Hence it is enough to compute them after finding
γ, Xˆ and all the diagonal elements of UX11. Proposition 1 shown below gives
a simplification of LMI problem (55) based on this idea. For this, we use the
following lemma. This lemma plays an essential role in the proof of Proposition
1 and can be directly proved in a similar manner to the proof in [28, Appendix
D]
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Lemma 11. Let k, ℓ be positive integers. We assume that the two matrices(
U11 U
T
31
U31 U33
)
∈ Sk+1 and
(
U22 U
T
32
U32 U33
)
∈ Sℓ+1 are positive semidefinite. Then there
exists U21 ∈ Rℓ×k such that the matrix
(
U11 U
T
21 U
T
31
U21 U22 U
T
32
U31 U32 U33
)
is positive semidefinite.
Proposition 1. The optimal value of (55) is equivalent to the following LMI
problem:

inf
γ,Xˆ,Yˆ ,
uXj ,u
Y
j
γ
subject to −
(
He(ΛT Xˆ)− γf+fT+ h1
hT1 −γ
)
∈ Sn−2m1+1+ ,
−
(
He(ΩT Yˆ )− γggT h2
hT2 −γ
)
∈ Sn−2m2+1+ ,
(
Xˆ −JT
−J Yˆ
)
∈ Sn0+ ,(
γ(f i)2j − uXj ∗
−(hi10)j γ
)
∈ S2+,
(
γ(f r)2j + u
X
j ∗
−(hr10)j γ
)
∈ S2+ (j = 1, . . . ,m1),(
γ(gi)2j − uYj ∗
−(hi20)j γ
)
∈ S2+,
(
γ(gr)2j + u
Y
j ∗
−(hr20)j γ
)
∈ S2+ (j = 1, . . . ,m2).
(56)
Proof. Since the matrix in the left side of each constraint in (56) is a submatrix
in the left side of each constraint in (55), any feasible solution of (55) is also
feasible for (56) with the same objective value. It is sufficient to prove that any
feasible solution of (56) is feasible for (55) with the same objective value. Let
(γ, Xˆ, Yˆ , uXj , u
Y
j ) be a feasible solution of (56). Then the solution satisfies(
γ(f i)2j − uXj −(hi10)j
−(hi10)j γ
)
∈ S2+,
(
γ(f r)2j + u
X
j −(hr10)j
−(hr10)j γ
)
∈ S2+ (j = 1, . . . ,m1).
Applying Lemma 11 to the above matrices repeatedly, we see that there exists
vkj ∈ R (j = 1, . . . , 2m1, k = j+1, . . . , 2m1+1) such that the following matrix
is positive semidefinite:

γ(f r)21 + u
X
1 v21 v31 · · · v2m1,1 −(hr10)1
v21 γ(f
i)21 − uX1 v32 · · · v2m1,2 −(hi10)1
v31 v32
. . .
. . .
...
...
...
...
. . . γ(f r)2m1 + u
X
m1 v2m1,2m1−1 −(hr10)m1
v2m1,1 v2m1,2 · · · v2m1,2m1−1 γ(f i)2m1 − uXm1 −(hi10)m1
−(hr10)1 −(hi10)1 · · · −(hr10)m1 −(hi10)m1 γ


We define UX11 ∈ S2m1 as follows:
(UX11)kj =


−uX(k+1)/2 if k = j and k : odd number,
uXk/2 if k = j and k : even number,
γ(f0)k(f0)j − vkj if k > j,
γ(f0)k(f0)j − vjk o.w.
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Then we have
−
(
UX11 − γf0fT0 h10
hT10 −γ
)
∈ S2m1+1+ . (57)
Similarly, there exists UY11 ∈ S2m2 such that −
(
UY11−γg0gT0 h20
hT20 −γ
)
∈ S2m2+1+ . More-
over, we have
−
(
He(ΛT Xˆ)− γffT h1
hT1 −γ
)
∈ Sn−2m1+1+ . (58)
From (57), (58) and Lemma 11, there exists ZX21 ∈ R(n−2m1)×2m1 such that
−

UX11 − γf0fT0 (ZX21)T h10ZX21 He(ΛT Xˆ)− γf+fT+ h1
hT10 h
T
1 −γ

 ∈ Sn+1+ .
As well as the above, we have ZY21 ∈ R(n−2m2)×2m2 that satisfies
−

UY11 − γg0gT0 (ZY21)T h20ZY21 He(ΩT Yˆ )− γggT h2
hT20 h
T
2 −γ

 ∈ Sn+1+ .
We define UX21 and U
Y
21 by U
X
21 = Z
X
21+γf+f
T
0 and U
Y
21 = Z
Y
21+γg+g
T
0 . Then the
solution (γ, Xˆ22, Yˆ22, U
X
11, U
X
21, U
Y
11, U
Y
21) is feasible for (55), and thus the optimal
value of (56) is equal to the optimal value of (55).
We can simplify (56) by applying the following lemma:
Lemma 12. Let f1, f2, h1, h2, γ ∈ R. There exists p ∈ R such that(
γf21 − p −h1
−h1 γ
)
∈ S2+ and
(
γf22 + p −h2
−h2 γ
)
∈ S2+ (59)
if and only if γ satisfies
γ ≥
√
h21 + h
2
2
f21 + f
2
2
. (60)
Proof. If γ = 0, then h1 = h2 = 0, and thus the equivalence is obvious. We
assume γ > 0. We see that (59) holds if and only if −γf22 + h
2
2
γ ≤ p ≤ γf21 −
h21
γ . We obtain (60) from this inequality. On the other hand, if (60) holds,
then we define p by p = 12
(
γ(f21 − f22 )− h
2
1−h22
γ
)
. Then (59) holds by direct
computation.
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Applying Lemma 12 to (56), it can be reformulated as follows:

inf
γ,Xˆ,Yˆ
γ
subject to −
(
He(ΛT Xˆ)− γffT h1
hT1 −γ
)
∈ Sn−2m1+1+ ,
−
(
He(ΩT Yˆ )− γggT h2
hT2 −γ
)
∈ Sn−2m2+1+ ,(
Xˆ −JT
−J Yˆ
)
∈ Sn0+ ,
γ ≥ max
j=1,...,m1
{∣∣∣∣(h10)jfj
∣∣∣∣
}
, γ ≥ max
j=1,...,m2
{∣∣∣∣(h20)jgj
∣∣∣∣
}
.
(61)
Here we used (hr10)
2
j + (h
i
10)
2
j = |(h10)j |2 and (f r)2j + (f i)2j = |fj|2 etc for the
last inequalities.
It should be noted that the optimal values of optimization problems, which
appear in Section 6, that is, (49), (50), (54), (55), (56) and (61) are equal to
γ∗. In fact, the optimal value of (49) is γ∗. Since (50) is the dual of (49), the
optimal value of (50) is γ∗. In addition, it follows from Lemma 10 that the
optimal value of (55) is equal to the optimal value of (54). From Proposition 1
and Lemma 12, the optimal value of (61) is equal to the optimal values of (56)
and (55). Hence all the optimal values of these optimization problems are equal
to γ∗.
From (61), we see that
γ∗ = max
{
γ˜, max
j=1,...,m1
{∣∣∣∣ (h10)jfj
∣∣∣∣
}
, max
j=1,...,m2
{∣∣∣∣ (h20)jgj
∣∣∣∣
}}
,
where γ˜ is the optimal value of the following LMI problem

inf
γ,Xˆ,Yˆ
γ
subject to −
(
He(ΛT Xˆ)− γffT h1
hT1 −γ
)
∈ Sn−2m1+1+ ,
−
(
He(ΩT Yˆ )− γggT h2
hT2 −γ
)
∈ Sn−2m2+1+ ,(
Xˆ −JT
−J Yˆ
)
∈ Sn0+ .
(62)
It should be noted that if Gzu (resp. Gyw) has a stable invariant zero, then
Theorem 5 is available to obtain an expression of γ˜. Otherwise, Theorem 4 is
available. Therefore, we obtain the following theorem from (61):
Theorem 6. Let us consider Case 3 stated at the final part of Section 3. We
assume that invariant zeros λ1, . . . , λm1 in Gzu and ω1, . . . , ωm2 in Gyw of (1)
exist on the imaginary axis. Let γˆ := λmax(E) where E is given by (41) in
Theorem 5. Then the optimal value γ∗ of (49) is equal to
max
{
γˆ,
∣∣∣∣∣s
T
j b1
fj
+ d11
∣∣∣∣∣ (j = 1, . . . ,m1),
∣∣∣∣∣ t
T
j c1
gj
+ d11
∣∣∣∣∣ (j = 1, . . . ,m2)
}
.
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In particular, if all invariant zeros of Gzu and Gyw on the imaginary axis are
not the eigenvalues of A, respectively, then γ∗ is equal to
max {γˆ, |Gzw(λj)| (j = 1, . . . ,m1), |Gzw(ωj)| (j = 1, . . . ,m2)} .
Proof. We have already mentioned that all the optimal values of (49), (50),
(54), (55), (56) and (61) are equal to γ∗.
We rewrite the last three constraints in (61). We have h10 = s
T
j b1 + d11fj
and h20 = t
T
j c1 + d11gj for all j. From these equations, we obtain
γ ≥
∣∣∣∣∣s
T
j b1
fj
+ d11
∣∣∣∣∣ and γ ≥
∣∣∣∣∣ t
T
j c1
gj
+ d11
∣∣∣∣∣
for all j. Therefore, we obtain the desired result.
We prove the next statement. If λj is not an eigenvalue of A, then we have
sTj = fjc
T
1 (λjIn − A)−1. Similarly, ωj is not an eigenvalue of A, then we have
tTj = gjb
T
1 (ωjIn − AT )−1. By using these expressions together with (48), we
obtain ∣∣∣∣∣s
T
j b1
fj
+ d11
∣∣∣∣∣ = |Gzw(λj)| and
∣∣∣∣∣ t
T
j c1
gj
+ d11
∣∣∣∣∣ = |Gzw(ωj)| .
Therefore we obtain the desired result.
7. Analysis of Case 4
Finally, we deal with the case where at least one of the conditions d12 = 0
and d21 = 0 holds. When d12 = 0, for instance, the transfer function Gzu may be
identically zero. Then the transfer function Gcl(s,K) of the closed-loop system
is Gcl(s,K) ≡ Gzw(s), and thus γ∗ = ‖Gzw‖∞. This also holds when Gyw is
identically zero. Therefore we consider the case where both transfer functions
Gzu and Gyw are not identically zero.
When d12 = 0, the relative degree r1 of Gzu is positive and it follows from
the assertion 4 in Theorem 2 and 2 of Remark 2 that we have{
d12 = 0, c
T
1 b2 6= 0 if r1 = 1,
d12 = 0, c
T
1A
rb2 = 0 (r = 0, . . . , r1 − 2) and cT1 Ar1−1b2 6= 0 if r1 > 1.
Similarly, when d21 = 0, cally zero, then the relative degree r2 of Gyw is positive
and we have{
d21 = 0, c
T
2 b1 6= 0 if r2 = 1,
d21 = 0, c
T
2A
rb1 = 0 (r = 0, . . . , r2 − 2) and cT2 Ar2−1b1 6= 0 if r2 > 1.
Combining them with STA + fcT = ΛTST , T TAT + gbT = ΩTT T , ST b2 = 0
and T T c2 = 0, we obtain
STArb2 = 0 (r = 0, . . . , r1 − 1), (63)
T T (AT )rc2 = 0 (r = 0, . . . , r2 − 1). (64)
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We define P1 ∈ Rn×r1 , p1 ∈ Rr1 , P2 ∈ Rn×r2 and p2 ∈ Rr2 as follows:
(
P1
pT1
)
=


(
0
1
)
if r1 = 1,(
0 c1 (A
T )c1 . . . (A
T )r1−2c1
1 0 0 . . . 0
)
if r1 > 1,
(
P2
pT2
)
=


(
0
1
)
if r2 = 1,(
0 b1 Ab1 . . . A
r2−2b1
1 0 0 . . . 0
)
if r2 > 1.
Using (63) and (64), we have
(bT2 (A
r)TP1)j = 0 (r = 0, 1, . . . , r1 − 1, j = 1, . . . , r1 − r), (65)
(cT2 (A
r)P2)j = 0 (r = 0, 1, . . . , r2 − 1, j = 1, . . . , r2 − r). (66)
We provide the perpendicular matrices of the vectors (bT2 , 0, 0)
T and (cT2 , 0, 0)
T
in Lemma 13. This lemma can be proved in a similar manner to the proof of
Lemma 2.
Lemma 13. Suppose d12 = 0 in Gzu and its relative degree is r1. Then we
have 
b20
0


⊥
=

 S P1 0fT pT1 0
0 0 1

 ,
i.e., ST b2 = 0, P
T
1 b2 = 0 and the following square matrix is nonsingular:
b2 S P1 00 fT pT1 0
0 0 0 1

 .
Similarly, suppose d21 = 0 in Gyw and its relative degree is r2. Then we have
c20
0


⊥
=

 T P2 0gT pT2 0
0 0 1

 .
From Lemma 13, (25) is equivalent to the following optimization problem:

inf
γ,X,Y
γ
subject to −

 He(ΛTSTXS) − γffT ∗ ∗Pˆ T1 XS + P T1 XSΛ− γp1fT He(Pˆ T1 XP1)− γp1pT1 ∗
hT1 h˜
T
1 −γ

 ∈ Sn+1+ ,
−

 He(ΩTT TY T )− γggT ∗ ∗Pˆ T2 Y T + P T2 Y TΩ− γp2gT He(Pˆ T2 Y P2)− γp2pT2 ∗
hT2 h˜
T
2 −γ

 ∈ Sn+1+ ,(
X −In
−In Y
)
∈ S2n+ .
(67)
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where
h1 = S
T b1 + d11f, h2 = T
T c1 + d11g,
h˜1 = P
T
1 b1 + d11p1 =
(
d11 c
T
1 b1 c
T
1 Ab1 . . . c
T
1 A
r1−2b1
)T
h˜2 = P
T
2 c1 + d11p2 =
(
d11 b
T
1 c1 b
T
1 A
T c1 . . . b
T
1 (A
T )r2−2c1
)T
Pˆ1 = A
TP1 + c1p
T
1 =
(
c1 A
T c1 . . . (A
T )r1−1c1
)
,
Pˆ2 = AP2 + b1p
T
2 =
(
b1 Ab1 . . . A
r2−1b1
)
.
Similar properties to (65) and (66) hold in Pˆ1 and Pˆ2 as follows:
(bT2 (A
r)T Pˆ1)j = 0 (r = 0, . . . , r1 − 2, j = 1, . . . , r1 − r − 1), (68)
(cT2 (A
r)Pˆ2)j = 0 (r = 0, . . . , r2 − 2, j = 1, . . . , r2 − r − 1). (69)
The following lemma provides the dual of (67). We give a proof in Appendix C.6.
Lemma 14. The dual of (67) can be formulated as follows:

sup

 h1h˜1
hT1 h˜
T
1

 • Z +

 h2h˜2
hT2 h˜
T
2

 • V + ( In
In
)
•W
subject to

 ffT fpT1p1fT p1pT1
1

 • Z +

 ggT gpT2p2gT p2pT2
1

 • V = 1,
W11 = He(SΛ(Z11S
T + ZT21P
T
1 ) + Pˆ1(Z21S
T + Z22P
T
1 )),
W22 = He(TΩ(V11T
T + V T21P
T
2 ) + Pˆ2(V21T
T + V22P
T
2 )),
Z =

Z11 ZT21 ZT31Z21 Z22 ZT32
Z31 Z32 Z33

 ∈ Sn+1+ , V =

V11 V T21 V T31V21 V22 V T32
V31 V32 V33

 ∈ Sn+1+ ,
Z21 ∈ R(n−r1)×r1 , Z22 ∈ Rr1×r1 , V21 ∈ R(n−r2)×r2 , V22 ∈ Rr2×r2 ,(
W11 W
T
21
W21 W22
)
∈ S2n+ .
(70)
Moreover, the duality gap between (67) and (70) is zero.
From the following lemma, we can reduce the size of (70) equivalently. We
give a proof in Appendix C.7.
Lemma 15. Let (Zij , Vij ,Wij) be a feasible solution of (70). Then Z21 =
Or1×(n−r1) and V21 = Or2×(n−r2). In addition, if r1 > 1, we have (Z22)kr = 0
for all (k, r) 6= (1, 1) and (Z32)k = 0 (k = 2, . . . , r1). Similarly, if r2 > 1, we
have (V22)kr = 0 for all (k, r) 6= (1, 1) and (V32)k = 0 (k = 2, . . . , r2).
Remark 5. As well as Remark 3 and 4, we have reduced the size of the matrix
variables Z and V in (70) in Lemma 15. This reduction also corresponds to the
facial reduction for SDP as well as Lemmas 7 and 9.
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By applying Lemma 15 to (70) and substituting zeros in (Z, V,W ), we can
reformulate it as follows.

sup

 h1d11
hT1 d11

 • Z +

 h2d11
hT2 d11

 • V + ( In
In
)
•W
subject to

ffT ffT 1
1

 • Z +

ggT ggT 1
1

 • V = 1,
W11 = SHe(ΛZ11)S
T ,W22 = T He(ΩV11)T
T ,
(
W11 W
T
21
W21 W22
)
∈ S2n+ ,
Z =

Z11 O ZT31O Z22 ZT32
Z31 Z32 Z33

 ∈ Sn−r1+2+ , V =

V11 O V T31O V22 V T32
V31 V32 V33

 ∈ Sn−r2+2+ .
(71)
It follows from constraints on Wij in (71) that there exists Wˆ11 ∈ Sn−r1 , Wˆ21 ∈
R(n−r2)×(n−r1) and Wˆ22 ∈ Sn−r2 such that(
Wˆ11 Wˆ
T
21
Wˆ21 Wˆ22
)
∈ S(n−r1)+(n−r2)+ ,W11 = SWˆ11ST ,W22 = TWˆ22T T and W21 = TWˆ21ST ,
and thus (71) can be reformulated as

sup

 h1d11
hT1 d11

 • Z +

 h2d11
hT2 d11

 • V + ( STT
T TS
)
• Wˆ
subject to

ffT ffT 1
1

 • Z +

ggT ggT 1
1

 • V = 1,
Wˆ11 = He(ΛZ11), Wˆ22 = He(ΩV11), Wˆ =
(
Wˆ11 Wˆ
T
21
Wˆ21 Wˆ22
)
∈ Sn∞+ ,
Z =

Z11 O ZT31O Z22 ZT32
Z31 Z32 Z33

 ∈ Sn−r1+2+ , V =

V11 O V T31O V22 V T32
V31 V32 V33

 ∈ Sn−r2+2+ .
(72)
where n∞ = 2n− r1 − r2. The next lemma provides the dual of (72).
34
Lemma 16. The dual of (72) can be formulated as follows:

inf
γ,Xˆ,Yˆ ,ξ,η
γ
subject to −

He(ΛT Xˆ)− γffT ξ − γf h1ξT − γfT −γ d11
hT1 d11 −γ

 ∈ Sn−r1+2+ ,
−

He(ΩT Yˆ )− γggT η − γgT hηT − γgT −γ d11
hT2 d11 −γ

 ∈ Sn−r2+2+ ,
(
Xˆ −JT
−J Yˆ
)
∈ Sn∞+ , ξ ∈ Rn−r1 , η ∈ Rn−r2 .
(73)
Moreover, the duality gap between (73) and (72) is zero, and (72) has an optimal
solution.
Proof. We can prove by applying similar arguments in Lemmas 6 that the dual
of (72) is (73). The zero duality gap between (73) and (72), and the existence of
an optimal solution of (72) can be proved by a similar way in Appendix B.3.
For (73), we consider the following LMI problem:

inf
γ,Xˆ,Yˆ
γ
subject to −
(
He(ΛT Xˆ)− γffT h1
hT1 −γ
)
∈ Sn−r1+1+ ,
(
Xˆ −JT
−J Yˆ
)
∈ Sn∞+ ,
−
(
He(ΩT Yˆ )− γggT h2
hT2 −γ
)
∈ Sn−r2+1+ ,
(
γ −d11
−d11 γ
)
∈ S2+.
(74)
The following proposition holds for (73) and (74):
Proposition 2. The optimal value of (74) is equal to the optimal value of (73).
Proof. Let γˆ and γ˜ be the optimal values of (73) and (74), respectively. Since
any feasible solution of (73) is also feasible for (74) with the same objective
value, we have γˆ ≥ γ˜. For this, it is sufficient to prove γˆ ≤ γ˜.
Let (γ, Xˆ, Yˆ ) be a feasible solution for (74). If γ = 0, then d11 = 0, h1 =
h2 = 0. In addition, as we have Xˆ = O, Yˆ = O, J = O. This is also feasible for
(73) by taking ξ = η = 0. Hence γ = 0.
We assume that γ > 0. We define ξ and η by ξ = γf + d11γ h1 and η =
γg + d11γ h2, respectively. It follows Lemma 11 that (γ, Xˆ, Yˆ , ξ, η) satisfies
−

He(ΛT Xˆ)− γffT ∗ ∗ξT − γfT −γ ∗
hT1 d11 −γ

 ∈ Sn−r1+2+ ,
−

He(ΩT Yˆ )− γggT ∗ ∗ηT − γgT −γ ∗
hT2 d11 −γ

 ∈ Sn−r2+2+ .
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Hence (γ, Xˆ, Yˆ , ξ, η) is feasible for (73) with the same objective value as γ.
Therefore we have γˆ = γ˜.
It should be noted that the optimal values of optimization problems, which
appear in Section 7, that is, (67), (70), (71), (72), (73) and (74) are equal to
γ∗. In fact, the optimal value of (49) is γ∗. Since (70) is the dual of (67), it
follows from Lemma 14 that the optimal value of (70) is γ∗. Applying Lemma
15, we see that the optimal value of (71) is equal to γ∗. As we have seen, the
optimal value of (72) is also equal to γ∗. It follows from Lemma 16 that the
optimal value of (73) is equal to (72). Finally, form Proposition 2, we see that
the optimal value of (74) is equal to the optimal value of (73). Hence all the
optimal values of these optimization problems are equal to γ∗.
From (74), we see that
γ∗ = max {γ˜, |d11|} ,
where γ˜ is the optimal value of the following LMI problem

inf
γ,Xˆ,Yˆ
γ
subject to −
(
He(ΛT Xˆ)− γffT h1
hT1 −γ
)
∈ Sn−r1+1+ ,
−
(
He(ΩT Yˆ )− γggT h2
hT2 −γ
)
∈ Sn−r2+1+ ,(
Xˆ −JT
−J Yˆ
)
∈ Sn∞+ .
(75)
It should be noted that ifGzu (resp. Gyw) has an invariant zero on the imaginary
axis, then Theorem 6 is available to obtain an expression of γ˜. Also, if Gzu
(resp. Gyw) has a stable invariant zero, then Theorem 5 is available to obtain
an expression of γ˜. Otherwise, Theorem 4 is available. Therefore, we obtain the
following theorem.
Theorem 7. Let us consider Case 1 stated at the final part of Section 3. We
assume that invariant zeros λ1, . . . , λm1 in Gzu and ω1, . . . , ωm2 in Gyw of (1)
exist on the imaginary axis. Define γˆ := λmax(E) where E is given by (41) in
Theorem 5. Then the optimal value γ∗ of (49) is equal to
max
{
γˆ,
∣∣∣∣∣s
T
j b1
fj
+ d11
∣∣∣∣∣ (j = 1, . . . ,m1),
∣∣∣∣∣ t
T
j c1
gj
+ d11
∣∣∣∣∣ (j = 1, . . . ,m2), |Gzw(∞)|
}
.
If Gzu (resp. Gyw) has no invariant zeros on the imaginary axis, then
∣∣∣∣ sTj b1fj + d11
∣∣∣∣
(resp.
∣∣∣∣ tTj c1gj + d11
∣∣∣∣) is vanished from the above expression of γ∗.
Proof. We have already seen that all the of optimal values of (67), (70), (71),
(72), (73) and (74) are equal to γ∗. As |d11| = |Gzw(∞)|, we obtain the desired
result.
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8. Application of Theorem 1 to limitation analysis
We here provide an application of Theorem 1 to the limitation analysis of
H∞ output feedback control for sensitivity function. This application has been
already considered in [4, Theorem 5.1] via Nevanlinna-Pick interpolation. We
provide the same result for SISO dynamical systems from Theorem 1.
Consider the following generalized plant.

x˙ = Ax+ bu
z = cTx+ w
y = cTx+ w
(76)
In addition to Assumption 1, we impose that (76) has no invariant zeros on the
imaginary axis. Then we can rewrite (29) as follows.(
ST− f−
ST+ f+
)(
A b
cT 0
)
=
(
ΛT−
ΛT+
)(
ST− 0
ST+ 0
)
, (77)(
T T− g−
T T+ g+
)(
AT c
0 1
)
=
(
ΩT−
ΩT+
)(
T T− 0
T T+ 0
)
. (78)
Then any eigenvalue of Λ+ (resp. Ω+) is an unstable zero (resp. pole) of (76).
Let Z++ and P++ be the sets of unstable zeros and poles in (76), respectively.
In addition, h1+ and h2+ are rewritten by h1+ = S
T
+b1 + d11f+ = f+ and
h2+ = T
T
+ c1 + d11g+ = T
T
+ c + g+ = 0, and thus H1+ = F+ and H2+ = O. By
using those equations, we can simplify γ∗ in Theorem 1 as follows.
γ∗ = max {γˆ, 1} , where
γˆ = λmax


O F
−1/2
+ J
T
+G
−1/2
+ I O
G
−1/2
+ J+F
−1/2
+ O O O
I O O O
O O O O


=
√
1 + σ2max(G
−1/2
+ J+F
−1/2
+ ).
In fact, since F+ and G+ are positive definite, we have
γ ≥ λmax


O F
−1/2
+ J
T
+G
−1/2
+ I O
G
−1/2
+ J+F
−1/2
+ O O O
I O O O
O O O O


⇐⇒


γI F
−1/2
+ J
T
+G
−1/2
+ I O
G
−1/2
+ J+F
−1/2
+ γI O O
I O γI O
O O O γI

  O
⇐⇒ γI − 1
γ
(I + F
−1/2
+ J
T
+G
−1
+ J+F
−1/2
+ )  O
⇐⇒ γ ≥
√
1 + σ2max(G
−1/2
+ J+F
−1/2
+ ).
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From this result, we can obtain some results in [4, 9]:
Example 1. We consider the case where (1) has a solo unstable zero z with
degree 1 and a solo unstable pole p with degree 1. Furthermore, assume d = 1.
Then we have
F+ =
f2
2z
,G+ =
g2
2p
and J+ =
fg
p− z .
Hence G
−1/2
+ J+F
−1/2
+ = 2
√
zp
p−z and γ
∗ =
∣∣∣ p+zp−z ∣∣∣.
Example 2. We consider the case where (1) has k unstable zero z1, . . . , zk
with degree 1 and k unstable poles p1, . . . , pk with degree 1. This implies that
both matrices Λ+ and Ω+ are diagonal. Furthermore, assume d = 1. Then
F+, G+ ∈ Sk and J+ can be written as follows:
F+ =
(
fifj
zi + zj
)
1≤i,j≤k
, G+ =
(
gigj
pi + pj
)
1≤i,j≤k
and J+ =
(
gifj
pi − zj
)
1≤i,j≤k
.
In this case, the result in this subsection (seems to) coincide to [4, Theorem 5.1].
Furthermore, in the case where (1) has k unstable zero z1, . . . , zk with degree
1 and one unstable pole p with degree 1, we obtain by using Symbolic Math
Toolbox [24]
σmax(G
−1/2
+ J+F
−1/2
+ ) =
√
p(z1 + z2)(p2 + z1z2)
|p− z1||p− z2| ,
and thus γ∗ =
|p+ z1||p+ z2|
|p− z1||p− z2| .
Example 3. We consider the case where (1) has a solo unstable zero z with
degree 2 and a solo unstable poles p with degree 2. This implies that both
matrices Λ+ and Ω+ have the forms of
Λ+ =
(
z 1
0 z
)
and Ω+ =
(
p 1
0 p
)
.
Then
F+ =


1
2z
1
4z2
1
4z2
1
4z3

 , G+ =


1
2p
1
4p2
1
4p2
1
4p3

 and J+ =


1
z − p
1
(z − p)2
− 1
z − p
2
(z − p)3

 .
In this case, we have
σmax
(
G
−1/2
+ J+F
−1/2
+
)
= 2
√
pz
(z − p)3
(
(p+ z)4 +
√
p4 + 14p2z2 + z4
)
.
This is the same as the result in [9, Theorem 2].
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9. Conclusion
We considered the LMI problem of H∞ output feedback control problem for
the SISO dynamical system (1). We assumed the stabilizability of (A, b2) and
the detectability of (A, cT2 ). In addition to these assumptions, we impose some
technical assumptions for simplicity. Then we provided an explicit form of the
optimal value of the LMI problem. When all invariant zeros of Gzu and Gyw
are in the open right half plane, the Schur complement and Lyapunov equation
are useful to derive the explicit form. Otherwise, we had seen that the dual
problem is not strictly feasible. Then facial reduction is applicable to reduce
the size of the dual problem. As a result, the LMI problem of the reduced dual
problem is also simplified.
Our explicit form of the optimal value is the unification of some results in
the literature of H∞ performance limitation analysis. For instance, we had seen
that we obtain the same results in [4, 9].
We considered the case of the SISO time-invariant dynamical system. It
is natural to consider the case of the MIMO time-invariant dynamical system.
Our analysis will be easily extended to the case of MIMO with m1 = m2 =
p1 = p2. The Weierstrass form is still useful in the case. Otherwise, we will
need to consider the Kronecker canonical forms of the transfer functions rather
than their Weierstrass forms because their Rosenbrock system matrices are not
square. A variant of Kronecker canonical form developed in [21, Chapter 1] may
also be useful in the simplification and reduction of the LMI problem obtained
from a general MIMO system. [21] provided a simplification of Riccati equations
and inequalities obtained from H∞ control problem. This consideration is not
straightforward, and the extension of our explicit form is future study.
Appendix A. Fundamental facts on semidefinite program
To prove the zero duality gap in some theorems and the existence of optimal
solutions of some optimization problems under Assumption 1, we need to use
the strong duality in Theorems 8 and 9 given below. For the statements of these
two theorems, however, we first need to introduce some notation and symbols
on semidefinite program.
Let us consider the LMI problem
θ∗P = inf

dT y :
m∑
j=1
yjLij − Li0 ∈ Sni+ (i = 1, . . . , p), y ∈ Rm

 (A.1)
where Li0, . . . , Lim ∈ Sni (i = 1, . . . , p) and d ∈ Rm. The problem (A.1) is said
to be strictly feasible if there exists yj (j = 1, . . . ,m) such that
∑m
j=1 yjLij −
Li0 ∈ Sni++ for all i = 1, . . . , p. On the other hand, its dual can be formulated
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as follows:
θ∗D = sup
Xi


p∑
i=1
Li0 •Xi :
p∑
i=1
Lij •Xi = dj (j = 1, . . . ,m),
Xi ∈ Sni+ (i = 1, . . . , p)

 . (A.2)
The problem (A.2) is said to be strictly feasible if there exists Xi ∈ Sni++ (i =
1, . . . , p) such that
∑p
i=1 Lij •Xi = dj for all j = 1, . . . ,m. We call the value
θ∗P − θ∗D the duality gap between (A.1) and (A.2).
For every feasible solution yj of (A.1) and Xi of (A.2), we have d
T y ≥∑p
i=1 Li0 • Xi. This inequality is called the weak duality for (A.1) and (A.2).
The weak duality implies θ∗P ≥ θ∗D, i.e., the duality gap is nonnegative. It is
well-known that the duality gap between (A.1) and (A.2) is zero, i.e. θ∗P = θ
∗
D
holds under a mild assumption. This is called the strong duality for (A.1) and
(A.2). We summarize the details of the strong duality in the next theorem.
Theorem 8. (see e.g., [7, Theorem 2.2])If (A.1) is strictly feasible and the
optimal value is bounded below, then θ∗P = θ
∗
D and (A.2) has an optimal solution.
Similarly, if (A.2) is strictly feasible and the optimal value is bounded above,
then θ∗P = θ
∗
D and (A.1) has an optimal solution.
Finally, we provide a known fact on the strict feasibility of (A.1) and (A.2).
Theorem 9. (see e.g., [25, Lemmas 1 and 2])For (A.1), exactly one of the
following two statements is true:
1. (A.1) is strictly feasible.
2. There exist Xˆi ∈ Sni+ (i = 1, . . . , p) such that at least one of Xˆi is nonzero,∑p
i=1 Li0 • Xˆi ≥ 0 and
∑p
i=1 Lij • Xˆi = 0 for all j = 1, . . . ,m.
In particular, if 2 holds and
∑p
i=1 Li0 • Xˆi > 0, then (A.1) is infeasible. Simi-
larly, for (A.2), exactly one of the following two statements is true:
1. (A.2) is strictly feasible.
2. There exists yˆ ∈ Rm \ {0} such that ∑mj=1 Lij yˆj ∈ Sni+ for all i = 1, . . . , p
and dT yˆ ≤ 0.
In particular, if 2 holds and dT yˆ < 0, then (A.2) is infeasible.
Appendix B. Proofs on the strong duality
Appendix B.1. Proof on the zero duality gap in Theorem 3
It is clear that the optimal value γ∗ of (25) is nonnegative. Therefore from
Theorem 8 all the assertions of Theorem 3 can be verified by proving that
(I) ⇔ (II). We first prove (I) ⇒ (II). Since (A, b2) is stabilizable, there exists
K ∈ R1×n and X0 − In ∈ Sn++ such that −He((A+ b2K)X0) ∈ Sn++. Similarly,
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since (A, c2) is detectable, there exists L ∈ Rn×1 and Y0 − In ∈ Sn++ such that
−He(Y0(A+ LcT2 )) ∈ Sn++. It follows that for sufficiently large γ we have
−

He((A + b2K)X0) X0(cT1 + d12K)T b1(cT1 + d12K)X0 −γ d11
bT1 d11 −γ

 ∈ Sn+2++ ,
−

He(Y0(A+ LcT2 ) Y0(b1 + Ld21) c1(b1 + Ld21)TY0 −γ d11
cT1 d11 −γ

 ∈ Sn+2++ ,
(
X0 −In
−In Y0
)
∈ S2n++.
These can be restated equivalently as
−



He(AX0) X0c1 b1cT1X0 −γ d11
bT1 d11 −γ

 +He



 b2d12
0

(KX0 0 0)



 ∈ Sn+2++ ,
−



He(Y0A) Y0b1 c1bT1 Y0 −γ d11
cT1 d11 −γ

+He



 c2d21
0

(LTY0 0 0)



 ∈ Sn+2++ ,
(
X0 −In
−In Y0
)
∈ S2n++.
The above matrix inequalities clearly show that LMI problem (25) is strictly
feasible and hence (II) holds.
To prove (I)⇐(II), suppose (II) holds. Then, from Elimination Lemma [12,
16], there exist X,Y, γ and F1, F2, F3 and G1, G2, G3 of appropriate size such
that
−



He(AX) Xc1 b1cT1X −γ d11
bT1 d11 −γ

+He



 b2d12
0

(F1 F2 F3)



 ∈ Sn+2++ ,
−



He(Y A) Y b1 c1bT1 Y −γ d11
cT1 d11 −γ

+He



 c2d21
0

(G1 G2 G3)



 ∈ Sn+2++ ,
(
X −In
−In Y
)
∈ S2n++.
This in particular implies that X ∈ Sn++ and −He((A + b2K)X) ∈ Sn++ hold
with K = F1X
−1 and hence (A, b2) is stabilizable. Similarly, we have Y ∈ Sn++
and −He(Y (A + LcT2 )) ∈ Sn++ hold with L = Y −1GT1 and hence (A, c2) is
detectable. It follows that (I) holds, and this completes the proof.
Appendix B.2. Proof of Lemma 4
We will prove that the dual of (30) is strictly feasible. Theorem 3 and
the weak duality on LMI problems introduced in Appendix A imply that the
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optimal value of the dual is bounded above. Hence, if the dual is strictly feasible,
then it follows from Theorem 8 that (30) has an optimal solution. To prove this
we use 1 and 2 of the second part of Theorem 9, i.e., we prove that there exists
no solution (γ,X, Y ) ∈ R× Sn+ × Sn+ such that

−
(
He(ΛT+X)− γf+fT+ 0
0 −γ
)
∈ Sn+1+ ,
−
(
He(ΩT+Y )− γg+gT+ 0
0 −γ
)
∈ Sn+1+ ,
γ ≤ 0, (γ,X, Y ) 6= (0, On×n, On×n)
(B.1)
It is clear that γ = 0 is necessary for (B.1) being valid, and by substituting it,
we obtain
−He(ΛT+X) ∈ Sn+,−He(ΩT+Y ) ∈ Sn+, (X,Y ) 6= (On×n, On×n) (B.2)
As both −Λ+ and −Ω+ are Hurwitz stable, (B.2) has no solutions, and thus
(B.1) has no solutions. It follows that the dual of (30) is strictly feasible, and
hence (30) has an optimal solution.
Appendix B.3. Proof on the zero duality gap in Lemma 8
We use Theorem 9 for this proof. The condition 2 in the first part of Theorem
9 can be described by

(
Z11 Z
T
21
Z21 Z22
)
∈ Sk1+1+ ,
(
V11 V
T
21
V21 V22
)
∈ Sk2+1+ ,(
W11 W
T
21
W21 W22
)
∈ Sk1+k2+ ,W11 = He(Λ+Z11),W22 = He(Ω+V11),
fT+Z11f+ + Z22 + g
T
+V11g+ + V22 = 0,
2(J+ •W21 + hT1+ • Z21 + h2+ • V21) ≥ 0
(B.3)
Any solution of (B.3) satisfies Z22 = V22 = 0. Substituting them, we reformulate
(B.3) into
 Z11 ∈ S
k1
+ , V11 ∈ Sk2+ ,
(
W11 W
T
21
W21 W22
)
∈ Sk1+k2+ , J+ •W21 ≥ 0,
W11 = He(Λ+Z11),W22 = He(Ω+V11), f
T
+Z11f+ = g
T
+V11g+ = 0
(B.4)
The next lemma is useful in analyzing (B.4):
Lemma 17. 1. If (A, b2) is stabilizable, then (Λ+, f+) is controllable.
2. If (A, cT2 ) is detectable, then (Ω+, g+) is controllable.
3. If (Λ+, f+) is controllable, then there does not exist any Z11 ∈ Sk1+ \ {Ok1}
such that fT+Z11f+ = 0 and He(Λ+Z11) ∈ Sk1+ .
4. If (Ω+, g+) is controllable, then there does not exist any V11 ∈ Sk2+ \ {Ok2}
such that gT+V11g+ = 0 and He(Ω+V11) ∈ Sk2+ .
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Proof. We prove 1 and 3 only because we can prove 2 and 4 by a similar manner.
To prove 1 by contradiction, suppose that there exists λ > 0 such that
vTΛ+ = λv
T and vT f+ = 0. Then, it follows from (29) that (v
TST+)A =
λ(vTST+) and (v
TST+)b2 = 0. This implies that (A, b2) is not stabilizable, and
thus we obtain a contradiction.
Again to prove 3 by contradiction, suppose that there exists a nonzero
Z11 ∈ Sn+ such that fT+Z11f+ = 0 and He(Λ+Z11) ∈ Sn+. Then, since the
latter condition can be seen as the Lyapunov equation He(Λ+Z11) = W by in-
troducing W ∈ Sn+ and since −Λ+ is Hurwitz stable, we can solve this equation
explicitly as
Z11 =
∫ ∞
0
exp(−Λ+t)W exp(−ΛT+t) dt.
It follows from fT+Z11f+ = 0 that W exp(−ΛT+t)f+ = 0 for all t ≥ 0. If W is the
zero matrix, then Z11 is also zero, which contradicts the assumption that Z11 is
nonzero. Hence W is nonzero. This implies that there exists p ∈ Ck1 \ {0} such
that pT exp(−ΛT+t)f+ = 0 for all t ≥ 0. This contradicts the controllability of
(Λ+, f+).
It follows from Lemma 17 and Assumption 1 that (B.3) has no nonzero so-
lutions, and thus we see from Theorem 9 that (40) is strictly feasible. Therefore
the zero duality gap between (40) and (39) holds from Theorem 8. This implies
that the existence of an optimal solution of (39).
The existence of an optimal solution in (40) can be proved similarly to
Lemma 4.
Appendix C. Proofs of technical lemmas
Appendix C.1. Proof of Lemma 2
Since the relative degree of the dual system (20) is equal to r, we prove only
the first part of the Lemma 2. We note that the submatrices Q11 and
(
Q11
Q21
)
are of full column rank.
It follows from 3 in Remark 2 that we can set
(
Q12
Q22
)
= ( 01 ) when r = 0.
We consider the case r > 0. Clearly,
(
Q12
Q22
)
in (22) satisfies (17). Thus it is
sufficient to prove that Q is non-singular. For this, we consider α ∈ Cn−r and
β = (β1, . . . , βr+1)
T ∈ Cr+1 that satisfies(
Q11 Q12
Q21 Q22
)(
α
β
)
= 0.
We note d = 0 and thus cTQ11 = 0 because of (13). Using this, we obtain
cTQ12β = 0. Furthermore, from the definition of the relative degree, we obtain
βr+1 = 0. Next, we see c
TAQ11 = 0 from (19). Thus we obtain βr = 0 from
cTAQ12β = 0 and βr+1 = 0. Applying this procedure repeatedly, we obtain(
Q11 0
Q21 1
)(
α
β1
)
= 0.
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Since Q11 is of full column rank, α = 0 and β1 = 0. Therefore, Q is non-singular
because Q is square and all the columns are linearly independent.
Appendix C.2. Proof of Lemma 5
We first prove the “if” part. Suppose h1+ = 0, h2+ = 0 and J+ = On×n.
Then LMI problem (30) can be reformulated as

inf γ
subject to −
(
He(ΛT+X)− γf+fT+ 0T
0 −γ
)
∈ Sn+1+ ,
−
(
He(ΩT+Y )− γg+gT+ 0T
0 −γ
)
∈ Sn+1+ , X, Y ∈ Sn+
From this form it is very clear that (γ,X, Y ) = (0, On×n, On×n) is an optimal
solution achieving γ∗ = 0.
We next prove the “only if” part. If γ∗ = 0, it follows from Lemma 4 that
(30) has an optimal solution (0, X, Y ). Then (X,Y ) satisfies
−
(
He(ΛT+X) h1+
hT1+ 0
)
∈ Sn+1+ ,−
(
He(ΩT+Y ) h2+
hT2+ 0
)
∈ Sn+1+ ,
(
X −JT+
−J+ Y
)
∈ S2n+ .
From these matrix inequalities we readily obtain h1+ = 0, h2+ = 0. In addition,
we obtain the following equations.{
He((−Λ+)TX) = X˜, X˜ ∈ Sn+, X ∈ Sn+,
He((−Ω+)TY ) = Y˜ , Y˜ ∈ Sn+, Y ∈ Sn+,
These equations can be seen as the Lyapunov equations, and thus we have
X = −
∫ +∞
0
exp(−ΛT+t)X˜ exp(−Λ+t) dt and Y = −
∫ +∞
0
exp(−ΩT+t)Y˜ exp(−Ω+t) dt.
Therefore X = On×n and Y = On×n because X˜, Y˜ ∈ Sn+ and X,Y ∈ Sn+. Then
J+ must be the zero matrix. This completes the proof.
Appendix C.3. Proof of Lemma 6
We define the Lagrange function L for (30) as follows:
L(γ, Xˆ, Yˆ , Z, V,W ) = γ + Z •
(
He(ΛT Xˆ)− γffT h1
hT1 −γ
)
−W •
(
Xˆ −JT
−J Yˆ
)
+ V •
(
He(ΩT Yˆ )− γggT h2
hT2 −γ
)
.
The Lagrange function L can be reformulated as follows:
L(γ, Xˆ, Yˆ , Z, V,W ) = 2(Z21 • hT1 + V21 • hT2 +W21 • J)
+ Xˆ • (He(ΛZ11)−W11) + Yˆ • (He(ΩV11)−W22)
+ γ(1− fTZ11f − Z22 − gTV11g − V22).
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Then for any (Z, V,W ) ∈ Sn+1+ ×Sn+1+ ×S2n+ , we consider the following Lagrange
relaxation problem:
inf
{
L(γ, Xˆ, Yˆ , Z, V,W ) : γ ∈ R, Xˆ, Yˆ ∈ Sn
}
=


2(Z21 • hT1 + V21 • hT2 +W21 • J) if fTZ11f + Z22 + gTV11g + V22 = 1,
W11 = He(ΛZ11),W22 = He(ΩV11),
−∞ o.w.
Hence we see that (38) is the dual of (30). On the other hand, it follows from
Theorem 3 that the duality gap between (30) and (38) is zero, and (38) has an
optimal solution. This completes the proof.
Appendix C.4. Proof of Lemma 9
First of all, we prove (51) and the first equation in (53). Any feasible solution
(Wij , Zij , Vij) satisfies
W11 = He
((
Λ0
Λ
)(
Z11 Z
T
21
Z21 Z22
))
=
(
He(Λ0Z11) Λ0Z
T
21 + Z
T
21Λ
T
ΛZ21 + Z21Λ
T
0 He(ΛZ22)
)
.
For simplicity, we assume m1 = 2. Other cases can be proved by a similar
manner. Then Λ0 and Z11 can be written by
Λ0 =
(
F (λ1)
F (λ2)
)
, Z11 =
(
Z111 (Z
2
11)
T
Z211 Z
3
11
)
and Z111 =
(
a1 a2
a2 a3
)
.
Hence we have
He(Λ0Z11) =
(
He(F (λ1)Z
1
11) ∗
F (λ2)Z
2
11 + Z
2
11F (λ1)
T He(F (λ2)Z
3
11)
)
, (C.1)
He(F (λ1)Z
1
11) =
(
2ℑ(λ1)a2 ℑ(λ1)(a3 − a1)
ℑ(λ1)(a3 − a1) −2ℑ(λ1)a2
)
. (C.2)
Since (C.1) is positive semidefinite, the diagonal elements in (C.2) must be
nonnegative, and thus a2 = 0 and a1 = a3. This implies that (C.2) is the zero
matrix. Therefore we obtain F (λ2)Z
2
11 + Z
2
11F (λ1)
T = O2×2 from the positive
semidefiniteness of (C.1). The first equation can be regarded as the Sylvester
equation on Z211. As we have assumed that invariant zeros on the imaginary axis
are distinct from each other, we have λ1 6= λ2, and thus F (λ1) has no common
eigenvalues of −F (λ2)T . Thus Z211 the zero matrix, see [15, Theorem 2.4.4.1] for
the existence and uniqueness of the solution in the Sylvester equation. Similarly,
we obtain Z311 is diagonal with nonnegative elements.
Also since He(Λ0Z11) = O4×4, the matrix ΛZ21+Z21ΛT0 is zero. This equa-
tion is also the Sylvester equation. Since Λ and −ΛT0 have no common eigen-
values, the unique solution of the Sylvester equation is Z21 = O(n−2m1)×2m1 .
Hence we obtain (51). The first equation of (53) is proved from the positive
semidefiniteness of W and He(Λ0Z11) = O. By following similar lines, the rest
equations (52) and those in (53) can be proved.
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Appendix C.5. Proof of Lemma 10
We prove by s similar manner to Lemma 6 that the Lagrange dual of (55)
is (54). We define the Lagrange function L for (55):
L(γ, Xˆ, Yˆ , UXij , U
Y
ij , Z, V, Wˆ , z, v)
=γ + Z •

UX11 − γf0fT0 (UX21)T − γf0fT h10UX21 − γffT0 He(ΛT Xˆ)− γffT h1
hT10 h
T
1 −γ


+ V •

UY11 − γg0gT0 (UY21)T − γg0gT h20UY21 − γggT0 He(ΩT Yˆ )− γggT h2
hT20 h
T
2 −γ

− Wˆ • ( Xˆ −JT
−J Yˆ
)
+
m1∑
j=1
zj((U
X
11)2j−1,2j−1 + (U
X
11)2j,2j) +
m2∑
j=1
vj((U
Y
11)2j−1,2j−1 + (U
Y
11)2j,2j)
=2
(
h
T
10 • Z31 + h
T
1 • Z32 + h
T
20 • V31 + h
T
2 • V32 + J • Wˆ21
)
+ Xˆ • (He(ΛZ22)− Wˆ11) + Yˆ • (He(ΩV22)− Wˆ22)
+ γ
(
1−
(
f0
f
)T (
Z11 ∗
Z21 Z22
)(
f0
f
)
− Z33 −
(
g0
g
)T (
V11 ∗
V21 V22
)(
g0
g
)
− V33
)
+
∑
i6=j
(UX11)ij(Z11)ij +
∑
i6=j
(UY11)ij(V11)ij +
m1∑
j=1
(UX11)2j−1,2j−1((Z11)2j−1,2j−1 + zj)
+
m1∑
j=1
(UX11)2j,2j((Z11)2j,2j + zj) +
m2∑
j=1
(UY11)2j−1,2j−1((V11)2j−1,2j−1 + vj)
+
m2∑
j=1
(UY11)2j,2j((V11)2j,2j + vj) + 2(U
X
21 • Z21 + U
Y
21 • V21).
Then for any (Z, V, Wˆ , z, v) ∈ Sn+1+ × Sn+1+ × Sn0+ × Rm1 × Rm2 , the Lagrange
relaxation problem can be formulated as
inf

L(γ, Xˆ, Yˆ , U
X
ij , U
Y
ij , Z, V, Wˆ , z, v) :
γ ∈ R, Xˆ ∈ Sn−2m1 , Yˆ ∈ Sn−2m2 ,
UX11 ∈ S2m1 , UY11 ∈ S2m2 ,
UX21 ∈ R(n−2m1)×2m1 ,
UY21 ∈ R(n−2m2)×2m2


=


2
(
hT10 • Z31 + hT1 • Z32 + hT20 • V31
+hT2 • V32 + J • Wˆ21
)
if (Z, V, Wˆ , z, v) ∈ F
−∞ o.w..
As it is easy to obtain the dual (54) from F , we omit the detail. The zero duality
gap and the existence of an optimal solution of (54) can be proved similarly to
Appendix B.3.
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Appendix C.6. Proof of Lemma 14
We define the Lagrange function L for (67):
L(γ,X, Y, Z, V,W )
=γ + Z •

 He(Λ
TSTXS)− γffT ∗ ∗
Pˆ T1 XS + P
T
1 XSΛ− γp1f
T He(Pˆ T1 XP1)− γp1p
T
1 ∗
hT1 h˜
T
1 −γ


+ V •

 He(Ω
TT TY T )− γggT ∗ ∗
Pˆ T2 Y T + P
T
2 Y TΩ− γp2g
T He(NˆT2 Y P2)− γp2p
T
2 ∗
hT2 h˜
T
2 −γ


−W •
(
X −In
−In Y
)
=
(
In
In
)
•W +

 h1h˜1
hT1 h˜
T
1

 • Z +

 h2h˜2
hT2 h˜
T
2

 • V
+ γ

1−

 ffT fpT1p1fT p1pT1
1

 • Z −

 ggT gpT2p2gT p2pT2
1

 • V


+X •
(
W11 − He
((
SΛ Pˆ1
)(Z11 ZT21
Z21 Z22
)(
ST
P T1
)))
+ Y •
(
W22 − He
((
TΩ Pˆ2
)(V11 V T21
V21 V22
)(
T T
P T2
)))
By applying a similar discussion in Lemma 6, we can obtain the Lagrange
relaxation problem for (Z, V,W ) ∈ Sn+1+ × Sn+1+ × S2n+ and the Lagrange dual
problem. We see that the Lagrange dual is equivalent to (70). The zero duality
gap between (67) and (70) follows from Theorem 3. In fact, the proof is inde-
pendent in the computation of the perpendicular matrices in (25). In addition,
it follows from Assumption 1 and Theorem 3 that (70) has an optimal solution.
Appendix C.7. Proof of Lemma 15
We prove only the statement on Zij because we can also prove the statement
on Vij in a similar manner. Since we use equations (63), (65) and (68) in this
proof, we rewrite here.
STArb2 = 0 (r = 0, . . . , r1 − 1) (63)
(PT1 A
rb2)j = 0 (r = 0, . . . , r1 − 1, j = 1, . . . , r1 − r) (65)
(PˆT1 A
rb2)j = 0 (r = 0, . . . , r1 − 2, j = 1, . . . , r1 − r − 1). (68)
We focus on the following constraint of (70).
W11 = He(SΛ(Z11S
T + ZT21P
T
1 ) + Pˆ1(Z21S
T + Z22P
T
1 )).
In addition, we use the positive semidefiniteness of Z22 and W11, and the fol-
lowing well-known facts.
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Fact 1. If there exists nonzero v ∈ Rn such that vTW11v = 0, then W11v = 0.
Fact 2. Let k ∈ {1, . . . , r1}. If (Z22)kk = 0, then (Z22)kj = (Z22)jk = 0 for all
j = 1, . . . , r1.
First of all, it follows from (63) and (65) that we have ST b2 = 0 and P
T
1 b2 =
0, and thus bT2W11b2 = 0. W11b2 = 0 follows from Fact 1.
If r1 = 1, we have P1 = 0 and Pˆ1 = c, and thus W11 = He((SΛZ11 +
c1Z
T
21)S
T ). Multiplying bT2 from the left side, we obtain b
T
2W11 = (b
T
2 c1)Z
T
21S
T =
0. This implies (Z21)r1,j = 0 for all j = 1, . . . , n− r1 because S is of full column
rank and cT1 b2 6= 0. This is the proof of the case r1 = 1.
Secondly, we consider the case r1 > 1. We prove the statement on Z22 by
induction. For this, we first prove (Z22)r1r = (Z22)rr1 = 0 for all r = 1, . . . , r1.
(65) and (68), respectively are equal to
bT2 A
TP1 = b
T
2 Pˆ1 =
( (r1 − 1) 1
0 bT2 (A
T )r1−1c1
)
= (bT2 (A
T )r1−1c1)eTr1 , (C.3)
where er1 ∈ Rr1 is the r1th unit vector. It follows from W11b2 = 0, ST b2 = 0,
PT1 b2 = 0 and (C.3) that we haveW11b2 = (SZ
T
21+P1Z22)(b
T
2 (A
T )r1−1c1)er1 =
0. Multiplying (Ab2)
T into the left side of the above equation, we obtain
(bT2 (A
T )r1−1c1)2eTr1Z22er1 = 0 from (C.3). Hence it follows from Fact 2 that
(Z22)r1r = (Z22)rr1 = 0 for all r = 1, . . . , r1. Morevoer, (Z21)r1r = 0 for all
r = 1, . . . , n − r1 and (Z32)r1 = 0 because we have bT2 (AT )r1−1c1 6= 0 and the
positive semidefiniteness of Z.
Thirdly, we fix 1 ≤ r ≤ r1 − 2 arbitrary, and assume that Z21 and Z22 form
ZT21 =
( (r1 − r) r
Z˜T21 O(n−r1)×r
)
and Z22 =
( (r1 − r) r
(r1 − r) Z˜22 O(r1−r)×r
r Or×(r1−r) Or×r
)
.
Then it follows from STArb2 = 0 from (63) that we have
(Arb2)
T He(SΛ(Z11S
T + ZT21P
T
1 ) + Pˆ1Z21S
T )(Arb2) = 0.
In addition, we see from (65) that the first (r1−r) elements of the vector PT1 Arb2
are zero. Hence, it follows from the structure of Z22 that we have
(Arb2)
TW11(A
rb2) = He((A
rb2)
T Pˆ1Z22P
T
1 (A
rb2)) = 0. (C.4)
W11(A
rb2) = 0 follows from Fact 1. (63), (65) and this equation imply that
0 =W11(A
rb2) = (SZ
T
21 + P1Z22)Pˆ
T
1 (A
rb2). (C.5)
In addition, we have from (65) and (68),
(
bT2 (A
r+1)TP1
bT2 (A
r)T Pˆ1
)
=
( (r1 − r − 1) 1 (r + 1)
0 cT1 A
r1−1b2 ∗
0 cT1 A
r1−1b2 ∗
)
.
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Multiplying (Ar+1b2)
T from the left side of (C.5), we obtain
0 = bT2 (A
T )r+1P1Z22Pˆ
T
1 (A
rb2) = (Z22)(r1−r),(r1−r)(c
T
1 A
r1−1b2)2.
Therefore from Fact 2, we obtain (Z22)(r1−r),j = (Z22)j,(r1−r) = 0 for all j =
1, . . . , r1 − r. This means that (Z22)ij = 0 for all 1 ≤ i, j ≤ r1 except for
(i, j) = (1, 1), (Z21)ij = 0 for all 2 ≤ i ≤ r1, 1 ≤ j ≤ n − r1 and (Z32)r = 0 for
r = 2, . . . , r1.
Finally, we prove that (Z21)1j = 0 for all j = 1, . . . , n − r1. As (63) and
(65) hold for r = r1 − 1, we have (Ar1−1b2)TW11(Ar1−1b2) = 0, and thus
W11(A
r1−1b2) = 0. We have already known from the induction that
ZT21 =
(
z˜ O(n−r1)×(r1−1)
)
and Z22 =
(
z 0
0 O(r1−1)×(r1−1)
)
for some z˜ ∈ Rn−r1 and z ∈ R. We substitute them toW11(Ar1−1b2) = 0. Then
as we have
ZT21P
T
1 =
(
z˜ O(n−r1)×(r1−1)
)(0
∗
)
= O(n−r1)×n,
ZT21Pˆ
T
1 =
(
z˜ O(n−r1)×(r1−1)
)(cT1
∗
)
= z˜cT1 ,
Z22P
T
1 =
(
z 0
0 O(r1−1)×(r1−1)
)(
0
∗
)
= Or1×n,
we obtain
W11(A
r1−1b2) = (SΛZT21P
T
1 + SZ
T
21Pˆ
T
1 + Pˆ1Z22P
T
1 + P1Z22Pˆ
T
1 )(A
r1−1b2)
= (cT1 A
r1−1b2)Sz˜T = 0.
As S is of full column rank and cT1 A
r1−1b2 6= 0, we have z˜ = 0. Therefore
Z21 = O.
References
[1] V. Balakrishnan and L. Vandenberghe, Semidefinite Programming Dual-
ity and Linear Time-Invariant Systems, IEEE Transactions on Automatic
Control, 48 (2003) 30 – 41.
[2] S. Boyd, L. E. Ghaoui, E. Feron and V. Balakrishnan, Linear matrix in-
equalities in system and control theory, SIAM, 1994.
[3] M. J. Borwein and H. Wolkowicz, Regularization the abstract convex pro-
gram, Journal of the Australian Mathematical Society, 83 (1981) 495 –
530.
[4] J. Chen, Logarithmic Integrals, Interpolation Bounds, and Performance
Limitations in MIMO Feedback Systems, IEEE Transactions on automatic
control, 45 (2000) 1098 – 1115.
49
[5] J. C. Doyle, K. Glover, P. P. Khargonekar and B. A. Francis, State-space
solutions to standards H2 and H∞ control problems, IEEE Transactions
on Automatic Control, AC-34 (1989) 831 – 847.
[6] Y. L. Cheung and H. Wolkowicz, Sensitivity analysis of semidefinite pro-
grams without strong duality, University of Waterloo, 2014.
[7] E. de Klerk, Aspects of semidefinite programming, Kluwer Academic Pub-
lishers, 2002.
[8] Y. Ebihara, K. Matsuo and T. Hagiwara, LMI-based Lower Bounds Analy-
sis of The Best Achievable H-infinity Performance for SISO Systems, SICE
Journal of Control, Measurement, and System Integration, 9 (2016) 165 –
172.
[9] Y. Ebihara, S. Shintani and T. Hagiwara, Dual LMI approach to H∞ per-
formance limitations analysis of SISO systems with multiple zeros and
poles, Proc. of the 2016 American Control Conference, Boston, Mas-
sachusetts, USA, 2016, 5638 – 5643.
[10] Y. Ebihara, H. Waki and N. Sebe, H∞ performance limitations analysis for
SISO systems: A dual LMI approach, Proc. of Conference of Decision and
Control, Osaka, Japan, 2016, 6629 – 6634.
[11] B. A. Francis, A course in H∞ control theory, Springer-Verlag, 1987.
[12] P. Gahinet and P. Apkarian, A linear matrix inequality approach to H∞
control, International journal of robust and nonlinear control, 4 (1994) 421
– 448.
[13] F. R. Gantmacher, The theory of matrices, vol. 2, Chelsea Publishing Com-
pany, New York, N. Y., USA, 1989.
[14] A. Helmersson, Employing Kronecker Canonical Form for LMI-Based H∞
Synthesis Problems, IEEE Transactions on Automatic Control, 57 (2012)
2062 – 2067.
[15] R. A. Horn and C. R. Johnson, Matrix Analysis, Cambridge University
Press New York, NY, USA, 2012.
[16] T. Iwasaki and R. E. Skelton, All controllers for the general H∞ control
problem: LMI existence conditions and state space formulas, Automatica,
30 (1994) 1307 – 1317.
[17] F. L. Lewis, A survey of linear singular systems, Circuits, Systems and
Signal Processing, 5 (1986) 3 – 36.
[18] I. Masubuchi, A. Ohara and N. Suda, LMIbased controller synthesis: A
unified formulation and solution, International Journal of Robust and Non-
linear Control, 8 (1998) 669 – 686.
50
[19] M. V. Ramana, An exact duality theory for semidefinite programming and
its complexity implications, Mathematical Programming, 77 (1997) 129 –
162.
[20] M. V. Ramana, L. Tunc¸el and H. Wolkowicz, Strong duality for semidefinite
programming, SIAM Journal on Optimization, 7 (1997) 641 – 662.
[21] C. Scherer, The Riccati inequality and state-space H∞-optimal control,
Ph.D. Thesis, University of Wurzburg, 1990.
[22] C. Scherer, P. Gahinet and M. Chilali, Multiobjective output-feedback con-
trol via LMI optimization, IEEE Transactions on Automatic Control, 42
(1997) 896 – 911.
[23] J F. Sturm, Error bounds for linear matrix inequalities, SIAM Journal on
Optimization, 10 (2000) 1228 – 1248.
[24] Symbolic Math Toolbox (Version 6.3), MathWorks, Inc.
[25] M. Tronovska´, Strong duality conditions in semidefinite programming,
Journal of Electrical Engineering, 56 (2005) 1 – 5.
[26] H. Waki, Y. Ebihara and N. Sebe, Reduction of SDPs in H∞ Control of
SISO Systems and Performance Limitations Analysis, Proc. of the 55th
IEEE Conference on Decision and Control, Las Vegas, Nevada, USA, 646
– 651, 2016.
[27] H. Waki and N. Sebe, Application of Facial Reduction to H∞ State Feed-
back Control Problem, International Journal of Control, 92 (2019) 303 –
316.
[28] H. Waki and N. Sebe, Reduction of H∞ state feedback control problems
for the MIMO servo systems, to appear in Asian Journal of Control, (2018)
1 – 13, https://doi.org/10.1002/asjc.1985
[29] H. Waki and N. Sebe, Strong feasibility of the dual problem of linear matrix
inequality for H∞ output feedback control problem, Proceedings of the
SICE International Symposium on Control Systems 2018, 2018, 47 – 53.
[30] G. Zames, Feedback and optimal sensitivity: model reference transforma-
tions, multiplicative seminorms, and approximate inverses, IEEE Transac-
tions on Automatic Control, AC-26, (1981) 301 – 320.
51
