This paper proposes a family of estimators of population variance 2 y S of the study variable y in the presence of known population variance 2 x S of the auxiliary variable x. It is identified that in addition to many, the recently proposed classes of estimators due to Sharma and Singh (2014) and Singh and Pal (2016) are members of the proposed family of estimators. Asymptotic expressions of bias and mean squared error (MSE) of the suggested family of estimators have been obtained. Asymptotic optimum estimator (AOE) in the family of estimators is identified. Some subclasses of estimators of the proposed family of estimators have been identified along with their properties. We have also given the theoretical comparisons among the estimators discussed in this paper. ASM Classification: 62D05.
Introduction
The problem of estimating the population variance assumes importance in various fields such as industry, agriculture, medical and biological sciences etc. In sample surveys, auxiliary information on the finite population under investigation is quite often available from previous experience, census or administrative databases. It is well known that the auxiliary information in the theory of sampling is used to increase the efficiency of the estimators of the parameters such as mean or total, variance, coefficient of variation etc. Out of many, ratio and regression methods of estimation are good examples in this context. In many situations of practical importance, the problem of estimating the population variance 2 y S of the study variable y deserves special attention. When the population parameters such as population mean, variance, coefficients of skewness and kurtosis of the auxiliary variable are known, several authors including Das and Tripathi (1978) , Srivastava and Jhajj (1980) , Isaki (1983) , Singh (1990, 1992) , Kadilar and Cingi (2006) , Shabbir and Gupta (2007) , Gupta and Shabbir (2008) , Singh and Solanki (2013a, b) , Solanki and Singh(2013) , Singh et al. (2013 , Hilal et al. (2014) , Sharma and Singh (2014) , Solanki et al. (2015) , Yadav et al. (2015) and Singh and Pal (2016) etc. have suggested various estimators and studied their properties.
The principal aim of this paper is to suggest a new family of estimators of the population variance 2 y S of the study variable y using information on population (1.1) Upadhyaya and Singh (1986) suggested an alternative estimator for 
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Taking the expectation of both sides of (1.31) we get the bias of 6 t to the first degree of approximation as
(1.32)
Squaring both sides of (1.31) and neglecting terms of e's having power greater than two we have 
which proves the Theorem1.2(a). 
and the resulting minimum ) (
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Proof: Differentiating (1.34) partially with respect to 1 k , 2 k and equating to zero we get the following equations:
( t given by (1.37).
This proves the Theorem 1.2(b).
Theorem 1.3. (a):
The bias and MSE of the estimator 7
t to the first degree of approximation, are respectively given by
Proof: Expressing the estimator 7 t in terms of e's we have (1.42)
Taking expectation of both sides of (1.42) we get the bias of 7 t to the first
(1.43)
Squaring both sides of (1.42) and neglecting terms of e's having power greater than two we have (1.44)
Taking expectation of both sides of (1.44) we get the MSE of 7 t to first degree
This is same as given in (1.40). Thus the theorem is proved.
Theorem 1.3. (b):
The optimum values of 1 m and 2 m that minimizes the ) 
( Thus the theorem is proved.
Efficiency comparison
This section compares some existing known estimators of the population variance 2 y S . From (1.5), (1.8), (1.9), (1.12) and (1.16) we have
It follows from (1.49) to (1.51) that the difference estimator 3 t [Das and Tripathi (1978) Sharma and Singh (2014) with that of Das and Tripathi's (1978) 
The suggested class of estimators for the population variance
2 y S Keeping the form of Das and Tripathi's (1978) difference type estimator, Isaki's (1983) ratio-type estimator, Upadhyaya and Singh's (1986) estimators , Singh et al.'s (1988) estimator, Shabbir's (2006) estimator, Cingi's (2006, 2007) estimators, Shabbir and Gupta's (2007) estimator, Singh and Solanki's (2013a, b) estimator, Solanki and Singh (2013) estimator, Singh et al.'s (2013 estimator, Sharma and Singh's (2014) , Solanki et al. (2015) estimator and Singh and Pal (2016) estimators in view, we define a generalized class of estimators for 2 y S as: We would like to remark that for various values of the parameters in (2.1), we get some existing known estimators as shown in  being a constant such that estimator 
Neglecting terms of e's in (2.3) having power greater than two, we have Taking expectation of both sides of (2.4) we get the bias of SP t to the first degree of approximation as
Squaring both sides of (2.4) and neglecting terms of e's having power greater than two, we have 
(2.11)
Substitution of 1   in (2.5) and (2.7) yields the bias and MSE of the class of estimators to the first degree of approximation, respectively as 
(2.14)
Thus the resulting minimum ) ( 
(2.17)
in (2.5) and (2.7) yield the bias and MSE of ) 2 ( SP t to the first degree of approximation, respectively given by 
Concluding remarks
This paper intends to suggest a new family of estimators for the variance Table 2 .1. We have obtained the bias and mean squared error (MSE) expressions up to first order of approximation in simple random sampling without replacement (SRSWOR). From the bias and MSE expressions of the suggested family, one can easily derive the bias and MSE expressions of existing known estimators as well as those of potential new proposals. The present study unifies several results at one place.
The family is certainly not exhaustive but it can act as different against the proliferation of equivalent proposals that could be appearing in the future. Three subclasses of the proposed family are identified and their properties are studied. We have also given the comparisons among the proposed class of estimators and the three subclasses of estimators. It has been theoretically shown that the proposed class of estimators is more efficient than the difference type estimator 3 t due to Das and Tripathi (1978) and hence the usual unbiased estimator proposed by Sharma and Singh(2014) . Indeed, improvement upon the difference type estimators 3 t as well as upon other estimators can be achieved when the theoretical expressions of the minimum mean squared error are considered. These expressions are based on the knowledge of population parameters which can be obtained either through past data or experience gathered in due course of time. For more discussion on this issue, the reader is referred to Das and Tripathi (1978) and Srivastava and Jhajj (1980) . However, more light on this study can be focused if one would have included an empirical study. Overall this study is of academic interest as well as of practical importance, see, Diana et al. (2011) , Singh et al. (2013) and Singh and Solanki (2013 a, b) , Solanki and Singh(2013) , Singh et al. (2013) , , Solanki et al. (2015) and Singh and Pal (2016) etc.
