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The relation among three classes of combinatorial objects parametrized by partitions is discussed: the branching flag is a tree-type generalization of the flag in a vector space over a finite field; the branching nest is its finite set-theoretical counterpart;
and the reverse matching, equinumerous to branching nests, is a dual concept of the complete matching. A mapping will be constructed of the set of branching flags into that of branching nests, which will give a decomposition of the variety of branching flags into cells parametrized by reverse matchings. Its Poincari polynomial is related to a refinement of q-Stirling numbers.
Cl 1990 Academic PI~SS. IIK 1. INTRODUCTION Let GF(q) denote the finite field with q elements. For a positive integer k, V,(q) is the k-dimensional vector space over GE'(q), L&(q) the lattice of subspaces of Vk(q), [l, k] the k-set { 1,2, . . . . k) and &$ the lattice of subsets of [l, k] . Here, both &(q) and Bk are ordered by inclusion, and rank in L&(q) and ~3~ is dimension and cardinality, respectively.
It is well known, and also easily seen from the arguments herein as a special case, that the number of complete flags in V,(q) is (1 + q) (1 +q+q2)-(l +q+ . . . + qkp I), and there is a mapping of the set of these flags into the set of permutations on the set [ 1, k] , such that the cardinality of the inverse image of a permutation c is just q'(O), where I(a) denotes the number of inversions in 0.
This paper answers the question what would happen if we replace in these circumstances the set of permutations on a finite set by the set of injections or surjections between finite sets. This is done, as one expects, in terms of slightly generalizing the notion of flags. A further refinement is also made by imposing some Young diagrammatic condition to the map-117 We put Unfl= { 0) for convenience' sake, so that these elements form an order-preserving image of a rooted tree. We denote by E,(q) (resp. F,(q)) the set of all surjective (resp. injective) branching flags subordinate to 2, and e,(q) (resp. fj,(q)) its cardinality.
It is easy to verify that e,(q) and fLs(q) are nonzero if and only if A,3 k + 1 -i (1 < i<k), and e,(q) = 1 if k= 1. For fn,(q), we have a complete explicit formula where we put [i] := (1 -q')/( 1 -q) for i integer, and we shall in the following mainly be interested in determining e,(q), for the investigation for injective branching flags goes almost parellel to, and even much simpler than, that of surjective branching flags. For example, we have THEOREM 1.4. e,(q) and f).,(q) are both manic polynomials in q ulith nonnegative integral coefficients.
Rather than proving 1.4 inductively by a recursive formula (see Section 3) we shall give a direct combinatorial proof using the notion of the branching nest, whose definition goes parallel to that of the branching flag as follows: We put A,, , = 0 for convenience' sake, so that these elements form an order-preserving image of a rooted tree. Let E, (resp. F,) denote the set of all surjective (resp. injective) branching nests subordinate to 2, and e, (resp. fj.) its cardinality. Then THEOREM 1.8. e, = el( 1) and f;. = fL( 1).
To prove 1.4 and 1.8 directly, we shall construct a mapping of E,(q) (resp. F,(q)) into El (resp. F,), and show that the cardinality of the inverse image of each branching nest under this mapping is a power of q. Now surjections and injections between finite sets come into picture as follows: DEFINITION 1.9. A "reverse matching (resp. matching)" on 1 is a surjection (resp. injection) cp of [l,n] into [I, k] such that q(j)61;
(1 <j<n).
A matching is sometimes called "complete matching" in the literature. PROPOSITION 1.10. There exists a l-1 correspondence between E, (resp. F,.) and the set of all reverse matchings (resp. matchings) on ,I..
Composing this bijection and the mapping of E,(q) (resp. F,(q)) onto E, (resp. FL), we have THEOREM 1.11. e,(q) = C, q'(rp) and fi(q) = C+ q'(*), where
runs through all reverse matchings (resp. matchings) on A.
Here, ,(cp) is the natural generalization of the number of inversions in a permutation, defined as follows: DEFINITION 1.12. For a reverse matching (or matching) cp on 2, l(cp) is the number of nodes (i, j) on the Young diagram I (i.e., (i, j) E Z*, 1 < i < k, and 1~ j < &) such that Imai's puzzle, in our notation, is equivalent to proving e, = e,,, where 1 is strict. By 1.8 this is a special case of THEOREM 1.14. Zf A is strict, then e,(q) = e,.(q).
A short proof was given to 1.14 by I. Amemiya [l] for q = 1, which survives to our case (Section 5). The proofs of Theorems 1.4, 1.8, and 1.11 are completed in Section 2. We assume that all 0; (1 <j<n) are included in U,. This assumption holds when @ is injective or surjective.
For each j, we define uj~ [l, k], Aje ~8~, vjg V,(q), and Bjc V,Jq) by the following procedure:
(0) Put A,+I=B,+l=@ and U,+,={O}.
(1) Let 1 <j< n, and let s be the smallest index such that dim U, > dim CJ,,,. Then U,,, is a subspace of U, of codimension 1. We put It is a routine work to check that by these relations mappings cp : [ 1, n] + [ 1, k] whose graph lies on J. and branching nests subordinate to A correspond bijectively, and that cp is surjective (resp. injective) iff the corresponding branching nest is surjective (resp. injective).
Thus, to each surjective (resp. injective) branching flag % subordinate to A, we have assigned a reverse matching (resp. matching) cp on A and a surjective (resp. injective) branching nest d subordinate to A., which correspond with each other. Note also that -the branching flag C& is completely determined by its SBV-matrix, for, from the SBV-matrix, one can read off successively the data a,, . . . . a,; A, We now consider the number of ways one can construct a sequence of vectors vr, . . . . v, which is an SBV of some branching flag which maps into a given (reverse) matching CJJ on 1. This is done by the following procedure: DEFINITION 2.1. j E [ 1, n] is "special" for cp if j is the minimum element of cp-1(dj)). (1) dim Uj>dim U,,, Procedure. Let C = { 0, 1, * } be a set of symbols. For a given (reverse) matching cp on I we construct a Young tableau of shape I, called the "SBV-tableau," with its entries in 2 as follows:
(1) Fill in with 1 all boxes (cp( j), j), 1~ j 6 n. (2) For each j, fill in with 0 all boxes (i, j) such that i < cp( j). If j is special, fill in with 0 all boxes (cp( j), I) such that I < j.
(3) Fill in with * all the remaining boxes of A. Now, an SBV-matrix is obtained by replacing each symbol * with an arbitrary element of GF(q). Thus the number of ways one can construct an SBV for a given (reverse) matching cp is qlCVp), where f(q) is the number of *'s in the SBV-tableau. This concludes the proof of 1.11, and thus also 1.4 and 1.8. First Proof Let (U,, U,, . . . . U,) be an element of E,(q). U, can be chosen to be any l-dimensional subspace of FL;, accounting for the first factor on the right-hand side of (3.la). There are two possibilities for 17,~ , Case 1. dim U,_ i = 1. If so, then ( U1, . . . . U,-i) is again a surjective branching flag, accounting for the first term on the right-hand side of (3.la). If AL-, = 1, then this is the only case, and this accounts for (3.lb).
Case 2. dim U,-, =2. But then, (U,/U,, UJU,, . . . . U,,_ ,/U,) is a surjective branching flag in the quotient space V,(q)/U, of dimension k -1. This accounts for the second term on the right-hand side of (3.la). 1 Second Proof. Consider the SBV-tableau of a reverse matching cp on A. Then the nth column is of the form '(0, . . . . 0, 1, *, . . . . *), the number of *'s being between 0 and Ai, -1. This accounts for the first factor l+q+ . . . .tq""-' in (3.la). If n is not special for cp, delete the nth column to obtain an SBV-tableau of shape 13. If n is special, then delete the nth column and the cp(n)th row to obtain an SBV-tableau of shape $. Finally, note that if AL-, = 1 then n cannot be special for cp. 1
The next lemma is needed in Section 5 for the proof of Theorem 1.14. (A, -1, . . . . i&j-, -1, A,, 1, . . . . A,) . Then e,(q) = v,(q) + e,(q) + e+(q). onto (xi, . . . . jii, . . . . xk) by sending (u, , . . . . uk) to (ui, . . . . iii, . . . . uk) . Then the images of these spaces form a surjective branching flag subordinate to $ in the target space. This accounts for the third term on the right-hand side of (3.2). Now consider the case that U, does not include the whole line spanned by xi. Then by replacing Uj by its projection, call it W, onto F,-i along the line xi we obtain a branching flag subordinate to ,M. There are q ways of obtaining U, from W, accounting for the first term on the right-hand side of (3.2). 1
Second ProoJ: If the symbol in the corner box (i, j) of the SBV-tableau is *, then just delete the box. Otherwise the entry is 1. If j is not special, delete the jth column; if j is special, delete the jth column and the ith row. 1 We give in this section an algorithm to compute e,(q) using the q-difference operator. Af(q, t) := (f(q, 1 + @I -f(q, t))l(l + @-t).
Then it is easy to verify by direct calculation that Q.E.D. [i] , i being the row number, and till in the next column with these products. If Aj1';> ,I;+ *, then apply the q-difference operator 2; -Ai+ i times before multiplication.
Proceed with these operations up to the last column, then adjunct an extra box with zero entry on top of the last column and take the q-difference Ai, times.
DUALITY
We shall prove 1.14. For a &l sequence a = CI, . . . OL, ~ i , let Cc denote the sequence /I, ~ , . . . /Ii, where 8, :=1-a,
(1 <j<n-1).
Then it is easily seen that LEMMA 5.1 (Amemiya) .
IJ ,I is denoted by CL in Amemiya's notation (Section l), then A* is denoted by Cr.
Proof of 1.14. Let [cl] denote the polynomial e,(q), 1 being the strict partition whose Amemiya's notation is CC. Then, by the above lemma, it suffices to show that 
