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Abstract
We prove limit relations for the convolutions T ∗ Pt and T ∗ Qt , t ↘ 0, if T belongs to weighted D′L1 -
spaces and Pt , Qt are the Poisson and the conjugate Poisson kernels, respectively.
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1. Introduction and notation
The kernel









([4, p. 4], [5, p. 76], [9, (4.1), p. 24], [10, (6), p. 553]) of the M. Riesz transform yields a convo-








which is also the largest possible definition domain.
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The convolution considered is the so-called S ′-convolution, a commutative operation for tem-
perate distributions defined by Y. Hirata and H. Ogata [8, p. 148] with the purpose of extending
the validity of the Fourier exchange formula
F(S ∗ T ) = FS · FT .
In this paper, we determine the weighted D′
L1
-spaces which serve to solve the Dirichlet prob-
lem for the Laplacian n+1 in the upper half-space by convolution with the Poisson kernels Pt
(see Proposition 4 and the following remark). We then investigate, in weighted D′
L1
-spaces, the
mapping properties of the M. Riesz transform
T −→ N0 ∗ T
and its approximation by the family of regularizations Qt ∗N0, t > 0, where Qt are the conjugate
Poisson kernels.
Let us introduce some notation. We employ L. Schwartz’ notation for the distribution spaces
D′ ⊃ S ′ ⊃ D′Lp ⊃ E ′, 1 p ∞,








1 + |x|2)−μ/2 log(2 + |x|2)D′Lp
for μ ∈ R, 1 p ∞. The subscript −1 refers to the power 1 of the logarithm. For elementary
properties of these spaces see [14,15].
We will consider the following n-dimensional kernels:






, t > 0, where P(x) = cn
(
1 + |x|2)−(n+1)/2, cn = Γ (n+12 )
π(n+1)/2
,






, t > 0, where Q(x) = xP (x),
cf. [9, p. 19] and [23, p. 121], and the Riesz kernel






It is well known that
Qt = N0 ∗ Pt ,
see [24, Chapter VI, § 4, Theorem 4.17(ii), p. 236].
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According to Y. Hirata and H. Ogata [8, p. 148], two temperate distributions
S,T ∈ S ′(Rn)
are called S ′-convolvable iff (ϕ ∗ Sˇ)T ∈ D′
L1
for each ϕ ∈ S.
By a closed graph theorem, this condition is equivalent with the fact that the kernel
S(x − y)T (y) belongs to S ′(Rnx) ⊗ˆ D′L1(Rny) (see [13, Proposition 5, p. 329]). The advantage
of this, seemingly more complicated, formulation consists in the absence of test functions. The
kernel S(x − y)T (y) ∈ D′(R2nx,y) is defined for two distributions S,T ∈ D′(Rn) as the image of
the tensor product S(ξ) ⊗ T (η) under the linear change of variables
ξ = x − y, η = y
[21, I, (I,5;6), p. 131].
Let us next express the classical Peetre inequality as an assertion on DL∞ -functions:
Lemma 1 (Peetre’s inequality). For λ ∈ R,(
1 + |x − y|2)λ(1 + |y|2)−λ(1 + |x|2)−|λ| ∈ DL∞(R2nx,y).
Proof. The classical Peetre inequality [16, p. 86] reads as(
1 + |x − y|2)λ  2|λ|(1 + |y|2)λ(1 + |x|2)|λ|, x, y ∈ Rn.
This implies the statement upon using differentiation and induction. 
The next proposition contains a characterization of the optimal spaces for convolution and
S ′-convolution with Poisson kernels and M. Riesz kernels, respectively. It is a repetition of [12,
Sätze 1 and 4, pp. 23, 29], [3, Theorem 10, p. 154] and [1, Theorem 15.1, p. 238]. Instead of
arguing with test functions, we shall present here a proof using L. Schwartz’ theory of vector-
valued distributions.
Proposition 1. For μ ∈ R and T ∈ S ′(Rn), the following assertions are equivalent:
(i) T ∈ D′
L1,μ
;
(ii) ∀S ∈ D′L∞,−μ: S and T are S ′-convolvable;
(iii) ∃t > 0: (t2 + |x|2)μ/2, T are convolvable;
(iv) T , Pf
λ=μ(|x|
λ) are convolvable;
(v) ∀j = 1, . . . , n: T , Pf
λ=μ(xj |x|
λ−1) are convolvable.
Proof. (i) ⇒ (ii): The assumptions T ∈ D′
L1,μ
and S ∈ D′L∞,−μ amount to
(
1 + |x|2)−μ/2S(x) ∈ D′L∞(Rnx) and(
1 + |y|2)μ/2T (y) ∈ D′ 1(Rny).L
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(cf. [20, (VI,8;4), p. 204]), we obtain(
1 + |x − y|2)−μ/2S(x − y) ∈ S ′(Rnx) ⊗ˆ DL∞(Rny).
Since, by Lemma 1,(
1 + |x − y|2)μ/2(1 + |y|2)−μ/2(1 + |x|2)−|μ|/2 ∈ OM(Rnx) ⊗ˆ DL∞(Rny),
multiplication furnishes(
1 + |y|2)−μ/2(1 + |x|2)−|μ|/2S(x − y) ∈ S ′(Rnx) ⊗ˆ DL∞(Rny)
by Proposition 25 in [21, II, p. 120].
A further multiplication yields(
1 + |x|2)−|μ|/2S(x − y)T (y) ∈ S ′(Rnx) ⊗ˆ D′L1(Rny)
(by Theorem 7.1 in [22, p. 31], or by Proposition 21 bis in [21, I, p. 70]) and
S(x − y)T (y) ∈ S ′(Rnx) ⊗ˆ D′L1(Rny).
(ii) ⇒ (iii): Obvious since (t2 + |x|2)μ/2 ∈ D′L∞,−μ.
(iii) ⇒ (iv): If 	 ∈ D such that 	 = 1 in a neighborhood of 0, then(
1 − 	(y))|y|μ(t2 + |y|2)−μ/2 ∈ DL∞(Rny),
and hence
T (x − y) Pf
λ=μ |y|
λ = T (x − y)	(y) Pf
λ=μ
(|y|λ)
+ T (x − y)(t2 + |y|2)μ/2(1 − 	(y))|y|μ(t2 + |y|2)−μ/2
∈ S ′(Rnx) ⊗ˆ E ′(Rny)+ S ′(Rnx) ⊗ˆ D′L1(Rny)
⊂ S ′(Rnx) ⊗ˆ D′L1(Rny),
since (t2 + |x|2)μ/2 and T are S ′-convolvable, i.e.




(|x|λ) are S ′-convolvable.
(iv) ⇒ (v): This is proven similarly as the implication (iii) ⇒ (iv) using(







(v) ⇒ (iii): Again we employ multiplication by DL∞ -functions as in the implication (iii) ⇒
(iv) using(
1 − 	(y)) yj
μ+1
(
t2 + |y|2)μ/2 ∈ DL∞(Rny), j = 1, . . . , n.|y|
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equivalent with
(
t2 + |x − y|2)μ/2T (y − z) ∈ D′(R2nxz) ⊗ˆ L1(Rny).
On the other hand, by Lemma 1,
(
t2 + |x − y|2)−μ/2(1 + |y|2)μ/2(1 + |x|2)−|μ|/2 ∈ E(R2nxz) ⊗ˆ L∞(Rny).
Hence, by Proposition 25 in [21, II, p. 120],
(
1 + |y|2)μ/2(1 + |x|2)−|μ|/2T (y − z) ∈ D′(R2nxz) ⊗ˆ L1(Rny),
and thus(
1 + |y|2)μ/2T (y − z) ∈ D′(Rnz ) ⊗ˆ L1(Rny)
which implies T ∈ D′
L1,μ
. 
3. Mapping properties of the convolution
The general definitions of convolvability and of S ′-convolvability are not given in terms of a
bilinear mapping on the product of two distribution spaces, but instead rely on the membership
of the kernel S(x − y)T (y) in a space of partially summable distributions on R2nxy [21, I, pp. 130,
131]. The inconvenience of these general definitions consists in the lack of continuity, i.e.,





for k −→ ∞,
does not imply





for k −→ ∞.
An important example of a continuous bilinear convolution mapping is L. Schwartz’ convolution
theorem for D′Lp -spaces [20, Chap. VI, Théorème XXVI, 2◦, p. 203]. This was generalized
in [14] to weighted D′Lp -spaces (and furthermore in [15, Remark, p. 86]). Let us first repeat this
result (see [14, Proposition 9, p. 591]):




= 1 + 1
r
. Then the convolu-
tion mapping
∗ : D′Lp,μ × D′Lq,ν −→ D′Lr ,	, (S,T ) −→ S ∗ T ,
is well defined, bilinear and continuous. In the following proposition, we shall show that, in
some cases, the image space D′Lr ,	 is not optimal. (For general p,q,μ, ν, it is an open problem
to determine the optimal image space of this convolution mapping.)







is well defined, bilinear and continuous.
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∗ : D′
L1,μ × D′L∞,ν −→ D′L∞,μ




Since T ∈ D′Lp,μ can be written in the form (1 + |x|2)−μ/2
∑
|α|m ∂αfα for appropriate
fα ∈ Lp and m ∈ N0, it suffices to show that(
1 + |x|2)−μ/2L1(Rn) ∗ (1 + |x|2)−ν/2L∞(Rn)⊂ (1 + |x|2)−μ/2L1(Rn),
i.e., that the integrals∫ ∫
R2n
(
1 + |x|2)μ/2(1 + |x − y|2)−ν/2(1 + |y|2)−μ/2∣∣f (y)∣∣dx dy
are convergent if f ∈ L1(Rn).
This is guaranteed by the subsequent Lemma 2:
(
1 + |y|2)−μ/2 ∫
Rn
(
1 + |x|2)μ/2(1 + |x − y|2)−ν/2 dx
is bounded due to μ − ν < −n and μ − ν + n < μ.
The continuity of the convolution mapping follows from the separate continuity and the
fact that D′
L1,μ
,D′L∞,ν are barrelled DF -spaces ([7, Remark, p. 66], [15, Proposition 1.4.3,
p. 19]). 
Lemma 2. Let n ∈ N and α,β ∈ R be such that α + β < −n. Then the functions(
1 + |x|2)α/2, (1 + |x|2)β/2 ∈ C∞(Rn)
are S ′-convolvable and their convolution product is bounded by a constant times
(
1 + |x|2)γ /2 {1: α + β + n = max{α,β},
log(2 + |x|2): α + β + n = max{α,β},
where γ = max{α,β,α + β + n}.
Proof. (a) Let us first assume that α  0. Then Peetre’s inequality says that(




1 + |y|2)β/2(1 + |x − y|2)α/2 dy  C1(1 + |x|2)α/2,
where C1 = 2α/2
∫
Rn
(1 + |y|2)(α+β)/2 dy < ∞.
Since here γ = α > α + β + n, we obtain(
1 + |x|2)α/2 ∗ (1 + |x|2)β/2  C1(1 + |x|2)γ /2. (∗)
Apparently, (∗) also holds if β  0 and it only remains to consider the case α < 0, β < 0.
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p. 594] for the convolution product:(




t−α/2−1(1 − t)−β/2−1[1 + |x|2t (1 − t)](α+β+n)/2 dt,
where C2 = πn/2 Γ (−
α+β+n
2 )
Γ (− α2 )Γ (− β2 )
.
By estimating the parabola t −→ t (1 − t) on the interval [0,1] from below by the secants
t −→ 12 t , 0 t  12 , and t −→ 12 (1 − t), 12  t  1, we obtain
(































1 + |x|2t)(α+β+n)/2 dt.
Then we have to investigate the following three cases:
(i) 0 > α  β , α > α + β + n;
(ii) 0 > α + β + n > max{α,β} = α;
(iii) 0 > α + β + n = max{α,β} = α.






























s + |x|2)γ /2 ds

(
1 + |x|2)γ /2
∞∫
s−(β+n)/2−1 ds = 2
β + n
(
1 + |x|2)γ /2.1







s + |x|2)α/2 ds = |x|α
∞∫
|x|−2
(1 + u)α/2 du
u
.














1 + |x|2)γ /2 log(2 + |x|2)
with a suitable constant C5. 
Remarks. (1) Let us observe that the convolution (1 + |x|2)α/2 ∗ (1 + |x|2)β/2 can also be es-
timated from below by (1 + |x|2)γ /2 or by (1 + |x|2)γ /2 log(2 + |x|2), respectively. Hence, the
estimates given in Lemma 2 cannot be sharpened with respect to growth.
(2) Estimates for the convolution products of the analogous kernels (1 + |x|)α , (1 + |x|)β are
given in Lemma 1.38 of [18, p. 30]. A particular case is also contained in Lemma 2.8 of [2,
p. 1449].
Note that the appearance of the logarithm in the case α + β + n = max{α,β} is connected
with the convolution equation of the elliptic Marcel Riesz kernels Rλ in Rn (cf. [10, p. 565]). In
fact, the equation
Rλ ∗ Rμ = Rλ+μ, λ,μ ∈ C with Re(λ + μ) < n
[12, Satz 6, p. 31] is equivalent to
|x|α ∗ |x|β = Cαβ |x|α+β+n, α,β ∈ C \ (−n − 2N0), Re(α + β) < −n, (∗∗)
where
Cαβ = π
n/2Γ (−α+β+n2 )Γ (α+n2 )Γ (β+n2 )











= |x|α(2 log |x| − γ ),
γ = −Γ ′(1) being Euler’s constant.
The convolution relation (∗∗) is also at the heart of the composition relations for weakly
singular integral operators, cf. Satz 3 in [19, p. 49].
In the next proposition, we will see that, in the limit case ν = n, which is excluded in Propo-






which properly contains D′ 1 .L ,μ







is well defined, bilinear and continuous.
Proof. This is proven in the same way as Proposition 2 taking into account that the integral∫
Rn
(
1 + |x|2)μ/2(1 + |x − y|2)−n/2 dx
grows as (1 + |y|2)μ/2 log(2 + |y|2) at infinity, cf. Lemma 2. 
4. Limit relations in weighted D′Lp -spaces
Let us first generalize the following limit relation for the Poisson kernels stated in Theorem 3.6
of [2, p. 1453]:
If T ∈ D′
L1,−n−1 then
lim
t↘0T ∗ Pt = T holds in D
′
L1,−n−1.
Note that Pt = t−nK(xt ) where K(x) = cn(1 + |x|2)−(n+1)/2 fulfills:
K ∈ L1(Rn), ∫
Rn
K(x)dx = 1, and (1 + |x|2)(n+1)/2K ∈ L∞(Rn).
Proposition 4. Let K ∈ L1(Rn) with ∫
Rn
K(x)dx = 1, (1 + |x|2)(n+1)/2K ∈ L∞(Rn) and
−n − 1  μ < 1. Then the approximating units Kt(x) = t−nK(xt ), t > 0, map D′L1,μ by con-
volution into itself and satisfy:
∀T ∈ D′
L1,μ: limt↘0T ∗ Kt = T in D
′
L1,μ.
Proof. (a) Since Kt ∈ D′L∞,n+1, we can apply Proposition 2 with ν = n + 1 and conclude that
D′
L1,μ −→ D′L1,μ : T −→ Kt ∗ T , t > 0,
is well defined and continuous.
(b) In order to show the limit relation
lim
t↘0T ∗ Kt = T in D
′
L1,μ,
it suffices, in view of the continuity of the bilinear convolution mapping in Proposition 2, to show




1 + |x|2)(n+1)/2Kt = δ in D′L∞ .
If B ⊂ DL1 is a bounded subset, then it remains to prove that








converges to ϕ(0) if t ↘ 0, uniformly for ϕ ∈ B.














∣∣ϕ(x)∣∣dx −→ 0 for t ↘ 0,
uniformly with respect to ϕ in B (with constants C1,C2 > 0).











by Lebesgue’s theorem since
∫
Rn
K(y)dy = 1. 
Remark. As a consequence of Proposition 4, we obtain that a solution of the Dirichlet problem
for n+1, in the upper half-space, for boundary values in D′L1,μ, −n − 1 μ < 1, i.e.
n+1U = 0 in
{
(x, t) ∈ Rn+1 ∣∣ t > 0}, U |t=0 = T ∈ D′L1,μ,
is given by U(t) = T ∗ Pt , t  0, and fulfills U ∈ C([0,∞),D′L1,μ(Rn)) and, obviously, U ∈
C∞((0,∞) × Rn).
Let us now consider the convolution properties of the generalized Hilbert kernel






In contrast to the Poisson kernels Pt and the more general kernels Kt in Proposition 4, which
belong to D′L∞,n+1, N0 ∈ (D′L∞,n)n does not map D′L1,μ into itself by convolution. Hence we
have to employ Proposition 3 instead of Proposition 2.
Proposition 5. Let −n μ < 0. Then the kernel
















, T −→ N0 ∗ T .
Proof. By Proposition 3, it suffices to observe that N0 ∈ (D′L∞,n)n. 
M. Guzmán-Partida et al. / Bull. Sci. math. 135 (2011) 291–302 301Remarks. (1) Combining Propositions 4 and 5, and observing that
Qt = N0 ∗ Pt ,
we conclude that the conjugate Poisson kernels Qt , t > 0, furnish a continuous convolution
mapping




if −n μ < 0, and that
lim




(2) In particular, for n = 1, the classical Hilbert transform










1) for −1 μ < 0.
Let us remind that, by the famous theorem of M. Riesz and E.C. Titchmarsh, the Hilbert
transform is an isomorphism of Lp(R1) (and of D′Lp(R1)) for 1 < p < ∞ (cf. Theorem 3 in [11,
p. 71] and [10, p. 561]).
However, as already the simple example H(Y (1 − |x|)) = 1
π
log | 1+x1−x |, Y the Heaviside func-
tion (cf. [11, Ex. 1, p. 64]) shows, H does not map L1(R1) into itself. We also see by this example




1), i.e., the number μ cannot be chosen as 0 in
Proposition 5.
(3) We also point out that the provision of logarithmic growth in the image spaces in Proposi-










is provided by the boundary value of the analytic function





t↘0 ImF(x + it) = limε↘0 Im
(
1
log |x| + iε + iπY(−x)
)
= −πY(−x)




HT = − lim
t↘0 ReF(x + it) = − limε↘0
log |x| − iε
Y (−x)π2 + log2 |x|
∈ D′
L1,−1,−1 \ D′L1,−1.
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