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We study numerically the localization properties of eigenstates in a one-dimensional disordered
lattice characterized by a non-Hermitian disordered Hamiltonian, where both the disorder and the
non-Hermiticity are inserted simultaneously in the on-site potential. We calculate the averaged
participation number, Shannon entropy and structural entropy as a function of other parameters.
We show that, in the presence of an imaginary random potential, all eigenstates are exponentially
localized in the thermodynamic limit and strong anomalous Anderson localization occurs at the band
center. In contrast to the usual localization anomalies where a weaker localization is observed, the
localization of the eigenstates at the band center is strongly enhanced in the present non-Hermitian
model. This phenomenon is associated with the occurrence of a large number of strongly-localized
states with pure imaginary energy eigenvalues.
I. INTRODUCTION
Anderson localization [1], which is one of the most
fundamental physical phenomena in condensed matter
physics and optics, occurs due to the interference of wave
components multiply scattered by randomly placed scat-
tering centers [2, 3]. It has been predicted theoretically
and observed experimentally in many different types of
waves including microwaves [4, 5], optical waves [6, 7]
and matter waves [8, 9]. Until now, localization has been
studied mainly in conservative systems, as it is usually
believed that the onset of localization requires multiple
scattering by the real part of the potential.
Using a non-degenerate perturbation theory, Thouless
has found that, for the case of weak and uncorrelated
disorder, the Lyapunov exponent for the one-dimensional
(1D) Anderson model obeys γ(E) =W 2/(96V 2− 24E2),
whereW represents the strength of disorder and V is the
nearest-neighbor hopping parameter [10]. However, the
numerical calculations performed by Czycholl et al. have
indicated that Thouless’ perturbation expansion breaks
down at zero energy [11]. This discrepancy between an-
alytical and numerical results, termed the band center
anomaly, was resolved by Kappus and Wegner, when
they developed a degenerate perturbation theory near the
band center and obtained the Lyapunov exponent of the
form γ(E) =W 2V −2f−1(6EV/W 2) with f(0) = 105.045
and f(±∞) = 96 [12]. Within this context, a full analyt-
ical solution for the problem of the band center anomaly
in the 1D Anderson model has been obtained as well [13–
15].
Apart from the band center anomaly, the anomalies
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have also been observed in the vicinities of the band
edges, E = ±2 [16–18], as well as at other spectral
points [19–23]. Remarkably, based on a weak-disorder
expansion of the Lyapunov exponent, Derrida and Gard-
ner systematically treated the anomalies at the energies
E = 2V cos(πα) with α a rational number [19]. In addi-
tion, other related anomalous behaviors have been stud-
ied. For example, in the vicinity of the band center,
the conductance distribution [24] deviates from that pre-
dicted by the single-parameter scaling hypothesis [25].
A sharp increase in the localization length has been ob-
served in the weak-disorder limit [26]. A comprehensive
study of the anomalous localization in low-dimensional
systems with correlated disorder has recently been done
[27]. We emphasize that all the studies of anomalous
localization mentioned so far share the common feature
that the disorder is introduced by real random potentials.
One of the main findings has been that the anomaly leads
to unusual enhancement of the localization length and
suppression of the Anderson localization.
In the past years, considerable attention has also been
paid to localization phenomena in non-Hermitian sys-
tems [28–36]. A representative example of this kind of
systems is the Hatano-Nelson model [28]. In this model,
the presence of a constant imaginary vector potential in
the Anderson Hamiltonian can give rise to a transition
from a real to a complex spectrum, which is associated
with the mobility edge in 1D problems. Recently, Basiri
et al. have studied a different kind of non-Hermitian lat-
tice model with randomness only in the imaginary part
of the on-site potential and reported that the eigenstates
of such a model are localizaed, but the nature of the lo-
calization mechanism is qualitatively different from that
of the usual Anderson localization [33]. In this context, a
fundamental question we ask is whether the phenomenon
of anomalous localization occurs in disordered systems
characterized by a non-Hermitian Hamiltonian with an
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FIG. 1: Real and imaginary parts of the energy eigenvalues
for the system under consideration, when ǫR
n
is zero and ǫI
n
is
selected randomly from a uniform distribution in the interval
[−W/2,W/2] with W = 0.5. The system size is N = 1000.
imaginary random potential. This problem, to the best
of our knowledge, has so far not been considered in the
literature. This provides us with the motivation for pur-
suing this research direction.
The rest of this paper is organized as follows. In Sec. II,
we describe the 1D disordered lattice model character-
ized by a random non-Hermitian Hamiltonian within the
nearest-neighbor tight-binding approximation. We also
describe the numerical calculation method and the phys-
ical quantities of interest. In Sec. III, we present our
numerical results and discussions. Finally, in Sec. IV, we
conclude the paper.
II. THEORETICAL MODEL
A. Model
Let us consider an array of N weakly coupled opti-
cal waveguides with a constant tunneling amplitude V
with which light is transferred from waveguide to waveg-
uide. In the approximation where only the coupling
between nearest-neighbor waveguides is considered, the
wave propagation process in such a system can be de-
scribed by a set of coupled discrete Schro¨dinger equations
for the field amplitudes Cn given by
i
dCn
dz
= −V (Cn−1 + Cn+1) + ǫnCn, (1)
where z is the paraxial propagation distance, n (=
1, 2, · · · , N) is the waveguide number, and ǫn is the on-
site potential. The stationary solutions of Eq. (1) can be
represented in the conventional form, Cn(z) = ψne
−iEz,
with E as the energy of an eigenstate n. Then we obtain
the stationary discrete Schro¨dinger equation of the form
Eψn = −V (ψn−1 + ψn+1) + ǫnψn. (2)
To obtain the eigenstates and the corresponding eigen-
values, we solve Eq. (2) numerically with the supplemen-
tary conditions ψ0 = ψN+1 = 0, which are the usual fixed
boundary conditions (or hard-wall boundary conditions).
In the present work, the on-site potential ǫn is consid-
ered to be complex. Specifically, it takes the form,
ǫn = ǫ
R
n + iǫ
I
n, (3)
where the real part ǫRn is chosen to be the same for all
lattice sites (below we put ǫRn = 0 for simplicity), whereas
the imaginary part ǫIn is selected randomly from a uni-
form distribution in the interval [−W/2,W/2], where W
denotes the disorder strength. When the random on-site
potential is complex, the energy eigenvalues are no longer
real, but become complex. An example of the distribu-
tion of the eigenvalues in the complex plane is shown in
Fig. 1. It is worth noting that an approximate analytical
expression describing the envelope of the points shown in
Fig. 1 was derived in Refs. 37 and 38.
B. Participation number and information entropy
In infinite disordered systems, the localization prop-
erties can be characterized in terms of the localization
length, which is commonly defined from the decay of
the amplitude of eigenstates in the limit N → ∞. In
finite-size systems, however, one needs to use other phys-
ical quantities that are valid for both finite and infinite
systems such as the participation number. For the k-th
eigenstate (ψ
(k)
1 , ψ
(k)
2 , · · · , ψ
(k)
N )
T with the corresponding
eigenvalue Ek, the participation number P (Ek) is defined
by [39]
P (Ek) =
(∑N
n=1
∣∣ψ(k)n ∣∣2
)2
∑N
n=1
∣∣ψ(k)n ∣∣4 , (4)
which gives approximately the number of lattice sites to
which the k-th eigenstate extends.
The participation number estimates the degree of spa-
tial extension or localization of eigenstates. For a finite-
size system, P increases with increasing the system size
N in the extended regime. The completely extended
state which spreads over the entire system uniformly cor-
responds to P = N . On the other hand, localized states
exhibit much smaller values (in comparison with N) of P ,
which converge to constant values as N →∞. The most
strongly localized state corresponds to P = 1. Therefore,
the participation number is bounded within the range
1 ≤ P ≤ N . The finite-size scaling analysis of P gives a
very useful information about the localized or extended
nature of the eigenstates.
3In addition to P , we will also calculate the Shannon
entropy, which is another basic quantity for the descrip-
tion of localized single-mode states in disordered systems.
The Shannon entropy is defined by [40, 41]
S(Ek) = −
N∑
n=1
|φ(k)n |
2 ln
(
|φ(k)n |
2
)
, (5)
where φ
(k)
n denotes the normalized amplitude of the
k-th eigenstate wave function at site n, φ
(k)
n =
ψ
(k)
n /(
∑N
n=1 |ψ
(k)
n |2). It is well-known that the Shan-
non entropy measures the deviation of the actual wave
function from the uniform distribution. As the system
size increases to infinity, S is expected to behave as
exp(S) ∝ N for extended states and exp(S) → constant
in the case of localized states. Therefore, it is bounded
as 1 ≤ exp(S) ≤ N or 0 ≤ S ≤ lnN .
It is worth mentioning that the Schro¨dinger equation,
Eq. (1), which describes the propagation of light in the
optical systems, is effectively identical to the equation
which describes the propagation of noninteracting elec-
trons in the electronic systems. The key difference is
that the evolution coordinate in the optical systems is
the paraxial propagation distance, while it is replaced by
the time in the electronic systems. Therefore, all the re-
sults obtained in this work are valid for electronic as well
as optical systems.
III. NUMERICAL RESULTS
In our calculations, all energy quantities are measured
in the unit of V , which we set equal to 1 without loss
of generality. The participation number P and the Shan-
non entropy S were obtained by averaging over the eigen-
states with eigenvalues in a small interval around a fixed
Re(E) and ensemble averaging over 10000 distinct disor-
der configurations.
In Fig. 2(a), we plot the participation number P , which
was obtained by averaging over a small window around
the band center, Re(E) ∈ [−0.1, 0.1], as a function of
the system size N for several typical values of the disor-
der strength W . For a given W , we find that P initially
increases as N increases and rapidly approaches a satu-
ration value Ps at N > Nc). The value of Ps is much
smaller than the corresponding Nc. This indicates that
the eigenstates near the band center are localized states.
We will see later that all states in the whole energy band
are localized as well. Similarly to in the standard Ander-
son model where the real part of the on-site potential is
random, in the present model, the participation number
is reduced, hence the localization is enhanced, as the dis-
order strength increases, as shown in Fig. 2(b). In the
weak-disorder limit, we find that the participation num-
ber is proportional to the disorder strength as a power
law, P ∝ W−α, with α = 2 (see the dash-dotted line in
Fig. 2(b)) [33]. In the strong-disorder limit, the partici-
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FIG. 2: (a) Participation number P versus system size N
for different disorder strengths W = 2, 2.2 and 2.4. (b) P
versus disorder strength W , when the system size is fixed
to N = 1000. The dash-dotted line indicates a power-law
fit, P (W ) ∝ W−2, to the date in the region W < 4. P is
obtained by averaging over the eigenstates with eigenvalues
in the interval [−0.1, 0.1] around Re(E) = 0 and ensemble
averaging over 10000 distinct disorder realizations.
pation number tends to P = 1, indicating the occurrence
of complete localization.
The participation number is commonly used as a ba-
sic quantity for measuring the degree of localization.
However, many localized states with completely differ-
ent internal structures such as Gaussian, exponential and
power-law decay forms can give rise to the same values of
P . Therefore, we need a method to determine the shape
of the localized eigenstate wave function explicitly. To
this end, we use the quantity called structural entropy,
which characterizes the shape of the localized wave func-
tion and is defined by [42, 43]
Sstr(Ek) = S(Ek)− lnP (Ek). (6)
In Ref. 43, it has been shown that there exists a basic in-
equality between the structural entropy Sstr and the spa-
tial filling factor q (= P/N) given by 0 ≤ Sstr ≤ − ln(q)
with 0 < q ≤ 1. This bound defines an allowed domain
of the localization diagram, which has been proved to be
universal. Therefore, the pair of the parameters (q, Sstr)
should lie in this allowed domain for any generalized lo-
calized state. In Fig. 3, we plot Sstr as a function of
q for several representative eigenstates with Re(E) = 0,
0.3 and 1.4. We see clearly that all points indicated by
the pairs of the localization quantities (q, Sstr) are well in-
cluded in the allowed domain of the localization diagram.
More specifically, we observe that apart from in the vicin-
ity of Re(E) = 0 where Sstr ∼ 0.39, we get Sstr ∼ 0.34 for
all other cases, as q → 0 (or N →∞). These results are
consistent with the theoretically predicted value for ex-
ponentially localized eigenstates, Sstr = 1 − ln 2 ∼ 0.31,
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FIG. 3: Structural entropy Sstr plotted versus spatial filling
factor q of eigenstates. The shaded area represents the allowed
domain of the localization diagram, which is bounded by 0 ≤
Sstr ≤ − ln(q) with 0 < q ≤ 1. The symbols represent our
numerical results for the eigenstates with Re(E) = 0, 0.3 and
1.4. Calculations were performed for the system size N =
1000. The disorder strength is fixed to W = 2.
which was determined based on the continuous lattice
model approach [43]. We believe that a substantial dif-
ference between numerical result and theoretical predic-
tion in the vicinity of the band center can be ascribed to
the existence of anomalous localization of eigenstates in
that region.
In Fig. 4, we show the participation number P and
the Shannon entropy S as a function of the real part
of the energy eigenvalue, Re(E), for disorder strengths
W = 1.5, 1.75 and 2, when the system size is fixed to
N = 1000. For the considered values of W , we see that
the eigenstates near the band edges are more strongly
localized than those near the band center as in the usual
Anderson model. As one moves from the band edge to-
wards the band center, P and S increase gradually until
they decrease abruptly and exhibit deep concave regions
around Re(E) = 0. This non-analytical dependence of
P and S on Re(E) indicates an anomalous localization
behavior of eigenstates. Remarkably, in contrast to the
standard Anderson model in which one observes a sharp
increase of the participation number (as illustrated in
the inset of Fig. 4(a)), the present anomaly gives rise to
a strong decrease of the participation number for eigen-
states around Re(E) = 0. Moreover, in the former case,
the band center anomaly exists only when the disorder
strength gets sufficiently small (W ≤ 1) [26], whereas, in
the present non-Hermitian case, a change in the disorder
strength does not alter the height of the deep concave
region, but gives rise to a change in the number of the
eigenstates with Re(E) = 0 (see Fig. 5 below). We have
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FIG. 4: (a) Participation number P and (b) Shannon entropy
S plotted versus real part of the energy eigenvalue Re(E) for
disorder strengthsW = 1.5, 1.75 and 2. exp(S) instead of S is
plotted for an easier comparison with P . For a given value of
Re(E), P and S are obtained by averaging over the states in
a small energy interval [Re(E)− 0.05,Re(E) + 0.05]. In the
inset of Fig. 4(a), we also show the results obtained for the
standard Anderson model with the corresponding real random
potential when W = 1, 1.25 and 1.5.
also verified that the ratio exp(S)/P is always larger than
unity for all values of Re(E). This is in good agreement
with Eq. (6).
In order to provide a quantitative explanation of the
effect of anomalous localization enhancement which ap-
pears in 1D random non-Hermitian lattices, in Fig. 5, we
show the real part of the energy eigenvalue versus eigen-
state label arranged in order of increasing value of Re(E),
for the same parameters as in Fig. 4. From the numerical
results, we find that the anomalous localization behavior
at the band center is closely associated with the appear-
ance of a large number of eigenstates with pure imaginary
5TABLE I: Numerical values of the wave function amplitude ψm and the corresponding eigenvalue E for several typical eigenstates
in the strong-disorder region are listed. All eigenstates have Re(E) = 0. The used parameters are N = 50 and W = 10. The
approximate values of Im(E) are obtained by Eq. (7).
eigenstate label m (center position) ǫI
m
|ψm| Im(Eexact) Im(Eapprox)
1 7 4.87183992 0.93916916 4.56421869 4.50660618
2 1 4.66220070 0.98818589 4.52704191 4.52045924
3 50 -4.57092533 0.99348626 -4.46465683 -4.46121117
4 29 -4.67401248 0.98511495 -4.43615195 -4.43805708
5 11 -4.84019334 0.94008911 -4.35074321 -4.39101455
6 6 -4.55733493 0.98565603 -4.32524531 -4.32636897
7 49 4.54366806 0.98127570 4.28462152 4.28389259
8 44 -4.48680400 0.94718793 -4.01643280 -4.04678787
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FIG. 5: Real part of the energy eigenvalue versus eigenstate
label arranged in order of increasing value of Re(E), when the
disorder strengthW is 1.5, 1.75 and 2. All the cases show that
there exist a large number of eigenstates with pure imaginary
eigenvalues. The number of such eigenstates increases with
W .
eigenvalues. If we consider only the real part of the eigen-
value to distinguish different eigenvalues, this is equiva-
lent to having a large number of degenerate states with
Re(E) = 0. From numerical calculations and approxi-
mate analytical treatments given below, we have verified
that these states are strongly localized. Therefore, any
superposition of these states results in strongly localized
states. We have found that the number of such degener-
ate states increases with increasing the disorder strength
W . As a consequence of this, in the limit of strong dis-
order, the distribution function of Re(E) will exhibit a
huge δ peak at Re(E) = 0. Within the second-order ap-
proximation in V (V/W ≪ 1) in the perturbation theory
proposed in Ref. 31, the eigenstates with pure imaginary
eigenvalues have the eigenstate wave function and the
energy eigenvalue given by
ψn ≈ δn,m
and
E ≈ iǫIm − i
(
1
ǫIm − ǫ
I
m−1
+
1
ǫIm − ǫ
I
m+1
)
V 2, (7)
where m is the position at which the wave function is
localized and V is set equal to unity in our study. In Ta-
ble 1, we show our numerical results for the wave function
amplitude and the corresponding eigenvalue for several
representative eigenstates with Re(E) = 0 obtained by
solving Eq. (2) when N = 50 and W = 10 directly and
compare the results with those obtained from the approx-
imate analytical result, Eq. (7). We find that the two re-
sults agree very well in this regime of strong disorder. We
note that the eigenstates with pure imaginary eigenval-
ues seem to be favored to localize at lattice sites, where
the corresponding values of ǫIm are large (∼ ±W/2).
From Fig. 4, we can easily notice that the localization
of the eigenstates near the band center is more strongly
enhanced than that of those near the band edges when
the disorder strength becomes large. From this observa-
tion, we predict that, as the disorder strength gets suf-
ficiently large, the eigenstates with Re(E) = 0 will be-
come more strongly localized than all other eigenstates.
This prediction is supported by the numerical results pre-
sented in Fig. 6, where several typical wave functions for
the eigenstates with zero and non-zero real parts of the
energy are shown. It is clearly seen that the eigenstates
with pure imaginary eigenvalues (5th, 6th and 7th eigen-
states in Table 1) are more strongly localized than the
remaining ones.
It is worth mentioning that although it is not presented
in this paper, we have checked that all the results re-
ported above are also valid in the situations where the
imaginary part of the on-site potential ǫIn takes random
values which are only positive or negative.
IV. CONCLUSION
In this paper, we have presented a numerical study of
the localization properties of eigenstates in a 1D disor-
dered lattice characterized by a random non-Hermitian
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FIG. 6: Spatial distributions of several typical wave functions
for the eigenstates with zero and non-zero real parts of the
energy are shown in the case of N = 50 and W = 10. The
dashed curve indicates the imaginary part ǫI
n
of the on-site
potential. It is clear that, as the disorder strength gets suf-
ficiently large, the eigenstates with Re(E) = 0 become more
strongly localized than those with Re(E) 6= 0.
Hamiltonian, where both the randomness and the non-
Hermiticity are introduced simultaneously in the on-site
potential. After obtaining the eigenstates and the cor-
responding eigenvalues by solving Eq. (2) numerically,
we have calculated the averaged participation number,
Shannon entropy and structural entropy as a function of
other parameters. We have found that, in the presence
of an imaginary random potential, all eigenstates are ex-
ponentially localized in the thermodynamic limit. Most
importantly, we have found that anomalous Anderson lo-
calization occurs at the band center in the system under
consideration. In contrast to the usual anomalies where
a weaker localization is observed, our numerical results
have clearly shown that the localization of the states at
the band center is strongly enhanced. This phenomenon
is associated with the occurrence of a large number of
strongly-localized states with Re(E) = 0. We speculate
that, in the strong-disorder regime, eigenstates with pure
imaginary eigenvalues will become more strongly local-
ized than all other eigenstates with non-zero real parts
of the energy eigenvalue.
We hope that the results presented here will be a useful
contribution to the topic of anomalous Anderson local-
ization in disordered systems. Moreover, the numerical
method presented in this paper can be used to study
more complicated cases such as quasi-1D random non-
Hermitian Hamiltonian systems. This will be considered
in future publications.
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