This paper presents a data model for images immersed in the world wide web and that derive their meaning from visual similarity, from the connection with the text of the pages that contains them, and from the link structure of the web.
meaning of an image is not necessarily given by the objects that are contained in it, but by the situation that it depicts. In this case, the meaning of the previous image would be that "there was a red car running." This position leaves open the possibility of drawing situational inferences. For instance, if the car is a sports car and we see a young couple inside, then a superficial knowledge of western customs might let us believe that the couple is running just for the fun of it, or that the male half of the couple is trying to impress the other half.
Roland Barthes [4] put the answer in a more precise form by stating that the noema of photography isça-a-été (this-has-been). Barthes was studying a type of photographs for which his characterization was, under certain assumptions, valid but in general things are more complicated. If it is true that, as Barthes stated, the implicit message in every image isça-a-été, it is also true that there is nothing in the image per se to specify the nature of the thing that really happened, since there are no syntactic differences between a documentary image and a staged scene.
Just like text, images are artifacts created to establish communication. There is no such a thing as a "natural" image: all images are artificial, at least to the extent to which the photographer acted as a filter, deciding what to include in the image and what to leave out, how to compose its subject, which relations between the subjects should be evidenced and which should be obfuscated. All these manipulations are made using a very sophisticated language which is in part iconic (registering, e.g., social preponderance through relative size, relative position, centrality, etc.), and in part symbolic (e.g. in the selection of certain clothes for the subjects).
Like all other forms of communication, images are immersed in a structure of power and solidarity between those who control the creation and transmission of the message and those who receive it. The meaning of an image is given as much by its content as by the social contract between the viewer and the producer. When this contract is violated, we conclude that the image lies. In this sense, for instance, a photograph of, say, the civil war in El Salvador doesn't inform us just because of the things it depicts, but because of the social rôle of the documentary photographer as the registrar of a certain socially constructed truth. While, in a sense, it is true that the photography ensures thatça-a-été (these people were in front of the camera, in that particular pose at the time of the shot), the true statement of the picture (a political statement, in this case), is only true because of the agreed rôle of the documentary photographer, and the trust invested in the publisher of the picture.
Talking about photographs, Barthes considered two planes of interactions with the viewer: the studium, and the punctum. The studium is the set of the cultural associations evoked by the photography. In the case of the civil war, this could include statements about the harsh reality of civil war, about the status of the military, or about foreign intervention. The punctum is the point, unique for each photograph, and not always present, that hits us with a high emotional intensity: the position of a hand, the face of a person, and so on. While the punctum is a function of the contents of a photograph 1 , the studium is a social and cultural construct that can't be given just by the contents of an image.
Eco [9] wrote that a sign is that which can be used to lie and, in this sense, an image is not a sign. An image is not a predicate, but something that can be predicated 2 . If I see a photograph of Jacques Chirac shaking hands with Georg Cantor on the first page of Le Monde, I am inclined to think of it as a lie. The lie, however is not in the picture itself, but in the picture taken in a particular context (the front page of the Le Monde). The conventions that regulate this context require that pictures on the first page of a newspaper represent "reality," unless otherwise specified. That is, in this case, the context is stating the predicateça-a-été of which the photograph is an object, and the context is lying, not the picture. Had the picture been in the book section of the same newspaper, used in the review of a book on "the political influence of higher mathematics," it would have been a perfectly normal and "true" image.
Note that all these consideration don't take into account the contemporary sophisticated possibility of digital manipulation. Once this is taken into account, the question of truth is rolled back two centuries: before the invention of photography, it was taken for granted that every report was subjective and, as such, possibly non veridical. During the last century we have lived a short interval in which we believed that there was a way-however imperfect-to record the truth about the world in an objective way. That age is now passed, and the question of interpretation can no longer rely on the message only, but must include an analysis of the messenger and of the receiver.
The necessity of external validation of content is related to the contextual incompleteness of pictures, the state of affairs by which pictures can't themselves be predicates, but become so with the help of a textual discourse [13] . Pictures are not predicates but entities which are predicated by some form of associated text with the help of some verbal shifter (like the famous ceci in Magritte's ceci n'est pas une pipe).
An image is therefore a predicate only in a certain textual context. I call eidoneme 2. The text is implicit in the social discourse, which sets and delimits the possible interpretations of the images even before the database is designed. This is the typical case of limited domain databases, and here the image database can operate in its most traditional way, as a search engine based on automatically extracted content features.
3. The linguistic discourse is provided by the user; this is the case of strong feedback and tight loop interactive systems. The database in this case is a writing tool for the user, in which linguistic concepts are written and associated to the images in the repository.
This paper discusses the interaction between text and images in the first scenario above.
Within the realm of a simple, direct relation between images and the accompanying text, there are some important distinctions to be made. The simplest (and less interesting) relation is normative, and is represented by a label telling exactly what the image is supposed to mean. In this case, the label acts as a strong delimiter of the content of the image.
Moreover, the label itself, taken in isolation, can't support signification without being immersed in a context. In other words: labeling images can only be done in a pre-defined domain which will immerse the image and the label in a context (case 2 above), and doesn't constitute a relation of the type in which I am interested here.
A more interesting circumstance occurs when the relation between text and images is more flexible and complex, such as in the case of images on the web embedded in the linguistic context of pages. This type of relation has been exploited in many systems, such as VisualSeek [26] and MAVIS2 [16] . These systems invoke first order relations between images and text, and images can be characterized to the extent that the text associated to them can. This is a problem in cases in which certain images escape characterization by first order relations, either because supporting text couldn't be found, or because the text itself can't be interpreted. In this case it is possible to use second order relations induced by the similarity between images and by the first order relation between images and text. So, an image visually close to a cluster of images sharing a certain meaning will participate in that meaning.
A general model of Images on the Web
This section will introduce, in very general terms, the problem at hand. My present goal is not to derive a formal model of a database of images immersed in the web (I will do this in the next section), but simply to identify the qualitative structure of the problem, and to show that it generates two different types of query operations. This observation will set the stage for the following sections, in which the model will be formalized, the two types of operations will be defined first, and integrated into the same framework then.
I will consider a simplified version of the web, limited to the scope of this paper. In particular, I will assume that the web is a set of documents (pages) containing text and images (Figure 1 ), linked by syntactic links contained into the text of the page. This assumption might seem a little drastic but, all in all, it is very hard to find a web site in which the non-text and non-image portion add significantly to the information content of the site, rather than being simple additions designed to attract viewers. Some obvious exceptions I can think of are sites in which multimedia data are stored and exchanged (e.g. music exchange sites with their vast collection of audio files) and sites in which a web page is a medium of artistic expression. In the case of media exchange sites, the analysis of the contents of video or music goes beyond the scope of this paper but, were it included, it would be relatively easy to extend the database to include such sites.
Art and graphic design sites are a different problem: in this case, a web page is not "about" some external reference, but it is, in itself, the object about which a discourse could unfold. In this case, one of the essential premises of my treatment-that is, that web pages are signs about an external mimetic plane-fails and, consequently, the considerations of this paper can't be applied to web art or to all those circumstances in which web pages are at one time the subject and the object of discourse.
The model will assume that each link is labeled and that labels are tuples with a fixed and predefined signature.
In addition to the syntactic links, the model can determine the similarity between texts as well as between images. The similarity between texts is determined by a comparison of key terms taken from the body of the text, while the similarity between images is determined by a combination of terms from the text associated to the image and visual features extracted The creation of navigable links is a first example of integration between querying and navigation in a web database: queries can be used to create links that can later on be traversed. Alternatively, queries can be used to create a navigation context by delimiting the portion of the graph that satisfies the query: the result of a query is seen as a sub-graph of the web graph, and subsequent query and navigation operations are restricted to this sub-graph.
The creation of temporary semantic links, and the creation of a navigation context are the two modes of interaction between navigation and query that I will consider here. Note that the abstract model that I am considering makes no a priori distinction between text documents and images: navigation and queries can include both, with the difference that images can be related to each other through commonality of associated text and by visual similarity, while only the former relation is defined for text documents.
A More Formal Model
In this section, it is my intention to define several models of the world wide web, progressively refining them in order to highlight the rôle of images in them and the relations between images and texts.
At a rather general level, the web is a graph W = (D, E, φ), where D is a set of nodes, or documents, E is the set of edges, and φ is a function that associates to every edge e ∈ E an ordered pair of documents:
In this case the link is said to go from document d 1 to document d 2 . A link can be either a syntactic link or a semantic link created by a query. Note that this implies that queries change the topology of the graph 4 .
Given a document d, its downstream neighborhood is the set
while its upstream neighborhood is the set
The two functions ν, ν * : D → 2 D are adjoint in the sense that
whenever ν(d) and ν * (d), respectively, are non empty. The functions ν and ν * can be extended to a set of nodes N as ν(N ) = d∈N ν(d) and ν * (N ) = d∈N ν * (d).
The out-degree of a node is the number of edges leaving that node, that is, o(d) = |{e ∈ E : π 1 (φ(e)) = d}| 5 . Similarly, the in-degree of a node d is the number of edges entering the node, that is i(d) = |{e ∈ E : π 2 (φ(e)) = d}|. The concepts of in-degree and out-degree can easily be generalized to sets of nodes.
I will admit from the outset the possibility that links be labeled, with labels drawn from a set Λ which can be finite or infinite. The labeling function l :
The web contains an appalling variety of types of documents or fragments thereof, and a more than cursory glance at any catalog of existing MIME types will convince anybody of this fact. In this context, however, I will purposely disregard most of these document types, and consider only the "simplified web" mentioned in the previous section, consisting exclusively of text documents containing images.
This refinement modifies the model in the sense that the graph is now a colored graph, with nodes of two types: documents and images. Consequently, edges are of different types, or colors: document-to-document, document-to-image, and image-to-document. I will assume that the graph contains no image-to-image edges, which seems to be largely the case for the web. The only exception to this absence is the case of thumbnails that point to a larger version of the same image. In this case, however, the thumbnail and its larger version are conceptually the same image placed in the same situation, and no semantic difference will exist between the two. These types of edges derive from well identified syntactic constructs in the html code that constitutes the web, as shown in Table 1 .
Finally, I will consider the way in which images are modeled and how are they associated to the text of the pages. Typically, a fragment the page is considered and encoded suitably in order to provide a textual description of the image [23] . 
Images are also represented by a data type including a unique identifier, a text index, and a visual feature. At this time I am interested only in the text index portion of the description, so I will leave the visual features unspecified by making images a parametric data type. Moreover, images are a sub-type of document, since they also have an identifier and a set of words associated with them:
Labels also can contain different types of information, depending on the application.
The model allows a label to be an arbitrary database tuples, but requires that at least two fields be present: a relevance measure between the documents that they join, which is a real value between 0 and 1, and a status indicator, which can assume the two values syntactic or semantic, depending on the nature of the link. So, as a data type, the set of labels Λ has, as parameters, whatever additional information is added, and is defined as
Relevance can be assigned either automatically at insertion time, as I will consider later, or updated explicitly using specific database operations.
The following definition therefore applies:
, where:
• E is the set of edges of the graph.
• φ : E → D × D ∪ {⊥} is the edge connection function
is the labeling function, where Λ(µ) is the type of the labels.
The data type of such a graph will be indicated as Γ(α, µ).
This is the basic model on which the database operations are defined. These operations allow to navigate the model (traversing its links) and query the contents of the nodes. For the latter type of operation, the representation of images and text play an essential role, and the next sections will describe the text search mechanism, the visual search mechanism, and the interaction between the two.
Text Search Engine
Both images and documents are characterized (partly characterized, in the case of images)
by a "doc" datum that is, essentially, by a set of weighted words. During the insertion of a page in the database, a suitable module analyzes the text of the page and the images therein contained in order to derive a description for them. Describing the content of an image using a series of words is in itself a very challenging task due to the great latitude with which users query image repositories [3, 10, 15] .
The idea of extracting text from the web site that contains an image to obtain information about the content of that image is not new, and can be traced to Smith and Chang's
WebSeek system [26] . WebSeek uses a Web crawler to find web pages containing images.
Once the images are found, pieces of text like the name of the image, the name of the directory where the image is, and the title of the page that contained it are analyzed and, if proved meaningful, used as indices for the image. Webseek doesn't attempt any analysis of the image content, relying solely on the text associated to the image, while the representation that I am considering contains a textual part and a visual part, the latter being considered in the next section. The textual component of this model analyzes the whole text of the page containing a given image.
English text on the web differs from other forms of English text in several aspects:
lexically, the distribution of words in web text is not the same as in standard English [2] , and it privileges conceptual words over functional delimiters; structurally, in a web page links constitute natural points of aggregation around which the most significant parts of the text can be found.
Considering the case of document-to-image links, it has been observed that relevant information about an image embedded in a page can be found in the text surrounding the IMG link (including the text of the ALT tag for the image, if present). Such text is called the anchor text for that image, and its length is estimated to be 50 characters before and after the link text [6] .
The images and the pages in which they are contained are gathered by a web traversal program ("web crawler") which, for each image, collects three sets of terms from three separate areas of the page: the anchor text of the <IMG> tag, the collection of keywords contained in the <META> tag of the page (if present), and the title of the page. These areas have different expected relevance for the characterization of the contents of the images contained in the page.
Following acquisition, the text is processed using standard information retrieval techniques; in particular, common English words, like "the," "from," and so on (stop words), are removed, and a stemming algorithm [12] is applied to remove suffixes and other word modifiers. The terms resulting from stemming are assigned a weight based on their relevance as indices of a given image.
The three different areas of the page from which the index text is derived are assigned a priori "thematic" weights. In general, the anchor text is the most relevant for indexing, followed by the keywords and the title. I used the following three thematic weights: ν a = 3/5
for the anchor text, ν k = ν t = 1/5 for the keywords and the title. Each term is also assigned a weight measuring its potential indexing quality, determined using probabilistic weighting [12] .
Let T µ be a term, df µ the document frequency of T µ (that is, the number of documents in which T µ appears as a term), and tf µk the term frequency of T µ for image I k (that is, the number of times T µ appears as a term in the index of image I k .) The basic term weight
where N I is the number of images in the database. The formula considers a weight highly discriminative if it appears in relatively few documents in the collection (low value of df µ ), and many times in the image in question (high value of tf µk ) [20] .
The weight of a term is then multiplied by the thematic weight corresponding to the section in which the term was found. If, in the index of image I k , the term T µ appears t a µk times in the anchor text, t k µk times among the keywords, and t t µk times in the title, then the associated weight is
The weights of the various terms form a vector in a vector space in which every term in the corpus of document is an axis. The distance between such vectors represents the lexical dissimilarity between the corresponding images. Note that, although the vector space has hundreds of dimensions, the distances can be computed efficiently without any need to represent it explicitly.
Text documents are indexed in a similar weight. In this case, the three areas from which the index is extracted are the META tag keywords (weight 3/5), the title (weight 1/5) and the full text of the page (weight 1/5). The weights respond to the intuitive notion that the META keywords, being selected for the purpose of indexation, are more informative than the general text. The equality between the weight of the text and that of the title is also posited a priori and then verified empirically.
Visual Representation
Important information about the content of images can be derived by dividing an image in regions homogeneous with respect to a certain criterion (e.g. homogeneous with respect to texture, color, or other point features of the image). This is the well known segmentation problem, for the satisfaction of which many algorithms have been proposed over a number of years. In this paper, I use the edge flow segmentation algorithm, developed by Ma and Manjunath, and available on B.S. Manjunath's web page [17, 18] on grounds of its robustness and its adaptability to work with many different point features.
The segmentation algorithm divides the image in a number of regions, located in certain spatial relations. At this point, the representation of the image requires the representation of the individual regions and the representation of the spatial relations between pairs of neighboring regions. Each region is described by a suitable feature structure, typically including a histogram of its color (or a suitable statistical characterization thereof), a texture description, a Fourier series description of its shape, and so on. I will not consider these descriptions in detail, but I will assume that the space X of region features is a vector space.
Given a region r of an image, the region descriptor x r is used to describe it.
The representation of an image is then a labeled directed graph, in which nodes represent regions and edges are labeled with a representation of the relative positions of the regions they join. That is:
Definition 5.1. A visual feature of an image I is a directed graph (R, E, φ, ρ, λ) where:
1. R is the set of regions 2. ρ : R → X is a function that assigns to each region r ∈ R; its descriptor ρ(r) : X;
3. φ : E → R × R ∪ {⊥} is the edge connection function; 4. λ : E → C assign a complex number to every edge (representing the spatial relation between the centroids of the regions joined by the edges), λ(⊥) = 0;
5. for every edge e there is an adjoint edge e * such that, if φ(e) = (r 1 , r 2 ), then φ(e * ) = (r 2 , r 1 );
6. if λ(e) = s exp(iθ), then λ(e * ) = s exp(−i(θ + π)).
If λ(e) = s exp(iθ), then:
• s ∈ [0, 1]; • θ is the angle between the horizontal and the line drawn from the centroid of π 1 (φ(e))
to the centroid of π 2 (φ(e));
Giving an arbitrary order to the regions, the image can be represented by the region
(where the second notation will be used when no ambiguity arises), and the connection 
Note that the matrix is anti-symmetric, that is,
For instance, the image of Figure 3 In addition to this, each region representation x r is collected into the matrix R.
As usual in content based retrieval, the basic operation performed on these image representations is the determination of the similarity between two images, given a certain similarity function (which will, in many cases, depends on the query). The graph representation above introduces the complication that the result of the comparison of two images depends on the ordering of the nodes of the graphs. Checking all the possible ordering requires a time O(2 n ), where n is the number of nodes of the graph that is, the number of regions in the images. Since this number can be fairly high, it is necessary to look for alternative representations.
One such representation, invariant to the ordering of the nodes of the graph, is the spectral representation [7] . The spectral representation is usually applied to the adjacency matrix of a graph but, in this case, I will apply it to the matrix of the relative position.
In particular, given the matrix C ∈ C n×n , its singular value decomposition
is computed, where S = diag{λ 1 , . . . , λ n } is the matrix containing the eigenvalues of C. The eigenvalues of C constitute an ordering-independent representation of the relative position graph.
This representation still depends on the number of nodes in the graph that is, on the number of regions in the image. In order to eliminate this dependency, I resort to the very common technique of considering only the first k eigenvalues of C. Let
and U |k defined similarly.
The region descriptions are collected in a matrix R ∈ R n×q , in which each row contains a vector of dimension q with the feature representation of a region. This representation also depends on the ordering of the region and, therefore, it is unsuitable for image comparison for the same reason for which the adjacency matrix was. Now, however, we have available a transformation from the original, order-dependent, regions space to the spectral, orderindependent, space, represented by the matrix V * |k . This transformation can be applied to the region matrix R, obtaining the ordering independent region description
In the case of the image of Figure 3 , for instance, the 3-representation of the graph is
An image is therefore represented by the vector S |k and by the matrix R |k . A distance function between two images can be derived from any distance function between matrices.
For instance, the weighted Euclidean distance between two images is given by
Semantic Modification
Every image in the database contains two representations: a textual representation based on the terms extracted from the pages that link to the image, and a visual representation based on the image features introduced in the previous section. The visual characterization of an image is given, as discussed in the previous section, by the k highest eigenvalues of the spectral representation of its structure, S |k , and by the reduced, order-invariant region matrix R |k . The distance in the space of the pairs (S |k , R |k ) is the visual distance d v .
Let {I k , k = 1, . . . , N } be the set of images, and {T µ , µ = 1, . . . , M } be the set of terms in the database. Also, let the weight of the µ th term for the k th image be α µ,k , computed as in (10) . An image can then be represented in the "term space" as
Similarly, a term can be represented in the image space as
In this model, the similarity between terms, T µ , T λ , is given by
and the lexical similarity between images, I k , I h is given by
Note that, if A = {α µ,k } is the matrix of the terms weights, then the similarity between I k and I h is the element (k, h) of the N × N matrix AA , while the similarity between terms T µ and T λ is the (µ, λ) element of the M × M matrix A A.
The visual distance between images can be transformed in a visual similarity as
, where g is a positive function with g < 0 and g ≥ 0 [22] . The visual and lexical similarities can then be combined using a disjunction operator ∨. (This is a geometrical translation of the fact that two images are similar if they are visually similar or if they are associated to similar terms.) The result is the total image similarity:
The operator ∨ can be drawn to a class of disjunction operators known as s-norms [11] . For example, the Hamacher sum is defined as
The total similarity between images, the lexical similarity between terms of two documents, and the similarity between the textual description of an image and that of a document form the basis of the similarity queries in the database. These similarities are not a datum, but depend on the context in which they are determined. As stated in the introduction, the relation between signifier and signified is not fixed and determined by the syntactic characteristics of the signifier: it is, in its most general incarnation, a cultural construct and, more immediately, a function of the context of the search at a given moment.
Context is determined by a complex set of relations, from which I single out three:
1. A normative context, independent of the query, can be determined by the specific application field of the database, its cultural norms, conventions, and habits. in the same document or in linked documents: if, say, the word "tree" is consistently associated with the words "family" or "heraldic," its meaning will be narrowed and clarified by this association.
3. The context can be given by the user himself through the use of context-generating interfaces, like that introduced in [24] . In these interfaces, the user modifies the results of a query by moving things around and placing them at a distance from one another reflective of their perceived mutual similarity.
The result of all these context-generating operations is the alteration of the desired cognitive similarity between images and terms. Let us consider, for the moment, the case in which the context defines a new similarity between images. This can be modeled as an N × N matrix Ψ such that the element ψ ij is the desired similarity between the images I i and I j . The matrix Ψ comes from user interaction: in a typical case, the elements ψ ij are obtained by looking at the distance at which the user has placed icons representing the images in a configuration feedback interface [25] . The visual similarity measure s v will be changed using suitable optimization techniques [25] so as to minimize the error
In addition, through the change in the similarity between images, the configuration Ψ will also change the similarity between terms: the weight matrix A will have to change in such a way that AA = Ψ. Once this is done, one can determine the new term similarity matrix A A and, from this, the new similarity between terms.
This results in a rather intractable quadratic problem, so an approximate solution is necessary. Instead of solving the quadratic problem, one can try to "move" the matrix a step in the right direction, that is, to find a matrixÃ such that
for some small constant γ. Since γ is small, the matrixÃ will not be too different from A.
In particular, one can writeÃ = A + E, where E = { ij } is composed of small elements.
The previous equation can be expanded as
where the last approximation derives from the assumption that E is composed of small elements whose squares are negligible. The equation therefore becomes
The right hand side is typically symmetric, since Ψ is, and therefore the left hand side is also symmetric, from which it follows that EA = AE , and the equation becomes
This is a system of N × M linear equations in the unknown matrix E. The solution of this system will give a matrix E that represents the first "step" of the weight matrix A in the direction of the similarities Ψ. One can then define
and repeat the whole process. At the end, the result will be a matrix A that will allow the calculation of the new term-to-term similarities as influenced by the similarity between the images associated to those terms.
Note that the similarity matrix Ψ comes either from the result of a previous query, some normative statements, or the user interface; therefore in general there will be only a handful of non-zero entries. Instead of solving the whole system (which is intractably large), it will then be sufficient to consider a reduced matrix A consisting of the images whose similarity has been re-defined in the matrix Ψ and the terms associated to those images or, if this still result in a very large system, only of the most influential terms for those images can be considered (i.e. the terms with the highest weights).
If the context prescribes a new similarity between terms, rather than between images, the system will receive a matrix Φ with the new inter-term similarity and will solve the system AA = Φ using a similar technique.
Database Query and Navigation
The model described in the previous sections can be synthesized in the following terms.
The web is a graph Γ(α, µ), where α is the data type of the visual features of an image and µ is the data type of the labels on the edges of the graph. The data type α is, in the present example, that of the region graphs described in section 5, while the type µ of the labels is unspecified, except for the prescription that it contain a measure of the similarity between the documents it connects.
This similarity is, in part, determined by the current status of the query. Images and pages have associated text indices whose semantic similarity is updated as described in section 6.
A database support for such a model should therefore be able to support two types of operations: on one hand, the database should support similarity queries and provide functions to manipulate similarity measures; on the other hand, it should provide operations for query and navigation on an extended graph. The database model presented in the following section is an attempt to satisfy these requirements.
Multimedia Database Model
An image database is formed by one or more relations, or tables, of the form T (h : N, x 1 : 
Each row of the table has associated a scoring function
that measures scores with respect to the image described by the row.
Moreover, a library of distance combination operators is defined. These are based on scoring combination operators [11, 8] 
That is, for x : X and y : Y , it is
The combination operators will be assumed to be symmetric and Lipschitz, that is
Operators. Given a scoring function s, and a table T (N, X 1 , X 2 , . . . , X n ) the scoring operator Σ T (s) assigns a score to all the rows of T using the scoring function s. That is, Σ T (s) is a table with the same signature as T and
Given a table T (N, X 1 , X 2 , . . . , X n ), the k lowest distances operator σ The operator σ < ρ returns all the rows of a table T with a score less than ρ. The operator σ < ρ • Σ T is called the range query operator for the scoring function s.
The operator σ P is the usual predicate selection operator on a table T . In the databases that we consider here, P has either the form h = h 0 , where h 0 ∈ N is a handle, or h ∈ H, where H is a set of handles. Note that the notation T [h 0 ] introduced above is a shorthand for σ h=h 0 (T ) which, because of the uniqueness of the handles, always returns a single row.
Finally, the 3-join operator 1 3 joins two tables T and Q on their handle field to form
. . , x n : X n ) and Q = Q(h : N, y 1 :
The row q such that W [q].h = h 0 is obtained by collecting the features of the rows T [i] and
and, if the q th row of W was obtained by joining the i th row of T with the j th row of Q, it has score
and scoring function
Note that the operators 3 used in the two previous equations have different signatures:
The operator in (40) is a score combination operator, while the operator in (41) is the corresponding scoring functions combination operator.
Graph Navigation
The second component of the data algebra consists of graph operations. All operations on the web graph are expression in the graph algebra, and are composed of terms. A term is either
• a variable, constant, or function symbol. The type of a function taking arguments of type T 1 and producing results of type T 2 will be represented as T 1 → T 2 ;
• a lambda abstraction
where x 1 , . . . , x n are variables, t is a term, and T, T 1 . . . , T n are data types;
• an application
where t 1 , . . . , t n are terms and t 0 is a function type.
I will use the standard convention of representing operators using the infix notation, so the sum function +(a, b) will be represented equivalently as a + b. Also, as a shortcut, given a set of nodes N from a graph, the expression GC(N ) (GC for "Graph Completion") will indicate the graph obtained taking the nodes in N and all the edges joining nodes in N , with their associated labels.
Given two documents d 1 and d 2 , a path between them is a list of edges e = [e 1 , . . . , e q ]
such that π 1 (φ(e 1 )) = d 1 , π 2 (φ(e q )) = d 2 , and, for i = 2, . . . , q, π 1 (φ(e i )) = π 2 (φ(e i−1 )).
The path similarity along a path p from document d 1 to document d 2 , given the score composition operator 3 is given by is the minimum over this set of the path similarities between d 1 and d 2 :
The relevance transitive closure of a document, with relevance r is the graph
The downstream and upstream neighborhood functions (1) and (2) can be generalized to the k-downstream and k-downstream neighborhoods as
and similarly for ν * (d, k).
Graph Operators
This section introduces the operators that the database defines in order to work on the graphs.
Graph Creation
The following operators create and modify the web graph.
graph : Γ(doc, Λ). The function graph[doc, Λ] creates an empty graph with nodes of type "doc" and edge labels of type Λ. Λ) . append(G, H, n 1 , n 2 , λ) with n 1 ∈ nodes(G) n 2 ∈ nodes(H) builds a graph whose node set is the union of the node sets of G and H, and whose node set is the union of the node sets of G and H with an additional edge from the node n 1 of G to the node n 2 of H. This edge has label λ.
insert : Γ(doc, Λ) × doc →: Γ(doc, Λ)×. Insert(G, n) inserts the node n into the graph without connecting it to other nodes. delete : Γ(doc, Λ) × doc → Γ(doc, Λ). Delete(G, n), with n ∈ nodes(G) removes from the graph G the node n and all the edges connected to it.
delete : Γ(doc, Λ) × E(G) → Γ(doc, Λ). Delete(G, e) removes the edge e from the graph G.
nodes : Γ(doc, Λ) → set{doc}. Nodes(G) returns the set of nodes of the graph G.
edges : Γ(doc, Λ) → set{E(G)}. Edges(G) returns the set of edges of the graph G.
type : doc → {img, txt}. Given a document, determines whether it is a text document or an image.
by all the nodes that satisfy the predicate P and all the edges connecting them.
in infix form as G 1 ∪ G 2 ) returns the union of the two graphs G 1 and G 2 .
intersection : Γ(doc, Λ) × Γ(doc, Λ) → Γ(doc, Λ). The function intersection(G 1 , G 2 ) (also expressed in infix form as G 1 ∩ G 2 ) returns the intersection of the two graphs G 1 and
This is the k-downstream neighborhood introduced in the previous section.
This is the k-upstream neighborhood introduced in the previous section.
. This is the score transitive closure operator introduced in the previous section. Note that, in the definition, the operator is curried [27] that is, applying it to a score combination operator 3 one obtains a function
that computes the score-transitive closure with respect to that operator.
. Given a set of images and a matrix of inter-image distances, the function similarity returns a simiarity function adapted to the interimage distances, as discussed in section 6.
similarity : {doc} × R n×n → D(doc). Same as above, but for text documents.
Examples
The following examples illustrate the query process over a web image and text database. I will use a notation derived from ML [27] with the addition of a comprehension syntax [28, 5] to express the results of the query.
In this examples, I will make a rather informal use of similarity functions for visual features and for textual features. I will use the symbol s v for visual similarity functions and the symbol s t for textual similarity function. I will also assume that combination operators will be available as needed. How to manage these operators, and how to get them out of the database is a topic beyond the scope of this paper. Finally, the query statement takes the k nearest neighbors to the given image taken among the images of the set I.
Example 2 Retrieve all the images from the pages pointing to document d that contain the word "mousetrap" with a weight of at least r
The first step builds the set of documents that link to d, and extracts the set of nodes of type "text." Note that the images themselves might contain the word "mousetrap," but the query explicitly requests all the images from the pages pointing to document d so one must start by considering the full text of the pages, that is, the documents of type "text."
The second text defines a function that returns "true" if a document contains the word "mousetrap" with a weight of at least r. This is done using the comprehension syntax on the "and" monoid, whose details are beyond the scope of this paper [1] .
The third step uses again the comprehension syntax to build the set of documents that satisfy the predicate P . Finally, the query statement extracts all the images from these documents. Note that in the web model used in this paper, images are linked to documents that is, to go from a document to an image therein contained, one must traverse a link. This is the reason why the statement contains the function ν(d).
Example 3 Find all images that either more similar than q to image i, or that belong to documents whose relevance for the page containing i is at least r.
Analysis of the Assumptions
The system as a whole is a complex database, and can be "measured" along many directions.
The most fundamental assumption I made in this paper, however, and that on which the whole model rests, is that there is some form of interaction between the textual information contained in the web page and the "visual semantics" induced by image similarity. Once this assumption is validated, the rest of the data model follows quite logically from it.
It is my intention in this section to present an empirical analysis of this assumption. I will use a somewhat indirect method, based on the following consideration: if the relation posited between text descriptors and visual similarity exists, the text of a web page should provide information not only about the images contained in the page, but also on images visually similar to those contained in the page.
If, then, we take a database of images and attach a text description just to a portion of it, this should induce a better semantic information on the whole database. Suppose that in this database only a subset T of the images is associated to text, and that the user starts a query with some keywords. The database will retrieve the images with suitable text attached, plus some images without text attached but which are visually similar to the first. I am interested in three questions:
1. If the assumption is valid, the presence of the text in the images of T should increase the quality of the whole configuration that is returned. In particular, this effect should increase with the size of T .
2. Does the visual similarity come into play' ? That is, are significant images returned outside of the set of images associated with text?
3. Is the validity of the assumption related to a specific type of query, or is it valid across query types?
Method
The experiments were carried out using a database of 800 images harvested from the web.
Four separate series of queries were considered in which the size of the labeled portion T was 16, 21, 28, and 40 images, corresponding to 2%, 2.6%, 3.5%, and 5% of the database.
The evaluation of the quality of a query result is a complex issue that will not be considered in this paper. Rather, the 16 images closer to the query are collected and considered as the "answer" to the query, and the number of satisfactory images among them (see below for the determination of the satisfactory images) is used as a measure of quality. The number of satisfactory images divided by 16 gives the precision of the query answer [19] .
The database was tested using seven queries covering a variety of situations. The queries asked for pictures of airplanes, peaceful scenes, pictures of young women, sunny scenes, pictures with people, cartoons with animals, pictures about flight, and pictures with a lot of action. Each query q i was first posed to the text database, obtaining a first set P t (q i ) of 16 pictures. The pictures belonging to this set for which the similarity with the query was greater than a threshold τ = 0.5 were used as a visual query in the complete database D.
The 16 top ranking images resulting from this query formed the set P v (q i ).
The total result is a collection of 14 sets of 16 images each: P t (q i ) and P v (q i ) for each query q i (i = 1, . . . , 7), the P t 's being the results of the textual queries on the subset T of the database, the P v 's being the results of the visual query on the whole database D initiated by the corresponding P t 's. A group of 8 people was requested to evaluate the results. Each person was requested to evaluate 7 group of pictures corresponding to the 7 different queries. Before each presentation, the subject was told what the textual query was, and then a group of 16 pictures (either a P t or a P v ) was presented. The subjects were asked how many pictures in the set constituted a good answer to the query according to their own judgment. No subject was shown two groups of pictures relative to the same query, to avoid habituation effects, and no indication was given to the subjects of whether a particular group of pictures was a P t or a P v (as a matter of fact, the subjects were completely unaware of the goal and methodology of the experiment).
Results
The answer to the first question is synthesized in Fig. 4 , which reports the average precision across the seven queries for the textual query and for the visual query started by it as a function of the percentage of the database that has been labeled (that is, as a function of |T |/|D|). As expected, the precision of the textual query increases roughly linearly with the size of the portion associated with text. For small values of |T |/|D| the precision of the visual answer seems to grow more rapidly than that of the textual answer until it reaches a point (around |T |/|D| = 0.03) from which the two appear to grow at the same rate. of the answer of the textual engine. As expected, the precision of the visual engine is greater than that of the textual engine, indicating that indeed the visual query has explored regions of the image space beyond the labeled set T . The variance of the precision of the visual answer decreases with the increasing precision of the textual search, indicating that the more results the textual search provides, the more consistently the visual search can be started. It is hard to quantify this effect due to the possible presence of a disturbance not factored in the experiment.
As to the third question, at this time I can only offer some qualitative observation deriving from the execution of the experiments. Quite unsurprisingly, queries involving objects(an airplane, a young woman,...) has higher average precision and lower variance than queries involving more subjective concepts (a peaceful place, an action scene,...). This was expected, and is a consequence of the characteristics of symbolic and linguistic taxonomies, which are much better suited to describe the world in terms of objects than in terms of subjective experience. Visual search conducted with currently available technique, on the other hand, is ill suited for searching objects, while, in certain contexts [25] it is better suited for searching "holistic" properties of images such as those giving rise to subjective impressions. This observation reveals a certain complementarity between textual and visual searches that the present method seems to be good at exploiting.
Note that this observation also hints at a disturbing factor in the interpretation of Fig. 5 .
Because of the characteristics of the textual search, the left potion of the figure, with high variances, is composed mostly of results of "subjective" queries, while the right portion contains mostly object oriented queries. The high variance in the left part of the figure might be due to inherent differences in subjective interpretations as well as characteristics of the search model.
Conclusions
This paper presented a data model and a query algebra for web image databases. The presence of the web, that is, of the pages in which the images are contained, and of the links between pages, provides a rich semantic structure from which a lot of information about images can be derived. While this can be sufficient for some query, the model posits (and the analysis appears to validate) that for some kinds of queries an interaction between the textual and visual components of the semantics might be necessary.
This model has been couched into a database theory suitable for navigation and query.
