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Abstract
The Wigner function for one and two-mode quantum systems is explicitely expressed in
terms of the marginal distribution for the generic linearly transformed quadratures. Then,
also the density operator of those systems is written in terms of the marginal distribution
of these quadratures. Some examples to apply this formalism, and a reduction to the usual
optical homodyne tomography are considered.
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1 Introduction
The homodyne measurement of an electromagnetic field gives all the possible combinations of the
field quadratures belonging to the group O(2), by just varying the phase of the local oscillator.
The average of the random outcomes of the measurement, at a given local oscillator phase, is con-
nected with the marginal distribution of the Wigner function, or any other quasi-probability used
in quantum optics. In the work [1] it was shown, indeed, that the rotated quadrature distribution
may be expressed in terms of the Wigner function [2] as well as in terms of the Husimi Q-function
[3] and the Glauber-Sudarshan P -representation [4], [5]. The result of Ref. [1] was based on the
observation that relations of the density matrix in different representations to the characteristic
function, intended as the mean value of the displacement operator creating a coherent state from
the vacuum [4], [6], may be rewritten as relations where the characteristic function is the mean
value of the rotated quadrature phase. It gave the possibility to express the Wigner function in
terms of the marginal distribution of homodyne outcomes through the tomographic formula. The
essential point of the obtained formula is that the homodyne output distribution may be measured
and the corresponding inverse Radon transform produces the Wigner distribution function, which
is refered as the optical homodyne tomography [7]. The density matrix elements, in some repre-
sentations, can also be obtained by avoiding the Wigner function and then the Radon transform
[8], [9], [10].
The tomographic formula of Ref. [1] has been presented in an invariant form in Ref. [10]. In
that work the system density operator was expressed as convolution of the marginal distribution
of the homodyne output and a kernel operator. In Ref. [11] the tomographic formula of Ref. [1]
was extended to express the Wigner function in terms of the marginal distribution of the gener-
alized quadrature obtained through canonical transforms belonging to the Lie group ISp(2, R).
Essentially this generalized quadrature differs from the one used in the standard tomography since
it depends upon three real parameters instead of only one (really, a scaling transformation is also
present in the homodyne measurement because position and momentum have different units, but
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the scaling cannot be independently controlled of the rotation).
The aim of this paper is to obtain the invariant form of the density operator of the quantum
system in terms of the discussed [11] marginal distributions for the generalized quadratures, which
is analogous to Ref. [10], and to extend the analysis to the multimode case.
Recently the quantum tomography was also considered to investigate material systems [12]
besides the optical ones, thus our alternative approach could be useful for a better characterization
of their quantum state since it allows to get overcomplete information.
The structure of the article is the following. In Section 2 we derive the density operator as a
convolution of the marginal distribution for the generic linear quadrature and a kernel operator,
and discuss the properties of the obtained formula in number state basis, coherent states basis
and coordinate representation. In Section 3 we consider the obtained formula applied to some
examples of interest, such as the ground state of a harmonic oscillator, the Schro¨dinger-cat state,
and the thermal equilibrium state of an oscillator. In Section 4 we contrast the obtained formula
with the tomographic one for the density operator of Ref. [10]. In Sections 5 and 6 the approach
will be extended to the multimode case. Some applications of the developped formalism as well
as practical implementation and further developments will be discussed in Sections 7 and 8.
2 Density Matrix and Marginal Distribution
Let us consider the quadrature observable Xˆ , which is a generic linear form in position qˆ and
momentum pˆ
Xˆ = µqˆ + νpˆ + δ (1)
with µ, ν, δ real parameters (their physical meaning will be discuss later on), then it is possible
to get the density matrix elements from the marginal distribution avoiding the evaluation of
the Wigner function as an intermediate step. For this pourpose we start from a well known [6]
representation of the density operator
ρˆ =
∫
d2α
π
W (α)Tˆ (α) (2)
3
where the Wigner function W (α) is a weight function for the expansion of the density operator in
terms of the operator Tˆ (α) which is defined as the complex Fourier transform of the displacement
operator Dˆ
Tˆ (α) =
∫
d2ξ
π
Dˆ(ξ) exp(αξ∗ − α∗ξ). (3)
Following the lines of Ref. [11] we may write the marginal distribution w for the generic quadrature
of Eq. (1) as
w(X, µ, ν, δ) =
∫
e−ik(X−µq−νp−δ)W (q, p)
dkdqdp
(2π)2
, (4)
where the canonical coordinate q and p are related to α by
α =
q + ip√
2
. (5)
Eq. (4) shows that w is function of the difference X − δ = x, so that it can be rewritten as
w(x, µ, ν) =
∫
e−ik(x−µq−νp)W (q, p)
dkdqdp
(2π)2
; (6)
and by means of the Fourier transform of the function w one can obtain the relation
W (q, p) = (2π)2z2w(z,−zq,−zp) (7)
where −zq, −zp, z are the conjugate variable to µ, ν, x respectively. It is worth to remark that
in this case the connection between the Wigner function and the marginal distribution is simply
guaranteed by means of Fourier transform instead of the Radon one. Then inserting Eq. (7) into
Eq. (2), expressing the marginal distribution in terms of the Fourier transform, we have:
ρˆ =
∫
dqdp
(2π)2
Tˆ (q, p)
∫
dxdµdν z2w(x, µ, ν)e−izx+iµzq+iνzp, (8)
or, in a compact form
ρˆ =
∫
dxdµdν w(x, µ, ν)Kˆµ,ν , (9)
where the kernel operator Kˆµ,ν is given by:
Kˆµ,ν =
∫
dqdp
(2π)2
z2e+iµzq+iνzp−izxTˆ (q, p)
=
1
2π
z2e−izxe−
z√
2
(ν−iµ)aˆ†
e
z√
2
(ν+iµ)aˆ
e−
z2
4
(µ2+ν2) (10)
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where we have used Eq. (3) and the Baker-Hausdorff formula. The fact that Kˆµ,ν depends
on the z variable as well (i.e. each Fourier component gives a selfconsistent kernel) shows the
overcompleteness of information achievable by measuring the observable of Eq. (1). Thus, Eq.
(9) can be useful to completely determine the properties of the system, i. e. the density operator,
from the probability distribution of the experimental data; outcomes of a set of measurements
such as described in Ref. [11].
Let us now consider the expression of the kernel operator (10) in various representations. First,
in the coherent states basis we have
〈α|Kˆµ,ν |β〉 = 1
2π
z2e−izxe−
z√
2
(ν−iµ)α∗
e
z√
2
(ν+iµ)β
e−
z2
4
(µ2+ν2)e−
|α|2
2
− |β|2
2
+α∗β, (11)
while in the number states representation we get
〈n+ d|Kˆµ,ν|n〉 = 1
2π
z2e−izxe−
z2
4
(µ2+ν2)
×
n∑
l=0
√
n!(n + d)!
(n− l)!
[− z√
2
(ν − iµ)]l
l!
[ z√
2
(ν + iµ)](l+d)
(l + d)!
, (12)
and finally in the coordinate representation we obtain
〈q′|Kˆµ,ν |q′′〉 = 1
2π
z2e−izxeiz
2µν/2eizµq
′
δ(q′′ − zν − q′). (13)
If, and only if, the kernel operator is bounded every moment of the kernel is bounded for all
possible distributions w(x, µ, ν), then, according to the central limit theorem, the matrix elements
of Eq. (9) can be sampled on a sufficiently large sets of data only in the number or coherent states
basis, as can be evicted from the expressions (11), (12) and (13). That is in perfect agreement
with the results of Ref. [10].
3 Examples
In this Section we will consider some examples of interest to check the validity of Eq. (9). We
first consider the case of the harmonic oscillator’s ground state for which we have [11]:
w(x, µ, ν) = [π(µ+ ν)]−1/2 exp[− x
2
µ2 + ν2
]. (14)
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In the coherent states basis of Eq. (11) we obtain:
∫
dxdµdν w(x, µ, ν)〈α|Kˆµ,ν|β〉 = e−
|α|2
2
− |β|2
2 , (15)
which exactly is the product 〈α|0〉〈0|β〉 as we expected. As another example we consider the
Schro¨dinger cat state [13] of the type discussed in Ref. [1]
|Ψ〉 = |a+ ib〉+ |a− ib〉{2[1 + cos(2ab) exp(−2b2)]}1/2 , (16)
with a and b arbitrary real numbers, for which we have a marginal distribution given by [11]
w(x, µ, ν) =
(2
π
)1/2[ 1
µ2 + ν2
]1/2 1
[1 + cos(2ab) exp(−2b2)] exp
[
−2(x− µa)
2 + b2ν2
µ2 + ν2
]
×
{
cosh
[4νb(x− µa)
µ2 + ν2
]
+ cos
[2b(2µx− a(µ2 − ν2))
µ2 + ν2
]}
. (17)
Then, from Eq. (9) we have in the coherent states basis of Eq. (11)
∫
dxdµdν w(x, µ, ν)〈α|Kˆµ,ν|β〉
=
e−(a
2+b2)−(|α|2+|β|2)/2
[1 + cos(2ab)e−2b2 ]
[e(α
∗+β)(a+ib) + eα
∗(a+ib)+β(a−ib) + eα
∗(a−ib)+β(a+ib) + e(α
∗+β)(a−ib)] (18)
which exactly is the product 〈α|Ψ〉〈Ψ|β〉 as we expect. Finally, we consider the application of Eq.
(9) to the thermal equilibrium state of the oscillator at temperature T . In this case the Wigner
function is given by [14]:
WT (q, p) = 2 tanh (
h¯ω
2kT
) exp [− (q2 + p2) tanh ( h¯ω
2kT
)]. (19)
From this equation the marginal distribution can be easily obtained as follows [11]
w(x, µ, ν) =
1
2π
1
µ
∫
dp WT (
x
µ
− ν
µ
p, p)
= [
Λ
π(µ2 + ν2)
]1/2 exp[−Λ x
2
µ2 + ν2
], (20)
where we have introduced Λ = tanh ( h¯ω
2kT
). Now, we use Eqs. (11) and (20) to calculate
∫
dxdµdν w(x, µ, ν)〈α|Kˆµ,ν|β〉
= 2[
Λ
1 + Λ
] exp[
1− Λ
1 + Λ
α∗β − |α|
2
2
− |β|
2
2
]. (21)
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This result is the same that we could have by directly performing 〈α|ρˆT |β〉 with the thermal
density operator ρˆT given by [14]
ρˆT = (1− e−h¯ω/kT )
∑
n
|n〉〈n|e−nh¯ω/kT . (22)
4 Comparision with the usual tomographic technique
A relation betweeen the density operator and the marginal distribution analogous to that of Eq.
(9) can be derived starting from another operator identity such as [6]
ρˆ =
∫
d2α
π
Tr{ρˆDˆ(α)}D−1(α) (23)
which, by the change of variables µ = −√2ℑmα, ν = √2ℜe α, becomes
ρˆ =
1
2π
∫
dµdν Tr{ρˆe−iXˆ}eiXˆ = 1
2π
∫
dµdν Tr{ρˆe−ixˆ}eixˆ (24)
where xˆ = Xˆ − δ. The trace can be now evaluated using the complete set of eigenvectors {|x〉} of
the operator xˆ, obtaining
Tr{ρˆe−ixˆ} =
∫
dx w(x, µ, ν)e−ix (25)
then, putting this one into Eq. (24), we have a relation of the same form of Eq. (9) with the
kernel given by
Kˆµ,ν =
1
2π
e−ixeixˆ =
1
2π
e−ixeiµqˆ+iνpˆ, (26)
which is the same of Eq. (10) setting z = 1. It means that we now have only one particular Fourier
component due to the particular change of variables (the most general should be zµ = −√2ℑmα
and zν =
√
2ℜe α).
In order to reconstruct the usual tomographic formula for the homodyne detection [10] we
need to pass in polar variables, i.e. µ = −r cosφ, ν = −r sinφ, then
xˆ→ −rxˆφ = −r[qˆ cos φ+ pˆ sinφ]. (27)
Furthermore, denoting with xφ the eigenvalues of the quadrature operator xˆφ, we have
Tr{ρˆe−ixˆ} = Tr{ρˆeirxˆφ} =
∫
dxφ w(xφ, φ)e
irxφ (28)
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and thus, from Eq. (24)
ρˆ =
∫
dφdxφ w(xφ, φ)Kˆφ (29)
with
Kˆφ =
1
2π
∫
dr reir(xφ−xˆφ) (30)
which is the same of Ref. [10]. Substantially, the kernel of Eq. (30) is given by the radial integral
of the kernel of Eq. (26), and this is due to the fact that we go from a general transformation,
with two free parameters, to a particular transformation (homodyne rotation) with only one free
parameter and then we need to integrate over the other one.
5 Two-Mode Tomography
In this Section we discuss an extension of the above approach to multimode systems and, for
simplicity and applications, we concentrate on the two-mode case. From now on we use the
convention that the vector symbol represents only two dimensional vectors.
5.1 Two-Mode Quasiprobability and Marginal Distribution for Two
Squeezed and Shifted Quadratures
We introduce the vector operators ~ˆq = (qˆ1, qˆ2), ~ˆp = (pˆ1, pˆ2) and then the following observables
( ~ˆX, ~ˆY ) = Λ (~ˆq, ~ˆp)T + (~δ, ~δ′) (31)
in which Λ is a real symplectic 4× 4 matrix
ΛσΛT = σ; σ =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 (32)
and (~δ, ~δ′) = (δ1, δ2, δ′1, δ
′
2) is a real c-number four-vector corresponding to the shifts of the
four quadratures. Furthermore, the components X1, X2, Y1, Y2 are related to the inhomogeneous
symplectic group ISp(4, R). Then we introduce the marginal distribution for the observable
~ˆX = (Xˆ1, Xˆ2) due to relations which, obviously, are two-mode generalizations of the connection
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between the characteristic function and the marginal distribution, given in Ref. [6] for one-mode
case. We have firstly the characteristic function as
χ(~k) = 〈ei~k ~ˆX〉 = Tr{ρˆei~k ~ˆX}; ~k ~ˆX = k1Xˆ1 + k2Xˆ2 (33)
where ~k = (k1, k2), and ρˆ is the density operator of the two-mode system. In terms of the Wigner
function W (~q, ~p) of the system it is
χ(~k) =
1
(2π)2
∫
ei
~k ~XW (~q, ~p) d~qd~p. (34)
Here ~ˆX is, in principle, any observable, but to be concrete below we will consider this vector to
have components
Xˆ1 = ~µ~ˆq + ~ν~ˆp+ δ1
Xˆ2 = ~µ
′~ˆq + ~ν ′~ˆp+ δ2 (35)
with ~µ = (Λ11,Λ12); ~ν = (Λ13,Λ14); ~µ
′ = (Λ21,Λ22); ~ν ′ = (Λ23,Λ24). The marginal distribu-
tion w( ~X, ~µ, ~ν, ~µ′, ~ν ′, ~δ) of the vector variable ~X , depending on the parameters of the symplectic
transformation Λ and shift vector ~δ, is given by the relation
w( ~X, ~µ, ~ν, ~µ′, ~ν ′, ~δ) =
1
(2π)2
∫
d~kχ(~k)e−i
~k ~X
=
1
(2π)4
∫
d~kd~qd~pW (~q, ~p) exp[−ik1(X1 − ~µ~q − ~ν~p− δ1)
− ik2(X2 − ~µ′~q − ~ν ′~p− δ2)]. (36)
From this formula it is clear that also in the two-mode case the marginal distribution depends
on the difference ~X − ~δ = ~x, so that the replacement w( ~X, ~µ, ~ν, ~µ′, ~ν ′, ~δ) → w(~x, ~µ, ~ν, ~µ′, ~ν ′) is
possible, with the normalization
∫
w(~x, ~µ, ~ν, ~µ′, ~ν ′) d~x = 1. (37)
Our aim is to express the Wigner functionW (~q, ~p) in terms of the marginal distribution probability
w(~x, ~µ, ~ν, ~µ′, ~ν ′), i.e. to invert the formula (36). For this purpouse we perform a Fourier transforms
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of Eq. (36) and, after some minor algebra [11], we arrive at
W (−~m/z1,−~n/z1) = (2π)4z41e−i(~µ
′ ~m+~ν′~n)z2/z1w(~z, ~m,~n, ~µ′, ~ν ′) (38)
where the vectors ~m = (m1, m2); ~n = (n1, n2); ~z = (z1, z2) are the conjugate variables to ~µ, ~ν and
~x respectively.
5.2 Two-Mode Quasiprobability and Marginal Distribution for One
Squeezed and Shifted Quadrature
We will now discuss the connection between the Wigner function W (~q, ~p) and the marginal dis-
tribution w˜(x1, ~µ, ~ν) for only one quadrature Xˆ1. This latter is related to the previous by
w˜(x1, ~µ, ~ν) =
∫
w(x1, x2, ~µ, ~ν, ~µ
′, ~ν ′) dx2. (39)
Inserting in this one the expression of w given in Eq. (36), we may see that the marginal distri-
bution w˜ is connected with the characteristic function χ˜(k1) = χ(k1, k2 = 0); where χ(k1, k2) is
given in Eq. (33). Repeating step by step the procedure that leads to Eq. (38) we have in this
case
W (−~m/z1,−~n/z1) = (2π)3z41w˜(z1, ~m, ~n). (40)
This formula is similar to the one-mode case discussed in Ref. [11] and in the previous section, Eq.
(7). The possibility to relate the Wigner function of the two-mode system with different marginal
distributions, w(~x) or w˜(x1), is connected with the use of different quantities of information ob-
tainable from measurements. Of course, the two-dimensional distribution function contains much
more experimental information than the one-dimensional. However, in both cases, information are
overcomplete to determine the Wigner function of the quantum state, but must be selfconsistent.
In concrete situations these varieties of descriptions might give a freedom to choose the convenient
type of measurements.
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6 Invariant Expression for Two-Mode Density Operator
We start from a generalization of Eq. (2) to the two-mode case
ρˆ =
∫ d2α1d2α2
π2
W (~α)Tˆ (~α) (41)
with ~α = (α1, α2) and αj = (qj+ ipj)/
√
2; j = 1, 2. Then inserting in this one the Wigner function
of Eq. (38), and expressing the marginal distribution in terms of its Fourier transform, we have
ρˆ =
∫
d~qd~p
(2π)4
Tˆ (~q, ~p)
∫
dxd~µd~ν z41e
iz2(~µ′~q+~ν′~p)w(~x, ~µ, ~ν, ~µ′, ~ν ′)eiz1~µ~q+iz1~ν~p−i~z~x (42)
that can be written as
ρˆ =
∫
d~xd~µd~ν w(~x, ~µ, ~ν, ~µ′, ~ν ′)Kˆ~µ,~ν,~µ′,~ν′ (43)
with the kernel operator explicitely given by
Kˆ ~µ,~ν,~µ′,~ν′ =
1
(2π)2
z41e
−i~z~x
× exp
{ 1√
2
[z1(~ν + i~µ) + z2(~ν
′ + i~µ′)]~ˆa− 1√
2
[z1(~ν − i~µ) + z2(~ν ′ − i~µ′)]~ˆa
†}
(44)
with ~ˆa = (aˆ1, aˆ2) the vector operator describing the two modes. In the case where the Wigner
function is given by the marginal distribution of only one quadrature, as in Eq. (40), the same
procedure leads to an expression similar to Eq. (43), but with a different kernel operator
Kˆ~µ,~ν =
1
(2π)2
z41e
−iz1x1 exp
{ z1√
2
[(~ν + i~µ)~ˆa− (~ν − i~µ)~ˆa†]
}
(45)
which is very similar to that of Eq. (10). It should be noticed that as a direct extension of the
arguments of Sec. 2, also the kernels in Eqs. (44) and (45) are not bounded in the quadrature
(or coordinate) representation, then in this case it is not possible to sample the density matrix
elements.
7 Applications
Here we shall consider some applications of the presented tomographic scheme. We are aware
that the crucial point might be the practical achievement of the generic linear quadrature such
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as in Eq. (35). To consider, however, a measurement scheme as an optical implementation of the
developped formalism, let us go back, at first, to the one dimensional case. The quadrature of
Eq. (1) could be experimentally accessible by using for example the squeezing pre-amplification
(pre-attenuation) of a field mode which is going to be measured (a similar method in different
context was discussed in Ref. [15]). In fact, let aˆ be the signal field mode to be detected, when it
passes through a squeezer it becomes aˆs = aˆ cosh s − aˆ†eiθ sinh s, where s and θ characterize the
complex squeezing parameter ζ = seiθ [16]. Then, if we subsequently detect the field by using the
balanced homodyne scheme, we get an output signal proportiopnal to the average of the following
quadrature
Eˆ(φ) =
1√
2
(aˆse
−iφ + aˆ†se
iφ) , (46)
where φ is the local oscillator phase. When this phase is locked to that of the squeezer, such that
φ = θ/2, Eq. (46) becomes
Eˆ(φ) =
1√
2
(
aˆe−iθ/2[cosh s− sinh s] + aˆ†eiθ/2[cosh s− sinh s]
)
, (47)
which, essentially, coincides with Eq. (1), if one recognizes the independent parameters
µ = [cosh s− sinh s] cos(θ/2); ν = [cosh s− sinh s] sin(θ/2) . (48)
The shift parameter δ has not a real physical meaning, since it causes only a displacement of the
distribution along the X line without changing its shape, as can be evicted from Eqs. (4) and (6).
So, in a practical situation it can be omitted.
In the two-mode case it could be interesting to use the connection between the Wigner func-
tion and the marginal distribution of only one quadrature in the case of heterodyne detection
(particulary used to detect multimode squeezed states). We may refer to this scheme as the op-
tical heterodyne tomography. In fact, in balanced heterodyne detection the measured current is
determined by [16]
Eˆ(φ) =
E1√
2
[eiφaˆ†1 + e
−iφaˆ1] +
E2√
2
[eiφaˆ†2 + e
−iφaˆ2] . (49)
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If one uses squeezed pre-amplification (pre-attenuation) for each single mode, as discussed
above, both E1 and E2 are indipendent variables, however, we now have only one phase, the
local oscillator phase φ; thus, in order to have a fourth independent variable which would allow a
complete reconstruction of two-mode quasi-probability, we could consider the phase shifter used
in the first step of the measurement procedure. Since the two modes have different frequencies,
the phase shifter induces different phase changes in the two modes; for example
aˆ1 → aˆ1eiθ1 ; aˆ2 → aˆ2eiθ2 ; (50)
where the difference θ1 − θ2 depends on the length of the optical path in the phase shifter. Upon
using this requirement, the measured quadrature (49) will become
Eˆ(φ) =
E1√
2
[ei(φ+θ1)aˆ†1 + e
−i(φ+θ1)aˆ1] +
E2√
2
[ei(φ+θ2)aˆ†2 + e
−i(φ+θ2)aˆ2] , (51)
that corresponds to the quadrature X1 of Eq. (35) with ~µ = (E1 cos(φ+ θ1), E2 cos(φ + θ2)) and
~ν = (E1 sin(φ+ θ1), E2 sin(φ+ θ2)). For the shift parameter δ1 the previous considerations, made
in one mode case, still hold.
We would now present some examples of the probability w˜ measurable with the above scheme.
We first consider the most general two-mode squeezed states described by the Wigner funtion of
the form [17]
W (~q, ~p) = (detM)−1/2 exp
[
−1
2
(
(~q, ~p)− 〈(~ˆq, ~ˆp)〉
)
M−1
(
(~q, ~p)− 〈(~ˆq, ~ˆp)〉
)T ]
(52)
where the real symmetric dispersion matrix M has ten variances
Mαβ = 1
2
〈(~ˆq, ~ˆp)α(~ˆq, ~ˆp)β + (~ˆq, ~ˆp)β(~ˆq, ~ˆp)α〉 − 〈(~ˆq, ~ˆp)α〉〈(~ˆq, ~ˆp)β〉 α, β = 1, 2, 3, 4. (53)
By integrating only on k1 with k2 = 0, we obtain the marginal distribution of only one quadrature
X1 as given in Eq. (36)
w˜(x1, ~µ, ~ν) =
1
(2π)3
∫
dk1
∫
d~qd~pW (~q, ~p)e−ik1(x1−~µ~q−~ν~p)
= [2π(~µ, ~ν)M(~µ, ~ν)T ]−1/2 exp
[
− x
2
1
2(~µ, ~ν)M(~µ, ~ν)T
]
(54)
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where we have assumed 〈(~ˆq, ~ˆp)α〉 = 0 for all α. This distribution is a Gaussian for the quadrature
variable.
As a second example, we consider the two-mode Schro¨dinger-cat state [18] defined as
| ~A±〉 = N±(| ~A〉 ± | − ~A〉) (55)
with
N+ =
e| ~A|
2/2
2
√
cosh | ~A|2
; N− =
e| ~A|
2/2
2
√
sinh | ~A|2
. (56)
The Wigner function of this state is
W ~A±(~q, ~p) = N
2
± [ W( ~A, ~B= ~A)(~q, ~p)±W( ~A, ~B=− ~A)(~q, ~p)
± W(− ~A, ~B= ~A)(~q, ~p)±W(− ~A, ~B=− ~A)(~q, ~p)] (57)
where
W ~A, ~B = 4 exp
[
−2~α~α∗ + 2 ~A~α∗ + 2 ~B∗~α− ~A~B∗ − |
~A|2
2
− |
~B|2
2
]
(58)
is the Wigner function for two-mode coherent state [19] with
~α =
~q + i~p√
2
. (59)
Let us now consider the even coherent state, then to get the marginal distribution, we use, as in
the previous case, Eq. (36) obtaining
w˜ (x1, ~µ, ~ν) =
2π−1/2N2+√
|~µ|2 + |~ν|2
exp
[−x21 − (ν1P1 + µ1Q1)2 − (ν2P2 + µ2Q2)2
|~µ|2 + |~ν|2
]
×
{
exp
[−(P 21 +Q21)(ν22 + µ22)− (P 22 +Q22)(ν21 + µ21) + 2(µ1P1 − ν1Q1)(µ2P2 − ν2Q2)
|~µ|2 + |~ν|2
]
× cos
[2(µ1P1 + µ2P2 − ν1Q1 − ν2Q2)x1
|~µ|2 + |~ν|2
]
+ exp
[−2(ν1P1 + µ1Q1)(ν2P2 + µ2Q2)
|~µ|2 + |~ν|2
]
cosh
[2(ν1P1 + ν2P2 + µ1Q1 + µ2Q2)x1
|~µ|2 + |~ν|2
]}
. (60)
where we have set
~A =
~Q+ i ~P√
2
. (61)
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In the case of µ2 = ν2 = 0 and Q2 = P2 = 0, the marginal distribution of Eq. (60) reduces to the
one-dimensional marginal distribution of Eq. (32) of Ref. [11] 2.
8 Conclusions
We have shown that the optical tomography may be extended to two-mode case, and the new
observables introduced, which are generic linear forms in quadratures, give the possibility of using
various measurements, different from the usual ones, to determine the Wigner function of the
system under study in terms of the marginal distributions. To better understand the meaning
of the measure of the observable Xˆ of Eq. (1), we recall that this symplectic transformation
could be represented as a composition of shift, rotation and squeezing. Along this line we have
presented some schemes which could be implemented in optics. To be more precise, the shift
parameter does not play a real physical role in the measurement process, it has been introduced
for formal completeness and it expresses the possibility to achieve the desired marginal distribution
by performing the measurements in an ensemble of frames which are each other shifted; (related
method was early discussed in Ref. [20]). In an electro-optical system this only means to have the
freedom of using different photocurrent scales in which the zero is shifted by a known amount.
The tomographic formalism is presented here in an invariant form for the density operator
and it may be suitable for further numerical analysis. It is worth to remark that all the formulae
of two-mode case may be obviously rewritten for N-mode case with arbitrary N. The presented
extension gives the possibility to include the procedure of heterodyne detection (two-mode case)
as well. Furthermore, the extension of the tomographic technique to multimode systems could
also be useful to obtain the (complete) quantum information about a system in an indirect way
[21].
Another conclusive remark is related to the group structure of the presented tomographic ex-
tension. Using generic observables which are linear in quadratures, we apply a symplectic group
transform to an initial quadrature component. In one mode optical tomography this transform
2Up to a misprint in this reference.
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belongs to the rotation subgroup of the symplectic group ISp(2, R). Thus the presented con-
struction of the Wigner function (density operator) may be reformulated as the group problem
for a particular symplectic group and we could call our extension as ”symplectic optical tomogra-
phy”. On the other hand the scheme might be generalized to other Lie groups different from the
symplectic one. We will develop these points in future papers.
Acknowledgments
This work has been partially supported by European Community under the Human Capital and
Mobility (HCM) programme. Part of the work was developped at Corvara during the annual
meeting of the HCM Network ”Non-classical Light”. V.I.M deeply acknowledges the financial
support of Istituto Nazionale di Fisica Nucleare. P. T. acknowledges M. G. Raymer to bring his
attention on Ref. [20].
References
[1] K. Vogel, and H. Risken, Phys. Rev. A 40, 2847 (1989).
[2] E. Wigner, Phys. Rev. 40, 749 (1932).
[3] K. Husimi, Proc. Phys. Math. Soc. Japan 23, 264 (1940).
[4] R. J. Glauber, Phys. Rev. Lett. 10, 84 (1963).
[5] E. C. G. Sudarshan, Phys. Rev. Lett. 10, 177 (1963).
[6] K. E. Cahill, and R. J. Glauber, Phys. Rev. 177, 1882 (1969).
[7] D. T. Smithey, M. Beck, M. G. Raymer, and A. Faridani, Phys. Rev. Lett. 70, 1244 (1993).
[8] H. Ku¨hn, D. G. Welsch and W. Vogel, J. of Mod. Opt. 41, 1607 (1994).
[9] G. M. D’Ariano, C. Macchiavello, and M. G. A. Paris, Phys. Rev. A 50, 4298 (1994).
16
[10] G. M. D’Ariano, U. Leonhardt and H. Paul, Phys. Rev. A 52, 1801 (1995).
[11] S. Mancini, V. I. Man’ko and P. Tombesi, Quantum Semiclass. Opt. 7, 615 (1995).
[12] T. J. Dunn, I. A. Walmsley and S. Makumel, Phys. Rev. Lett. 74, 884 (1995).
[13] V. V. Dodonov, I. A. Malkin, and V. I. Man’ko, Physica, 72, 597 (1974).
[14] C. W. Gardiner, Quantum Noise (Springer, Heidelberg, 1991).
[15] U. Leonhardt and H. Paul, Phys. Rev. Lett. 72, 4086 (1994).
[16] R. Loudon and P. L. Knight, J. Mod. Opt. 34, 709 (1987).
[17] V. V. Dodonov, O. V. Man’ko and V. I. Man’ko, Phys. Rev. A 50, 813 (1994).
[18] N. A. Ansari and V. I. Man’ko, Phys. Rev. A, 50, 1942 (1994).
[19] V. V. Dodonov and V. I. Man’ko, Invariants and Evolution of Nonstationary Quantum Sys-
tems, Proceedings of Lebedev Physical Institute 183, ed. M. A. Markov (Nova Science, Com-
mack, N.Y., 1989).
[20] A. Royer, Found. Phys. 19, 3 (1989).
[21] S. Mancini and P. Tombesi, to be published on Coherence and Quantum Optics VII, Pro-
ceeding of the 7th Rochester Conference, 1995.
17
