Abstract. This paper addresses a wave equation on a exterior domain in R d (d odd) with nonlinear time dependent dissipation. Under a microlocal geometric condition we prove that the decay rates of the local energy functional are obtained by solving a nonlinear non-autonomous differential equation.
Introduction and Statement of the result
Let O be a compact domain of Here ∆ denotes the Laplace operator in the space variables.
The nonlinear terms satisfy:
• a (x) is a non-negative function in C ∞ (Ω) with compact support such that suppa ⊂ B R .
• ρ is a positive, monotone and differentiable function on R + : there exists a positive constant C 0 > 0 such that |ρ ′ (t)| ≤ C 0 ρ (t) , for all t ≥ 0.
Moreover, without loss of generality we assume that ρ(0) = 1.
• g : R → R is a continuous and monotone increasing function with g(0) = 0. The natural space of initial data is H = H D (Ω) × L 2 (Ω) which is the completion of (C ∞ 0 (Ω)) 2 with respect to the norm
It is known that (see Lions-Strauss [16] ) under the conditions above, the system (1.1) is well posed in the space H, i.e., for any initial state (u 0 , u 1 ) ∈ H there exists a unique weak solution of (1.1) such that
For every t ∈ R + , we define the evolution operator U(t) by U(t) : H −→ H (u 0 , u 1 ) −→ U (t) (u 0 , u 1 ) = (u (t) , ∂ t u (t)) , where u is the solution of (1.1). Let us consider the energy at instant t defined by
H . We formally obtain the following identity
for every T ≥ 0. We define the local energy by E r (u) (t) = 1 2 Ω∩Br |∇u (t, x)| 2 + |∂ t u (t, x)| 2 dx
= (u (t) , ∂ t u (t))
2
H(Br)
where B r = x ∈ R d , |x| < r , contains the obstacle O. Our goal is to give the rate of decay of the local energy. Throughout the paper we will frequently invoke the following notation Ω s,t = [s, t] × Ω, t ≥ s ≥ 0 and Ω 0,t = Ω t .
For convenience we also introduce the following weighted measure on Ω:
The problem of the local energy decay for the wave equation and systems on exterior domain has been intensively investigated during the last decades. For the classical wave equation, the story goes up to the pioneering works of Lax-Phillips [14] , and Morawetz, Strauss and Ralston [20] . When the obstacle is trapping, Ralston [23] proved that there is no uniform decay rate, and Morawetz-Ralston-Strauss [20] and Melrose [18] obtained the exponential decay for nontrapping obstacle. In [5] , without any assumption on the dynamics Burq proved the logarithmic decay of the local energy with respect to any Sobolev norm larger than the initial energy. Nakao in [22] proved that the local energy decay exponentially if d is odd and polynomially if d is even under the Lions's geometric condition. Later, in [1] and for general obstacles, Aloui and Khenissi proved the exponential decay of the local energy by mean of linear internal localized damping and Khenissi [11] proved the polynomial decay in even space dimension. For that, they introduced the exterior geometric control condition (E.G.C.) inspired from the so-called microlocal condition of Bardos-Lebeau-Rauch [2] and they used in a crucial way the propagation properties of the microlocal defect measures of Gérard [10] (see also Lebeau [15] ). More recently in [6] , using a nonlinear internal localized damping, Daoulatli obtained various decay rates depending on the behavior of the damping term. Concerning the semilinear waves on unbounded domains, we quote the work of Bchatnia and Daoulatli [3] , which establishes an exponential decay of the local energy for the solutions of subcritical wave equation outside convex obstacle. We also mention the result of Daoulatli et al [8] on the energy decay rates of the local energy for the elastic system with a nonlinear damping. Finally, we quote the following results on the energy decay rates for the wave equation with time dependent damping in bounded domain [4, 7, 17, 19, 21] . However, concerning the decay property of the local energy of wave equation with nonlinear time dependent dissipation in exterior domains no results seem to be known. Now, we recall the exterior geometric condition of [1] .
We say that (ω, T R ) verifies the exterior geometric control condition on B R (E.G.C), if every geodesic γ starting from B R at time t = 0, is such that · γ leaves R + × B R before the time T R , or · γ meets R + × ω between the times 0 and T R .
In this paper, under the condition (EGC), we give the rate of decay of the local energy of solutions of the wave equation with nonlinear time dependent dissipation in exterior domain. More precisely, the rate of decay will be determined from the following nonlinear, non-autonomous ODE:
where the function q is defined in Subsection 1.2 below.
1.1. Behavior of the dissipation at the origin and infinity. In order to characterize decay rates for the energy, we need to introduce several special functions, which in turn will depend on the growth of g near the origin and near infinity. For that purpose let m 0 ≥ 1, and following [13] , we classify the behavior of g near the Origin:
AO1: Linearly bounded on I:
AO2: Superlinear on I:
AO3: Sublinear on I:
where I = [−η, η] and 0 < η < 1. We then define a concave function h 0 which will describe the growth of g near the origin. Since g is a continuous monotone increasing function vanishing at zero, following [12] there exists a concave monotone increasing function h 0 defined on R + such that h 0 (0) = 0 and
for some ǫ 0 , η 0 > 0. For example when g is superlinear and odd, then h
For further details on the construction of such function we refer the interested reader to [12, 7, 9] . We now assume that g is linearly bounded at infinity:
We introduce some auxiliary functions α (t) and β (t) which are linked to the function ρ as follows:
here T is a positive constant which will be precised in the statement of Theorem 1.
Auxiliary functions.
Let h 0 , α and β be as defined above and set
.
(1.5)
We introduce, for t ≥ 0,
where K is a positive constant such that K ≥ C T , here C T is the constant that appears in the estimate (5.16) . We note that C T is independent of the initial data.
The main result
In this section we give the main result of this paper.
satisfies the exterior geometric condition on B R . Then there exist T ≥ T R + 9R and a positive constant C T such that inequality
holds for every solution u of system (1.1) if the initial data (u 0 , u 1 ) in the energy space H is compactly supported in B R . Here S (t) is the solution of the following nonlinear differential equation:
and the function q is defined in Subsection 1.2 above. Moreover, if for some
The proof of theorem will be stated in Section 5. In the next section we give some applications of this result.
Applications
We recall first the following lemma useful to us to determine the rate of decay.
(1) Let α 1 is a positive, differentiable and decreasing function on R + and β 1 is a non-negative function on R + . Let S be a positive function verifying the following differential inequality
We assume that p is a strictly increasing function on [0, α 1 (0) S (0)] with p (0) = 0 and verifies
Then we have
where
(2) If in addition the function p satisfies the following property
for some m > 0 and p is a strictly increasing function on [0, S (0)], then the function S of (3.1), verifies
Remark 3.1. The rate of decay of the energy depends on α, β and the behavior of h −1 near zero. To determine it, we only have to find 0 < ǫ 0 ≤ 1, such that
In the sequel c denotes a positive constant which is independent of the initial data. Moreover, if ρ is increasing, we suppose that there exist t 0 , c 0 > 0, such that
( 3.4) 3.1. The linear case. Let g (s) = s, 0 ≤ |s| < 1. According to (1.3), the auxiliary function h is defined as h(y) = 2y. Then
. As a result, using Theorem 1 and some computations, the estimate
(2) ρ is increasing:
ds , for all t ≥ 2T. Now, using (3.4) and making some arrangement, we obtain
for every t ≥ 0. Moreover, it is clear that, we cannot obtain the decay to zero of the energy when |τ | > 1.
3.2. The nonlinear case. Since g is linearly bounded near infinity, there exists a constant A > 0, such that
So the rate of decay of the energy depends only on the behavior of g near the origin.
Example
(1) ρ decreasing. Let α 1 (t) = (2T K) −1 and β 1 (t) = ρ ((t + 1) T ). Then we deduce that
After some arrangement and by choosing K big enough, we obtain
(2) ρ increasing. Let α 1 (t) = (2T Kρ 2 (t + T )) −1 and β 1 (t) = ρ (t − T ). Then,
Using (3.4) and after some computation, we obtain
We have
Consequently, we infer that
(1) ρ decreasing. α 1 (t) = (2T K) −1 and β 1 (t) = ρ (t + T ). Similarly as in example 1, we obtain
Example 3.3 (Exponential damping at the origin). g (s) = se −1/s 2 , 0 < |s| < 1. We take h
We assume that ρ is decreasing. Let α 1 (t) = (2T K) −1 and β 1 (t) = ρ (t + T ). Then
Consequently, we find
and we deduce that
for every t ≥ 0.
Lax-Phillips theory and preliminary results
This section is devoted to some results on the Lax-Phillips Theory [14] , which are useful for the definition and the essential properties of the Lax-Phillips semi-group.
Let us consider the free wave equation
We recall that the solution of (4.1) is given by the propagator
where H 0 is the completion of (C
2 with respect to the norm
Following Lax and Phillips [14] , we denote :
, the space of outgoing data, and D 0 − = {ϕ = (ϕ 0 , ϕ 1 ) ∈ H 0 ; U 0 (t)ϕ = 0 on |x| < −t , t ≤ 0} , the space of incoming data associated to the solutions of (4.1). We consider the wave equation in the exterior domain Ω.
We denote U D (t) the linear wave group, defining the solution of (4.3)
Let us consider the wave equation in exterior domain 4) where
We denote U L (t) the linear wave group, defining the solution of (4.4)
We choose R > 0 such that B R contains the obstacle O. Then we define spaces of outgoing and incoming data associated to solutions of problem (4.3) by 
Remark 4.1.
(1) Solutions of (4.3) and (1.1) verify the finite speed propagation property.
(2) The nonlinearity being localized, it is easy to see that
, we denote by P + (resp.P − ) the orthogonal projection of H onto the orthogonal complement of D R + resp.D R − . Thanks to (4.8), we easily deduce
Using the fact that the Cauchy problem admits a unique solution, we obtain:
for every ϕ in H and for every t ∈ R + .
We denote by
⊥ , and we define the nonlinear Lax-Phillips oper-
In order to prove that Z (t) operates on K, we need the following lemma.
Lemma 4.1. Let (ϕ, ψ) ∈ H × H and t ≥ 0, we have
where we denoted by U(t)ϕ = (u(t),∂ t u(t)) and U D (t)ψ = (v(t), ∂ t v(t)).
Proof. Noting that for each (u 0 , u 1 ) ∈ H the solution u of (1.1) are given as a limit of smooth solution u n with initial data (u n,0 , u n,1 ) smooth such that (u n,0 , u n,
So we may assume that u is a smooth function. Let ϕ ∈ H and ψ ∈ H. Thanks to Green formula
We easily deduce
Consequently, we obtain
Using the result above we prove that the Lax-Phillips semi-group operates on K.
Proposition 4.1. The semi-group (Z (t)) t≥0 operates on K.
Proof. Let ϕ ∈ K, and t ≥ 0. According to (4.10), it suffices to verify that
Knowing that U D (s − t) operates on D R − for s ≤ t, and thus U D (s − t) ϕ = 0 for |x| ≤ R + t − s, we deduce that
This gives,
Proof of the main Theorem
To prove the main Theorem we need some preliminary results.
Preliminary results.
First we give the following result due to Aloui and Khenissi [1] .
Proposition 5.1 ([1]) . We assume that (EGC) holds. Then, there exist c 0 > 0 and
for every t ≥ T .
In the proposition below we prove a mixed observability.
Proposition 5.2. There exist T > 0 and C > 0 such that for every ϕ in K , we have
for all t ≥ 0, where u and v denote respectively the solution of (1.1) and (4.4) with initial data ϕ = (ϕ 0 , ϕ 1 ) and
Proof. Let ϕ ∈ K. According to Proposition 4.1,
which implies in particular that
Then we obtain
According to Proposition 5.1, there exist 0 < c 0 < 1 and T > 0 such that,
On the other hand, let v solution of (4.4) with the same initial data Z (t) ϕ in K. Then we define z = φ − v, which satisfies the following system
. This observation permits us to apply energy identity, whence
The monotonicity of g and g(0) = 0 gives g(s)s ≥ 0 for all s ∈ R. Therefore using the identity (5.6), we get
Using (5.5), we obtain
After some computation, we deduce that
this gives
Using the fact that for
Therefore we have
we obtain
In the next we state some auxiliary results which will be used in the proof of Theorem 1. More precisely, arguing as in [9] we estimate the first term in the right hand side of the mixed observability estimate (5.2).
Lemma 5.1. Let t, T ≥ 0 and setting
where u and v denote respectively the solution of (1.1) and (4.4) with initial data
There exists a positive constant C which may depend on T such that the following inequalities hold for every ǫ > 0 :
(1) (Estimate on the damping near the origin)
(2) (Estimate on the damping near infinity)
Remark 5.1. It is easy to see that
9) for every ǫ > 0.
Proof. Case (1). Using Young's inequality, we obtain, for every ǫ > 0
The energy estimate yields
Using the inequality (1.3) for the function h 0 we obtain,
Now, since h 0 is concave, we use Jensen's inequality and we obtain Finally, by combining the above estimates we deduce (5.7).
Case (2) . Applying Young's inequality and using (1.4), we find Θ (Ω Before giving the proof of Theorem 1, we give the following Lemma which is a time dependent version of the result in [12, lemma 3.3] .
Lemma 5.2 ([7]). Let
• W (t) be a continuous, positive non-increasing function for t ∈ R + .
• θ is a non negative function R + . Let T > 0 and setting, κ (t) = T sup [t,t+T ] θ (s), t ≥ 0.
• Suppose for every t ≥ 0, the functions I − κ For the proof of Lemma 5.2 we refer the reader to [7] .
the function t → L (t, x) is decreasing on R + , for every x in [0, W (0)] and L (t, .) : [0, W (0)] → R + is increasing for every t ≥ 0. Now, from lemma 5.2, we infer that
where S (t) is the solution of the following nonlinear differential equation This completes the proof of Theorem 1.
