It is a well-known fact that a stability condition φ : Obj * A → I over an abelian length category A induces a chain of torsion classes η φ indexed by the totally ordered set I. Inspired by this fact, in this paper we study all chains of torsion classes η indexed by a totally ordered set I in A.
Introduction
The study of stability conditions started with the introduction of Geometric Invariant Theory by Mumford in [24] . Many authors have adapted the concept of stability conditions to many different contexts. Such is the case of Schofield, who did it for quiver representations in [26] ; King, for representation of finite dimensional algebras in [23] ; Rudakov, for abelian categories in [25] ; and Bridgeland, for triangulated categories in [4] . Not only do stability conditions give a nice description of the category we are studying, they are also used as a tool to solve problems in a wide range of applications. This range from arithmetic algebraic geometry (see [13] ) to Teichmüller theory (like [6] ), passing through τ -tilting theory (for example [10] ) or cluster algebras (among others [5, 19] ).
In this paper we work with abelian length categories, recalling the definition of stability conditions given by Rudakov in [25] . The importance of stability functions is that stable objects can be defined.
Definition 1.2.
[25, Definition 1.5 and 1.6] Let φ : Obj(A) → P be a stability function on A. An object 0 = M in A is said to be φ-stable (or φ-semistable) if every nontrivial subobject L ⊂ M satisfies φ(L) < φ(M ) ( or φ(L) ≤ φ(M ), respectively).
One of the main consequences of stability conditions is the good properties of P t , the category of φ-semistable whose slope is t. For instance it is known that P t is a wide subcategory of A ([9, Proposition 2.18]) whose relative simple objects are bricks ( [25, Theorem 1] ). Moreover, if X ∈ P t and Y ∈ P s where s < t, then Hom A (X, Y ) = 0 for every stability function φ : ObjA →. So the morphisms in A "respect" the ordering induced by φ. This result is quite remarkable, because as a consequence we can show that every nonzero object in A can be expressed in terms of φ-semistable objects, as we can see in the following result. 
Moreover this filtration is unique up-to-isomorphism.
Given a stability condition φ and a nonzero object M ∈ A, the filtration given by the previous result is known as the Harder-Narasimhan filtration of M with respect to φ. This filtration is named after Harder and Narasimhan, who showed in [17] that every vector bundle of a projective line is filtered by stable vector bundles of increasing slope.
We said before that stability conditions induce a one directional flow of morphisms in the category. As a matter of fact, stability conditions are not the only structure that encodes this behaviour of the morphisms in an abelian category. Indeed, generalizing the classical properties of abelian groups, Dickson introduced in [12] the notion of torsion pair as follows. Definition 1.4. Let A be an abelian category. Then the pair (T , F ) of full subcategories of A is a torsion pair if the following conditions are satisfied:
• Hom A (X, Y ) = 0 for all X ∈ T and Y ∈ F ;
• If X ∈ A is such that Hom A (X, Y ) = 0 for all Y ∈ F then X ∈ T ;
• If Y ∈ A is such that Hom A (X, Y ) = 0 for all X ∈ T then Y ∈ F .
Given a torsion pair (T , F ) we say that T is a torsion class and F is a torsion free class.
From the definition of a torsion pair one can see that object M in A can be written as the extension of a module in the free class by a module in the torsion class. More precisely, for every torsion pair (T , F ) and every module M in A there exists the a short exact sequence
where tM ∈ T and M/tM ∈ F . Moreover this short exact sequence, known as the canonical short exact sequence of M with respect to (T , F ), is unique up to isomorphism.
In fact, it is well known that every stability condition φ : Obj * (A) → I induces a chain of torsion classes η φ indexed by I, see proposition 5.3. This inspired us to introduce the object of study of this paper as follows. Definition 1.5 (Definition 2.1). Let A be an abelian length category and I be a totally ordered set. We define the chain of torsion classes η indexed by a I as a set of torsion classes η := {T s : s ∈ I and T s ⊂ T r if and only if r ≤ s}.
Moreover, given a chain of torsion classes η indexed by I, we define for every t ∈ I := I ∪ {−∞, ∞} a category P t of η-quasisemistable objects (see definition 2.9). Our first result is the following.
Theorem 1.6 (Theorem 2.10). Let η be a chain of torsion classes indexed by a totally ordered set I that is Dedekind complete and dense. Then every object M ∈ A admits a Harder-Narasimhan filtration. That is a filtration
such that:
2. M k /M k−1 ∈ P r k for some r k ∈ I for all 1 ≤ k ≤ n; 3. the indexes r k defined in the previous item are such that r k > r k ′ if and only if k < k ′ .
Moreover this filtration is unique up-to-isomorphism.
We just mentioned that this work was inspired by stability conditions. Then is natural to compare the properties of indexed chain of torsion classes with the properties of stability conditions. The following theorem is a summary of that comparison. Theorem 1.7 (Proposition 5.5, Corollary 5.6). Let A be an abelian length category, φ : Obj * (A) → I be a stability function and η φ be the indexed chain of torsion classes induced by φ. Then
for every t ∈ I. Moreover the Harder-Narasimhan filtration induced by φ and η φ are identical for every object M ∈ A.
Even if most of the properties of stability conditions are recovered from their indexed chains of torsion classes, there are indexed chains of torsion classes which are not induced by a stability condition as we see in example 3.5. Also, the following question is still open. Question 1.8. Is it possible to recover a stability function φ : Obj * (A) → I from the indexed chain of torsion classes η φ ?
The structure of a triangulated category does not allow the definition of a subobject which is not a direct summand. Then, Bridgeland needed to introduce the concept of slicing to define the stability conditions in triangulated categories. In this paper we work with abelian categories instead of triangulated categories. The following is an adaptation of [4, Definition 3.3] . Definition 1.9. A slicing P of the abelian category A consists of full additive subcategories P r ⊂ A for each r ∈ [0, 1] satisfying the following axioms:
1. if M ∈ P r and N ∈ P s with r > s, then Hom A (M, N ) = 0; 2. for each nonzero object M ∈ A there exists a filtration
Using the results fore mentioned we show an equivalence between the slicings of an abelian length category A and the set of indexed chains of torsion classes. Maximal green sequences, defined by Keller in [21] , arose in the context of cluster algebras as a maximal chain of mutations. Since they appear in the literature, a lot of work has been done on the subject, see for instance [7, 19, 18, 8, 10] . Recently Brüstle, Smith and Treffinger extended its definition to abelian categories as a chain of torsion classes. Definition 1.11. [9, Definition 3.1] A maximal green sequence η in an abelian category A is a finite sequence of torsion classes
such that for all i ∈ {1, 2, . . . , t}, the existence of a torsion class T satisfying
One important open conjecture in the study of maximal green sequences which partially inspired this work is the following. Conjecture 1.12. Let η be a maximal green sequence in A. Then there exists a stability function φ : Obj * (A) → I such that η = η φ . In other words, every maximal green sequence in A is induced by a stability function.
Even if we were not able to prove this conjecture, the results appearing in the first part of the paper show that a maximal green sequence in A gives a lot of structure to the category.
Using results of τ -tilting theory appearing in [1, 11, 27] , also allows us to extend a well-known property of maximal green sequences in cluster algebras to the maximal green sequences in the module category of an algebra. That is, every maximal green sequence is determined by a sequence of c-vectors (see corollary 6.5).
The equivalence given in theorem 4.4 says that slicings in A act as the moduli space of indexed chain of torsion classes. Fixing I to be the closed interval [0, 1] of the real numbers we can construct the set
Then we follow ideas of Bridgeland to show in theorem 7.1 that CT [0,1] (A) is a topological space. Moreover we show that this topological space has a natural wall and chamber structure and we characterise its chambers as follows. The structure of the article is the following. In section 2 we introduce indexed chain of torsion classes in A. We also show that each one of them induce a HarderNarasimhan filtration for every object M in A.
We show in section 3 that every indexed chain of torsion classes induces a preorder in the nonzero objects of A. Then we use this pre-order to show several of properties the indexed chain of torsion classes.
Section 4 is dedicated to show the equivalence between slicings and indexed chain of torsion classes in an abelian length category A.
The compatibility between stability conditions and indexed chain of torsion classes is studied in section 5.
The definition of a maximal green sequence in an abelian category is recalled in section 6. There, we also study some of the properties of maximal green sequences.
We finish the paper in section 7, where we show that CT [0, 1] (A) is a topological space. We also show CT [0, 1] (A) admits a wall and chamber structure and we characterise its chambers.
Filtration induced by indexed chains of torsion classes
In this section we want to prove that every chain of torsion classes in an abelian length category A indexed by a totally ordered set I induces a Harder-Narasimhanlike filtration on every object M of A. But before doing so, we need to do a little commentary on totally ordered sets.
Recall that a totally ordered set I is said to be Dedekind complete if every nonempty subset J of I with an upper bound in I has a least upper bound (also called supremum) in I. Also, we say that a totally ordered set I is dense if for every a, b ∈ I such that a < b there exists a third object c ∈ I such that a < c < b. It is well known that a totally ordered set I can be embedded in a totally ordered a set I ′ which is dense and Dedekind complete. Therefore, we suppose that a set I parametrizing the chain of torsion classes η is totally ordered, Dedekind complete and dense. As we shall see later, we are specially interested in the case were I = [0, 1], which is clearly Dedekind complete and dense. Now we can introduce the main object of study of the present paper.
Definition 2.1. Let A be an abelian length category and I be a totally ordered set. We define the chain of torsion classes η indexed by a I as a set of torsion classes η := {T s : s ∈ I and T s ⊂ T r if and only if r ≤ s}.
At first sight, the order we chose to label the torsion classes might seem counterintuitive. However, we have chosen to make it coincide with the order coming from stability conditions, as we shall see in section 5.
In order to prove the main result of this section, we first need some preliminary results and notation. 
Proof. It is well known that the intersection of torsion classes is a torsion class. Therefore the fact that ← − T J is a torsion class follows immediately. Now, we prove that − → T J is a torsion class. Let M ∈ − → T J and N be a quotient of M . Then M ∈ T r for some r ∈ J . Hence N ∈ T r because T r is a torsion class. Therefore N ∈ − → T J . In other words
In particular M ∈ T s . Then for every short exact sequence
we have that E belong to T s because T s is closed under extensions. The case s ′ ≤ s is shown in a similar fashion. Then, we have that − → T J is closed under quotients and extensions. Therefore − → T J is a torsion class. The moreover part of the statement is basic set theory. This finishes the proof. Remark 2.3. Consider a chain of torsion classes η indexed by a totally ordered set I. Then one can think of η as a chain
where r, s ∈ I and r < s. Seeing the indexed chains of torsion classes in this way, the notation − → T J and ← − T J for the union and intersection of torsion classes indexed by the subset J of I, respectively, becomes evident.
As a consequence of the previous proposition, we can show the existence of a minimal torsion class − → T I containing every torsion class T ∈ η and dually, a maximal torsion class ← − T I contained in every torsion T ∈ η. 
Proof. It is enough to take J = I and apply proposition 2.2.
Another easy corollary of proposition 2.2 tell us that we do not need to consider all subsets J ⊂ I, but only intervals in I. Proof. We show that ← − T J = ← − T {s:s<b} , being dual the proof of − → T J = − → T {r:r>a} . First, remark that J is a subset of {s : s < b} since b is the supremum of J . Therefore ← − T J ⊂ ← − T {s:s<b} immediately. On the other direction, let s < b. Then there exists j ∈ J such that s ≤ j ≤ b because b is the supremum of J . Hence T s ∩ T j = T j . Therefore we have that ← − T {s:s<b} ⊂ ← − T J .
Let η be a chain of torsion classes in A indexed by the set I and let M be an object in A. Then M induces two subsets of I naturally: It is well known that for every torsion class T , there is a torsion free class F such that (T , F ) is a torsion pair. So, given a chain of torsion classes η, we denote by F r the torsion free class such that (T r , F r ) is a torsion pair for every T r ∈ η.
In the following definition we take a chain of torsion classes η indexed by I and construct explicitly a subcategory P t ⊂ A for every t ∈ I that will be essential for the rest of the paper. In order to give the definition, first we need an extra piece of notation. For every totally ordered set I we construct the totally ordered set I as I := I ∪ {∞, −∞}, where the total order is defined using the order in I and the condition −∞ < r < ∞ for all r ∈ I. Definition 2.9. Consider a chain of torsion classes η indexed by the totally ordered set I. Then, for every t ∈ I we define the category P t of η-quasisemistable objects of phase t as:
The term quasisemstables will become clear in section 5, where we compare the indexed chain of torsion classes with the stability conditions introduced by Rudakov and Bridgeland in [25, 4] , respectively. Now we prove the main theorem of this section, that shows that the algebraic nature of the indexed chains of torsion classes induce Harder-Narasimhan filtrations for every object in an abelian length category A.
Theorem 2.10. Let A be an abelian length category and η be a chain of torsion classes indexed by a totally ordered set I. Then every object M ∈ A admits a Harder-Narasimhan filtration. That is a filtration
3. the indexes r k defined in the previous item are such that r k > r k ′ if and only if k < k ′ .
Moreover this filtration is unique up-to-isomorphism.
Proof. Let M in A. We prove the theorem by induction over the length l(M ) of M . Suppose that l(M ) = 1. This means that M is a simple object in A. In other words, M has no proper subobject in A. So, M admits only one filtration up-toisomorphism which is 0 ⊂ M . Therefore, we need to show that M ∈ P r for some r ∈ I.
If M ∈ T r for every r ∈ I, we have that
with respect to the torsion pair (
If none of the two previous conditions is satisfied, we have that there exist r, s ∈ I such that M ∈ T r and M ∈ T s . Note that this implies that r > s immediately. Then, lemma 2.6 and remark 2.8 imply the existence of a r n ∈ I such that Now suppose that the theorem holds for every object N ∈ A such that l(N ) < k and let M ∈ A such that l(M ) = k. The proof of this case is essentially the same as in the case of l(M ) = 1, as we shall see.
If M ∈ T r for every r ∈ I, we have that M ∈ ← − T I . Then M ∈ P ∞ , meaning that the filtration 0 ⊂ M is a filtration respecting the conditions of the statement. Now we show that it is unique up-to-isomorphism. Suppose that there exists another filtration
satisfying the conditions of the statement. Since P ∞ is a torsion class, we have that every quotient N of M belong to P ∞ . In particular,
, where r n−1 > ∞, which is a contradiction. Therefore the filtration is unique up-to-isomorphism.
If M ∈ T r for every r ∈ I, then M ∈ − → T I . Then consider the canonical short exact sequence
On the other hand, from the fact that M ∈ − → T I we deduce that M ∼ = M n−1 . So, l(M n−1 ) < l(M ). Therefore, there exists a filtration
of M n−1 which is unique up-to-isomorphism and such that M k /M k−1 ∈ P r k with r k > r k ′ if and only if k < k ′ . This give us naturally a filtration
of M which is unique up-to-isomorphism because the canonical short exact sequence associated to any torsion pair is unique up-to-isomorphism, as well as the filtration of M n−1 that we just obtained. We claim that r n−1 > −∞. For that, notice that
Also, every quotient of
The last case to consider is when there exist r, s ∈ I such that M ∈ T r and M ∈ T s . Note that this implies that r > s immediately. Then, lemma 2.6 and remark 2.8 imply the existence of a r n ∈ I such that − → T {r:M ∈Tr} = − → T {r:r>rn} and ← − T {s:M∈Ts} = ← − T {s:s<rn} .
Consider the canonical short exact sequence
of M with respect to the torsion pair − → T {r:r>rn} , − → F {r:r>rn} and let
there is nothing to prove. Otherwise, there exists a filtration
of M which is unique up-to-isomorphism because the canonical short exact sequence associated to a torsion pair and the filtration of M n−1 are unique up-to-isomorphism. We claim that r n−1 > r n . For that, notice that M n−1 ∈ − → T {r:r>rn} . Also, every quotient of M n−1 ∈ − → T {r:r>rn} because − → T {r:r>rn} is a torsion class. In particular
r>rn} . In other words, M n−1 /M n−2 ∈ P rn . This implies that r n−1 < r n as claimed. This finishes the proof.
Ordering induced by a chain of torsion classes
Let η be a chain of torsion classes indexed by a totally ordered set I. In this section we want to use theorem 2.10 to define a pre-order ϕ I η among the non-zero objects of A and we study some properties of this order.
As we just said before, given a chain of torsion classes η indexed by a totally ordered set I, we want to show that η induces a pre-order among the nonzero objects of A. Then, following the same argument that preceded definition 2.9, we can suppose that I has a minimal element a and a maximal element b. In that case, it follows from definition 2.9 that there is no nonzero object in the subcategories P ∞ and P −∞ if and only if T a = A and T b = 0. So, in order to avoid technical complications we want to restrict ourselves to the following set of indexed chain of torsion classes.
Definition 3.1. Let A be an abelian length category. We then define the set CT I (A) to be the set of chain of torsion classes indexed by I such that every η-quasistable object has phase in I. In other words, CT I (A) := {η is a torsion class indexed by I and P ∞ = P −∞ = add{0}} .
We are now able to define a function ϕ I η from the non-zero objects of A to W (I), the set of all the words of finite length that can be formed using elements in I, for every chain of torsion classes η ∈ CT I (A). 
is the filtration given by theorem 2.10 and M k /M k−1 ∈ P r k for some r k ∈ I for all 1 ≤ k ≤ n. Remark 3.3. Note that the hypothesis that η ∈ CT I (A) implies that there is no nonzero object in P ∞ nor P −∞ . So, this implies that ϕ I η is well defined. Also, remark that the lexicographical order in W (I) is a total order because I is a totally ordered. Moreover, we have that ϕ I η is constant on the isomorphism classes since torsion classes and torsion free classes are closed under isomorphisms.
Finally, note that one can define a relation ≤ among the non-zero objects of A in the following way: M ≤ N if and only if ϕ
. An easy verification shows that this relation is transitive and antisymmetric, however it is not reflexive. Therefore we say that ϕ I η induces a pre-order among the non-zero objects of A.
The following result describes some properties of the η-quasisemistable subcategories P t as defined in definition 2.9.
Theorem 3.4. Let A be an abelian length category, η ∈ CT I (A) and let t, t ′ ∈ I. Then:
5. P t is closed under extensions for all t ∈ I.
Proof. 1. Let M ∈ P t . Then 0 ⊂ M is a filtration with the characteristics of the one given by theorem 2.10. Therefore, it is the filtration given by theorem 2.10, because it is unique up-to-isomorphism. Hence ϕ
we have that 0 ⊂ M is the filtration given by theorem 2.10. Moreover, theorem 2.10 also implies that M/0 ∼ = M ∈ P t , as claimed.
and 3.
We only show 2. since the proof of 3. is dual. Let M be an object of
Therefore N ∈ − → T {s:s>t} since − → T {s:s>t} is a torsion class. Now, we will calculate the first letter r
. We should consider the canonical short exact sequence
Let t, t
′ ∈ I such that t ′ < t, M ∈ P t , M ′ ∈ P t ′ and f : M → M ′ . Then we have that the image Imf of f is a quotient of M and a subobject of
Hence we have that ϕ I η (Imf ) is not well defined. Since ϕ I η is well defined for all non-zero object, we can conclude that f is the zero morphism. Therefore Hom A (M, M ′ ) = 0, as claimed.
5.
Recall that P t is defined as P t := − → T {s:s>t} ∩ ← − F {r:t>r} . Then, P t is the intersection of a torsion class and a torsion free class. Therefore P t is always closed under extensions.
In the fifth point of the previous result we showed that P t is closed under extensions for every t ∈ I. The following example show us that we can not do better. Example 3.5. Consider the path algebra kQ of the following quiver.
It is well known that kQ is a hereditary algebra and that mod kQ is an abelian length category having six non-isomorphic indecomposable summands that can be ordered in the so-called Auslander-Reiten quiver of kQ as follows. Now consider the chain of torsion classes η indexed by the closed interval [0, 1] of the real numbers such that
For this chain of torsion classes we have that P t = {0} for every t different to 1/3, 2/3 or 1, where
and
respectively.
Now take the inclusion f : . Here, we have that belong to P 2/3 , however cokerf ∼ = 1 does not belong to P 2/3 . So P 2/3 is not closed under cokernels.
Similarly, we can take the epimorphism g : and 1 2 belong to P 2/3 , but ker g ∼ = 3 does not. Hence, P 2/3 neither is closed under kernels.
Take a chain of torsion classes η ∈ CT I (A) and consider a non-zero object M ∈ A. In some sense, theorem 3.4.2 says that it is somehow expected that ϕ 
Proof. We prove the statement for the quotients. The proof for the subobjects its dual. Let N be a quotient of M , then N ∈ T s for all torsion class T s such that M ∈ T s . Then we have that t = inf{r ∈ I : M ∈ T r } ≥ inf{r ′ ∈ I : N ∈ T r ′ }. Hence ϕ
we have that N ∈ P t by theorem 3.4.1. In particular N ∈ − → F {r:r>t} . But, M n /M n−1 is the torsion free quotient of M with respect to − → T {r:r>rn} , − → F {r:r>rn} . Therefore, the properties of the canonical short exact sequence imply the existence of a surjective map p :
commutative. This finishes the proof. Recall that an object M in a subcategory B of A is said to be relatively simple if the only subobjects of M that belong to B are 0 and M itself. Also, we say that an object M in A is a brick if every endomorphism f : M → M of M is either zero or an isomorphism. In other words, M is a brick if its endomorphism algebra End A (M ) is a division ring.
In the following proposition we study further the morphisms between objects in P t for any t ∈ I. Proposition 3.8. Let η ∈ CT I (A), t ∈ I and consider a non-zero morphism f : M → N , where M, N ∈ P t . Then:
2. if N is relatively simple in P t then f is an epimorphism ; 3. if M is relatively simple in P t then f is a monomorphism; 4. if M and N are two relatively simple objects in P t and f : M → N is a morphism then f is either zero or an isomorphism;
5. every relatively simple object in P t is a brick.
Proof. 1. Let M and N be two objects of P t and f : M → N be a non-zero morphism. Then imf is a quotient of M and a subobject of N . Therefore, theorem 3.4.3 and theorem 3.4.2 imply that t ≤ ϕ I η (imf ) ≤ t. So, we can conclude that ϕ I η (imf ) = t. Hence we have that imf ∈ P t by theorem 3.4.1.
2.
We have that imf ∈ P t by 1. Also, we have by hypothesis that N is relatively simple, so imf is either 0 or N . Since f is non-zero, we have that imf ∼ = N . So f is an epimorphism.
3. The classic isomorphism theorem says that imf ∼ = M/ ker f . Now, 1. says that imf ∈ P t and, by hypothesis, we have that M is relatively simple. So imf is either 0 or M . Since f is non-zero, we have that M/ ker f ∼ = M . This implies that ker f ∼ = 0. So f is an monomorphism.
4. It follows directly from 2. and 3.
5.
Suppose that M is a relatively simple module in P t . Then 4. says that every f ∈ End A (M ) is either zero or an isomorphism. Hence, the endomorphism algebra End A (M ) is a division ring. In other words, M is a brick. This finishes the proof.
Slicings in abelian categories
In this section we show that giving a slicing with the Harder-Narasimhan property is equivalent to give an indexed chain of torsion classes.
Recall that Bridgeland introduced in [4] the concept of slicing in a triangulated category D as a way to refine t-structures in D. Since we work with abelian categories instead of triangulated categories, we adapt [4, Definition 3.3] to our setting as follows. such that M i /M i−1 ∈ P ri which is unique up to isomorphism. In order to state our next result, we need an extra piece of notation. Given a subcategory B of A, we denote by F ilt(B) the subcategory of all objects in A that admits a filtration by objects in B. More precisely, M ∈ F ilt(B) if and only if there exists a chain of subobjects
The following lemma shows that every slicing P of the abelian category A induces a chain of torsion classes η P ∈ CT [0,1] (A).
Lemma 4.3. Let P be a slicing of A. Then P induces a chain of torsion classes
Proof. Let P be a slicing of A and s ∈ [0, 1]. We claim that
is a torsion class. In order to do that, we need to show that T s is closed under extensions and quotients. The fact that T s is closed under extensions is immediate, so we only need to show that T s is closed under quotients. Let M ∈ T s and N be a nonzero quotient of M . Take the filtration
of N given by definition 4.1. Then [4, Lemma 3.4] implies that N n /N n−1 ∈ P rn , where r n > s. Therefore T s is closed under quotients. Now, take r < s. Then it is obvious that T s ⊂ T r . Therefore η P as defined in the statement is a chain of torsion classes indexed by [0, 1]. Now we prove the moreover part of the statement. By definition, we need to show that
The fact that T s ⊂ ← − T {r<s} is a direct consequence of the that that η P is a chain of torsion classes.
To prove the other direction note that, by definition of T s , every object in the intersection of P r and T s is isomorphic to the zero object if r < s. Now, let M ∈ ← − T {r<s} be a nonzero object and consider the filtration
of M given by definition 4.1. Then, by definition, M n /M n−1 is a nonzero object and P t for some t ∈ [0, 1]. Also M n /M n−1 ∈ ← − T {r<s} because ← − T {r<s} is a torsion class. Therefore, the remark we did at the beginning of this paragraph implies that M n /M n−1 ∈ P t where t ≥ s. In particular, definition 4.1 implies that
This finishes the proof. Now we can prove the main theorem of this section. Proof. Let η be a chain of torsion classes indexed by [0, 1]. Then, using definition 2.9, we can define the set P η of subcategories of as
Then we have that for every nonzero object M ∈ A theorem 2.10 implies the existence of a filtration
Therefore, this together with theorem 3.4.4, we have that P η is a slicing in A.
Conversely, if P is a slicing of A, lemma 4.3 says that P induces a chain of torsion classes η P ∈ CT [0,1] (A). We claim that P ηP coincides with P. Then we need to calculate P s ∈ P ηP for every s ∈ [0, 1]. By definition we have to calculate − → T {s:s>t} ∩ ← − F {r:t>r} .
Now, we can apply lemma 4.3 and its dual to get that
Clearly,
and consider its filtration
given by definition 4.1.2. Then the fact that M ∈ F ilt {t≥s} P t implies that M k /M k−1 ∈ P r k where r k ≥ s for every k. Dually, the fact that M ∈ F ilt {t≤s} P t implies that M k /M k−1 ∈ P r k where r k ≤ s for every k. Hence M ∈ F ilt(P s ) = P s . This finishes the proof.
Remark 4.5. From a purely algebraic point of view, the natural thing to do is to fix a chain of torsion classes alone. This is because the structure theorems such as theorem 2.10 does not cares much about how we index the chain η with I, but rather uses some general properties of I.
To illustrate this claim, consider a chain of torsion classes η indexed by [0, 1] and an object M in A. Now, from η we can construct another chain of torsion classes indexed by [0, 1] as follows.
for every T ′ s ∈ η ′ . Then, theorem 2.10 give us a Harder-Narasimhan filtration for M with respect to η and another with respect to η ′ . These two Harder-Narasimhan filtrations of M are isomorphic to each other, being the only difference between them the phases of the quasi-semistable factors.
As a consequence of the previous argument, one can conclude that CT I (A) has a lot of redundancies. However, theorem 4.4 shows that those redundancies are necessary in order to give an algebraic structure to slicings, which are a geometric inspired objects.
Chain of torsion classes and stability conditions
As we have said in the introduction, Herder-Narasimhan filtrations first arose in algebraic geometry as a way to understand all vector bundles of the projective line in terms of stable vector bundles. The concept of stability was later enhanced to quiver representations by King [23] and Schofield [26] and later to abelian categories by Rudakov in [25] , showing that every stability function induces a Harder-Narasimhan filtration.
This section is devoted to compare important concepts of stability conditions, such as (semi-)stable objects or maximally destabilizing objects, with the results we obtained in section 3.
We start the present section recalling the definition of a stability function by Rudakov.
Definition 5.1. 1.1 Let (I, ≤) be a totally ordered set and φ : Obj * (A) → I a function on A which is constant on isomorphism classes. For a nonzero object M of A, we refer to φ(M ) as the phase (or slope) of M . The map φ is called a stability function if for each short exact sequence 0 → L → M → N → 0 of nonzero objects in A one has the so-called see-saw (or teeter-totter ) property:
One of the main objectives of [9] was to study the relation between stability functions and torsion pairs. In fact it was proven that given a stability function φ one can define a torsion class for every t ∈ I as follows. We include the proof for the convenience of the reader. • T >p := {M ∈ A : φ(N ) > p for all quotient N of M } ∪ {0} is a torsion class;
is a torsion free class;
is a torsion free class.
Moreover (T ≥p , F <p ) and (T >p , F ≤p ) are torsion pairs in A.
Proof. We only prove that T ≥p is a torsion class, because the other items of the statement can be proven in a similar way. In order to do that, we need to show that T ≥p is closed under quotients and extensions. We first show that T ≥p is closed under quotients. Indeed, let M ∈ T ≥p and N be a quotient of M . Then every quotient N ′ of N is also a quotient of M . So, φ(N ′ ) ≥ p because M ∈ T ≥p . This shows that T ≥p is closed under quotients. Now we show that T ≥p is closed under extensions. So, consider the short exact sequence
such that L, N ∈ T ≥p and let M ′ be a quotient of M . Then we can build the following commutative diagram.
Otherwise, impf and cokerf
′ are non-zero objects in A and then φ(impf ) and φ(cokerf ′ ) are well defined. Moreover, φ(impf ) ≥ p and φ(cokerf ′ ) ≥ p because impf and cokerf ′ are quotient of L and M , respectively. Then, we have that φ(M ′ ) ≥ p because φ is a stability function, showing that M ∈ T ≥p .
For the moreover part of the statement, we only prove that (T ≥p , F <p ) is a torsion pair in A. The same proof also works for (T >p , F ≤p ). Consider let f : M → N , where M ∈ T ≥p and N ∈ T <p . Then we have that imf is a quotient of M and a subobject of N . These two facts imply that φ(imf ) ≥ p and φ(imf ) < p, respectively. So, we have that φ(imf ) is not well defined. Therefore imf ∼ = 0 because φ is a stability function. That is Hom A (M, N ) = 0. Now, consider M such that Hom A (M, N ) = 0 for every N ∈ F <p . Then every quotient M ′ of M is the image of the epimorphism π :
where
Applying the same arguments recursively we find for all n ∈ N a quotient M n of M such that φ(M n ) < p and l(M n ) < l(M n−1 ). However this argument contradicts the fact that M is of finite length. The contradiction comes from the supposition that M has a quotient M 1 such that φ(M 1 ) < p. Therefore we conclude that φ(M ′ ) ≥ p for all quotient M ′ of M . In other words, M ∈ T ≥p . One shows that every N such that Hom A (M, N ) = 0 for every M ∈ T ≥p belong to F >p similarly. This finishes the proof.
Then a direct consequence of this proposition is the following result, which appeared already in [3] and [9] as a side commentary. We chose to state it clearly as a proposition for the many corollaries that follow from it, as we will see in the rest of this section. Proof. It was shown in proposition 5.2 that T ≥s is a torsion class for every s ∈ I. Suppose that r ≤ s and let M ∈ T s . Then φ(N ) ≥ s for all quotient N of M by definition of T s . In particular φ(N ) ≥ s ≥ r for all quotient N of M . Therefore M ∈ T r . This finishes the proof.
Now that we know that every stability function φ induces a chain of torsion classes, it is natural to compare the objects described in section 3 with the distinguished objects arising from the theory of stability conditions.
Having in hand a stability function φ, φ-(semi)stable objects are defined in the following way. 
We start the comparison with the following proposition, showing that the categories P r defined in definition 2.9 are exactly the categories of φ-semistable objects of phase r, for all r ∈ I. Proposition 5.5. Let φ : A → I be a stability function and t ∈ I. Then
Proof. By definition, we have that P t = − → T {s:s>t} ∩ ← − F {r:t>r} . Then lemma 2.6
implies that − → T {s:s>t} = T ≥t and ← − F {r:t>r} = F ≤t . Now, take M ∈ − → T {s:s>t} ∩ ← − F {r:t>r} . Also M it is immediately a quotient and a subobject of itself.
In the other direction, suppose that M is a φ-semistable object such that
Now, as a consequence of theorem 2.10 and proposition 5.3 we recover [25, Theorem 2], that says that every stability function φ induces a Harder-Narasimhan filtration to every object M of A.
1. imf is a φ-semistable object and φ(imf ) = t; 2. if N is φ-stable then f is an epimorphism; 3. if M is φ-stable f is a monomorphism; 4. if M and N are φ-stable then f is an isomorphism . 5. every φ-stable object is a brick.
Proof. It follows from proposition 5.5 that
Therefore, an object M ∈ P t is relatively simple if and only if φ(L) < φ(M ) for every subobject L of M . This implies that an object M ∈ P t is relatively simple if and only if M is φ-stable. Then the result follows directly from proposition 5.3 and proposition 3.8.
As yet another corollary, we recover the fact that every object M admits a maximally destabilizing object and a maximally destabilizing subobject. M admits a maximally destabilizing quotient (N, p). That is a pair (N, p) consisting of an object N ∈ A and an epimorphism p :
Proof. It follows directly from proposition 5.3 and proposition 3.6. Example 5.10. Consider as in example 3.5 the path algebra kQ of the quiver
whose Auslander-Reiten quiver is Now consider the chain of torsion classes η indexed by the closed interval [0, 3] of the real numbers such that
In this case we have that P t = {0} for every t different to 1, 2 or 3, where P 1 = add{ 1 }, P 2 = add{ 2 } and P 3 = add{ 3 }, respectively. Then, for every M ∈ mod kQ, one can calculate the function ϕ
is not a stability function as defined in definition 1.1.
Indeed, is easy to verify that φ Now consider the following short exact sequence.
Then we have that
= 123 and ϕ
In other words, we have that
.
So, we have a short exact sequence in mod kQ who does not verify any of the three conditions of definition 1.1.
Maximal green sequences
In this section we consider a particular type of chains of torsion classes, the so-called maximal green sequences. The concept of maximal green sequence was first introduced by Keller in [22] in the context of cluster algebras as a combinatorial approach to the calculation of Donaldson-Thomas invariants. Afterwards, Brütle, Dupont and Perotin started the axiomatic study of maximal green sequences in [7] .
In [1] , Adachi, Iyama and Reiten introduced τ -tilting theory, and using it they were able to show that the combinatorics of cluster algebras were encoded in the homological aspects of mod A, the category of (right) finitely generated modules over a finite dimensional algebra A over an algebraically closed field k. Then, using results on τ -tilting theory appearing in [1, 11] , Brüstle, Smith and Treffinger adapted the original definition of maximal green sequences to abelian categories as follows.
Definition 6.1. [9, Definition 3.1] A maximal green sequence η in an abelian category A is a finite sequence of torsion classes
Therefore one can see that theorem 2.10 applies to every maximal green sequence η in an abelian length category A as follows, generalizing [18, Theorem 5.13 ].
Corollary 6.2. Let A be an abelian length category and η be a maximal green sequence in A. Then every object M ∈ A admits a Harder-Narasimhan filtration. That is a filtration
Moreover this filtration is unique up-to-isomorphism.
Proof. Let η be a maximal green sequence as defined in definition 6.1. Then it is enough to consider η is a chain of torsion classes indexed by the closed interval
for all i ∈ {1, . . . , t} and apply theorem 2.10. This finishes the proof.
The previous result is valid for every abelian length category. However if we suppose that A = mod A is the module category of a finite dimensional algebra A over an algebraically closed field k, we are able to give a better description of the Harder-Narasimhan filtration induce by a maximal green sequence. This is due to the fact that one can use all available tools from τ -tilting theory. We include here some basic definitions and results of the theory. In the statements to come, τ denotes the Auslander-Reiten translation in mod A. • Hom A (M, τ M ) = 0;
• Hom A (P, M ) = 0.
Moreover, we say that (M, P ) is τ -tilting (or almost τ -tilting) if |M | + |P | = n (or |M | + |P | = n − 1, respectively), where |M | denotes the number of non-isomorphic indecomposable direct summands of M .
The implications of τ -tilting theory are multiple, some of them yet to be understood. It was already mentioned before the relation of this theory with cluster algebras. From a more representation theoretic point of view, τ -tilting theory has the fundamental property of describing all functorially finite torsion classes. The exact definition of functorial finiteness is not necessary for the results of this paper and it will be skipped. 
Moreover, Φ is a bijection if we restrict it to τ -tilting pairs.
Having briefly introduced the τ -tilting pairs and their relation with torsion classes we are now able to state and prove the announced result. The interested reader on τ -tilting theory is encouraged to see the literature on the subject, including [1, 20, 11, 10] among others.
Corollary 6.5. Let A be finite dimensional algebra over an algebraically closed field k and let
be a maximal green sequence in mod A. Then every object M ∈ A admits a HarderNarasimhan filtration by bricks. That is a filtration
and a set S η = {B 1 , . . . , B t } of bricks in mod A such that the following conditions are satisfied:
Hom
A (B k , B k ′ ) = 0 if k < k ′ .
Moreover this filtration is unique up-to-isomorphism.
Proof.
be a maximal green sequence in mod A and M in mod A. We want to show that the Harder-Narasimhan filtration of M given in corollary 6.2 has all the characteristics named in the statement. It is shown in [10, Proposition 4.9 ] that every torsion class T i in η is generated by a τ -tilting pair (M i , P i ), that is T i = Φ(M i , P i ) = Fac M i for every i. Also, it follows from [10, Proposition 3.21] that P i is a wide subcategory. Moreover, [10, Theorem 3.14] implies that every object M in P i is filtered by a single brick B i ∈ P i . Therefore is enough to define S η as
to show 1., 2. and 3. Finally 4. follows directly from theorem 3.4.4.
It is well-known that there are finitely many non-isomorphic classes of simple objects in the module category of a finite dimensional algebra A. This implies that its Grothendick group K 0 (A) is isomorphic to Z n , for some natural number n, where the classes [S(i)] of the simple modules S(i) form a basis of K 0 (A). In a recent paper [28] , Treffinger studied the classes [B i ] in K 0 (A) of the bricks arising in the previous proposition and established a bijection between these vectors and the so-called c-vectors of the algebra, first introduced in [14] by Fomin and Zelevinsky in the context of cluster algebras and later extended to the module category of an algebra by Fu in [15] . Then using the results of [28] one can rephrase corollary 6.5 as follows, generalizing at the same time [16, Lemma 2.4] . 
The space of chains of torsion classes
In this final section we follow ideas of Bridgeland to show that CT I (A) is has a natural topological structure. Our main strategy consists on lifting topological properties from I to CT I (A).
But in order to do that, we need that I itself has topological properties, is for that reason that we fix I to be the closed interval 
In other words a pseudometric is a metric except by the fact that the distance between two different points might be 0. The reader should be aware that in the following statement we will be using the objects M Define the function d :
where η, η ′ ∈ CT [0,1] (A) and the function ϕ 
An important corollary of theorem 7.1 is that CT [0,1] (A) is a topological space and that we can give an explicit basis for that topology. Note that, given an abelian category A, the class TorsA of all torsion classes of A form a poset with the natural order induced by the inclusion of sets. Therefore, one can think the class CT I (A) as the class of order-reversing functions h : I → TorsA. So, looking at things from this point of view, the next result describes the small neighborhoods around constant functions. Proof. We first show that if η has a neighborhood as in the statement, then η is a maximal green sequence.
Suppose that η ∈ CT [0,1] (A) is a chain of infinitely many torsion classes. Then, this implies that the set S = {x ∈ [0, 1] : P x = {0}} is infinite. Now, given that [0, 1] is a compact space with the respect to the usual topology, we have that there exists a point y ∈ [0, 1] which is an accumulation point of S. That is, for every ε > 0 there exists infinitely many x ∈ (y − ε, y + ε) such that P x = {0}. Then, starting from η, we construct a chain of torsion classes η ′ ∈ CT [0, 1] (A) such that
T r if r ∈ [0, y − ε/2) T y+ε/2 if r ∈ [y − ε/2, y + ε/2] T r if r ∈ [y + ε/2, 1].
Then, it follows from lemma 7.2 that η ′ ∈ B ε (η). On the other hand, there are x 1 , x 2 ∈ (y − ε/2, y + ε/2) such that P x1 = {0} and P x2 = {0}. We can suppose without loss of generality that x 1 < x 2 . Let M 1 ⊕ M 2 be the direct sum of M 1 and M 2 , a nonzero object in P x1 and P x2 , respectively. Then, it is easy to see the filtration of M with respect to η is simply 0 ⊂ M 2 ⊂ M 1 ⊕ M 2 .
We also have that M 1 ∈ P x1 = ← − T {s:s>x1} ∩ − → F {r:x1>r} . Since where X i is a torsion class in A for all i and X n ⊂ · · · ⊂ X 2 ⊂ X 1 . In particular, one can see that P x = {0} if and only if x = a i for some i.
Suppose that there exists a torsion class X in such that X i X X i−1 . Then we can construct a indexed chain of torsion classes η ′ ∈ CT where 0 < ε < a i−1 −a i−2 . Now, we can calculate P ′ x for every x ∈ [0, 1] and see that P ′ x = 0 if and only if x = a i for some i or x = a i−2 + ε/2. Therefore, it follows from lemma 7.2 that d(η, η ′ ) < ε. Moreover one can repeat the argument that we use before in this proof to show that there exists M 1 ∈ P ′ ai−2 and M 2 ∈ P ′ ai−2+ε/2 such that the filtration of M 1 ⊕ M 2 with respect to η is not isomorphic to its filtration with respect to η ′ . So, we can conclude that if η is a indexed chain of torsion classes having a neighborhood B ε (η) as in the statement η should be finite and it shouldn't admit any refinements.
Also, a similar argument shows that torsion classes X 0 and X n should be A and {0} respectively. Therefore, if η ∈ CT [0,1] (A) has a neighborhood as in the statement then η is a maximal green sequence. where X i is a torsion class for every i, X 1 = A, X n = {0} and given a torsion class X such that X i ⊂ X ⊂ X i−1 then X is either equal to X i or X i−1 . Note that if η is a maximal green sequence then P x = {0} if and only if x = a i . Let ε < inf{|a i+1 − a i | : 1 ≤ i ≤ n − 1} and consider an indexed chain of torsion classes η ′ ∈ CT [0, 1] (A) such that η ′ ∈ B ε (η). We want to calculate T ′ ai−ε ∈ η ′ for all 1 ≤ i ≤ n. In order to do so, remember that theorem 4.4 and lemma 4.3 implies that
Also, by hypothesis we have that η ′ ∈ B ε (η). Then lemma 7.2 implies that M ∈ P ′ (ai−ε,ai+ε) for every M ∈ P ai . Therefore we have X i = T ai−ε = F ilt t>ai−ε P t ⊂ F ilt Moreover, given a nonzero object N ∈ P ai−1 we have that N ∈ P ′ (ai−1−ε,ai−1+ε) . In particular N ∈ F ilt t>ai−ε P ′ t = T ′ ai−ε . Hence X i ⊂ T ′ ai−ε X i−1 . Therefore we can conclude that X i = T ai−ε because η is a maximal green sequence.
But, given that η ′ is a indexed chain of torsion classes we have that T ′ r ∈ η ′ is of the form
where b i is such that |a i −b i | < ε for all 1 ≤ i ≤ n−1. Hence, the Harder-Narasimhan filtration induced by η is isomorphic to the Harder-Narasimhan filtration induced by η ′ for every nonzero object M ∈ A since they are the same chain of torsion classes only indexed in a different way. This finishes the proof.
At this point we finish the paper showing the existence of the wall and chamber structure of CT [0,1] (A). Moreover we characterise its chambers. Proof. The fact that CT [0, 1] (A) has a wall and chamber structure follows from the fact that each point η ∈ CT [0,1] (A) induces a Harder-Narasimhan filtration for every object M ∈ A which is unique up-to-isomorphism, as shown in theorem 2.10, while the moreover part of the statement follows from lemma 7.6. This finishes the proof.
