A novel approach of training data augmentation and domain adaptation is presented to support machine learning applications for cognitive radio. Machine learning provides effective tools to automate cognitive radio functionalities by reliably extracting and learning intrinsic spectrum dynamics. However, there are two important challenges to overcome, in order to fully utilize the machine learning benefits with cognitive radios. First, machine learning requires significant amount of truthed data to capture complex channel and emitter characteristics, and train the underlying algorithm (e.g., a classifier). Second, the training data that has been identified for one spectrum environment cannot be used for another one (e.g., after channel and emitter conditions change). To address these challenges, a generative adversarial network (GAN) with deep learning structures is used to 1) generate additional synthetic training data to improve classifier accuracy, and 2) adapt training data to spectrum dynamics. This approach is applied to spectrum sensing by assuming only limited training data without knowledge of spectrum statistics. Machine learning classifiers are trained to detect signals using either limited, augmented or adapted training data. Results show that training data augmentation increases the classifier accuracy significantly and this increase is sustained with domain adaptation while spectrum conditions change.
I. INTRODUCTION
Cognitive radio aims to discover and utilize dynamic but limited spectrum opportunities across time, frequency and space dimensions [1] . Supported by the emergence of costeffective software-defined radio (SDR) platforms, it becomes feasible to perform detection, classification and prediction tasks (such as spectrum sensing and automatic modulation recognition) with cognitive radios [2] , [3] . The underlying need for automatic decision making can be addressed by machine learning that offers cognitive radios the ability to learn without being explicitly or rigidly programmed. One example is the use of standard machine learning methods such as support vector machine (SVM) for modulation classification [4] . Another example is the use of deep learning such as convolutional neural networks for spectrum sensing [5] .
However, there are two prominent challenges to overcome, in order to realize the benefits of machine learning for cognitive radio applications. 1) Challenge 1: Supervised machine learning (especially deep learning) requires significant number of training data samples (with ground truth labels) to capture spectrum dynamics with complex characteristics of channels and emitters. However, it is typically expensive (and often not even feasible) to collect the required sufficiently comprehensive and representative set of training data under all potential spectrum conditions. In particular, a long process of spectrum sensing (to collect more training data samples) may leave very limited time for data transmission in the case of dynamic spectrum access (DSA). Similarly, if a jammer is engaged in a long process of spectrum sensing, it may lose the opportunity to jam ongoing transmissions. Therefore, it is essential to limit the sensing period to a small number of training samples. This situation becomes more challenging, when multiple channels are available to sense. 2) Challenge 2: When the underlying spectrum environment (channel and emitter characteristics) changes, a new dataset of truthed training data is needed to retrain classifiers; otherwise, classifiers trained with old data under a restricted set of spectrum conditions (e.g., those obtained in offline in-lab measurements) cannot be reliably used under new conditions (e.g., those needed for outdoor experiments) because they do not reflect the nature of the new test data.
We address these challenges by generating synthetic training data for machine learning though the proposed SAGA (Spectrum Augmentation/Adaptation with Generative Adversarial network) approach. SAGA leverages and advances Generative Adversarial Networks (GANs) [6] supported with deep learning and autoencoders [7] to generate synthetic data to (re)train machine learning classifiers, when the number of training samples is insufficient or the environment represented by the existing training data changes over time. Powered by GANs, adversarial learning [8] is promising to effectively learn the underling representations of complex data sources by training complex neural network architectures. The GAN formulation introduced in [6] consists of two competing deep neural networks: 1) the generator network maps a source of noise to the input space, and 2) the discriminator network receives either a generated (synthetic) or a real data sample and distinguishes between the two samples as generated or real.
These two neural networks play a minimax game to build a good generative model. In addition to the traditional GAN that generates only data without labels, the conditional GAN [9] extension can generate synthetic data for a given label. The GAN has been applied to build generator models for synthetic 978-1-5386-3180-5/18/$31.00 ©2018 IEEE data such as images [10] , graphs [11] and text [12] ; however generative adversarial learning has not been applied yet to any spectrum domain problem.
In general, the state of the art in the GAN aims to generate synthetic data without sufficient attention devoted to adapting training data labels across changing conditions. As the environment changes from the time training data is collected until new test data is received, machine learning algorithms need to be adapted through different methods such as transfer learning or reinforcement learning:
• transfer learning [13] : most of the underlying machine learning structure is preserved and only a small part of it is updated with respect to changes in environment conditions (e.g., most layers of neural network are preserved in deep learning and only few are updated using training data under the new environment). • reinforcement learning [14] : machine learning parameters (e.g., neural network weights in deep learning) are adjusted based on performance feedback in terms of a value function.
However, both of these methods require either some training data or some performance feedback, which may not be available at all or may be limited in size or may arrive only at a small rate or after a significant delay. Supported by GAN, SAGA generates realistic spectrum domain data with labels and translates them between different and unknown spectrum conditions (without assuming any training data available under changing spectrum conditions). In this context, SAGA serves the long term purpose of online continuous learning, where the training set is modified continuously to match current spectrum conditions. SAGA generates representative synthetic data at low cost without need for additional data acquisition (such as additional offline measurements), such that a high fidelity machine learning algorithm can be (re)trained to maintain high fidelity in machine learning tasks. In particular, we apply SAGA to generate training data for the spectrum sensing problem. We assume that channel conditions and emitter characteristics are changing over time and their realizations or statistics are unknown to the spectrum sensor. Therefore, standard methods such as energy detector [15] , [16] are difficult to apply, since the choice of energy threshold strongly depends on channel and emitter characteristics, and significantly affects the performance.
Furthermore, a machine learning classifier can be trained to sense the spectrum. As it is not possible to pre-train the classifier under all possible spectrum conditions (such as all possible forms of channel and emitter characteristics), SAGA makes it practical for cognitive radios to use machine learning by augmenting and adapting their training data on the fly while switching seamlessly from one spectrum condition to another one.
Our contribution in this paper consists of two integrated mechanisms of SAGA: 1) A training data augmentation mechanism adds synthetic data samples to the existing training dataset under a Fig. 1 . Conditional Generative Adversarial Network (C-GAN) that is made up of two neural networks, namely the generator (G) and the discriminator (D). Note that labels are also input to the discriminator and generator.
given spectrum environment. We show that adding this high-fidelity training data to retrain the classifier improves the accuracy in spectrum sensing close to the hypothetical (ideal) case when additional truthed data would be available under the same spectrum environment. 2) A domain adaptation mechanism generates synthetic training data for a new spectrum environment. Leveraging adversarial learning, high-fidelity synthetic training data is generated to train a new classifier for new spectrum conditions. We show that this domain adaptation approach significantly improves the accuracy in spectrum sensing under the new environment compared to the current practice of using the classifier built for the old spectrum environment. In particular, the classifier accuracy is improved close to the hypothetical (ideal) case when training data would be available under the new spectrum environment.
The rest of the paper is organized as follows. Section II introduces the SAGA system model for training data augmentation and adaptation problems, and describes spectrum sensing as a machine learning classification problem. Section III presents the training data augmentation solution. Section IV presents the training data adaptation solution. Section V concludes the paper.
II. SYSTEM MODEL
We apply SAGA to the spectrum sensing problem, where the goal is to detect the presence of an emitter from spectrum measurements. Although this is a standard hypothesis testing problem, we do not assume any knowledge of received signal characteristics available under a given class (or label), namely whether an emitter is present, or not. Therefore, data-driven models (instead of model-driven) methods can be effective for this classification problem. For numerical results, we assume the received signal on a channel is either noise or some signal(s) added to noise. In particular, there are two types of labels L(r) for time series of received data r[n] = [r 1 [n], . . . , r N [n]]:
where the transmitted signal, the channel gain (with Rayleigh distribution) and additive white Gaussian noise are denoted by x[n], h[n] and w[n], respectively, for the nth sample (note that the nth sample of the signal, noise and channel data are represented by vectors, where each vector entry corresponds to one particular channel). The signal of the emitter is generated from an OFDM system (depicted in Figure 2 ), where K consecutive OFDM signals out of 16QAM modulated data are transmitted. Bits are passed through a serial to parallel (S/P) converter and subcarrier mapping for data and pilot carriers. Inverse discrete Fourier transform (IDFT) of subcarriers is taken and parallel to serial (P/S) conversion is carried out. Cyclic prefix is added and symbols are transmitted over the channel. The received signal is a vector of N samples in which there are N d data samples (typically the block size of the inverse fast Fourier transform, IFFT) and N c cyclic prefix (CP) samples such that N = K(N c + N d ). In general, detectors studied in the literature (e.g., energy, covariance, eigenvalue, and cyclostationary detectors) are based on the first-and second-order moments of the transmitted signal, see e.g., [15] - [17] . However, in most cases, the accuracy depends on the knowledge (and accuracy) of w, h and x statistics and the knowledge of N c and N d . In particular, when the channel or noise statistics are unknown, or when there are different transmission protocols that operate in the same frequency band, or the parameters N c and N d are dynamically selected, receivers need to be retuned for spectrum sensing. Instead, SAGA only observes the training data T and does not know any statistics or protocol information regarding w, h or x.
SAGA tackles two problems for spectrum sensing: 1) Training data augmentation: Assume some (likely little) training data T , e.g., RF signals with and without emitter(s), is available for the environment E (e.g., channel condition h). However, T does not include a sufficient number of samples to train a machine learning classifier that outputs labels L(T ) (e.g., signal present or not) for environment E. SAGA applies conditional GAN [9] to generate more samples of T with labels L(T ) that are used to train a high fidelity classifier. 2) Domain adaptation: Environment changes from E 1 (e.g., channel condition h 1 ) to E 2 (e.g., channel condition h 2 ). Although some training data T 1 with truthed labels L(T 1 ) exists for E 1 , we assume that there are no labels L(T 2 ) available that are assigned to real data samples T 2 for E 2 . SAGA extends the GAN formulation to generate labeled synthetic data T ′ 2 with L(T ′ 2 ) by automatically modifying samples T 1 to resemble T 2 , while aiming to preserve the labels. This is done by a) determining the inverse of a generative model in E 1 (through the use of bidirectional GAN [18] ), and b) passing real data in E 1 through an autoencoder and feeding it along with its labels to train another GAN, whose generative model G is used to generate synthetic data. The GAN, depicted in Figure 1 , consists of two competing deep neural networks [6] : the generator network that maps a source of noise to the input space and the discriminator network that receives either a generated (synthetic) or a real data sample and distinguishes between the two samples as generated or real. The goal is to train the generator until it learns to fool the discriminator. In theory, these models are capable of modeling an arbitrarily complex probability distribution. The goal is to solve the minimax objective:
where z is a noise input to generator G with a model distribution of P z and G(z) is the generator output. Input data r has distribution P data and the discriminator D distinguishes between the real and generated samples. Although the objective in (2) is initially proposed in [6] , later studies (such as [19] ) showed that (2) suffers from vanishing gradients and harder to train. Instead, the objectives for the discriminator and generator are separated to (3) and (4), respectively [19] :
The discriminator and generator are trained with backpropagation of error. In the conditional GAN formulation, D(r) and G(z) are replaced by D(r, L(r)) and G(z, L(r)), respectively, to incorporate the labels L(r). This iterative game at the optimality minimizes the value function that minimizes the Jensen-Shannon divergence between data and model distributions. Figure 3 depicts the SAGA workflow for the training data augmentation problem. We assume that there is some (little) training data T available in spectrum environment E (with fixed but unknown statistics of w[n], h[n] and x[n]). We build a spectrum sensing classifier that detects the presence of a signal using the received signal. We note that we do not assume any pre-processing of data at the receiver (e.g., removing CP or taking the Fast Fourier Transform (FFT) of the signal) except for digitizing the analog signal. Our objective for data augmentation is to generate additional synthetic training data to improve the accuracy of the spectrum sensing classifier. Thus, we employ a GAN to generate new synthetic samples T ′ and to train the classifier C ′ with the concatenation of real data samples T and synthetic data samples T ′ .
III. SPECTRUM TRAINING DATA AUGMENTATION
Conditional GAN shown in Figure 3 is used in SAGA with two types of data samples: 1) Upper branch of the discriminator: real training samples in E. 2) Lower branch of the discriminator: synthetic samples (generated by SAGA) for E. The SAGA workflow for training data augmentation, illustrated in Figure 3 , consists of the following steps: 1) GAN Training: A conditional GAN is trained using real training samples. The generator learns to synthesize new data samples. 2) Classifier Training with augmented data: The synthetic data samples are used, along with the real samples, to train a classifier. 3) Classification: As new data comes in, classifier C ′ is used to classify the presence of an emitter. For numerical results, we consider the transmission of N d = 32 OFDM subcarriers with CP of length N c = 8 over a unit-normal Rayleigh channel with 4 channel taps. In the conditional GAN, we employ deep learning structures that correspond to three layers of neural network (feed-forward neural network) with 100 neurons at each layer for both discriminator and generator. In the hidden layers, leaky rectifying linear unit (leaky-RELU) is used as activation. A leaky-RELU performs f (x) = max(αx, x) operation and we use α = 0.2. At the output layer, sigmoid activation function is used. OFDM spectrum sensing simulation is implemented in TensorFlow [20] .
We evaluate the performance of two classifiers used for spectrum sensing: random forest (RF) and SVM using radial basis function (RBF) kernels. In general, RF is fast to train but may not always achieve high accuracy, whereas SVM with RBF kernel has high accuracy but requires more computational power. The accuracy of RF and SVM classifiers is evaluated at signal-to-noise ratios (SNRs) of 0 dB, 5 dB, and 10 dB in environment E 1 . Consider two cases: 1) Baseline: Classifier C that is trained with N r real training data samples 2) Data augmentation: Classifier C ′ is trained with N r real training samples and N s samples generated by SAGA. These classifiers (one as baseline and the other one supporting data augmentation) are trained for illustration. The accuracies of both classifiers with respect to different portions allocated for training and testing are presented in Figure 4 . It needs to be noted that this parameter drastically changes the classifier accuracy as it determines the overfit versus underfit trade-off. The binary classification accuracy of detecting the presence of an emitter in E 1 is presented in Table I at the best ratios of training samples to total samples. SVM classifier with kernel basis outperforms RF classifier for most cases. Figure 4 depicts the testing accuracy as the number of training samples increases.
For 100 real samples, we divide the samples into training and test sets. To demonstrate the performance improvements achievable with SAGA, in the next step of our evaluation, we select the worst ratio of training to total number of samples at each SNR and for each classifier, and input the training samples to train the adversarial network of SAGA. After synthetic data samples are generated, the classifier is trained with the real data and synthetic data. Two types of classifiers are evaluated. Classifier C is trained with real samples only, whereas Classifier C ′ is trained with real and synthetic samples. Both classifier types (C and C ′ ) are evaluated with the same number of test samples for fairness. Figures 5(a) -(c) depict the accuracy of the RF and SVM classifiers at SNR values of 0 dB, 5 dB, and 10 dB, respectively. The lines represent the accuracy of Classifiers C ′ for different number of synthetic samples added to the training set. The blue and green regions represent the accuracy of RF and SVM classifiers (of type C), where the upper and lower points of each region correspond to the maximum and minimum accuracies over all ratios, respectively. It is observed that after 100 synthetic samples, the classifier trained with additional synthetic data samples always outperforms the classifier trained with real data samples. We note that for both classifiers and at each SNR, the accuracy improvement is significant. For example, RF classifier accuracy is increased from 56% to 94% at 0 dB and SVM classifier accuracy is increased from 81% to 99% at 10 dB. As expected, we find that the number of synthetic samples to be generated is an important factor. Empirically, we see that adding 4× synthetic data, i.e., N s = 4N r , provides significant performance gains.
IV. SPECTRUM TRAINING DATA ADAPTATION
Suppose a classifier C 1 is already trained on data T 1 with labels L(T 1 ) in E 1 . The environment (e.g., channel conditions or emitter characteristics) changes to E 2 and there are no labels to train the new classifier C 2 in E 2 . We generate synthetic data that maps samples from E 1 to E 2 . Figure 6 depicts the proposed SAGA procedure for the training data adaptation problem. SAGA procedure for training data adaptation consists of a bidirectional GAN [18] , a CGAN, and a classifier.
In Section III, we employed GAN to learn the mapping of random noise to realistic samples, G(z), however, it does not give us the inverse mapping, G −1 (T 1 ). Bidirectional GAN helps us get this inverse mapping by using a GAN and an autoencoder that together learn to take the inverse of a neural network. The samples T 1 in E 1 are input to an autoencoder Enc, while random noise is input to a generatorG. The , z] as fake samples in the lower branch, and training is applied via backpropagation. When GAN training convergences, the encoder learns the inverse mapping from noise domain to the sample domain in E 1 . Thus, we obtain the inverse mapping such thatG(Enc(T 1 )) = T 1 . This training is done only once.
As the environment changes from E 1 to E 2 , we train a new CGAN that takes the new samples in E 2 as real inputs. Instead of random noise as fake inputs, we utilize the inverse mapping Enc(T 1 ) of the bidirectional GAN and carry the labels in E 1 to train the CGAN. After CGAN training, we train a classifier C ′ 2 with domain adapted samples, G (Enc(T 1 ) ). The classifier C ′ 2 is used to label the new samples in E 2 . We evaluate the performance using real samples from E 2 . To represent two channel environments, we consider two Rayleigh fading distributions with different variances. In the first environment, we consider variance of 0.2, whereas a variance of 2 is considered for the second environment to model changes in signal amplitudes. The distribution of samples with and without emitters in environments E 1 and E 2 are illustrated in Figure 7 . The blue squares indicate no signal and red circles represent the presence of an emitter. Figure 7 depicts three types of data samples: 1) upper: real training samples in E 1 , 2) middle: real samples in E 2 (ideal hypothetical case), and 3) lower: synthetic samples generated by SAGA for E 2 . Note that the synthetic samples preserve labels in environment E 2 . The next step is to train classifiers based on these data samples. The accuracy of SVM classifier is evaluated at 5 dB. The classifier accuracy results (of detecting the presence of an emitter) are presented in Figure 8 . Three different of classifiers are considered: 1) old classifier C 1 that is trained in E 1 (denoted by green), 2) (ideal case) new classifier C 2 that is trained with real training data T 2 and labels L 2 (denoted by blue), and 3) new classifier C 3 that is trained by the data adapted by SAGA (denoted by red and shown as C ′ 2 in Figure 6 ). Based on Figure 8 , we observe that C 1 performs well in E 1 , but as the environment changes to E 2 , its performance is severely degraded. Classifier C 2 constitutes the upper bound in the new environment E 2 as it is trained on labeled data T 2 . The classifier C 3 that is trained by SAGA's synthetic data performs very close to the upper bound of C 2 .
V. CONCLUSION
We presented the novel approach of SAGA that addresses two of the bottlenecks in using machine learning classifiers in cognitive radio domain, namely, the data augmentation problem and the domain adaptation problem. First, when acquiring new data is expensive or not possible, classifiers trained with the available training data may have poor performance. SAGA uses generative adversarial learning to learn and generate synthetic data samples that improve classifier accuracy through training data augmentation. The second bottleneck addressed by SAGA is domain adaptation with respect to changing spec-trum environment. In this problem, labeled training data and classifiers are available for one environment, but as spectrum conditions change, no training data is available under a new environment. To address this challenge, synthetic data samples generated by SAGA can be used to train the classifier for the new environment through domain adaptation. We applied SAGA to spectrum sensing and showed its feasibility. We note that SAGA can readily be extended for wideband spectrum sensing in which a receiver listens to multiple channels to detect the presence of emitter(s) by applying training data augmentation and adaptation.
