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RECONSTRUCTING THE BOST–CONNES SEMIGROUP
ACTIONS FROM K-THEORY
YOSUKE KUBOTA AND TAKUYA TAKEISHI
Abstract. We complete the classification of Bost–Connes systems. We
show that two Bost–Connes C*-algebras for number fields are isomorphic
if and only if the original semigroups actions are conjugate. Together
with recent reconstruction results in number theory by Cornelissen–de
Smit–Li–Marcolli–Smit, we conclude that two Bost–Connes C*-algebras
are isomorphic if and only if the original number fields are isomorphic.
1. Introduction
The Bost–Connes system (AK , σK,t) is a C*-dynamical system attached
to a number field K. A specific feature of this system is that its dynamics,
in particular the behavior of its KMS-states, reflects the arithmetics of the
original number field. For example, the set of extremal KMS-states at low
temperature equips a free transitive action of the Galois group GabK . At high
temperature there is a unique KMS-state. The critical temperature β = 1
is nothing but the critical point of the Dedekind zeta function, which is the
partition function of the Bost–Connes system.
After the pioneering work by Bost–Connes [3] in the case of Q, the gen-
eralization of this dynamical system to an arbitrary number field has been
a leading problem in the study of Bost–Connes systems. It was completed
after a 15-year effort by many mathematicians such as Ha–Paugam [9] (the
definition of the Bost–Connes system), Laca–Larsen–Neshveyev [12] (the
KMS-classification) and Yalkinoglu [19] (construction of the arithmetic sub-
algebra).
For the definition of the Bost–Connes system, one starts with an action
of the semigroup IK of integral ideals of K on a compact space YK , which
is defined by using the Artin reciprocity map in class field theory. It asso-
ciates a groupoid GK and the Bost–Connes C*-algebra AK is the groupoid
C*-algebra C∗r (GK). The R-action σK is induced from the absolute norm
function N : IK → R≥0. See Section 2.1 for more details.
According to the philosophy of anabelian geometry, it is natural to expect
that the Bost–Connes system remembers the original number field. More
precisely, two Bost–Connes systems AK and AL have been conjectured to
be isomorphic if and only if the number fields K and L are isomorphic.
Indeed, as is mentioned above, the dynamics of the Bost–Connes system
such as the KMS states recovers many of the arithmetics of the number
field. For example, an isomorphism of Bost–Connes systems immediately
induces a bijection between abelianized Galois groups. This problem was
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first considered in [7] and recently a remarkable partial solution is given by
Cornelissen, de Smit, Li, Marcolli and Smit in [5,6], where it is proved that
the Bost–Connes semigroup actions YK x IK and YL x IL are conjugate if
and only if K is isomorphic to L.
Alongside these results, recent works by the second author [17,18] provide
a new perspective on this problem: Even if we forget the R-action σK,t,
the underlying Bost–Connes C*-algebra AK has rich information. A key
observation is that AK has the canonical structure of a C*-algebra over 2
PK
(see Subsection 2.3 for more details). In particular, the main theorem of [18]
clarifies that we can reconstruct the Dedekind zeta function of K from the
ordered K0-group of irreducible sub-quotients without using the R-action
and KMS-states.
In this paper, we establish this idea in a complete way. Our main theorem
is the following:
Theorem 1.1. Let K and L be number fields. The following are equivalent:
(1) The semigroup actions YK x IK and YL x IL are conjugate.
(2) The Bost–Connes groupoids GK and GL are isomorphic.
(3) The Bost–Connes systems (AK , σK,t) and (AL, σL,t) are R-equivariantly
isomorphic.
(4) The Bost–Connes C*-algebras AK and AL are isomorphic.
(5) There is a bijection PK ∼= PL (which identifies 2
PK ∼= 2PL) and an
ordered KK(2PK )-equivalence between AK and AL.
(6) There is a bijection PK ∼= PL and a family of ordered isomorphisms
ϕF : K∗(B
F
K)→ K∗(B
F
L )
such that ϕF∪{p}◦∂F,pK = ∂
F,p
L ◦ϕ
F for any finite subset F ⊂ PK ∼= PL.
Here we say that an isomorphism of K0-groups is ordered if it gives a
bijection of the positive cones (see for example [2, Section 6]). The precise
meaning of (5) is that there is an invertible element in KK(2PK ;AK , AL)
([11, Definition 4.1], see also [14, Definition 3.1]) which induces a family of
ordered isomorphisms between filtered K0-groups [15, Definition 2.4]. The
C*-algebra BFK and the homomorphism ∂
F,p
K are defined in Definition 2.11
and Definition 2.14 respectively.
The essential step is (6)⇒(1). For the proof, we essentially give a recon-
struction procedure of the topological space YK and the action of IK from
the given K-theoretic data.
Combining Theorem 1.1 with recent results [5, Theorem 3.1] and [6, The-
orem 3.1] mentioned above, we complete the classification of Bost–Connes
systems and the underlying C*-algebras.
Corollary 1.2. Let two number fields K and L satisfy one of the equivalent
conditions (1) - (6) in Theorem 1.1. Then, K is isomorphic to L.
Theorem 1.1 can be viewed as not only a classification result of C*-
algebras, but also a construction of an invariant of number fields. Actually,
the implication (6)⇒(1) means that the family of ordered K∗-groups with
boundary homomorphisms provides a complete invariant of number fields.
It would be interesting to relate this invariant with other known invariants
in number theory.
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This paper is organized as follows. In Section 2, we revisit the global struc-
ture of the Bost–Connes semigroup action and Bost–Connes C*-algebra from
the viewpoint of the valuation map. In Section 3, we give a reconstruction
procedure of profinite completions of free abelian groups from the K∗-group
of the crossed product. Finally, the proof of Theorem 1.1 is given in Section
4. In Appendix A, we introduce a more direct reconstruction of the profinite
completion provided for the authors by Xin Li.
Acknowledgment. The authors are gratefully indebted to Xin Li for his
interest and allowing them to expose his elegant alternative proof in this
paper. They also would like to thank Yuki Arano, Kazuki Tokimoto and
Makoto Yamashita for for helpful discussions. In addition, the second au-
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2. Structure of the Bost–Connes semigroup actions
2.1. Preliminaries. First of all, we give a quick review of the definition of
the Bost–Connes system and related objects. Throughout this paper, we
write N for the additive semigroup {n ∈ Z | n ≥ 0}.
We start with some notational conventions in algebraic number theory.
We basically follow the notations of [16]. For a commutative ring R, we use
the symbol R∗ for the set of unit elements. For a family of locally compact
spaces {Xi}i∈I and compact open subspaces Yi ⊂ Xi, the restricted direct
product is defined to be∏′
i∈I
(Xi, Yi) := {(xi) ∈
∏
i∈I
Xi | xi 6∈ Yi for only finitely many i’s}.
Let K be a number field with the integer ring OK . We write PK for the
set of prime ideals of OK . Let IK denote the set of nonzero integral ideals
of K, which forms a semigroup by the multiplication. By the unique prime
factorization, it is isomorphic to the free abelian group with the basis PK ,
i.e., IK ∼=
⊕
p∈PK
pN. Similarly, the group JK of fractional ideals of K is
isomorphic to the direct sum
⊕
p∈PK
pZ.
For each p ∈ PK , the corresponding local field Kp has the integer ring
Op and the quotient K
∗
p/O
∗
p is isomorphic to Z through the valuation vp.
Let OˆK denote the ring
∏
p∈PK
Op, let AK,f denote the ring of finite adeles∏′
p∈PK
(Kp,Op) and set Oˆ
♮
K := A
∗
K,f ∩OˆK . A finite idele a ∈ A
∗
K,f generates
a fractional ideal (a) ∈ JK and this correspondence induces an isomorphism
A∗K,f/Oˆ
∗
K
∼= JK . It restricts to an isomorphism Oˆ
♮
K/Oˆ
∗
K
∼= IK .
The group A∗K,f of finite ideles acts on G
ab
K through the Artin reciprocity
map
φK : A
∗
K,f → G
ab
K .
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Let φ¯K(g) := φK(g)
−1. The group A∗K,f also acts on AK,f by the multipli-
cation, which is denoted by α. Now, the product action α× φ¯K of A
∗
K,f onto
AK,f ×G
ab
K induces a JK -action on the quotient space
XK := AK,f ×Oˆ∗
K
GabK = (AK,f ×G
ab
K )/(α × φ¯K)(Oˆ
∗
K).
This action is explicitly written as a·[b, γ] := [ba, φK(a)
−1γ] for b ∈ AK,f and
γ ∈ GabK , where a is a finite idele with a = (a). It restricts to an IK-action
on
YK := OˆK ×Oˆ∗
K
GabK ⊂ XK .
TheBost–Connes groupoid attached toK is the semigroup transformation
groupoid
GK := YK ⋊ IK .
More precisely, GK is the subgroupoid of transformation groupoid XK ⋊ JK
associated to the group action XK x JK (in the sense of [4, Example 5.6.3])
defined by
GK = {(x, a) ∈ XK ⋊ JK | x and a · x are in YK}.
Note that the target space G0K = YK is compact.
TheBost–Connes C*-algebra is the associated groupoid C*-algebra AK :=
C∗r (GK) (see for example [4, Section 5.6]). In other words, it is the corner
subalgebra
AK = 1YK (C0(XK)⋊ JK)1YK
of the crossed productC0(X)⋊JK , where 1YK ∈ C0(XK) is the characteristic
function on YK .
The dual action of the Pontrjagin dual group JˆK ∼= (R/Z)
∞ on C0(X)⋊
JK has the property that its restriction to C0(X) is trivial. Hence it restricts
to an action on AK . The R-action σK,t on AK is defined as the composition
of this JˆK-action with the dual homomorphism R ∼= Rˆ→ JˆK of
− logNK( · ) : JK → R,
where NK is the absolute norm function. That is, σK,t is determined by
σK,t(fua) = NK(a)
itfua
for t ∈ R, f ∈ C(YK) and a ∈ IK .
2.2. A decomposition of YK . In previous works [17, 18] of the second
author, the structure of the closures of orbits of GK were studied in order to
determine the primitive ideal space Prim(AK). Here we revisit them from
the viewpoint of the valuation maps.
Let N˜ and Z˜ denote N ∪ {+∞} and Z ∪ {+∞} with the order topology
respectively. Let Yval := N˜
PK , on which the semigroup IK ∼=
⊕
p∈PK
pN
acts by the product action of N˜ x N. Similarly we define the JK -space
Xval :=
∏′
p∈PK
(Z˜, N˜). Since the valuation vp : Kp → Z˜ is invariant under
the action by O∗p on the domain, the composition(∏
p∈PK
vp
)
◦ pr1 : AK,f ×G
ab
K → Xval,
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where pr1 denotes the projection onto the first factor, induces a JK -equivariant
proper continuous map valK : XK → Xval. It restricts to an IK-equivariant
map YK → Yval.
The orbit space Xval/JK with the quotient topology is isomorphic to the
power set 2PK with the power-cofinite topology (that is, the family of subsets
of the form
UF := {C ∈ 2
PK | C ∩ F = ∅},
where F runs over all finite subsets of PK , forms an open basis of 2PK ) by
the map
JK · (np) 7→ {p ∈ PK | np =∞}.
This is because the power-cofinite topology is nothing but the product topol-
ogy of 2 = {0, 1} with the topology {∅, {0}, 2}.
For a subset S ⊂ PK , we write X
S
val for the orbit corresponding to the
complement Sc. That is,
XSval := JK · x
S
0 ⊂ Xval,
where
(xS0 )p =
{
0 if p ∈ S,
+∞ if p 6∈ S.
We remark that the closure XSval is equal to the union
⊔
S′⊂S X
S′
val, which
corresponds to the fact that
{Sc} = {C ∈ 2PK | Sc ⊂ C} ⊂ 2PK .
The stabilizer subgroup of xS0 is
JSK :=
⊕
p6∈S
pZ ⊂ JK
and the fiber val−1K (x
S
0 ) is canonically isomorphic to
GSK := G
ab
K /
(∏
p6∈S
O∗p
)
,
on which JSK acts by multiplication through the homomorphism
φ¯SK : J
S
K → G
S
K
induced from the restriction of φ¯K to the subgroup A
∗
K,f ∩
∏′
p6∈S(Kp,Op).
For example, G∅K is isomorphic to the narrow class group Cl
1
K := JK/P
1
K
(where P 1K := {(k) ∈ JK | k ∈ K
∗
+}) and φ
∅
K : JK → Cl
1
K is equal to the
quotient.
Now, we use a canonical choice of a complement
JK,S := J
Sc
K =
⊕
p∈S
pZ
of JSK . Then, JK
∼= JSK × JK,S and JK,S acts on X
S
val freely. Therefore, the
subspace
XSK := val
−1
K (X
S
val) =
(∏
p∈S
O♮p ×
∏
p6∈S
{0}
)
×Oˆ∗
K
GabK ⊂ XK
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(afterwardsXSK is often identified with the space
(∏
p∈S O
♮
p
)
×Oˆ∗
K
GabK ) is JK-
equivariantly isomorphic to JK,S ×G
S
K on which JK acts by multiplication
through
idJK,S × φ¯
S
K : JK,S × J
S
K → JK,S ×G
S
K .
Indeed, the identification ηSK : JK,S ×G
S
K → X
S
K is explicitly given by
ηSK(a, γ) := [a
S
0 · a, φK(a)
−1γ˜] ∈ A∗K,f ×Oˆ∗
K
GabK ,(2.1)
where a ∈ A∗K,f with (a) = a and γ˜ ∈ G
ab
K is a lift of γ ∈ G
S
K . Here we write
aS0 for the finite adele determined by (a
S
0 )p = 1 for p ∈ S and (a
S
0 )p = 0 for
p 6∈ S.
In summary, we get the following.
Lemma 2.2. There is a bijection
ηK :=
( ⊔
S⊂PK
ηSK
)
:
⊔
S⊂PK
(JK,S ×G
S
K)→ XK .
Moreover, it restricts to a bijection between
⊔
S⊂PK
IK,S×G
S
K and YK , where
IK,S :=
⊕
p∈S p
N.
Next we describe the topology on YK and each Y SK in terms of the above
decomposition. For S ⊂ S′ ⊂ PK , let
qS
′,S
K :
( ∏
p∈S′
Op
)
×Oˆ∗
K
GabK →
(∏
p∈S
Op
)
×Oˆ∗
K
GabK
denote the surjection induced from the projection
∏
p∈S′ Op →
∏
p∈S Op.
Then, by (2.1), the composition
θS
′,S
K := (η
S
K)
−1 ◦ qS
′,S
K ◦ η
S′
K : IK,S′ ×G
S′
K → IK,S ×G
S
K
is written as
θS
′,S
K (ab, γ) = (a, φ
S
K(b)
−1 · πS
′,S
K (γ))(2.3)
for ab ∈ IK,S′, where a ∈ IK,S and b ∈ IK,S′ ∩ I
S
K , and γ ∈ G
S
K . Here
πS
′,S
K : G
S′
K → G
S
K denotes the projection.
For T ⊂ S ⊂ PK , we define the map ΘT from
⊔
S′⊂S IK,S′ × G
S′
K to the
one-point compactification (IK,T ×G
T
K)
+ = IK,T ×G
T
K ∪ {∗} by
ΘT |IK×GS
′
K
=
{
θS
′,T
K if T ⊂ S
′,
c∗ otherwise,
where c∗ denote the constant map to ∗.
Lemma 2.4. Let S ⊂ PK . The bijection ηK in Lemma 2.2 gives rise to a
homeomorphism between Y SK and
⊔
S′⊂S IK,S′×G
S′
K with the weakest topology
such that ΘT is continuous with respect to the usual topology of IK,T ×G
T
K
for each T ⊂ PK .
Proof. We write ZSK for the set
⊔
S′⊂S IK,S′×G
S′
K with the topology given in
the statement of the lemma. Note that ZSK is Hausdorff because its topology
is induced from the inclusion
∏
T ΘT . The composition ΘT ◦ η
−1
K : Y
S
K →
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(IK,T ×G
T
K)
+ is continuous because it is the composition of qS,TK : Y
S
K → Y
T
K
with the collapsing map Y TK → (Y
T
K )
+. That is, η−1K gives a continuous
bijection from Y SK to Z
S
K , which is actually a homeomorphism because Y
S
K
is compact and ZSK is Hausdorff. 
For a finite subset F ⊂ PK , the structure of the JK -space X
F
K , that is,
the homomorphism φFK : J
F
K → G
F
K is well understood in class field theory.
Lemma 2.5. Let F be a finite subset of PK .
(1) The group GFK is an extension of the narrow class group Cl
1
K by a
quotient of the group
∏
p∈F O
∗
p .
(2) The homomorphism φFK factors through an isomorphism
lim
←−m∈IK,F
JFK/P
m
K → G
F
K ,
where IK,F ∼= N
F is equipped with the product partial order and
PmK := {(k) ∈ JK | k ∈ K
∗
+ such that k ≡ 1 modulo m}.
Proof (cf. [13, Proposition 1.1]). Let K∞ :=
∏
p|∞Kp be the completion at
all infinite places and let Ko∞ be the connected component of K
∗
∞. Then,
the Artin reciprocity map gives an isomorphism A∗K/K
o
∞K
∗ → GabK , where
A∗K := A
∗
K,f ×K
∗
∞.
We write as O
(0)
p := O
∗
p and O
(n)
p := (1 + p
n) for n ≥ 1. For m ∈ IK ,
let U
(m)
f :=
∏
pO
(mp)
p and U
m := Umf × K
o
∞. Then, since U
(m) is an open
subgroup of A∗K , we get
GFK
∼= A∗K/K
∗Ko∞(
∏
p6∈F
O∗p)
∼= lim←−m A
∗
K/K
∗Ko∞U
(m)
f
∼= lim←−mA
∗
K/K
∗U (m).
The right hand side is by definition isomorphic to the projective limit lim
←−m
CK/C
m
K
(see [16, Definition VI.1.2, Definition VI.1.7]), which is isomorphic to lim←−m J
F
K/P
m
K
by [16, Proposition VI.1.9]. These isomorphisms are all JK -equivariant by
construction.
Now, (1) follows from (2) because GFK/φK(
∏
p∈F O
∗
p)
∼= G∅K is isomorphic
to Cl1K . 
Finally we get the following reconstruction of the Bost–Connes semigroup
action YK x IK .
Proposition 2.6. Let K and L be number fields. Let us fix a bijection
χ : PK → PL and write jχ : JK → JL and j
F
χ : J
F
K → J
χ(F )
L for the induced
isomorphisms. Assume that there is a family of isomorphisms ΦF : GFK →
G
χ(F )
L for any finite subset F ⊂ PK such that the diagrams
JFK
jFχ

φFK // GFK
ΦF

J
χ(F )
L
φ
χ(F )
L // G
χ(F )
L
(2.7)
commute. Then, there is a homeomorphism Ψ: YK → YL such that (Ψ, jχ)
gives rise to a conjugate of semigroup actions YK x IK and YL x IL.
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Proof. In the proof, we omit χ and use the same symbol F for its image in
PL for simplicity of notation. First, consider the diagram
JFK
φFK //
jFχ

GFK
πF,E
K //
ΦF

GEK
ΦE

JFL
φF
L // GFL
πF,E
L // GEL
(2.8)
for finite subsets E ⊂ F of PK , where π
F,E
K denotes the quotient G
F
K → G
E
K .
Then the left square commutes by assumption. The large outer square also
commutes because it is a restriction of (2.7) to subgroups JFK and J
F
L . Since
φFK has a dense image, the right square also commutes.
Recall that θF,EK is written in (2.3) by using only φ
F
K and π
F,E
K . Therefore,
by the commutativity of (2.7) and (2.8), the diagram
IK,F ×G
F
K
jFχ×Φ
F
//
θF,E
K

IL,F ×G
F
L
θF,E
L

IK,E ×G
E
K
jEχ ×Φ
E
// IL,E ×G
E
L
commutes. Hence the map
ΨF :=
⊔
E⊂F
jEχ × Φ
E :
⊔
IK,E ×G
E
K →
⊔
IL,E ×G
E
L
is a homeomorphism from Y FK to Y
F
L by Lemma 2.4. Moreover, each ΨF
and jχ gives rise to a conjugacy of Y FK x IK and Y
E
L x IL.
Now we get a homeomorphism Ψ: YK → YL as the projective limit of
ΨF ’s. Indeed, YK is the projective limit lim←−F Y
F
K by the connecting maps
σF,EK :=
⊔
F ′⊂F θ
F ′,F ′∩E
K , where F runs over all finite subsets of PK . Since
each σF,EK is IK-equivariant, the pair (Ψ, jχ) gives rise to a conjugate of
YK x IK and YL x IL. 
2.3. Subquotients of AK . Here we observe how the decomposition given
in Subsection 2.2 is reflected to the structure of the Bost–Connes C*-algebra
AK . Throughout this paper, we use the symbol ϕ⋊Γ: A⋊Γ→ B⋊Γ for the
∗-homomorphism between (reduced) crossed product C*-algebras induced
from a Γ-equivariant ∗-homomorphism ϕ : A→ B.
As is proved in [18, Proposition 3.17], there is a continuous surjection
ψK : Prim(AK)→ Xval/JK ∼= 2
PK ,
that is, AK has a canonical structure of the C*-algebra over 2
PK in the
sense of [11] (see also [14, Definition 2.3]). This map is characterized by
the property that the pull-back of a JK -invariant open subset U of Xval
corresponds to the ideal
AK(U) := 1YK (C0(val
−1
K (U))⋊ JK)1YK
of AK .
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This ψK is an intrinsic structure of the C*-algebra AK in the following
sense.
Lemma 2.9. Let K and L be number fields. Assume that there is an iso-
morphism ϕ : AK → AL. Then, there is a bijection χ : PK → PL such that
the diagram
Prim(AK)
(ϕ−1)∗
//
ψK

Prim(AL)
ψL

2PK
χ
// 2PL
commutes. That is, ϕ : AK → AL is a ∗-isomorphism over 2
PK .
Proof. Let Prim2(A) denote the set of second maximal primitive ideals in
the sense of [18, Definition 3.9]. It is proved in [18, Proposition 3.11] that
Prim2(AK) ⊂ Prim(A) is a locally compact Hausdorff space and its con-
nected components are in one-to-one correspondence with the elements of
PK . More precisely, there is a locally constant map
ψ˜K : Prim2(AK)→ PK
such that ψK(P ) = {ψ˜K(P )}
c ∈ 2PK . Therefore, we get a bijection
χ : PK
ψ˜−1
K−−→ π0(Prim2(AK)))
(ϕ−1)∗
−−−−→ π0(Prim2(AL))
ψ˜L−−→ PL.
Moreover, this choice of χ makes the above diagram commute because for
any P ∈ Prim(A) we have
ψK(P ) = {ψ˜K(Q) | Q ∈ Prim2(A), P ⊂ Q}
c ∈ 2PK ,
which follows from [18, Proposition 3.6]. 
Similarly, the C*-algebra
Aval := 1Yval(C0(Xval)⋊ JK)1Yval
also has the structure of a C*-algebra over 2PK which is characterized by
Aval(U) = 1Yval(C0(U)⋊JK)1Yval for any JK -invariant open subset U ⊂ Xval.
Note that it is isomorphic to the tensor product of infinite copies of the
Toeplitz algebra T := 1N(C0(Z˜)⋊ Z)1N. Moreover, the ∗-homomorphism
valK := val
∗
K ⋊ JK : C0(Xval)⋊ JK → C0(XK)⋊ JK
gives rise to a ∗-homomorphism from Aval to AK , for which we use the same
symbol valK . It maps Aval(U) to AK(U) for any open subset U ⊂ 2
PK , that
is, it is a ∗-homomorphism over 2PK .
Next we relate the structure of a C*-algebra over 2PK on AK with the
decomposition in Lemma 2.2. Following the terminology in [14], we say that
a subset of 2PK of the form U \ V , where U, V are open subsets of 2PK , is
locally closed. For a locally closed subset Z = U \ V of 2PK , we associate a
subquotient
AK(Z) := AK(U)/AK(U ∩ V )
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of AK , which is independent of the choice of such U and V and has the
structure of a C*-algebra over Z. In particular, for a locally closed subset
Z and an open subset U of 2PK , we get an exact sequence
0→ AK(Z ∩ U)→ AK(Z)→ AK(Z \ U)→ 0.(2.10)
Recall that {S} = {T ∈ 2PK | S ⊂ T} for S ⊂ PK . For a finite subset
F ⊂ PK ,
{F c} =
( ⋂
E(F
{Ec}
c
)
\ {F c}
c
is a locally closed subset.
Definition 2.11. We define the C*-algebras
BFK := AK({F
c}) = 1Y F
K
(C0(X
F
K)⋊ JK)1Y F
K
,
BFval := Aval({F
c}) = 1Y Fval
(C0(X
F
val)⋊ JK)1Y Fval
.
The C*-algebras BFK and B
F
val will play the role of composition factors
of AK and Aval respectively. Note that B
F
val is canonically isomorphic to
the tensor product of C∗rJ
F
K with the compact operator algebra K(ℓ
2(IK,F )).
Moreover, since valK is a ∗-homomorphism over 2
PK , we get a ∗-homomorphism
valFK : B
F
val → B
F
K .
Lemma 2.12. Let BFK := C(G
F
K)⋊ J
F
K . Then, there is an isomorphism
ξFK : B
F
K → B
F
K ⊗K(ℓ
2(IK,F )),
such that ξFK ◦val
F
K = (π
F∗
K ⋊J
F
K)⊗ id, where πF : G
F
K → pt is the projection.
Proof. The isomorphism ξFK is given by the restriction of
ηF∗K ⋊JK : C0(X
F
K)⋊J
F
K → C0(JK,F×G
F
K)⋊JK
∼= (C(GFK)⋊JK)⊗K(ℓ
2(JK,F ))
to the subalgebra BFK , where η
F∗
K : J
F
K×G
F
K → X
F
K is the map given in (2.1).
The second claim follows from valK ◦ η
F∗
K = id×πF . 
For a finite subset F ⊂ PK and p ∈ F
c, let Fp := F ∪ {p}. Then, the
two-point subset
{F c, F cp } =
( ⋂
E(F
{Ecp}
c
)
\ {F cp }
c
is locally closed. We apply (2.10) for Z = {F c, F cp } and U := {F
c}
c
to get
exact sequences
0→ B
Fp
K → AK({F
c,F cp })→ B
F
K → 0,
0→ B
Fp
val → Aval({F
c,F cp })→ B
F
val → 0.
(2.13)
Note that AK({F
c, F cp }) and Aval({F
c, F cp }) are explicitly written as
AK({F
c, F cp })
∼= 1(C0(X
F
K ∪X
Fp
K )⋊ JK)1,
Aval({F
c, F cp })
∼= 1(C0(X
F
val ∪X
Fp
val)⋊ JK)1,
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where XFK ∪ X
Fp
K (resp. X
F
val ∪ X
Fp
val) is equipped with the topology as an
open subset of X
Fp
K (resp. X
Fp
val) and 1 is the constant function on Y
Fp
K (resp.
Y
Fp
val ).
Definition 2.14. We write
∂F,pK : K∗(B
F
K)→ K∗+1(B
Fp
K ),
∂F,pval : K∗(B
F
val)→ K∗+1(B
Fp
val),
for the boundary homomorphism associated to the exact sequences (2.13).
Remark 2.15. Since XFval ∪X
Fp
val is identified with the subspace(∏
q∈F
Z
)
× Z+ ×
( ∏
q6∈Fp
{∞}
)
⊂
(∏
q∈F
Z+
)
× Z+ ×
( ∏
q6∈Fp
Z+
)
∼= Xval,
the second exact sequence in (2.13) is isomorphic to the tensor product of
C∗rJ
Fp
K ⊗K(ℓ
2(JK,F )) with the Toeplitz extension
0→ K(ℓ2(pN))→ T → C∗r (p
Z)→ 0.
Therefore, ∂F,pval is given by the Kasparov product with the KK1-class [T ] ∈
KK1(C
∗(pZ),C) represented by the Toeplitz extension. (Recall that an ex-
tenson of C*-algebras determines an element of the KK1-group. A basic
reference is [2, Section 18].)
Finally, we discuss the use of KK(X)-theory in the study of the Bost–
Connes C*-algebra. Here we omit the detail of KK(X)-theory [11] (see
also [14] and [1]) and only remark the following two points. First, for
two C*-algebras A, B over a topological space X, a ∗-homomorphism over
X from A to B gives an element of KK(X;A,B). Second, an element
ϕ ∈ KK(X;AK , AL) induces a family of homomorphisms
ϕZ∗ : K∗(A(Z))→ K∗(B(Z))
for any locally closed subsets Z ⊂ X such that the diagrams
K∗(A(Z \W )) //
ϕ(Z\W )∗

K∗(A(Z)) //
ϕZ∗

K∗(A(W ))
∂ //
ϕW∗

K∗+1(A(Z \W ))
ϕZ∗

K∗(B(Z \W )) // K∗(B(Z)) // K∗(B(W ))
∂ // K∗+1((B(Z \W ))
commute for any closed subset W ⊂ Z ([14, Definition 2.4], see also [1,
Proposition 3.2.1]). Note that a KK(X)-equivalence given by a ∗-isomorphism
over X is ordered, that is, each of the induced isomorphism ϕZ∗ gives a bi-
jection between positive cones K0(A(Z))+ ∼= K0(B(Z))+.
We apply this commutativity for the exact sequences (2.13). First, since
valK is a ∗-homomorphism over 2
PK , the induced homomorphisms
valFK∗ : K∗(Bval)→ K∗(B
F
K)
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make the diagrams
K∗(B
F
val)
∂F,p
K //
valFK∗

K∗+1(B
Fp
val)
val
Fp
K∗

K∗(B
F
K)
∂F,pval // K∗+1(B
Fp
K )
(2.16)
commute. Second, if AL is regarded as a C*-algebra over 2
PK by a fixed iden-
tification χ : PK → PL and there is an KK(2
PK )-equivalence ϕ ∈ KK(2PK ;AK , AL),
then it gives a family of isomorphisms
ϕF∗ : K∗(B
F
K)→ K∗(B
χ(F )
L )
such that the diagrams
K∗(B
F
K)
∂F,p
K //
ϕF

K∗+1(B
Fp
K )
ϕFp

K∗(B
χ(F )
L )
∂
χ(F ),χ(p)
L // K∗+1(B
χ(Fp)
L )
(2.17)
commute for each finite subset F ⊂ PK . Given the ∗-isomorphism ϕ : AK →
AL and χ given in Lemma 2.9, we have such a KK(2
PK )-equivalence. We
remark that the discussion in this paragraph shows (4) ⇒ (5) ⇒ (6) of
Theorem 1.1.
3. Reconstructing profinite completions from K-theory of the
crossed product C*-algebra
In this section we study C*-algebras of the form C(G) ⋊ Γ, where Γ
is a countable free abelian group and G is its profinite completion. Our
goal is to show that its K-group remembers the completion, that is, the
homomorphism Γ→ G. For simplicity of notation, we use the same symbol
π for quotients of compact abelian groups when the domain and range are
specified.
Throughout this paper, for a C*-algebra A we use the symbol K∗(A) for
the Z/2-graded group K0(A) ⊕ K1(A). The tensor product of K∗-groups is
also taken in the category of Z/2-graded abelian groups.
Let N be a set of rational prime numbers. A group G is a pro-N group
if it is a projective limit of finite groups whose orders are factorized as a
product of primes in N . A pro-N completion of a discrete group Γ is a pro-
N group G equipped with a group homomorphism f : Γ→ G whose image
is dense in G. In other words, G is a projective limit of finite quotients Γ/Γn
of Γ, where Γn is a decreasing sequence of normal subgroups of Γ such that
[Γ : Γn] is factorized as a product of primes in N . We remark that we do not
assume that the homomorphism f is injective. For example, the quotient
f : Γ→ Γ/Π is a pro-N completion if [Γ : Π] is factorized as the product of
primes in N .
Hereafter we deal with a finitely generated pro-N completion of a count-
able free abelian group. We say that a profinite group G is finitely generated
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if it is topologically finitely generated, that is, there is a finite family of el-
ements of G spanning a dense subgroup. For a set N of rational prime
numbers, Z[N−1] denotes the smallest subring of Q containing p−1 for all
p ∈ N and M [N−1] :=M ⊗Z Z[N
−1] for an abelian group M .
Lemma 3.1. Let N be a set of rational prime numbers and let G be a finitely
generated pro-N group. Then, G is decomposed as the product
∏
p∈N Gp such
that each Gp is isomorphic to Z
dp
p ×Fp for dp ∈ Z>0 and a finite p-group F .
Proof. We use the notation N|n for p|n for all p ∈ N . The group G is
canonically regarded as a finitely generated module over the ring
lim←−
N|n
Z/nZ ∼=
∏
p∈N
Zp.
Let 1Zp denote the unit of Zp, which is an idempotent in
∏
Zp, and set
Gp := 1Zp · G. Then G
∼=
∏
Gp and each Gp is a finitely generated Zp-
module. Hence we get the conclusion by the structure theorem for finitely
generated modules over a PID (principal ideal domain). 
We represent the order of profinite groups by using supernatural numbers
like |G| =
∏
plp , where lp = logp |Fp| if dp = 0 and lp =∞ if dp ≥ 1.
Lemma 3.2. Let F be a finite subset of PK . Then, there is a finite set NF
of rational prime numbers such that φFK : J
F
K → G
F
K is a pro-NF completion.
Proof. For a prime p ∈ PK over a rational prime number p, the group U
(1)
p of
principal units of Kp is a pro-p group and the quotient O
∗
p/U
(1)
p is finite (see
for example [16, Proposition II.5.3]). Let Np denote the union of {p} with
the set of prime numbers dividing |O∗p/U
(1)
p |. Then, O
∗
p is a pro-Np group.
Let NF denote the union of
⋃
p∈F Np with the set of prime numbers dividing
h1K := |Cl
1
K |. Then G
F
K is a pro-NF group by Lemma 2.5 (1). Moreover,
the map φFK has dense image by Lemma 2.5 (2). 
3.1. K-groups of C(G)⋊Γ. For the calculation of K∗(C(G)⋊Γ), we start
with the case that G is finite, that is, G ∼= Γ/Π for a finite index subgroup
Π.
First of all, we review a special case of Green’s imprimitivity theorem [8,
Theorem 17]. Let σ denote the regular representation of Γ to ℓ2(Γ/Π).
Recall that
C(Γ/Π)⋊ Γ ∼= span[(C(Γ/Π) ⊗ 1) · ((σ ⊗ id)(C∗rΓ))]
⊂ K(ℓ2(Γ/Π)) ⊗ C∗rΓ.
We write κ for this inclusion. Let p ∈ C(Γ/Π) be the support function on
0 ∈ Γ/Π. Then the ∗-homomorphism
j := p⊗ idC∗rΓ : C
∗
rΓ→ K(ℓ
2(Γ/Π)) ⊗ C∗rΓ
bijects the subalgebra C∗rΠ onto the full corner p(C(Γ/Π) ⋊ Γ)p. Conse-
quently, j0 := j|C∗rΠ induces the isomorphism K∗(C
∗
rΠ)
∼= K∗(C(Γ/Π)⋊ Γ).
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Lemma 3.3. Let Γ and Π be as above. Let ι : C∗rΠ → C
∗
rΓ denote the
inclusion, let π : Γ/Π → pt denote the quotient and let π∗ ⋊ Γ: C ⋊ Γ →
C(Γ/Π)⋊ Γ denote the induced ∗-homomorphism. Then, the composition
ι∗ ◦ (j0)
−1
∗ ◦ (π
∗ ⋊ Γ)∗ : K∗(C
∗
rΓ)→ K∗(C
∗
rΓ)
is multiplication by [Γ : Π]. In particular, (π∗ ⋊ Γ)∗ is injective.
Proof. By definition j∗ gives a canonical identification of K∗(C
∗
rΓ) with
K∗(K(ℓ
2(Γ/Π)) ⊗C∗rΓ). Since j ◦ ι = κ ◦ j0, we get
j∗ ◦ (ι∗ ◦ (j0)
−1
∗ ◦ (π
∗ ⋊ Γ)) = κ∗ ◦ (π
∗ ⋊ Γ)∗ = (σ ⊗ idC∗rΓ)∗.
Since σ is homotopic to the trivial representation onto the [Γ : Π]-dimensional
vector space ℓ2(Γ/Π) (because Γˆ is connected), the right hand side is multi-
plication by [Γ : Π]. 
Next, we give a more explicit calculation of the K-group. It is well-
known in topological K-theory that there is a canonical isomorphism be-
tween K∗(C
∗
rΓ)
∼= K∗(Γˆ) and the exterior algebra
∧∗Γ (actually, this is
an isomorphism as Hopf algebras). Here, each element of Γ is of odd de-
gree, that is, K0(C
∗
rΓ)
∼=
∧evenΓ and K1(C∗rΓ) ∼= ∧oddΓ. In the context
of K-theory of C*-algebras, this isomorphism is understood in terms of the
Kasparov product in the following way. First, the K-group of the C*-algebra
of the free abelian group generated by a single element v is
K∗(C
∗
r (Zv))
∼= Z[1]⊕ Zβv ∼=
∧∗(βv),
where the Bott element βv ∈ K1(C
∗
r (Zv)) is represented by the unitary uv.
For an independent family of elements v1, . . . , vk ∈ Γ, the Kasparov product
determines the element
βv1 ⊗ˆ . . . ⊗ˆβvk ∈ K∗(
⊗
iC
∗
r (Zvi))
∼= K∗(C
∗
r (
⊕
i Zvi)).
We use the same letter for its image in K∗(C
∗
rΓ). By choosing a basis {vi}i
of Γ, we get the homomorphism∧∗(βv1 , βv2 , . . . ) ∋ βvi1 ∧ · · · ∧ βvik 7→ βvi1 ⊗ˆ . . . ⊗ˆβvik ∈ K∗(C∗rΓ),(3.4)
which is well-defined by the graded commutativity of the Kasparov product
[10, Theorem 5.6]. It is actually an isomorphism due to the Ku¨nneth formula
(recall that the Ku¨nneth homomorphism K∗(A) ⊗ K∗(B) → K∗(A ⊗ B) is
nothing but the Kasparov product as above). We canonically identify the
left hand side with
∧∗Γ by the correspondence v 7→ βv . For a rank k free
abelian group equipped with an orientation, the element
βΣ := βv1 ⊗ˆ . . . ⊗ˆβvk ∈ K∗(C
∗
rΣ)
is independent of the choice of an oriented basis {vi}i and generates
∧kΣ ∼=
Z. Hereafter, we use the same symbol βΣ for its image in K∗(C
∗
rΓ) if Σ is an
oriented direct summand (that is, a direct summand with a fixed orientation)
of Γ.
Lemma 3.5. Let Π be a finite index subgroup of Γ. Through the isomor-
phism K∗(C
∗Γ) ∼=
∧∗Γ, the homomorphism ι∗ : K∗(C∗rΠ) → K∗(C∗rΓ) is
identified with the inclusion
∧∗Π→ ∧∗Γ.
RECONSTRUCTING THE BOST–CONNES SEMIGROUP ACTIONS 15
Proof. When Γ = Zv and Π = nZv, the statement can be checked directly.
Actually, ι∗([1]) = [1] and ι∗(βnv) = βnv = nβv. For general Γ and Π, let
us choose a basis {vi}i of Γ such that Π =
⊕
i niZvi. Now the claim follows
from the functoriality of the Ku¨nneth isomorphism. 
In particular, ι∗ is an isomorphism after tensoring with Z[N
−1] if [Γ : Π]
is factorized as primes in N . Together with Lemma 3.3, we can see that so
is (π∗ ⋊ Γ)∗ : K∗(C
∗
rΓ)→ K∗(C(Γ/Π)⋊ Γ).
Now we go back to the study of the K-group of C(G)⋊ Γ for general G.
Lemma 3.6. Let Γ be a countable free abelian group, let ϕ : Γ → G be a
pro-N completion and let π : G→ pt denote the quotient. Then,
(π∗ ⋊ Γ)∗ : K∗(C
∗
rΓ)→ K∗(C(G) ⋊ Γ)
is an isomorphism after tensoring with Z[N−1].
Proof. Since C(G)⋊Γ is isomorphic to the inductive limit lim−→k C(Γ/Γk)⋊Γ,
it follows from the above observations. 
Lemma 3.6 means that the K-group of C(G)⋊ Γ determines an interme-
diate subgroup ∧∗Γ ⊂ K∗(C(G)⋊ Γ) ⊂ ∧∗Γ[N−1].(3.7)
Here we simply write
∧∗Γ[N−1] for (∧∗Γ)[N−1] = ∧∗(Γ[N−1]). In the
following subsections, we observe that this data has rich information, enough
to reconstruct the pro-N completion f : Γ → G. Hereafter we often regard
K∗(C(G)⋊ Γ) as a subgroup of QΓ and omit the homomorphism (π
∗ ⋊ Γ)∗
for simplicity of notations.
Definition 3.8. Let Γ be a countable free abelian group and let f : Γ→ G
be a profinite completion of Γ. For k ∈ Z>0, we write
KkΓ(G) := K∗(C(G)⋊ Γ) ∩
∧kQΓ.
We remark that Lemma 3.3 means that
KnΓ(Γ/Π) =
1
[Γ : Π]
·
∧nΠ(3.9)
as subgroups of
∧nQΓ because the composition
K∗Γ(Γ/Π)
∼=
−→
∧∗Π 1[Γ:Π] ι∗−−−−→ ∧∗QΓ
restricts to the standard inclusion
∧∗Γ → ∧∗QΓ. Therefore, for a general
profinite completion G = lim←−Γ/Γk, we get
KnΓ(G) =
∞⋃
k=1
( 1
[Γ : Γk]
·
∧nΓk).(3.10)
In particular, we get a direct sum decomposition
K∗(C(G)⋊ Γ) =
⊕
n
KnΓ(G).
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3.2. Reconstructing pro-p completions. We start with the case that
N = {p}. Hereafter, we use the following symbol: for an element x of an
abelian group M , we define the supernatural number δ(x,M) =
∏
p p
lp(x,M)
to be
lp(x,M) := sup{l ∈ Z>0 | x ∈ p
kM} ∈ Z>0 ∪ {∞}.
The following lemma is a direct consequence of Lemma 3.3.
Lemma 3.11. Let f : Γ → G be a pro-p completion of a countable free
abelian group. Let Σ be an oriented rank d direct summand of Γ. Then
δ(βΣ,K
d
Γ(G)) = |G/f(Σ)|.
Proof. Let {Γk}k be a decreasing sequence of subgroups of Γ such that f
factors through an isomorphism lim←−Γ/Γk → G. By (3.10), we have
δ(βΣ,K
d
Γ(G)) = sup
k
δ(βΣ,K
d
Γ(Γ/Γk)).
On the other hand, |G/f(Σ)| is equal to the supremum of |Γ/(Γk + Σ)|.
Hence the proof of the lemma is reduced to the case that G = Γ/Π.
Let us choose an oriented basis v1, . . . , vd of Σ such that Σ∩Π =
⊕
i niZvi.
We remark that Σ∩Π is a direct summand of Π. By Lemma 3.3, ι∗ ◦(j0)
−1
∗ ◦
(π∗ ⋊ Γ)∗(βΣ) coincides with
[Γ : Π]βv1 ∧ · · · ∧ βvd =
[Γ : Π]
n1 . . . nd
βn1v1 ∧ · · · ∧ βndvd
=
[Γ : Π]
n1 . . . nd
ι∗(βΣ∩Π)
and hence
(j0)
−1
∗ ◦ (π∗ ⋊ Γ)(βΣ) =
[Γ : Π]
n1 . . . nd
βΣ∩Π.
Since δ(βΣ∩Π,
∧dΠ) = 1, we get
δ(βΣ,K
d
Γ(Γ/Π)) = δ((j0)
−1
∗ ◦ (π∗ ⋊ Γ)(βΣ),
∧∗Π)
=
[Γ : Π]
n1 . . . nd
=
[Γ : Π]
[Σ : Σ ∩Π]
= |Γ/(Π + Σ)|. 
Lemma 3.12. Let Γ be a free abelian group and let f : Γ → G be a pro-p
completion such that G ∼= Zp. Then, f factors through the isomorphism
lim←−
k→∞
Γ/(Γ ∩ pkK1Γ(G))→ G.
Proof. Since
G ∼= lim←−
k
G/pkG ∼= lim←−
k
Γ/f−1(pkG),
it suffices to show that Γ ∩ K1Γ(G) = f
−1(pkG).
We show that x ∈ pkK1Γ(G) if and only if f(x) ∈ p
kG for x ∈ Γ. With-
out loss of generality we may assume δ(x,Γ) = 1 because δ(pkx,K1Γ(G)) =
pkδ(x,K1Γ(G)). Lemma 3.11 implies that
δ(βx,K
1
Γ(G)) = |G/f(Zx)|.
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Recall that a closed subgroup f(Zx) of G ∼= Zp is of the form p
lG for some
l ≥ 0. Now we get the conclusion because pk divides |G/f(Zx)| if and only
if f(x) ∈ pkG. 
For d ∈ Z>0, let Sd(Γ, G) denote the set of oriented rank d direct sum-
mands Σ of Γ such that there exists x ∈ Γ\Σ with δ(βx∧βΣ,K
d+1
Γ (G)) = 1.
Note that such x satisfies δ(x,Γ) = 1 and hence Zx ⊕ Σ is also a direct
summand of Γ. By the fundamental theorem of finitely generated modules
over a PID and Lemma 3.11, an oriented direct summand Σ is in Sd(Γ, G)
if and only if G/f(Σ) is a singly generated Zp-module.
For an oriented rank d direct summand Σ of Γ, let βΣ∧ · denote the endo-
morphism on
∧∗Γ[p−1] taking the exterior product with βΣ. In particular,
it induces a homomorphism from Γ[p−1] ∼=
∧1Γ[p−1] to ∧d+1Γ[p−1].
Lemma 3.13. Let Γ be a free abelian group, G := Zdp and let f : Γ→ G be
a pro-p completion. Set
Γk := Γ ∩
⋂
Σ∈Sd−1(Γ,G)
(βΣ ∧ · )
−1(pkKdΓ(G)).
Then, f factors through the isomorphism lim←−Γ/Γk
∼= G.
Proof. For Σ ∈ Sd−1(Γ, G), let GΣ := G/f(Σ) and let fΣ denote the com-
position of f with the quotient G→ GΣ. Note that GΣ is isomorphic to Zp
since the Zp-rank of GΣ is equal to 1 and GΣ is singly generated.
We claim that
(βΣ ∧ · )
−1(KdΓ(G)) = K
1
Γ(GΣ).
Indeed, Lemma 3.11 implies that
δ(βx ∧ βΣ,K
d
Γ(G)) = |G/f(Σ ⊕ Zx)| = |GΣ/f(Zx))| = δ(βx,K
1
Γ(GΣ))
for x ∈ Γ \ Σ with δ(x,Γ) = 1 and δ(βx,K
1
Γ(GΣ)) = p
∞ for x ∈ Σ.
Now fΣ factors through the isomorphism
lim←−
k
Γ
Γ ∩ (βΣ ∧ · )−1(pkKdΓ(G))
→ GΣ
by Lemma 3.12. Hence the direct product∏
fΣ : Γ→
∏
Σ∈Sd−1(Γ,G)
GΣ
factors through an injection lim
←−
Γ/Γk →
∏
GΣ.
For the proof of the lemma, it suffices to show that the product of pro-
jections G →
∏
GΣ is injective. Since f has dense image, there is a finite
family {v1, . . . , vd} of elements of Γ such that {f(v1), . . . , f(vd)} forms a free
basis of the Zp-module G. Now, Σi :=
⊕
j 6=iZvj for i = 1, . . . , d satisfies
Σi ∈ Sd−1(Γ, G) and G→
∏
iGΣi is injective. 
Lemma 3.14. Let Γ be a free abelian group and let f : Γ → G be a pro-
p completion such that G is finitely generated. Let F denote the torsion
subgroups of G.
(1) Let d be the minimal integer such that KdΓ(G) is a proper subgroup
of
∧dΓ[p−1]. Then, it is equal to the rank of G.
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(2) Let Λ be an oriented rank d direct summand of Γ minimizing δ(βΛ,K
d
Γ(G))
and set H := f(Λ). Then, G/H is isomorphic to F . In particular,
N := δ(βΛ,K
d
Γ(G)) is equal to |F |.
(3) The subgroup
Π := {x ∈ Γ | N−1βx ∧ βΛ ∈ K
d+1
Γ (G)}
is equal to f−1(H).
(4) Under the identification
∧∗QΠ ∼= ∧∗QΓ induced from the inclusion
Π→ Γ, we get
K∗Π(H) = N · K
∗
Γ(G).
Consequently, Sd(Π,H) consists of oriented direct summands Σ of
Π such that there exists x ∈ Π with δ(ι∗(βx ∧ βΣ),K
d
Γ(G)) = N .
Proof. Since f has dense image, there is a finite family {vi}i∈I of elements of
Γ such that {f(vi)}i∈I freely generates a submodule M of G such that G ∼=
M ×F . Now we get δ(βΛ,K
d
Γ(G)) <∞ by Lemma 3.11 and hence K
d
Γ(G) (∧d[p−1]. On the other hand, Lemma 3.11 also implies that δ(βΣ,K∗Γ(G)) =
p∞ for any direct summand Σ of the rank less than d.
In fact, this choice of Λ actually minimizes δ(βΛ,K
d
Γ(G)) as in the state-
ment of (2). This follows from the fact that the order of the quotient of G
by any free subgroup of the same rank divides |F |. Now (2) follows from
Lemma 3.11.
Next we show (3). Let π : G → G/H denote the quotient. It is obvious
that both Π and f−1(H) contain Λ. On the other hand, for x ∈ Γ \ Λ with
x = ply and δ(y,Γ) = 1, we have
δ(βx ∧ βΛ,K
d+1
Γ (G)) = p
lδ(βy ∧ βΛ,K
d+1
Γ (G))
= pl|G/f(Zy ⊕ Λ)| = pl|F/〈π ◦ f(y)〉|
by Lemma 3.11. The right hand side is equal to |F | = N if and only if the
order of f(y) divides pl, that is, f(x) = 0.
Finally, (4) immediately follows from (3.10) as
K∗Γ(G) =
∞⋃
k=1
( 1
[Γ : Γk]
·
∧∗Γk)
=
1
[Γ : Π]
∞⋃
k=1
( 1
[Π : Γk]
·
∧nΓk)
= N−1K∗Π(H),
if we choose {Γk} as Γ1 = Π. 
Theorem 3.15. Let f : Γ→ G, d, Λ, N and Π be as in Lemma 3.14. Set
Πk := Π ∩
⋂
Σ∈Sd−1(Π,H)
(βΣ ∧ · )
−1(pkN · KdΓ(G)).
Then, f factors through an isomorphism lim←−Γ/Πk → G.
Proof. By construction, H is a free Zp-module. Therefore, f : Π→ H factors
through the isomorphism lim
←−k
Π/Πk → H by Lemma 3.13 and Lemma 3.14
(4). The result follows because G = Γ×Π H. 
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Corollary 3.16. Let Γ be a free abelian group, let fi : Γ→ Gi (i = 1, 2) be
two pro-p completions such that Gi are finitely generated and let πi : Gi → pt
denote the quotient. Suppose that we have the isomorphism
ϕ : K∗(C(G1)⋊ Γ)→ K∗(C(G2)⋊ Γ)
such that ϕ ◦ (π∗1 ⋊ Γ)∗ = (π
∗
2 ⋊ Γ)∗. Then, there is a group isomorphism
Φ: G1 → G2 such that Φ ◦ f1 = f2.
Proof. The assumption means that K∗Γ(G1) = K
∗
Γ(G2) as intermediate sub-
groups of
∧∗Γ ⊂ ∧∗QΓ. It is checked in Lemma 3.14 that all the data d,
Λ, N , Π and Sd−1(Π,H) used to define the decreasing sequence {Πk} de-
pend only on the intermediate subgroup
∧∗Γ ⊂ K∗Γ(G) ⊂ ∧QΓ. Therefore
we get isomorphisms fˆi : lim←−k Γ/Πk → Gi and Φ := fˆ2 ◦ fˆ
−1
1 is the desired
isomorphism. 
3.3. Reconstructing pro-N completions. Let N be a subset of prime
numbers and let f : Γ → G be a pro-N completion such that G is finitely
generated. By Lemma 3.1, the group G is decomposed as Gp1 × · · · ×Gpk .
For p ∈ N , let πp : G→ Gp be the projection.
Lemma 3.17. For p ∈ N , the subgroup K∗Γ(G)∩
∧∗Γ[1/p] of ∧∗QΓ is equal
to K∗Γ(Gp).
Proof. Let Np := N \ {p}. Since K
∗
Γ(Gp) is included in K
∗
Γ(G) ∩ Γ[1/p], it
suffices to show that the inclusion K∗Γ(Gp) ⊂ K
∗
Γ(G) induces an isomorphism
after tensoring with Z[N−1p ]. Moreover, by (3.10) it is enough to consider
the case that G = Γ/Π. Let Πp be the subgroup of Γ such that Γ/Πp ∼= Gp,
that is, [Γ : Πp] is a power of p and p does not divide [Πp : Π]. Then
Πp[N
−1
p ] = Π[N
−1
p ] and hence
K∗Γ(G)[N
−1
p ] =
( 1
[Γ : Π]
∧∗Π)[N−1p ]
=
1
[Γ : Πp]
∧∗Πp[N−1p ]
= K∗Γ(Gp)[N
−1
p ]. 
Corollary 3.18. Let fi : Γi → Gi (i = 1, 2) be two pro-N completions of
free abelian groups and let πi : Gi → pt denote the quotient. Suppose that
we have an isomorphism F : Γ1 → Γ2 and
ϕ : K∗(C(G1)⋊ Γ)→ K∗(C(G2)⋊ Γ)
such that the diagram
K∗(C
∗
rΓ1)
(π∗1⋊Γ1)∗//
F∗

K∗(C(G1)⋊ Γ1)
ϕ

K∗(C
∗
rΓ2)
(π∗2⋊Γ2)∗// K∗(C(G2)⋊ Γ2)
commutes. Then, there is a group isomorphism Φ: G1 → G2 such that
Φ ◦ f1 = f2 ◦ F .
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Proof. First, by replacing f2 with f2 ◦ F , we may assume that Γ1 = Γ2 and
F = id without loss of generality. For p ∈ N and i = 1, 2, let πi,p : Gi →
(Gi)p denote the quotient. By Lemma 3.17, ϕ induces an isomorphism
ϕp : K
∗
Γ(G1,p)
∼= K∗Γ(G2,p) such that (π
∗
1,p ⋊ Γ)∗ ◦ ϕp = (π
∗
2,p ⋊ Γ)∗. We
apply Corollary 3.16 to get an isomorphism Φp : G1,p → G2,p. Finally, Φ :=∏
p∈N Φp is the desired isomorphism. 
4. Reconstructing the Bost–Connes semigroup action
In this section we give a proof of Theorem 1.1. Throughout this section,
we fix a total order on PK in order to fix the orientation on direct summands
JK,F for finite subsets F ⊂ PK . For finite subsets F and F
′ of PK with
F ∩ F ′ = ∅, we use the symbol βFF ′ for the element βJK,F ′ ∈ K0(C
∗
rJ
F
K). We
write πFK for the projection G
F
K → pt.
The essential step is (6)⇒(1). Here we reconstruct the semigroup action
YK x IK from the family of ordered groups K∗(B
F
K) and homomorphisms
∂F,pK : K∗(B
F
K) → K∗+1(B
Fp
K ). First of all, recall that we have an ordered
isomorphism
ξFK∗ : K∗(B
F
K)→ K∗(B
F
K),
where ξFK is as in Lemma 2.12. We will apply Corollary 3.18 to reconstruct
profinite completions φFK : J
F
K → G
F
K . To this end, we need to reconstruct
the inclusion
∧∗JFK → K∗(BFK) from boundary homomorphisms. Recall
that B∅K = C(JK/P
1
K) ⋊ JK and |JK/P
1
K | =: h
1
K is called the narrow class
number.
Lemma 4.1. The boundary homomorphism ∂F,pK is uniquely determined by
the equalities
∂F,pK (val
F
K∗(β
F
F ′)) = 0,
∂F,pK (val
F
K∗(β
F
F ′p
)) = (−1)N(F
′,p)+1val
Fp
K∗(β
Fp
F ′ ),
for any finite subset F ′ ⊂ F cp . Here, N(F
′, p) denotes the inversion number
|{q ∈ F ′ | p < q}|.
Proof. By (3.7), a homomorphism from K∗(B
F
K) to a torsion-free group is
uniquely determined by the image of its subgroup (πF∗K ⋊ J
F
K)∗(K∗(C
∗JFK)).
This shows the uniqueness of homomorphisms from K∗(B
F
K) to K∗+1(B
Fp
K )
with the above equalities since valFK∗ = (ξ
F
K∗)
−1 ◦ (πF∗K ⋊ J
F
K)∗, as is shown
in Lemma 2.12.
Since the diagram (2.16) commutes, it suffices to show
∂F,pval (β
F
F ′) = 0, ∂
F,p
val (β
F
F ′p
) = (−1)N(F
′,p)+1β
Fp
F ′ .
To see this, recall that the identification K∗(C
∗
r JK)
∼=
∧∗JK is given by the
Kasparov product as in (3.4). In particular, we have
βFF ′ = β
Fp
F ′ ⊗ˆ[1C∗(pZ)], β
F
F ′p
= (−1)N(F
′,p)β
Fp
F ′ ⊗ˆβ
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as elements of K∗(C
∗
rJ
F
K)
∼= K∗(C
∗
rJ
Fp
K ⊗C
∗
r (p
Z)). Now, by Remark 2.15 and
the associativity of the Kasparov product, we get
∂F,pval (β
F
F ′) = (β
Fp
F ′ ⊗ˆ[1C∗r (pZ)]) ⊗ˆC∗r (pZ)[T ] = 0,
∂F,pval (β
F
F ′ ∧ βp) = (−1)
N(F ′,p)(β
Fp
F ′ ⊗ˆβp) ⊗ˆC∗r (pZ)[T ] = (−1)
N(F ′,p)+1β
Fp
F ′
since [1C∗r (pZ)] ⊗ˆC∗r (pZ)[T ] = 0 and βp ⊗ˆC∗r (pZ)[T ] = −1 ∈ KK(C,C). 
Let F = {p1, . . . , pl} be a finite subset of PK with p1 ≤ · · · ≤ pl. We
write as Fi := {pl−i+1, . . . , pl} ⊂ F and
DFK := ξ
F
K ◦ ∂
Fl−1,p1
K ◦ · · · ◦ ∂
F1,pl−1
K ◦ ∂
∅,pl
K ◦ (ξ
∅
K)
−1 : K∗(B
∅
K)→ K∗+l(B
F
K).
Similarly we define DFval : K∗(C
∗
r JK)→ K∗+l(C
∗
rJ
F
K).
Lemma 4.2. There is a unique ordered homomorphism
τFK : K0(B
F
K)→ R
such that the image (τFK ◦ D
F
K)(Kl(B
∅
K)) is Z. Moreover, it maps [1BFK
] to
the narrow class number h1K .
Proof. For a free abelian group Γ and its finite index subgroup Π, the K0-
group of the C*-algebra C(Γ/Π) ⋊ Γ ∼= C∗r (Π) ⊗ M|Γ/Π| admits a unique
ordered homomorphism to R up to scalar multiplication (see [2, Exercise
6.10.3]). Hence the inductive limit
K0(B
F
K) = lim−→
m∈IK,F
K0(C(J
F
K/P
m
K)⋊ J
F
K)
(we remark that this equality is obtained from Lemma 2.5 (2)) also admits
a unique ordered homomorphism to R up to scalar multiplications.
We take the unique ordered homomorphism τFK such that τ
F
K([1BFK
]) =
h1K . Then, the composition τ
F
K ◦ (π
F∗
K ⋊ JK)∗ has the image h
1
K · Z. This
is because it coincides with the map induced from the canonical trace on
K∗(C
∗
rJK) multiplied with h
1
K by the uniqueness of ordered homomorphisms
from K∗(C
∗
rJ
F
K) to R mapping [1C∗r JFK
] to h1K . Hence we obtain
h1K(τ
F
K ◦D
F
K)(Kl(B
∅
K)) ⊂ (τ
F
K ◦D
F
K)((π
∅∗
K ⋊ JK)∗(Kl(B
∅
val)))
= (τFK ◦ (π
F∗
K ⋊ J
F
K)∗)(D
F
val(Kl(B
∅
val)))
⊂ (τFK ◦ (π
F∗
K ⋊ J
F
K)∗)(K0(B
F
val)) ⊂ h
1
K · Z.
Here we use the fact h1KKl(B
∅
K) ⊂ (π
∅∗
K ⋊ JK)∗(Kl(C
∗
r JK)), which follows
from (3.9).
The remaining task is to show that the image of τFK ◦ D
F
K contains 1 ∈
Z. Recall that φ∅K surjects J
F
K to Cl
1
K by Lemma 2.5 (2). Therefore, for
each pi ∈ F there is ai ∈ J
F
K such that ai · pi ∈ P
1
K . Let ι and j0 be
∗-homomorphisms as in Lemma 3.3 for the inclusion P 1K ⊂ JK (note that
ι = val∅K). Then the element
ζ := βa1·p1 ⊗ˆ . . . ⊗ˆβal·pl = (βp1 + βa1) ⊗ˆ . . . ⊗ˆ(βpl + βal) ∈ K∗(C
∗
rP
1
K)
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satisfies ι∗(ζ) = h
1
K · j0(ζ) ∈ K∗(B
∅
K) by Lemma 3.3. Since ζ is written as
β∅F +
∑N
i=1 ciβ
∅
Gi
by ci ∈ Z and finite subsets Gi of PK satisfying F 6⊂ Gi
(for i = 1, . . . , N), Lemma 4.1 implies that
DFK(ι∗(ζ)) =D
F
K
(
val∅K∗
(
β∅F +
N∑
i=1
ciβ
∅
Gi
))
=DFK(val
∅
K∗(β
∅
F )) = (−1)
lvalFK∗(β
F
∅ ) = ι∗[1C∗r JFK
].
Consequently we get (τFK ◦D
F
K)((−1)
lj0(ζ)) = 1. 
Now we assume that there is a family of isomorphisms ϕF : K∗(B
F
K) →
K∗(B
χ(F )
L ) as in the condition (6) of Theorem 1.1. Let ϕˆ
F := ξ
χ(F )
L ◦ ϕ
F ◦
(ξFK)
−1. By the commutativity of the diagrams (2.16) and (2.17) and the
definition of DFK , the diagrams
K∗(C
∗
rJK)
DFval //
π∅∗
K
⋊JK

K∗+l(C
∗
r J
F
K)
πF∗K ⋊J
F
K

K∗(B
∅
K)
DFK // K∗+l(B
F
K),
K∗(B
∅
K)
DF
K //
ϕˆ∅

K∗+l(B
F
K)
ϕˆF

K∗(B
∅
L)
D
χ(F )
L // K∗+l(B
χ(F )
L )
(4.3)
also commute.
Proposition 4.4. Assume the condition (6) of Theorem 1.1.
(1) The isomorphism jχ : JK → JL induced from χ restricts to an iso-
morphism P 1K → P
1
L.
(2) The diagram
K∗(C
∗
rJK)
(π∅∗
K
⋊JK)∗
//
(jχ)∗

K∗(B
∅
K)
ϕˆ∅

K∗(C
∗
r JL)
(π∅∗
L
⋊JL)∗
// K∗(B
∅
L)
commutes.
Proof. By Lemma 4.1 and Lemma 4.2, we have
(τFK ◦D
F
K)(β
∅
F ′) =
{
h1K if F = F
′,
0 otherwise.
Therefore, the homomorphism Ψ˜K from K∗(B
∅
K) to
∧∗JK determined by
Ψ˜K(x) :=
∑
F
(−1)|F |(τFK ◦D
F
K)(x) · β
∅
F ,
where F runs over all finite subsets of PK , satisfies that the composition∧∗JK ∼= K∗(C∗rJK) (π∅∗K ⋊JK)∗−−−−−−−→ K∗(B∅K) Ψ˜K−−→ ∧∗JK
is the multiplication by h1K . Comparing it with Lemma 3.3 we get Ψ˜K =
ι∗ ◦ (j0)
−1, where ι∗ and j0 are as in Lemma 3.3 for the inclusion P
1
K ⊂ JK .
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Therefore we get Im Ψ˜K =
∧∗P 1K and in particular
Im Ψ˜K ∩
∧1JK = P 1K .(4.5)
Consider the diagram
K∗(C
∗
rJK)
(π∅∗
K
⋊JK)∗
//
(jχ)∗

K∗(B
∅
K)
Ψ˜K //
ϕˆ∅

∧∗JK
∧∗jχ

K∗(C
∗
rJL)
(π∅∗
L
⋊JL)∗
// K∗(B
∅
L)
Ψ˜L //
∧∗JL
(4.6)
The right square commutes by the commutativity of the right diagram in
(4.3) and the uniqueness of τFK in Lemma 4.2. Hence we get (1) by (4.5).
In particular we get h1K = h
1
L, which shows that the outer square of (4.6)
commutes. Since Ψ˜K and Ψ˜L are injective, a diagram chasing shows that
the left square also commutes. 
Proof of Theorem 1.1. The steps (1)⇒(2)⇒(4), (1)⇒(3)⇒(4) are obvious.
(4) ⇒ (5) ⇒ (6) is explained at the last paragraph of Subsection 2.3.
We show (6)⇒(1). In the proof, for a finite subset F , we omit χ and use
the same symbol F for its image in PL for simplicity of notation. Consider
the diagram
K∗(C
∗
r JK)
π∅∗
K
⋊JK
//
(jχ)∗

DFval
((PP
PP
PP
PP
PP
PP
(1)
(2)
K∗(B
∅
K)
ϕˆ∅

DF
Kww♣♣
♣♣
♣♣
♣♣
♣♣
♣
K∗+l(C
∗
rJ
F
K)
πF∗K ⋊J
F
K //
(jχ)∗

(5)
K∗+l(B
F
K)
ϕˆF

K∗+l(C
∗
rJ
F
L )
πF∗
L
⋊JF
L
// K∗+l(B
F
L )
K∗(C
∗
r JL)
π∅∗
L
⋊JL
//
DFval
66♥♥♥♥♥♥♥♥♥♥♥♥♥
K∗(B
∅
L).
DF
L
gg◆◆◆◆◆◆◆◆◆◆◆
(3)
(4)
We have already proved the commutativity of the large outer square and
diagrams (1), (3), (4) at Proposition 4.4 (2) and (4.3) respectively. The
diagram (2) also commutes by definition. Since DFval is surjective, a diagram
chasing shows that the diagram (5) also commutes.
Finally, with the help of Lemma 3.2 we can apply Corollary 3.18 to get
isomorphisms GFK
∼= GFL such that the diagram (2.7) commutes, which con-
cludes the theorem by Proposition 2.6. 
Lastly, we give two remarks. First, the proof of Theorem 1.1 actually gives
a procedure for reconstruction of the semigroup action from K-theoretic
data. This is a stronger result than a mere classification. Second, Theorem
1.1 does not mean that the isomorphism is reconstructed from K-theoretic
data. Indeed, if we have an automorphism ϕ on AK as a C*-algebra over 2
PK
(e.g., the action of GabK induced from its action by multiplication on the sec-
ond factor of YK), then we can apply the commutativity of the diagram (5)
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in the proof of Theorem 1.1 above for the family {ϕF∗ : K∗(B
F
K)→ K∗(B
F
K)}
to see that ϕF∗ are identity maps.
Appendix A. Another direct reconstruction of profinite
completions from K-theory
by Xin Li
Let us present an alternative approach to Corollary 3.18. Let Γ → G
be a profinite completion, where Γ is a countable free abelian group and G
is a profinite completion of Γ which is topologically finitely generated, as
in Section 3. Let G = lim
←−n
Γ/Γn with finite index subgroups Γ1 ⊇ Γ2 ⊇
Γ3 ⊇ . . . of Γ. Let ι be the map K∗(C
∗Γ) → K∗(C(G) ⋊ Γ) induced by
the canonical homomorphism C∗Γ→ C(G)⋊ Γ. In the following, we give a
concrete recipe allowing us to reconstruct Γ→ G from ι.
Write Γ =
⊕∞
i=1 Zei, Σs =
⊕s
i=1 Zei. The basis {ei} gives rise to a
canonical isomorphism Zs ∼= Σs, which is the only one we use to identify Σs
with Zs. Let Gs = lim←−n
Σs/(Σs∩Γn), and ps : Σs → Gs is the canonical map.
We have a canonical isomorphism
⊕s
r=0
∧r Σs ∼= K∗(C∗Σs) as in Section
3, so that we can consider the composition ιs :
∧s−1Σs → K∗(C∗Σs) →
K∗(C
∗Γ)
ι
−→ K∗(C(G)⋊ Γ). Define
Ts := {x ∈ K∗(C(G)⋊ Γ) : ∃n ∈ Z, n > 0 with n · x ∈ Im(ιs)} .
We have a canonical identification
(A.1) Σs ∼=
∧s−1
Σs,
which is given as follows: The pairing Σs ×
∧s−1Σs → ∧sΣs ∼= Z, (x, y) 7→
x∧ y gives an isomorphism
∧s−1 Σs ∼= Hom(Σs,Z), and we obtain a second
isomorphism Hom(Σs,Z) ∼= Σs via the pairing Σs×Σs → Z, (x, y) 7→ 〈x, y〉,
where 〈·, ·〉 is the standard Euclidean inner product 〈(xi), (yi)〉 =
∑
i xi · yi.
Let is be the composite of ιs with the isomorphism Σs ∼=
∧s−1Σs from
(A.1), is : Σs ∼=
∧s−1Σs →֒ Ts.
Theorem A.2. There is an isomorphism ϕs of Ts with a subgroup Qs of
Qs uniquely determined by requiring that ϕs ◦ is is the canonical isomor-
phism Σs ∼= Z
s. Then ϕs induces an isomorphism Ts/is(Σs) ∼= Qs/Z
s,
again denoted by ϕs. Let ψs be the composite ψs : Ts/is(Σs)
ϕs
−→ Qs/Z
s →֒
Rs/Zs ∼= Ẑs ∼= Σ̂s. Here Σ̂s stands for Pontrjagin dual, and the isomor-
phism Rs/Zs ∼= Ẑs sends x˙ ∈ Rs/Zs to χ ∈ Ẑs, where χ(z) = e2πi〈x,z〉. Let
ψ̂s : Σs → ̂Ts/i(Σs) be the dual map of ψs. Then there is a (unique) isomor-
phism ωs : ̂Ts/i(Σs) ∼= Gs such that ωs ◦ ψ̂s = ps. The canonical inclusions
Σs →֒ Σ, Gs →֒ G give rise to isomorphisms Γ ∼= lim−→s
Σs and lim−→s
Gs ∼= G
such that Γ ∼= lim−→sΣs
lim−→s ps−→ lim−→sGs
∼= G is the original profinite completion
Γ→ G, where the connecting maps Σs → Σs+1 and Gs → Gs+1 are the ones
induced by the canonical inclusion Σs →֒ Σs+1.
Proof. We first explain the last claim. By assumption, G is topologically
finitely generated. Hence for s big enough, the canonical map Gs → G is
an isomorphism, i.e., Σs + Γn = Γ for all n, or equivalently, the canonical
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map Σs/(Σs ∩Γn)→ Γ/Γn is surjective. So the sequence Gs → Gs+1 → . . .
becomes stationary. Thus, it suffices to show that for s big enough (i.e., for
s such that Σs + Γn = Γ for all n), there is ωs such that ωs ◦ ψ̂s = ps.
Let us fix s with Σs + Γn = Γ for all n. To simplify notation, we set
Σ := Σs, ι := ιs, T := Ts and so on, i.e., we drop the index s. We have an
isomorphism
K∗(C(G) ⋊ Γ)(A.3)
∼= lim−→{K∗(C(Γ/Γ)⋊ Γ)→ K∗(C(Γ/Γ1)⋊ Γ)→ . . . }
∼= lim−→
{K∗(C
∗Γ)→ K∗(C
∗Γ1)→ . . . } .
Here we identify K∗(C(Γ/Γn) ⋊ Γ) with K∗(C
∗Γn) by embedding C
∗Γn as
a full corner into C(Γ/Γn) ⋊ Γ as in the paragraph before Lemma 3.3. For
every n, we have by Lemma 3.3 a commutative diagram
(A.4)
K∗(C
∗Γ)
K∗(C
∗Γ) K∗(C
∗Γn)
dn·
Here the horizontal map is the composite of the first n structure maps in the
inductive limit (A.3), the vertical map is induced by the canonical inclusion
Γn →֒ Γ, and the map dn· : K∗(C
∗Γ) → K∗(C
∗Γ) is multiplication with
dn = [Γ : Γn]. If we now choose an isomorphism µn : Γ ∼= Γn, then we can
expand (A.4) to
(A.5)
K∗(C
∗Γ)
K∗(C
∗Γ) K∗(C
∗Γn) K∗(C
∗Γ)
dn·
(µn)∗
This gives maps K∗(C
∗Γ) → K∗(C
∗Γ) (the arrow in (A.5) from the lower
left to the lower right copy of K∗(C
∗Γ)) such that K∗(C(G) ⋊ Γ) can be
identified with the inductive limit of K∗(C
∗(Γ))→ K∗(C
∗Γ)→ . . . .
Now we choose µn : Γ ∼= Γn such that µn(Σ) = Σ ∩ Γn. This is possible
as Σ ∩ Γn is a direct summand of Γn. As Σ ∼= Z
s, the composition Σ
µn|Σ
−→
Σ ∩ Γn →֒ Σ is given by a matrix Mn with integer entries. Restricting the
left copy of K∗(C
∗Γ) to
∧s−1Σ in (A.5), we obtain
(A.6)
∧s−1Σ
∧s−1Σ ∧s−1(Σ ∩ Γn) ∧s−1 Σ
dn·
∧s−1(µn|Σ)
∧s−1Mn
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After deleting
∧s−1(Σ∩Γn) and identifying ∧s−1Σ with Σ as in (A.1), (A.6)
becomes
(A.7)
Σ
Σ Σ
dn· (M
adg
n )
t
Here Madgn is the adjugate matrix of Mn, uniquely determined by M
adg
n ·
Mn = det(Mn) · I (I being the identity matrix). (M
adg
n )t is the transpose of
Madgn . As dn = [Γ : Γn] = [Σ : Σ ∩ Γn] = det(Mn), the missing map Σ→ Σ
(from the lower left to the lower right copy of Σ in (A.7)) must be given by
M tn. Hence we can complete (A.7) to
(A.8)
Σ
Σ Σ
dn·
M tn
(Madgn )
t
Thus T is the inductive limit of the stationary inductive system Σ → Σ →
. . . where the composition of the first n structure maps is given byM tn : Σ→
Σ (and this determines the inductive limit). It is easy to see that T contains
this inductive limit. Conversely, that T is contained in this inductive limit
follows from the fact that
∧s−1Σ is a direct summand in K∗(C∗Γ), so that
if n · x lies in
∧s−1Σ ⊆ K∗(C∗Γ) for some n ∈ Z, n > 0 and x ∈ K∗(C∗Γ),
then x itself must lie in
∧s−1Σ. Now, there is only one way to complete the
diagram
(A.9)
Σ Σ . . .
Qs
if we start with Σ ∼= Zs →֒ Qs as our first vertical map and want that the
diagram commutes (the first row in (A.9) is the inductive system from above
giving rise to T ). The completed diagram is given by
(A.10)
Σ Σ . . . Σ . . .
Qs
M−t1
M−tn
Here M−tn is the inverse of M
t
n (as a matrix over Q). Now the desired
isomorphism ϕ : T ∼= Q =
⋃
nM
−t
n Z
s ⊆ Qs arises as the inductive limit in
(A.10). ψ becomes T/i(Σ) ∼= Q/Zs =
⋃
n
(
M−tn Z
s/Zs
)
→֒ Rs/Zs ∼= Ẑs ∼= Σ̂.
For fixed n, the image of M−tn Z
s/Zs →֒ Rs/Zs ∼= Ẑs is ̂Zs/MnZs ⊆ Ẑs
because
M−tn Z
s = {x ∈ Rs : 〈x, z〉 ∈ Z ∀ z ∈MnZ
s} .
Hence ψ is given by
T/i(Σ) ∼= lim−→
n
̂Zs/MnZs = lim−→
n
̂Σ/(Σ ∩ Γn) →֒ Σ̂.
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Therefore, up to composing with an isomorphism called ω, ψ̂ is given by
Σ→ lim
←−n
Σ/(Σ ∩ Γn), as claimed. 
Remark A.11. If Γ itself is finitely generated, the proof becomes even easier,
as we can take Σ = Γ.
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