Abstract: Superpositions of Ornstein-Uhlenbeck type (supOU) processes provide a rich class of stationary stochastic processes for which the marginal distribution and the dependence structure may be modeled independently. In this paper we investigate the limiting behavior of integrated supOU processes with finite variance. We show that after suitable normalization four different limiting processes may arise. The type of limit depends on the decay of the correlation function as well as on the characteristic triplet of the marginal distribution. SupOU processes, moreover, may exhibit intermittency, a phenomenon affecting the rate of growth of moments. We establish this rate for each of the four limiting scenarios. The rate changes at some point indicating that there is a change-point in the asymptotic behavior of absolute moments. For such a behavior to be possible, the moments in the limit theorem do not converge beyond some critical point. We show that this point is related to the dependence stricture of the supOU process.
Introduction
A supOU process is a strictly stationary process X = {X(t), t ∈ R} defined by the stochastic integral X(t) = R + R e −ξt+s 1 [0,∞) (ξt − s)Λ(dξ, ds).
Here, Λ is a homogeneous infinitely divisible random measure (Lévy basis) on R + × R, with cumulant function
The control measure m = π × Leb is the product of a probability measure π on R + and the Lebesgue measure on R. The existence of the stochastic integral (1) in the sense of the paper Rajput & Rosinski (1989) was proven by Barndorff-Nielsen (2001) . The probability measure π "randomizes" the rate parameter ξ and the Lebesgue measure is associated with the moving average variable s. Finally, κ L is the cumulant function κ L (ζ) = log Ee iζL(1) of some infinitely divisible random variable L(1) with Lévy-Khintchine triplet
i.e.
The Lévy process L = {L(t), t ≥ 0} associated with the triplet (a, b, µ L ) is termed the background driving Lévy process and its law uniquely determines the one-dimensional marginal distribution of X assuming E log (1 + |L(1)|) < ∞. On the other hand, by appropriately choosing the background driving Lévy process L, one can obtain any self-decomposable distribution as a marginal distribution of X. The quadruple
is referred to as the characteristic quadruple.
The attractive feature of supOU processes is that they allow the marginal distribution and dependence structure to be modelled independently from each other. While the marginal distribution is determined by L, the dependence structure is controlled by the probability measure π. Indeed, if EX(t) 2 < ∞, then the correlation function of X is the Laplace transform of π. In particular, we have that if for some α > 0 and some slowly varying function ℓ
then the correlation function satisfies r(τ ) ∼ Γ(1 + α)ℓ(τ )τ −α , as τ → ∞.
Hence, if α ∈ (0, 1), the correlation function is not integrable, and the supOU process exhibits long-range dependence. See Barndorff-Nielsen (2001) , Barndorff-Nielsen & Leonenko (2005b) , Barndorff-Nielsen & Stelzer (2011) , , Grahovac et al. (2017) for more details about supOU processes. In this paper we focus on supOU processes X = {X(t), t ≥ 0} having finite variance and investigate the limiting behavior of the integrated process X * = {X * (t), t ≥ 0}
This is of particular interest in finance where the integrated process X * represents the integrated volatility (see e.g. Barndorff-Nielsen & Stelzer (2013) ). The limiting behavior is important for statistical estimation (see Stelzer et al. (2015) ).
A long quest has preceded the results presented here. The pioneering work of BarndorffNielsen (Barndorff-Nielsen (2001)) already contained a limit theorem corresponding to a specific triangular scheme. The non-central limit theorems with convergence to fractional Brownian motion appeared in Barndorff-Nielsen & Leonenko (2005a) , Leonenko & Taufer (2005) . From the results presented here, it is now clear that these do not hold in general. It was shown recently that the moments of the integrated process X * have a specific rate of growth, see Grahovac et al. (2016) , Grahovac et al. (2017) . More precisely, suppose that for some process Y = {Y (t), t ≥ 0} we measure the rate of growth of moments by the scaling function, defined by τ Y (q) = lim t→∞ log E|Y (t)| q log t ,
where q ∈ (0, q(Y )), q(Y ) = sup{q > 0 : E|Y (t)| q < ∞ ∀t}, assuming the limit in (7) exists and is finite. It has been showed in Grahovac et al. (2017) that for a non-Gaussian integrated supOU process X * with marginal distribution having exponentially decaying tails and for a probability measure π satisfying (5), the scaling function is τ X * (q) = q − α
for a certain range of q. Hence, the function
is strictly increasing, a property called intermittency. To see why this behavior of the scaling function is interesting, recall that by Lamperti's theorem (see, for example, (Pipiras & Taqqu 2017 , Theorem 2.8.5)), the limits of normalized processes are necessarily self-similar, that is, if
holds with convergence in the sense of convergence of all finite dimensional distributions as T → ∞, then Z is H-self-similar for some H > 0. Moreover, the normalizing sequence is of the form A T = ℓ(T )T H for some ℓ slowly varying at infinity. For self-similar process, the moments evolve as a power function of time E|Z(t)| q = E|Z(1)| q t Hq and therefore τ Z (q) = Hq. Hence (8) does not hold for self-similar processes. But it does not hold either for the process X * in (9) because one would expect that
and therefore that E|X * (t)| q grows roughly as t Hq when t → ∞. Since (8) implies that E|X * (t)| q grows roughly as t q−α , we conclude that intermittency contradicts (9) or (10). See Grahovac et al. (2017) for the precise statements. This paper has two main goals: (i) to establish limit theorems in the form (9) for the finite variance integrated process X * ,
(ii) to explain how these results relate to intermittency.
We deal with (i) in Section 2. We show that, depending on the conditions on the underlying supOU process, four different limiting processes may be obtained after suitable normalization, namely, fractional Brownian motion, stable Lévy process, stable process with dependent increments defined below in (18) and Brownian motion. The nature of the limit will depend on the interplay between several components: whether there is a Gaussian component in the characteristic triplet, how much mass does π assign near origin and, somewhat surprisingly, on the growth of the Lévy measure µ L near origin. In classical limit theorems, it is typically the tails of the marginal distribution that are important. Here, however, the behavior of Lévy measure near origin may play an important role and that behavior is unrelated to the tails of the marginal distribution. This result has implications in statistical analysis since one has to know or estimate the behavior of µ L near the origin which can be challenging (see Belomestny & Reiß (2015) and the references therein). Note also that even though the integrated process has finite variance, it may happen that the limiting process has stable non-Gaussian marginal distribution and hence infinite variance. The proofs of the limit theorems are given in Section 4 and extend those of Philippe et al. (2014) who consider certain discrete type superpositions of AR(1) processes.
The paper is organized as follows. The limit theorems are stated in Section 2. In Section 3 we investigate how these limit theorems fit with the intermittency property. For each scenario of Section 2, we establish convergence of moments and derive the expressions for the scaling function for q > 0. In general, the scaling function τ X * (q) will have the shape of a broken line indicating intermittency. The line starts at the origin but then changes slope at some higher value of q. This shows that in the intermittent case, the convergence of moments (10) does not hold beyond some critical value of q. Hence, it is possible to have both intermittency and limit theorems. This phenomenon, moreover, is not only restricted to the long-range dependent case and it, in fact, can happen even when the limit is Brownian motion. For further discussion see Section 3. The proofs of the results are given in Section 4.
Limit theorems
Through the rest of the paper, X will denote the supOU process defined in (1) with characteristic quadruple (a, b, µ L , π) and X * will be the corresponding integrated process (6). We assume X has finite variance σ 2 = Var X(t) < ∞.
For simplicity, we assume that the mean EX(t) = 0, otherwise one could add centering in the following limit theorems. We use the notation κ Y (ζ) = C {ζ ‡ Y } = log Ee iζY to denote the cumulant (generating) function of a random variable Y . For a stochastic process Y = {Y (t)} we write κ Y (ζ, t) = κ Y (t) (ζ), and by suppressing t we mean κ Y (ζ) = κ Y (ζ, 1), that is the cumulant function of the random variable Y (1). Note that since the mean of X(t) is finite and zero, the same is true for the background driving Lévy process L(1) and in this case, we can write the cumulant function of L in the form (see e.g. Sato (1999) )
For such a representation we will use the notation (0, b, µ L , π) 1 for the characteristic quadruple. Note the presence of the index 1 to indicate that the truncation function 1 [−1,1] (x) has been replaced by the constant 1 (see (Sato 1999, Section 8) ). Note also that the Gaussian component b and the Lévy measure µ L remain unchanged. We start by assuming that α ∈ (0, 1) in (5). This can be considered as the long-range dependence scenario. Indeed, α ∈ (0, 1) implies that the correlation function is not integrable
To simplify the proofs of some of the results bellow, we will assume that π has a density p which is monotone on (0, x ′ ) for some x ′ > 0 so that (5) implies
Under long-range dependence different scenarios are possible depending on additional conditions. The following theorem shows that the limit is fractional Brownian motion if a Gaussian component b = 0 is present in the characteristic triplet of the marginal distribution (or equivalently in the characteristic triplet (3) of the background driving Lévy process).
Theorem 2.1. Suppose that π has a density p satisfying (13) with α ∈ (0, 1) and some slowly varying function ℓ.
where {B H (t)} is standard fractional Brownian motion with H = 1−α/2 and σ 2 = 2σ 2 Γ(1+α)
with σ 2 = Var X(1).
The proof of this result and of the subsequent ones are given in Section 4. The next scenario assumes that there is no Gaussian component namely b = 0, so that the background driving process is a pure jump Lévy process. In addition to the dependence parameter α in (13), the limit in this setting will depend on the behavior of the Lévy measure near the origin. Two limiting processes may arise in this setting both of which will have stable marginals. Recall that the cumulant function of any γ-stable distributed random variable Z such that EZ = 0 if 1 < γ < 2, and Z is symmetric if γ = 1, can be written in the form (see e.g. (Ibragimov & Linnik 1971 , proof of Theorem 2.2.2))
where
with c 1 , c 2 ≥ 0 and c 1 = c 2 if γ = 1. By taking
we may rewrite (14) for γ = 1 as
which is a more common parametrization (see e.g. (Samorodnitsky & Taqqu 1994 , Definition 1.1.6)).
For the first type of the limiting process we will assume that |x|≤1 |x| 1+α µ L (dx) < ∞. This is equivalent to β BG < 1 + α where β BG is the Blumenthal-Getoor index of the Lévy measure µ L which is defined as (Blumenthal & Getoor (1961) )
Since µ L is the Lévy measure, we always have β BG ∈ [0, 2]. The normalization sequence in the following theorem involves de Bruijn conjugate of a slowly varying function. The de Bruijn conjugate of some slowly varying function ℓ is a unique slowly varying function ℓ # such that
as x → ∞ (see (Bingham et al. 1989 , Theorem 1.5.13)). In the setup of the following theorem, ℓ # is de Bruijn conjugate 1/ℓ x 1/(1+α) with ℓ coming from (13).
Theorem 2.2.
Suppose that π has a density p satisfying (13) with α ∈ (0, 1) and some slowly varying function ℓ and let β BG be defined by (15). If
where ℓ # is de Bruijn conjugate of 1/ℓ x 1/(1+α) and {L 1+α } is (1 + α)-stable Lévy process such that
When |x|≤1 |x| 1+α µ L (dx) = ∞, another stable process may arise in the limit. This time the limiting process will have dependent increments and it will depend on the rate of growth of the Lévy measure near the origin. To quantify this rate of growth, we will assume a power law behavior of µ L near origin. Let
denote the tails of µ L and assume there exists β > 0, c + , c − ≥ 0, c + + c − > 0 such that
In particular, β is the Blumenthal-Getoor index of µ L , β = β BG . We will assume in the next theorem that β > 1 + α. This implies that |x|≤1 |x| 1+α µ L (dx) = ∞, hence this setting complements the one considered in Theorem 2.2.
The property (17) is stated in terms of the Lévy measure µ L of the background driving Lévy process L. We could, however, also state the condition in terms of the Lévy measure µ X of the corresponding self-decomposable distribution of X. Indeed, by (Sato 1999, Theorem 17.5 ) and Karamata's theorem (Bingham et al. 1989 , Theorem 1.5.11), we have as
and similarly µ X ((−∞, −x]) ∼ β −1 M − (x). Note that for (17) the behavior of µ L away from the origin is irrelevant.
Theorem 2.3. Suppose that π has a density p satisfying (13) with α ∈ (0, 1) and some slowly varying function ℓ and suppose (17) holds with β > 0. If
where {Z α,β } is a process with the stochastic integral representation
f is given by
and K is a β-stable Lévy basis on R + ×R with control measure αξ α dξds such that C {ζ ‡ K(A)} = −|ζ| β ω(ζ; β, c + , c − ).
The process {Z α,β } defined in (18) was obtained by Puplinskaitė & Surgailis (2010) in a similar limiting scheme. It is β-stable with stationary increments and (1 − α/β)-self-similar. This can be checked from the cumulant function of the finite dimensional distributions which is given by
Indeed, consider {Z α,β (at)} with a > 0. To show self-similarity, namely that use (20) and make the change of variables ξ → ξ/a and s → as. This implies ξ α−β dsdξ → a −(α−β) ξ α−β dsdξ, and hence H = −(α − β)/β = 1 − α/β.
It remains to consider the case when the correlation function is integrable which by (12) is equivalent to
We can therefore think of this case as short-range dependence.
where {B(t)} is standard Brownian motion and σ 2 = 2σ 2 ∞ 0 ξ −1 π(dξ) with σ 2 = Var X(1).
Theorem 2.4 covers, for example, the case of finite superpositions which are obtained by taking π to be a probability measure with finite support. This special case was proved in Grahovac et al. (2016) by using standard arguments. However, the assumption of Theorem 2.4 also covers the case where π satisfies (5) with some α > 1. In this case the limit theorem coexists with intermittency as will be seen in the next section.
Based on the previous results, we can summarize the limiting behavior of the integrated finite variance supOU process. In the short-range dependent case, which is implied by α > 1 in (5), the limit is Brownian motion. When α < 1, the type of the limit depends on the Lévy triplet of the marginal distribution. If a Gaussian component is present, the limit is fractional Brownian motion. If there is no Gaussian component, the limit may be a stable Lévy process or the stable process (18) with dependent increments, depending on the behavior of the Lévy measure µ L in (4) around the origin.
In order to summarize the results in a simplified manner, suppose (13) Instead of using integrability of the correlation function, we may classify short-range and long-range dependence based on the dependence of increments of the limiting process. This way we could regard the case 1 + α > β as short-range dependence (Theorem 2.2) and 1 + α < β as long-range dependence (Theorem 2.3). This implicitly includes the case β = 2 when Gaussian component is present which yields short-range dependence for α > 1 (Theorem 2.4) and longrange dependence for α < 1 (Theorem 2.1).
Moment behavior and intermittency
In this section we establish the asymptotic behavior of absolute moments of the integrated supOU process. More precisely, we investigate the scaling function of the integrated process
We will assume throughout that the cumulant function κ X is analytic in the neighborhood of the origin. According to (Lukacs 1970, Theorem 7.2.1) , this is equivalent to the exponential decay of tails of the distribution of X. In particular, all moments are finite and the scaling function (21) will be well defined. Many infinitely divisible distributions satisfy this condition, for example, inverse Gaussian, normal inverse Gaussian, gamma, variance gamma, tempered stable (see Grahovac et al. (2017) for details). It is worth noting that the same results could be obtained by assuming only that the moments exists up to some order, however, this would significantly complicate the exposition. Note also that the analyticity assumption does not affect the choice of π.
As we noted in the introduction, integrated supOU processes may exhibit intermittency. As we will see, for the non-Gaussian supOU process with zero mean such that (5) holds for some α > 0 we have that
where q * is the smallest even integer greater than 2α , Theorem 7). Hence, q → τ X * (q)/q is strictly increasing on [q * , ∞). On the other hand, there can be no normalizing sequence A T such that the normalized q-th moment E|X * (T )/A T | q converges for every q ≥ q * . Indeed, if this normalized moment E|X * (T )/A T | q → C q for some q as T → ∞, then it follows that
which implies that log A T / log T → τ X * (q)/q. Clearly, this is impossible to hold for more than one value of q, unless τ X * (q)/q is constant. However, as the results of Section 2 show, even when this unusual behavior of moments is present, it is still possible that a limit theorem holds after suitable normalization. Therefore we cannot have a limit theorem, the convergence of moments (10) and the unusual behavior of moments (22). What must give is the convergence of moments (10). Thus the convergence of moments (10) must not hold beyond some critical value of q. The purpose of this section is to provide a closer inspection of the behavior of moments in connection with the results of Section 2.
As in Section 2, we start with the case when α < 1 in (13). First, we consider the setting of Theorem 2.1 where α ∈ (0, 1) and where the limit is fractional Brownian motion.
Theorem 3.1. Suppose that the assumptions of Theorem 2.1 hold, in particular α ∈ (0, 1), and suppose µ L ≡ 0. Then
If µ L ≡ 0, then X * is Gaussian and
It is interesting to note how intermittency appears in the setting of Theorem 3.1. Let X * 1 , X * 2 denote the decomposition (43) of X * as in the proof of Theorem 2.1, corresponding to Gaussian and pure jump part of the underlying Lévy basis, respectively. With normalizing sequence A T = T 1−α/2 ℓ(T ) 1/2 , we have for the Gaussian part X * 1 and t > 0
,
. Consider now the Lévy component X * 2 for which we have
by using the normalization A T as above. Borrowing the term from Doukhan et al. (2016), we may call the process {A
However, its moments are far from negligible in the limit since
We conclude that it is the component X * 2 which is responsible for the unusual limiting behavior of moments. Note, however, that by Theorems 2.2 and 2.3, X * 2 can still be normalized to obtain a limit with stable non-Gaussian distribution. The appropriate normalization is of an order lower than A T since 1/(1 + α) < 1 − α/β < 1 − α/2 with the notation of Theorems 2.2 and 2.3. Note also that the variance of A −1
and contributes to the variance of fractional Brownian motion obtained in the limit.
The following simple example replicates the type of behavior we encounter with X * (T ) in Theorem 3.1. Suppose {Y T , T ≥ 1} is a sequence of random variables such that
, with probability 1 − T −α , T, with probability T −α , where α ∈ (0, 1). Then, since EY
With suitable normalization we have
However, for the moments we have
because Y T exhibits increasingly large values albeit with decreasing probability. This type of behavior is intensively studied for random fields arising from stochastic partial differential equations (see e.g. Carmona & Molchanov (1994) , Khoshnevisan (2014) and the references therein).
The following two theorems describe the scaling function when there is no Gaussian component. The limiting processes, given in Theorems 2.2 and 2.3, have a stable distribution and are H-self-similar. The critical points of the scaling function involve the self-similarity index H of the limiting process, respectively 1/(1 + α) and (1 − α/β).
Theorem 3.2. Suppose that the assumptions of Theorem 2.2 hold, in particular α ∈ (0, 1) and
Theorem 3.3. Suppose that the assumptions of Theorem 2.3 hold, in particular α ∈ (0, 1) and 1 + α < β < 2. Then
We now turn to the short range dependent setting of Theorem 2.4. In this case the integrated supOU process need not be intermittent. For example, if π is a measure with finite support, then the supOU process corresponds to a finite superposition of OU type processes which satisfies strong mixing property. The limit is Brownian motion which is H-self-similar with H = 1/2. From the results of Yokoyama (1980) , one may show uniform integrability which together with Theorem 2.4 implies that τ X * (q) = Hq = q/2 for every q > 0 (see also (Grahovac et al. 2017, Example 8) ). However, when π is regularly varying at zero, intermittency is present. The following theorem gives the form of the scaling function showing that the change-point between two linear parts is 2α. 
If µ L ≡ 0, then X * is Gaussian and τ X * (q) = 1 2 q for every q > 0. Figure 2 provides the plots of the scaling functions obtained in this section. Theorem 3.4 assumes α in (5) is an integer. We conjecture, however, the following:
Conjecture. Theorem 3.4 holds for any real α > 1.
In fact, a closer look at the proof of Theorem 3.4 reveals that we actually have
where q * is the largest even integer less than or equal to 2α and q * is the smallest even integer greater than 2α, as in (22) (see Figure 3) . So, if α > 1 is integer, then q * = 2α and τ X * is a convex function , Proposition 2.1) passing through three collinear points (2α, α), (q * , q * − α) and, say, (q * + 1, q * + 1 − α). Hence, τ X * must be linear on [2α, q * ] , Lemma 3) and Theorem 3.4 follows. Relation (28) shows that even if α > 1 is not an integer, τ X * is not a linear function. 
Proofs
First, recall that to any self-decomposable distribution X there corresponds a Lévy process
On the other hand, to any Lévy process L such that E log(1 + |L(1)|) < ∞ there corresponds a self-decomposable distribution given by (29). The cumulant functions of the background driving Lévy process L and the corresponding self-decomposable distribution X are related by
where κ ′ X denotes the derivative of κ X (see e.g. Jurek (2001) or Barndorff-Nielsen (2001)). Consider the supOU process {X(t), t ≥ 0} in (1) and the integrated process {X * (t), t ≥ 0}. The following lemma provides the joint cumulants using the probability measure π, and either the cumulant function κ L in (4) or the cumulant function κ X (ζ) = log Ee iζX(1) of {X(t), t ≥ 0}.
Lemma 4.1. For ζ 1 , . . . , ζ m ∈ R and t 1 < · · · < t m , the cumulant function of finite dimensional distributions of the normalized integrated process X * may be expressed as
Proof. Following Barndorff-Nielsen (2001), we can use X(t) in (1) to define a generalized stochastic process (random linear functional) X by
where 
by (31), where we implicitly assume f (t) = 0 for t < 0. By letting f (u) = m j=1 ζ j 1 [0,t j ] (u), we obtain two forms of the joint cumulant function of the integrated process X * . One is
The other form involves the cumulant function κ X of {X(t), t ≥ 0} and is obtained by using (31):
From here one gets (32) and (33).
Proof of Theorem 2.1. Suppose first that µ L = 0 so that X is the Gaussian supOU process and
Then by (33) we have
By a change of variables we have
Here we implicitly assume the second term vanishes if t i ∧ t j = t j . We next show that
as t → ∞. Indeed, by (13), ξ → p(ξ −1 ) is (1 − α)-regularly varying at infinity and by the change of variables u = 1/ξ and by using Karamata's theorem (Bingham et al. 1989 , Theorem 1.5.11) we have as
Hence, the integral ∞ 1/t ξ −2 π(dξ) is regularly varying function at infinity in t and it can be written in the form
with ℓ 1 slowly varying at infinity such that ℓ 1 (t) ∼ ℓ(t) as t → ∞. Consequently, we have
It remains to show that the integral on the right varies slowly in t. The function g(z) := (1 − e −1/z )z −α is regularly varying at infinity with index −α − 1 and regularly varying at zero with index −α. Hence, we can choose 0 < δ < 1 − α so that
From (40) we have that
since p is the probability density. Therefore t δ ℓ 1 (t) is locally bounded on [0, ∞). By applying (Bingham et al. 1989 , Proposition 4.1.2(a)) it follows that
On the other hand, for 0 < δ < α
and by application of (Bingham et al. 1989 , Proposition 4.1.2(b)) we obtain
Integrating by parts and using the properties of the Gamma function we have
This completes the proof of (39).
Returning back to (37) and (38), we obtain as T → ∞ that
.
By using the fact that ℓ 1 (t) ∼ ℓ(t) as t → ∞, it follows
Since
we can rewrite (34) after taking the limit T → ∞ in the form
which gives the finite dimensional distributions of fractional Brownian motion. This proves the statement for the Gaussian supOU. Note that instead of the direct proof one could also use general results for Gaussian processes, e.g. (Taqqu 1975, Lemma 5 .1), as in (Grahovac et al. 2017, Example 9) .
Assume now that µ L ≡ 0. Then we can make a decomposition of the Lévy basis into Λ 1 with characteristic quadruple (0, b, 0, π) 1 and Λ 2 with characteristic quadruple (0, 0, µ L , π) 1 . Consequently, we can represent X(t) as
with X 1 and X 2 independent. Let X * 1 (t), X * 2 (t) be the corresponding integrated processes. Since X * 1 (t) is Gaussian, the preceding argument applies to show convergence to fractional Brownian motion. It remains to show that A −1
and suppose κ X,2 is the cumulant function of the corresponding selfdecomposable distribution (see (30) and (31)). By (13), we can write p in the form p(x) = α ℓ(x −1 )x α−1 with ℓ slowly varying at infinity such that ℓ(t) ∼ ℓ(t) as t → ∞. From (33) we have by a change of variables
where by (31)
for any ζ ∈ R. Furthermore, by the dominated convergence theorem |κ L,2 (ζ)|/ζ 2 → 0 as ζ → ∞ (see also (Philippe et al. 2014, Eq. (39) )). We conclude that k is bounded function such that |k(ζ)| → 0 as ζ → ∞. Let h T (ξ, s) denote the function under the integral in (44). Since h T (ξ, s) → 0 as T → ∞, it remains to show that the dominated convergence theorem is applicable. Take 0 < δ < min {α, 1 − α}. By Potter's bounds (Bingham et al. 1989 , Theorem 1.5.6), there is C 1 such that ℓ(T ξ −1 )/ℓ(T ) ≤ C 1 max ξ −δ , ξ δ and hence
which is integrable. Indeed,
Proof of Theorem 2.2. Let 0 = t 0 < t 1 < · · · < t m , ζ 1 , . . . , ζ m ∈ R and (1+α) . Note that the de Bruijn conjugate ℓ # exists by (Bingham et al. 1989 , Theorem 1.5.13) and satisfies
It will be enough to prove that
By using (1) we have that
with ∆X * (1) (T t i ) and ∆X * (2) (T t i ) independent. Moreover, ∆X * (2) (T t i ), i = 1, . . . , m are independent, hence, to prove (47), it will be enough to prove that
Due to stationary increments, it is enough to consider t i = t 1 = t so that t i−1 = 0.
Consider first ∆X * (2) (T t). Writing the density p in the form p(x) = α ℓ(x −1 )x α−1 , ℓ(t) ∼ ℓ(t) as t → ∞, we have
ξT dsπ(dξ)
Suppose that ζ > 0, the proof is analogous in the other case. By the change of variables
Due to slow variation of ℓ, ℓ ∼ ℓ and (46), we have
as T → ∞. Hence, if the limit could be passed under the integral, we would get that
From (11) with b = 0 and the relation
valid for 1 < γ < 2 (see e.g. (Ibragimov & Linnik 1971 , Theorem 2.2.2)), we would then obtain after some computation with γ = 1 + α,
where ω is defined in (14) and c − α , c + α in (16). The last equality holds because we suppose ζ > 0 and hence sign(ζ) = 1.
It remains to justify taking the limit under the integral in (52). This can be done similarly as in Philippe et al. (2014) . First, from Potter's bounds (Bingham et al. 1989 , Theorem 1.5.6), for 0 < δ < min {1 + α − β BG , 1 − α, α} there is C 1 such that
Hence, from (46) we have that for T large enough
Next, note that we can bound |κ
and
by the choice of δ.
T ∆X * (2) (T t) into two parts:
We have that sup
by the same argument as in (54). Furthermore, we have that
. By combining with (53), we end up with the upper bound which is integrable by (55) and (60). Hence the dominated convergence theorem may be applied to I T,1 showing that I T,1 converges to the limit in (52).
We next show that I T,2 → 0. Using the inequality
we get by (11) that for any x ∈ R,
Then, by taking γ such that
we get
,∞ (x), we have by using (53)
as T → ∞, which completes the proof of (50).
To complete the proof, it remains to show (49). For any Λ-integrable function f on R + × R, it holds that (see Rajput & Rosinski (1989) )
Using this and the change of variables we get that
By using Potter's bounds (Bingham et al. 1989 , Theorem 1.5.6) we have for δ > 0
Taking γ as in (61) and using the bound in (62), we get that
if we take δ small enough so that γ − α + δ − γ/(1 + α) < 0.
Proof of Theorem 2.3. The proof relies on the following two facts proved in (Philippe et al. 2014, Eqs. (41) - (42)) (see also (Bismut 1983, Theorem 4.15) ) which follow from (17):
Here, β, c + , c − are constants from (17). Note that from (19) we can write for ξ > 0
Using this and the change of variables in (32), we get for ζ 1 , . . . , ζ m ∈ R and t 1 < · · · < t m
Again, because of (13), we can write p in the form p(x) = α ℓ(x −1 )x α−1 with ℓ slowly varying at infinity such that ℓ(t) ∼ ℓ(t) as t → ∞. Now we have
By taking λ = λ(T, ξ) = T −α ℓ(T )ξ β in (66) and using slow variation of ℓ, we conclude that
It remains to show that the dominated convergence theorem can be applied to get (20) . By using (67) we have that
Since |ω(z; β, c + , c − )| does not depend on z, we have that
By Potter's bounds (Bingham et al. 1989 , Theorem 1.5.6), for any δ > 0 there is C 2 such that ℓ(T ξ −1 )/ℓ(T ) ≤ C 1 max ξ −δ , ξ δ . Taking δ small enough, we get a bound for the function under the integral in (69) which is integrable.
Proof of Theorem 2.4. Let 0 = t 0 < t 1 < · · · < t m , ζ 1 , . . . , ζ m ∈ R. Similarly as in the proof of Theorem 2.2, to prove that
it will be enough to prove that
where ∆X * (1) and ∆X * 2) are defined in (48). Due to stationary increments, it is enough to consider t i = t 1 = t so that t i−1 = 0.
A change of variables and (64) give
Since for any ξ > 0, s < 0, κ L ζT −1/2 e s ξ −1 1 − e −ξT t → 0 as T → ∞, it remains to show that the dominated convergence theorem is applicable. By (45), we get for any ζ ∈ R,
This completes the proof of (70).
Next, for ∆X * (2) (T t) we have from (64)
From (45) we get that
and hence, the dominated convergence theorem can be applied. By using (31), we have that
as T → ∞. From (72) we conclude that
Proof of Theorem 3.1. To prove (23) it is enough to show that E A −1 T X * (T t) 2 → σ 2 t 2−α , where
and σ 2 is given in Theorem 2.1. Indeed, this would imply convergence of moments (10) for any q ≤ 2. Since the limit is fractional Brownian motion with self-similarity parameter H = 1 − α/2 ∈ (1/2, 1), by , Theorem 1) we conclude that τ X * (q) = 1 − α 2 q for q ≤ 2. That τ X * (q) = q − α for q ≥ 2 follows from (22) (Grahovac et al. 2017, Theorem 7) .
Let X * 1 (t) and X * 2 (t) be as in the decomposition (43) where X 1 corresponds to the Gaussian component and X 2 to the pure Lévy component. Then by independence
From (34), we get that EX * 1 (T t) 2 = 2EX 1 (1) 2 R T (t, t), where R T is given by (35). By (42), it follows that as T → ∞
Taking the second derivative of κ X * 2 (T t) (ζ) and letting ζ → 0 we get by using (36) and (39) that
as T → ∞. Now the statement follows by independence of X 1 and X 2 . This proves (23). If X * is Gaussian, then by using the expression for absolute moments of Gaussian distribution we have for any even integer q as T → ∞
Since we can take q arbitrary large, by , Theorem 1) it follows that τ X * (q) = 1 − α 2 q for every q > 0 and hence (24) holds.
Proof of Theorem 3.2. Suppose first that q < 1 + α and let
We may assume that q > 
where k r > 0 is a constant. Now, since the characteristic function of the symmetrized random variable X * (T t) is | exp κ X * (ζ, T t)| 2 , we have by applying (73) to A −1
Using the notation from the proof of Theorem 2.2, we have from (48)
(A −1 T ζ, T t)|.
Given q > 1, we may take ε small enough so that q < 1+α−ε =: γ and max{β BG , 1} < γ < 1+α. From (65) we have that |κ ∆X * Suppose that ζ > 0, the argument is analogous in the other case. Note that max {x −ε ζ ε , x ε ζ −ε } ≤ max {ζ ε , ζ −ε } max {x −ε , x ε }. Using (53) with δ = ε, we get the bound
where κ L,1 is defined in (59) and the integral is finite by (55) with the last inequality coming from the fact that both integrals converge to zero by (63). By combining these bounds, we conclude that
T ζ, T t)| ≤ C 1 |ζ| γ + C 3 |ζ| 1+α max |ζ| ε , |ζ| −ε + C 5 |ζ| γ ≤ C 6 |ζ| γ , |ζ| ≤ 1, C 7 |ζ| 1+α+δ , |ζ| > 1. By (73), the terms on the right-hand side are q-th absolute moments of (1 + α − ε)-stable and (1 + α + ε)-stable random variables with characteristic functions exp{−2C 6 |ζ| 1+α−ε } and exp{−2C 7 |ζ| 1+α+ε }, respectively. Since q < 1 + α − ε, both integrals are finite. This proves uniform integrability, hence the convergence of moments. We now want to prove (25) holds. Since the limit process L 1+α (t) is self-similar with H = 1/(1 + α), from , Theorem 1) we conclude that τ X * (q) = q/(1 + α) for q < 1 + α. By , Proposition 2.1), the scaling function is always convex, hence continuous, so that τ X * (1 + α) = 1. On the other hand, from , Theorem 7) we have that τ X * (q) = q − α for q ≥ 2. By taking 1 + α and q 1 , q 2 ≥ 2 with q 1 < q 2 , we find that τ X * (q) = q − α for q ∈ {1 + α, q 1 , q 2 }. Hence, these three points lie on a straight line and τ X * must be linear on [1 + α, q 2 ] by (Grahovac et al. 2017, Lemma 3) . On the other hand, τ X * (q) = q − α for any q ≥ 1 + α, which completes the proof of (25).
Proof of Theorem 3.3. The proof is completely analogous to the proof of Theorem 3.3, the main difference being the bound (75). From (68) by using (67) and Potter's bounds as in the proof of Theorem 2.3 we get
As in the proof of Theorem 3.3, it follows that
1 − exp{−2C α,β |ζ| β } |ζ| −q−1 dζ, with the integral on the right finite as by (73), it is q-th absolute moment of a symmetric β-stable random variable with characteristic function exp{−2C α,β |ζ| β }. The rest of the argument is analogous to the proof of Theorem 3.3, proving (26).
Proof of Theorem 3.4. If µ L ≡ 0, then X is non-Gaussian and by , Theorem 7) we have that τ X * (q) = q − α for q ≥ q * , where q * is the smallest even integer greater than 2α.
We next establish the asymptotic behavior of even moments of order less than 2α. Note that 2α is an even integer and let κ For a stochastic process Y = {Y (t)} we write κ 
