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Abstract
A new LADAR prototype system has been designed and implemented to be able to 
capture the 3D LADAR data from the surfaces of various objects. This system is 
designed to have a high technical specification and recognition ability through the using 
of new LADAR image descriptors. These descriptors are arise from the chromatic 
methodology to extract features from the LADAR images by applying new types of 
processors called invariant spatial chromatic processors. This represents the first step 
towards using this methodology for processing LADAR images. The descriptors are 
developed to have high discrimination ability, robust to the effects that disturb LADAR 
images, and required less storage space and computational time for recognition.
The performance of the proposed LADAR descriptors were first evaluated using 
simulated LADAR images, which are generated from special software called LADAR 
simulator. This software has been written to produce simulated LADAR images under 
a wide variety of conditions. It models each stage from the laser source to the data 
generation and using proposed approach to be able to deal with complex models and 
produces high resolution image with short execution times.
Experimental tests are also being undertaken on the new designed LADAR system 
in order to asses its ability to provides 3D images and its recognition performance with 
the proposed descriptors.
The simulation results show high discrimination ability for the new descriptors over 
the traditional techniques such as Moments descriptor, which is also used to benchmark 
the results. The results also show the robustness of the proposed descriptors in the 
presence of noise, low resolution, view change, rotation, translation, and scaling effects.
The experimental results show the effectiveness of the LADAR system and its ability 
to scan different objects and produce their 3D images with different scanning parame­
ters. The results also show high recognition performance for this systems when using 
the new LADAR descriptors compared to using Moments descriptor under the same 
variety of scanning condition.
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Chapter 1
Introduction
1.1 Research Background
Ultra high speed Laser Detection and Ranging (LADAR) system is a three dimensional 
spatial measurement tool. The power of this system lies in the inherent 3-D nature of 
the data that is produced. These data are created by scanning a scene with a laser 
beam, where the scan time, field-of-view, and angular resolution are dependent upon 
laser pulse repetition frequency, scanner speed, range of motion, and resolution.
During the scanning process the return time and beam strength are recorded. The 
return strength produces intensity data and the time of return leads to range data. The 
intensity data are gray scale values associated with each spatial location in the range. 
While the format of the range data that obtain by the LADAR is range, azimuth, and 
elevation angles, which represent the spherical coordinates system whose origin is at 
the sensor. The LADAR system converts this type of range data into a traditional 
3D cartesian format in order to produce the three-dimensional range image, which is 
represent the spatial location of the laser beam intersection with the scanned scene.
One of the most favoured applications for Ultra high speed LADAR system is the 
automatic target detection and classification [1], This is because of the ability for this 
system to scan at ultra high speed rate [2-7] and providing high resolution 3D images, 
which allow for more accurate and robust determination of the target type and pose [8]. 
Several methods have been developed to describe LADAR images for target recognition 
using different features such as normals, curvature, and regional shape [9, 10], etc. But 
the complexity, low discrimination ability, noise sensitivity, long computational time, 
and the large storage requirements associated with these methods are severe limitations. 
These limitations increase the demand towards the development of new methods.
1.2 Research Objectives
This research aims to design and implement a new LADAR prototype system able to 
capture the 3D LADAR data from the surfaces of various objects and recognise them
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under wide variety of conditions. This system must be design to have a high technical 
specification (high sampling rate and scanning resolution) and high recognition ability 
with less execution time.
In order to achieve fast and high recognition ability for the LADAR system, new 
LADAR image descriptors need to be developed. These descriptors must be robust 
to noise and other effects (like object rotation, translation, and scaling), have high 
discrimination ability, and represent the images with small features number in order to 
decrease the recognition times and the associated required storage.
1.3 Research Methodology
• Utilising the simplicity and high discrimination ability of the spatial chromatic 
processors for LADAR Data Processing. This is by developing new approaches 
able to make these spatial processors work as efficient LADAR image descriptors.
• Writing LADAR simulator software able to produces simulated data for a LADAR 
system under a wide variety of conditions by modeling each stage from the laser 
source to the data generation.
• Evaluating the performance of the new LADAR descriptors in controlled envi­
ronments by using simulated LADAR data sets after generating them from the 
LADAR simulator software. This is to allow decoupling of the different effects 
that influence the descriptors performance and characterise their impact.
• Defining the technical aspects of the LADAR prototype design which include 
hardware components and both the mathematical model and the controlling soft­
ware that are required for reconstructing the resultant LADAR images from the 
scanning measurements.
• Integrating the new developed LADAR descriptors with this prototype system 
and evaluating its recognition performance by scanning real models under differ­
ent conditions.
1.4 Achievements
The main original achievements of this research can be summarised as follows.
• New LADAR image descriptors are proposed, which are Half Height Overlapping 
Gaussian Descriptor, Half Height Overlapping Triangular Descriptor, and Con­
tinuous Overlapping Triangular Descriptor. These descriptors are able to extract 
invariant features from the LADAR images based on using proposed types of 
chromatic processors called ‘invariant spatial chromatic processors’. These de­
scriptors are simple and able to describe the LADAR data with small number
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of robust features, which are relatively unaffected by the noise and other effects 
that usually disturb the LADAR measurements.
• An efficient LADAR simulator software has been written to simulate the LADAR 
systems and produce their resultant 3D images under a wide variety of conditions. 
This software models each stage from the laser source to the data generation and 
uses proposed approach to be able to deal with complex models and produces 
high resolution 3D images with short execution times.
• A new LADAR prototype system has been designed and implemented. This new 
system has high technical specification and recognition ability through combining 
the high measurements rate for the AccuRange 4000-LV laser distance sensor, high 
scanning resolution for computer controlled Pan-Tilt Unit D46-17, and the high 
recognition ability of the new proposed LADAR image descriptors.
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1.6 Thesis Layout
There are eight chapters in this thesis
Chapter 2 provides the background knowledge to LADAR systems, including the 
historical background, three dimensional measurement technologies, and some LADAR 
applications. The field of automatic 3D objects recognition using these systems is 
described, and the previous work done in this field is presented with identifying the 
need for new methods.
Chapter 3 introduces detailed information about the LADAR simulator software, 
that has been written to produce simulated data for a LADAR system under a wide 
variety of conditions. The theory of propagation of a laser beam and the ray tracing 
algorithms which are the core of the LADAR simulator are presented. The proposed 
approach of enabling the simulator to deal with more complex models and produce 
high resolution image at short execution time is explained. The simulation steps for 
the LADAR simulator and its graphical user interface are also presented with some se­
lected results that show the effect of changing the scanning parameters on the resultant 
LADAR images.
Chapter 4 describes the LADAR system and associated software that have been 
designed and implemented to capture the 3D LADAR data from the surfaces of various 
objects and recognise them using the chromatic methodologies. The technical aspects 
of the LADAR design which include hardware components and both the mathematical 
model and the controlling software that are required for reconstructing the resultant 
LADAR images from the scanning measurements are described.
Chapter 5 introduces the chromatic methodology for LADAR data processing. An 
overview about the chromatic methodology and the spatial chromatic processors is pre­
sented. The proposed approach of making these processors invariant to the translation 
and scaling effects and how these invariant processors can be use as region image de­
scriptors is explained. Afterwards the method of processing the LADAR images using 
the proposed descriptors is presented.
Chapter 6 presents the methodology for evaluating the performance of the new 
chromatic descriptors with LADAR data processing using simulated LADAR data. The 
simulation results are presented and are discussed.
Chapter 7 describes the experimental tests that have been undertaken on the 
new designed LADAR system in order to asses its recognition performance with the 
proposed chromatic descriptors. The experimental setup and procedure is explained 
with LADAR recognition program. The experimental results are presented and are 
discussed.
Chapter 8 draws conclusion about the work done and suggest how this work could 
be extended in the future.
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Chapter 2
Background Knowledge to 
LADAR Systems
Introduction
This chapter contains information within the scope of the research that will provide a 
suitable background for the reader. The chapter consists from five sections. The first 
section gives a historical background about LADAR systems, while the measurement 
technologies that used with these systems in order to generate the three dimensional 
data are explained in the second section. The third section presents some applications 
for the LADAR systems. LADAR’s automatic recognition methods and their perfor­
mance are described in the fourth section. Finally the summary for this chapter is 
given in the last section.
2.1 LADAR Background
RADAR (RAdio Detection And Ranging) is the process of transmitting, receiving, de­
tecting, and processing an electromagnetic wave reflected from a target [11]. In approx­
imately 1935, RADAR came into being and continued its explosive growth with initial 
primary application to detection, ranging, and tracking of aircraft [12]. As theoretical 
and technical developments continued, RADAR techniques and applications expanded 
into almost every aspect of the modern world. One area of that technical development 
was in the wavelength of the transmitted signal, where the RADAR techniques are 
carried to the optical portion of the electromagnetic spectrum [12],
In 1953, the first optical RADAR system was used and called LIDAR, an acronym 
standing for (Light Detection And Ranging) [11]. In 1962, the development of high- 
energy or Q-switched pulsed LASERs (Light Amplification by Stimulated Emission of 
Radiation) made such sources available for LIDAR applications [11]. Using the laser as 
an optical transmission source produced, a specific category of LIDAR systems called 
LADAR. The LADAR acronym stands for (LAser Detection and Ranging), in analogy
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to RADAR [12]. LADAR systems are an attractive alternative to the RADAR systems, 
because using optical wavelengths (which are shorter than the radar wavelengths) pro­
vides very high resolution 3D images. In additional to that, the light velocity allow 
LADAR systems to take numerous amount of measurements per second. By accu­
rately developing LADAR technology and corresponding signal processing techniques 
required for analyzing the data, a new generation of LADAR systems was developed. 
These systems are called Ultra High Speed LADAR systems, which are able to scan at 
ultra high speed rate reached to more than 16 million points per second [2-7].
2.2 LADAR Measurement Technologies
Early LADAR systems were designed with scanning systems to move the beam across 
a target area in order to collect enough information to build a scene or image of the 
illuminated area [13]. By 1996, scannerless systems were developed that allowed an 
area with a larger field of view (FOV) to be illuminated in a single shot [14]. These 
scannerless systems are now often referred to as flash systems [15-19] . The 3D images 
for these systems, contain significantly more navigational information than a traditional 
2D imager such as: area, volumes, depth, etc.
LADAR systems are operate at wavelengths in the ultraviolet, visible, near, mid and 
far-infrared regions (i.e. wavelengths between 0.5 /im, to 10 fim or frequencies between 
600 THz to OOTHz) and usually use one of two techniques when calculating range 
measurements to an object: continuous wave LADAR, which sends out modulated 
signals and measures the phase difference between transmitted and received signals; 
or pulsed LADAR, which sends out individual laser pulses and measures time-of-flight 
between transmitted and received signals.
Both techniques have their specific advantages and disadvantages. The most obvious 
method of operating LADAR systems is in the pulsed light operation, because the time 
of flight is measured directly [20-22]. The actual time measurement is performed by 
correlating the start and stop signals with a parallel running counter. The advantage 
of using pulsed light is the ability of transmitting a high amount of energy in a very 
short time, Thus the influence of background illumination can be reduced and a high 
short-term optical signal-to noise (and signal-to-background) ratio is attained while 
maintaining a low mean value of optical power. This is an important factor for eye 
safety, which is the limiting criterion for many measurement applications. Furthermore, 
it reduces the demand on a very high sensitivity and signal-to-noise ratio of the detector, 
thus enabling long distance measurements. However, at the same time the receiver must 
offer high dynamic range and a large bandwidth. The basic problem for the receiving 
path is to detect exactly the arrival time of the back-scattered light pulse. This is 
because the optical threshold is not a fixed value but changes with background and 
distance of the object, and atmospheric attenuation leads to dispersion of the light
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pulse and flattens the edge of the received pulse. Therefore very short light pulses with 
fast rise and fall times are necessary, to assure an accurate detection of the incoming 
light pulse.
In continuous light operation, its possible to use an alternative modulation, demod­
ulation, and detection-mechanisms [23—25]. Generally the phase difference between 
sent and received signals is measured, rather than directly measuring the pulse time 
of flight. As the modulation frequency is known, this measured phase directly corre­
sponds to the time of flight. Compared to previous technique, modulation of a larger 
variety of light sources is possible for this mode of operation because the extremely 
fast rise and fall times are not required as for pulsed operation. Over the last several 
decades, the LADAR technologies have been developed so that data could be acquired 
through a variety of methods. Blais [26] provided a brief review of the past 20 years of 
development in the field of 3D laser imaging.
2.3 LADAR Applications
LADAR systems have diverse roles in both civilian and military applications. These 
systems have been used to create 3D models of structures and scenes for quality control, 
surveying, mapping, reverse engineering, terrain characterization, safety improvement, 
and disaster reconnaissance [27, 28]. In addition, LADARs have been used for dynamic 
applications such as ground, aerial, and maritime navigation.
In ground navigation, the LADAR systems are used for obstacle and road-boundary 
detection [29-35], which represent an important functions in advanced driver-assistance 
systems and autonomous vehicle navigation systems [36]. The systems are also used 
for vehicles localization in urban environments, when Global Positioning System (GPS) 
data is unavailable or has a too poor quality because of bad satellite visibility [37]. In 
aerial navigation, LADARs are used to provide autonomous navigational capability [38], 
obstacle warning system [39], and a reliable alternative to GPS [40]. With maritime 
navigation the LADAR systems are used for both precise manoeuver operation and 
obstacle avoidance [41].
One of the most favoured applications for LADAR involves target detection and 
classification [1, 42], anti-ship missile tracking [43], target identification at long range 
using spectral and vibration measurements [44-46], and identifying military ground 
vehicles that may be hiding under camouflage or foliage such as tree canopy [47]. There 
is also an emerging potential to use LADAR systems in space application for orbiter 
inspection [48], capturing non-cooperative objects on orbit [49], orbital rendezvous [50], 
and for determining the pose of the satellites [51].
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2.4 LADAR Automatic Recognition
Automatic recognition of 3D objects has been an important research topic for many 
years [52]. The high resolution and the 3D images provided by the LADAR systems 
allow for more accurate and robust determination of the object type and pose [8]. Where 
the main advantage of the 3D images lies in the measurement of the third dimension 
(the range), that enables derivation of robust features. Automatic target recognition 
(ATR) involves two main tasks: target detection and recognition [53]. The purpose of 
target detection is to find regions of interest (ROI) where a target may be located. By 
locating ROIs, a large amount of background can be filtered out from the scene. The 
ROIs are then passed to a recognition algorithm that identifies the target [53]. The 
most common approach for target recognition is the view-based approach. View based 
recognition represents 3D objects as a set of discrete views around the object. Range 
images are compared to the view database to determine the most probable object. In 
this approach, database images are typically represented as points in the feature space. 
The unknown range image is projected into this space and the nearest database point is 
taken as the closest matching image [54]. The view-based approach historically derives 
from 2D intensity image recognition techniques.
The 3D object recognition community has developed different methods for com­
puting features which describe LADAR images for classification. Some use the surface 
properties such as normals, curvature, and regional shape [9, 10]. Surface normals and 
curvature depend on a reliable extraction of local features such as edges and derivatives, 
which are sensitive to noise [55]. While the regional shape extraction approach is robust 
to noise, but the main disadvantages of it are computationally expensive, required large 
space to store the features, and low discriminating capability [10, 56].
Other methods describe the LADAR images as histograms of point fractions that 
fall into partitions of the enclosing object space under different partitioning models 
such as shell and voxels models [57, 58]. The first decomposition model partitions the 
space into shells concentric to the object’s centre of mass [57], while the second model 
creates distinct voxels of equal size around the object bounded by its extent in the three 
principal directions [58]. To overcome the shape rotation problem for the later model, 
specific number of voxels are combined together [59]. Generally the shape histogram 
methods suffer from the space partitioning in the presence of noise, in additional to 
that these method use high number of features. This increases the recognition time 
and requires more memory to store the features.
Furthermore, robust feature descriptors such as moment invariants have been used 
for LADAR images recognition [60]. These moments are invariant to translation and 
rotations. A general disadvantage of using these moments is the noise sensitivity. This 
noise sensitivity limits the use of moments and restricts their applications [61].
Since none of the previously mentioned methods could fully meet the requirements
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of LADAR image description, new methods need to be developed. The requirements 
are: simplicity, high discrimination ability, small features number (which is leads to 
decrease the recognition time and the storage space), robustness to noise, and invariant 
to (rotation, translation, and scaling) effects.
2.5 Summary
The background knowledge about the LADAR systems field is introduced in this chap­
ter, which contains information about the LADARs historical background, their three 
dimensional measurement technologies, and some applications. Furthermore, the chap­
ter describe the previous work done in the field of automatic 3D objects recognition 
methods and identify the need for a new method that can provide high discrimination 
ability with small features number , where these features must be robust to noise and 
invariant to rotation, translation, and scaling effects.
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Chapter 3
LADAR Simulator
Introduction
This chapter presents detailed information about the LADAR simulator software, that 
has been written to produce simulated data for a LADAR system under a wide variety 
of conditions. This simulator models each stage from the laser source to the data 
generation and it consists of a simulation software and a graphical user interface (GUI). 
It represents an efficient simulation tool for developing recognition algorithms for the 
LADAR systems.
In this chapter, six sections are presented. The first two sections cover the theo­
retical background for the laser beam propagation and ray tracing algorithms, which 
represent the core of the simulator. The third section focuses on the main concepts of 
the simulation implementation. While the fourth section gives a description of the GUI 
control panels. The fifth section presents the possibilities of the simulator by showing 
a collection of the selected simulated results. Finally the summary of this chapter is 
presented in the last section.
3.1 Laser Beam Propagation
The propagation of a laser beam from the transmitter to the target, and back to the 
receiver, is described in this section. The process of simulating the propagation of a 
beam has been divided into four parts as shown in Figure 3.1 [62].
The laser range finding principle is reviewed first. Then the laser beam energy 
distribution is described in both the temporal and the spatial domains [No.l]. Atmo­
spheric effects on the propagating beam [No.2] and the beam interaction with target 
surface [No.3] are then explained. This is followed by considering the receiver [No.4] 
and the derivation of the LADAR range equation.
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Figure 3.1: The Division of the Process During Simulation (figure adapted from [62]).
3.1.1 Laser Range Finding Principle
The principle of finding range using the laser beam is shown in Figure 3.2. The LADAR 
transmitter sends a laser pulse and records the time at which it was sent. The pulse 
travels through the atmosphere to an object and is reflected from its surface. The 
reflected beam is then collected by the LADAR receiver after travelling through the 
atmosphere with a distance equal to the transmitted pulse distance. The LADAR 
receiver then records the receiving time and calculates the round-trip time interval 
Atfof, where the laser pulse travels at the speed of light. Finally the LADAR system 
calculates the range using the following equation [11]:
Rc Attot2 X c (3.1)
where Rc is the calculated range from the LADAR to the object and c is the speed of 
the light, which is equal to 3 x 108 m/s.
Transmitted pulse
Received pulse
Intensity
Elapsed time
Figure 3.2: Laser Range Finding Principle (figure adapted from [11]).
3.1.2 Laser Beam Energy Distribution
In order to simulate the effects of the target shape, the laser pulse has to be modelled 
in time (temporal distribution) as well as in space (spatial distribution) which leads to 
a four dimensional model. So the outgoing pulse intensity is decomposed as [11]:
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G(t, H„, Vls, Ru) = p(t) x I(Hls, Vls, Rts) (3.2)
where p(t) is the discrete pulse shape in time domain; V/s, Ris) is the proportion
of energy contained within a component located at a location of i//s, VJS, Ria dimensions, 
where t, Hls,Vis, Ris take on discrete values. Figure 3.3 shows these two distributions 
for the laser pulse travelling from the LADAR system to the target, where His and V/s 
are the horizontal and vertical cross-range dimensions and Ris is range dimension (in 
the direction of the pulse travelling).
Figure 3.3: Laser Pulse Energy Distribution (figure adapted from [62]).
3.1.2.1 Temporal Distribution
The amount of laser power that is produced by the LADAR source and transmitted 
toward the target area is assumed to have a Gaussian distribution with time. This 
distribution is defined by the laser pulse energy Et in unit of joules and pulse width 
t (full-width at half-max power in unit of seconds). The following equation [11, 63] is 
used to model this distribution as :
In 2 -t2----exp
7T 2*2
(3.3)
T
(7w= 272^2 (3.4)
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where p(t) is the laser pulse power in unit of watts at time t and aw is the standard 
deviation of the Gaussian pulse shape in units of seconds. In order to avoid aliasing 
on the laser pulse waveform, the sampling period At is calculated using the following 
equation [11]:
At = ^ (3.5)
sft
where sft is the time sampling factor and its values must be greater than one for good 
pulse representation. Figure 3.4 shows the Gaussian distribution for a typical laser 
pulse of r = 4.7 x 10-9 s, Et = l x 10~3 J, and sft = 10.
x 105
Time [s] x 10-8
Figure 3.4: The Laser Pulse of r = 4.7 ns, Et = l mJ, and sft = 10.
3.1.2.2 Spatial Distribution
The laser intensity profile produced by a laser source cavity is not constant across the 
beam diameter at all ranges, and it depends on the technique used to generate the laser 
beam. Generally this profile or energy distribution is modelled as a spatial Gaussian 
function in horizontal vertical V/s, and range Ris dimensions [64, 65]:
/(r’fl,s) = ^d?fe)eXPW5£j (3'6)
r = \lnl + VZ
where W(Ris) is the beam width (radius) at Ris and it is defined as the radial distance 
(in unit of metres) at which the profile value is decrease to 1/e2 from its peak value as 
shown in Figure 3.5. The dependence of beam width on the distance Ris is illustrated 
in Figure 3.6 and governed by [64, 65]:
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where
(3.8)RiSo = nWlA
is referred to as the Rayleigh range.
The Rayleigh range is the distance from (Ris = 0), for which the beam area has 
just double W(RiSo) = \/2W0, where \V0 is the beam waist at Ris = 0 and A is the 
laser wavelength. Referring to Figure 3.6 the laser beam starts to diverges as a cone of 
half-angle after Rayleigh range, this angle (in radians) is given by [64, 65]:
(3-9)
7T\Vo
The divergence angle is directly proportional to the wavelength A, and inversely 
proportional to beam waist W0. Therefore, a highly directional laser beam is obtained 
by using a short wavelength and a thick beam waist.
Referring to [65] and [64], the spatial sampling size As that avoids aliasing of the 
laser intensity profile can be calculated using the following equation:
As = W(Rls)
Sfs
(3.10)
where sfs is the spatial sampling factor and its values must be greater than one for 
good intensity representation.
Hu [H Vis M
Figure 3.5: Gaussian Profile at Ris = 1000 m for Laser Beam of \V0 = 9 x 10_3m, 
A = 1.55 x 10~6m and sfs = 10.
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Figure 3.6: Gaussian Beam Width W(Ris) Expansion with Increase Distance Ris for 
Laser Beam of IF0 = 9 x 10-3 m, A = 1.55 f.im and sfs = 10.
3.1.3 Atmospheric Effects
When the transmitted laser beam propagates through the atmosphere, some of the 
energy is absorbed and scattered by atmospheric molecules, dust, and aerosols [11]. 
This attenuation limits the LADAR system performance and is dependent on the laser’s 
wavelength A and the propagation length Ris. This can be modelled using Beer’s law 
as shown in Equation 3.11 [11, 66]:
Ta = exp (—<ts(A) x Rig) (3.11)
where Ta is the one way atmospheric transmission value and as(X) is the atmospheric 
coefficient in m~1 for the wavelength A. Since the laser beam travels twice the distance 
to reached the receiver, this leads to affected it by Ta x Ta = Ta2. Figure 3.7 shows a 
plot of the two way atmospheric transmission T2 against path length for a laser beam 
of wavelength equal to 1.55/zm propagate at clear standard atmosphere in which the 
atmospheric coefficient <7s(1.55/zm) is equal to 0.1 x 10-3m“1[66].
3.1.4 Target Interaction
The interaction between the transmitted laser beam and the target surface produces a 
reflected signal. The characteristics for this signal depend on the following:
• Surface Reflectance Parameter ptr' This depends on the nature of the target 
and quantifies the percentage of reflected laser radiation. Typical values for this 
parameter range from as little as 2% to as high as 25%, although some materials 
have higher reflectance such as polished surface [11].
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Figure 3.7: Two way Atmospheric Transmission T% Against Propagation Length Ris.
• Angle of Dispersion fhr: The reflected radiation can be reflected back in a variety 
of ways depending on the reflected surface type (specular, rough). In this simula­
tor, Lambertian targets are assumed and the solid angle over which the radiation 
is dispersed is set to be equal to tt steradians [11, 12, 66].
• Surface Area Atr: The area of target surface is also an important factor in de­
termining the amount of radiation that returns to the receiver. This amount is 
larger for the extended targets (target area intercepts the entire beam) than for 
point targets (target area smaller than the transmitted footprint) [66].
• Surface Shape and the Angle of Incidence: The beam-target interaction not only 
affects the energy in the reflected signal, but it also affects its shape. Both the 
beam incidence angle and the surface shape (plane, step, etc.) effects, play impor­
tant roles in changing the transmitted pulse shape. To simulate these effects, the 
target surface must be sampled at distances relative to the laser source location 
by using Ray Tracing Algorithms. This process will be explained in more detail 
in the next sections.
The simulated shapes for the reflected signals that result from the interaction of 
the laser beam at different incident angles with the plane and step targets are 
shown in Figure 3.8. Figure 3.8b presents the shapes of the signal that reflect 
from a plane target shown in Figure 3.8a, while Figure 3.8d presents the shapes 
of the signal that reflect from a step target shown in Figure 3.8c.
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Figure 3.8: Illustration of Return Pulse Shaping by Plane and Step Targets Geometries.
3.1.5 LADAR Receiver
The process of determining the range to the target from the reflected signal is accom­
plished by the LADAR receiver. This process depends on the following:
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3.1.5.1 Detection Technique
Two different detection techniques are used with the LADAR system. These techniques 
are, direct detection and coherent detection. More details about these techniques are 
found in [67]. In this simulator the direct detection technique is used, in which the 
received optical energy is focused onto a photodetector element. This detector generates 
a current which is directly proportional to the optical power that is incident on it.
3.1.5.2 Receiver Efficiency
The signal power that is measured by the LADAR system is affected by the receiver 
efficiency. This efficiency is driven by both the optical transmission T0 (the fraction 
of energy that arrives at the detector from the total energy captured by the receiver 
aperture) and the quantum efficiency rj (the fraction of the signal that is converted 
into photo electrons) of the detector. The number of photons K produced by the power 
falling on the detector Pr is a random variable whose mean is computed by the following 
equation [11]:
E[K] = ^ (3.12)
where _E[ ] is the expectation operation, At is the sampling period, h is Planck’s 
constant, and v is the frequency of the light. Using the detector quantum efficiency rj. 
the average number of the photoelectrons Nsignai produced by the detector is computed 
by [11]:
EWsignd] - rjElK] (3.13)
3.1.5.3 Photon Counting and Speckle Noise
The photon counting noise is defined as the random arrival of the reflected photons to 
detector. This randomness introduces uncertainty in the number of photons measured 
during a finite time interval At. While the laser speckle noise is caused by the electro­
magnetic field interference occurring at the detector surface from a large collection of 
independent coherent radiators.
The statistical fluctuations in the measured signal due to speckle and photo counting 
noise can be simulated in the LADAR measurement by modelling the number of photons 
detected as a negative binomial random variable with a mean equal to E[Nsignai] and 
a variance given by the following equation [11]:
rtcise = S[JVsi9„oI] (l + ElM^a']) (3.14)
where <j^0.-se is the variance of the measured photocounts, and Mch is the degrees 
of freedom number for the laser light. For fully coherent light, Mch — 1> and for
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fully incoherent light, Mch approaches infinity and the photo counting noise become 
dominant. Figure 3.9 shows the effect of the photo counting noise on the received signal, 
while Figure 3.10 shows the effect of both photo counting noise and speckle noise on 
the received signal.
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Figure 3.9: Noisy Signal Due to Photo Counting Noise {Mch = 100).
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Figure 3.10: Noisy Signal Due to Photo Counting and Speckle Noise {Mch = !)•
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3.1.5.4 Background Noise
The background photons are the photons that are collected by the sensor which do 
not originate from the laser transmitter. In most practical scenarios these photons are 
originated from the sun. The background photons bear no information concerning the 
range to the target and the random arrival times for these photons contribute noise to 
the LADAR measurement.
This noise can be simulated during a LADAR measurement by modelling the num­
ber of photoelectrons produced by the background as Poisson random variable with a 
mean E[Nb] given by the following equation [11]:
E{Nb] = SiBAXABPtrTlTaT0D?.At
ARlhv + .EfiVc/aj-fc]
(3.15)
where Nb is the number of photoelectrons contributed by the background, including 
the Poisson noise; Sib is the intensity of the background light at the target in units of 
W/m2 per pin of electromagnetic bandwidth; and A,\ is the electromagnetic bandwidth 
in pm of an optical bandpass filter present in the receiver. A# is the target area seen 
by the receiver. E[Ndark] is the expected number of electrons contributed by dark 
current. Figure 3.11 shows the signal of Figure 3.10 after adding background noise 
to it. The figure also shows the selected threshold value that is used to eliminate the 
effect of this noise. This value is assumed in this simulator to be ten times larger 
than the maximum noise mean value (which is calculated at a maximum atmospheric 
transmission, maximum target area seen by the receiver, and minimum target range 
(200m) scanned by the LADAR).
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Figure 3.11: Noisy Signal Due to Photo Counting, Speckle Noise and Background Noise.
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3.1.5.5 Pulse Detection and Range Measurement
As mentioned in 3.1.1, the idea of computing the target range is done by measuring the 
time of detecting the laser pulse from the sending time, which represent the round-trip 
time of flight interval Attot-
In this simulator, the Constant Fraction Discrimination CFD peak detector is used 
for pulse detection, as this is insensitive to the amplitude fluctuation that cause jitter 
in the time of arrival [67]. Referring to Figure 3.12, the CFD detector is accomplished 
by splitting the incoming signal into two channels, delaying one channel by one half 
of a pulse width, and subtracting the delayed channel from the original. This results 
in a positive and then negative signal with a characteristic S-shaped profile. The zero 
crossing of the S-shaped profile is used to stop the timer and the resultant time Attot 
is used to calculate the target range by Equation 3.1.
In order to reduce the effect of the background noise, this discriminator is enabled 
only when the input signal value is larger than the threshold value shown previously in 
Figure 3.11.
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Figure 3.12: CFD Peak Detector (taken from [67]).
3.1.6 LADAR Range Equation
The range equation is widely used as an analytical tool for computing the power received 
Pr from a target illuminated by a laser pulse containing a given power Ft. The LADAR 
equation, is directly analogous to the original RADAR equation [12, 66] and can be 
broken down into several terms that quantify the contribution of the laser propagation 
elements illustrated previously (transmission, reflection, and reception).
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According to [11] the equation is:
5
3
Pr =
4P,
^Rfs '
where
Pr : Received signal power at the LADAR detector (watts). 
Pt : Transmitter pulse power (watts).
9t : Angular divergence of the transmitted beam (rad). 
Ris: Range between LADAR and the target (meters).
Ptr : Target surface reflectance.
Atr: Target surface area (square meters).
fltr- Solid angle of the dispersed radiation (steradian).
Dr : Diameter of circular receiver aperture (meters).
Ta : One way attenuation factor.
T0 : Optical transmission.
1 : Intensity reaching the target area from the transmitter (W/m2).
2 : Ratio of target area to the reflected beam area.
3 : Intensity at the receiver aperture (W/m2).
4 : Area for the circular receiver aperture (m2).
5 : Power captured by the circular receiver aperture (IT).
6 : Attenuation by target reflection, atmosphere and optical transmissions.
(3.16)
As mentioned in subsection 3.1.4 on page 15, the simulator assumes Lambertian 
targets. Therefore, Dfr, is replaced by the value associated with the standard diffuse 
targets having solid angle of tt steradians [11, 12, 66].
In the simulation the laser beam footprint is much smaller than the target extent, 
which means that the target surface intercepts the entire beam (extended targets). This 
makes the target area Atr equal to the area illuminated by the laser beam, and given 
by:
Atr — 4 (3.17)
With the previous assumptions and substituting Equation 3.17 in Equation 3.16, 
the LADAR range equation become [11, 67, 68]:
PtPlXT0D2r
iRl
(3.18)
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3.2 Ray Tracing Algorithms
The term ray tracing refers to any algorithm that follows a beam of light to determine 
with which objects they interact in the world [69]. These algorithms are used by the 
simulation software to obtain the intersection points of the rays vectors that represent 
the laser beam with the triangular faces (see Figure 3.14) that represent the model 
surface. These points represent the laser footprint samples on the model surface by 
which the reflected sample power and the round-trip time for each sample can be 
calculated.
Referring to Figure 3.13. each laser ray’s vector can be defined by the following 
equation:
P = S + /V (3.19)
where S represents the ray’s starting position, V represents the direction in which the 
ray points, and / corresponding to the point P where the ray intersects the plane of 
the triangle. The l value is given by :
t _ N • (Pp - S)
N • V
N = (Pi — P0) x (P2 - P0)/|(Pi - Po) x (P2 - P0
(3.20)
where N is the plane normal and Po, Pi, and, P2 are the triangle vertices. If the 
denominator is equal to zero, then no intersection occurs. Otherwise, plugging this 
value of l back into Equation 3.19 produces the point P where the ray intersects the 
plane of the triangle.
Figure 3.13: Intersection point P of the laser ray’s vector with the triangle face.
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To determined whether the point P lies inside the triangle’s edges, barycentric co­
ordinates [70] for this point with respect to the triangle’s vertices are calculated. These 
coordinates represent a weighted average of the triangle’s vertices and are expressed as 
the scalars wq, wi, and W2 such that
P = uiqPo + u^Pi + u;2P2 (3.21)
where 1 = tuo -f u>i + W2
In general, a point is inside (or on) the triangle if and only if 0 < wq,wi,W2 < 1, 
or alternatively if and only if 0 < iui < 1,0 < w;2 < 1, and roi + u>2 < 1. To determine 
the values of these coordinates (rao, uji, and 11J2), the wq in Equation 3.21 was replaced 
with 1 — u>i — ru2 as shown below
P = (1 - ~'W2)Po + iuiPi + U/2P2
= Po + twi(Pi - Po) + ^2(P2 - Po) (3.22)
The calculations were then performed relative to the point Pq by defining
v0 = Pi - P0 
vi = P2 ~ Po 
v2 = P - Po
and the Equation 3.22 becomes
v2 = wivo + W2V1 (3.23)
A 2 x 2 system of linear equations can be then formed by taking the dot product 
of both sides with vq
and with vi
v2 * v0 = (uqvo + u>2Vi) • v0 
wi(vq • v0) + za2(vi * v0)
v2 • vi (roivo + u;2vi) ■ vi 
Wi{vq • Vi) + U/2(vi • Vi)
(3.24)
(3.25)
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Finally the system is then easily solved with Cramer’s rule to obtain the u>i, and 
W2 values through the following equations:
(V2 • Vo)(vi • Vl) - (vi • Vq)(v2 ' Vj)
(vo • v0)(vi ■ Vi) - (vi • vo)(v0 • Vl)
(v0 • Vp)(v2 • Vl) - (V2 • Vo)(vQ • Vl)
(vo • vq)(vi • Vl) - (vi ■ vo)(v0 • Vl)
(3.26)
(3.27)
Therefore by applying ray tracing algorithms between every laser ray vector and all 
of the model’s triangles, the total laser footprint samples on the target model can 
be generated [71]. But in spite of the fact that this normal approach is simple and 
straightforward, extensive calculations are required to do it, making it very slow, es­
pecially when the model consists of a large number of triangles, scanning with high 
resolution, or when a large number of laser footprint samples are required.
To overcome these limitations, another approach is proposed. This approach is 
to evaluate the intersection points only between the vectors and triangles that lie in 
the same angular range, which leads to a reduction in the calculations and speeds up 
the process. Figure 3.14 gives a view of the principles used, where the steps in the 
procedure are presented in the following:
1. The angular extant in terms of azimuth and elevation angular ranges for each 
triangle is calculated as follows:
• Azimuth Angular Range: This angular range can be computed by calculating 
the azimuth angle for each triangle vertices, and comparing these angles 
with each other two to find the minimum and the maximum values, these 
represent the azimuth angular range.
• Elevation Angular Range: The method for calculating this range is similar 
to the above method, but the calculated elevation angles for the triangle 
vertices do not always represent the range. Therefore, additional three edge 
angles (one per triangle edge) are calculated and added to the comparison. 
Figure 3.15a shows the calculation principle for the edge angle (f>i. It starts 
by finding the line equation for the triangle edge of points Pq Pi (see red 
line in Figure 3.15a) by:
Pi = Po + Ji(Pi-Po) (3.28)
{x,y,z) = {xo,yo,z0}+ li((xi,yi,zi) - (xo}y0,z0))
(x,y>z) - {xo + k{xi-xo)>yo + li(yi-yo),zo + li(zi-zo))
where Pj is any point in the line of parameter k and its elevation angle 4>i 
can be calculated by:
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Figure 3.14: LADAR System Scan Car Model with the Proposed Approach.
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2
<}>l arctan .. _\/x2 + y2
£4rr,ffln _____________ ZQ + k{z\ - ^o)______________
- xo))2 + (?/o + k{y\ - yo))2
(3.29)
The first derivative for Equation 3.29 is then taken and solved for zero, in 
order to find the parameter value lrp at which there is a round point Prp. 
After the derivation and simplification of the Equation 3.29 it becomes:
, _ (-zoffoaq) - (zpypi/i) + (z\xl) -f (z\yl)
rp U1 + U2
where
Ul = (zqx\) + (zoyl) + (zixl) + (212/0)
U2= (2pxpa:i) - (z0yoyi) - (2io:pa:i) - (ziy0yi)
(3.30)
If lrp is between 0 and 1 then an additional elevation angle is required and 
its value can be calculated by substituting lrp value into Equation 3.29. 
Figure 3.15b shows the vertices elevation angles (at the start and at the end 
of curve) and the additional edge angle at the round point Prp (middle red 
circle).
0 < /, < 1
Figure 3.15: This figure shows: (a) the additional elevation angle fii for triangle edge 
(red line) of vertices Pp & Pi and (b) the elevation angles values from Pp to Pi.
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2. The laser rays vectors (right side of Figure 3.14) are generated. These vectors are 
depend on the LADAR viewing direction, laser footprint size, and the number of 
laser footprint samples.
3. The triangles whose angular extents (calculated in step 1) lie within the laser beam 
illumination direction, are selected (the blue edges triangles in Figure 3.14).
4. For every selected triangle, the laser rays vectors that lie in the field of that 
triangle are selected and the intersection points between them are calculated 
using ray tracing algorithms.
The up-right side of the Figure 3.14, shows the selected rays that lie in the field 
of the green edges triangle. It also shows the intersection points on the triangle 
plane (green & yellow points) and inside the triangle itself (green points).
5. If the laser ray vector lie in the field of more than one triangle, and have inter­
section point with each one of them, then the point that has the smaller distance 
to the laser are selected and stored.
The performance of the proposed approach is tested with different triangles and 
vectors numbers. The testing program starts by scanning a plane target with different 
laser beams using both approaches (normal and proposed) and calculates the required 
time to get the intersection points for each individual scan. These laser beams have the 
same width but they are different with the samples (vectors) number that represent 
them. The program then increases the number of triangles that represent the target 
without changing its size and repeats the same procedure again and so on.
The full testing results that represent the effects of changing the triangles and 
vectors numbers on the execution time for both approaches (normal and proposed) are 
presented as a 3-D graphs as shown in Figure 3.16. In order to present these effects 
individually, some selected results are taken from the original 3-D graph and their slopes 
are also calculated (using a least square method) as shown in Figures 3.17 and 3.18. 
Figure 3.17 shows the effect of changing the triangles number on the execution time 
(and its slope) for specific vectors numbers (Vc. No.), and Figure 3.18 shows the 
effect of changing the vectors number on the execution time (and its slope) for specific 
triangles numbers (Tr, No.),
The results in 3.16 show that the execution time for the proposed approach is much 
smaller than the normal approach. The results in Figure 3.17 also show an increment 
in slopes for both approaches, when the vectors number increases from 49 to 441. The 
same situation in Figure 3.18 but this time when the triangles number increases from 
50 to 800. In general, the normal approach slopes are very large compared to those of 
the proposed approach, which grows to 55 times larger at Tr. No.=800 in Figure 3.18.
28
Figure 3.16: Execution Time for Both Approaches Versus the Triangles and Vectors 
Numbers.
400 600
Triangles Number
800 1000
Figure 3.17: Execution Time for Both Approaches Versus the Triangles Number for 
Specific Vectors Numbers.
29
—©—Normal, Tr. No.=50 ,Slope=4.61e-005 
—I—Normal, Tr. No.=288 ,Slope=2.53e-004 
—0—Normal, Tr. No.=800 ,Slope=7.07e-004 
■O Proposed, Tr. No.=50 ,Slope=2.27e-006
+■ Proposed, Tr. No.=288 ,Slope=2.28e-006
• O Proposed, Tr. No.=800 ,Slope=1.29e-005
Vectors Number
Figure 3.18: Execution Time for Both Approaches Versus the Vectors Number for 
Specific Triangles Numbers.
3.3 Simulation software
The simulation software is written entirely in Matlab and consists from a tremendous 
amount of lines of code to produces a simulated LADAR data for the parameters 
entered through the GUI. The ability of the software to convert the 3D CAD models 
to matrices of faces and vertices, makes it able to scan different shapes. This types of 
matrices are compatible with the ray tracing algorithm that previously mentioned (see 
the triangular faces for the car model shown in Figure 3.14).
In this software the simulated LADAR image is produced by scanning the model 
with laser pulses, where the main idea is that one laser burst provides one pixel on 
the LADAR image. The simulation steps for the LADAR simulator are presented as 
follows:
1. The required simulation parameters are defined, these parameters concerning the: 
LADAR (viewing direction, field of view, and scanning resolution), laser source 
(temporal and spatial domains), atmosphere, target, noise and receiver.
2. For every laser burst, the laser pulse in time p(t) and the beam footprint illu­
minate the target surface I(His, V)s, Ris) are created using Equations 3.3 and 3.6 
respectively.
3. The reflected power reaching the receiver from each sample in the laser footprint
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and the corresponding round-trip time i. are calculated to obtained the reflected 
sample power p^arnPlet The round-trip time is calculated from applying the pro­
posed Ray Tracing procedure, while the sample reflected power is calculated from 
the LADAR range Equation 3.18.
4. The reflected sample powers p^ample are summed with the same time indices i to 
create the target impulse response /ifr.
htr(i) = j2piample (3-31)
i=i
5. The target impulse response is convolved with the temporal laser pulse p(t) to 
calculate the temporal reflected power signal arriving at the detector.
Pr{t) = htr{i) *p{t) (3.32)
6. The resultant power signal is converted to photoelectrons using Equations 3.12 
and 3.13. And the background, photon counting, and speckle noise are then 
applied if they enabled by the user.
7. The target range value is calculated by applying the CFD peak detector and the 
corresponding procedure of range calculation mentioned in subsection 3.1.1 on 
page 11.
8. Finally the calculated range value is assigned to the corresponding pixel on the 
LADAR image.
3.4 GUI Control Panels
Two GUI windows are designed for the simulator, the main and the sub windows. They 
appear directly after running the simulator. The main window shown in Figure 3.19, 
contains the panels that are required to set the scan parameters and display the results, 
while the second window shown in Figure 3.20 is used to adjust the position and 
orientation for both the LADAR and the model (model size also can be adjust in this 
window).
The simulator panels located in both the main and the sub windows are:
• Visualization Panels • Scanning Panel
• CAD Model Panel
• Output Panel
• Model and LADAR Panels
• LADAR Parameters Panel • Multi Views Panel
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Figure 3.19: LADAR Simulator Main Window. 
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3.4.1 Visualization Panels
Two visualization panels were designed for this simulator. The first panel is located 
in the main window and contains one screen to display the results, text box to display 
the current set value, and push button to enable the user to rotate the graph in three 
dimensions. The second panel is located in the second window and contains four screens 
to display the scene (LADAR plus the model) in four different views (top, front, left, 
and user-selected view). It also has a text box and push button similar to the first 
panel to perform the same purpose.
3.4.2 CAD Model Panel
This panel deals with the CAD models that are stored in the simulator folder and 
contains five push buttons, which are:
• Convert CAD to Patches Button: This button is used to convert all the CAD mod­
els from the Stereolithography (*.stl) file format to a matrices of faces (patches) 
and vertices.
• Add and Remove Buttons: After typing the model number in the editable text 
field. The model can be added to scene or removed from it by pressing add or 
remove buttons respectively. When the model is added, it is displayed in four 
different views by the second window visualization panel.
• Save and Load Buttons: These two buttons used to save and load the selected 
model after adjusting its parameters like size, position, and orientation.
3.4.3 Model and LADAR Panels
These panels are used to adjust the orientations (around x,y,z axis) and the positions 
(translation in x,y,z directions) for the LADAR system and the selected model before 
performing the scanning process. Adjusting the orientation or the position is under­
taken by moving the sliding bars (which are three one for each axis) to the left or to the 
right. The output value that results from each bar depends on the bar value (location) 
and the editable texts values that corresponding to it.
If the first and the second editable texts values are edl and ed2 respectively and 
the slider value (location) is slv (which is varied between [0 and 1]), then the output 
value is calculated by the following equation:
OutputValue = edl + slv x (ed2 — edl) (3.33)
Another three sliding bars are added to the model panel to enable the size adjustment 
for the elected model in the x, y, and z dimensions.
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3.4.4 LADAR Parameters Panel
This panel is used for adjusting the scanning parameters that related to the LADAR 
components (scanner, transmitter, and receiver), target, and atmosphere. Setting these 
parameter is done by typing their values in the corresponding editable texts. Table 3.1 
presents these parameters and their default values.
Table 3.1: LADAR Scanning Parameters.
Parameters Default Values
Scanner
Pan Angles
Initial Angle 33.75°
Final Angle -33.75°
Resolution 0.002°
Tilt Angles
Initial Angle 33.75°
Final Angle -33.75°
Resolution 0.002°
Transmitter
Temporal Domain
Laser Pulse Energy 1 x 10-3 J
Laser Pulse Width 4.7 x 10-9 s
Temporal Sampling Factor 10
Spatial Domain
Beam Waist at Origin 9 x 10_3m
Laser Beam Wavelength 1.55 x 10-6m
Spatial Sampling Factor 10
Receiver
Dark Current 0.75 x 10~9 A
Aperture Diameter 0.075 m
Detector Quantum Efficiency 0.3
Receiver Optical Transmission 1
Optical Filter Bandwidth 0.001 fim
Attenuation
Target Reflectivity 0.1
Atmospheric Transmission 0.1 x 10-3 m-1
Background Light Intensity 1000 W/(m2 [im)
After setting these parameters the simulator calculates the laser beam parameters 
(Rayleigh range [RY-Range], beam extent at Rayleigh range [RY-Extant], and full 
divergence angle [DIV-Angle] in mrad) and the threshold value, and displays them in 
the corresponding text boxes.
In this panel the noise type and its parameter can also be adjusted. The pop-up 
menu shown in Figure 3.21 is used to select the noise type, while the parameter value 
is set by the corresponding editable text. The default value for the coherent parameter 
Mch (related to the photon counting and speckle noise) is equal to 100.
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Noise-
Select Noise Type None 
Threshold (BackgrJ
Coherence Parame Background Noise
Photon Counting & Speckle Noise
All
Figure 3.21: Pop-up Menu for the Selecting Noise Type.
3.4.5 Scanning Panel
Pressing the scan button in this panel, make the simulator start to perform the scanning 
process. This process depends on the panels parameters that were previously adjusted 
and the scanning modes, which are:
• Current Model - Single View (Default Mode): The simulator will scan the selected 
model from the view that was previously adjusted by the LADAR and model 
panels.
• Current Model - Multi Views : Instead of single view the simulator will scan 
the selected model from multiple view depending on the multi views panel values 
(The model panel orientation values will be disabled in this mode).
• All Models - Single View : It is the same as the first mode but instead of single, 
multi models will be scanned from a specified view.
• All Models - Multi Views : It is the same as the second mode but instead of 
single, multiple models will be scanned from multiple views.
During the scanning process, the simulator creates a folder for each scanned model to 
save the resultant model view or views (depending on the scanning mode). This will 
lead to create single folder for the modes that scanned single model and multi folders 
for the modes that deals with multi models. Figure 3.22 shows the pop-up menu that 
is used to select these modes, which displayed as a list of choices.
Scanning Panel-
Scan
Select Mode Current Model- Single View
Current Model- Single View
Current Model- Multi Views 
AH Models- Single View 
Al Models-Multi Views
Figure 3.22: Pop-up Menu for the Scanning Panel.
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3.4.6 Output Panel
The simulator is designed to be able to display the results after the scanning process in 
four different formats, one in spherical coordinates (spherical image) and the other three 
in Cartesian coordinates (point cloud, surfaces, and laser beams intersection spots with 
the model surface). Selecting these formats can be performed by using the following 
buttons:
• Spherical LADAR 2D Image Button: This button is used to display the spherical 
coordinates for the laser spots that reaches the model surface, as a 2D represen­
tation called spherical image (see Figure 3.23a). In spherical image the horizontal 
and vertical pixel locations are represent the location of the laser spot in pan and 
tilt angles (in radians) respectively, while the pixel color represents the distance 
from the LADAR system to the laser spot.
• LADAR 3D Image (Point Cloud) Button: Pressing this button will make the 
simulator display the laser spots as an individual points in the 3D Cartesian 
coordinates with out connecting them. These points called point cloud and shown 
in Figure 3.23b.
• LADAR 3D Image (Surfaces) Button: This button performs the same function 
as the previous one, but instead of displaying the point cloud individually it 
connects them with triangles surfaces. This leads to an enhanced appearance of 
the resultant data as shown in Figure 3.23c.
• Collision Laser Spots Button. Pressing this button will make the simulator display 
both the laser spots and the model surface in one figure, as shown in Figure 3.23d.
The number of the images that are display for each type is depend on the scanning 
mode. If the selecting mode deals with multi models or views or both, then more than 
on image will display for each type.
3.4.7 Multi Views Panel
As mentioned before the parameters for this panel will be used only when the multi 
views modes are selected. It contains three editable texts, two to set the initial and final 
angles and the third for the angular resolution. After setting these angles the simulator 
rotates the model around its vertical axis with angle equal to the initial angle value 
and scans the model.
The same procedure is then repeated with an increment in the angular view equal 
to the angular resolution value, and so on until reaching final angle value. Figure 3.24 
shows the simulation results of scanning car model at different views, where the an­
gular resolution and both the initial and final angles values are equal to 45°, 0°, 315° 
respectively.
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Figure 3.23: The Simulation Results of Scanning the Car Model (shown in Figure 3.20) 
with the Scanning Parameters (shown in Figure 3.19) in Four Different Formats: (a) 
Spherical, (b) Point Cloud, (c) Surfaces, and (d) Collision Laser Spots.
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Figure 3.24: Spherical Images for the Model of Figure 3.20 at Different Views
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3.5 Simulation Results
This section presents some selected simulation results that show the effect of changing 
the scanning parameters on the resultant LADAR image. These parameters are noise 
type and its strength, scanning resolution, and the laser beam width. To facilitate 
the interpretations of the parameters effect on the LADAR image, one parameter is 
changed at a time. Where all the figures that presented in this section are based on the 
original model and parameters shown in Figures 3.20 and 3.19 respectively. In order to 
give a clear observation for the effect of changing the scanning parameters, the figures 
are displayed in surface format.
3.5.1 Noise and its Strength
The resultant LADAR images in the presence of background, photon counting, and 
speckles noise are presented in the following: Figures 3.25b and 3.26a show the effect 
of background noise and photo counting noise on the LADAR image respectively, while 
Figure 3.26b shows the effect of both photo counting and speckle noise. For comparison 
purpose, the original LADAR image (without noise) is also presented (see Figure 3.25a).
The LADAR images in these figures show, very small distortion effect for the back­
ground noise comparing with the other two noise types. Regarding to the photo count­
ing and speckle noise, the figures show a low distortion effect during the dominance of 
photo counting noise, but in the presence of speckle noise this distortion become larger.
X X
(a) (b)
Figure 3.25: LADAR Image Before (a) and After Applying Background Noise (b).
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Figure 3.26: Effect of (a) Photon Counting [Men = 100) and (b) Both Photon Count­
ing and Speckle Noise (Mch = 1) on the LADAR Image.
3.5.2 Scanning Resolution
One of the most important parameter in the LADAR scanner is the scanning resolu­
tion. The effect of decreasing the scanning resolution from 0.002° to 0.005° is shown in 
Figure 3.27a and Figure 3.27b respectively. These figures show that, the separation be­
tween the laser pulses that hit the target surface increases when the resolution decrease 
from 0.002° to 0.005°. This separation is represented by the triangles area (in surface 
image the triangles shapes are used to connect the points that represent the location 
of the laser pulses intersection with the target surface). Therefore, large separation 
between these points produces large triangles area and vice versa. The figures also 
show a details reduction in the low scanning resolution image.
3.5.3 Laser Beam Width
The width of the laser beam can be modified by adjusting the beam waist at the origin 
and the laser wavelength. Figures 3.28a and 3.28b show the results of scanning the 
car model with two different beam widths. These widths are larger than the original 
width, wdiich is equal to 0.0439 m.
The results in these figures show a large decay in the edges details with increasing 
the beam width. The reason behind that is come from the fact that, the laser beam of 
large width has a large footprint on the target surface, which increase the size of the 
minimum area that distinguish by the LADAR (i.e. decrease the resolution and lose 
the details).
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X X
(a) (b)
Figure 3.27: Effect of Scanning Resolution on the LADAR Image: (a) Resolution 
= 0.002°, (b) Resolution = 0.005° .
Figure 3.28: Effect of Beam Width on the LADAR Image: (a) Width = 0.1974 m, (b) 
Width = 0.3947 m.
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3.6 Summary
LADAR simulator software has been written to produce a simulated LADAR data un­
der a wide variety of conditions by modeling each stage from the laser source to the data 
generation. The theory of propagation the laser beam and the ray tracing algorithms 
which they represent the core of the LADAR simulator are presented. In order to allow 
the simulator to deal with more complex models and produces high resolution image 
at short execution time, another approach for calculating the intersection points of the 
rays vectors that represent the laser beam is proposed and described. The performance 
of this proposed approach is tested with different triangles and vectors numbers and 
the comparison of results shows that the proposed approach produces less execution 
time than the previous approach especially when the model consists of a large number 
of triangles, scanning with high resolution, or when a large number of laser footprint 
samples are required. The simulation steps for the LADAR simulator and its GUI are 
also presented with some selected results that show the effect of changing the scanning 
parameters (noise type and its strength, scanning resolution, and the laser beam width) 
on the resultant LADAR image. The simulation results also show the ability of the 
simulator to simulate the phenomena that related to the scanning process and produces 
LADAR images under a wide variety of conditions.
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Chapter 4
LADAR System Setup
Introduction
This chapter describes the LADAR system and associated software that have been 
designed and implemented to capture the 3D LADAR data from the surfaces of various 
objects and recognise them using the chromatic methodologies. The chapter consists 
from four sections. The first section presents the system architecture while the hardware 
and the software implementations will be presented in the second and the third sections 
respectively. The last section presents the summary for this chapter.
4.1 System Architecture
The LADAR system is designed to have a large field of view. It can reach up to 
+/ — 159° in pan direction and —47° to 4-31° in the tilt direction, and it is able to 
scan the objects with an angular resolution of 0.0265° at a scanning speed equal to 714 
angular positions per second (in both pan and tilt directions).
The hardware architecture for the LADAR system is shown in Figure 4.1, and it 
consists of:
• AccuRange 4000-LV Laser Distance Measurement Sensor: This sensor responsible 
for measures the distance values of the object surface from its location and sends 
these values to the computer via a serial port. This sensor provides only one 
dimension for the scanned object, because it measures the distance to a single 
point on the surface of that object.
• Computer Controlled Pan-Tilt Unit D46-17 with its controller: The pan-tilt unit 
is responsible for acquiring the other two object dimensions, by positioning the 
laser sensor in both pan and tilt directions. The controller is used to handle the 
precise motion control for this unit according to computer commands.
• Two Power Supplies: One for the laser sensor and the other for the pan-tilt unit 
and its controller, where these power supplies are different in their output power.
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• Microsoft LifeCam VX-1000: This colour camera is used to provide the images 
for the scene on the computer screen
• Computer System SONY VAIO EB2MOE: The last part of the LADAR system, 
which provides a platform for the LADAR control software that has been written 
to generate and recognise the resultant 3D object image.
Laser Scanning Unit
Figure 4.1: Schematic of the LADAR Hardware Architecture.
For the LADAR system construction, the sensing head is mounting with the pan 
and tilt motors to varies the angular position of the head with pan 6m G [—159°, 159°], 
and tilt 0a/ G [—470,31°] angles. This type of mounting required a special LADAR 
measurement model to reconstruct the LADAR images from the distance measurements 
that generated by the laser sensor.
The LADAR measurement model starts by defining a spherical coordinate system 
whose origin is the point O shown in Figure 4.2. It is then models the scene as a 
spherical range image (p, 9,0) with respect to this point, where p is the distance to 
point P = (x, y, z) on the object surface at azimuth angle 6 and elevation angle 0. 
For each (0,0) position, the sensor emits pulses of visible-red laser light that either 
reflect off a scene surface and generate a range measurement or there is no measurement 
generated. There are a number of reasons that the measurement could be defected such 
as absorption of the radiation (dark surfaces), no reflection (out-of-range surfaces), or 
insufficient energy has been reflected back to the sensor (specular/translucent surfaces).
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Figure 4.2: Parameters of the LADAR Measurement Model.
The mathematical model then defines a relation between the parameters at which 
the point P is measured (distance from the sensor lens cs, pan angle #a/, and tilt 0a/) 
and the spherical coordinates (p, 6, 0) parameters that represents this point. This is 
necessary because of the offset introduced by the sensing head mounting. The implica­
tion is that the sensing head is no longer at the origin O, which makes the measured 
distance value cs and the tilt motor angle 0a/ not related directly to the p and 0 re­
spectively in spherical coordinate system. Referring to Figure 4.2, the relationships are 
given by the following equations:
p = \] (bs + cs)2 + a2 (4.1)
e - 0m (4.2)
0 = 0A/ + (4.3)
where
a: is equal to arctan[as/(6s + cs)].
as: Distance between O and the sensing head centre point M.
bs: Distance between M and the start location for the measured value cs.
In this system, as and bs are equal to 90 mm and 95 mm respectively. The conversion 
from the spherical to Cartesian coordinates is defined by the following equations:
pCOS 0 COS 6 (4.4)
p cos 0 sin# (4.5)
psin0 (4.6)
Figure 4.3 shows a photo for LADAR scanning system.
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Figure 4.3: LADAR Scanning System.
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4.2 Hardware Implementation
This section describes the detail of the hardware used in the LADAR system, including 
AccuRange 4000-LV laser distance measurement sensor, computer controlled pan-tilt 
unit D46-17 with its controller, colour camera, and the computer system.
4.2.1 AccuRange 4000-LV Laser Distance Measurement Sensor
4.2.1.1 General Description
The AccuRange 4000-LV is a unique laser distance measurement sensor. It uses a 
modified time-of-flight measurement principle (patented in 1994 [72]) that leads to 
ultra fast (up to 200,000 sample/s) and accurate (7.5 mm) distance measurements [73]. 
The sensor has a working range of zero to 12.2 m on 85% diffuse reflectance surfaces 
with a resolution equal to 0.32 mm [73], [74]. The figure below shows a photo of an 
AccuRange laser sensor.
Figure 4.4: AccuRange 4000-LV Laser Distance Measurement Sensor.
The AccuRange 4000-LV is a Class Ilia laser product. It uses a laser diode as an 
optical source, which emits a visible laser beam at a wavelength equal to 670 nm with 
5 mlV optical power. The beam leaves the aperture with a spot size of 2.5 mm and a 
divergence equal to 0.5 mrad [73].
This sensor is differs from other laser distance measurement sensors in that the laser 
emitter and return signal collection lens are concentric [74], which has the advantage 
of permitting measurements into narrow opening. Further information about Acuity 
AR4000 laser sensor is given in Appendix A on page 145 and its technical specifications 
are summarised in Table 4.1.
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Table 4.1: Technical Specifications of AccuRange 4000-LV sensor [73], [75].
Laser Type 670 nm, Visible Laser Diode
Laser Power 5mVF Maximum, Class Ilia
Range 0 to 12.2 m
Resolution 0.32 mm
Standard Deviation Between 
22 Calibration Points
7.5 mm
Laser Spot Size 2.5 mm, 0.5 mrad Diver­
gence
Collection Aperture 63.5 mrn Diameter Lens
Weight 0.625/eg
Maximum Sampling rates 200,000 Hz with optional 
High Speed Interface Card
Power Sensor Requires 5 — 6 volts 
DC (400 mA at bV)
Heater Requires 4.5 — 7 volts 
DC (4 A max)
4.2.1.2 Principle of Operation
AccuRange 4000-LV sensor uses a patented rangefinding technique to measure the 
distance to the target [72]. This technique generates a frequency based on range by 
creating an oscillator with a laser source and the photodetector after the light has 
traveled to a certain distance. Figure 4.5 shows the schematic diagram of the sensor 
and the light paths through its optical components and detection and triggering circuits.
Referring to Figure 4.5, the laser diode is controlled by a modulator to produce a 
laser light at two different intensities. This light is collimated into a beam by collimating 
optics and emitted from the centre of the front face of the sensor to the target. The 
reflected light from that target is collected by a Fresnel lens and focused onto an 
avalanche photodiode. The photodiode signal is amplified up to a limited level by the 
amplifier and inverted by the inverter.
The resultant signal is a logic level 1 or 0 and is input to the modulator to drives 
the laser diode. This configuration forms an oscillator, with the laser switching itself 
on and off using its own signal. The time that the light takes to travel to the target 
and return plus the propagation time through the electronics te from the photodiode 
to the laser diode determines the period of oscillation £0 (1 / rate at which the laser is 
switched on and off). This period can be expressed as [72]:
t0 = 2te + 4cs/c (4.7)
where cs is the distance from the sensor to the target, and c is the speed of light value. 
The input and the output optical signals received by and generated by the sensor as a 
function of time are shown in Figure 4.6.
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Figure 4.5: The schematic diagram of the Laser Distance Measurement Sensor [72].
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Figure 4.6: Input and Output Optical Signals Received by and Generated by the Sensor.
The oscillation period is measured by frequency measurement circuitry, which counts 
a fixed number of oscillation cycles and times the interval taken. The measurement is 
somewhat nonlinear and dependent on signal strength (which is measured by amplitude 
measurement electronics) and temperature, so a calibration process is performed in the 
sensor to remove these effects.
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The advantages of using this techniques to measure the distance are [72]:
• Higher resolution than the phase measurement method, due to the timers being 
more accurate than phase detectors.
• Range ambiguity problem that plague phase comparison methods is absent in this 
technique, where the maximum range is only limited by the power of the light 
source and the reflectivity of the target.
• By measuring the time required for multiple oscillations the distance can be mea­
sured more accurately than if a single pulse of energy is timed.
• The binary switching nsed in this technique makes it less sensitive to the noise and 
more immune to errors induced by low intensity return signals from for example 
dust particles in the beam path. This is due to the small fluctuations in the 
incoming signal will not cause a transition of the output state.
4.2.1.3 Sensor Output
The AccuRange 4000-LV output can be selected to either calibrated distance readings 
(readings after removing the nonlinearity, signal strength, and temperature effects by a 
special calibration process performed in the sensor), un-calibrated sensor data, or both 
together in each sample. Data is transmitted as 8 data bits with no parity bit and 1 
stop bit and sent in American Standard Code for Information Interchange (ASCII) or 
binary format. The sensor configuration is done via commands sent over the serial port, 
which are ASCII commands that entered under computer control. The sensor is able 
to produces calibrated range readings at a sample rate reach to 714 samples per second 
through the RS-232 serial port [75]. If higher rates is required (up to 200, 000 Hz) then, 
the un-calibrated sensor output must be used with the PCI interface card. More details 
about the sensor data format and commands set are found in Appendix (A.5, A.6) on 
page 149.
The AccuRange 4000-LV is set to transmit data via the RS-232 serial port as cal­
ibrated range measurements and with a sampling rate equal to 714 sample/s. This 
rate is limited by the time required to transmit each sample at the specified baud rate. 
Therefore, to allow the sensor to transmit the data at this rate, the sensor transmission 
baud rate is set to the maximum, which is equal to 38400 bit/s and the data format is 
set to binary. The reason behind selecting the binary instead of ASCII format is, the 
binary format required only three bytes to represent the measurement (two distance 
bytes representing the range in mm followed by one byte with a value FF Hex for 
framing). This makes the time required to transmit each sample at maximum baud 
rate smaller than the sample time, while the ASCII format required from six to eight 
bytes and more transmission time (larger than the sample time).
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4.2.2 Computer Controlled Pan-Tilt Unit D46-17
This unit is fully computer controlled and has programmable speed, acceleration, power, 
and other parameters. It is used to position the laser distance measurement sensor in 
both pan and tilt directions. The load capacity for this unit is reached to 2.72 kg and 
it’s capable of moving in both pan and tilt directions at a speed reached to 300°/second, 
with a maximum angular resolution of 0.013° [76].
The pan-tilt unit is connected to the pan-tilt controller, which handles precise kine­
matic motion control according to user-set parameters. This controller accepts ASCII 
and binary command formats via RS-232 from a host computer, and drives the pan-tilt 
unit to a new position with a certain speed and acceleration. The data is transmitted 
as an 8 data bit with 1 stop bit and no parity bit at a baud rate equal to 38400 bit/s. 
Figure 4.7 shows a photo for the pan-tilt unit (left) with its controller (right) and the 
unit structure is shown in Figure 4.8.
Figure 4.7: Pan-Tilt Unit (left side) with its Controller (right side).
Figure 4.8: Structure of Pan-Tilt Unit [77].
A pan-tilt unit AC/DC power supply is used to supply the unit and its controller 
with a DC voltage of 30 V. This voltage represent the highest motor voltage within the
52
allowable range (12 — 30 VDC) by which the highest pan / tilt performance can be 
achieve. The pan-tilt unit calibrates itself automatically on power-up using an internal 
precision limit detection system. During the calibration process the unit explores the 
full range of motion in both axes [78]. Figure 4.9 shows the range of motion limits 
in both pan and tilt directions. Further information about the pan-tilt unit D46-17 is 
given in Appendix B on page 152 and its technical specifications are summarised in 
Table 4.2.
TILT AXISPAH AXIS
Figure 4.9: Range of Motion Limits for Pan-Tilt Unit [78].
Table 4.2: Technical Specifications of Precision Pan-Tilt Unit D46-17 [76]
Rated Payload 2.72 kg
Maximum Speed 3007s
Resolution 0.0529°, 0.0265°, 0.0132°
Tilt Range -47° to +31°
Pan Range +/ - 159°
Input Voltage 12 - 30 VDC
Pan-Tilt Unit Weight 1.361 kg
Controller Weight 0.23 kg
The pan-tilt unit is programmed to position the laser beam over a target surface 
using a raster scanning pattern (row by row) and with a scanning speed equal to 
Impositions/s in both pan and tilt directions. Selecting this value to be the same 
as the laser sensor sampling rate (714 sample/s), makes the LADAR system capable 
of producing range measurement for each new position. To guarantee regular (equal) 
time intervals between each position, the base speeds (in pan and tilt directions) are 
set to be equal to the scanning speeds.
The motion resolution for the controller is set to 0.0265°. This available resolution 
produces fast and smooth positioning for the laser sensor (i.e. moving from one position 
to another without losing synchronization).
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4.2.3 Microsoft LifeCam VX-1000
This camera consists of a CMOS optical array of 640 (H) x 480 (V) pixels on which 
optical signals from distant objects are focused using a lens of 55° diagonal field of view. 
The output from this optical array is processed by the embedded electronics before the 
signal is fed to the computer via the USB (Universal Serial Bus) port.
The camera is used with the LADAR unit to provide the computer with scanned 
scene images during the step of defining the scanning limits, which will be explained in 
more detail in the next sections. This step requires the user to direct the laser spot to 
specific locations in the scene and using the camera instead of looking directly at that 
spot to prevent the possibility of eye damage.
4.2.4 Computer System SONY VAIO EB2MOE
During the scanning process, the LADAR system performs real-time operation. This 
operation requires the computer to be able to control the LADAR system and to process 
data at high speed. For this reason a SONY laptop computer is used. This has high 
processor speed (2.27 GHz) with 3MB of cache memory and high memory capacity 
(4.00 G5). More specifications for the computer are given in Table 4.3.
Table 4.3: Technical Specifications of SONY Computer
Processor Intel(R) Core(TM) i3 CPU (Central Pro­
cessing Unit) 2.27 GHz
Installed Memory 4.00 GB RAM (Random Access Memory)
Graphic Card Intel(R) Graphics Media Accelerator HD
System Type 64-bit Operating System
4.3 Software Description
This section describes the software that has been written for the LADAR hardware 
setup in order to control its operation and produce the LADAR data. A Graphical 
User Interface (GUI) is also designed into this software. This GUI represents an efficient 
way of working without interacting directly with the software code. The GUI window 
contains the panels required for setting the scanning parameters and displaying the 
resultant data. Figure 4.10 shows the GUI window’s panels that are used for scanning 
the train model shown in Figure 4.11, where these panels are:
• Visualization Panels • Output Panel
• LADAR Parameters Panel
• Scanning Panel • Data Filtering Panel
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Figure 4.10: LADAR GUI Control Window.
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Figure 4.11: LADAR Scanning the Train Model.
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4.3.1 Visualization Panels
Two visualization panels were designed in the window. The first panel is located on 
the right-side and contains one screen to display the results, a text box to display the 
current status or the set value, and a push button to enable the user to rotate the graph 
in three dimensions. The second panel is located on the left-side of the window and 
contains one screen to display the scanned scene image and the laser spot marker. This 
marker is displayed over the scene image as a red shape (see Figure 4.10) and used to 
guide the user to the location of the laser spot by finding the maximum intensity on 
the red channel of the scene image.
4.3.2 LADAR Parameters Panel
This panel is used for adjusting the LADAR scanning resolutions and its scanning 
limits. Estimating the exact LADAR scanning limits for a specific object is not easy 
task in most cases. Therefore the panel is designed to aid the user to specify these 
limits easily, by positioning the laser beam directly towards the object border points 
and then set the pan / tilt values for each point to determine the scanning limits. 
Figure 4.12 shows three ways of selecting different numbers of train border points in 
order to specify the scanning limits that are required to scan the train.
Figure 4.12: Scanning Limits (red rectangle) Defining Using Border Points (green cir-
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Moving the laser beam to a specific direction is done by pressing one of the four 
toggle buttons, which are “Up”, “Down”, “Left”, and “Right” buttons, while stop­
ping the movement is done by pressing the selected button again. During the laser 
movement, the software activates the camera to show the user where the laser spot is 
on the scanned scene. The marker is also activated to guide the user towards that spot. 
The “Select Points” button is then used to set the pan 9m and the tilt r/bv/ values for 
each selected point, while the “Clear Points” button is used to delete them.
Calculating the scanning limits from the border points values is then performed by 
applying the following equations:
= mindelf.elf,... (4.8)
@Mmax. = maa;([^,^,... •*> *&]) (4.9)
(4.10)
•••>&]) (4.11)
where (0Mmiri , 0Mmax.) and are the scanning limits in pan and tilt
directions respectively and n is the number of the selected border points, which is 
varied between 2 and 4.
The calculated scanning limits are then set as inputs in the corresponding edit texts. 
This will allow the user to know these limits and to be able to re-adjust them, where 
their default values are set to the maximum LADAR field of view.
Adjusting the LADAR scanning resolution in both pan and tilt direction is done by 
typing their values in the corresponding edit texts, where their default values are set to 
0.0265°. After setting the scanning limits and the angular resolutions, the “Set An­
gles” button is then used to replace the old scanning parameters (scanning resolutions 
and scanning limits) with these new parameters.
4.3.3 Scanning Panel
Pressing the “Scan Start/Stop” button in this panel, starts the LADAR scanning 
operation, which can be also stopped at any time by pressing this button again. During 
this operation, the resultant LADAR data are displayed directly on the visual panel 
screen (row by row) until the end of that operation. In addition to this button the 
panel has another three buttons, one for laser beam control and the other two for 
object recognition. The laser controlling button “Laser On/Off” is used to switch 
the laser on and off. This button is designed to be inactive during the scanning and 
the laser beam positioning operations. The recognition buttons are used to train the 
classifier with the training set that previously scanned and stored in a specific folder, 
and to recognise the scanned object with a specific descriptor (which is selected by 
using the pop-up menu), and finally to display its name in the text box.
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4.3.4 Output Panel
The software is designed to be able to display the resultant LADAR data after per­
forming the scanning operation in four different formats, one in spherical coordinates 
(spherical image) and the other three in Cartesian coordinates (Mesh, Surfaces, and 
point cloud). The formats can be selecting by using the following buttons:
• Spherical Image • Cartesian (Surfaces)
• Cartesian (Mesh) • Cartesian (Point Cloud)
Beside the data format selection, the panel is also used for saving the formats with 
a specific name by typing it in the corresponding edit text box and pressing the ‘■Savev 
button. Figure 4.13 shows the scanning results for the train model and the scanning 
parameters shown in Figures 4.11 and 4.10 respectively.
Figure 4.13: Four types of Scanning Results for Train Model (Note: in spherical image 
the pan and tilt angles are the corrected angles which are equal to 6 and (p respectively)
59
4.3.5 Data Filtering Panel
This panel consists from two filters, which are the objects and the mixed pixel filters:
4.3.5.1 Objects Filter
This filter works in conjunction with the output panel to remove unwanted objects from 
the resultant data manually. The filter is designed to be able to filter the data in three 
dimensions with one of two different coordinates, which are spherical and Cartesian 
coordinates. The type of coordinates that will be used during the filtering process will 
depend on which data format has been selected via the output panel. Therefore if the 
data is displayed as a spherical image the spherical coordinates will be selected, while 
the Cartesian coordinates will be selected if the data are displayed with one of the other 
three formats (Mesh, Surfaces, Point Cloud).
The data filtering is performed by defining the range limits of the desired measure­
ment values in each dimension. This will allows the filter to remove all the unwanted 
values that lay outside this range in that dimension.
In each dimension, the range limit values R\ and R2 are calculated by applying the 
following equation:
Range — [i^i, R2}
= [(Fc-FV2),(Fc + i4/2)] (4.12)
where Fc and Fw are the filter centre and filter width respectively. These can be set 
either by typing their values directly in the corresponding edit text boxes or by using 
the corresponding sliding bars. If the sliding bars are used then Fc and Fw values are 
calculated using the following equations:
Fc — Rmin. T slvcenter X (Rmax. Rmin. 
Ftu — slvwidth X {Rmax. Rmin.)
where
Rmin. ■ Minimum measure range value.
Rmax. ' Maximum measure range value.
slvcenter '• Location value for the “Centre” sliding bar.
slvwidth • Location value for the “Width” sliding bar.
(4.13)
(4.14)
Both slvcenter and slvwidth values are adjusted by moving the corresponding slider bars 
to the left or to the right, where their values are varied between 0 and 1. During the 
slider bars movement, both the centre and width edit texts values are set to the new 
calculated Fc and Fw (to allow re-adjustment using edit text boxes) and the filtered
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data are directly displayed on the visual panel screen. Figure 4.14 shows the train after 
filtering the wall that lies behind it using Fc = 485 mm with Fw = 120 mm in X-axis 
and Fc = 22 mm with Fw = 140 mm in Z-axis. The “Save” button in the output panel 
is then used to save the resultant filtered data with a specific name.
4.3.5.2 Mixed Pixel Filter
LADAR system measurements are corrupted by noise and artifacts that can undermine 
the performance of registration, segmentation, surface reconstruction, recognition, and 
other algorithms operating on the data [79]. Laser data artifacts can be divided into two 
categories: intrinsic sensor errors (range drift due to temperature variations , systematic 
errors and random noise, etc), and errors due to the interaction of the laser beam with 
the environment. Most common spurious range measurements occur when the laser 
beam hits simultaneously two objects at different distances. Such errors are known 
in the literature as mixed pixels, or discontinuous points [80-83], and several method 
have been developed in order to identified, filtered, and restored these mixed pixels 
[79-82, 84-87]. Figure 4.14a shows the mixed pixels between the train and the wall, 
while Figure 4.14b shows these pixels on the train edges.
In this software, the edge-length algorithm is used to remove these pixels [79]. Re­
ferring to Figure 4.15, this algorithm starts by triangulated the point cloud data shown 
in Figure 4.15a by organizing these points in a grid with storing their corresponding 
3D Cartesian coordinates. The grid is then triangulated by connecting adjacent points 
in a square and then connecting one of the diagonals as shown in Figure 4.15b.
The edge-length algorithm relies on the observation that triangles spanning a depth 
discontinuity often have long edge lengths (see Figure 4.15b). Any triangle with an edge 
longer than a specified threshold is marked as a depth discontinuity triangle, where the 
summation of the mean and standard deviation values for the triangles edge lengths 
is used as a threshold value. After eliminating depth discontinuity triangles as shown 
in Figure 4.15c, any isolated 3D points (i.e., points not connected to any remaining 
triangles) are considered mixed pixel points.
Once a mixed pixel is identified the general approach is to remove it outright. This 
deals with the problem of the mixed pixel, but has potential to introduce other errors, 
such as distorting object edges and creating holes in surfaces [84]. For this reasons, the 
first and second mixed pixel neighbors points (that are not marked as mixed pixels) are 
used to restored that pixel. This is by replacing the mixed pixel Cartesian coordinates 
with the mean values of the neighbors Cartesian coordinates. The procedure then is 
to checked if the resultant restored pixel is still produces long edge triangle in order 
to remove it from the point cloud. Figure 4.15d shows the remaining triangles after 
mixed pixels restoration, while Figure 4.15e shows the resultant filtered point cloud 
data (which is more clearer than the original point cloud shown in Figure 4,15a).
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(b)
Figure 4.14: Figure shows the LADAR Data Before (a) and After (b) removing the 
un-wanted wall measurement.
62
(a) Noisy Point Cloud. (b) Triangulated Point Cloud.
X Y
(c) Triangulated Point Cloud after Filtering.
(d) Results of 4.15c after Mixed Pixels Restoration. (e) Filtered Point Cloud.
Figure 4.15: Mixed Pixel Filtering using Edge-Length Algorithm.
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4.4 Summary
A new LADAR prototype system has been designed and implemented to be able to 
capture the 3D LADAR data from the surfaces of various objects. This system is 
designed to have a high technical specification {11A sample/s and 0.0265° scanning 
resolution) at a minimum cost. This opens up the possibility for further research in 
testing the chromatic descriptors with a real LADAR data, which is currently limited 
because of the high cost of traditional LADAR systems. The technical aspects of the 
LADAR design which include hardware components and both the mathematical model 
and the controlling software that are required for reconstructing the resultant LADAR 
images from the scanning measurements are described. The resultant LADAR images 
of scanning the train model show the effectiveness of this system and its ability to 
produce clear and high resolution images with different formats.
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Chapter 5
Chromatic Methodology for 
LADAR Data Processing
Introduction
In this chapter new LADAR image descriptors are proposed. These descriptors arise 
from the chromatic methodology to extract the features from the LADAR images by 
applying new types of processors called ‘invariant spatial chromatic processors’. This 
represents the first step toward using this methodology for processing LADAR images.
In this chapter, five sections are presented. The first section gives an overview about 
the chromatic methodology and the spatial chromatic processors. The second and the 
third sections explain the proposed approach of making these processors invariant to the 
translation and scaling effects and how these invariant processors can be use as region 
image descriptors. The method of processing the LADAR images using the proposed 
descriptors is presented in the fourth section. Finally, a summary of this chapter is 
presented.
5.1 Chromatic Methodology
The chromatic methodology has evolved from a number of origins, some based upon 
human perceptions and the others on scientific and analytical approaches [88]. It pro­
vides a means of processing a signal that avoids some of the difficulties associated with 
the Fourier approach, at the expense of depressing some minor signal details relative 
to major ones. These difficulties include complexity of the Fourier transformed signal 
and the transformation instability in the presence of noise [89]. The chromatic method 
derived initially from the photic field concepts described by Moon and Spencer [90], 
but its generic nature has recently enabled it to be extended far beyond the visible part 
of the spectrum to other domains of information extraction. These domains include 
ultrasonic domain for tracking systems [91], time domain for processing continuous 
signals [92], and acoustic domain for rail track monitoring [93] and identifying optoa- 
coustical signals from high voltage circuit breakers [94].
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5.1.1 Spatial Chromatic Processors
Chromatic processing often involves three (R, G, B) non-orthogonal (overlapping) pro­
cessors. The outputs from these processors (i?0, G0, B0) are used to form cross corre­
lations between the signal and the different processors responses [88]. Normally each 
processor response may have a Gaussian shape aligning with the Gabor transform [95], 
a triangle or other shapes may be preferred for some cases when a special type of re- 
sponsivity is required. Figure 5.1 shows the G(l0), B(l0) processors responses for
the /?, G, B Gaussian processors respectively, where these responses are a function of 
the location parameter l0 and Pr{10) is the amplitude of a signal that varies with lQ.
0.8 -
150
Location (Z0)
Figure 5.1: Response Profiles for Gaussian Spatial Chromatic Processors.
According to [88] the outputs of the R, G, B processors that address the discrete 
signal Pr(10) are:
£ R(Io)Pr(Io)
lo
(5.1)
£ G(l0)PR(l0)
lo
(5.2)
Y,B(L)Pr(Io) (5.3)
lo
Whatever the processor shape, the non-orthogonality is significant in cross correlat­
ing the subdivided signal on each channel and in providing a means of selective tuning 
in the regions of overlap. It has been shown that although three spatial chromatic 
processors provide a high level of signal discrimination, additional processors could 
enhance signal discrimination even further but that extending the number beyond six 
gives little advantage [95], [96]. For this reason and for computing simplicity three 
spatial chromatic processors were used in this study.
66
The approach then is to evaluate combinations of these cross correlations to yield 
coordinates which define the signal in one of several chromatic modes (e.g. x:y, Lab, 
HLS) etc.) depending on the nature of the information sought [88]. The Hue-Lightness- 
Saturation (HLS) scheme is used in this work. The choice of this scheme enables the 
intuitive methods of colour science to be related to signal defining factors, where L 
represents the strength of the signal, S its spread in the measured domain and H is the 
dominant measured value [97].
The transformation of the processors outputs (R0, Ga, B0) to HLS is performed using 
the following relationships [88, 97]:
H = 0.667 - 0.333 ( 9o , \ r0 = 0 (5.4)
\(Jo bo /
= 1.000 - 0.333 ( ——-y-—i = 0
\ 0o + 7'0 /
= 0.333 — 0.333 ( r° V b0 = 0
\r0 + go;
where
R0 + G0 + B0
3 (5.5)
max(R0i G0, B0) — min(R0, G0, B0) 
max(R0, G0, B0) + min(R0, G0, B0)
(5.6)
r0 = R0- min(R0, G0, B0) (5.7)
Qo = Gq min(R0, Go, Bo') (5.8)
b0 = B0~ min(R0, G0, B0) (5.9)
max(R0, G0, B0) and min(R0, G0, B0) represents the parameter {Ra, G0, B0) having the 
highest and lowest values, respectively. If R0h G0&i Ba = 0 then 5=0 and 77 is 
undefined.
5.1.2 Types of Spatial Chromatic Processors
Three different types of spatial chromatic processors are presented with their monochro­
matic responses. These types have different processors response profiles and arrange­
ments. The monochromatic responses are evaluated by sweeping a monochromatic 
signal spatially under each type and calculating the resultant Hue values, where the 
responses can be tracked in terms of Hue. The spatial chromatic processors types are:
• Half Height Overlapping Gaussian Processors (HHOGP).
• Half Height Overlapping Triangular Processors (HHOTP).
• Continuous Overlapping Triangular Processors (COTP).
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5.1.2.1 Half Height Overlapping Gaussian Processors (HHOGP)
In this processors type, two Gaussian processors R (left) and B (right) are overlapped 
at their half-height points with another processor G (middle) as shown in Figure 5.2a. 
The response profiles for these processors make the Hue value vary between 0 and 
0.67 when a monochromatic signal swept under them as shown in Figure 5.2b. This 
variation is nonlinear with low sensitivity between 0 and 50, and between 250 and 300, 
because there is no overlap in these regions. The maximum sensitivity occurs between 
50 and 250, where the overlap at these locations is substantial.
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(a) Response Profiles for R, G, B Chromatic Processors.
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(b) Monochromatic Response.
Figure 5.2: Half Height Overlapping Gaussian Processors and their Monochromatic 
Response.
5.1.2.2 Half Height Overlapping Triangular Processors (HHOTP)
This type is similar to HHOGP but instead of Gaussian shape response, processors with 
a triangle shape response are used in this type as shown in Figure 5.3a. Figure 5.3b 
shows the monochromatic response for this processors arrangement, which is also varied
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between 0 and 0.67. This variation is linear and its sensitivity is high at the overlapping 
locations (between 75 and 225) and zero outside these locations, where there is no 
overlap between the processors.
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(a) Response Profiles for R. G, B Chromatic Processors.
0.6 -
0.5 -
0.4 -
0.3 -
0.2 -
0.1 -
150
Location
(b) Monochromatic Response.
Figure 5.3: Half Height Overlapping Triangular Processors and their Monochromatic 
Response.
5.1.2.3 Continuous Overlapping Triangular Processors (COTP)
This type consists of three triangular processors, two processors G (left) and B (right) 
are overlapped at their half-height points with each other from one side and with the 
third processor R (shifted) from the opposite sides as shown in Figure 5.4a. This type 
of processors arrangement makes the triangular processors overlap with each other 
across the entire locations unlike the previous types in which the overlapping regions 
cover specific locations. This leads to produce a continuous sensitivity across the entire 
locations as shown in Figure 5.4b. In Figure 5.4b, the monochromatic response for this 
arrangement is linear and varied between 0 and 1.
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Figure 5.4: Continuous Overlapping Triangular Processors and their Monochromatic 
Response.
5.2 Invariant Spatial Chromatic Processors
The spatial distributions of the chromatic processors make them variant to the shift and 
scale effects. If the signal is moved from its original location, or enlarged the H, L, and S 
values will change. Figures 5.7 and 5.8 show the change in the processors output values 
(/f, L, S) for three processors types (HHOGP, HHOTP, COTP), when two signal types 
(symmetrical and asymmetrical) were moved from their original locations to the right 
and enlarged in the horizontal direction as shown in Figures 5.5 and 5.6 respectively.
To make the chromatic processors invariant, a new approach is proposed. This 
approach is to make the centres of the processors and widths adaptable to the input 
signal type. The methods of applying this proposed approach with each processors 
type to make them invariant, are presented in the following subsections:
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Figure 5.5: Shift Effect on the Symmetrical (a,b,c) and Asymmetrical (d,e,f) Signals.
200 400 600 800
Location
(a)
200 400 600 800
Location
(b)
S 0.3
200 400 600 800
Location
(c)
3 0.3
200 400 600 800
Location
■S 0.4
3 0.3
200 400 600 800
Location
3 0.3
200 400 600 800
Location
^ (d) (e) (f)
Figure 5.6: Scale Effect on the Symmetrical (a.b,c) and Asymmetrical (d,e.f) Signals.
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(a) HLS Values of Processing Symmetric Signal Moved from Location 300 to 700.
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(b) HLS Values of Processing Asymmetric Signal Moved from Location 300 to 700.
Figure 5.7: H, L, and 5 Values During Shift Effect for HHOGP HHOTP and 
COTP
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1
a>
ffi0'5
0---------- '---------------- '---------------- '---------------- 1---------------- *—
200 300 400 500 600
Width
150 r
§ 100 -
400
Width
400
Width
(b) HLS Values of Processing Asymmetric Signal its Width Enlarged from 137 to 688 unit.
Figure 5.8: H, L, and 5 Values During Scale Effect for HHOGP HHOTP and 
COTP
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5.2.1 Invariant Half Height Overlapping Gaussian Processors
Referring to Figure 5.9, the approach of making the HHOGP invariant is started by 
calculating the centroid Cm of the (discrete) input signal Pr(10) of £ length by
c £
c„ = £ l0PR(l0)/ £ PR(l0) (5.10)
lo=l 10=1
This centroid is then used as a boundary condition for calculating two processors 
centres Cr and Cr as follow:
Cm Cm
Cfl = £ IoPr(Io)/ Y, (5-u)
Zo=l *0=1
£ £
cB= Y. wwu/ E (512>
lo=Cm lo=Cm
The third processor centre Gg can be then determined from the following equation:
CG = (Cfl + Cb)/2 (5.13)
The widths for these three processors WRgb are all equal and they define as
WfiGB = (Cb — Cr)/2 (5.14)
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Figure 5.9: Calculated Centres and Widths for HHOGP Using the Proposed Approach.
The calculated centres and widths are then used to determine the response pro­
files (i?(/0)i G(/0), for these Gaussian processors by using the following equations
respectively:
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R(l0) — exp 
G(l0) = exp
—41n(2)(£0 — Cr)2
w2rgb
-41n(2)(i0 - CG)2
W&OB
B(l0) — exp —41n(2)(i<> — Cb)2 
Wrgb
(5.15)
(5.16)
(5.17)
The processors (of adapted centres and widths), are then applied on the input signal 
Pr(Io) to extract the features from it. The outputs (R0, G0, B0) of these processors are 
calculated by applying the following equations respectively:
i
Ro=Y. R(lJ F«(W (5-18)
*0 = 1
e
G0='£g(1o)Pr(Io) (5.19)
*o=l
c
B0 = J2 B(lo) PrVo) (5.20)
*o=l
Applying this approach, makes the processors deployments change their locations 
and widths with respect to shift and scale effects. In order to show the effectiveness 
of the proposed approach on the processors performance, two different types of signals 
(symmetrical and asymmetrical) are processed by these invariant processors. These
signals were moved and enlarged gradually and the processors outputs were recorded
for each new location and width respectively.
Figure 5.10 shows how these processors change their centres in order to follow the 
signals (symmetrical and asymmetrical) when they moved from left to right. While 
Figure 5.11 shows how these processers change their centres and widths when the 
signals width enlarges horizontally. The processors outputs for both effects (shift and 
scale) are shown in Figures 5.12a and 5.12b respectively. The results in these figures 
show that both the Hue and Saturation have constant values during these effects, while 
the lightness values are changed during the scale effect. The reason behind that is 
related to the nature of the RGB — HLS conversion scheme. This scheme makes both 
the H and S values insensitive to the signal strength (which is varied during scalling), 
while it makes the L value sensitive to it. During scale effect, Figure 5.12b shows small 
fluctuation in H values at small signals width. This comes from the fact that a reduction 
in the signals width, reduces the signal details (which is higher in asymmetrical signal 
type) and this is in turn change the H values.
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Figure 5.10: Shift Effect on the Symmetrical (a.b,c) and Asymmetrical (d.e.f) Signals.
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Figure 5.11: Scale Effect on the Symmetrical (a,b,c) and Asymmetrical (d,e,f) Signals.
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5.2.2 Invariant Half Height Overlapping Triangular Processors
The approach of making this type of processors invariant is similar to the previous 
approach. In Figure 5.13 the processors centres (Cr,Cg,Cb) were calculated by using 
Equations 5.11, 5.13, and 5.12 respectively, while the widths (Wrgb) were calculated 
by using Equation 5.14.
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Figure 5.13: Calculated Centres and Widths for HHOTP Using the Proposed Approach.
The calculated centres and widths are then used to determine the response profiles 
(R(l0), G(l0), B(l0)) for these triangular processors by using the following equations 
respectively:
R(lo)
' Iq- Cr + Wrgb 
Wrgb
< —10 + Cr + Wrgb 
Wrgb
0
lo £ (Cr - Wrgb, Cr)
lo € [Cr,Cr + Wrgb) 
Otherwise
(5.21)
G(l0)
' lo — Cg + Wrgb 
Wrgb
S -l0 + Cg + Wrgb 
Wrgb
^ 0
lo e (Cg - Wrgb, Cg)
lo € [Cg, Cg + Wrgb) 
Otherwise
(5.22)
B(l0)
f Ip — Cr + Wrgb 
Wrgb
< —Iq + Cb + Wrgb 
Wrgb
l0 € (Cb - Wrgb, Cb) 
lo £ [Cb,Cb + Wrgb)
(5.23)
v 0 Otherwise
The outputs (R0, G0, Ba) of these processors are then calculated by applying Equa­
tions 5.18, 5.19, and 5.20 respectively. The performance of the new processors was also
tested with shift and scale effects using two different signals. Figures 5.14 and 5.15 show 
how these processors adapt their deployments with shift and scale effects respectively 
to produce robust H and S values as shown in Figures 5.16a and 5.16b.
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Figure 5.14: Shift Effect on the Symmetrical (a.b,c) and Asymmetrical (d.e,f) Signals.
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Figure 5.15: Scale Effect on the Symmetrical (a,b,c) and Asymmetrical (d,e,f) Signals.
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(b) Effects.
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5.2.3 Invariant Continuous Overlapping Triangular Processors
The same principle is used with this type in order to make it invariant but with different 
centre (Cg) and widths equations. Referring to Figure 5.17 the Cg value is equal to 
IoPr{Io)/Y!C=i Pr(Io), where Cm is defined by Equation 5.10. The Cb value is 
calculated from Equation 5.12, and the processors widths Wrgb are equal to (Cb—Cg)-
Location (l0)
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| ■ ■ - Signaf
------G
1000
Figure 5.17: Calculated Centres and Widths for COTP Using the Proposed Approach.
The calculated centres and widths are then used to determine the response profiles 
(R(l0), G(l0), B(l0)) for these triangular processors by using the following equations 
respectively:
R(lo)
' —l0 + Cg
1CRGB
< l0 — Cb
1CRGB 
0
lpe[CG-WRGB,CG) (5.24)
l0 € {Cb,Cb + Wrgb]
Otherwise
G(l0)
' lo — Cg + Wrgb 
Wrgb
< —/0 + Cg + Wrgb
WRGB
0
loe(CG-WRGB,CG)
l0 6 [Cg, Cg + Wrgb) 
Otherwise
(5.25)
B{10)
' Ip — Cb + Wrgb
W D
< -lo + CB + Wrgb 
Wrgb
loe(CB-WRGB,CB) 
l0 £ [Cb,Cb + Wrgb)
(5.26)
0 Otherwise
The outputs (R0, G0, B0) of these processors are then calculated by applying Equa­
tions 5.18, 5.19, and 5.20 respectively. The performance of the new processors was also 
tested with shift and scale effects using two different signals. Figures 5.18 and 5.19 show 
how these processors adapt their deployments with shift and scale effects respectively 
to produced robust H and S values as shown in Figures 5.20a and 5.20b.
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Figure 5.18: Shift Effect on the Symmetrical (a.b,c) and Asymmetrical (d.e,f) Signals.
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Figure 5.19: Scale Effect on the Symmetrical (a,b,c) and Asymmetrical (d.e,f) Signals.
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5.3 Invariant Chromatic Descriptors
The proposed descriptors utilise the discrimination ability of the invariant spatial chro­
matic processors to describe the images with rotational, translational, and scaling in­
variant features, by applying ngj sets of these processors on the nj? numbers of nor­
malised image projections. These projections are calculated by applying Radon trans­
form to the image f{x3t,y3t) at ng* number of normalising angles.
Figure 5.21 illustrates the Radon transform geometry for calculating the projection 
%) for a an image /(xsr, y^) at angle 6%.
Figure 5.21: Geometry of the Radon Transform.
The Radon transform for this image is the line integral parallel to the y^-axis and 
is defined by the following equation [98]
A/sr—1 Nr—1
S + 2/3f sin^3? _ ^) (5-27)
*3?=0 2/K=0
where
/gj: is the length of line normal from the origin.
is the angle between the a^-axis and x^-axis.
Nsfc, Mg?: are the numbers of rows and columns in the image /(xgj, j/g?).
Normalised angles have been widely used in pattern recognition [99-101]. These 
angles are defined by the following equation:
$e = $0 + © (5.28)
where
<E>0: Object rotation angles form the xg?-axis.
0: Offset angle, which can take any value to produced different normalized angles.
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The object rotation angles $0 can be calculated using different methods such as 
moments [101] and principle component analysis PCA [69, 98]. Further information 
about the angle calculation procedure is given in Appendix C on page 158.
The calculation of the projections from the normalised angles make them invariant 
to object rotation. While object translation and scaling effects, make the projections 
location and size change respectively, without changing the pattern. Therefore applying 
the translation and scale invariant chromatic processors on these normalised projections 
make the descriptors features invariant to rotation, translation and scaling effects. In 
these descriptors the H and S processors outputs are only used without F, because of 
their robustness to the scale effect and their built-in ability to have a fixed range of 
values ([0 1]), while L requires normalisation and it is sensitive to scale effect as shown 
in the previous section.
Figures 5.22 and 5.23 show two projections taken at two normalised angles ($o = 
•f'c+O and $90 = $o+90) for a car image before 5.22a and after applying rotation 5.22b, 
translation 5.23a, and scaling 5.23b effects. Comparing with Figure 5.22a, Figure 5.22b 
shows the similarity between the normalised projections of the rotated image and the 
original image, while Figures 5.23a and 5.23b show the changed in projections loca­
tion and size during translation and scaling effects respectively without changing the 
pattern. These figures also show how the invariant half hight overlapping Gaussian 
processors changed their centres and widths as the projections change to produced in­
variant features. Table 5.1 presents the processors output values (H and S) for these 
normalised projections at angles $o and $99. The output values show the robustness 
of the chromatic descriptor to produce very similar H, and S values.
Table 5.1: Hue and Saturation Values for the Chromatic Descriptor
Normalized Angle $0 $90
Processors Outputs Hue Saturation Hue Saturation
Original Image 0.519 0.087 0.128 0.184
Oriented Image 0.518 0.084 0.129 0.184
Shifted Image 0.518 0.085 0.129 0.183
Enlarged Image 0.518 0.086 0.129 0.184
In order to evaluate the performance of the proposed method of using the invari­
ant processors as image descriptors, more than one thousand grayscale images are 
used [102]. These images depict one hundred objects of different shapes, each one 
representing a different class and are subject to different translation, scale, rotation 
transformations and noise effects (Gaussian and salt pepper noise) to create training 
and testing sets [103] (See Figure 5.24). The classifier used in all tests was k-nearest 
neighbour classifier of two k values, which are equal to 1 and 3. This classifier is used 
with Euclidean distance metric and Majority rule [104].
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Figure 5.22: Normalised Projections for Original and Rotated Car Images.
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Figure 5.23: Normalised Projections of Shifted and Enlarged Car Images.
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Figure 5.24: Example of Some Images used for Evaluation the Proposed Method.
In these tests two projections (© = 0°, and 90°) are processed by invariant HHOGP, 
where the object rotation angles 4>0 is calculated using the tensors method [101]. The 
recognition rates for the proposed method and the Moment Invariant descriptor are 
shown in Table 5.2, where the later is used to benchmark the results [105].
Table 5.2: Recognition Rate for the Proposed Method with the Invariant Moment
Descriptor Type Chromatic Descriptor Invariant Moment
Neighbours Number k=l k=3 k=l k=3
Affine Effects
Translation by [40,/40] 100% 98% 100% 89%
Scaling by 0.3 92% 89% 91% 83%
Scaling by 1.2 100% 98% 100% 91%
Rotation by 45° 100% 98% 99% 88%
Rotation by 270° 100% 98% 100% 89%
Gaussian Noise Effects
Variance equal to 2% 65% 65% 25% 29%
Variance equal to 6% 34% 31% 9% 11%
Salt Pepper Noise Effects
Density equal to 2% 94% 94% 79% 71%
Density equal to 6% 78% 75% 39% 42%
Average Performance 84.77% 82.88% 71.33% 65.88%
The simulation results show that for k equal to one, the recognition rate between the 
Invariant Moments and the proposed method are comparable when subjected to affine 
effects. When the k value is equal to three, the performance for both are decreased, 
but with better performance for the proposed method over the Moments.
During noise effect test, two types of noise were applied. Each noise was applied at 
two different levels. With Gaussian noise, the performances for descriptors decreased 
with increase variance level for both k values. And for Salt Pepper noise the recognition 
rate also decreased with increase density level for both k values. For both types of these 
noises the proposed method shows higher performance than the Invariant Moment.
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5.4 Invariant Chromatic Descriptors for LADAR Data 
Processing
LADAR data processing has been focused on dealing with robust target features that 
are relatively unaffected by the noise that usually disturb the LADAR measurements. 
One such unaffected feature is the silhouette image of the 3D LADAR data [54]. Fig­
ure 5.25 shows scan data of a tank from the LADAR perspective 5.25b and in a rotated 
view 5.25a. While the range data shows significant noise (background, photo count­
ing, and speckle with fully coherent laser light) the LADAR view shows a relatively 
smooth appearing image. This smoothness comes from the high pointing accuracy of 
the LADAR in comparison to the noise and distortion of the range measurement [54].
However, the silhouette still can suffer from perspective effects. This making it ap­
pear different at varying ranges [106, 107]. To overcome this problem, the 3D LADAR 
neighbour points were connecting with each other using triangular connections. Fig­
ures 5.26c and 5.25c show the triangular connection for the distorted (Figure 5.26a) and 
undistorted (Figure 5.25a) data respectively. The resultant triangles are then projected 
orthogonally on regular grid of a defined size and resolution in order to generate a reg­
ular silhouette image. Figures 5.25d and 5.26d show the resultant silhouette images for 
the distorted and undistorted LADAR point cloud data respectively. The figures also 
show the similarity between these two images. More information about the silhouette 
image generation process is given in Appendix D on page 159.
The silhouette image is then processed by the proposed chromatic descriptors that 
mentioned in the section 5.3. Figures 5.27 and 5.28 show two projections taken at 
two normalised angles (d’o = <&0 + 0 and #90 = d>0 + 90) for the tank silhouette image 
shown in Figure 5.25d before 5.27a and after applying rotation 5.27b, translation 5.28a, 
and scaling 5.28b effects. The changes in the invariant half hight overlapping Gaussian 
processors response profiles with respect to the projections changes are also shown in 
these figures.
Table 5.3 presents the processors output values (H and 5) for these normalised 
projections at angles $0 and 4>9o. The output values show the ability of the chromatic 
descriptor to process the LADAR silhouette images and produce robust features values 
(H, S) with rotation, translation and, scaling effects.
Table 5.3: Hue and Saturation Values for the Chromatic Descriptor
Normalized Angle $0 $90
Processors Outputs Hue Saturation Hue Saturation
Original Image 0.200 0.062 0.214 0.087
Oriented Image 0.204 0.061 0.215 0.086
Shifted Image 0.204 0.061 0.213 0.089
Enlarged Image 0.203 0.061 0.214 0.088
(b) Scan Data of a Tank from the LIDAR Perspective View.
(c) Triangular Connection for the Neighbor Points.
(d) Resultant Silhouette Image.
Figure 5.25: Silhouette Image Generation from Distorted LADAR Data.
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(a) Scan Data of a Tank from Rotated View.
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(b) Scan Data of a Tank from the LIDAR Perspective View.
(c) Triangular Connection for the Neighbor Points.
(d) Resultant Silhouette Image.
Figure 5.26: Silhouette Image Generation from Undistorted LADAR Data.
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Figure 5.27: Normalised Projections for Original and Rotated Tank Images.
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Figure 5.28: Normalised Projections of Shifted and Enlarged Tank Images.
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5.5 Summary
New LADAR image descriptors are proposed. These descriptors are able to extract 
invariant features from the LADAR silhouette images based on using proposed types 
of chromatic processors called ‘invariant spatial chromatic processors’.
Three types of these processors are described with the proposed approach to making 
them invariant. These are Invariant Half Height Overlapping Gaussian Processors, 
Invariant Half Height Overlapping Triangular Processors, and Invariant Continuous 
Overlapping Triangular Processors. The methods of using these new types of processors 
as image descriptors to describe the images with invariant rotation, translation, and 
scaling features is also presented.
The proposed method is tested with different objects at varies affine transformation 
(rotation, translation and scaling) and distortion (Gaussian and salt pepper noise) 
effects and its performance was compared with the Invariant Moment descriptor. The 
simulation results show, a comparable performance between them during affine effects 
with better performance for the chromatic descriptor during distortion effect.
Finally the proposed approach of using the new chromatic descriptors with LADAR 
data processing (starting from generating the silhouette image and ending with extract­
ing the chromatic features from it) is explained by presenting some results that show 
the robustness of these descriptors.
The proposed descriptors are simple and their discrimination abilities can be easily 
extended by either increase the processors number or using additional image projec­
tions.
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Chapter 6
Testing Methodology and 
Simulation Results
Introduction
This chapter presents the methodology for evaluating the performance of the new chro­
matic descriptors with LADAR data processing using simulated LADAR data. The 
purpose of using this kind of data is to evaluate the performance of these descriptors 
in controlled environments. This allow decoupling of the different effects that influence 
the descriptors performance and characterise their impact.
In this chapter, four sections are presented. The first section gives an explanation 
about the method that is used for generating both the training and the testing sets. 
The second and third sections describe the procedure for testing these descriptors and 
present the results of these tests. The last section presents the summary for this chapter.
6.1 LADAR Data Sets
The new chromatic descriptors are tested on a set of 60 3D CAD models taken from 
3DVIA and ARTIST 3D model libraries [108, 109]. These models are first simplified to 
have less than 6000 faces using MeshLab (advanced mesh processing software) [110] 
and rescaled to their actual sizes. The models then splits into ten classes depending 
on their general shapes. Figures 6.1, 6.2, and 6.3 show the 3D CAD models used in 
testing the new chromatic descriptors. These figures also show the division of these 
models into ten classes, where each frame colour represents an individual class type, 
and the models that have the same frame colour are classified under the same class 
type. Table 6.1 presets the models labels for each class with the corresponding colour.
The LADAR point clouds are then generated using LADAR Simulator (previously 
described in chapter 3) that emulates LADAR system with the scanning parameters 
shown in Table 3.1. Two sets from these point clouds are generated: a training sets of 
models or reference scans, and several testing sets of scene or query scans.
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Figure 6.1: 3D CAD Models (1-20)
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Figure 6.2: 3D CAD Models (21-40)
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Figure 6.3: 3D CAD Models (41-60)
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Table 6.1: Class and Models Labels
Class Label Model Label Models Number Color
1 1-9 9 Blue
2 10-14 5 BlueGreen
3 15-17 3 BlueViolet
4 18-20 3 BrickRed
5 21-26 6 Brown
6 27-33 7 Burnt Orange
7 34-39 6 Cadet Blue
8 40-47 8 Black
9 48-52 5 Red
10 53-60 8 Green
6.1.1 Training Sets
There are two training sets are generated. The samples for the first set are taken by 
rotating each model around its vertical axis in 15° angular intervals (0°, 15°, 30°, 45°, 
60°, 75°, 90°, 105°, 120°, 135°, 150°, 165°, 180°, 195°, 210°, 225°, 240°, 255°, 270°, 285°, 
300°, 315°, 330°, and 345°) at range equal to 600m from the sensor [54, 58, 111, 112]. 
This will generate 24 scans per model with a total of 1,440 scans in the training 
set. Figure 6.4 shows some point clouds of Humvee model after applying the above 
procedure. The second training set is generated in a similar manner, except that the 
rotation will start at 5° instead of 0°, which will be used in testing the view effect.
(i) 240°
(f) 150° (g) 180’
(j) 270° (k) 300' (1) 330°
Figure 6.4: Point Clouds of Scanning Humvee Model from Different Views (Near-Far).
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6.1.2 Testing Sets
The testing sets are consist from 12 sets. Each set contains 5, 760 scans, which they 
generated from scanning 60 models from 24 different views at four different ranges 
(600m, 800m, 1000m, and 1200m) after applying specific effect [54, 58, 111, 112]. 
These effects include: noise, resolution, view, scaling, rotation, and translation. Thus 
for 12 testing sets the total number of scans that are generated is equal to 69,120 scans. 
The 24 view angles for all testing sets, are equal to these of the first training set except 
one testing set in which the rotation starts at 7.5° instead of 0°. This last set will be 
used with additional testing set in order to test the impact of the view effect on the 
descriptors performance (more explanation will be presented in subsection 6.3.3).
6.2 Testing Procedure
The testing procedure consists of two phases, which are the training phase and the 
testing phase. In the first phase the classifier is trained with the chromatic features 
that results from applying three different types of chromatic descriptors on the training 
sets after converting them to silhouette images. In each descriptor three projections are 
used at © = 0°, 45°, and 90°, which leads to produce a feature vector of six invariant 
features (two for each projection). These chromatic descriptors are:
• Half Height Overlapping Gaussian Descriptor (HHOGD): which is used 
Invariant Half Height Overlapping Gaussian Processors.
• Half Height Overlapping Triangular Descriptor (HHOTD): which is used 
Invariant Half Height Overlapping Triangular Processors.
• Continuous Overlapping Triangular Descriptor (COTD): which is used 
Invariant Continuous Overlapping Triangular Processors.
The classifier used is k-nearest neighbour classifier of two k values, which are equal 
to 1 and 3. This classifier is used with Euclidean distance metric and a Majority rule, in 
which the sample point is assigned to the class the majority of the k nearest neighbours 
are from [104]. In the testing phase the chromatic descriptors (six features per descrip­
tor) are applied on the testing sets after converting them to silhouette images. In each 
testing set four types of confusion matrices are generated for each specific descriptor 
at each range (four ranges per testing set). These matrices represent a useful tool for 
evaluating the recognition performance [111-114]. The first type of these matrices is 
shown in Figure 6.5 and represents the recognition of the model that the enquiry scan 
belongs to using classifier of k—1. The second type that shown in Figure 6.6 is similar 
to the previous type except that the classifier is used with k=3. The third and the 
fourth types shown in Figure 6.7 represent the recognition of the class that the enquiry 
scan belongs to using classifier of k value equal to 1 and 3 respectively.
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Referring to Figures 6.5, 6.6, and 6.7, the vertical axis of the confusion matrix is 
the model/class, the enquiry (test) scan belongs to, while on the horizontal axis is the 
model/class that the classifier decides the test scan most closely matches. Values in the 
confusion matrix represent the number of times the test scans on the left was recognised 
as the model/class at the top. Correct recognition occurs on the main diagonal where 
the test scan is associated with the correct model/class it belongs to [54, 58, 115].
After calculating these matrices, two performance metrics are calculated for each 
one to evaluate the descriptors, which are average recognition rate (recall) and average 
precision [115, 116]. The recognition rate for a certain model/class (which is shown at 
the right of confusion matrix) is defined as the percentage of correctly predicted records 
among all records in model/class [115, 116]. The precision for a certain model/class 
(which is shown on the bottom of confusion matrix) is defined as the percentage of 
correctly predicted records among all predicted records in model/class [115, 116].
The resultant values for these confusion matrices are then plotted with the distance 
value (i.e. Range) as shown in Figure 6.8. Therefore, if a specific effect is applied on 
the testing set, the impact of that effect will be evaluated at each range. In order to 
evaluate the overall impact of specific effect at all ranges, the previously mentioned 
confusion matrices types are recalculated but this time with all ranges as shown in 
Figures 6.9, 6.10, and 6.11. The resultant average recognition rate and precision for 
these matrices are very helpful when more than one effect is compared.
The testing procedure is also applied on the Invariant Moment descriptor to bench­
mark the results, where its feature vector is composed of seven invariant moments. 
These moments are considered as efficient features that can be used to describe images. 
This fact has been benefited in using invariant moment values as tools in LADAR tar­
get classification [60], synthetic aperture radar (SAR) target recognition [117], object 
detection [118], aircraft identification [119], 3D model retrieval [120] and other appli­
cation [121-123]. Further information about this descriptor and its invariant moments 
is given in Appendix E on page 161.
Referring to Figure 6.8, which presents the model and class average recognition 
rates and precisions for the chromatic descriptors and the invariant moment at each 
range with using two k values (1,3). Generally all the graphs show that, both the 
average recognition rates and precisions decrease when the range increases. The results 
also show that, average class recognition rates and precisions are less effected by the 
range change comparing with the average model recognition rates and precisions. The 
results show, that the k value effects the recognition performance. Both class and 
model average recognition rates and precisions are slightly decrease when the number 
of k values increases from 1 to 3. As a comparison between the descriptors, the result 
show a comparable performance between the chromatic descriptors and the reduction 
in their performance with the range lower than for the invariant moment.
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Figure 6.5: Model Confusion Matrix (k=l) with Recognition Rate and Precision for 
HHOGD (Range= 600 m).
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Figure 6.7: Class Confusion Matrix with Recognition Rate and Precision for HHOGD 
(Range= 600 m).
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Figure 6.8: Average Recognition Rate and Precision with Range (without effect) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure 6.9: Model Confusion Matrix (k=l) with Recognition Rate and Precision for 
HHOGD (All Range Combined).
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Figure 6.10: Model Confusion Matrix (k=3) with Recognition Rate and Precision for 
HHOGD (All Range Combined).
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Figure 6.11: Class Confusion Matrix with Recognition Rate and Precision for HHOGD 
(All Range Combined).
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6.3 Simulation Results
This section presents the simulation results for noise, resolution, view, scaling, rotation, 
and translation effects.
6.3.1 Noise Effect
In order to evaluate the impact of the LADAR noise on the descriptors performance, all 
the 3D CAD models are scanned from 24 different views at four ranges after activating 
the effect of background, photo counting, and speckle noises with fully coherent laser 
light {Mch = !)• Another two sets are then generated but with Mch = 50 and 100 
respectively. Figure 6.12 shows the effect of applying these noise types of different Mch 
values on the resultant point clouds of Humvee car model. The simulation results for 
these testing sets at each range are shown in Appendix F.l. While the simulation 
results for these three sets at all ranges, are presented together in Figure 6.13. For all 
graphs in this figure, Mch = 150 mean no noise were applied.
The simulation results in Figure 6.13 show that, both the average recognition rates 
and precisions are approximately constant for the chromatic descriptors with increasing 
noise level, but they decrease when the invariant moment used. The results also show 
that, the average class recognition rates and precisions are slightly higher than those 
of model recognition. The recognition performance is slightly higher with k=l. As a 
comparison between the descriptors, the result show lower performance for the moment 
comparing with the chromatic descriptors, which have a comparable performance in 
class recognition with slightly better performance for the COTD in model recognition.
(c) Mch = 50 (d) MCh = 1
Figure 6.12: Point Clouds of Humvee Model at Different Noise Levels (Near-Far).
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Figure 6.13: Average Recognition Rate and Precision During Noise Effect for HHOGD 
HHOTD COTD and Invariant Moment Descriptors.
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6.3.2 Resolution Effect
Three testing sets are generated in the same manner as the previous sets of noise effect, 
but this time without applying noise. Each set is generated with different scanning 
resolutions, which are 0.006°, 0.008°, and 0.01°. Figure 6.14 shows the effect of scanning 
the Humvee model with different resolutions on the resultant point clouds.
The simulation results for these testing sets at each range are shown in Appendix F.2. 
While the simulation results for these three sets (that represent three different scanning 
resolutions) at all ranges, are presented together in Figure 6.15.
In Figure 6.15, the simulation results show that, both the average recognition rates 
and precisions in all graphs decrease when the resolution value increase (i.e. decreasing 
resolution). The results also show that, average class recognition rates and precisions 
are less affected by the resolution change comparing with the average model recognition 
rates and precisions. Regarding the effects of the k value on the recognition performance 
the results show, that both class and model average recognition rates and precisions 
decrease slightly when the number of k values increase from 1 to 3. As a comparison 
between the descriptors, the result show lower performance for the moment compared 
to the chromatic descriptors, which have a comparable performance with slightly better 
performance for the COTD.
(c) 0.008° (d) 0.01°
Figure 6.14: Point Clouds of Humvee Model at Different Scanning Resolutions (Near- 
Far).
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Figure 6.15: Average Recognition Rate and Precision During Resolution Effect for 
HHOGD , HHOTD COTD and Invariant Moment Descriptors.
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6.3.3 View Effect
In order to evaluate the impact of changing the scanning view on the descriptors per­
formance. Two training sets and two testing sets are generated and used to create 
three differences in view angles, which are equal to 2.5°, 5°, and 7.5°. The training sets 
are generated by scanning the models from 24 different views at 600 m with angular 
interval equal to 15°. where the first view angle for the first and second sets starts at 
5° and 0° respectively.
The testing sets are generated by scanning models from 24 different views at four 
different ranges (600m, 800m, 1000m, and 1200m). The angular interval for both 
sets is equal to 15°, where the first view angle for the first and second sets is start from 
0° and 7.5° respectively. Therefore by using the first training set with both testing 
sets, produce two differences in view angles (5° and 2.5°). And by using the second 
training set with second testing set, this produce a different in view angle equal to 7.5°. 
Figure 6.16 shows the point clouds of the model with three differences in view angles.
The simulation results of the view angle tests at each range are shown in Ap­
pendix F.3. While the simulation results for these tests (that represent three differences 
in view angles) at all ranges, are presented together in Figure 6.17. The simulation re­
sults in Figure 6.17, show similar behaviour for the descriptors performance comparing 
with results of the previous test except that, all the chromatic descriptors have a com­
parable performance unlike the resolution test in which the COTD has slightly better 
performance over the other processors.
(c) 5° (d) 7.5°
Figure 6.16: Point Clouds of Humvee Model at Three Diff. in View Angles (Near-Far).
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Figure 6.17: Average Recognition Rate and Precision During View Effect for HHOGD 
HHOTD COTD and Invariant Moment Descriptors.
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6.3.4 Scale Effect
Changing the sampling grid resolution for the projected point clouds leads to change 
in the size or scale of their silhouette images. With size or scale effect, one of the 
pervious generated testing sets during view effect is used. This set is generated by 
scanning models from 24 different views at four different ranges (600m, 800m, 1000m, 
and 1200m) with angular interval equal to 15° and rotation starts at 0°. The point 
clouds for this set is converted to silhouette images with different scale factors (sampling 
grid resolutions), which are 10%, 20%, and 30% larger from the original images sizes. 
Figure 6.18 shows the effects of changing the scale factor on the resultant silhouette 
image. The simulation results for this testing set (that represent three different scale 
factors) at each range are shown in Appendix F.4. While the simulation results at all 
ranges, are presented together in Figure 6.19.
The simulation results in Figure 6.19 show that, both the average recognition rates 
and precisions for the descriptors are approximately constant with changing scale fac­
tors values, except these of the COTD which decrease slightly with increasing scale 
factor. The results also show that the average class recognition rates and precisions 
are slightly higher than the average model recognition rates and precisions. The recog­
nition performance is slightly higher when k=l is used. As a comparison between the 
descriptors, the result show lower performance for the moment comparing with the 
chromatic descriptors, which have a comparable performance, except COTD in which 
the recognition performance starts higher than the other chromatic descriptors or ap­
proximately equal in some cases (class recognition with k=l) and then decrease slightly 
with increasing scale factor.
(a) Original (b) 10%
(c) 20% (d) 30%
Figure 6.18: Silhouette Images of Humvee Model at Different Scale Factors.
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Figure 6.19: Average Recognition Rate and Precision During Scale Effect for HHOGD 
HHOTD COTD and Invariant Moment Descriptors.
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6.3.5 Rotation Effect
The impact of the rotation effect on the descriptors performance is also evaluated. 
This effect arises from rotating either the model or the LADAR system or both around 
their horizontal axis, where in most practical cases this effect comes from rotating the 
LADAR system especially at high rotation angles.
For this effect three testing sets are generated, by scanning the models from 24 
different views at four different ranges after rotating the LADAR around its horizontal 
axis with a specific rotation angle. The rotation angle for the first set is equal to 15°, 
while the second and third sets angles are 30° and 45° respectively. Figure 6.20 shows 
the resultant point clouds of scanning Humvee model at different rotation angles.
The simulation results for these testing sets at each range are shown in Appendix F.5. 
While the simulation results for these three sets (that represent three different rotation 
angles) at all ranges, are presented together in Figure 6.21.
In Figure 6.21, the simulation results show that, both the average recognition rates 
and precisions in all graphs are approximately constant for the descriptors with chang­
ing rotation angle. The results also show that the average class recognition rates and 
precisions are slightly higher than the average model recognition rates and precisions. 
The recognition performance is slightly higher when k=l is used. As a comparison be­
tween the descriptors, the results show lower performance for the moment comparing 
with the chromatic descriptors, which have a comparable performance, except COTD in 
which the model recognition performance are slightly higher than the other chromatic 
descriptors.
(c) 30° (d) 45°
Figure 6.20: Point Clouds of Humvee Model at Different Rotation Angles (Near-Far).
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Figure 6.21: Average Recognition Rate and Precision During Rotation Effect for
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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6.3.6 Translation Effect
Changing the models positions to the left or right of the central viewing axis of the 
LADAR system, translates or shifts their corresponding silhouette images. In addi­
tional to that, the scanning pattern in the LADAR system is not uniform. This leads 
to change the spatial distribution of the resultant point clouds, when the models po­
sitions changes. In order to test the descriptors with changing models positions, the 
testing set is generated by scanning the models from 24 different views at four differ­
ent positions, which are (Jf = 787.9m,Y = 138.9m), (X = 787.9m,Y = 138.9m), 
(X = 984.8m,y = 173.6m), and (A" = 1181.8m,y = 208.4m). These positions rep­
resent rotating the models centres 10° around LADAR origin at ranges equal to 600 m, 
800 m, 1000 m, and 1200 m respectively, to guarantee scanning within LADAR limits.
Figure 6.22 shows the resultant point clouds arising from scanning Humvee model at 
four different positions, where the simulation results of these four positions are presented 
together in Figure 6.23. The average recognition rates and precisions decrease when the 
range (X and Y) increases. The results also show that, the average class recognition 
rates and precisions are less effected by the increasing range compared to those of model 
recognition. The k value effects on the recognition performance show, that both class 
and model average recognition rates and precisions decrease slightly when the number 
of k values increase from 1 to 3. As a comparison between the descriptors, the result 
show lower performance for the moment compared to the chromatic descriptors, which 
have a comparable performance with slightly better model recognition for the COTD.
(a) Range = 600 m , X = 590.9 m ,Y = 104.2 m (b) Range = 800 m ,X = 787.9 m ,Y = 138.9 m
(c) Range = 1000m ,X = 984.8m , Y = 173.6m (d) Range = 1200m,X = 1181.8m, Y = 208.4m 
Figure 6.22: Point Clouds of Humvee Model at Different Positions (Near-Far).
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Figure 6.23: Average Recognition Rate and Precision During Translation Effect for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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6.4 Summary
The performance evaluation methodology for the chromatic descriptors with LADAR 
data processing is presented. This includes preparing the 3D CAD models and the 
principle used to divide them into ten classes. This also included how these models 
are then used to generate the training sets and several testing sets of noise, resolution, 
view, scaling, rotation, and translation effects.
The procedure of using these types of sets is also explained, which includes a descrip­
tion about the classifier type and the feature vectors that are used with this classifier for 
both the chromatic and invariant moment descriptors. This is followed by presenting 
the resultant confusion matrices and their performance metrics (average recognition 
rate and average precision). These were used to describe the descriptors performance 
with a specific type of effects.
The method of applying each one of these effects on the descriptors is also explained 
with describing the manner of presenting the resultant simulation results. Finally dis­
cussion about these simulation results is given for the chromatic descriptors and the 
invariant moment at each effect. Generally the simulation results show lower perfor­
mance for the moment descriptor compared to the chromatic descriptors. The results 
also show, that both class and model average recognition rates and precisions decrease 
slightly when the number of k values increase from 1 to 3.
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Chapter 7
Experimental Tests and Results 
for the LADAR System
Introduction
This chapter describes the experimental tests that have been undertaken on the new 
designed LADAR system in order to asses its recognition performance with the proposed 
chromatic descriptors and the invariant moment descriptor.
In this chapter, five sections are presented. The first section presents the experimen­
tal setup. While the second and the third sections describe the LADAR recognition 
program and the experimental procedure respectively. The experimental results are 
then presented in the fourth section and finally a summary of this chapter is given in 
the last section.
7.1 Experimental Setup
The experimental setup is shown in Figure 7.1 and it consists of the following:
• Testing Models: These models are selected to represent five different objects 
which are a car, a ATV, a train, a helicopter, and a plane as shown in Figure 7.2.
• Rotation Stage: This stage is used for mounting the testing models, where it 
can be rotated continuously through a full 360 degrees. The lower right side of 
Figure 7.1, shows the rotation stage mounting Train model at 0° angle.
• Optical Bench: This bench is used for mounting the rotation stage at any distance 
within its length.
• Measuring Tape: This tape is used for measuring the distance between the rota­
tion stage centre and the LADAR scanning system.
• LADAR Scanning System: As described in chapter 4, this system is used to scan 
the testing models and recognise them using different types of descriptors.
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Figure 7.1: Experimental Setup for Testing LADAR Scanning System.
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(d) Helicopter Model. (e) Plane Model.
Figure 7.2: Five Different Types of Testing Models.
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7.2 LADAR Recognition Program
This program is written in order to enable the LADAR system to recognise different 
objects types after scanning them. The program performs the recognition in two stages, 
these are description stage and classification stage. In the first stage the program 
describes the resultant LADAR images after converting them to silhouette images, by 
applying one of four descriptors types, which are:
• Half Height Overlapping Gaussian Descriptor (HHOGD)
• Half Height Overlapping Triangular Descriptor (HHOTD)
• Continuous Overlapping Triangular Descriptor (COTD)
• Invariant Moment (Moment)
In each chromatic descriptor, three projections are used at 0 = 0°, 45°, and 90°, 
which produces a feature vector of six invariant features, while the feature vector for 
the moment descriptor, is composed of seven invariant moments.
For the classification stage, the program sents the resultant feature vector to the 
k-nearest neighbour classifier of two k values (which are equal to 1 and 3) after training 
it with the feature vectors of the training set, that were previously scanned and stored 
in a specific folder. This classifier is used with Euclidean distance metric and a Majority 
rule, in which the sample point is assigned to the class the majority of the k nearest 
neighbour are from [104].
Referring to Figure 7.3 the recognition program can be controlled by the recogni­
tion buttons (“Training” and “Recognise”) and pop-up menu located in the Scanning 
Panel (previously mentioned in section 4.3.3). Pressing the “Training” button makes 
the recognition program load the training set and train the k-nearest neighbour clas­
sifier with the feature vectors, that results from applying each descriptor on this set. 
After training the classifier, the LADAR system is ready to recognise objects after scan­
ning them. The recognition operation is then performed by pressing the “Recognise” 
button, which makes the program performs the description and classification stages 
with specific descriptor type and k value (where both can be selected by using the 
pop-up menu), and finally displayed the recognised object name in the corresponding 
text box.
7.3 Experimental Procedure
The testing procedure consists of two phases, which are the training phase and the 
testing phase. In the first phase the training set is generated using the LADAR system 
and it is then used to train the system. The samples for this set are taken by rotating
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Figure 7.3: Recognition Buttons and Pop-Up Menu in LADAR GUI Control Window.
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each model (shown in Figure 7.2) around its vertical axis in 45° angular intervals (0°, 
45°, 90°, 135°, 180°, 225°, 270°, and 315°) at range equal to 60 cm from the sensor 
[54, 58, 111, 112]. This will generate eight scans per model with a total of 40 scans in 
the training set. Figure 7.4 shows point clouds of train model after applying the above 
procedure.
(f) 225° (g) 270° (h) 315°
Figure 7.4: Point Clouds of Scanning Train Model from Different Views (Near-Far).
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In the testing phase, the LADAR system is used to scan and recognise the testing 
models from eight different views at six different ranges (60 cm, 100 cm, 150 cm, 200 cm, 
250cm, and 300cm) after applying specific effect [54, 58, 111, 112]. These effects 
include: resolution, view, rotation, and translation. Thus the total number of scans 
that are generated is equal to 2640 scans. The eight view angles for all testing scans, 
are equal to those of the training scans except the angles of the view testing scans. 
The scanning resolution for all the training and testing scans is set to 0.1° except the 
resolution testing scans (more explanation will be presented in the next sections).
In each effect, two types of confusion matrices are generated for each specific descrip­
tor at each range (six ranges). The first type of these matrices is shown in Figure 7.5a 
and represents the recognition of the model that the enquiry scan belongs to using 
classifier of k—1. The second type that shown in Figure 7.5b is similar to the previous 
type except that the classifier is used with k=3. Table 7.1 presets the models types 
with their corresponding labels.
Table 7.1: Models Labels
Model Type Model Label
Car 1
ATV 2
Helicopter 3
Plane 4
Train 5
After calculating these matrices, two performance metrics are calculated for each 
one to evaluate the descriptors, which are average recognition rate (recall) and average 
precision [115, 116]. The resultant values for these confusion matrices are then plotted 
with the distance value (i.e. Range) as shown in Figure 7.6. This is to evaluate the 
impact at each range for any applied effect. In order to evaluate the overall impact of 
a specific effect at all ranges, the previously mentioned confusion matrices types are 
recalculated with all ranges as shown in Figures 7.7. The resultant average recognition 
rate and precision for these matrices are then used to compare the effects.
Referring to the Figure 7.6, which presents the model average recognition rates 
and precisions for the chromatic descriptors and the invariant moment at each range 
with using two k values (1, 3). Generally all the graphs show that, both the average 
recognition rates and precisions decrease when the range increases. Regarding the 
effects of the k value on the recognition performance the results show, that the model 
average recognition rates and precisions decrease slightly when the number of k values 
increase from 1 to 3. As a comparison between the descriptors, the result show a 
comparable performance between the chromatic descriptors and the reduction in their 
performance with the range lower than for the invariant moment.
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Figure 7.5: Model Confusion Matrix with Recognition Rate and Precision for HHOGD 
(Range= 60 cm).
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Figure 7.6: Average Model Recognition Rate and Precision with Range (without effect) 
for HHOGD HHOTD COTD and Invariant Moment “ ” Descriptors.
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(All Range Combined).
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7.4 Experimental Results
This section presents the experimental results for resolution, view, rotation, and trans­
lation effects.
7.4.1 Resolution Effect
In order to evaluate the impact of the LADAR scanning resolution on the descriptors 
performance, the five testing models are scanned from 8 different views at six ranges 
with scanning resolution equal to 0.1°. Another three sets are then generated but with 
resolution equal to 0.2°, 0.3°, and 0.4°. Figure 7.8 shows the effect of scanning the 
train model with different resolutions on the resultant point clouds. The experimental 
results for these sets at each range are shown in Appendix G.l. While the experimental 
results at all ranges, are presented together in Figure 7.9.
In Figure 7.9, the experimental results show that, both the average recognition rates 
and precisions in all graphs decrease when the resolution value increase (i.e. decreasing 
resolution). The results also show that, the average recognition rates and precisions 
decrease slightly when the number of k values increase from 1 to 3. As a comparison 
between the descriptors, the result show lower performance for the moment compared 
to the chromatic descriptors, which have a comparable performance.
(c) 0.3° (d) 0.4°
Figure 7.8: Point Clouds of Train Model at Different Scanning Resolutions (Near-Far).
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Figure 7.9: Average Model Recognition Rate and Precision During Resolution Effect 
for HHOGD HHOTD COTD and Invariant Moment “ ” Descriptors.
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7.4.2 View Effect
The impact of changing the scanning view on the descriptors performance is evaluated 
by scanning the testing models from 8 different views at six different ranges (60 cm, 
100 cm, 150 cm, 200 cm, 250 cm, and 300 cm) with an angular interval equal to 45° and 
first view angle equal to 7.5°. Another two sets are then generated but with setting 
the first view angle to 15°, and 22.5° respectively. Figure 7.10 shows the point clouds 
of train model with different view angles.
The experimental results of the view angle tests at each range are shown in Ap­
pendix G.2. While the experimental results for these tests (that represent three different 
view angles) at all ranges, are presented together in Figure 7.11. The experimental re­
sults in Figure 7.11 show that, both the average recognition rates and precisions in all 
graphs decrease when the value of the view angle increase. Regarding the effects of the 
k value on the recognition performance the results show, that the average recognition 
rates and precisions decrease slightly when the number of k values increase from 1 to 
3. As a comparison between the descriptors, the result show lower performance for the 
moment compared to the chromatic descriptors, which have a comparable performance, 
when the classifier is used with k=l.
(a) 0° (b) 7.5°
(c) 15° (d) 22.5°
Figure 7.10: Point Clouds of Train Model with Different View Angles (Near-Far).
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Figure 7.11: Average Model Recognition Rate and Precision During View Effect for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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7.4.3 Rotation Effect
The impact of the rotation effect on the descriptors performance is also evaluated. For 
this effect the testing models are scanned from 8 different views at six different ranges 
after rotating the resultant LADAR images around its horizontal axis with a specific 
rotation angle. The rotation angle for the first set is equal to 15°, while the second 
and third sets angles are 30° and 45° respectively. Figure 7.12 shows the rotated point 
clouds of the train model at different rotation angles.
The experimental results for these sets at each range are shown in Appendix G.3. 
While the experimental results for these three sets (that represent three different rota­
tion angles) at all ranges, are presented together in Figure 7.13.
In Figure 7.13, the experimental results show that, both the average recognition 
rates and precisions in all graphs are approximately constant for the chromatic de­
scriptors with changing rotation angle. The recognition performance is slightly higher 
when k=l is used. As a comparison between the descriptors, the results show lower 
performance for the moment comparing with the chromatic descriptors, which have 
a comparable performance, except HHOTD in which the recognition performance are 
slightly lower than the other chromatic descriptors when the classifier is used with k=3.
%
(c) 30° (d) 45°
Figure 7.12: Point Clouds of Train Model at Different Rotation Angles (Near-Far).
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Figure 7.13: Average Model Recognition Rate and Precision During Rotation Effect 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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7.4.4 Translation Effect
As previously mentioned in section 6.3.6, changing the testing models positions to 
the left or right of the central viewing axis of the LADAR system, change the spa­
tial distribution of the resultant point clouds and shift their corresponding silhouette 
images. In order to test the LADAR recognition performance with changing models 
positions, the five testing models are scanned from 8 different views at six different 
positions, which are (X = 56.4cm,F — 20.5cm), (X = 93.9cm,F = 34.2cm), (X = 
140.9 cm, F = 51.3 cm), (X = 187.9 cm, F = 68.4 cm), (A = 234.9 cm, F = 85.5 cm), 
and (X = 281.9cm,F = 102.6cm). These positions represent rotating the models 
centres 20° around LADAR origin at ranges equal to 60cm, 100 cm, 150 cm, 200cm, 
250 cm, and 300 cm respectively.
Figure 7.14 shows the resultant point clouds arising from scanning train model 
at four different positions, where the experimental results are presented together in 
Figure 7.15. The average recognition rates and precisions decrease when the range 
(A and F) increases. The k value effects on the recognition performance show that, 
model average recognition rates and precisions decrease slightly when the number of 
k values increase from 1 to 3. As a comparison between the descriptors, the result 
show lower performance for the moment compared to the chromatic descriptors, which 
have a comparable performance. This difference between the chromatic and moment 
descriptors is decrease when the classifier is used with k=3.
(a) Range = 100cm,X =(b) Range = 200 cm, A
93.9 cm , F = 34.2 cm 187.9 cm , F = 68.4 cm
(c) Range = 170 cm, A' =(d) Range = 205 cm, A” =
234.9 cm , F = 85.5 cm 281.9 cm , F = 102.6 cm
Figure 7.14: Point Clouds of Train Model at Different Positions (Near-Far).
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Figure 7.15: Average Model Recognition Rate and Precision During Translation Effect 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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7.5 Summary
The experimental tests for evaluating the recognition performance for the new designed 
LADAR system with the proposed chromatic descriptors and the invariant moment de­
scriptor is presented. This includes describing the experimental setup and the procedure 
of using the testing models to train and test the LADAR system under several types 
of effects, which include resolution, view, rotation, and translation effects.
The LADAR recognition program that is written to enable the LADAR system 
to recognise different objects is also presented with the classifier type and the feature 
vectors that are used with this classifier for both the chromatic and invariant moment 
descriptors. This is followed by presenting the resultant confusion matrices and their 
performance metrics (average recognition rate and average precision).
The method of applying each one of these effects on the LADAR system is ex­
plained with describing the manner of presenting the experimental resultants. Finally 
discussion about these results is given for the chromatic descriptors and the invariant 
moment at each effect. Generally the experimental results show lower performance for 
the moment descriptor compared to the chromatic descriptors. The results also show, 
that model average recognition rates and precisions decrease slightly when the number 
of k values increase from 1 to 3.
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Chapter 8
Conclusions and Future Work
Introduction
This chapter summaries this research work and its conclusions, and highlights areas 
that deserve further investigation.
8.1 Conclusions
New LADAR image descriptors are proposed, which are Half Height Overlapping Gaus­
sian Descriptor, Half Height Overlapping Triangular Descriptor, and Continuous Over­
lapping Triangular Descriptor. These descriptors are able to extract invariant features 
from the LADAR silhouette images based on using proposed types of chromatic proces­
sors called ‘invariant spatial chromatic processors5. Three types of chromatic processors 
are described with the proposed approach to making them invariant. These are Invari­
ant Half Height Overlapping Gaussian Processors, Invariant Half Height Overlapping 
Triangular Processors, and Invariant Continuous Overlapping Triangular Processors.
The methods of using these new types of invariant processors to describe the images 
with invariant affine transformation (rotation, translation and scaling) features is also 
presented and tested with different objects at varies affine transformation and distortion 
effects, where its performance was compared with the Moment Invariant descriptor. 
The simulation results show, a comparable performance between them during affine 
effects with better performance for the chromatic descriptor during distortion effect.
The proposed approach of processing the LADAR data starting from generating 
the silhouette image and ending with extracting the chromatic features from it, is 
explained. The proposed descriptors are simple and their discrimination abilities can 
be easily extended by either increase the processors number or using additional image 
projections.
An efficient LADAR simulator software has been written to scan 3D CAD models 
and produce their simulated LADAR data. In order to allow the simulator to deal 
with more complex models and produces high resolution image with short execution
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times, another approach for calculating the intersection points of the laser beam is 
proposed and described. The performance of this proposed approach is tested and 
the comparison of results shows that the proposed approach produces less execution 
time than the previous approach especially when the model consists of a large number 
of triangles, scanning with high resolution, or when a large number of laser footprint 
samples are required. The simulation steps for the LADAR simulator and its GUI are 
also presented with some selected results that show the effect of changing the scanning 
parameters (noise type and its strength, scanning resolution, and the laser beam width) 
on the resultant LADAR image. These simulation results also show the ability of the 
simulator to simulate the phenomena that related to the scanning process and produces 
LADAR images under a wide variety of conditions.
In order to evaluate the performance of the proposed LADAR descriptors with 
simulated data, the LADAR simulator is used to generate these data from scanning 
60 3D CAD models with different artifacts such as noise, resolution, view, scaling, 
rotation, and translation.
With these artefacts the simulation results show that both the average recognition 
rates and precisions for the proposed descriptors are higher than those for the moment 
descriptor, where the later is used to benchmark the results. The constant recognition 
performance for the proposed descriptors during (rotation, scaling, and noise effects), 
show the effectiveness of both the invariant chromatic processors and the projection 
normalization approach to deal with the scaling and rotation effects respectively, and 
the robustness of the silhouette images with the noise effects. Regarding to the (reso­
lution, view, and translation effects), the results show a decrement in the descriptors 
performance with increasing these effects. This reduction in the performance is lower 
for the proposed descriptors than the invariant moment descriptor. Finally the simula­
tion results show that the recognition performance for all descriptors are slightly higher 
when the number of nearest neighbour used with the classifier is equal to one, which 
means a good separability for the descriptors features in the feature space. As a com­
parison between the proposed descriptors, the result show a comparable performance 
between them with slightly better performance for the COTD during noise, resolution, 
rotation, and translation effects.
A LADAR prototype system has been designed and implemented to be able to 
scan different objects and capture the 3D LADAR data from their surfaces. This 
system combines both the AccuRange 4000-LV laser distance sensor and the com­
puter controlled Pan-Tilt Unit D46-17 with specific parameters, and produces a cost 
effective LADAR system of high sampling rate (714 sample/s) and scanning resolu­
tion (0.0265°). The hardware components and both the mathematical model and the 
controlling software that are required for reconstructing the resultant LADAR images 
from the scanning measurements are described. The resultant scanning images for the
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LADAR system show the effectiveness of the mathematical model for producing these 
images in different formats (spherical and Cartesian). The results also show the ability 
of the controlling software to control the LADAR system and to filter the resultant 
LADAR images. The proposed LADAR descriptors are integrated with this system to 
enable it to recognise different objects after scanning them.
Experimental tests have been also undertaken on the new designed LADAR sys­
tem in order to asses its recognition performance with the proposed descriptors and 
the invariant moment descriptor. The experimental results for these tests show simi­
lar general behaviour for the descriptors when they used with simulated data, which 
prove the ability of the new LADAR descriptors to process real LADAR data and pro­
vide recognition rates higher than the traditional techniques like the invariant moment 
descriptor.
8.2 Future Work
The generic nature for the chromatic methodology opens up the possibility for exploring 
additional chromatic processors (of new response shapes) with LADAR data processing. 
This is by applying on these new processors, the proposed approach of making the 
spatial chromatic processors works as invariant LADAR descriptors and then evaluate 
the performance of the resultant descriptors under the presence of noise and other 
effects that disturb the LADAR images.
In additional to that, it has been previously shown that the increase in the number of 
the spatial chromatic processors could enhance the signal discrimination but extending 
the number beyond six gives little advantage [95, 96]. Therefore a new research can 
be push towards investigating the impact of using more than three processors on the 
recognition performance under different conditions
Another interesting direction for future work is to extend the LADAR software 
ability by performing the full automatic target recognition. This is can be done by using 
one of the available segmentation techniques, that enable the software to automatically 
segment the target in the LADAR image from the background and pass it to the 
LADAR descriptors in order to identify it.
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Appendix A
AccuRange 4000-LV Laser 
Distance Measurement Sensor
A.l General Description
The AccuRange 4000-LV is a laser diode-based distance measurement sensor for ranges 
up to 12.2 m. It is a Class Ilia laser product that emits visible light (red, 670 nm 
wavelength) at a power level equal to 5 mW.
The sensor has two cables, which are RS-232 and the power/signal cables. The first 
cable transfers the commands and measurements values between the computer and the 
sensor. While the second one supplies power to the sensor and brings out other signals. 
These signals, include reflected signal strength, sensor temperature, background light 
level, and un-calibrated pulse-width modulated output (this output is enable if the 
sensor configured for use with the AccuRange 4000 High-Speed Interface and host- 
resident calibration software).
The sensor also has push-button switch and acknowledgment light-emitting diode 
(LED), which are used for entering the commands manually (an alternative to the RS- 
232 cable). Figure A.l shows a photo of the sensor cables with push-button switch and 
the LED. More information about the sensor can be found in [75].
Figure A.l: AccuRange 4000-LV with its cables.
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A.2 Mechanical Dimensions
The laser beam is emitted from the centre of the front panel, and the central 2.5 inch 
(63.5 mm) diameter of the front panel is a collector for return light. The bottom of 
the sensor has 4 blind holes which are used for mounting the sensor. The back of the 
sensor has a switch for configuration and reset, LED, and two 1.83 m. cables. The outer 
case of the sensor is 3.2 mm aluminum, where the sensor weight is 0.625 kg. The acrylic 
front window and the back panel are sealed to the case, creating a watertight enclosure. 
Figure A.2 shows the mechanical dimensions for the AccuRange 4000-LV.
Figure A.2: Mechanical Dimension for Acuity AR4000-LV in inches [75].
A.3 Power Supply and Safety Interlock
The AccuRange 4000-LV AC to DC power supply is used to supply the sensor with the 
operating power and temperature stabilisation heater power. It is housed in NEMA- 
4 polycarbonate enclosures and it is permanently attached to the AccuRange 4000- 
LV with 1.83 m power/signal cable. The sensor’s output signals are read through an 
additional 1.22 m cable, which extends beyond power supply as shown in Figure A.3.
In the AccuRange 4000-LV, the eight wires for the power/signal cable described 
in Table A.l are all passed through the power supply to the extended cable except
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1.83 m Cable
AR 4000
1.83 m Serial cable
Power supply
1.22 m Cable
Figure A.3: AccuRange 4000-LV with Power Supply [75].
the 5-volt power and heater lines, and the heater return line which are connected only 
between the power supply and the sensor.
The power supply also includes a key switch and interlock jack inside its box, which 
must be turned and installed to complete the laser power supply circuit (access to these 
requires lifting the top half of the power supply case after removing the four screws 
from it). When the circuit is complete, the indicator lamp on the box will light, and 
power is applied to the sensor.
A.4 Performance and Measurement Accuracy
The AccuRange 4000-LV detects diffuse reflections from the objects with greatest sen­
sitivity falling at distance about 2.44 m, although it is able to measure short distances 
right up to its front face. The sensor has no trouble picking up walls, floors, carpets, 
and even surfaces such as cathode ray tube (CRT) screens from almost any angle [75]. 
Shiny surfaces such as glossy plastic or paint can be more difficult to detect, depending 
on the angle at which the beam hits them.
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Table A.l: Power and Signal Cable Wiring [75]
Wire Function Direction
Red Power, +5V (5 — OV) In
Black Ground
Orange Heater Power, +5 V (4.5 — IV) In
Brown Heater Power Return
Temperature, 0 — 5 V Out
Blue Pulse Width Range Out
Green Ambient Light Signal, 0 — 5 V Out
Purple Amplitude Signal, 0 — 5 V Out
Shield Ground at Supply End
The following sub sections described the main factors that affect the performance 
of the AccuRange 4000-LV sensor.
A.4.1 Noise Factors
Three types of noise will affect the measurement accuracy in different ways, each one of 
these has a range of sample rates at which it is the predominant source of noise [75]. The 
first type is detector thermal noise, which originates in the signal detection photodiode, 
and is proportional to the square root of the sample rate. The second type is laser diode 
noise, and the third type of noise is the resolution limitation imposed by the sampling 
method (more information about these noise are found in [75] ).
Figure A.4 shows the accuracy limit imposed by each type of noise for a given 
sample rate. The vertical scale is the attainable accuracy, while the horizontal scale is 
the sample rate. Each line represents a different constraint on the accuracy due to noise 
or sampling resolution. For any sample rate, the highest line at that rate represents 
the limiting factor and the attainable accuracy. At low sampling rates (below 10,000 
samples per second) the limiting factor is the laser diode noise, shown as a horizontal 
line. At higher sampling rates the limiting factor becomes the detector thermal noise, 
shown as the curved line proportional to the square root of the sample rate. At the 
highest sampling rates, the sampling resolution becomes a factor, and the diagonal line 
represents the limitations of the AR4000 sampling resolution with a maximum range 
of 9.14 m [75].
A.4.2 Other Factors
In addition to noise, there are other factors that affect the indicated range output. The 
most significant of these is the amplitude of the return signal, or the reflectivity of the 
target. Indicated range can vary as much as 0.8 cm between very weak signals and very 
strong ones. The sensor has a signal strength output, which is an analogue signal that 
ranges from 0 to 4 Volts and is approximately logarithmic with received light intensity.
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Figure A.4: Attainable Accuracy vs. Sampling Rate [75].
This output is used as an input to the sensor calibration software to compensates for 
variation in the reflectivity, it also can be used to create any scale images of objects 
over which the beam is scanned, and to determine whether a signal is valid or too weak 
to be reliable.
Temperature and the ambient light level also affect the measurement slightly. Ana­
logue temperature and ambient light outputs allow these effects to be compensated for 
in the software, but typically they are not significant unless the sensor is used in an 
environment where they vary widely.
A.5 Serial Communications
Data is transmitted from the AccuRange 4000-LV as 8 data bits with no parity bit and 
1 stop bit. The data sent may consist of calibrated distance readings, un-calibrated 
sensor data, or both together in each sample. Data may be sent in ASCII or binary 
format. Thus there are 6 data format combinations that can be transmitted by the 4000: 
ASCII calibrated only (the default), ASCII un-calibrated only, ASCII calibrated plus 
un-calibrated, binary calibrated only, binary un-calibrated only, and binary calibrated 
plus un-calibrated.
If calibrated output is enabled, the range information is the measured distance 
obtained by the sensors internal calibration process. This is then transmitted as ASCII
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characters or binary bytes, depending on whether the ASCII or binary mode has been 
selected.
If un-calibrated mode is selected, the data transmitted by the sensor consists of a 
raw (uncorrected) range reading in sensor count units, the reflected signal strength, 
background light level, and sensor temperature. The size of the sensor count units in 
un-calibrated mode will depend on the maximum range and sample rate specified.
If both calibrated and un-calibrated outputs are enabled, the calibrated data is 
transmitted first, followed by the un-calibrated information. The location of the zero 
point may be changed for either calibrated or un-calibrated output with the Set Zero 
Point command. The direction of increasing output serial values from the zero point 
may be reversed by issuing the Set Span command with a distance closer than that 
used in a previously issued Set Zero Point command.
A.6 AccuRange 4000-LV Command Set
All configuration of the sensor may be done via commands sent over the serial port or by 
using the push-button switch and acknowledgment LED on the back panel. The serial 
port commands are ASCII commands that may be entered under computer control or 
from the keyboard of a terminal connected to the port.
Configuration information may be stored in nonvolatile Electrically Erasable Pro­
grammable Read-Only Memory (EEPROM )with the Write command, and is then re­
tained through power cycling. Each ASCII command is one character, which for some 
commands must be followed by one or more parameter value characters. Table A.2 pro­
vides a quick reference of commands sent over the serial port, where one byte commands 
are shown as ASCII Code: < Commandcharacter > and multiple byte commands are 
shown as: ASCII Code: < Commandcharacter >« Parametername >>.
Table A.2: Commands for AccuRange Laser Scanner [75].
Command Name Length Command Code
Set Sample Interval 3 — 8 bytes ASCII Code: S<Interval>
(20<=Interval<=9999999)
Set Maximum Range 1 — 6 bytes ASCII Code: F[<MaxRange>] 
(0<=MaxRange<=99999)
Set Zero Point (Calibrated) 1 — 6 bytes ASCII Code:Z[<ZeroPoint>]
(0<=ZeroPoint <= 99999)
Set Zero Point (Uncalibrated) 1 — 8 bytes ASCII Code:Y[<ZeroPoint>]
(0<=ZeroPoint <= 9999999)
Laser Power On 1 byte ASCII Code: H
Laser Power Off 1 byte ASCII Code: L
Continued on next page
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Table A. 2 — continued from previous page
Command Name Length Command Code
Enable Serial Data Output 2 bytes ASCII Code: A<Mode> (Mode: 
l=English, 2=low level, 3=fiowctl, 
4=M et r i c (mm))
Disable Serial Data Output 2 bytes ASCII Code: T<Mode> (Mode: 
l=calibrated, 2=low level,
3=flowctl, 4=Metric(mm))
Set Baud Rate 2 bytes ASCII Code: B<Baud Rate
Code> 1—300, 2=600, 3=1200, 
4=2400, 5=4800, 6=9600,
7=19200, 8=38400
Set Serial Output to ASCII 1 byte ASCII Code: D
Set Serial Output to Binary 1 byte ASCII Code: N
Set Span 1-8 bytes ASCII Code: U[<Span]
(0<=Span<=9999999)
Read Configuration Data From 
EEPROM
1 byte ASCII Code: R
Write Configuration Data To 
EEPROM
1 byte ASCII Code: W1234
Reset Configuration to Factory 
Defaults
1 byte ASCII Code: I
Take Single Sample 2 byte ASCII Code: E[<Cal/Uncal.]
(l=calibrated, 2=uncalibrated,
3=both)
Set Minimum Valid Amplitude 1 — 4 byte ASCII Code: P [Amplitude]
Set Maximum Valid Amplitude 1 — 4 byte ASCII Code: M[Amplitude]
Show Version Number 4 bytes ASCII Code: V1234
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Appendix B
Computer Controlled Pan-Tilt 
Unit D46-17
B.l General Description
The Computer-controlled pan-tilt unit is designed for high-speed, accurate positioning 
of camera, laser, antenna, or other payloads up to 2.72 kg at speeds up to 300°/s. The 
pan-tilt controller is able to execute two different operation modes which are immediate 
and slaved modes. In the first mode the commands are executed as soon as they are 
received by the controller, while in the slaved mode all commands are stacked up until 
some specific command is sent to force all the commands to execute one by one. More 
information about the unit and its controller are found in [77].
B.2 Mechanical Dimensions
The pan-tilt unit has a weight equal to 1.361% and its dimensions are 7.62 cm wide 
x 13.03 cm high x 10.8 cm deep, while the controller dimensions are 8.3 cm wide x 
11.43 cm long x 3.2 cm high and its weight equal to 0.23 % [76]. The unit has one hole 
(for 1/4-20 screw standard) in the top for payload mounting and it can be mounting 
from the front or the bottom sides. Figure B.l shows the mechanical dimensions (in 
inches) for the pan-tilt unit and its controller.
B.3 Power Supplies
The pan-tilt controller can be supplied with a DC power sources through a 2.1/5.5 mm 
coaxial connector shown in Figure B.2. These power sources must be able to supply 
at least Y7W continuous (e.g., battery power, vehicle power, or an AC/DC converter). 
The highest pan-tilt unit performance can be achieved by supply the motors with the 
highest motor voltage within the allowable range. For quietest pan-tilt operation, the 
lower motor voltage (e.g. 12 VDC) must be used.
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t --------- 2.30
L---------- 2 60
Figure B.l: Mechanical dimensions (in inches) for the pan-tilt unit (up) and its con- 
troller(down) [77].
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9-30VDC
Figure B.2: DC plug uses a 2.1/5.5mm connector [77].
B.4 RS-232 Cable and Host Settings
An RS-232 terminal or host computer are connects to the female DB-9 connector on the 
pan-tilt unit controller with the following connections: TxD (pin 2), RxD (pin 3), and 
GND (pin 5). Figure B.3 shows cable configurations for some common computer hosts, 
where both TxD and RxD assignments to pins 2 and 3 can vary on host computers. 
An RS-232 terminal or host computer should be set to 9600 baud, 1 start bit, 8 data 
bits, 1 stop bit, and no parity bit.
IBM PC, XT 
Asynch Card DB-25S
TxD (pin 2)------
RxD (pin ----
GND (pin 7)------
DTR (pin 20)-----
DSR (pin 6)^—
PTU-C 
(female DB-9) 
-► RxD (pin 3)
— TxD (pin 2)
— GND (pin 5)
» ' | (pin 4)
'(pin 6)
IBM AT
Asynch Card DB-9S 
RxD (pin 2>^—
TxD (pin 3)-----
GND (pin 5)-----
DTR (pin 4)-----
DSR (pin 6)-^—
PTU-C 
(female DB-9)
— TxD (pin 2) 
►RxD (pin 3)
- GND (pin 5) 
►—| (pin 4)
—(pin 6)
Apple Macintosh 
8 Pin Mini-DIN 
TxD (pin 3)-<- 
RxD (pin 5)— 
GND (pin 4)— 
DTR (pin 1)— 
DSR (pin 2)-*-
PTU-C 
(female DB-9)
— TxD (pin 2) 
► RxD (pin 3)
— GND (pin 5) 
» I (pin 4)
I (pin 6)
Figure B.3: RS-232 Pan-Tilt Controller (PTU-C) Connection to Common Hosts [77].
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B.5 Command Sets
The pan-tilt unit can be controlled over the built-in serial port (RS-232 and RS-485) 
using ASCII commands. These commands can be divided in three sets, which are:
• Positional Control Commands & Queries Set: This set of commands are used 
to set and read the parameters that related to the unit’s position such as offset, 
resolution, limits, etc.
• Speed Control Commands & Queries Set: This set of commands are used to set 
and read the speed and acceleration parameters.
• Unit Commands Set: This set of commands are deal with unit setting such as 
feedback format, commands save, etc.
If the unit is controlled from a terminal, a complete menu of these commands can be 
obtained by entering (?) character. Table B.l provides a quick reference of commands 
for the above mentioned sets [124].
Table B.l: Command Sets for Pan-Tilt Unit [124].
Command Name Command Code
Positional Control Commands & Queries
Position (absolute)
Query Current Absolute Pan Position
Set Desired Absolute Pan Position
Query Current Absolute Tilt Position
Set Desired Absolute Tilt Position
PP
PP<Position>
TP
TP<Position>
Offset Position (relative offset)
Query Desired Pan Position
Set Desired offset Pan Position
Query Desired Tilt Position
Set Desired offset Tilt Position
PO
PO<Position>
TO
TO<Position>
Resolution per Position
Query Pan Resolution
Query Tilt Resolution
PR
TR
Limit Position Queries
Query Minimum Pan Position
Query Maximum Pan Position
Query Minimum Tilt Position
Query Maximum Tilt Position
PN
PX
TN
TX
Position Limit Enforcement
Query Current Pan Position Limit Mode
Enable Pan Position Limits
Disable Pan Position Limits
L
LE
LD
Immediate Position Execution Mode I
Continued on next page
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Table B.l — continued from previous page
Command Name Command Code
Slaved Position Execution Mode S
Await Position Command Completion A
Halt Command
Halt All Pan-Tilt Movement
Halt Pan Axis Movement
Halt Tilt Axis Movement
H
HP
HT
Speed Control Commands & Queries
Speed (absolute)
Query Desired Pan Speed
Set Desired Pan Speed
Query Desired Tilt Speed
Set Desired Tilt Speed
PS
PS<Positions/iS'ec. >
TS
TS<Positions/iSlec. >
Delta Speed (relative offset)
Query Current Pan Speed
Set Desired Delta (Offset) Pan Speed
Query Current Tilt Speed
Set Desired Delta (Offset) Tilt Speed
PD
PD<Positions/.S'ec. >
TD
TD<Positions/5,ec. >
Acceleration
Query Desired Pan Acceleration
Set Desired Pan Acceleration
Query Desired Tilt Acceleration
Set Desired Tilt Acceleration
PA
PA<Positions/S'ec.2 >
TA
TA<Positions/S'ec.2 >
Base (Start-Up) Speed
Query Desired Pan Base Speed
Set Desired Pan Base Speed
Query Desired Tilt Base Speed
Set Desired Tilt Base Speed
PB
PB<Positions/5,ec. >
TB
TB< Positions/S'ec. >
Speed Bounds
Query Upper Pan Speed Limit
Set Upper Pan Speed Limit
Query Lower Pan Speed Limit
Set Lower Pan Speed Limit
Query Upper Tilt Speed Limit
Set Upper Tilt Speed Limit
Query Lower Tilt Speed Limit
Set Lower Tilt Speed Limit
PU
PU<Positions/,S,ec. >
PL
PL<Positions/iS'ec. >
TU
TU<Positions/(S'ec. >
TL
TL<Positions/S'ec. >
Unit Commands
Reset Pan-Tilt Unit
Performs Reset Calibration
Disable Reset Upon Power Up
Reset Tilt Axis Only
Reset Pan Axis Only
Reset Both Pan and Tilt Axes Upon Power Up
R
RD
RT
RP
RE
Default Save/Restore
Save Current Settings as Defaults DS
Continued on next page
156
Table B.l — continued from previous page
Command Name Command Code
Restore Stored Defaults DR
Restore Factory Defaults DF
Echo Query/Enable/Disable
Query Current Echo Mode E
Enable Host Command Echoing EE
Disable Host Command Echoing ED
Feedback Verbose/Terse/Off
Enable Verbose ASCII Feedback FV
Enable terse ASCII feedback FT
Query ASCII Feedback Mode F
Controller Firmware Version Query V
Outside Supply Voltage and Controller Temper- 0
ature Query
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Appendix C
Object Rotation Angle
The rotation angle for the object $0 is the angle between the natural axis x'^ for that 
object and the a^-axis as shown in Figure C.l.
y®
Figure C.l: Car Image Rotation Angle <t»0 and its Natural Axis (a:^, y'^).
The object natural axis (a;^, y^) can be simply calculated by determining the eigen­
values of the image covariance matrix. This matrix is defined by [98]:
x Ks
Csw = -^Y^ sv^svfcl ~ msvmJv (C.l)
5 ks=\
Ks
msv = sv^ (c-2)
Ks ks=i
where sv is the pixels distribution vector for the image and Ks is the number of the 
vector samples sv. The matrix Csv is a real and symmetric, therefore its eigenvalues 
are nonnegative real numbers [69]. These values are sorted in a non-increasing order in 
order to find the corresponding eigenvectors, which they represent the natural axis of 
the object. The eigenvectors have mirror symmetry problem which can be handled by 
making the positive axis direction towards the highest standard deviation (STD) of the 
vector’s lengths (lengths between the pixel locations and the origin). More information 
about this procedure can be found in [125, 126]. If the STD are equal in both directions 
(positive and negative) then the natural axis of the second highest eigenvalues is used 
instead.
158
Appendix D
Silhouette Image Generation
The procedure steps for generating the silhouette image from the LADAR point cloud 
are presented as follows:
1. The point cloud are organized in a grid with storing their corresponding 3D Carte­
sian coordinates. The grid is then triangulated by connecting adjacent points in 
a square and then connecting one of the diagonals [79] as shown in Figure D.la.
2. A sampling grid of defined size and resolution is created. This grid contains equal 
spaced points along the LADAR perspective view (see Figure D.la).
3. The Barycentric local coordinates of these points are determined with respect to 
the projected triangles vertices (that connecting in step (1)). Figure D.la (right 
side) shows the principle of calculating the Barycentric coordinates (uy, wy, wK/) 
of point l' with respect to the projected triangle vertices (I , J , and K/).
These coordinates are defined by the following equations [127]:
= ((Jy-0(<-lz)-(K'y-l'v)U-0)/Det (D.l)
(D.2)
“v = ((4-4)(JDO-(4-4)(JDO)/^* (d.3)
where y and z are the Cartesian coordinates and
Det = ((J'y - 4)(< - 4) - (K'v - 4)(/2 - 4)) (D.4)
The third dimension is also can be calculated for this point by [127]:
C = + JxWf + (D.5)
Figure D.lb shows the resultant 3D interpolated points and their triangular con­
nections, where these points have equal spaces along the y and z direction.
4. Finally the silhouette image is then generated by set the brightness at the points 
locations lies inside or in the projected triangles 1 (0 < wy, wy, wK> < 1) to one 
and set the brightness for the other locations to zero as shown in Figure D.lc.
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Sampling GridLADAR Point Cloud
(a) Principle of Generating Silhouette Image.
-1 4
(b) Triangular Connection for the Neighbor Interpolated 
Points.
(c) Resultant Silhouette Image
Figure D.l: Silhouette Image Generation Process.
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Appendix E
Moments of Two-Dimensional 
Functions
For a 2-D continuous function yj, the moment of order (puqi) is defined as [105,
128]
mPzqz= / ^ly^f(xt,yt)dxldiyt
J—oo J —oo
(E.l)
o’ <5 II 0,1, 2,.....The central moments are defined as [105]
POO POO
/ {xl-xt)Pl(y1-yl)q'f{xl,yl)dxtdyt 
J—oo J—oo
(E.2)
where
_ mio
Xn —
moo
and
m0i
Vi = moo
If /(®t. ?/*) is a digital image, then E.l becomes [129]
aw =
Vt Vz
(E.3)
and E.2 becomes [105, 129]
lhhqt = _ xi)Pt(yi - Vt)q'f(vuyi) (E.4)
Xz Vz
The central moments of order up to 3 are [105]
moo = _ y%) (E.5)
Zi Vz
= moo
A*™ = Y ~ ^)1 (y*_ yt)°f(^ 2/0 (E.6)
Xi Vz
= 0
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^01 ^ fE-7)
Xi Vi 
= 0
m - '52'52fa-xt)1(yt-yt)1f(x%,yi) (E.8)
ffii Vi
= ^11 - Ftm'iO
M20 = S5^(®»-»t)2(2/»-27»)0/(*t>2/») (E-9)
= ^20 - ®tmio
^°2 = (e-10)
a^t Ui
= mo2 ™ ^tm0i
^21 = ]T]r(^-^)2(^-sovo^.m) (E.11)
•Tj. y;
= TO21 - 2^77111 - y,m2o + 2^77101 
A12 = (E-12)
a:t y»
= mi2 - 217,77711 - xzmo2 + 2yJmio
Ai30 = ^E'13)
a! yt
= mao - 3^777-20 + 2^77710
m = “®*)°(?/»-y*)3/(®*>2/*) (E.14)
yt
- m03 - 3^,77702 + 2y?777oi
In summary,
7700 — moo
/710 == =0
A^oi = =0
Mu = mu - ^mio 
M20 = m2o — a?tmio 
M02 = m02 - ylm01
P21 = m2l - 2^77711 - ^,77720 + 2^77701
M12 = mi2 - 217,77711 - ^77702 + 2^77710
Mso = mao - 33ft7n2o + 2sjmi0 
MQ3 = moa - 377,77702 + 2^m0i
This set of central moments equations can be normalised under scaling by multiply­
ing each of the above equations by 1/moo> where 7 = Pl^(h- + 1 for (pt + q, = 2,3..... ).
So the normalised central moments of order are defined as [105, 129]
®PiQi —
Moo
(E.15)
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for pt1 qt - 0,1, 2,....
From the second and third moments, a set of seven invariant moments can be 
derived, which are [105, 129]
$1 — ^20 + <9o2 (E.16)
$2 = (020 ~ do2)2 + (E.17)
$3 = (<9so — 3<9i2)2 + (3<92i — ^oa)2 (E.18)
$4 = (<930 + <9i2)2 + ($21 + $03)2 (E.19)
^5 = ($30 — 3$12)($30 + $12) [($30 + $12)2 — 3(921 + $03)2]
+ (3$21 — $03)($21 + $03) [3($30 + $12)2 “ ($21 + $03)2] (E.20)
^6 “ ($20 — $02) [($30 + $12)2 — ($21 + $03)2]
+4$h($3o + $12) ($21 + $03) (E.21)
$7 = (3$2l — $03) ($30 + 712) [($30 + $12)2 “ 3($21 + $03)2]
+(3$2i — $03) ($21 + $03) [3 ($30 + $12)2 — ($21 + $03)2] (E.22)
This set of moments is invariant to translation, rotation, and scale change. The 
absolute value of the log was used instead of the invariant moments values themselves. 
Use of the log reduces the dynamic range, and the absolute value avoid having to 
deal with complex numbers that result when computing the log of negative invariant 
moments. Because interest generally lies on the invariance of the moments and not 
their sign [129]
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Appendix F
Simulation Results with Range
This appendix presents the simulation results of evaluating the model/class recognition 
performance for the new chromatic descriptors and the invariant moment for each 
individual effect at each scanning range.
These effects are:
• Noise Effects.
• Resolution Effects.
• View Effects.
• Scaling Effects.
• Rotation Effects.
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F.l Noise Effect
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(a) Average Model Recognition Rate and Precision.
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(b) Average Class Recognition Rate and Precision.
Figure F.l: Average Recognition Rate and Precision During Noise Effect (Mch = 1) 
for HHOGD HHOTD COTD ”and Invariant Moment Descriptors.
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Figure F.2: Average Recognition Rate and Precision During Noise Effect (Mch = 50) 
for HHOGD , HHOTD COTD and Invariant Moment Descriptors.
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Figure F.3: Average Recognition Rate and Precision During Noise Effect (Mch = 100) 
for HHOGD ’t-,,, HHOTD COTD and Invariant Moment Descriptors.
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Figure F.4: Average Recognition Rate and Precision During Resolution Effect (0.006°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure F.5: Average Recognition Rate and Precision During Resolution Effect (0.008°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure F.6: Average Recognition Rate and Precision During Resolution Effect (0.01°) 
for HHOGD HHOTD COTD and Invariant Moment “ ” Descriptors.
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Figure F.7: Average Recognition Rate and Precision During View Effect (2.5°) for 
HHOGD , HHOTD COTD and Invariant Moment Descriptors.
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Figure F.8: Average Recognition Rate and Precision During View Effect (5°) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure F.9: Average Recognition Rate and Precision During View Effect (7.5°) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure F.10: Average Recognition Rate and Precision During Scale Effect (10%) for 
HHOGD HHOTD COTD and Invariant Moment “ ” Descriptors.
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Figure F.ll: Average Recognition Rate and Precision During Scale Effect (20%) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure F.12: Average Recognition Rate and Precision During Scale Effect (30%) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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F.5 Rotation Effect
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Figure F.13: Average Recognition Rate and Precision During Rotation Effect (15°) for 
HHOGD , HHOTD COTD and Invariant Moment Descriptors.
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Figure F.14: Average Recognition Rate and Precision During Rotation Effect (30°) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure F.15: Average Recognition Rate and Precision During Rotation Effect (45°) for 
HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Appendix G
Experimental Results with Range
This appendix presents the experimental results of evaluating the model recognition 
performance for the new designed LADAR system for each individual effect at each 
scanning range.
These effects are:
• Resolution Effects.
• View Effects.
• Rotation Effects.
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G.l Resolution Effect
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Figure G.l: Average Model Recognition Rate and Precision During Res. Effect (0.2°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure G.2: Average Model Recognition Rate and Precision During Res. Effect (0.4°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure G.3: Average Model Recognition Rate and Precision During Res. Effect (0.6°) 
for HHOGD , HHOTD , COTD , and Invariant Moment Descriptors.
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G.2 View Effect
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Figure G.4: Average Model Recognition Rate and Precision During View Effect (7.5°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure G.5: Average Model Recognition Rate and Precision During View Effect (15°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure G.6: Average Model Recognition Rate and Precision During View Effect (22.5°) 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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G.3 Rotation Effect
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Figure G.8: Average Model Recognition Rate and Precision During Rot. Effect (30° 
for HHOGD HHOTD COTD and Invariant Moment Descriptors.
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Figure G.9: Average Model Recognition Rate and Precision During Rot. Effect (45°) 
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Invariant Spatial Chromatic Processors for Region 
Image Description
Ali Adnan Al-Temeemy 
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Abstract— A new region image descriptor is proposed. This 
descriptor arises from the chromatic methodology to extract the 
features from the Images by applying new type of processors 
called ‘Invariant spatial chromatic processors'. The properties of 
the spatial chromatic processors and the proposed approach of 
making them Invariant are presented. A database of more than 
one thousand gray scale Images is »ed to test the proposed 
descriptor with rotation, translation, sealing, and noise effects, 
where the Moment Invariant is alsa used to benchmark the 
results. The simulation results show, a comparable performance 
between the proposed descriptor and the Moments Invariant 
during affine effects with better performance during noise effect.
keywords-cot*pone nt; Chromaticity; feature extraction;
moment invariant;
I. Introduction
The chromatic methodology has evolved from a number of 
origins, some bused upon human perceptions and (he others on 
scientific and analytical approaches. It provides a means of 
processing a signal that avoids some of the difficulties 
associated with the Fourier approach at the expense of 
depressing some minor signal details relative to major ones. 
These difficulties include complexity of the Fourier 
transformed signal and the transformation instability in the 
presence of noise (I). The method derived initially from the 
photic field concepts described by Moon and Spencer |2). But 
its generic nature has recently enabled it to be extended far 
beyond the visible part of spectrum to other domains of 
information extraction. These domains include ultrasonic 
domain for tracking system [3], time domain for processing 
continuous signal [4], and acoustic domain for Rail track 
monitoring [5] and identifying optoacouslkal signals from high 
voltage circuit breakers [6].
In this paper the feasibility of extending the chromatic 
methodology to be a region image descriptor is explained. This 
represents the fust step toward using this methodology for 
processing images. The proposed descriptor characterizes the 
normalized projections of the image through the use of 
proposed type of processors called ‘invariant spatial chromatic 
processors’. A database of more than one thousand images is 
used to study the rotation, translation, scaling, and noise effects 
on the descriptor performance. The Moment Invariant
J. W. Spencer
Department of Electrical Engineering and Electronics 
University of Liverpool 
Liverpool UK 
joe@liv.ac.uk
descriptor was also used in this study to benchmark the 
performance of the proposed descriptor.
In the following sections, an overview of the spatial 
chromatic processors and their discrimination ability. Then an 
explanation of the proposed approach for making theses 
processors invariant to translation and scaling effects and how 
these invariant processors can be use as region image 
descriptor. Simulation results from testing the proposed 
descriptor with affine transformation (rotation, translation, and 
scaling) and distortion (Gaussian and Salt pepper noises) 
effects are presented. This is followed by discussion and 
conclusion.
II. Spatial Chromatic Processors
Chromatic processing often involves three non-orthogonal 
(overlapping) processors. The outputs from these processors 
are used to form cross correlations between the signal and the 
different processors responses (7). Normally each processor 
response may have a Gaussian shape aligning with the Gabor 
transform [8], a triangle or other shapes may be preferred for 
some cases when a special type of responsivity is required. 
Whatever the processor shape, the non-orthogonality is 
significant in cross correlating the subdivided signal on each 
channel and in providing a means of selective tuning in the 
regions of overlap. It has been shown that although three 
spatial chromatic processors provide a high level of signal 
discrimination, additional processors could enhance signal 
discrimination even further but that extending the number 
beyond six gives little advantage [8], (9). For this reason and 
for computing simplicity three half height overlapping 
Gaussian processors ‘HHOGPs’ are used in this paper.
The approach is to evaluate combinations of these cross 
correlations to yield coordinates which define the signal in one 
of several chromatic modes (e.g. x:y. Lab, HLS, etc.) 
depending on the nature of the information sought The Hue- 
Lightness-Saturation (HLS) scheme is used in this work, where 
L represents the strength of the signal, S its spread in the 
measured domain and H is the dominant measured value [10]. 
In this paper the H and S values arc only used, because of their 
robustness lo the noise effect and their built-in ability lo have a 
fixed range of values, while L required normalization and it's 
more sensitive to noise effect.
976-1-4244-6494-4/10/$26 00 02010 IEEE
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In the half height overlapping Gaussian processors type, 
two Gaussian processors R (left) and B (right) are overlapped 
at their half-height points with another processor G (middle) as 
shown in Rg.l (a). The response profiles for these processors 
make the Hue value varies between 0 and 0.67 when a 
monochromatic signal swept under them as shown in Fig, 1 (b). 
This variation is nonlinear with low sensitivity between 0 and 
50, and between 250 and 300, because there is no overlapping 
in these regions.
(a) RGB Chromatic Processors (b) Monochromatic Response
Figure I Half height overlapping Gaussiaa processors and their 
monochromatic response.
This centroid is then used as a boundary condition for 
calculating two processors centers Cj, and Ca as follow:
c*= /(■*) <2>
0)
The third processor center Cc can be determined from the 
following equation:
Cc=(C„+C,)/2 (4)
The widths for the three chromatic processors WKcl are all 
equal and they define as
w'/tc» — AO
(5)
The spatial distributions of the chromatic processors make 
them variant to the shift and scale effects. If the signal is 
moved from its original location, or enlarged the H and S 
values will change Table. 1 shows the change in the processors 
output values when the original signal shown in Rg.2 was 
moved from its original location to the right and enlarges in the 
horizontal direction.
Figure 2. Signal before and after applying drifting effect by 100 units and 
scaling effect by 1.2.
TABLE I. Hue and Saturation Values For The Signals ofFic.2
Signal Type Hue Saturation
Original signal 03621 0.4732
Shifted signal 0.4962 0.7601
Enlarged signal 03S08 0.3586
III. Invariant Spatial Chromatic Processors 
To make these processors invariant, a new approach is 
proposed. This approach is to make the centers of the 
processors and widths adaptable to the input signal type. The 
approach starts by calculating the centroid of the (discrete) 
input signal /(.v) of l length that shown in Fig.3 by
Where AO: is the overlapping regions constant, which 
equal to 5 for half height overlapping Gaussian processors.
Figure 3. Chromatic procewom center* calculated hy the
The processors (of adapted centers and widths), are then 
applied on the input signal to extract the features from it. The 
outputs for R, G. and B processors are calculated by applying 
the following equations respectively:
g..-Zcxp[ ^«)
x-| ^ ^RGB )
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Applying this approach, make the processors deployments 
change their locations and widths with respect to shift and scale 
effects. Fig. 4 shows the processors deployments changes, 
when the signal (a) is shifted to the right (b) and enlarged 
horizontally by 204fc (c).
Figure 4. Processors before (a) and after shift (b). and scale (c) effects.
Figure below illustrates the geometry of the Radon 
transform.
Figure 3. Geometry of the Radon Transform (11 ].
Normalized angle has been widely used in the pattern 
recognition applications and it’s calculated according to [12]. 
Define the two dimensional moment of order (p + q) of a 
(discrete) image /(*, y) as
m„='L'Ex'y''I(-x’y') <")
Table below shows the robustness of the processors outputs 
when they process the signals of Fig. 4. (see Appendix).
TABLE II. Hue and Saturation Values For The Sicnals of Fio.J
Signal Type Mac Saturation
Original signal 0.4763 0.1168
Shifted signal 0.4763 0.1168
Enlarged signal 0.4762 0.1169
IV. Region Image descriptor 
The proposed descriptor utilizes the discrimination ability 
of the "invariant spatial chromatic processors" to describe the 
images with rotational, translational, and scaling invariant 
features, by applying two sets of these processors on die 
horizontal and vertical normalized image projections (Note the 
R. G, B processors are applied to characterize the intensity 
profiles of the image projections and not the color 
information). These projections are calculated by applying 
Radon transform to the image l(x, y) at two normalizing 
angles 9 and 0+JC/2 respectively.
Radon transform [II] of the image is the line integral 
parallel to the y'-axis and it’s define as
Rg(x') = | /(.r'cos 0 - y'sin 9. .r'sin #+ y'cos 0)dy’ (9)
The corresponding central moment is
/(*.?) (12)
* y
Where T = m|0/ffl00 and
Define the two tensors /, and l2:
^ '2=/':1+i«03 (13)
The normalizing angle 0 is then define as
6 = -S-x/2 (14)
where 6 = arctan(-/,//,)
If -f,sin J+f:costy<0 then 6 = 6- *113].
The calculations of the projections from the normalized 
angles of the object make them invariant to object rotation. 
While object translation and scaling effects, make the
projections locations and size changed respectively, without 
changing in the patterns. Fig.6 shows the similarity between 
the normalized projections of the original image (a) and the 
rotated image (b).
Therefore applying the translation and scale invariant 
chromatic processors on these normalized projections make the 
descriptor features invariant to rotation, translation and scaling 
(equal scaling factors) effects. These features described as 
HH, S„ for horizontal projection at9 and//,,, sy for vertical 
projection at9 + x/2.
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MOiwulbao <klk>«>R«i«>4kr45*
Figure 6. HorironUI “H-Pr." and verticaJ **V-Pr." Nccmalizing Projections 
during Rotation effect.
V. Simulation Results
To evaluate the performance of the proposed descriptor, a 
database of more than one thousand gray scale images was 
used. These images depict one hundred objects of different 
shapes, each one representing a different class and arc subject 
to different translation, scale, rotation transformations and 
noise effects to create training and testing sets 114] (see Fig.7).
>Sar ^ ikfc* M .-#!■
JiBK ^ N j&r
Figure 7. Example of some training images from the database 
(www.the3dstudio.com).
The classifier used in all the tests was K-nearest neighbor 
classifier of two K values, which are (K=l and K«3). This 
classifier is used with Euclidean distance metric and Majority 
rule, in which the sample point is assigned to the class the 
majority of the k nearest neighbors arc from 115].
These tests were also applied on the Moment Invariant 
descriptor to benchmark the results, where its feature vector is 
composed of normalized central moments:
..... -frl 05)
This set of moments has been shown to be invariant to 
translation, rotation, and scale changes [16].
They can be derived from normalizing the central moment 
equation (12) under scaling by
iVs = Where .p+q=Z\- - (16)
Mm 2
Therefore from the second and third moments, a set of
seven invariant moments can be derived [16]:
(17)
<p: =U?,0 +4«?,:l (18)
(19)
p4 =(l>30+tf1,)2+(l>21+1>0,)J (20)
Pi =(^jo-^:Kt\,+t?i:)((t9:io + t>l2)J-3
(^2i + -tV0*2, (2D
Pi =(«>20-«%2X(4o +42>J -<41+rf„),> (22)
+4^I(^ + ^,XA,+«?„,)
f»7 =(3tf:i +t>l3X(rfM -3
(A, + - t?MXi>j, + tf„3) (23)
OCA*+AI3)*-(«,,+A0J)2)
The recognition rates for the proposed descriptors with the 
Moment Invariant are shown in Table 3.
TABLE Ill. Recognition Rate For the Proposed Descriptor With
The Moments
Effect Type
Proposed
Descriptor
Moments
Invariant
Jt-I KmJ Kmt JC-J
Affine Effect*
Translation by (40 201 100** 98% 100% 89%
Scaling by 0.4 99** 95% 95*. 85%
Scaling by 1.2 100** 98% 100% 91%
Rotation by 45" too** 98% 99% 88%
Rotation by 23QT 100** 98% 100% 89%
Gaussian No be Effects
Variance equal to 1 % 76** 74% 49% 52%
Variance equal to 5% 41% 37% 16% 15%
Suit Ftppcr nubc Effects
Density equal to 1% 98% 96% 91% 84%
Density equal to 5% 82% 82% 47% 50%
Average Performance 88.4% 86.2% 77.4% 71.4%
191
VI. Discussion
The simulation results show that for K equal to one, the 
recognition rate between the Moments Invariant and the 
proposed chromatic descriptor are comparable when subjected 
to affine effects. When the K value is equal to three, the 
performance for both descriptors decreased, but with better 
performance for the proposed descriptor over the Moments.
During noise effect test, two types of noise were applied. 
Each noise was applied at two different levels. With Gaussian 
noise, the performances for descriptors decreased with 
increase variance level for both K values. And for Salt Pepper 
noise the recognition rate also decreased with increase density 
level for both K values. For both types of those noises the 
chromatic descriptor shows higher performance than the 
Moment Invariant. The reason behind that is related to the 
nature of the chromatic processors and the RGB to I1LS 
conversion algorithm. This algorithm make one of the three 
processors (that has the minimum output) works as noise or 
offset level estimator and subtract its value from the other two 
values before calculating the Hue [10].
VU. Conclusion
We proposed a region image descriptor based on using 
invariant chromatic processors. A descriptor was tested with 
different objects at varies affine transformation and distortion 
effects. The simuiation results show, a comparable 
performance between the chromatic processors and die
Moments during affine effects with better performance than 
the last mentioned during distortion effect. The proposed 
descriptor is simple and its discrimination ability can be easily 
extended by either increase the processors number or using 
additional image projections.
Appendix
The equations relating the processors outputs (R, G, B) to the 
chromatic parameters H and S are [10]:
r = (i)
g = G,, ~ (2)
= B ~min(X,G„,£„) (3)
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If r = 0, // = 0.667-0.333X-4L- (4)
S+*
If 8=0, H = 1.000-0.333x—(5) 
fo + r
If fc=0, H =0.333—0,333x—r-— (6)
r + g
max(7f,, Gj,, )+tnin(/f,, Gt,, B0) ^
If /?„ & GC1 & fi,, = 0 then S = 0 and H Is undefined.
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Simulation of 3D LADAR Imaging System using Fast Target 
Response Generation Approach
Al-Temeemy All A.° and Spencer J. W. “
"Department of Electrical Engineering and Electronics, University of Liverpool, Brownlow Hill, 
L69 3GJ, Liverpool, United Kingdom;
ABSTRACT
A new approach has been used to generate the target response for the Laser Detection and Ranging or laser 
radar (LADAR) simulator. This approach is fast and able to deal with high scanning requirements and complex 
target models. This leads to a more efficient LADAR simulator and opens up the possibility for simulating more 
complex scenes LADAR images. The approach is to derived the target angular ranges algorithms in order to 
directly select the target’s parts that lie in the laser field (parts required for target response generation) instead 
of checking the whole target as it’s done by the normal approach. The performances of these two approaches 
are compared for a variety of conditions. The simulation results show an enhanced performance when using the 
proposed approach.
Keywords: LADAR Simulator, 3D Laser Imaging, Laser Beam Propagation
1. INTRODUCTION
LADAR systems have unique capability to give intensity and full 3-D images of an object. These systems have 
many civilian and military applications such as terrain modeling, object detection and classification as well as 
object positioning.1 Consequently, simulations for these systems have become a valuable tool for developing 
LADAR systems and their recognition algorithms.2 In order to simulate these systems, it’s required to generate 
the target response for each laser pulse transmitted towards its parts. In this paper, a new approach for generating 
the target response is presented. This approach is based on deriving the algorithms that required to calculate 
the target angular ranges. It then used these ranges to directly select the target’s parts that interact with the 
laser beam and calculate the target response from them, instead of checking the whole object’s parts as its done 
by the normal approach.3 This leads to reduce the computational time and speed up the process of simulating 
the LADAR images. In the following sections, an overview about the Laser beam propagation and the target 
response generation approach. Then an explanation about the proposed approach of speeding up the calculation 
process. The testing program and the comparison results of testing both approaches are then presented, followed 
by the conclusion.
2. LASER BEAM PROPAGATION THEORY
The propagation of the laser beam from the transmitter to the target, and back to the receiver is described in 
this section. The process of simulating the propagation of a beam has been divided into four parts which are:
2.1 Laser Beam Energy Distribution
In order to simulate the effects of the target shape, the laser pulse has to be modelled in time (temporal 
distribution) as well as in space (spatial distribution) which leads to a four dimensional model. So the outgoing 
pulse intensity is decomposed as:4
G(f. H,,. V,„ Ru) = P(t) x I(Hu, R,.) (1)
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where p(t) is the discrete pulse shape in time domain; V'i,, Ru) is the proportion of energy contained within
a component located at a location of Hi,, Vj,, Rt, dimensions, where t. Hi,, Vi,, Rt, take on discrete values. Figure 
1 shows these two distributions for the laser pulse traveling from the LADAR system to the target, where Hi, 
and Vj, are the horizontal and vertical cross-range dimensions and Rt, is range dimension (in the direction of 
the pulse traveling).
Figure 1: Laser Pulse Energy Distribution (adapted figure5).
2.1.1 Temporal Distribution
The amount of laser power p(t) that is produced by the LADAR source and transmitted toward the target area 
is assumed to have a Gaussian distribution with time. This distribution is defined by the laser pulse energy E, 
in unit of joules and pulse width r (full-width at half-max power in unit of seconds). The following equation5,4 
is used to model this distribution as;
(J. 2E, [to2 —4t5/«2
p(t) = “ V ~ exp 7- (2)
2.1.2 Spatial Distribution
The laser intensity profile produced by laser source cavity is not constant across the beam diameter at all ranges. 
Generally this profile is modeled as a spatial Gaussian function in horizontal Hi,, vertical Vj,, and range Rt, 
dimensions:,5•T
I(H,„V,„R,,) = itW2(R,,)eXP H’5(R,,)
-2(/f5 + v;-)
W'(ft<.) = W'ot/l + (£§?)2
Where ll'„ is the beam waist at {Ru = 0) and A is the laser wavelength.
(3)
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2.2 Atmospheric Effects
When the transmitted laser beam propagates through the atmosphere, some of the energy is absorbed and 
scattered by atmospheric molecules, suspended dust, and aerosols.4 This can be modeled using fleer’s law as 
shown in equation 4:4's
T^expi-a.^xR,.) (4)
where Ta is the one way atmospheric transmission value and <7,(A) is the atmospheric coefficient in m_l for the 
wavelength A.
2.3 Target Interaction
The interaction between the transmitted laser beam and the target surface produces a reflected signal. The 
characteristics for this signal are depend on the surface reflectance parameter p»r, angle of dispersion Cllr (Lam­
bertian target* are assumed i.e. t)Ir = x4,8-9), surface area ,4(r (extended targets are assumed), and finally the 
surface shape.
2.4 LADAR Receiver
The process of determining the range to the target from the reflected signal is accomplished by the LADAR 
receiver. This process is depends on the detection technique (direct or coherent), optical transmission Tn (the 
fraction of energy that arrives at the detector from the total energy captured by the receiver aperture), quantum 
efficiency t/ (the fraction of the signal that is converted into photoelectrons) of the detector, and pulse detection 
technique. The direct detection technique is used with Constant Fraction Discrimination pulse peak detector, as 
this is insensitive to the amplitude fluctuation that cause jitter in the time of arrival.10
With the previous assumptions, the received signal power at the receiver aperture Pr can be calculated using 
the modified LADAR range equation;4-10,11
,5,
where P, is the transmitter pulse power and Dr is the diameter of circular receiver aperture. In order to simulate 
the reflected signal for each individual pulse shot by the LADAR towards the target. The target response for that 
pulse must be generated and then convolved with the pulse temporal distribution modeled in equation 2. Figure 
2 shows the simulated shapes for the reflected signals that result from interaction the laser beam at different 
incident angles with the step target.
Figure 2: Illustration of Return Pulse Shaping (b) by Step Target Geometry (a).
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3. GENERATION OF TARGET RESPONSE
Target response can be generated by summing the reflected powers reaching the receiver firom each sample in laser 
footprint with the same round time indices. Calculating these powers can be done by obtaining the intersection 
points of the laser rays vectors that represent the laser beam footprint samples with the triangles faces that 
represent the model surface (see figure 3). The distances from these points to the LADAR location are used to 
calculate the round trip time (twice distance / speed of light) for each sample, while the reflected power at each 
sample location is calculated from the LADAR range equation.
To obtain the intersection points of the laser rays vectors with the triangles faces, each vector is defined by 
the following equation:1'
P = S + /V (6)
where S represents the ray’s starting position, V represents the direction in which the ray points, and l corre­
sponding to the point P where the ray intersects the plane of the triangle. The l value is given by :
N • (Pp - S)
NV (7)
N = (P! - P„) x (P2 - Po)/|(P. - P0) X (P2 - Po)|
where N is the plane normal and Po, Pi, and, P2 are the triangle vertices. If the denominator is equal to zero, 
then no intersection occurs. Otherwise, plugging this value of l back into equation 6 produces the point P where 
the ray intersects the plane of the triangle.
To determined whether the point P lies inside the triangle’s edges, the Barycentric coordinates13 for this 
point with respect to the triangle’s vertices must be calculated. These coordinates represent a weighted average 
of the triangle’s vertices and are expressed as the scalars tco, uq, and irj such that
P = uioPo + ®tPi + tcjPa (8)
where 1 = u/o + uq + tcj
In general, a point is inside (or on) the triangle if and only if 0 < uq < 1,0 < uq < 1, and uq + uq < 1. 
By defining the following vectors:
Vo = Pi - Po , Vi = P2 - Po , v2 = P - Po (9)
The Cramer’s rule is used to obtain the values for uq, and uq by the following equations:
(v2 ■ Vo)(Vt • vO - (V! • Vo)(v2 • V,)
(v0 • Vo)(v, ■ V! ) - (vj • Vo)(Vo • Vj )
(10)
(v0 • v0)(v2 • v() - (v2 ■ v0)(vo • Vi)
(Vo • V0)(vi • V! ) - (vj • Vo)(Vo • V! ) (11)
Therefore by applying intersection point algorithms between every laser ray vector and all model’s triangles, 
the total laser footprint samples on the target model can be generated.3 But in spite of the fact that this normal 
approach is simple and straightforward, extensive calculations are required to do it, make it. very slow, especially 
when the model consists of a large number of triangles or when a large number of laser footprint samples are 
required.
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4. PROPOSED APPROACH
To overcome on the limitation of the normal approach, another approach was proposed. This approach is to 
evaluate the intersection points only between the vectors and triangles that lie in the same angular range, which 
leads to reduction in the calculations and speed up the process. Figure 3 gives a view of the principles used, 
where the steps in the procedure are presented in the following:
1. The angular extant in terms of azimuth and elevation angular ranges for each triangle is calculated and 
stored. These calculation are required ones per scanning setup.
2. The laser rays vectors (right side of figure 3) are generated. These vectors are depend on the LADAR 
viewing direction, laser footprint size, and the number of the laser footprint samples.
3. The triangles whose angular extents lie within the laser beam illumination direction are selected (the blue 
edges triangles in figure 3) .
4. For every selected triangle, the laser rays vectors that lie in the field of that triangle are selected and the 
intersection points between them are calculated. The up-right side of the figure 3, shows the selected rays 
that lie in the field of the green edges triangle. It also shows the intersection points on the triangle plane 
(green & yellow points) and inside the triangle itself (green points).
5. If the laser ray vector lie in the field of more than one triangle, and have intersection point with each one 
of them, then the point that has the smaller distance to the laser are selected and stored.
Figure 3: LADAR System Scan Car Model with the Proposed Approach.
The azimuth and elevation angular ranges mentioned in previously in (step 1) are calculated as following:
• Azimuth Angular Range: This angular range can be computed by calculated the azimuth angle for each 
triangle vertices, and comparing these angles with each other to find the minimum and the maximum 
values, that represent the azimuth angular range.
• Elevation Angular Range: The method of calculatiug this range is similar to the above method, but 
the calculated elevation angles for the triangles vertices are not always represent the range. Therefore, 
additional three edge angles (one per triangle edge) are calculated and added to the comparison. Figure 4a
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shows the calculation principle for the edge angle <3j. It starts by finding the line equation for the triangle 
edge of pomts P0 & Pi (see red line in figure la) by:
P, = Po + fi(Pi-Po) (12)
= (xo.yo.Jo) + - (z'mi/o.-o))
(x,y,;) = (X0 + M*! - X0),yo+h(yi - Vo).5o+h(si - So))
where Pi is any point in the line of parameter 1; and its elevation angle <j>j can be calculated by:
01 - arctan
\A2 + y2
So + I|(-l — So)
^/(/((xi - i0))- + (yo + fi(yi - yo))2
(13)
The first derivative for equation 13 is then taken and solved for zero, in order to find the parameter value lrp 
at which there is a round point Prp. After the derivation and simplification of the equation 13 it becomes:
(-jojQj-i) - (spypyi) + (iixg) -t- (iiyg)
Ul + U2 (11)
wrhere
I'l = (r0x?) + (zayl) + (iixjj) + (iiyg)
U2 = (rpxpxi) — (soyoyi) - (s^px,) - (siyoyO
If lrp is between 0 and 1 then an additional elevation angle is required and its value can be calculated by 
substituting lrp value into equation 13. Figure 4b shows the vertices elevation angles (at the start and at 
the end of curve) and the additional edge angle at the round point Prp (middle red circle).
Figure 4: This figure shows: (a) the additional elevation angle 0i for triangle edge (red line) of vertices Pp & P[ 
and (b) the elevation angles values from Pp to Pi.
Figure 5 shows the resultant LADAR image after scanning the car model shown in figure 3 with a train of 
pulses, where the target response for each pulse is generated by using the proposed approach.
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0.2,
Figure 5: The Simulation Results of Scanning the Car Model shown in figure 3.
5. TESTING PROGRAM
Two tests were applied to evaluate the performance of the proposed approach. The first test starts by scanning 
different plane targets with a laser beam (consists from 49 vectors or samples) using both approaches (normal 
and proposed) and calculates the required time to get the intersection points for each individual scan. These 
plane targets have the same size but they are consist from different triangles number. This test is then repeated 
with another two laser beams of vectors number (Vc. No.) 169, and 441 respectively. Figure 6 shows the effect 
of changing the triangles number on the execution time for these three beams.
Figure 6: Execution Time for Both Approaches Versus the Triangles Number for Specific Vectors Numbers.
The second test starts by scanning a plane target (consists from 50 triangles) with different laser beams using 
both approaches and calculates the required time to get the intersection points for each individual scan. These 
laser beams have the same width but they are different with the samples (vectors) number that represent them. 
This test is then repeated with another two planes of triangles munber (IV. No.) 288 and 800 respectively. 
Figure 7 shows the effect of changing tire vectors number on the execution time for these three planes.
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—e— Normal, Tr. No »50 ,Slop«-4.61a-00£ 
—l— Normal, Tr. No -288 ,Slope*253e-0CM 
—0- Normal, Tr. No -800 .Slope-7 OTa-KXH 
O Proposed, Tr. No -50 ,Sk>pe-2.27e-006 
+ Proposed, Tr. No-288 ,Slope-2.28e-006 
0 Proposed, Tr. No -800 ,Slope-1 29e-005
300 4C
Vectors Number
Figure 7: Execution Time for Both Approadies Versus the Vectors Number for Specific TYiangles Numbers,
6. COMPARISON OF RESULTS
In order to compare between the results the execution time slope for each case is calculated using least square 
method. The results in figure 6 show increment in slopes for both approaches, when the vectors number increase 
from 49 to 441. The same situation in figure 7 but this time when the triangles number increase from 50 to 
800. The results also show that the normal approach slopes are very large comparing with these of the proposed 
approach, which readied in figure 7 at (TV. No.=800) to 55 times larger.
7. CONCLUSION
This paper presents a new and fast approach to enhance the LADAR simulator performance. It shows that 
generating the target response by direct selection for the target's parts that interact with the laser beam, 
significantly speed up the process. The performance of this approach is tested and compared with the normal 
approach under the effects of changing both the triangles and vectors numbers. The comparison of results shows 
that the proposed approach is faster (less slope) than the normal especially when the model consist of a large 
number of triangles or when the laser footprint contains large number of samples.
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Three Dimensional LADAR Imaging System using 
AR-4000LV Laser Rangefinder
Al-Temeemy Ali A.“ and Spencer J. W. “
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ABSTRACT
A now Laser Detection and Ranging or laser radar (LADAR) prototype system has been designed and imple­
mented to be able to capture the 3D LADAR data from the surfaces of various objects. This system is designed 
to haw a high technical specification (sampling rate and resolution) at a minimum cost. This opens up the pos­
sibility for further research in the LADAR field, which is currently limited because of the high cost of traditional 
LADAR systems. This paper describes the technical aspects of the LADAR design which include hardware 
components and both the mathematical model and the controlling software that are required for reconstructing 
the resultant LADAR images from the scanning measurements.
Keywords: LADAR, 3D Laser Imaging, Laser Rangefinder
1. INTRODUCTION
LADAR is a three-dimensional (3-D) spatial measurement tool that used in many applications,1 including pre­
cision distance measurements, target detection, precise aircraft navigation, and medical applications. The high 
prices for these devices make their use very limited in the research field. Therefore a new design is required in 
order to make LADAR systems more affordable and usable in this field. In this paper a new LADAR prototype 
system is designed and implemented to satisfy the above requirements. The cost for this system is approximately 
equal to 5A' {GBP) and it is designed to have a high sampling rate and scanning resolution, where both the 
scanning field of view and the resolution are selectable by the user. In the following sections, an explanation 
of both the LADAR system architecture and the mathematical model derivation that is required for the data 
generating process. The hardware implementation is then presented, including details about the main hardware 
used and the design parameters. The LADAR software implementation is described and its possibilities are 
presented by showing a collection of the selected restilts. This is followed by the conclusion.
2. SYSTEM ARCHITECTURE
The LADAR system is designed to have a large field of view. It can reach up to +/ — 159° in the pan direction 
and —47° to -I-310 in the tilt direction, and it is able to scan objects with an angular resolution of 0.0265° at a 
scanning speed equal to 714 angular positions per second (in both pan and tilt directions).
The hardware architecture for the LADAR system is shown in figure 1, consisting of:
• AccuRange 4000-LV Laser Distance Measurement Sensor: This sensor responsible for measures the distance 
values of the object surface from its location and sends these values to the computer via a serial port. This 
sensor provides only one dimension for the scanned object, because it measures the distance to a single 
point on the surface of that object.
• Computer Controlled Pan-Tilt Unit D46-17 with its controller: The pan-tilt unit Is responsible for acquiring 
the other two object dimensions, by positioning the laser sensor in both pan and tilt directions. The 
controller is used to handle the precise motion control for this unit according to computer commands.
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• Two Power Supplies: One for the laser sensor and the other for the pan-tilt unit and its controller, where 
these power supplies are different in their output power.
• Microsoft LifeCam VX-1000: This color camera is used to provide the images for the scene on the computer 
screen.
• Computer System SONY VAIO EB2MOE: The last part in the LADAR system, which protides a 
platform for the LADAR control software which is written to generate resultant 3D object image.
Figure 1: Schematic of the LADAR Hardware Architecture.
3. LADAR MATHEMATICAL MODEL
In this particular LADAR system, the sensing head is mounted with pan and tilt motors to varies its angular 
position with specific pan 6m and tilt <A\/ angles. This type of mounting required a special mathematical model 
to reconstruct the LADAR images from the distance measurements that generated by the laser sensor.
This model starts by defining a spherical coordinate system whose origin is the point O shown in figure 2. It 
is then models the object as a spherical range image (p, 6, <p) with respect to this point, where p is the distance 
to point P = (x, y, z) on the object surface at azimuth angle 6 and elevation angle <t>. For each (9, <£>) position, 
the sensor emits a pulse of visible-red laser light that either reflects off a scene surface and generates a range 
measurement or there is no reflection therefore no measurement generated.
Tire mathematical model then defines a relation between the parameters at which the point P is measured 
(distance from the sensor lens c,, pan angle 6m, and tilt <?sf) and the spherical coordinate (p,9,<f>) parameters 
that represents this point. This is necessary because of the offset introduced by the sensing head mounting. 
The implication is that the sensing head is no longer at the origin O, which makes the measured distance value 
c, and the tilt motor angle 4>m not related directly to the p and 0 respectively in spherical coordinate system. 
Referring to figure 2, the relationships are given by the following equations:
p = + c.)2 + (1)
6 - 9m (2)
0 = <t>M + arctan[a,/(6a + c,)] (3)
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where
a, : Distance between O and the sensing head center point M.
b, : Distance between M and the start location for the measured value c».
hi this system, a, and 6, are equal to 90 mm and 95 mm respectively. The conversion from the spherical to 
Cartesian coordinates is defined by the following equations:
p cos <t> cos 9 (4)
p cos <t> sin 0 (5)
psinp (6)
Figure 2: Parameters of the LADAR Mathematical Model.
4. HARDWARE IMPLEMENTATION
This section describes the detail of the hardware used in the LADAR system shown in figure 3. including the 
AccuRange 4000-LV laser distance measurement sensor and the computer controlled pan-tilt unit D46-17 with 
its controller. The section also presents the design parameters that used with these units in order to generate 
the LADAR images.
4.1 AccuRange 4000-LV
4.1.1 General Description
AccuRange 4000-LV is a unique laser distance measurement, sensor. It uses a modified time-of-flight measure­
ment principle (patented in 19942) that leads to ultra fast (up to 200,000 sampfe/a)3 and accurate distance 
measurements. The sensor has a working range of zero to 12.2 m on 85% diffuse reflectance surfaces with a 
resolution equal to 0.32 mm,3.4
The AccuRange 4000-LV is a Class Hla laser product. It. uses a laser diode as an optical source, which emits 
a visible laser beam at a wavelength equal to 670 nm and 5mW optical power. The beam leave the aperture 
with a spot of 2.5 mm and a divergence equal to 0.5 mrad.3
4.1.2 Principle of Operation
AccuRange 4000-LV sensor uses a patented rangefiuding technique to measure the distance to the target.2 This 
technique generates a frequency based on range by creating an oscillator with a laser source and the photodetector 
after the light has traveled to a certain distance. The schematic diagram of the sensor and the light pat hs through 
its optical components and detection and triggering circuits is shown in figure 4.
Proc ofSPIE Vol. 8187 816721-3
Dovtrtioad^d from SPIE Ogital Library on 26 Oct SOM to 138 253 210 132 T#»m* of Dm hitp/-’*pi*<S org/tatrm
204
Figure 3: LADAR Scanning System.
Referring to figure 4, the laser diode is controlled by a modulator to produce a laser light at two different 
intensities. This light is collimated into a beam by collimating optics and emitted from the center of the front 
face of the sensor to the target. The reflected light from that target is collected by a Fresnel lens and focused 
onto an avalanche photodiode. The photodiode signal is amplified up to a limited level by the amplifier and 
inverted by the inverter.
The resultant signal is a logic level 1 or 0 and is input to the modulator to drives the laser diode. This 
configuration fonns an oscillator, with the laser switching itself on and off using its own signal. The time that 
the light takes to travel to the target and return plus the propagation time through the electronics tr from the 
photodiode to the laser diode determines the period of oscillation t0 (\ / rate at which the laser is switched on 
and off). This period can be expressed as:2
t0 = 2te + ic,/c (7)
where r, is the distance from the sensor to the target, and r is the speed of light value.
The oscillation period is measured by frequency measurement circuitry, which counts a fixed number of 
oscillation cycles and times the interval taken. The measurement is somewhat nonlinear and dependent on signal 
strength (which is measured by amplitude measurement electronics) and temperature, so a calibration process 
is performed in the sensor to remove these effects.
The advantages of using this techniques to measure the distance are:2
• Higher resolution than the phase measurement method, due to the timers being more accurate than phase 
detectors.
• Range ambiguity problem that plague phase comparison methods is absent in this technique, where the 
maximum range is only limited by the power of the light source and the reflectivity of the target .
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• By measuring the time required for multiple oscillations the distance can be measured more accurately 
than if a single pulse of energy is timed.
• The binary switching used in this technique makes it less sensitive to the noise and more immune to errors 
induced by low intensity return signals from for example drat particles in the beam path. This is due to 
the small fluctuations in the incoming signal will not cause a transition of the output state.
Colectint Optic*
Fr*q«Mficy Mraurvmvnt
Figure 4: The schematic diagram of the Laser Distance Measurement Sensor.2
4.1.3 Sensor Output
The sensor output can be selected to either calibrated distance readings, un-calibrated sensor data, or both 
together in each sample. Data is transmitted as 8 bits with no parity bit and 1 stop bit and sent in ASCII 
or binary format. The sensor configuration is done via commands sent over the serial port, which are ASCII 
commands entered under computer control. The sensor is able to produce calibrated range readings at a sample 
rate of up to 714 samples per second through the RS-232 serial port.5 If higher rates are required (up to 
200,000 H:) then, the un-calibrated sensor output must be used with the PCI interface card.
The AccuRange 4000-LV is set to transmit data via the RS-232 serial port as calibrated range measurements 
and with a sampling rate equal to sample/a. This rate is lunited by the time required to transmit each
sample at the specified baud rate. Therefore to allow the sensor to transmit the data at this rate, the sensor 
transmission baud rate is set to the maxinuun, which is equal to 38400 bit/s and the data format is set to binary. 
The reason behind selecting the binary over ASCII format is that, the binary format requires only three bytes to 
represent the measurement (two distance bytes representing the range in mm followed by one byte with a value 
FF Hex for framing). This makes the time required to transmit each sample at maximum baud rate smaller than 
the sample time, while the ASCII format requires from six to eight bytes and more transmission time (larger 
than the sample time).
4.2 Computer Controlled Pan-Tilt Unit D46-17
This unit is fully computer controlled and has programmable speed, acceleration, and other parameters. It is 
used to position the laser distance measurement sensor in both pan and tilt directions. The load capacity for 
this unit is 2.72 kg and it’s capable of moving in both pan and tilt directions at a speed reached to 300°/s, with 
a maximum angular resolution of 0.0130.6 The unit is connected to the pan-tilt controller, which accepts ASCII 
and binary command fonnats via RS-232 from a host computer, and drives the pan-tilt unit to a new position
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with a certain speed and acceleration. The data is transmitted as 8 bit with 1 stop bit and no parity bit at a 
baud rate equal to 38400 bit/a.
The pan-tilt unit is programmed to position the laser beam over the object surface using a raster scanning 
pattern (row by row) and with a scanning speed equal to 714 positional a in both pan and tilt directions. Selecting 
this value to be the same as the laser sensor sampling rate (714 sample/a), makes the LADAR system capable 
of producing range measurement for each new position. To guaranty regular (equal) time intervals between each 
position, the base speeds (in pan and tilt directions) are set to be equal to the scanning speeds. The motion 
resolution for the controller is set to 0.0265°. This available resolution produces fast and smooth positioning for 
the laser sensor (i.e. moving from one position to another without losing synchronisation).
5. SOFTWARE DESCRIPTION
This section describes the software that has been written for the LADAR hardware setup in order to control its 
operation and produce the LADAR data. A Graphical User Interface (GUI) is also designed into this software. 
Tills GUI contains the panels that required for setting the scanning parameters and displaying the resultant 
data. Figure 5 shows the GUI window’s panels that are used for scanning the train model, where these panels 
are:
Figure 5: LADAR GUI Control Window’.
5.1 Visualization Panels
Two visualization panels were designed in this window. The first panel (right-side) displays the results, while 
the second panel (left-side) displays the scanned scene image and laser spot marker. This marker is displayed 
over the scene image as a red shape (see figure 5) and used to guide the user to the location of the laser spot by 
finding the maximum intensity on the red channel of the scene image.
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5.2 LADAR Parameters Panel
This panel is used for adjusting the LADAR scanning resolutions and its scanning limits. Estimating the exact 
LADAR scanning limits for a specific object is not easy task in most cases. Therefore the panel is designed to 
aid the user to specify these limits easily, by positioning the laser beam directly towards the object border points 
(by using “Up",“Down”, “Left", and “Right” buttons) and then select and set the pan / tilt values for each 
point (by using “Select Points" and “Set Angles” respectively) to determine the scanning limits. These values 
can also be deleted by using the “Clear Points" button.
5.3 Scanning Panel
Pressing the “Scan Start/Stop" button in this panel, starts the LADAR scanning operation, which can be also 
stopped at any time by pressing this button again. During this operation, the resultant LADAR data are 
displayed directly on the visual panel screen (row by row) until the end of that operation. The panel also has a 
button which allow the laser to be switched on and off.
5.4 Output Panel
The software is designed to display and save the resultant LADAR data in four different formats, one in spherical 
coordinates (spherical image) and the other three in Cartesian coordinates (Mesh, Surfaces, and point cloud). 
These formats are selecting by using the corresponding buttons in this panel. Figure 6 shows the resultant 
LADAR formats of scanning the train model with the scanning parameters shown in figure 5.
(c) Cartesian (Surfaces). (d) Cartesian (Point Cloud).
Figure 6: Fbur types of Scanning Results for Train Model
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5.5 Data Filtering Panel
This panel consists from two filters, which are the objects and the mixed pixel filters:
5.5.1 Objects Filter
This filter works in conjunction with the output panel to remove unwanted objects from the resultant data 
manually. The filter is designed to be able to filter the data in three dimensions with one of two different 
coordinates, which are spherical and Cartesian coordinates. The type of coordinates that will be used during 
the filtering process will depend on which data format has been selected via the output panel. Therefore if the 
data is displayed as a spherical image the spherical coordinates will be selected, while the Cartesian coordinates 
will be selected if the data are displayed with one of the other three formats (Mesh, Surfaces, Point Cloud).
The data filtering is perfonned by defining the range limits of the desired measurement values in each 
dimension. This will allows the filter to remove all the unwanted values that lay outside this range in that 
dimension.
In each dimension, the range limit values R\ and R? are calculated by applying the following equation: 
Range = |/f i, fo]
- [(Fc- Fw/2),(Fc + Fw/2)\ (8)
where Fc and Fw are the filter centre and filter width respectively. These can be set either by typing their 
values directly in the corresponding edit text boxes or by using the corresponding sliding bars. If the sliding 
bars are used then Fc and Fw values are calculated using the following equations:
Fc Rmin. T slVccnter X (Rmaz. Rmin.) (9)
Fw — slVccijth X (Rrnas. ^min.) (10)
where
Rmin. : Minimum measure range values.
Rmitx : Maximum measure range values.
•sltV-etUer: Location values for the "Centre” sliding bar. 
slvwidth ■ Location values for the "Width" sliding bar.
Both ttlvcentcr and slvcidth values are adjusted by moving the corresponding slider bars to the left or to the 
right, where their values are varied between 0 and 1. During the slider bars movement, both the centre and 
width edit texts values are set to the new calculated Fc and F,„ (to allow re-adjustment using edit text boxes) 
and the filtered data are directly displayed on the visual panel screen. Figures 7a and 7b show respectively the 
train before and after filtering the wall that lies behind it. The “Save” button in the output panel is then used 
to save the resultant filtered data with a specific name.
5.5.2 Mixed Pixel Filter
LADAR system measurements are corrupted by noise and artifacts that can undermine the performance of 
registration, segmentation, surface reconstruction, recognition, and other algorithms operating on the data.' 
Laser data artifacts can be divided into two categories: intrinsic sensor errors (range drift due to temperature 
variations , systematic errors and random noise, etc), and errors due to the interaction of the laser beam with 
the environment. Most common spurious range measurements occur when the laser beam hits simultaneously 
two objects at different distances. Such errors are known in the literature as mixed pixels, or discontinuous 
points,®"11 and several method have been developed in order to identified, filtered, and restored these mixed 
pixels.7"10'13-15 Figure 7a shows the mixed pixels between the train and the wall, while figure 7b shows these 
pixels on the train edges.
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In this software, the edge-length algorithm is used to remove these pixels.7 Referring to figure 7, this algorithm 
starts by triangulated the point cloud data shown in figure 7b by organizing these points in a grid with storing 
their corresponding 3D Cartesian coordinates. The grid is then triangulated by connecting adjacent points in a 
square and then connecting one of the diagonals as shown in figure 7c.
The edge-length algorithm relies on the observation that triangles spanning a depth discontinuity often have 
long edge lengths (see figure 7c). Any triangle with an edge longer than a specified threshold is marked as a 
depth discontinuity triangle, where the summation of the mean and standard deviation values for the triangles 
edge leugtlis is used as a threshold value. After eliminating depth discontinuity triangles, any isolated 3D points 
(i.e., points not connected to any remaining triangles) are considered mixed pixel points.
Once a mixed pixel is identified the general approach is to remove it outright. This deals with the problem of 
the mixed pixel, but has potential to Introduce other errors, such as distorting object edges and creating holes 
in surfaces.12 For this reasons, the first and second mixed pixel neighbors points (that are not marked as mixed 
pixels) are used to restored that pixel. This is by replacing the mixed pixel Cartesian coordinates with the mean 
values of the neighbors Cartesian coordinates. The procedure then is to checked if the resultant restored pixel 
is still produces long edge triangle in order to remove it from the point cloud. Figures 7d shows the resultant 
filtered point cloud data, which is more clearer than the original point cloud shown in figure 7b.
(a) Noisy Point Cloud of the Whole Scene. (b) Noisy Point Cloud of the Train.
(c) Triangulated Point Cloud. (d) Filtered Point Cloud.
Figure 7: Wall and Mixed Pixel Filtering using Data Filtering Panel.
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6. CONCLUSION
This paper presents a new LADAR prototype system. It shows that combining botli the AccuRange 4000-LV 
laser distance sensor and the computer controlled Pan-Tilt Unit D46-I7 with specific parameters, produces a 
cost efiective LADAR system of high sampling rate and scanning resolution.
The resultant scanning images for the LADAR system show the effectiveness of the mathematical model for 
producing these images in different formats (spherical and Cartesian). The results also show the ability of the 
controlling software to control the LADAR system and to lilter the resultant LADAR images.
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Abstract—A aew approach has been used to Improve Ladar 
performance In real time applications based on the use of Levy 
statistics. This approach speeds up target detection and docs not 
require a full scan of the field of view and the subsequent data 
processing. This leads to a more efficient Ladar system and opens 
up the possibility for more real time applications. The approach 
Is to nsc “Levy flights" instead of traditional techniques, such as 
Raster and Lissajous sea a ning. to detect the target in the scene. 
The performances of these latter techniques and this new 
approach are compared for a variety of conditions. The 
simulation results show an enhanced performance when using 
Levy flights as a scanning technique.
Keywords-levy flights; stable random rariable; ladar system
I. Introduction
Laser Detection and Ranging (Ladar) is poised to become 
the ubiquitous three-dimensional (3-D) spatial measurement 
tool in many applications. These include precision distance 
measurements, target detection, robotic applications, precise 
aircraft navigation, and medical applications (sec reference I 
for example applications). The power of Ladar lies in the 
inherent 3-D nature of the data it produces. These data are 
created by scanning a scene with a laser beam. The return time 
and beam strength are recorded. The return strength produces 
intensity data and the time of return leads to range data. The 
format of the range data is (azimuth angle, elevation angle, 
range) - that is, spherical coordinates whose origin is at the 
sensor. The intensity data are gray scale values associated with 
each spatial location in the range [2]. A number of problems 
arise with existing Ladar systems, typically, these systems scan 
a large area and collect enormous amount of data which must 
be processed in order to determine potential objects. The 
response time is important factor for locating, recognizing, and 
classifying objects.
To overcome these limitations, previous investigators [3] 
proposed to reduce the amount of data by scanning a portion of 
the scene at low resolution principally to locate the region of 
interest, and then scan that region at high resolution in order to 
segment the target (locate its border). The segmented region is 
then scanned at resolution higher than used with segmentation 
to identify the object. Other researchers like Lanterman, Miller, 
and Snyder [4], attempt to speed up the process by using a low- 
resolution wide field-of-view radar to detect the object, and
high resolution narrow field-of-view Ladar to identify it. 
Mamanakis and other [3] have applied a visual saliency 
algorithm on the scene images to guide the Ladar to the area of 
interest This algorithm decreases the saliency by scanning the 
most salient area and saccading to the next most salient area 
until the object-of-interest is recognized
In this paper, a new approach for object detection is 
presented. This approach is based on using Levy flights as a 
scanning technique. This technique enables the Ladar to detect 
the object in the scene with small number of angular steps and 
without the need to scan the whole field of view. Raster and 
Lissajous scanning techniques are also used in this study to 
benchmark the performance of the proposed technique. In the 
following sections, an overview of Levy statistics and how they 
can be used to generate Ladar scan patterns are given - 
followed by a brief review of Raster and Lissajous scanning 
techniques. The object detection method is then explained. The 
simulation procedure and a comparison of the results of tests 
on each of the scan techniques are presented, followed by 
conclusions and a discussion of potential future improvements.
II. Lew Scan Technique
A Levy flight is a category of random walk first devised by 
Paul Levy in 1937 by generalizing Brownian motion to include 
non-Gaussian randomly distributed step sizes for the distance 
moved. Levy flights have distributions that are characterized by 
long tails, an infinite second order moment and the fact that 
they converge to a non-Gaussian stable distribution. Levy 
flights have been applied in a diverse range of fields [6. 7], 
including the analysis of natural hunting behavior in biological 
systems.
A Levy-stable distribution requires four parameters to 
describe [8]: an index of stability (tail exponent) a 6 [0,2), a 
skewness parameter 0 6 1-1,1]. a scale parameter er> 0, and a 
location parameter ft e R. The tail exponent a determines the 
rate at which the tails of the distribution taper off as shown in 
Fig. 1. For the case a = 2 the behavior is Gaussian, but for 
lower values of a, the behavior becomes dominated by the 
large jumps in allowed by the long hills of the distribution. The 
sign of the skewness parameter f} indicates the skew direction, 
positive to the right, and negative to the left. When /? = 0, the 
distribution is symmetric. The last two parameters are the 
width er and the shift // of the distribution peaks.
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Figure I. A semilog plot of symmetric (/?■>/- 0) Levy-sublc probubiliiy 
density functions for n * Z 1.95. I.R. 1.5 and I The Gaussian (os2) density 
forms a parabola and is the only Levy-stable density with exponential tails |8].
To adapt a Ladar system to scan the scene with a Levy 
flights pattern, the Chambers-Mallows-Stuck method [9] is 
used to generate random locations for the laser beam by 
applying the following procedure:
• A uniform random variable V that varies between -it/2 and 
Jt/2 is generated with an independent exponential random 
variable W with a mean equal to one;
• For a # 1 compute:
O-m
sinwv + g„^))rCos<y-g<y +
(cos(V ))* l ^ J
• For a = I compute:
X-I 1 —+ /JV'ItanV - ifflog
' y
WcosV
JC U )
L )\
• The Levy-stable random variable is calculated for the user 
defined parameters ft, a and fl . by using the following 
property:
Y- 2 (3>
dX. +—fk7\n%a+fi. c = l,
• The azimuth 0 and elevation $ Ladar angles are then 
generated depending on the resultant Levy variable by using 
the following equations:
0 = aiy cosClX?)) (4)
f = aiy iin(2ni») (5)
where f>is uniform random variable between [0, I) and <uis the 
angular resolution. The periodic boundary conditions were 
used for the generated angles values that exceed the field of 
view limits.
HI. Raster and Lissajous scan techniques
In a Raster scan technique, the beam sweeps horizontally 
from lefl-to-right at a steady rate, when it reaches the right edge 
of the field of view it moves down by an amount Q and then it 
moves back to the left to scan the next line and so on. When the 
beam reaches the bottom edge of the field of view, it goes back 
to the top left and repeats the procedure [10].
In a Lissajous scan, the pattern is defined by:
0-d,M sin(/n jr)) (6)
0 = a4/Vsin(n!1' + r)) 0)
where M and A/ are the peak amplitudes of 6 and t angles 
respectively, y 6 (0,2Jt], m and n are the number of cycles per 
scan, and r is their relative phase adjustment [II].
This type of pattern is used to detect objects by decreasing 
the peak amplitudes by a specific amount S until an object is 
found. The figure below shows the patterns for these scanning 
techniques.
IV. Object Detection
The approach described in this paper consists of two 
modes: a "pre-scanning” mode and a "detection” mode. In the 
first mode the Ladar scans the scene using a Raster pattern to 
generate a background image, as shown in Fig.3a. When it 
completes the initial scan, it stores the data (see Fig.3b) and 
switches to the next mode.
In the detection mode the Ladar system searches for the 
object by scanning the scene using a Levy pattern. It measures 
the distance values continuously and compares them with the 
values that were previously stored as shown in Fig.3c. If the 
difference exceeds a scene-dependent threshold value, the 
Ladar records the location at which the difference is detected. 
This location can then be explored to identify the target. After 
this operation, the Ladar system updates the background data 
by re-scanning the scene (see Fig.3d) and moves back to the 
detection mode, and so on.
213
V. Simulation procedure
The performance of the scanning techniques during the 
"detection" mode was simulated with objects of different sizes 
and locations. The simulation program starts by generating a 
scene containing a circular object at a random location with an 
area equal to 1/1000 of the field of view. The program then 
applies each of the three scanning techniques (Raster, 
Ussajous, and Levy) to detect the object The total number of 
steps required to detect the object for each scanning technique 
is measured and stored.
The same procedure was repeated one thousand times, each 
time with the same object area but with a new random location. 
A uniform probability density function PDF is used to generate 
the locations for these objects. After generating one thousand 
different object locations, the program computes the mean and 
the median of the stored values (one thousand values) for each 
technique and stores the resultant values. The program then 
increases the object area by 0.1% and repeats the same test, and 
so on until the ratio R between the object’s area and the field of 
vie equals 10%. This procedure generates one hundred mean 
and median values for each technique (see the flowchart shown 
in Rg. 4).
In this study Q and S were set to 7 angular steps to cover 
the minimum object size, where the angular resolution to was 
set to 0.1. The small difference between the Spherical and 
Cartesian coordinates were neglected, because most Ladar 
systems use a small field of view [ 12]. Table t summarizes the 
scanning parameters techniques used in this study.
TABLE I. Scanning Parameters
Scanning Techniques
Ussmjtut *«fer
frj P «T/' “ r m n s w 0
0.1 1.1 1 20 | 0 0.1 | 90 3 3 7 0.1 7
Repeat Test 1000 
Times
Repeat Test until 
/f»10%
Increase Object size by 0.1%
Generate Circular Object with /?«=0.l%
Plot the Resultants with object size
Move the Object to New Random 
Location
Calculate the Mean and Median for 
these techniques at that size and 
store their values
Calculate the Total Angular Steps 
Required to Detect the Object for 
each Scanning Techniques
Figure 4. Testing Procedure Flowchart.
Figure 3. Pre-scanning and defection modes for a Ladar scan two different scenes.
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VI. Comparison of Results 
The figures below show the mean and the median for the 
total number of angular steps, when the Raster, Lissajous, and 
Levy scans are used in the object detection mode. The results 
show an inverse relation between the total angular steps and the 
object's area, because the chance of detecting the small object 
with small angular steps is less than that for the large object. 
The mean and the median for the Lissajous and Levy 
techniques decrease rapidly as the size of the object is 
increased, while they decrease much more slowly for the 
Raster scan. When the ratio K is equal to or larger than 0.4%, 
the Levy technique performs better than either of the other two 
techniques.
1 Rk<m
°0 t Z 3 * 6 6 7 e 9 10
(Ob) A*a/rOVSm)X
COR
when the target’s area is equal to or larger than 4/1000 of the 
field of view.
Extensions of this work include dealing with dynamic 
targets and testing (he scanning techniques experimentally with 
real scenes, where noise is taken into account and the regions 
that produce unstable measurements, such as edges and trees.
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VH. Conclusions
This paper represents a new step towards using Levy 
statistics in the Ladar systems field. It shows that using Levy 
flights to steer the laser beam during the object detection mode 
improves detection speed. The performance of this scan 
technique is tested and compared with Raster and Lissajous 
scans by calculating the mean and the median for the total 
number of angular steps for a wide variety of scenes. The 
comparison of results shows that Levy flights are efficient
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