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Chapter 1
Introduction
The thalamus is the prime gateway of information from periphery to neocortex.
Situated in a central position in the brain (see Figure 1.1) it not only receives
and relays all visual, auditory, somatosensory, and gustatory information, but
is also involved in the relay of motor signals from the central to the peripheral
nervous system [69]. Within this framework it has been suggested that the thala-
mus serves both the transduction of peripheral sensory information to the cortex
[103] as well as being involved in covert selective attention [85, 84].
Apart from this classical view of thalamic function it has become apparent
that the thalamus is involved in the generation of brain rhythms [122, 126]. Both
its physiology as well as its anatomical location predispose thalamic neurons
to engage in rhythmic oscillations with cortical areas (discussed in detail in
Chapter 2) [39]. Furthermore it has been observed that thalamic lesions lead to a
desynchronization of rhythmic oscillations in the brain marked by a suppression
of organized EEG activity [131, 79, 96].
Whereas the functional relevance of such oscillations remains unclear, there
is strong correlative evidence that oscillations are an important determinant of
different states of arousal. For example, slow oscillations tend to dominate in
drowsy states and non-paradoxical sleep whereas high-frequency oscillations
are associated with states of wakefulness and arousal [74, 126].
There is substantial evidence both in vivo and in vitro that the thalamus is
involved in the generation of rhythmic oscillations both of high and low fre-
quencies during both sleep and arousal and is thus an important element of the
generation of functional brain states [55, 121, 12]. For example, the rhythms
classically observed in the sleeping mammalian cortex can be prevented by iso-
lating the cortical mantle from the thalamus [11, 14].
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Figure 1.1: MRI cross-section of the brain with thalamus marked by arrow.
1.1 Thalamocortical dysrhythmia
An interesting strand of evidence for the importance of thalamocortical interac-
tion in functional brain states comes from the study of neurological disease.
For many years now seemingly disparate neurological symptoms have been
linked to changes in the profile of brain oscillations under the conceptual frame-
work of thalamocortical dysrhythmia (TCD) [62, 63, 77, 65, 76]. The dysrhyth-
mic brain exhibits both changes on a network level, expressed by increases in
synchronous activity in the theta and beta/gamma frequency bands (see Figure
1.2) [89, 129, 109], as well as physiological changes at the single cell level
[71, 65]. Thalamic neurons are endowed with a number of special biophys-
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Figure 1.2: Comparison of EEG in TCD patients suffering from neurogenic pain
and controls [111]. Synchrony is increased strongly in patients both in the theta
and beta bands (shaded region).
ical properties that play an important role in the generation of brain rhythms
[86, 121, 56]. At hyperpolarized levels of membrane potential these neurons
switch from a tonic spiking regime to a burst spiking regime in which t-type
calcium channels deinactivate and produce a large calcium spike upon release
of hyperpolarization [75, 3, 31]. This calcium spike is then crowned by a series
of sodium spikes occurring in quick succession. This behavior has been termed
a calcium burst and has been shown to be a major component of the rhythms ob-
served during non-paradoxical sleep and during states of drowsiness [126, 34].
Due to its relatively long refractory period and high synaptic efficacy bursts are
ideally suited to recruit large ensembles of neurons in slow oscillations [33].
Lenz [71] and later Jeanmonod and colleagues [62] noticed a significant in-
crease in the incidence of bursting thalamic neurons in patients suffering from
chronic neuropathic pain.
The bulk of the bursting neurons Jeanmonod found were located in the pos-
terior part of the central lateral thalamus - a region that is assumed to be involved
in high-order multimodal processing [29]. The bursting thalamic neurons were
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shown to be highly coherent in their activity to the observed changes in the
EEG/MEG measures of patients suffering from a range of symptoms associated
with TCD [112, 110, 109, 129].
While the process of bursting is completely physiological in the sleeping or
drowsy brain [3, 122, 126], awake healthy states are characterized by a relatively
small amount of bursting [74, 125, 120, 136]. The finding of a high incidence
of bursting neurons in the thalamus of patients suffering from a wide range of
neurological disorders lead subsequently to the hypothesis that these disorders
are causally related to the appearance of bursts in awake brains [23, 100, 105,
90, 71, 62]. This notion was further corroborated by the finding that surgical
lesions in the areas most affected by the bursting lead to beneficial effects in
patients [71, 63, 50, 108].
Apart from the abnormal thalamic single cell recordings, there is converging
evidence for secondary large-scale effects measured by EEG and MEG record-
ings in TCD patients [77, 76]. The power spectrum of oscillations compared
between patients suffering from disorders associated with thalamocortical dys-
rhythmia and healthy age-matched controls differ significantly in both the theta
band as well as the beta/gamma band (Figure 1.2). Detailed analysis of these dif-
ferences revealed a high amount of coherence between the LFP recordings in the
thalamus of patients and the theta changes in their EEG recordings[109, 129].
This lead to the hypothesis that thalamic bursts entrain cortical columns in low-
frequency rhythms since thalamic bursting is known to occur at a frequency
within the low-theta band [75].
In the light of this evidence a number of researchers suggested a chain of
events connecting the physiological evidence with the observed symptoms un-
der the term thalamocortical dysrhythmia (TCD) [63, 77]. It entails the follow-
ing sequence of events: (1) A change of input to thalamic nuclei marked by
either a lack of activation or overinhibition effectively hyperpolarizing thalamic
neurons. This can be caused either internally by neurological disease or exter-
nally by insults to the peripheral nervous system. (2) Hyperpolarized thalamic
neurons switch to burst mode that promotes the generation of low-frequency
rhythmic oscillations in the functional thalamocortical module. (3) Lateral cor-
tical disinhibition effects lead to cortical overactivation and the generation of
positive symptoms [10].
The description of positive neurological symptoms as a consequence of un-
balanced thalamocortical dynamics has gained much prominence in recent times
[99]. It allows for an explanation for the success of functional neurosurgery in
the treatment of seemingly disparate symptoms like Parkinson’s tremor and neu-
ropathic pain.
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Recently, deep brain stimulation (DBS) of the subthalamic nucleus and the
basal ganglia has yielded success in the treatment of a number of neurological
symptoms [107, 135]. In DBS, a stimulation device is permanently implanted
into the patients brain which is connected to a signal generator implanted in the
patient’s shoulder.
Ablative neurosurgical protocols in the treatment of thalamocortical dys-
rhythmia target the same system as DBS, albeit at a different level and following
a somewhat different philosophy: one central mechanism can affect the subsys-
tems of different modalities in the brain through the divergent thalamic effer-
ent connections - producing unrelated symptoms characteristic of the affected
domain. A permanent lesion in the thalamic areas producing the pathological
rhythmicity readjusts the thalamocortical system towards a more physiological
state and can relief the symptoms permanently [65]. In the face of the oftentimes
extensive pharmaceutical history of patients this a very desirable outcome. Of
course the irreversibility of the thalamic lesion compared to the DBS procedure
requires a high amount of precision in pre-surgical planning and during the pro-
cedure.
Minimally invasive brain lesions by means of focused ultrasound (FUS) are
now in the final stages of clinical testing. This new technique decreases the risks
associated with invasive neurosurgery significantly. It is also possible to carry
out online thermometry and to monitor every step of the lesioning process.
1.2 The connection of neuroscience and psy-
chology
At the turn of the last century the study of the brain was segregated into anatomi-
cal, physiological and psychological sub-disciplines, each with its own method-
ologies and targets. In spite of significant advances in each of these areas there
still remain gaps between these different levels of description that prevent a truly
interdisciplinary approach to the big questions in neuroscience. Connecting the
neuroscientific data of molecular, cellular, and systems processes in the brain to
a behavioral level will be the challenge for the coming years.
Systems neuroscience is at the forefront of closing this gap and is directly
connected to the microscopic molecular and cellular description levels. On the
other hand, the study of small neuronal networks that has been conducted in
systems neuroscience has also been hampered by the complexity it inherits from
its underlying levels.
There are at present only two experimental methods that promise to shed
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light on the void between the top-down and bottom-up approaches. Electrody-
namic measures like electroencephalography (EEG) and magnetoencephalogra-
phy (MEG) are well suited to look at correlations between large ensembles of
neurons and allow the researcher to do so on a millisecond timescale. On the
other hand, technological advances have enabled researchers to gain insight into
hemodynamic measures like in functional magnetic-resonance imaging (fMRI).
Here it is possible to gain a spatially more accurate insight at the cost of lower
temporal accuracy. Whereas hemodynamic measures have much to tell about
the underlying functional networks, electrodynamic measures allow for a de-
scription of how neurons interact dynamically in health and disease.
Connecting microscopic and behavioral descriptions of the brain is paramount
especially in order to understand manifestations of neurological disease. As
life-expectancy increases the WHO pinpoints neurological disorders as one of
the greatest threats to public health in general [97].
Classically, the treatment of these disorders has been segregated into neuro-
logical and psychiatric disciplines. This is in direct correspondence to the dis-
sociation of our current understanding of the brain mentioned above. A given
symptomatology is either connected to our bottom-up or top-down understand-
ing of brain function, ultimately neglecting any interaction between the two.
The interplay between physiology and psychology plays an important role
especially in the domain of progressive neurodegenerative disease in which the
affective dimension is a significant factor in the well-being of the patient [88].
Furthermore, many diseases considered essentially psychological have proved
difficult to connect to a sound physiological footing. Examples are major de-
pression, schizophrenia, obsessive-compulsive disorder, or addiction. In these
disorders psychotherapy is an important part of the treatment plan but the ac-
companying pharmaceutical therapy is exclusively symptomatic.
The study of electrodynamic measures of the brain can allow researchers
and doctors to use neural oscillations both as therapeutic as well as diagnostic
tools in order to overcome the current physiological-psychological dissociation.
Describing the disorders named above in terms of an underlying dysrhythmia
can yield great power in unifying the psychological and physiological treatment
domains and has proved to be successful in the face of failed conservative treat-
ment. The consequences of reduced risks during surgery by means of the devel-
opment of new non-invasive techniques such as FUS yields great promise for
the future treatment of debilitating and oftentimes progressive neural disorders.
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1.3 Outline
Functional neurosurgery as treatment for the dysrhythmic effects discussed above
requires a basic understanding of the disease mechanisms that are to be con-
trolled. So far, thalamocortical dysrhythmia has been described in terms of
abstract models that are able to explain some of the features observed in TCD.
These however do not have a numerical basis and are hence unable to produce
testable predictions about the disease.
In this thesis I outline a computational model of thalamocortical dysrhyth-
mia that extends the abstract model proposed by Jeanmonod and Llinas [63, 77].
In the following chapters I will address three important open questions in
TCD theory:
In Chapter 3 I look at the generation of low-frequency rhythmicity in a single
thalamocortical module. It is presently not clear which mechanisms translate
hyperpolarization into rhythmic persistent bursting.
In Chapter 4 I demonstrate in a large-scale thalamic model consisting of
different nuclei how the results from Chapter 3 hold up in the face of lateral
interactions at the level of the thalamus. Furthermore, I provide an explanation
for the importance of medial thalamic nuclei for the generation of physiologi-
cal and pathological rhythms. The model also provides a number of important
predictions regarding the efficacy of neurosurgical targets.
Lastly, in Chapter 5, I look at the generation of positive and negative symp-
toms in TCD. I show the numerical feasibility of unbalanced lateral cortical
inhibition leading to over-activation surrounding TCD-affected areas (edge ef-
fect). I investigate what part of the parameter space is able to support such an
activation pattern.
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Chapter 2
The Thalamocortical System in
Health and Disease
2.1 The anatomy of the thalamocortical sys-
tem
The thalamus is a paired structure near the center of the brain (see Figure 1.1). It
consists of 15-20 different nuclei, each with a distinct architecture and function.
The nuclei of the thalamus can roughly be subdivided into three distinct groups.
In the dorsal thalamus, there are the relay and associational nuclei as well as the
nuclei of the intralaminar complex. The thalamic reticular nucleus is situated on
the lateral side of each thalamic hemisphere [69].
Relay nuclei are more specifically innervated than the intralaminar and retic-
ular nuclei [122]. They are often organized in a topographic fashion in corre-
spondence with peripheral sources. Classic examples of relay nuclei are the
lateral geniculate nucleus (LGN) in the visual domain, the medial geniculate
nucleus (MGN) in the auditory domain, the ventral posterior complex (VPN) in
the somatosensory domain, and the ventral anterior complex (VA) involved in
motor control. Relay nuclei project to their specific sensory cortical areas and
receive feedback from the same region they project to [113, 69].
In contrast, the intralaminar nuclei receive afferentation from a wide range
of disparate sources [13]. Individual neurons tend to have large receptive fields
and it is difficult to find correlates of specific functionality. These nuclei have
hence been termed non-specific [114]. Classic examples of the intralaminar
nuclei are the central lateral nucleus (CL) and the para-central nucleus (PC).
Intralaminar nuclei project widely to different cortical areas [122, 46, 29]. The
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same neurons tend to receive feedback from the areas they project to - therefore
a certain specificity is preserved as in the relay nuclei [122].
The thalamic reticular nucleus is a sheet of cells situated around the dorsal
thalamus. It is reciprocally connected with the underlying thalamic nuclei and
consists exclusively of GABA-ergic neurons. In general, the reciprocal con-
nections from the thalamic nuclei to the reticular nucleus and back tend to stay
within domains with very little spread across the border of different thalamic
regions [67]. That is, thalamic reticular neurons tend to project back to the same
region they have been afferented from, within the thalamus [47, 67].
Thalamus and cortex form a tightly coupled system. All sensory, motor, and
associational domains in the cortex are innervated by thalamic sources and re-
ciprocally project back to the corresponding regions in the thalamus. Specific
relay nuclei of the thalamus project to either layer IV or VI in the cortex [2].
These connections tend to be highly specific preserving the topography in sen-
sory thalamic nuclei to the primary sensory cortices. In turn, neurons in layer VI
project back to the thalamic nucleus afferenting to the same cortical microcol-
umn, thereby preserving a high amount of specificity in the reciprocal direction
and closing a monosynaptic loop with the thalamus [51, 137]. This close cou-
pling has lead to the proposition of so-called thalamocortical columns to be the
basic functional building block of thalamocortical interaction, with closely cir-
cumscribed thalamic regions interacting with specific cortical columns [77, 69].
Both thalamocortical as well as corticothalamic fibers between the relay nuclei
and cortex have axon collaterals to the reticular nucleus.
In contrast, the nuclei of the intralaminar complex project mainly to super-
ficial cortical layers and these connections are not as specific as the connections
from relay nuclei to the cortex mirroring the less specific innervation of tha-
lamic intralaminar neurons [46, 29]. Also in contrast to the relay nuclei the
corticothalamic fibers innervating the intralaminar complex do not collateralize
to the reticular nucleus [114].
The architectural setup of thalamic neurons is depicted in a stylized fashion
in Figure 2.1.
2.2 The physiology of the thalamocortical sys-
tem
The thalamus albeit cell-physiologically more homogeneous than the cortex
contains a number of different cell types, each endowed with different behaviors
[68]. Most notable are the so-called thalamic relay neurons that receive affer-
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Figure 2.1: Stylized coronal view of a thalamocortical column, consisting of in-
tralaminar nuclei (orange), relay nuclei (green), reticular nucleus (blue) and cortex
(yellow). Synaptic connections between neurons (white) are marked with red cir-
cles for excitatory and blue for inhibitory connections.
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ents from the periphery as well as the reticular nucleus and cortical layer VI
[69]. These neurons fire in a tonic regime at relatively depolarized membrane
potentials, i.e. their firing rate is proportional to the amount of depolarizing
input they receive [75].
In contrast, at more hyperpolarized levels these neurons feature t-type cal-
cium channels that obey a two-staged activation regime [75]. If the neuron is
hyperpolarized beyond a certain level these channels deinactivate. This does
not directly lead to a change in the neurons membrane potential. If the neurons
get depolarized towards levels closer to the neuron’s resting potential the chan-
nels activate and allow a massive influx of extracellular calcium. This leads to
a strong depolarization of the neuron taking the neuron’s membrane potential
close to and above its firing threshold. Because of the temporal properties of the
t-type channels this depolarization lasts longer than the depolarization carried
by a conventional sodium spike [21, 22] and therefore allows the neuron to emit
action potentials repeatedly with the after-hyperpolarization of the sodium spike
being swallowed by the amplitude of the calcium depolarization [61].
This basic mechanism of dual firing regimes is also present in the neurons
of the thalamic reticular nucleus [124]. Whereas some of the parameters differ,
both thalamic relay and thalamic reticular neurons can fire tonically at depolar-
ized levels of membrane potential and can emit calcium-mediated bursts if they
become more hyperpolarized. The t-type calcium channels found in the reticu-
lar neurons tend to run on a slightly longer time scale than the channels in the
thalamic relay neurons leading to overall longer bursts [57]. Whereas a typical
burst in a thalamic relay neuron carries between 4 and 8 spikes this number is
easily doubled by the neurons in the thalamic reticular nucleus. As will be seen
below, these physiological properties of thalamic neurons are essential for the
recruitment of large-scale persistent oscillations in the thalamocortical system.
2.3 The physiology of neural oscillations
Rhythmic fluctuations can be found in many systems in different disciplines on
the macroscopic as well as the microscopic scale: finance, sociology, physics
and biology. They serve as a control mechanism enabling stability in dynamical
systems.
Neural systems are no exception. Since the first electrical recordings from
the human scalp were published in the 1920s [9], the analysis of oscillatory pat-
terns in the activity of the brain has been a successful research tool in the man-
ifestation of electroencephalography (EEG), magnetoencephalography (MEG),
as well as local field potentials (LFP) recorded invasively. Analysis of such
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Figure 2.2: An early EEG recording obtained by Hans Berger [9]. The upper trace
represents the recording of alpha activity and can be compared to the lower 10 Hz
timing signal.
recordings has yielded a close correspondence between the frequency bands in
which oscillations occur and general states of the brain, such as attention, sleep,
epilepsy, coma, and anesthesia [6].
2.3.1 Synchrony
The potentials that can be measured on the scalp of subjects are based on the
extracellular currents that compensate for the in and out-flux of ions through the
membrane of individual neurons. These currents are extremely small and thus
only show up when many neurons change their membrane potential in unison.
An EEG wave is hence always an indication for synchronization between large
numbers of neurons. This can occur as the result of external stimulation in
the case of so-called evoked potentials [6]. Here the external stimulus is the
synchronizing event that excites a large number of neurons and can then ripple
through the system as a traveling wave.
However, there are also oscillations that are rhythmic and occur sponta-
neously, for example during slow-wave sleep [24, 26, 27, 126]. Here, there
is no obvious synchronizing event indicating that these oscillations are based on
intrinsic network interactions.
2.3.2 Functional relevance of different frequency bands
Rhythmic oscillations can occur at various frequencies, from the very slow delta
(0-4Hz) to the very fast gamma bands (up to 100Hz) (see table 2.1). When an-
alyzing power spectra from the human EEG it becomes apparent that generally
an inverse relationship between the amplitude and the oscillation frequency (see
Figure 2.3) holds. This indicates that for fast oscillations smaller groups of cells
are recruited than for slow oscillations [17].
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Figure 2.3: The powerspectrum of a subdural EEG recording from a sleeping
human subject shows a linear decrease of log power with increasing log frequency.
From [17].
The identification of functional correlates to certain oscillation frequencies
has lead to the proposal of the delta, theta, alpha, beta, and gamma frequency
bands. As more data has become available each of these bands has been further
subdivided. It is important to realize that these bands are just labels used for the
researcher’s convenience:
Delta oscillations
The slow delta frequency-band is observed during slow-wave sleep but also
during anesthesia and coma. It has been suggested that delta oscillations are
produced by thalamocortical circuits. Blocking GABA receptors in the retic-
ular nucleus of the thalamus leads to delta oscillations in in vitro preparations
most likely due to an increase in reticular burst length followed by activation of
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Name Frequency (Hz) Function
delta 0-4 especially prominent in slow-wave sleep and
young infants
theta 4-8 prominent in young children, drowsiness
alpha 8-12 relaxation, eyes closed
beta 12-30 active concentration, alertness, motor function
gamma 30-100 cognitive function
Table 2.1: Frequency bands of neural rhythmic oscillations. Note, that there is no
absolute agreement about the exact extend of each frequency band [9].
GABA-B receptors in the thalamic relay [80, 70].
Theta oscillations
In healthy subjects theta oscillations occur prominently in the limbic system, the
entorhinal cortex and the hippocampus especially during arousal.
Alpha oscillations
Alpha activity is observed particularly over occipital areas in states of relaxation
and when participants close their eyes. The alpha peak is the most prominent
feature of the human EEG spectrum and accordingly was the first to be recog-
nized by EEG pioneers [9].
High frequency oscillations
Beta and gamma oscillations are less obvious in EEG data. This is an indication
that smaller groups of neurons are involved in the phase-locked oscillation. In
general, high-frequency oscillations are considered to be more desynchronized
but invasive recordings have revealed that on a local scale synchronization takes
place and might be connected to cognitive function, especially focused attention
[104] and performing complex motor tasks [92]. Futhermore, synchronous ac-
tivity, especially high frequency bands, has been suggested to be responsible for
cognitive binding [116, 41, 45], or might even be involved in forming population
codes [138, 139, 130].
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It is important to note that the EEG can show oscillations in many of these fre-
quency bands at the same time. It is thus highly likely that interactions between
different oscillatory sources can occur. Local oscillators might be coupled over
long ranges and thus influence each other to produce phase-locked global oscil-
lations. Also, it is likely that both sub-cellular as well as network mechanisms
drive oscillations in the brain.
2.3.3 Generation of neural oscillations
Every oscillation is a result of delayed negative feedback [17]. These can be
found on many different levels in the brain. On the smallest scale, voltage-
gated ion channels can implement such a delayed feedback [53]. For example,
during a spike, depolarizing sodium influx will be overcome by an outwards
potassium current that re-hyperpolarizes the neuron. Under constant excitation
this cycle will reoccur rhythmically. There are many examples of such channel-
interactions on a single cell level [86, 75].
On a network level, the delayed negative feedback can be mediated by neu-
rons interconnected with excitatory and inhibitory synaptic connections. In
this case the oscillation is an emergent property of the network architecture
[60, 132]. In local cortical networks there is a balance between these excita-
tory and inhibitory connections [140]. Activity of excitatory neurons will in-
variably excite inhibitory neurons that then mediate the delayed inhibition. The
frequency of the oscillations thus depends both on the time-scale of excitation
and inhibition as well as the delay between neurons.
In both cases, intrinsic and network oscillations, interactions can take place
[118].
2.4 The thalamocortical system in TCD
2.4.1 Different manifestations of TCD
Symptoms caused by thalamocortical dysrhythmia can roughly be subdivided
into positive and negative symptoms [10]. Negative symptoms arise out of the
deafferentation or overinhibition of thalamocortical circuits that lead to an en-
trainment of thalamocortical modules into low-frequency theta rhythms. Posi-
tive symptoms are then an expression of the cortical excess activation caused by
lateral disinhibition which has been called the edge effect [78, 77].
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Neurogenic pain
Chronic neurogenic pain as caused by peripheral lesions to afferent nerve fibers
or by lesions on the central pain pathways was the first disorder recognized to be
implicated with thalamocortical dysrhythmia [71]. The deafferentation resulting
from a peripheral insult subsequently leads to a lack of excitation in the thalamus
leading to hyperpolarization of thalamic neurons. Pain is considered a positive
symptom and hence requires the involvement of cortical interactions to generate
overactivation in areas of the pain matrix.
Parkinson’s Disease
Dopamine depletion in the basal ganglia leads to an overactivation of the globus
pallidum internum (GPi) and hence a strong inhibitory input to ventral anterior
and ventral lateral (VA/VL) thalamic areas. This can lead to a hyperpolarization
of these nuclei. The connection between the occurrence of bursting neurons in
the awake ventroanterior thalamus of patients suffering from tremor has been
recognized for quite some time and the resulting oscillations have been impli-
cated with the generation of tremor [20, 18, 19] outside a TCD context.
Tinnitus
Tinnitus has not received a lot of attention yet. Nevertheless, a number of inter-
esting studies have been carried out concerned with tinnitus patients and their
EEG compared to healthy controls. It is also possible to transiently relieve tin-
nitus by the presentation of a suitable auditory masking stimulus. This has been
shown to concurrently normalize the patients EEG lending further support to the
validity of the TCD concept [78].
Epilepsy
The symptoms described above are caused by peripheral changes to the input
statistic to the thalamus. The epileptic TCD manifestation (similarly to central
neurogenic pain) can be characterized caused by a top-down effect. Changes
in the corticothalamic afferent input cause similar hyperpolarization in thalamic
neurons. This can either be mediated by the direct corticothalamic connections
or indirectly via corticoreticular connections that lead to strong inhibition in
thalamic relays.
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Neuropsychiatric disorders
Some disorders that have formerly been associated with the domain of psychi-
atry have also been shown to correlate with thalamocortical dysrhythmia, for ex-
ample, major depression, obsessive-compulsive disorder (OCD), and schizophre-
nia. The underlying trigger in these manifestations of the disease are changes in
the afferent input from limbic and paralimbic cortical areas to high-order multi-
modal thalamic nuclei.
2.4.2 The treatment protocols for TCD
The different manifestations of TCD can require different surgical targets:
CLT
In centrolateral thalamotomies, the central lateral nucleus of the thalamus is the
target of choice against a wide range of dysrhythmic manifestations, most no-
tably neurogenic pain, but also tinnitus, neuropsychiatric disorders and epilepsy
[65]. In pain patients it achieves a 50-100% relief in 53% of the patients [63, 64].
PTT
Pallido-thalamic tractotomies target the fiber bundle connecting the globus pal-
lidum to the thalamus. In Parkinson’s Disease the inhibitory output nuclei of
the basal ganglia are overactive and strongly inhibiti thalamic neurons of the
VA/VL nuclei. During the PTT the connections from the basal ganglia to the
thalamus are severed as completely as possible hence shutting off this overinhi-
bition. Analysis of symptom relief in patients suffering from PD after surgery
reveals a 65% improvement on the UPDRS scale. Furthermore, medication
could be reduced by 52% overall, leading to termination of the pharmaceutical
treatment in a third of the patients. [5, 82]
AMP
The anteromedial pallidotomy targets the pathway between the paralimbic in-
ternal pallidum and paralimbic parts of the thalamus and is indicated as an addi-
tional measure in the treatment of TCD-related neuropsychiatric disorders [65].
Surgical outcomes are more complex to evaluate in this domain, but case reports
have shown promising results.
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Figure 2.4: Atlas projections and post-op MR of CLT (a), PTT (b), and AMP (c).
Cell clusters in CL are shown in dark gray. Scale bars (Atlas: 2mm, MR: 10mm).
From [65]
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Psychotherapy
There is converging evidence that emotional activity can lead to the production
of low-frequency rhythmicity in humans [52, 81], much in the same way as
in chronic pain and parkinson patients. This corroborates the notion that psy-
chological and physiological processes are intertwined at the level of rhythmic
oscillations in the brain.
It has been hypothesized that TCD can therefore be viewed as either a dis-
order caused by external factors or internal psychogenic factors that change the
thalamic input [65].
Clinically, the need for a holistic treatment of patients with psychotherapeu-
tical measures being applied alongside conventional pharmaceutical and sur-
gical treatment has been emphasized [65]. Oftentimes the functional neuro-
surgery can only relief symptoms incompletely with symptomatic shifts from
motor/somatosensory to emotional/psychological domains. There is hence the
need to address both externally and internally-triggered TCD alike in order to
achieve an optimal therapeutic effect.
2.4.3 Side effects of functional neurosurgery
The surgical procedures described above do not show significant long-term side
effects [65]. This has been argued to be due to the fact that functions formerly
carried out by the targeted areas have been plastically relocated by the brain over
the course of the disease. There is an initial change in sleep patterns in patients
after surgery which is completely reversed after a couple of weeks [106].
Chapter 3
Mechanisms of Persistent
Low-frequency Bursting
3.1 Introduction
The thalamus and cortex form a tightly coupled dynamical system [119]. Under
normal conditions this system tends to be in a stable state. In thalamocortical
dysrhythmia changes in the activity of a small part of this system introduce an
element of instability and make the system transition to a different state charac-
terized by the genesis of positive symptoms such as chronic neuropathic pain,
Parkinsonism, and tinnitus.
In this chapter I take a closer look at what factors are responsible for such a
state transition. Furthermore, I investigate how different elements contribute to
generate the physiological footprint apparent in patients.
3.1.1 The physiology of TCD
Certain physiological changes accompany the transition from the healthy to the
dysrhythmic brain. First and foremost there is a strong tendency of thalamic
neurons to emit bursts of action potentials [71, 63]. These bursts are generally
implicated with states of sleep and drowsiness but are present in large num-
bers in the awake dysrhythmic brain. The discovery of these bursts in patients
suffering from chronic pain was in fact imperative in the development of func-
tional neurosurgical protocols for the treatment of pain and also the first piece
of evidence for the existence of dysrhythmic syndromes in the brains of patients
[62]. The existence of these bursts has been confirmed by extracellular record-
ings during functional neurosurgery for neurogenic pain as well as Parkinson’s
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disease, tinnitus, major depression, and epilepsy [65]. Sample traces of extra-
cellular recordings from patients are shown in Figure 3.1.
LTS bursts
Llinas and Jahnsen were the first to investigate the mechanism of burst produc-
tion in thalamic neurons [75]. They found that the sodium spikes that generated
the high-frequency repeated action potentials in a thalamic burst were riding on
a large-amplitude calcium depolarization mediated by t-type calcium channels.
These channels underly a two-stage activation mechanism. They are deactivated
at depolarized levels of membrane potential. This allows thalamic neurons to
fire tonically in healthy, awake conditions. If a thalamic neuron gets hyperpo-
larized t-type calcium channels slowly start to deinactivate. A release from this
hyperpolarization can then lead to the activation of the channels and hence to a
massive influx of calcium that constitutes the wave observed in thalamic bursts.
This release can happen passively at the offset of an inhibitory stimulus or in
response to active depolarization by some sort of excitatory input.
The behavior of thalamic neurons can be understood in terms of three inde-
pendent threshold levels in relation to the neurons’ resting potential [117]. The
lowest threshold is the calcium channel deinactivation threshold. The mem-
brane potential needs to be below this threshold for the burst-producing calcium
channels to start deinactivating.
At slightly higher levels of Vm lies the activation threshold that needs to be
crossed to emit a burst. Note, that this only happens if enough calcium channels
are deinactivated.
Yet higher lies the spiking threshold. The neuron’s membrane potential
needs to cross this threshold in order for action potentials to occur.
LTS bursts in TCD
The characteristic behavior described above has prompted researchers to derive
the existence of abnormal membrane potential levels in the thalamus of patients
suffering from thalamocortical dysrhythmia [63, 77]. Indeed, when looking at
the symptoms associated with TCD it becomes apparent that all have in common
a potential change in the input to the thalamus. Neurogenic pain is often caused
by damage to the peripheral nervous system. Damaged nerves cannot carry
excitatory input to the thalamus any more and hence it is feasible that thalamic
neurons can become hyperpolarized enough under these conditions to warrant
the deinactivation of t-type calcium channels.
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Figure 3.1: Extracellular recordings from the thalamus of patients suffering from
different manifestations of TCD. All recordings were made in fully awake subjects
during stereotactic neurosurgery. Each dash represents one LTS burst. A: Neuro-
genic Pain B: Parkinson’s Disease C: Epilepsy D: Obsessive Compulsive Disorder
and Major Depression E: Tinnitus. Data from [63].
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A similar mechanism could be at work in patients suffering from tinnitus in
which thalamic areas are deprived of auditory excitation due to the destruction
of peripheral auditory tissue.
Parkinson’s disease has been implicated with the progressive apoptosis of
dopaminergic neurons. The consequence of this - mediated by the specific con-
nectivity in the basal ganglia - is an overactivity of the globus pallidum that in
turn inhibits motor areas in the thalamus. In this case, it is feasible that not hypo-
activation but rather hyper-inhibition leads to the hyperpolarization of thalamic
neurons.
Changes in EEG/MEG measures
In addition to the changes in the behavior of individual thalamic neurons re-
searchers have noticed another peculiar difference between patients suffering
from a thalamocortical dysrhythmia and healthy age-matched controls. When
comparing the EEG and MEG measures of the two groups it became immedi-
ately apparent that the power spectra of patients are shifted upwards, indicating
increased levels of synchrony [77, 110]. This increase in synchrony is particu-
larly visible in the low alpha and theta frequency bands as well as in the beta-
gamma bands (Figure 3.2). Important for the existence of a TCD-syndrome is
hence a quantitative increase of low-frequency oscillations from the thalamus to
the cortex.
Due to the time it takes a thalamic neuron to deinactivate a sufficient num-
ber of calcium channels to emit a burst, there is a minimum interburst interval
of roughly 200 ms [75]. This interval corresponds well with the observed shifts
in frequency. Furthermore, it is known from research done on sleep oscilla-
tions that thalamic bursts are very well suited to synchronize large ensembles of
neurons. Indeed, when looking at the coherence between extracellular thalamic
recordings and EEG measures in patients, Sarnthein et al. [110] found that there
is strong coupling between the thalamic and cortical signal, as well as a con-
stant phase relationship (Figure 3.3). This data corroborates the hypothesis that
thalamic changes are responsible in producing the large-scale measure changes
in EEG/MEG.
3.1.2 Persistence
When looking at the changes described in Section 3.1.1 one thing becomes es-
pecially apparent. If thalamic bursting is to influence large-scale synchrony as
measured by EEG or MEG techniques two factors need to interact in synergy.
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Figure 3.2: Averaged EEG power measures of patients (red, N=17) versus healthy
controls (green, N=15). Higher levels of synchrony can be found especially in the
theta and gamma bands coupled with an overall low-frequency shift. The dashed
red line demarks the patient group averaged without accompanying medication.
From [111].
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Figure 3.3: (A) Coherence and bicoherence measures comparing (B) healthy age-
matched controls with (C) patients. (A) Shows power spectra and coherence mea-
sures for patients suffering from different TCD manifestations. The right column
shows the coherence over frequency between the LFP and EEG measures (solid
line marks significance). In (C) bicoherence peaks are apparent in the theta-theta
beta-beta and theta-beta domains in the patient group but to a lesser extend in the
control group (B) [110].
Firstly, thalamic neurons need to synchronize over extended areas of tissue. As
discussed above bursts are salient events that can lead to synchronous activity
in postsynaptic neurons. It is therefore feasible that an increase in the burst
incidence concomitantly leads to an increase in synchrony.
Secondly, there also need to be rhythmic oscillations in order to drive thala-
mic and cortical neurons persistently. Indeed, Jeanmonod and colleagues found
a large number of neurons that were bursting rhythmically with a very high reli-
ability (see Figure 3.1) when recording extracellulary [65]. This rhythmicity is
paramount in persistently driving cortical neuron ensembles to exhibit the shifts
in EEG measurements. The observed pattern points to about one quarter of the
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recorded neurons being engaged in a rhythmically bursting regime. Another
quarter is bursting arrhythmically, and the rest is firing sporadically [63].
Here we want to answer the question of how these particular physiolog-
ical characteristics are produced in TCD. We furthermore want to shed light
on which mechanisms are feasible contenders for the generation of bursting as
well as low-frequency rhythmic oscillations. In the following section we out-
line some possible mechanisms for the generation of rhythmic and persistent
bursting in the thalamus.
3.2 Mechanisms
The mechanisms described in the following can roughly be subdivided into cell-
intrinsic and network mechanisms. I try to discuss each separately, even though
it is feasible, or even likely, that these mechanisms are not mutually exclusive
and interactions might occur.
3.2.1 Sporadic excitation
The simplest scenario is sporadic excitation from sources outside the affected
thalamocortical module. During wakefulness it is feasible that overall excitation
is interacting with a hyperpolarized thalamic neuron to intermittently trigger
LTS bursts. These sporadic excitations would have to be of a large amplitude
in order to depolarize the thalamic neuron sufficiently for burst generation. The
resulting pattern would be sporadic bursting in TCD-affected thalamic areas
with inter-burst intervals according to the burst refractory period of the cells
(ca 200 ms). In a single column model this mechanism does not lead to regular
oscillations. However, if individual bursting neurons are embedded in a network
of connected neurons, synchronous burst discharges might occur. Note, that
only about a quarter of the identified thalamic neurons burst regularly. This
mechanism is therefore a very likely candidate for the generation of irregular
bursts.
3.2.2 Pacemaker current
The second scenario is based on cell-intrinsic mechanisms. It has been shown
([56, 87], etc.) that many thalamic relay cells host hyperpolarization activated
cation channels, so-called h-channels. These channels have also been found in
other organs than the brain and are known to act in pace-maker cells in structures
engaged in constant oscillations. This h-current in the thalamus is modulated by
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cell-intrinsic calcium levels. After the massive calcium influx of an LTS burst
the h-current will be very low, not interfering with the subsequent hyperpolar-
ization. This hyperpolarization will then slowly activate cation influx and hence
depolarize the cell until it reaches bursting threshold and emits another LTS
burst. In fact, it has been observed in vitro that cat LGN thalamic neurons en-
gage in repeated oscillations in the 2-4Hz range [86]. These properties make the
h-current an ideal driver of hyperpolarization triggered pathological oscillations
in thalamocortical dysrhythmia.
3.2.3 RTN feedback loop
Delayed inhibitory feedback is the source of all oscillatory mechanisms. This
feedback can occur intrinsic to the neuron, as in the example discussed above
or by extrinsic network factors. Two possible feedback loops can provide the
necessary negative feedback in a thalamocortical module: The RTN feedback
loop consists of thalamic relay nuclei that are reciprocally connected with the
GABAergic neurons in the thalamic reticular nucleus. Relay excitation hence
leads to a delayed negative feedback. If that feedback is strong enough, it is pos-
sible that the thalamic relay neurons get hyperpolarized for a significant period
of time leading to a progressive deinactivation of inherent t-type calcium chan-
nels [75]. When the inhibitory input from the RTN ceases, the relay neurons
will be released from hyperpolarization and will likely be able to emit a low-
threshold spike burst. Bursting in the thalamic relay nuclei has a dual effect on
the thalamic reticular nucleus. Firstly, bursts provide very prominent excitation
as several action potentials follow each other within a short interval. Secondly,
the bursting in the relay nuclei will also prevent runaway spiking during the rel-
atively long refractory period following a burst. This leads to a high signal to
noise ratio of excitation in the thalamic reticular nucleus. Earlier models have
suggested that burst generation in the thalamus is favoured by powerful afferent
excitation under relatively low-activity background conditions [38]. Therefore,
within this feedback loop there is an inherent tendency to start burst generation
if this is not actively prevented by tonic excitation.
3.2.4 Cortical feedback loop
There also exists a ’long’ feedback line via cortical layer VI neurons which
project back to afferent areas in the thalamus, in particular to the thalamic retic-
ular nucleus. This can have a dual effect on thalamic neurons. On the one hand
there is direct excitation from the corticothalamic fibers, and on the other hand
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there is indirect inhibition from corticoreticulothalamic connections. The lat-
ter has been hypothesized to be very prominent under some conditions and is
favored by the size and location of cortical synapses on reticular neurons [68].
In order to validate and contrast the candidate mechanisms described above we
have developed a computer model of a single thalamocortical loop consisting of
thalamic relay and reticular cells as well as a cortical component (Figure 3.4).
As discussed above, oscillation is a consequence of feedback loops and several
of these are implemented in this thalamocortical system. These can occur on
the sub-cellular level, implemented by ion channels on the cell membrane of
individual neurons, as well as through the interconnectivity between neurons,
either by excitation or inhibition.
3.3 Methods
3.3.1 Model architecture
The present model consists of 3 model neurons - a thalamic relay neuron, a
thalamic reticular neuron and a cortical neuron. We assume that individual ac-
tion potentials from each of these cells can drive their counterparts in the other
areas. The thalamic relay cell has excitatory connections to the reticular and
cortical model component. Note, that these represent the main afferent input
of information to the cortex. The thalamic reticular neuron receives excitatory
input from the cortex and thalamic relay and directly inhibits the thalamic relay
(see Figure 3.4). The cortical component has random excitatory corticocortical
afferents as well as receiving excitation from the underlying thalamic neuron. It
in turn excites the thalamic reticular and relay neurons.
Each neuron is modeled by integrate-and-fire dynamics. In the case of the
thalamic cells t-type calcium currents as well as h-currents are added to the
passive leak current [117]. Thalamic afferent input is modeled by Poissonian
excitatory spike trains.
3.3.2 Neuron model
In this model we employ the integrate-and-fire-or-burst cells proposed by Smith
et al. [117]. We do so to reduce the amount of free parameters as well as speed
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up simulations. The neuron is described by the following equations that ex-
tend a classical conductance-based leaky integrate-and-fire neuron by the slow
t-current IT . We also include a representation of the hyperpolarization-activated
cation current IH .
C
dV
dt
= Iinp − IL − IT − IH (3.1)
where Iinp corresponds to the combined synaptic current and IL is the leak
current. The t-current is then described by the following equation.
IT = gTm∞h(V − ET ) (3.2)
Its dynamics are described by the activation m and the deactivation h. Whereas
m is instantaneously activated by means of
m∞ = H(V − Eh) (3.3)
with H being the heaviside step function, we model h explicitly with
dh
dt
=
{
−h/τh1 if V ≥ Eh,
(1− h)/τh2 if V < Eh.
(3.4)
Here, if the membrane potential V is above the deinactivation threshold, h de-
creases with timescale τh1. If, on the other hand, the membrane potential falls
below this threshold, deinactivation tends to 1 with timescale τh2. Functionally,
τh1 determines the length of the bursts, whereas τh2 is responsible for the time it
takes a thalamic neuron to deinactivate enough calcium channels to burst upon
release from the hyperpolarization. In the next timestep the membrane potential
is then reset to Vreset.
The leak current IL is simply
IL = gL(V − EL) (3.5)
Spiking dynamics are implemented by making the sodium spike instanta-
neous whenever the neuron’s membrane potential crosses the spiking threshold
Vθ.
In order to capture the dynamics of the low-voltage activated calcium-dependent
cation current IH we need to explicitely derive a description of the intracellular
calcium level [Ca2+], which in turn is dependent on the magnitude of the t-type
calcium current IT . We model [Ca2+] with
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d[Ca2+]
dt
= −αIT (1− [Ca2+])− β[Ca2+] (3.6)
α and β are the calcium accumulation and decay parameters, respectively.
IH is then a function of the intracellular calcium levels as well as the activation
function mH .
IH = gHmH(V )(1− [Ca2+]) (3.7)
with
mH(V ) = 1/(1 + exp((V + 75)/5.5)) (3.8)
The after-hyperpolarization following a burst of action potentials leads to an
activation of IH that, due to its slow time course depolarizes the neuron with
enough t-type calcium channels deinactivating to trigger another burst. Over
many cycles the intracellular calcium accumulates and counteracts this pace-
making mechanism. This has been hypothesized to be the source of the waxing-
and-waning envelope of so-called sleep spindles that occur at the transition be-
tween slow-wave sleep and wakefulness [126, 34].
In the following I contrast the three different feedback mechanisms that
might explain the rhythmic and persistent burst generation in thalamocortical
dysrhythmia. I change critical parameters to gain an estimation of how feasi-
ble each mechanism is with reference to parameters estimated by in vivo and in
vitro studies.
3.4 Results
3.4.1 Intrinsic bursting
Intrinsic bursting relies on feedback mechanisms intrinsic to the neuron. As
outlined above this role can be played by a low-voltage activated cation current
IH that is activated during the burst after-hyperpolarization and leads the neuron
back to the t-type calcium channel activation threshold.
This mechanism has been shown to be responsible for rhythmic processes in
different organs. A similar ion-channel has for example been identified in heart
muscles, where it can play a role in the control of the heart beat [4], or in the
respiratory system of mammals[28].
In the intrinsic bursting scenario, all neurons are self-sufficient and the whole
thalamocortical module is driven by the thalamic relay neurons. Weak coupling
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Figure 3.4: Feedback circuits in a model of a thalamocortical module consisting
of thalamic relay, thalamic reticular nucleus and cortex. Sharp arrows denote exci-
tatory, round arrows inhibitory connections. The common manipulation of all data
presented here is the deafferentation of thalamic afferent fibers. Dotted arrows are
excitatory Poissonian input. The three relevant hypotheses are marked in red.
among thalamic relay neurons might lead to the synchronization of large ensem-
bles and hence to the development of the dysrhythmia. The frequency of burst-
ing will then be highly-dependent on the conductance of IH . Figure 3.5 (top)
shows how an increased conductance leads to higher burst frequencies. This,
of course, is limited by the t-type calcium channel mediated relative refractory
period which limits the frequency to roughly 4 Hz in this model. Another char-
acteristic of the current model is that the higher the bursting frequency, the lower
the amount of spikes in the burst (Figure 3.5, bottom).
A comparison of voltage traces from cat in vivo recordings [86] versus the
current model is shown in Figure 3.6. Our neuron model by Smith et al. [117]
with the h-current modifications approximates the behaviour of thalamic neu-
rons reasonably well. This is also the case if the neurons are embedded in the
model of a typical thalamocortical circuit. The strength of feedback connec-
tions in this setting can be set to be arbitrarily small as external feedback is not
necessary to drive the system. To the contrary, any kind of external manipula-
tion has a strong negative influence on the regularity of bursting the thalamic
relay neurons. This is shown in Figure 3.7. Even small amounts of noise can
make the neuron fire less regularly. This is due to the relatively low conduc-
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Figure 3.5: The effect of H-conductance on bursting behavior. Top: Higher con-
ductances lead to quicker depolarization in between bursts. The curve breaks
off at 4Hz because the time between bursts becomes to small to deinactivate t-
channels. The noise stems from numerical inaccuracies and missed bursts with
the burst-finding algorithm. Bottom: H-conductance versus the average number
of spikes in a burst. With increasing frequency the number of spikes in a burst
decreases drastically, because less t-channels can get deinactivated.
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tivity mediated by the h-current. If an input spike excites the thalamic neuron
during its relative refractory period, this can lead to a significant increase in
the interburst intervals, because it will take more time for enough t-channels to
deinactivate to generate the next burst. We investigated this systematically in
Figure 3.8. The autocorrelogram shows strong rhythmicity with low levels of
Poisson noise, which then deteriorates the more spikes are fed into the system.
3.4.2 Rebound bursting
The short feedback loop via the reticular nucleus is well-known to play an im-
portant role in the generation of slow-wave sleep rhythms [35]. Reticular neu-
rons have a strong inhibitory influence on thalamic relay neurons and can poten-
tially recruit rebound bursts. In this setup we have switched off the h-current in-
vestigated in Section 3.4.1 so the behavior observed is based exclusively on net-
work effects. Timing plays an important role in driving this oscillation. Within
the interplay of reticular and relay neurons it is imperative that excitation and
inhibition occur at the right points in time. Otherwise, the two neurons will
not be able to recruit each other. There are two possible ways in which this
might be achieved. Firstly, the connections between areas could yield a delay
that is consistent with the relative refractory periods of the bursting relay neu-
rons. However, connection delays within the thalamus are generally assumed to
be short, and in no way approaching the 200 ms necessary. The other candidate
mechanism, the one implemented in this model, is a delay mediated by the time-
constants of the inhibitory synapses of reticular neurons on relay neurons. If the
inhibition from reticular neurons is strong enough and decays slowly enough
the relay neuron will be hyperpolarized for a sufficient amount of time to emit a
burst upon release of the inhibition. This mechanism is shown in Figure 3.9.
The time course of the reticular inhibition in combination with synaptic effi-
cacy thus plays an important role in determining the rhythmicity of the system.
This is shown in Figure 3.10. Autocorrelations yield relatively weak rhythmic
behavior and this only with strong inhibition and long synaptic time constants
(black line). This rhythmicity decays when either the synaptic time-constant
(red line) or the synaptic efficacy are decreased.
A different picture emerges if the reticular neurons themselves are in burst-
ing mode, which could be caused by a change in the input statistics to these
neurons. A lack of activation due to deafferentation or overinhibition of relay
neurons could lead to a subsequent reticular hyperpolarization. If a hyperpo-
larized reticular neuron receives excitation from a relay neuron it will in turn
emit a burst of action potentials, that contributes to the conditions of rebound
3.4. Results 35
Figure 3.6: Example voltage traces of cat in vivo recordings from bursting thalamic
neurons [86] versus the current model. Burst frequency, length, and shape are
well-approximated by the current equations.
Figure 3.7: Voltage traces from the thalamic relay component of the circuit under
dysrythmic conditions. Top: Trace at 0Hz noise conditions. Bottom: Excitatory
Poissonian noise at 20 spikes per second disturbs the intrinsic rhythm of the neu-
ron.
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Figure 3.8: The effect of noise on rhythmicity in h-current pacemaker cells. The h-
current is very fragile with respect to noise as is apparent from the autocorrelation
of the membrane potential. Under no-noise conditions there is regular bursting at
3 Hz. This speeds up but becomes less regular under noisy conditions (poissonian
noise).
oscillations stated above: a burst of action potentials will have a higher efficacy
as well as a longer time-constant than an individual spike.
This is shown in the autocorrelations in Figure 3.10 (right). The larger
amount of afferent spikes also interacts with the synaptic time constant. In gen-
eral, it is apparent that the longer the synaptic time-constant the more rhythmic
the oscillation. Also, the longer the time-constant the slower the oscillation fre-
quency.
3.4.3 Delayed cortical feedback
The delayed cortical feedback mechanism, similar to the mechanism described
in Section 3.4.2, relies on well timed cortical feedback to reinitiate oscillation
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Figure 3.9: Schematic of the short feedback loop leading to rebound bursts be-
tween thalamic relay and thalamic reticular nuclei (marked in red). Shown are
voltage traces of reticular (top) and relay (bottom) neurons. Arrows indicate con-
secutive events in the rebound bursting mechanism.
cycles.
Cortical rebound excitation can only reinitiate a cycle if the excitation hits
the hyperpolarized thalamic neuron after its relative refractory period. Thus,
there needs to be a delay of on the order of 150 ms for the excitation to complete
the circuit loop. This is shown systematically in Figure 3.11.
There is a sharp difference in the models behavior between delay times of
120 and 150 ms. The effect that these delays have on the thalamic relay neuron
are exhibited in Figure 3.12. If the delay of reexcitation is 120ms (upper trace)
the excitation reaches the thalamic neuron during its relative refractory period
and a new cycle will not be initiated. If on the other hand the delay is 150 ms
enough t-type calcium channels have deinactivated after the previous burst to
allow the initiation of another cycle. Obviously, the longer the delay the slower
the oscillation frequency (Figure 3.11).
3.5 Discussion
In this chapter I have shown a simple model of burst generation in the thalamus
in response to deafferentation of thalamic relay neurons. I have contrasted three
different mechanisms for the production of regular and persistent 4 Hz bursting.
In addition, I have discussed sporadic excitation as a valid mechanism for the
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Figure 3.10: Comparison between rebound bursting mechanism with tonic (left)
and bursting (right) thalamic reticular neurons.
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Figure 3.11: Autocorrelation of thalamic relay activity at different cortical delay
times. Note the difference between 120 ms delay (green) and 150 ms delay (black)
curves.
Figure 3.12: Schematic of the delayed cortical feedback mechanism (outlined by
red connections). On the right are example traces from the thalamic neuron at
different delay inputs.
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generation of irregular bursting.
The frequency of the bursting observed in this model is mainly a product of
cell-intrinsic processes. Enough t-type calcium channels need to deinactivate in
order for a new burst to be initiated. All mechanisms described in this chapter
interact with the relative refractory period of the thalamic relay neurons to some
extent.
3.5.1 Intrinsic bursting
The intrinsic bursting mechanism relies on a specific current that cell-intrinsically
depolarizes thalamic neurons after a burst has occurred. The neuron is setup to
be hyperpolarized after the emission of the burst. This leads to a direct dein-
activation of t-channels after a burst. The h-current is then responsible for the
neuron to reach a membrane potential level at which the t-channels can activate
and carry the next burst. The maximal conductance of the h-current determines
the interburst interval. However, if the conductance is too strong there will not
be enough time for t-channels to deinactivate and hence there will not be a burst
upon reaching the activation threshold.
There is ample evidence for the existence of an h-current in thalamic relay
neurons [56, 87, 98]. The intrinsic bursting has been observed under conditions
in the cat LGN in the absence of external stimulation and is assumed to exist in
other thalamic nuclei as well. The conditions provided during the deafferenta-
tion leading up to a thalamocortical dysrhythmia are hence ideally suited to
provoke the intrinsic bursting mechanism. The downside, as was shown in Sec-
tion 3.4.1 is the sensitivity of this mechanism to noisy conditions. Because of
the relatively low strength of the h-current in comparison to external influences
there is a strong tendency of the thalamic relay neuron’s bursting to become
arhythmic. For this reason, it is likely that the h-current mechanism of persis-
tent and rhythmic bursting is supplemented by another mechanism that is more
stable in noisy conditions.
3.5.2 Rebound bursting
The rebound bursting mechanism is based on the slow release from inhibition
provided by long inhibitory synaptic time constants from reticular neurons to
thalamic relay neurons. While conduction delays between thalamic nuclei are
supposed to be relatively short (on the order of a few milliseconds) the long
time-constants of GABA receptor-mediated inhibition are suited to grant a suffi-
cient deinactivation of t-channels between bursts. Furthermore, this mechanism
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is more robust to noise than intrinsic bursting as it relies on network feedback.
Rebound bursting as described above has been hypothesized to play an im-
portant role in the dynamics of slow-wave sleep rhythms [35, 118]. During the
onset of sleep, changes in the resting membrane potentials of thalamic neurons
are assumed to change, mediated by neuromodulatory input from extra-thalamic
sources [37]. It is feasible that such mechanisms are akin to the change in mem-
brane potential caused by chronic deafferentation or overinhibition of thalamic
relay neurons. In such a framework, TCD-affected areas could be said to be
asleep, with the important difference that sleep here is local compared to the
large-scale oscillations observed during physiological sleep and states of deep
anesthesia in vivo.
One prediction made possible by the current model is that reticular thalamic
neurons are engaged in bursting activity as well as the thalamic relay neurons,
which is also consistent with the sleep analogy [35]. Here we have shown that
oscillations under conditions in which both thalamic relay and reticular neurons
are in burst mode enable a much wider range of possible parameters for stable
bursting oscillations. The reticular bursts then have a dual beneficial effect in re-
cruiting bursts in thalamic relay neurons as compared to single reticular spikes.
Both the amplitude and the time course of the resulting inhibitory post-synaptic
potential make the occurrence of rebound bursts more likely.
3.5.3 Delayed cortical feedback
In our model, the delayed cortical feedback mechanism works only at very long
delay periods. Thalamocortical conduction delays are supposed to be much
shorter than the required 150 ms to allow for the recruitment of bursts in re-
sponse to recurrent cortical excitation measured here. Hence, for this mecha-
nism to work some sort of internal cortical delay would be necessary. At present,
it is not clear how this could be implemented. Furthermore, the main recurrent
feedback is generally supposed to be mono-synaptic via layer VI corticothala-
mic neurons.
This of course is not to say that the cortical influence can not have an impor-
tant synchronizing effect on the thalamic modules generating the low-frequency
oscillations. The importance of corticothalamic feedback in the synchronization
of sleep rhythms has also been shown in vivo [8, 12, 25].
The anatomy of a thalamocortical module as presented in this model also
allows for another feedback loop via the corticoreticular connections. By this,
the cortex can have an indirect inhibitory effect on the thalamic relay neurons. It
is possible that the rebound mechanism discussed above is in fact mediated via
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these indirect connections. It has been shown that the corticoreticular synapses
are larger and more proximal to the soma of reticular neurons than their thala-
moreticular counterparts [68]. Furthermore, it has been hypothesized that the
reticular neurons become sensitized to cortical inputs especially under sleep
conditions [38]. This feedback loop would in principle have to obey the same
conditions as the rebound burst mechanism above.
3.5.4 Synchronized sporadic bursting
The mechanism of synchronized sporadic bursting has not explicitly been inves-
tigated in this chapter as it entails the interaction between thalamocortical mod-
ules. However, it is a natural consequence of coupled networks of sporadically
excited hyperpolarized thalamic neurons. In this scheme the lateral connections
lead to a wave of burst discharges once one module is elicited to burst by random
excitatory input. This leads to a chain reaction, that causes very strong excita-
tory post-synaptic potentials in the connected neurons. From the moment of
one population burst discharge on, all neurons will have roughly synchronized
refractory periods. Because many neurons are involved in this population oscil-
lation the chances are high that one neuron within this population will receive
sufficient input to burst shortly after the cessation of refractoriness. This will
lead to a rhythmic oscillation with a period close to the burst-refractory period
of the neurons. This works especially well in networks of dense connectivity.
3.5.5 Conclusion
A rebound burst mechanism in combination with h-current mediated intrinsic
bursting seems to be the most viable mechanism for the generation of persistent
rhythmic bursting in TCD. The rebound bursts can be generated equally well by
intrathalamic pathways and thalamocorticothalamic connections.
Chapter 4
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4.1 Introduction
The thalamus plays an important role in the generation of synchronous oscilla-
tions in the brain [1, 14, 27, 93]. The frequency of these oscillations has been
shown to correlate well with states of vigilance [126]. For example, highly syn-
chronous low-frequency oscillations can generally be associated with drowsi-
ness and non-paradoxical sleep, whereas less synchrony is observed in the brains
of awake animals [74].
The generation of these rhythms is based on the interaction of network
anatomy with the specific physiological properties of thalamic neurons [39].
Recurrent connectivity between the thalamic relay and the thalamic reticular
nucleus forms a delayed inhibitory feedback cycle that is the hallmark of all
rhythmic oscillatory processes in the brain and other dynamical systems [43].
Thalamic neurons are endowed with ion-channels that allow them to engage
in two different activation regimes [75, 86]. In the awake brain thalamic neu-
rons are relatively depolarized and fire at rates proportional to their input cur-
rents. In contrast, under more hyperpolarized conditions, the same neurons are
able to produce bursts of action potentials with intermittent periods of quies-
cence. T-type calcium channels that deinactivate in response to hyperpolarized
membrane potentials are responsible for the generation of these bursts. Depo-
larization following prolonged hyperpolarization can activate the deinactivated
channels and lead to the massive influx of calcium that is responsible for a slow
large-amplitude depolarization. This depolarization can cause repeated sodium
spikes that ride on the crest of the calcium spike. This behvior has been termed
a low-threshold (LTS) calcium burst.
Thalamic neurons in both the relay nuclei and the reticular nucleus show in-
creased incidence of calcium bursts during high-synchrony states such as non-
paradoxical sleep [16, 91, 124]. The biophysical properties of these neurons
then interact with the network connectivity to engage hyperpolarized thalamic
relay and reticular neurons in a cyclical activation regime. Relay bursts are
ideally suited to drive reticular bursts that in turn recruit new relay bursts by
evoking strong inhibitory post-synaptic potentials (IPSPs) [133, 123, 34]. It has
been hypothesized that this mechanism serves to limit the amount of informa-
tion throughput to the neocortex during sleep states, by rhythmically inhibiting
thalamic relay neurons [126].
Bursts are a ubiquitous phenomenon in the healthy brain. However, there
is ample evidence that local production of low-frequency high-synchrony oscil-
lations is central to a number of functional brain disorders combined under the
name of thalamocortical dysrhythmia (TCD) syndrome [63, 77, 76, 65]. Sudden
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changes in the input to thalamic circuits either from subcortical areas below or
cortical areas above can switch the activation mode of thalamic neurons from
tonic spiking to low-frequency bursting, even in the awake brain. These os-
cillations can spread by means of divergent connections in intrathalamic and
thalamocorticothalamic circuits to produce significant shifts in patients’ EEG
and MEG recordings [77, 112, 111, 129, 89]. Furthermore, low-frequency os-
cillations can tip the balance between cortical excitatory-inhibitory networks
and produce a persistent increase in cortical activation leading to the generation
of positive symptoms [78, 77]. The manifestation of symptoms then depends
exclusively on which modality-specific subsystem of the brain is affected by
the dysrhythmia. TCD has been shown in somatosensory, motor, and audi-
tory domains leading to neuropathic pain, Parkinsonism, and tinnitus, respec-
tively. Furthermore, there is evidence for similar mechanisms affecting asso-
ciative domains leading to neuropsychiatric disorders such as major depression,
obsessive-compulsive disorder, and schizophrenia [76, 89, 111, 129]. Similarly,
some forms of epilepsy can be indicative of a thalamocortical dysrhythmia syn-
drome [63, 109].
TCD in the somatosensory domain leads to chronic neurogenic or neuro-
pathic pain. This depends on the following sequence of events [77]: Peripheral
damage to nerve fibers leads to a lack of excitation in both the ventro-posterior
areas of the thalamus as well as in parts of the multimodal intralaminar nuclei
(in particular the posterior region of the central-lateral nucleus of the thalamus
- pCL). The resulting attenuation of excitatory input switches individual thala-
mocortical circuits from high-frequency tonic firing to a low-frequency burst-
ing regime. This is corroborated by findings of increased bursting incidence in
the CL of TCD patients [71, 63, 62, 83]. Furthermore, the local field potential
(LFP) in the thalamus is highly coherent with the low-frequency shift in the EEG
recordings [109, 89, 111, 129] and typically is spatially consistent with the ob-
served symptoms. This indicates that there is synchronization between affected
thalamocortical circuits. It is also likely that affected circuits are able to recruit
progressively more and more circuits into the low-frequency regime by means of
divergent connections at the intrathalamic, corticothalamic, and thalamocortical
level. In accordance with the proposed source of TCD, neurosurgical removal
of the parts of the thalamus most affected by the bursting alleviates symptoms
significantly in the majority of patients suffering from therapy-resistant neuro-
pathic pain [65, 66].
Due to the experimental intractability of the human thalamocortical system,
there is an ongoing debate about the underlying mechanisms leading to func-
tional neurological disorders associated with TCD. Here, we want to reproduce
46 Chapter 4. Low-frequency oscillations in thalamocortical circuitry
TCD dynamics in a biologically constrained network model of the thalamus.
Specifically, we want to identify the conditions that lead to the onset and
the maintenance of TCD. What are the mechanisms that lead from a change in
thalamic afferent input to the persistent and rhythmic overproduction of low-
frequency thalamocortical oscillations?
Furthermore, we want to investigate how anatomical changes to the thalamo-
cortical circuitry can switch the system from a TCD state to a normal dynamical
regime. By mimicking the process of functional neurosurgery in a computer
model we aim to elucidate the mechanisms underlying the surgical control of
pathologically increased slow TC oscillations.
Here, we make use of a large-scale computational network model of the
thalamus to shed light on these open questions. We specifically model the so-
matosensory manifestation of symptoms in TCD in adhering to anatomical data
from the ventral posterior (VPN) and central lateral (CL) system. However, the
current results can be extended to incorporate all known domains of TCD.
4.2 Methods
4.2.1 Model architecture
The thalamic model consists of 3 independent groups each consisting of 100
neurons modeled as described above. The groups correspond to one specific re-
lay nucleus (VPN), one non-specific relay nucleus (CL) and the thalamic reticu-
lar nucleus (RTN). These represent the three distinct nucleus types found in the
thalamus. Here, we focus on the nuclei involved in somatosensory processing.
But the same distinction between specific (SP) and non-specific (NSP) excita-
tory nuclei and inhibitory reticular nucleus holds true in other subsystems. Each
group receives random excitatory stimulation modeled by a Poissonian spike
train. The intrathalamic connectivity is characterized by the following princi-
ples. Firstly, the relay cells of the VPN and CL have excitatory connections
with the RTN [94, 95, 48]. Reticular neurons in turn send back inhibitory con-
nections to the relay nuclei [54, 127, 141]. We distinguish the first-order relay
nucleus VPN from the intralaminar nucleus CL by implementing local one-to-
one connectivity between VPN and RTN whereas connections between RTN
and CL are characterized by divergent connections (see Figure 4.1A).
Synaptic connections are modeled by exponential decay functions and are
triggered after a set delay time if the presynaptic cell reaches its firing threshold.
The time-constant of decay is assumed to be faster for excitatory synapses than
inhibitory synapses. Parameters are shown in Tabel 4.1.
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Parameter Value
Excitatory Synapse τ 10 ms
Inhibitory Synapse τ 30 ms
Delay VPN→RTN 3 ms
Delay CL→RTN 3 ms
Delay RTN→VPN 3 ms
Delay RTN→CL 3 ms
Table 4.1: Model parameters.
In order to keep the number of parameters manageable, we make a cou-
ple of simplifying assumptions. Axons in cortical layer VI not only project to
the RTN but also send collaterals to the thalamic relay nuclei. In the present
model we neglect these connections because thalamic low-frequency oscilla-
tions have been observed under conditions of cortical deafferentation [27]. Note
that in the current model external excitatory input to thalamic relay neurons is
not necessarily equivalent to peripheral excitation, but could represent top-down
corticothalamic excitation as well.
Secondly, we model RTN without dendrodendritic gap junctions and in-
tranuclear inhibition [30, 115, 141]. These connections have been shown to play
an important role in the generation of spindle rhythms in the isolated reticular
nucleus. Their role in complete thalamic circuits is less clear and we therefore
neglect this type of connection.
It is generally assumed that interactions with neuromodulators can synchro-
nize and desynchronize thalamic oscillations by manipulating the biophysical
properties of individual cells [12]. We model these connections indirectly by
changing input excitation explicitly (see description of neuron model below).
4.2.2 Neuron model
Thalamic neurons are modeled by the integrate-and-fire-or-burst model pro-
posed by Smith et al. [117]. The neurons are described by the following equa-
tions that extend a classical conductance-based leaky integrate-and-fire neuron
with a simplified model of the slow hyperpolarization-activated calcium current
IT .
The membrane potential of the neurons follows
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Figure 4.1: (A) Thalamic model layout. There are reciprocal connections between
the relay and reticular parts of the model with SP-RTN connections following a
one-to-one scheme and the NSP-RTN connections implementing some degree of
divergence. (B) Shows the relationship of the physiologically relevant thresholds in
the cell model and contrasts relay (SP/NSP) and reticular neurons. The t-channel
deinactivation threshold lies below the neurons resting potential for relay neurons
and above the resting potential for reticular neurons, leading to different bursting
behaviors (C).
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C
dV
dt
= Iinp − IL − IT (4.1)
where Iinp corresponds to the combined synaptic current and IL is the leak
current which is simply
IL = gL(V − EL) (4.2)
The neuron produces a spike whenever the membrane potential crosses the
threshold Vθ. On the timestep following the spike the membrane potential is
then explicitly reset to Vreset.
The t-current is modeled by
IT = gTm∞h(V − ET ) (4.3)
Its dynamics are subject to a two-stage deinactivation-activation cascade, de-
scribed by the activation variable m and the deactivation variable h. Activation
is assumed to occur instantaneously:
m∞ = H(V − Eh) (4.4)
withH being the heaviside step function. h is evolves slowly and is modeled
by
dh
dt
=
{
−h/τh1 if V ≥ Eh,
(1− h)/τh2 if V < Eh.
(4.5)
If the membrane potential V is above the deinactivation threshold Eh, h de-
creases with timescale τh1. If, on the other hand, the membrane potential falls
below this threshold, deinactivation tends to 1 with timescale τh2. Function-
ally, τh1 determines the length of the bursts, whereas τh2 determines the time it
takes a thalamic neuron to deinactivate enough calcium channels to burst. As
described by Equation 4.4 activation of the t-channels and the triggering of the
calcium burst occurs instantaneously upon depolarization across the threshold
Eh.
The behavior of this model neuron can be understood largely in terms of
the the resting potential EL in relation to the t-channel activation/deinactivation
threshold, Eh (Figure 4.1B). If the membrane potential is below Eh t-channels
progressively deinactivate. For a burst to occur the neuron needs to be depolar-
ized to the threshold and upon crossing of Eh the activation gets triggered.
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Generally, thalamic relay and reticular neurons are both endowed with the
same calcium spike producing mechanism. However, physiological and mor-
phological studies have lead to the discovery of a number of important differ-
ences. These manifest in particular in the timescales of inactivation of the t-type
calcium channels, which is generally slower in RE neurons [35, 134]. Further-
more, recent detailed modeling studies of these types of neurons have shown
important differences in which afferent stimuli are able to trigger bursts in RE
and TC neurons [38]. This is based on the location of both the t-channels as
well as the excitatory and inhibitory synapses from different sources [72, 73].
We try to capture these results in a simplified fashion by changing the neurons
deinactivation threshold Eh in relation to its resting potential EL.
In our reticular neurons the resting potential lies below its deinactivation
threshold. This means that the neuron will be effectively hyperpolarized at rest.
For our reticular neurons to spike tonically constant depolarizing input is re-
quired to keep the neuron from going back to resting level and t-channels dein-
activating. Furthermore, under resting conditions sporadic excitation leads to
the emission of bursts with a high probability similar to observations in vivo
[42].
In contrast, in the relay neurons the deinactivation threshold lies below the
resting potential. At rest these cells do not deinactivate t-channels. Correspond-
ingly, sporadic excitation does not lead to bursts but can only trigger tonic spik-
ing. Active inhibition by means of GABAergic synapses, on the other hand,
can effectively hyperpolarize these neurons and lead to the deinactivation of t-
channels. Release from hyperpolarization then activates the channels and leads
to bursts.
In conclusion, our neuron model exhibits the following characteristics. Tha-
lamic reticular neurons can only burst in response to excitation, if the back-
ground afferent excitation is low enough to allow the passive leak currents to
hyperpolarize the cell below the t-channel threshold. Thalamic relay neurons
can only burst after release from a period of active inhibition. The relationship
of the parameters and thresholds is illustrated in Figure 4.1.
Example traces from two representative model neurons are shown in Figure
4.1D.
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4.3 Results
4.3.1 Normal
In order to get a realistic estimation of the free parameters in the model it is
important to benchmark the network behavior against data collected in vivo and
in vitro. The mammalian thalamic network in its simplest setup should be able to
produce two different regimes, one relating to the desynchronized tonic mode
that carries information faithfully from the periphery to the primary sensory
areas in the neocortex and one mode relating to sleep oscillations. The latter
has been hypothesized to be based on intrathalamic network interactions. We
use these modes to calibrate the system. Manipulations carried out to reproduce
the pathological network states are based on the same parameter sets as in the
healthy tonic and sleep modes.
Tonic state
The thalamus is the central hub that transmits information from the periphery
to the primary cortical areas. In the awake monkey, thalamic neurons in pri-
mary relay nuclei tend to spike tonically [102]. Stimulus dependent activation
in afferent fibers should then lead to proportional activation in thalamic neurons
with a minimum of bursting. The awake healthy state is defined as the param-
eter set that shows tonic spiking in response activation from the periphery in
combination with a minimum amount of bursting. This behavior can be seen in
Figure 4.2A. Neurons spike tonically in a decorrelated fashion. Oscillations are
small because the recurrent negative feedback from RTN to the relay nuclei is
comparatively small with tonically spiking RTN cells.
Spindle sleep
Sleep rhythms are a classic example of rhythmic oscillations found in the mam-
malian thalamus. A special case are the spindle sleep oscillations that oc-
cur at the transition from wakefulness to sleep. The underlying mechanisms
have been investigated in many studies both theoretically and experimentally
[7, 25, 37, 44, 128]. The oscillations observed in the EEG of sleeping sub-
jects are assumed to be generated by the intrathalamic feedback loop between
thalamic relay and reticular nuclei. This loop becomes active especially under
conditions of neuronal hyperpolarization, which leads to increasing amounts of
bursting as discussed above. Neuromodulation by deep brain nuclei has been
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hypothesized to be responsible for a shift of the thalamic neurons resting poten-
tials at the onset of sleep [36]. Bursts in the thalamic relay and reticular nuclei
have been shown to efficiently recruit and drive each other [37]. Burst in the tha-
lamic reticular neurons can cause strong prolonged inhibition in the reciprocally
connected relay neurons. Upon release of this inhibition a rebound burst is trig-
gered, that excites the reticular neurons and re-initiates the cycle. The circuits
that are engaged in this oscillation are synchronized by divergent intrathalamic
connections as well as cortical feedback. Spindle oscillations have been shown
to occur at a frequency between 7 and 14 Hz.
The current model provides a correlate of spindle-like oscillations at a fre-
quency of roughly 10 Hz under conditions of decreased cortical excitation in
the RTN (Figure 4.2B). The reduced RTN activation leads to hyperpolarization
in individual RTN neurons and hence more burst firing (Fig. 4.2D). The result-
ing bursts are very effective in driving rebound bursts in the SP and especially
the NSP relays. Divergent connectivity is able to synchronize the bursting be-
havior and the resulting network oscillation shows highly synchronized peaks
occurring every 100 ms (Fig. 4.2C). The interburst interval is dependent on the
time-course of reticular inhibition on the thalamic relay in combination with the
time-constant τh2. Note that RTN and NSP neurons are bursting on almost every
cycle of the oscillation. The 10 Hz measured here can be considered to be the
frequency with the maximum amount of bursts as determined by the physiolog-
ical properties of thalamic neurons.
The spindle-mechanism shown here is akin to the network behavior ob-
served by other researchers [37]. The factor that leads to a transition of the
system’s state to spindle-like oscillations is relative hyperpolarization in the
reticular nucleus. In vivo, this is likely to be based both on a decrease of cortical
input as well as changes in the neuromodulatory climate at the onset of sleep
[36].
The classical waxing-and-waning structure of spindle oscillations is largely
absent in the data shown in Figure 4.2. This is not surprising since the enve-
lope observed in spindle oscillations is usually attributed to calcium-deactivated
cation currents [32] that are not present in our neuron model. However, the
current model has an interesting feature that can produce waxing-and-waning
envelope oscillations without the inclusion of more ion channel types. Under
certain parameter settings the oscillations produced by the model can interfere
with the burst generating mechanism. The more synchronized the oscillation the
less neurons are recruited in bursts. This leads to an overall delayed desynchro-
nization which produces a waxing-and-waning structure to the 10Hz spindle
oscillations (data not shown).
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Figure 4.2: Model behavior under different activity regimes. (A) shows a spiking
activity raster of the model under awake parameters with the PSTH activity in 10
ms time bins. Decreasing the excitatory random input leads to synchronized os-
cillations (B). These typically occur at a frequency of 10 Hz (C), independent of
model parameters. (D) shows the relationship between the number of LTS bursts
occurring in the model and the amount of random input into RTN.
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The transition to oscillations in the delta frequency band, associated with
deeper sleep states is not reproduced by the current model as it is dependent
on complex interactions of network activity with metabotropic GABA receptors
not simulated here.
4.3.2 Dysrhythmia
Neurogenic pain in thalamocortical dysrhythmia is triggered by a local decrease
in excitatory afferent thalamic input. It has been suggested that this has a di-
rect effect on the reticular nucleus in which neurons are particularly sensitive
to decreased levels of excitation [63]. Because the resting potential of model
RTN cells lies below the threshold for deinactivation of calcium channels, the
decrease in activation in combination with sporadic cortical excitation is a po-
tent burst generating mechanism. This is comparable to the change in excitation
during the sleep state of the model. In contrast, in the TCD state the input to
a number of thalamic relay cells, both specific and non-specific, is cut while
others are left intact. Whereas in the sleep model the input from cortex to RTN
was decreased, in the TCD state this occurs in an indirect way, by decreasing
input to local areas of SP and NSP. These deafferented areas are ideal breeding
grounds for low-frequency bursting oscillations, as they not only lead to hyper-
polarized RTN neurons but are also especially prone to produce rebound bursts
in response to recurrent RTN inhibition. If a critical mass of neurons are en-
gaged in this oscillation the rebound inhibition from RTN can be strong enough
to overcome the excitation present in unaffected areas of NSP by means of the
divergent RTN→NSP connections and lead to a spread of the oscillation to other
previously unaffected areas of the thalamic relay.
In Figure 4.3 we cut 20% of the afferents to both the specific and non-
specific thalamic relays. This leads to a subsequent entrainment of the unaf-
fected parts of the network. Furthermore, in the non-specific relay there is an
overall increase in the bursting activity even in unaffected regions.
This bursting occurs at a frequency of 5 Hz in correspondence with elec-
trophysiological measurements in patients suffering from TCD [83, 66]. The
specific oscillation frequency is lower than during the spinde-sleep rhythms as
generally less neurons are involved in the oscillation and the net inhibition from
reticular neurons to the relay neurons is lower. The overall system is more noisy
due to the aberrant excitation from unaffected neurons interfering with the os-
cillations. This reduces the oscillation frequency to pathological levels.
Crucial for the development of bursting and hence synchronized oscilla-
tions is the deafferented area in the NSP. Consequently, lesions in this area are
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Figure 4.3: (A) Spiking activity raster under three different regimes (dashed verti-
cal lines indicate parameter transitions). Selective deafferentation of relay neurons
leads to TCD-like states with relay oscillations around 5Hz. (B) Fast Fourier trans-
formation of spiking activity of the thalamic relay neurons. Switching off the non-
specific nucleus rescues the system. (C) shows the amount of bursts in all three
neuron groups with different amounts of deafferentation. At 100% deafferentation
the network is silent.
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the most effective in decreasing the amount of pathological bursting and low-
frequency oscillations. This is shown in Figure 4.4. The efficiency of lesions in
NSP is dependent on the amount of overlap this lesion has with the deafferented
area. This is consistent with clinical observations.
4.3.3 Controls
Two factors shape the activation regime of the model. Firstly, the amount of
afferent excitatory input puts thalamic neurons in one of three states: tonic spik-
ing, bursting, or quiescence. These modes have been explored above. The in-
trathalamic connectivity is then responsible for the generation of synchronous
rhythms or decorrelated activity, depending on the efficacy of intrathalamic
synapses as well as the network topography.
The activity regimes shown here are based on the assumption that thalamic
bursts are ideally suited to recruit bursts in other neurons via intrathalamic con-
nections. Tonic spikes on the other hand are not. The network is therefore set
up in the following way.
First, excitatory input to RTN is strong and abundant enough to prevent burst
responses in RTN neurons. The required excitation stems from both peripheral
sources via the SP/NSP thalamic relays or from cortical areas above.
Second, recurrent inhibition from RTN to SP/NSP is strong enough to recruit
rebound bursts but only if the presynaptic neuron is bursting itself. Furthermore,
the peripheral excitation needs to be balanced with the recurrent inhibitory feed-
back. In the current model, inhibition is generally stronger from RTN to NSP
than RTN to SP. This is mediated by the larger number of connections between
RTN and non-specific thalamic nuclei [122]. This means that in a heterogeneous
state such as the dysrhythmic model activity, in which some neurons are deaf-
ferented and others are not, RTN bursting feedback is able to recruit thalamic
relay bursts in NSP but not in the unaffected parts of SP. In the homogeneous
sleep state, on the other hand, the amount of feedback is enough to overcome
excitation even in SP leading to oscillations recruiting the whole thalamus.
In Figure 4.5 we show this interdependence of excitatory relay-reticular and
inhibitory reticular-relay connections. Bursting occurs as an interaction of exci-
tation and inhibition as the feedback loops are recruited in bursting oscillations.
4.3.4 Extrapolation
One feature of the model presented above is that it allows extrapolation to other
types of treatment for the symptoms associated with thalamocortical dysrhyth-
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Figure 4.4: Effect of the location of the lesion. The more the surgical removal of
NSP overlaps with the area affected by the deafferentation the better the improve-
ment of the post-surgical condition in terms of the amount of bursting in all thalamic
nuclei.
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Figure 4.5: Effect of connection strength between thalamic nuclei. Lighter areas
signify more bursts. The light area at the bottom corresponds to extreme activation
of the model with very high spiking frequencies, undistinguishable from bursts.
mia. Phantom limb pain is a special case of neuropathic pain that is character-
ized by severe pain after the amputation of a limb. In some patients the pain
sensation can be chronic and resistant to conventional therapies.
The famous mirror box by Ramachandran and colleagues provides patients
suffering from phantom limb pain with visual input of a healthy hand [101].
This input is showing a mirror image of the healthy hand in place of the am-
putated hand to the patient. CL is known to receive multimodal input and
it is hence feasible that visual input from the amputated hand will depolarize
deafferented areas in CL. This depolarization can counteract the generation of
low-frequency bursting oscillations by indirectly preventing hyperpolarization
in RTN. This is shown in Figure 4.6. After the deafferentation phase, external
excitatory spikes are fed into the NSP and replace the missing input from the
deafferented limb. RTN neurons are depolarized and switch from the patholog-
ical bursting back to tonic spiking.
Note, that under these conditions bursting occurs in the deafferented SP-
RTN circuits. Overall bursting in the thalamus is decreased by the excitatory
input and there is less synchrony due to the NSP-RTN circuits not being in-
volved.
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Figure 4.6: Multimodal excitation rescues the system. Left panel: The more ex-
citatory input the stronger the decrease in the amount of bursts. Right panels:
example spike plot and PSTH of a deafferented, dysrhythmic system, rescued by
multimodal excitation delivered to NSP. The vertical line marks the onset of stimu-
lation.
4.4 Discussion
We have shown a biologically inspired computer model of the mammalian tha-
lamus that is able to switch between different activation regimes in response to
physiological and pathological manipulations. Furthermore, we are able to cap-
ture a number of prominent phenomena with a highly simplified neuron model
and network architecture. The proposed mechanisms might explain the robust-
ness of both healthy and pathological oscillations in the thalamocortical system.
The data presented here has a number of interesting emergent features that
are also found in in vivo studies of the same system.
Firstly, the network oscillations produced by manipulations in both the healthy
and pathological part of the model show the same frequency shifts as is observed
in TCD patients. The sleep state is characterized by oscillations in the alpha fre-
quency band. This is a direct effect of the physiological properties of the neuron
model, namely the time-constant of t-channel deinactivation. Because the whole
network is engaged in the oscillations the recruitment of individual cells can oc-
cur on each cycle with a high reliability. Hence the frequency approaches the
maximum permitted by the physiological properties of the model neurons.
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In the TCD state the oscillation frequency decreases towards the theta band.
Here the number of neurons engaged in the generating mechanism of the os-
cillation is smaller than during the sleep state. Individual neurons are recruited
less reliably with an overall decrease in synchrony. The recruitment of circuits
is less tight and hence slower leading to an oscillation frequency in the theta
band as is typically observed in patients suffering from TCD. In this scheme the
theta rhythmicity is a direct effect of the noisy conditions in the awake brain.
A second feature of the model is that total deafferentation of the thalamus
from peripheral inputs does not lead to TCD (Figure 4.3C). This is in accordance
with the observation that TCD tends to be rare in quadriplegic patients in which
a large part of the somatosensory inputs have been deafferented. In the model,
this is based on the fact that RTN neurons need sporadic excitation from the
thalamic relay areas SP/NSP to start the recurrent bursting mechanism.
Thirdly, in the current model, the deafferented NSP area is the driver of the
oscillations that can then recruit larger thalamic areas. It is here that the most
bursts occur and it is also this region that needs to be silenced in order to achieve
recovery from the TCD state. This is consistent with data from studies looking
at the amount of bursting in patients suffering from neuropathic pain. Here, the
most bursting has been found in the posterior part of CL and this has also proved
to be the most efficient target for surgery [71, 62]. In comparison, in the model
the factor that determines the efficacy of the surgery is the amount of overlap of
the lesion with the deafferented areas (Fig. 4.4).
Fourthly, the model captures the observation that there is generally more
bursting in the non-specific parts of the thalamus than in specific neurons [71,
83, 102, 63]. In general, the RTN inhibition triggered by the increase in bursting
has a larger inhibitory effect on the NSP parts and hence is able to overcome the
incoming peripheral activation even in parts that are not affected by the deaf-
ferentation. In comparison, the SP part of the model is only affected in the
deafferented region. The remaining peripheral activation is not overcome by
the burst triggered RTN→SP inhibition, hence allowing spared signal transduc-
tion from periphery to primary sensory cortex. This is in accordance with in
vivo observations from patients in which specific somatosensation is spared in
the body parts that have not been deafferented. The increase in bursting in the
non-specific thalamic areas, on the other hand, provides a fitting correlate for
the affective dimension of pain thanks to thalamocortical and corticothalamic
divergence of the paralimbic system.
Fifth, the current model is sensitive to the amount of cortical excitation
reaching the reticular nucleus after surgery. At low levels of cortical excitation
the model is not able to recover from the bursting mode and hence the rhythmic
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oscillations carry on indefinitely. In the clinic, the functional neurosurgical in-
tervention is in the majority accompanied with psychotherapeutic treatment of
the patients. It is feasible that this treatment adds to the amount of associative
non-specific activation that reaches the RTN and NSP from paralimbic cortical
areas.
Apart form replicating patterns of observations from patients the model also
enables us to generate testable predictions about TCD and its therapies. Mainly,
the models’ behavior is dependent on the net afferent excitation in the different
areas of our thalamic model nuclei. The relative amounts of incoming excita-
tory spikes allow for the generation of bursts on the one hand and the cessa-
tion of oscillations after surgery on the other hand. In general, we make the
prediction that desynchronized excitation is beneficial to the prevention and re-
covery of TCD as it limits the amount of bursts that are being generated in the
thalamus. Furthermore, the current model is sensitive to both the specific con-
nectivity pattern between NSP and RTN. Our simulations have kept this pattern
constant, but changes in the connectivity can have large effects on the model
behavior. It is feasible that there are certain connectivities that are more bene-
ficial to the generation of TCD than others. This could explain the fact that not
all deafferentations lead to symptoms of the TCD type. Perhaps a genetic pre-
disposition could be manifested in the density of connections between thalamic
reticular and non-specific thalamic nuclei. Along the same lines the efficacy
of GABAergic synapses in the thalamus play an important role in the genera-
tion of rhythmic oscillations. A minimal strength of inhibition is crucial for the
development of self-reproducing bursting oscillations. This could be tested by
specifically altering GABAergic inhibition in the thalamus by pharmaceutical
means. In fact, many epileptic drugs work as GABA antagonists.
In the interest of simplicity, here, I have abstained from closing the thala-
mocortical feedback loop that has been shown to be involved in the spread and
synchronization of brain states such as non-paradoxical sleep. The burst gen-
eration mechanism employed by our model is easily extensible with cortical
feedback in that the reentrant excitation is likely to be highly correlated with
efferent thalamic excitation. Since the RTN neurons are particularly sensitive to
rhythmic excitation, closing the thalamocortical loop is likely to produce stable
rhythmic states.
This is also bound to have consequences on the balance of excitation and
inhibition in the cortex and might be used to model the generation of positive
symptoms of TCD through corticocortical inhibition [78].
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Chapter 5
Cortical Activation and Positive
Symptoms in TCD
5.1 Introduction
In the previous chapters we have seen how small changes in the input statistics to
the specific and non-specific nuclei of the thalamus can lead to drastic changes in
the behavior of thalamic neuron populations. Decorrelated tonic spiking activity
can be transformed into highly synchronous slow frequency oscillations. The
state of the thalamic system will have a strong effect on the activity of neurons
in the overlying layers of cortex.
Thalamic nuclei project mainly to layers IV and VI of the cortical sheet. The
neurons in layer VI are assumed to be projecting straight back to the thalamus,
thereby closing a direct feedback loop. This has been argued to be an important
factor in the synchronization and spread of sleep rhythms [25]. Neurons in layer
IV on the other hand are a hub for intracortical connectivity. The neocortex is
widely accepted as the seat of higher cognitive function in the brain.
In the same way that the thalamus is responsible for the generation of low-
frequency rhythmicity in TCD, interactions at the level of the cortex are respon-
sible for the development of symptoms like pain, tremor, tinnitus etc. These
symptoms are known to clinicians as positive symptoms because they indicate
increased levels of activity in affected areas of the brain. Here we run into a
paradox. How is it that the slowing of oscillations coupled with long periods of
decreased activity associated with thalamic throughput in TCD can lead to an
overactivity in the cortex?
The answer to this question lies in the dense interconnectivity between neu-
rons in the cortex. Primary sensory cortices of different modalities have been
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shown to include both excitatory and inhibitory connections. These can then
lead to the shaping of spatiotemporal receptive fields and the propagation from
one stage of sensory processing to the next.
Excitatory and inhibitory neurons balance afferent activation in the cortex to
provide stable activity without complete suppression or activation. The switch
from healthy activation to TCD activation has been assumed to alter the balance
between excitation and inhibition in a way that produces aberrant activation
in areas adjacent to the ones affected by the TCD [77, 78], called edge effect
[49]. This hypothesis is based on the change of inhibition between affected
and healthy thalamocortical columns. Low-frequency activation is supposed to
be less efficient in driving inhibitory networks than high-frequency activation.
Low-frequency in one column will hence lead to a decrease in inhibition in the
neighboring columns. Furthermore, this decrease of inhibition will cause an
increase in activation which in turn serves to inhibit the low-frequency column
even further. This has been termed the edge effect in TCD [78].
Unfortunately, authors of previous papers describing this phenomenon have
not been clear about what features of the altered thalamocortical stimulation is
causing the edge effect, mixing up net activity with dynamical factors [78]. Net
activity, is the overall effect that activity spikes at low-frequencies will carry
less energy than activity spikes at high energies. Even if one takes into account
the efficacy effects found at thalamocortical synapses in layer VI in response to
thalamic bursting [15] there will overall be less excitatory synaptic events than
under awake gamma oscillations. The dynamical effects of changing oscillation
frequency are less clear. Different spike times can have significant impact on
intracortical synchronization and hence spiketime-dependent plasticity effects.
In vivo, there are a number of complicating factors. Firstly, of course exci-
tation and inhibition coexist in cortex. A decrease in activation in TCD-affected
columns will therefore also have an effect of decreasing lateral excitation - coun-
teracting the effect of decreased inhibition. In order for an edge effect to occur it
is therefore necessary to introduce heterogeneous excitation and inhibition. In-
deed, it has been shown that - at least in primary visual cortex - inhibitory con-
nections tend to terminate in close proximity to the presynaptic neuron, whereas
excitation tends to be sparser and connect in a more widespread fashion.
A second complicating factor is the dynamical component referred to above.
It is not only the net activation that matters but also the temporal structure of the
input. Cortical neuron ensembles in the awake brain tend to oscillate in the
gamma frequency range. This is likely based on the specific membrane time-
constants and synaptic dynamics in cortical excitatory-inhibitory networks. This
will not only change the effectiveness of input during different phases of the
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oscillation but can lead to harmonic effects as well.
Here we want to investigate on the one hand what neural architectures can
support an edge effect as has been hypothesized in the literature. Furthermore,
we want to take a closer look at the dynamical effects that might be involved in
such a mechanism.
5.2 Abstract model
Cortical architecture tends to be more complex than the relatively homogeneous
connectivity patterns found in the thalamus. For this reason accurate modeling
of cortical processes requires a different approach than was used in the previous
chapters. In order to gain a basic understanding of the interaction between ma-
nipulations of cortical stimulation and network architecture we need to choose
a level of modeling that approximates our understanding of cortical function. In
this section we will therefore model cortical activity in a more abstract form.
We assume that cortical architecture is clustered into small functional units with
dense internal connections along the lines of cortical microcolumns [40]. These
units are functionally connected to surrounding areas by means of excitatory
and inhibitory connections.
5.2.1 Model setup
Unit definition
Instead of modeling the spiking dynamics individually we will firstly resort to
a mean field approach, assuming that activity levels within functional units will
not differ significantly amongst each other. Units integrate incoming activity. In
the absence of afferent input the activity of units dissipates exponentially:
dAj
dt
= −Aj/τ + Sj + Iext (5.1)
withA being the units activity level and τ being the membrane time constant
of the unit. S represents the synaptic input from the other units in the model and
Iext is the external input from thalamic and other sources.
Sj =
N∑
i=1
f(Aiwij) (5.2)
where f(x) is an arbitrary function of the input-output relationship of the
model units, which is here assumed to be
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f(x) =
{
x if x > 0,
0 if x ≤ 0. (5.3)
and wij is the connection weight matrix from neuron i to neuron j.
Model connectivity
The connectivity employed here aims to capture the interplay between excitation
and inhibition in the cortex. The general consensus about cortical connectivity
at an abstract level is that local dense inhibition balances with sparse long range
excitation. This is captured in a connectivity function described by a difference
of gaussians (see Figure 5.1):
wij = γexc
1
σexc
√
2pi
exp
(
−(i− j − µ)
2
2σ2exc
)
−γinh 1
σinh
√
2pi
exp
(
−(i− j − µ)
2
2σ2inh
)
(5.4)
where γx is the excitatory and inhibitory efficacy, and σx is the width of the
gaussians. The quantity i− j denotes the distance of individual nodes in the 1D
model. This connectivity profile allows us to approximate different connectivity
forms in cortex with a minimum of free parameters.
In the simulations presented next we connect together 100 units of the de-
scribed type in a one-dimensional array. All simulations could of course be ex-
tended to involve two dimensions. In order to avoid boundary effects we wrap
connectivity around at the borders.
Stimulation
The working hypothesis as initially proposed by Llinas [78] is that normally
functioning units tend to oscillate at a frequency of roughly 40Hz. This is an
interaction of intrinsic sub-threshold oscillations as well as thalamocortical res-
onance. We mirror this behavior in our model by supplying excitation to each
unit with a frequency of 40 Hz. Each unit receives this activation unsynchro-
nized with the other units, i.e. the phase of each stimulation is randomized at
the onset of each simulation.
In the dysrhythmic brain, local areas of thalamus are deafferented and hence
switch into a mode characterized by low-frequency bursting oscillations (see
previous Chapters). The normal 40 Hz resonance is hence converted into a
strong 4 Hz synchronized activation. We model this by changing the input ac-
tivity of some affected units to occur at said 4 Hz.
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Figure 5.1: Typical example of a connectivity profile in the current model is esti-
mated by a difference of Gaussians function that can be shaped by four indepen-
dent free parameters (σexc = 10;σinh = 5; γexc = 1; γinh = 1).
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Figure 5.2: Profile of average activity of each unit after 3s model time. The unit af-
fected by the dysrythmic low-frequency input (unit 79) affects the surrounding units
to show a halo of overactivity that is the edge effect. We quantify this by measuring
the area between the profile and the average activity (dashed line) marked in blue,
but neglect the decrease of activity caused by the edge effect in other regions.
(N=200)
5.2.2 Measuring the edge
In the following investigations we will need to quantify the edge effect in rela-
tion to the free parameters of the model. For this we measure the increase of
activity levels from baseline outside of the central depression area caused by the
dysrhythmia. This is illustrated in Figure 5.2. Lower levels of excitation in one
neuron will systematically change the input to its postsynaptic units, depending
on its connectivity profile. The short-range inhibition will be decreased leading
to an increase in activity in the areas in its immediate vicinity. Furthermore,
a decrease in excitation coupled with an increase in inhibition of more distal
connected units causes lower activity in distal areas.
5.2.3 Results
Edge effect demonstration
We firstly want to demonstrate the edge effect in a model setup as described
above. We implement a connectivity profile of short inhibition and long excita-
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tion and excite all units with activity spikes at a frequency of 40 Hz. Units are
here assumed to be desynchronized and have a random phase difference. One
unit in the center of the network receives a 4 Hz input instead of the 40 Hz input.
This changes the balance between lateral excitation and inhibition in the imme-
diate vicinity of this dysrhythmic unit, leading to a halo of over-activity. This is
the edge effect in a static setting. Note that synchronization and frequency ef-
fects do not affect the model behavior apart from a change in net activity. In the
following paragraphs we will investigate the behavior of this model in response
to the manipulations of a number of free parameters. It is also important to note
at this point that the effect is a consequence of altered balance between model
units. The underlying assumption is that in a normal state the activity of cortical
units balances with the activity of other units, only allowing peaks and troughs
in response to external stimulation. In the resting state the model should be in
equilibrium. The change in input dynamics under pathological conditions can
then lead to a systematic bias in activity of some units. This is manifested here
in the form of the edge effect.
Noise
In addition to the regular 40/4 Hz stimulation of the model it is also possible
to simulate more realistic conditions by introducing noise. The effect that this
noise will have on the edge effect is not easy to predict. On the one hand,
noise can have a depolarising effect on deafferented areas thereby decreasing
the amount of disinhibition on the edge. On the other hand, the extra input stim-
ulating unaffected units will also lead to more inhibition in the deafferented area
with a potential to exacerbate the edge effect by leading to even lower activa-
tion levels. We investigated this systematically with the model by changing the
amount of white noise stimulation of all units in the model. Results are shown in
Figure 5.3. The amount of noise increases the amount of excess edge-activation
linearly.
Size of affected area
The size of the area affected by the TCD, i.e. the size of the area receiving 4Hz
instead of 40Hz input, has a marked effect on the strength of the edge effect.
The more units are subjected to the low-frequency input excitation the stronger
the disinhibition on neighboring areas. Furthermore, inside the epicenter there
can now be disinhibition effects triggered by excitation from distal units that
are met with a strong decrease of inhibition within the affected area. This is
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illustrated in Figure 5.3. The strength of the edge increases with the size of the
deafferented area.
Range of excitation vs inhibition
In the simulations shown above we have resorted to the classical proximal in-
hibition against distal excitation connection profile. This setup is beneficial to
the existence of an edge effect as it emphasizes inhibition over excitation in the
difference of gaussian connectivity (wide Gaussians will have a lower peak than
narrow Gaussians). In order to investigate the effect that specific connectiv-
ity has on the edge effect we can alter the relative strength of inhibition versus
excitation in the model. The results are shown in Figure 5.4.
The saturation seen in the Figure is based on the strength of relative exci-
tation. A gaussian of lower width has a higher amplitude. This introduces a
large amount of excitation into the model, more than can be balanced with the
longer range inhibition. This could in theory be counteracted by increasing the
amplitude of inhibition in relation to the excitation.
5.3 Edge effect in a spiking network model
The simple model described above exhibits stable edge effects for all connec-
tivity patterns as long as excitation is less local than inhibition (Figure 5.4). An
abstract model like the one described above requires a large amount of simpli-
fying assumptions regarding the inter-unit connectivity and the homogeneity of
intra-unit neurons. In order to investigate the effect of single-neuron dynam-
ics on the edge effect we extended the abstract model to incorporate spiking
excitatory and inhibitory neurons.
Neuron model
In order to investigate dynamical effects in the interplay of different types of
cortical neurons we need to employ a cell model that captures the different dy-
namics of these neurons while at the same time limiting the number of free
parameters.
The neuron description by Izhikevich [58] fulfills these requirements. Each
neuron is based on a simple two-dimensional system of differential equations
described by
dv
dt
= 0.04v2 + 5v + 140− u+ Isyn (5.5)
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Figure 5.3: The effect of the size of the TCD-affected area and noise on the edge
effect. Top: Increasing the strength of the noisy excitation exacerbates the edge
effect. Bottom: Increasing the size of the deafferented area also increases the
edge effect, albeit non-linearly.
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Figure 5.4: The range of excitation and inhibition has a direct effect on the strength
of the edge effect. If inhibition is longer range than excitation the network saturates.
In contrast, the edge effect is produced ideally by a value in the middle of the non-
saturated zone.
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Dynamics A B C D
Regular-spiking 0.02 0.2 -65 8
Fast-spiking 0.1 0.2 -65 2
Table 5.1: FS/RS parameters of Izhikevich neurons.
Figure 5.5: FS/RS dynamics of Izhikevich neurons [58]. Regular-spiking neurons
show adaptation and overall lower firing frequencies under equal stimulation than
fast-spiking neurons.
du
dt
= a(bv − u) (5.6)
Similar to the integrate-and-fire neurons described above the neurons mem-
brane potential v and the recovery variable u are reset after every spike so that
if v ≥ 30 mV, then v = c and u = u+ d (5.7)
In this way the behavior of the neuron model can be completely character-
ized with four parameters a, b, c, and d (see [58]). We chose parameters (Table
5.1) to model both regular spiking (RS) and fast spiking (FS) behavior (Figure
5.5). Regular spiking neurons exhibit tonic spiking with adaptation whereas
fast-spiking neurons have lower thresholds and don’t adapt their spiking rate to
prolonged stimulus exposure. We assume that excitatory cortical neurons are of
RS-type and inhibitory interneurons are of FS-type.
Network architecture
Our network consists of 2 layers, one containing 16x16 excitatory and the other
containing 8x8 inhibitory neurons. This preserves the ratio of 4:1 cortical ex-
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excitatory range (=6)
inhibitory range (=6)
Figure 5.6: Network architecture in spiking model of neocortex (1D representation
for simplicity). Red circles represent excitatory and blue circles inhibitory neurons.
Each cortical module (enclosed by dashed line) consists of 4 excitatory and 1
inhibitory neuron that are reciprocally connected. Interactions happen by means
of lateral inhibitory and excitatory connections with excitatory and inhibitory range
expressed in terms of excitatory neurons. Round arrows: inhibition, sharp arrows:
excitation.
citatory to inhibitory neurons as observed throughout mammalian cortex. We
represent a cortical column by a quadruple of excitatory neurons reciprocally
connected to one inhibitory neuron (see Figure 5.6).
Cortical columns interact by means of excitatory and inhibitory lateral con-
nections, the range of which will be manipulated in the following experiments.
5.3.1 Edge measure
Similarly to the above section we define the edge effect as overactivity in areas
adjacent to a central TCD-affected area. All excitatory neurons receive ran-
dom Poissonian excitation with a rate of 40s−1. The TCD-affected central 5x5
neurons then accordingly only receives synchronized input spikes at 5s−1 as is
predicted from TCD burst generation. We now define the edge as a halo of 2-
neuron width around the central affected 5x5 area. The pooled activity over a
time of 10s is then compared to the average activity of the unaffected surround-
ing area (see Figure 5.7). An edge index is computed by dividing the ratio of
average activity in the edge area with the activity in the surround. Hence an
edge-index of larger than 1 indicates an edge overactivity. In order to statisti-
cally compare the activity levels in edge and surround t-tests were conducted
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Figure 5.7: Edge effect in a spiking model of neocortex. Left: example depiction
of summed activity in the excitatory model neurons. The hotter the color the more
active the neuron over a 10s period. Right: Three areas are defined, TCD-affected
(white), edge (red), and surround (dark red). The activity in the 16x16 layer of
excitatory neurons is measured over 10s and then the ration between edge and
surround is computed, resulting in an edge index.
between the activity of the edge and surround groups of neurons.
5.3.2 Results
Edge demonstration
When pooling the activity of excitatory neurons over a time course of 10 seconds
an edge effect was clearly visible if we chose inhibitory connections to be wider
reaching than excitatory connections (Figure 5.7 left). Note, that the current
network architecture and connection width cannot directly be compared to the
ones in Section 5.2.
The effect of excitatory range on edge activity
In order to investigate the effect of network connectivity on the strength of the
edge effect we systematically altered the range of lateral excitation and inhibi-
tion between model columns while at the same time keeping neuron dynamics
constant. In this experiment excitatory as well as inhibitory neurons were mod-
eled by regular-spiking dynamics. Results are shown in Figure 5.8 (black bars).
The significance and strength of the edge effect is clearly dependent on the lat-
eral excitatory range. While keeping the inhibitory range constant at a value of
6, significant edge overactivation is seen for shorter ranges of excitation.
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Figure 5.8: Edge effect and the interaction between network connectivity and neu-
ronal dynamics. Changing the inhibitory neuron cell type from regular (black bars)
to fast-spiking dynamics (white bars) increases the edge effect and makes it inde-
pendent of network connectivity parameters. (Significance levels **: p < 0.001, *:
p < 0.05)
If excitation is longer range than inhibition a negative edge effect can be
seen (average index smaller than 1), with edge neurons being less active than
unaffected surround areas.
The effect of neuron dynamics on the edge effect
Inhibitory neurons in the cortex tend to have different dynamics than excitatory
neurons. While it is hard to make general comments about each cell type, as
a working hypothesis researchers have modeled excitatory neurons as regular
spiking with threshold adaptation while inhibitory interneurons were modeled
by fast spiking neurons (e.g., [59, 58, 60]).
Inhibitory neurons of the fast-spiking type will have lower thresholds and
will be able to follow fast stimulation regimes more readily than regular-spiking
cells. Here, we wanted to investigate what effect this difference in neuron dy-
namics might have on the edge effect.
As can be seen in Figure 5.8 (white bars), introducing fast-spiking cell dy-
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namics for inhibitory neurons exacerbates the edge effect significantly.
Furthermore, there is an interaction between cell dynamics and connectiv-
ity range parameters. Even under conditions which previously lead to negative
edges (long excitation) the fast-spiking inhibition produces significant positive
edges.
5.4 Discussion
Here we have shown the feasibility of edges in cortical architectures in response
to changes in the statistics of afferent stimulation. Low-frequency stimulation
can affect the balance between intracortical excitation and inhibition in a sys-
tematic fashion. We have used both an abstract mean-field model as well as a
spiking neuron model to show some of the parameters that have a direct influ-
ence on the existence of cortical aberrant edge-excitation.
Our abstract model enables us to make predictions as to the relationship of
the free parameters in the model: Firstly, the widely-assumed inverse mexican
hat function of intracortical connectivity is ideally suited to produce edge ef-
fects. This is exacerbated by increasing overall activation levels. More activity
leads to more lateral inhibition of unaffected areas further inhibiting the affected
low-frequency stimulated areas. The current model predicts that an external
stimulation of the TCD affected cortex will lead to a strengthening of symptoms
in patients. It is important to note, however, that this might balance with acti-
vation effects in the thalamus shown in Chapter 4. The size of the affected area
has a non-linear effect on the edge effect. While generally the prediction holds
true that the larger the affected area the larger the edge effect there can be sec-
ondary areas of disinhibition within the low-frequency stimulated areas, if they
are large enough. Lastly, we tested the effect of network connectivity on the
edge effect. The simplified structure of the abstract model enabled us to quan-
tify network connectivity with only two parameters. Edge characteristics were
apparent when excitation had a longer range than inhibition. Under converse
conditions the network saturated. This behavior is likely due to the dual effect
that changing the width of individual Gaussian components has on the strength
of the respective connections. The wider the connection width the lower the
net excitatory/inhibitory effect. Hence, short-range inhibition and long-range
excitation also inadvertently implement stronger inhibition than excitation - a
condition that is crucial for the stability of the model. Since this setup is also
likely to be implemented in the biological tissue we conclude that cortical archi-
tectures of this pattern are ideally suited to induce edge dynamics under TCD
conditions.
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In order to further investigate the properties of edge over-activation we ex-
tended the initial abstract results with a more biologically viable spiking neuron
network model. Here we were able to reproduce lateral disinhibition without as-
sumptions regarding cell dynamics only when lateral excitation exceeded lateral
inhibition. The spiking model requires a delicate balance between excitation
and inhibition in order to remain stable. Decreasing central activation caused by
low-frequency TCD-like stimulation lead to a decrease in lateral excitation and
inhibition since in the spiking model the two connectivity footprints overlap.
The development of an edge in this connectivity profile relies on a imbalance
between lateral excitation and inhibition. This is shown in Figure 5.8 where the
lateral excitatory range in comparison to the inhibitory range is inversely and
linearly related to the sign and size of the edge effect. In this scheme the model
predicts that an edge effect is only possible if excitatory connections have a
shorter range than inhibitory connections - a prediction that is at odds with cur-
rent hypotheses about cortical connectivities.
One factor that attenuates this necessity is the spiking dynamics of the in-
hibitory interneurons in the model. When we switched these neurons to fast-
spiking dynamics this lead to edge effects under all connectivity profiles tested.
This is likely due to the fact that the FS dynamics disbalance the network and
predispose lateral connections to have a net inhibitory effect on post-synaptic
neurons. This counterweighs the effect of long-range excitation. The model
predicts that FS spiking dynamics of interneurons is a contributing factor to
symptom generation in patients suffering from TCD.
Overall, the wide range of parameters and network architectures that support
edge behavior lead us to the conclusion that lateral disinhibition effects are in-
deed a ubiquitous phenomenon in the cortex. The persistence with which input
statistics are altered in the case of thalamocortical dysrhythmia probably inter-
acts with cortical plasticity effects to permanently engrave edge dynamics into
the underlying structure.
Chapter 6
General Discussion
6.1 Summary
In the previous chapters I have presented a biologically inspired model of thala-
mocortical dysrhythmia, numerically simulating its genesis, its spread and de-
cline as well as the generation of positive symptoms. While in some areas I
have stuck to the initial descriptions of a TCD framework from the literature
[77, 63], in some places I have altered and extended existing theory. It is no-
table how generic the mechanisms causing the TCD seem to be - even though
our model architectures have been abstract and extremely simplified, replicat-
ing the physiological footprint of the TCD has been easy and did not require
extensive parameter searches. While some of the data that went into the model
design has necessarily been somewhat circumstantial, due to the tight ethical and
temporal restrictions on data collection during surgery on humans, it has nev-
ertheless been possible to build mathematical models of the ideas proposed by
other researchers without conflicting with common physiological and anatomi-
cal knowledge.
Low-frequency bursting generation
In Chapter 3 I have looked at the genesis of low-frequency rhythms in a sin-
gle thalamocortical column in response to manipulations to the afferent exci-
tation. The notion that lack of afferent excitation leads to deinactivation of t-
type Ca2+ channels has been implicit in all previous papers about TCD and yet
has previously not been validated by experimental or theoretical work. In my
model I have shown, how different inter-neuronal circuit setups can interact with
the cell-intrinsic machinery to produce LTS bursts. Furthermore, I have identi-
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fied and compared different hypothetical feedback circuits that could potentially
serve to make such low-frequency oscillations rhythmic and persistent.
From my data, a cortical feedback loop that reinitiates thalamic bursting
is unlikely due to the long delays necessary with such low-frequency activity.
While a 25ms lag of recurrent excitation/inhibition is feasible to warrant the
hypothesis that thalamocortical interactions are responsible for gamma rhyth-
micity in the brain, the long intervals of approximately 200ms between the LTS
bursts would make a delay on a similar time-scale necessary. This of course does
not exclude the possibility that there is a cortical feedback mechanism involv-
ing the indirect corticoreticular thalamic route to make use of long inhibitory
synaptic time-scales to reinitiate burst generation.
Intrinsic mechanisms based on a pace-making cation current that repolarizes
the thalamic neurons is a feasible mechanism for the rhythmic nature of LTS
bursts in TCD. However, this mechanism is highly sensitive to noise, since the
current generated by these ion-channels is rather weak.
The most robust mechanism seems to be the short feedback loop via the
reticular thalamic nucleus. This circuit has been investigated extensively in the
context of sleep rhythms and has been shown to be physiological and robust at
the same time. It has also been shown experimentally that such a circuit can
engage in the generation of slow sleep oscillations that are similar in frequency
to the oscillations observed in TCD.
It is likely that in the biological thalamus different mechanisms interact.
Specifically, the intrinsic bursting mechanism could trigger TCD rhythms in the
case of thalamic hyperpolarization that then subsequently gets augmented with
the more stable inhibitory reticular feedback mechanism. With a combination
of two mechanisms one could combine the simplicity of intrinsic bursting with
the robustness of neuronal feedback circuits.
Thalamic networks and the effect of functional neurosurgery
In Chapter 4 the behavior of thalamic cell ensembles has been investigated under
TCD conditions. Network models are generally harder to setup and control than
the single circuit model presented in Chapter 3. In spite of that, our model shows
remarkable stability. As predicted by TCD theory a simple deafferentation of a
portion of thalamic afferent fibers can lead to the generation of calcium bursts.
This is mediated by the relation of thresholds in thalamic reticular neurons. Our
model predicts that a decrease in excitatory input can effectively hyperpolarize
these neurons and lead to the generation of calcium bursts if the RTN neurons
get depolarized by sporadic cortical or thalamic excitation. The increase in burst
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incidence in RTN can then recruit rebound bursts especially in the non-specific
nuclei of the thalamus of which the central lateral nucleus is a prime example.
This is caused by the particularly dense innervation from RTN to NSP, leading to
the generation of limit-cycle behavior between those nuclei in the way described
in Chapter 3. The specific parts of the thalamus play only a small role in the
generation of pathological rhythmicity and stay largely unaffected by the change
in NSP/RTN behavior - apart from the directly deafferented areas.
Our model is then able to explain the effect that stereotactic neurosurgery
has on the TCD patient. Our model predicts that the pacemaking mechanism
is seated in the NSP-RTN circuitry and that a lesion will be effective if most of
the deafferented neurons get coagulated. This is in accordance with the finding
that the posterior part of CL not only has the highest burst-incidence in TCD
patients but is also the most effective surgical target.
Cortical feedback is neglected in our model for reasons of simplicity. How-
ever, our bursting mechanism is completely compatible with the introduction of
cortical feedback loops whose activity is influenced in part by the afferent in-
put from the thalamus. The entrainment of cortical areas will further decrease
afferent thalamic excitation making hyperpolarization triggered bursting all the
more likely.
Our model also has some interesting implications with regards to the unifi-
cation of psychological and physiological brain disorders. The CL and similar
thalamic nuclei are highly non-specific in their innervation as they receive input
from a wide variety of cortical areas, from specific primary sensory areas to par-
alimbic areas associated with emotional control. It is this interface in which the
interaction between neurological disorders and the emotional state of the patient
can take place. Lack of excitation in the related RTN areas can be mediated by
both peripheral deafferentation but also changes to paralimbic activity. In this
scheme the affective and biophysical dimensions of neurological disorders exist
along the same spectrum.
Along the same lines, I was able to extrapolate to other treatments of dynam-
ical brain disorders such as Ramachandran’s mirror box in which excitation of
deafferented areas by means of multimodal stimulation is an effective treatment
for neurogenic pain in the TCD context.
TCD-caused cortical deinhibition
Lastly, in Chapter 5 I have looked at the mechanisms leading to the production
of positive symptoms in patients suffering from TCD. It has long been recog-
nized that thalamic low-frequency reduction can not in itself be responsible for
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the manifestations of positive symptoms associated with TCD. Llinas et al. have
postulated an edge effect [77, 78] in which local low-frequency stimulation of
cortex disbalances the inherent excitatory-inhibitory equilibrium leading to lat-
eral disinhibition and hence a halo of overactivation around the region affected
by the TCD. This overactivation can then cause symptoms like tremor, pain and
tinnitus that by their very nature require an excess of activity to occur. Evidence
for this effect in vivo or in vitro has been sparse [78], since there are at present
no good animal models of TCD. I built two models in order to investigate what
parameters would make such a mechanism feasible:
I firstly modeled cortex as a continuum of homogeneous units - comparable
to cortical microcolumns - that were laterally connected in a realistic excitatory-
inhibitory profile. The edge effect was clearly visible from the start as long as
cortical excitation exceeded cortical inhibition in range.
I sought to extend these results with a more biologically plausible spiking
neuron model. Again, I was able to produce significant edge effects in TCD
conditions. This relied again on the exact profile of excitation and inhibition
and in addition on the cell dynamics implemented in the model. We found
that fast-spiking inhibitory neurons are more potent in producing edges than the
more generic regular-spiking cell type featuring adaptation.
These results predict that the edge effect relies exclusively in an initial im-
balance of excitation and inhibition that is then exacerbated by the TCD. If all
parameters are equal a dysrhythmia will cause lateral deinhibition as well as lat-
eral deexcitation. In my models, I made use of the particular differences found
in the cortical connectivity architectures. Furthermore, a difference in single
neuron dynamics can also be the cause of such an imbalance. Under the normal
high frequency stimulation regime fast-spiking inhibitory interneurons are more
effective relative to regular-spiking excitatory neurons than under low-frequency
(TCD) stimulation. Hence the inhibitory neurons are more affected creating the
deinhibition necessary for an edge effect.
In fact, if excitatory neurons were modeled as regular-spiking and inhibitory
neurons were modeled as fast-spiking an edge effect was measurable under all
connectivity profiles.
Plasticity
A question we were as yet unable to address is concerned with the involvement
of plastic changes in cortical connectivity in response to prolonged thalamo-
cortical dysrhythmia. Surgical relief of symptoms in TCD tends to occur over
a relatively long time-scale, from days to weeks, and large-scale physiological
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measures like EEG/MEG take up to 12 months to recover from the pathological
state [129]. This indicates that a significant amount of plastic changes have to
take place from the onset of the disease to surgical lesion of the central lateral
nucleus or the pallidothalamic tract.
One feasible mechanism that would allow for such a slow recovery from the
pathological state involves Hebbian learning in and around the TCD-affected
cortical area. Overactive regions are likely to increase synaptic weights be-
tween each other, because of an increased probability of concurrent activity,
strengthening the edge. Over a prolonged period of time this can then lead from
short-term synaptic changes to changes in the morphology leading to long re-
covery times relating to the individual plasticity of the patient’s brain.
6.2 Conclusions
In conclusion, in this work we have provided theoretical evidence corroborating
the notion that dysrhythmic brain states can serve as a general description of
functional neurological disease. This allows us to propose a unified approach
to brain disorders targeting the dysrhythmic pacemakers. The understanding
of such a system will become increasingly valuable in the coming years with
the arrival of focussed ultrasound minimally invasive techniques that allow a
further reduction of intra-operative risk by means of increasing precision and
decreasing invasiveness.
In building a numerical model of TCD we have been able to elucidate some
of the mechanisms previously predicted by abstract theoretical modeling of the
disease and were able to generate testable predictions.
The thalamus is above all a neuronal rhythm machine that is inherently sen-
sitive to changes in afferent input statistics. At the same time the thalamus
provides an interface of all areas of the brain in a small nucleus allowing for
multimodal interactions of different brain systems. Our model shows the poten-
tial effects that both conventional pharmaceutical and surgical therapy as well as
psychological therapeutical techniques can have on the thalamus, in particular
the medial thalamic nuclei.
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Appendix A
Model Parameters
The following tables show the parameters used in the thalamic models of Chap-
ters 3 and 4:
RTN SP NSP
Spiking Threshold (mV) -35 -35 -35
Vm Reset (mV) -50 -50 -50
Leak Conductance (mS) 0.035 0.035 0.035
Leak Reversal (mV) -65 -65 -65
T Conductance (mS) 0.07 0.07 0.07
T Threshold (mV) -64 -66 -66
τh depolarized (ms) 40 20 20
τh hyperpolarized (ms) 100 100 100
Table A.1: Neuron model parameters.
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type τ weight arborization probability
SP input→ SP excitatory 10 0.005 1-to-1 1
NSP input→ NSP excitatory 10 0.005 1-to-1 1
CRX input→ CRX excitatory 7 0.01 1-to-1 1
SP→ RTN excitatory 20 0.02 1-to-1 1
NSP→ RTN excitatory 20 0.01 seed1 0.15
RTN→ SP inhibitory 30 0.03 1-to-1 1
RTN→ NSP inhibitory 30 0.02 seed1 0.15
Table A.2: Connectivity parameters.
awake sleep TCD
SP input (ms−1) 0.5 0.3 0.5
NSP input (ms−1) 0.5 0.4 0.5
CRX input (ms−1) 0.15 0.01 0.15
Table A.3: Input parameters.
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