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The use of probabilistic techniques is the widely accepted approach for 
uncertainty analysis of mathematical models. In EMC studies, numerical 
solutions of equivalent circuit models simplify the rigorous differential equations 
describing their behaviour. The aims of this chapter are two fold. First, to 
provide an introduction to probability techniques used in this thesis. Second, to 
present the basic electromagnetic theory that explains the models used in later 
chapters. The combination of both independent areas of study will establish a 





The concept of a random variable entails a function that has a domain which is 
the sample space of experimental outcomes [3.1]. Alternatively, it is regarded as 
a mathematical quantity that depicts uncertainty. A random variable can 
describe, from the sample space of experimental outcomes, the range of values 
that the probabilities associated with an uncertainty quantity can assume [3.2, 
3.3].  
 
The random variable can take any value between plus and minus infinity 
provided that there are no physical restrictions. For example, the constitutive 
parameters defining relative permeability and permittivity of a material cannot be 
less than unity.  
 
Mathematically, let  be a random variable that expresses all possible outcomes 
from an engineering system.  This transformation is either a one*to*one or one*




the set { } ≤  is an event for any real number  The probability of an event 
where   tends to an absolute value of infinity is zero [3.2]:  
 
{ } { } 0   = +∞ = = −∞ =  
 
Random variables can be classified based on their features into two main types 
[3.1, 3.3, 3.4]:  
 
• 	 	 : These typify the random variables that 
have continuous range of values within a specific interval. In this case, it 
is impossible to find an exact value of the random variable as there are an 
infinite number of possible values. This is the reason why intervals are 
used to ascertain what the likelihood is that a random variable is between 
two known values. The cumulative distribution function (CDF) 	() of a 
continuous random variable  is the probability of the event { } ≤  
and is represented by the expression [3.5]: 	
 
( ) ( )    = ≤  
 
The continuous cumulative distribution function has the following 
properties [3.1 – 3.6]: 
 













                    (ii)                 ( ) ( )1 2 1 2     ≤ <  
 
                    (iii)             ( ) ( )
0
      
+→
+ = ∀  
 
The properties shown in (3.3) – (3.5) above show that 	 () is a 









The derivative of 	 () is another distribution function known as the 
probability density function (PDF) defined as: 
 






Proceeding from the axiom of monoticity of the CDF, it is consistent to 
state that  	()  is non*negative; that is [3.1],	
 
( ) 0  ≥  
 
The properties of 	 () in (3.3) and (3.6) can be adapted to form an 
expression to represent the corresponding PDF as a definite integral over 
the range of real numbers ad infinitum [3.4]: 
 
( ) ( ) ( ) ( ) 1      
+∞
−∞
−∞ < < +∞ = ∞ − −∞ = =∫  
 
The CDF		() can thus be given by an expression from (3.7): 
 
   ( ) ( ) ( ) ( ) ( )0

         
−∞
= − = − −∞ = ∫  
 
The expression of  	()   in (3.6) can be rewritten by taking into account 
that of 	()  in (3.9): 
 
( ) ( )

    
 −∞
= ∫  
 
The PDF 	()  is expressed as a real*valued function of a random variable 
representative of the probability of each point within an interval and the 
total area under it must be one [3.1, 3.4]. The probability that a non*
discrete random variable  lies within a range of two different values 1 









( ) ( ) ( ) ( )
2




          < < = − = ∫  
 
The probability of the event     ≥  can easily be derived from the 
(3.8) and (3.9): 
 
( ) ( ) ( ) ( )1 1

          
+∞
≥ = = − < = −∫  
 
• !		: These are random variables that arise from 
discrete values of a set [3.1]. These are distinct from the continuous types 
as the probability of occurrence of a discrete random variable  can be 
determined by a probability mass function (PMF) () in which the 
random variable is equal to an exact value denoted by [3.4]:	
 
( ) ( )     = =  
where 

  is the ith value of  . 
 
The PMF must obey the inequality [3.4]: 
 
( )0 1 ≤ ≤  
 
In addition to the property in (3.14), the sum of all possible probabilities 
of the random variable must be equal be one. Let  be the total number of 













The discrete cumulative distribution function in which , as shown in 
(3.15), can take on a finite number of values 1,	 2  ,…,	  has the 
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( )
( ) ( )













   
    






























      
=
= ≤ = ∑  
 
       (iii)      ( ) ( )1 2 1 2     ≤ <  
 
                   (iv)              ( ) ( ) ( )  
 
        
−→
= = − ∀  
 
                   (v)                 ( ) ( ) ( )1 2 1
2 
        
−→
≤ ≤ = −  
 
The properties shown in (3.16a) – (3.19) above show that  () is a 
discontinuous, monotonically increasing function from zero to one [3.5].  




0 5 0 1
1 1 2

   


































































The cumulative mass function (CMF) in (3.20) is depicted in Fig. 3.1*B. 
From the diagram, it is clear that the jump at 1 and 2 is precisely the 
probabilities that the random variable is equal to either of these integer 
values, that is 0.5. From (3.19), it is seen that it is a sure event that the 
random variable selected per experiment is between 1 and 2.  
 
The uncertainty analysis of electromagnetic problems usually involves 
the use of the MC method. The sample space of uncertain parameters has 
finitely many elements and as a result any random variable type must be 
of the discrete type and obey the axioms postulated above. However, it 
must be noted that the discrete random variable provides an 
approximation of the continuous distribution functions and a sufficiently 














   
−
−
σ= − ∞ < < ∞
σ π
 
where   is the mean of the distribution and σ  is the standard deviation. Both 
parameters will be studied in later sections.  
 

























(i) The PDF tends to zero as the absolute value of the normal random 
variable approaches infinity. 
 
(ii) The PDF is symmetric about the mean  . This implies for any real 
number 
0
  then ( ) ( )0 0     +− = . 
 
(iii) The mode, that is the value that occurs most in a data set, and the 
mean of the distribution are the same. 
 
(iv) The mean and variance are the parameters that describe the 
distribution. 
 
(v) The mean of the sum of normally disturbed independent variables is 
equal to the sum of the mean of each of the random variables. 
 
(vi) The variance of the sum of normally disturbed independent variables 
is equal to the sum of the variance of each of the random variables. 
 
In Fig. 3*2A, the PDF of a normal distribution is shown for a random variable 
with a mean = 10 and standard deviation = 2. The corresponding CDF is 
presented in Fig. 3*2B. 
 
From [3.5], the 	 	  states that for a sum of independent # 
random variables that are distributed identically with a finite variance tends to a 
normal distribution as the # approaches infinity. This theorem is the main 
motivation for the choice of the normal distribution for most of the case studies 
presented in this thesis as the cumulative effect of many sources of uncertainty 
(without a dominant distribution type) can be modelled by a solitary random 




































The random variable  with an exponential distribution is defined by the PDF 
[3.1, 3.6]: 
 
( ) ( ) 0 0   $  % −λ= λ λ > ≥  
where $ () is a unit step function and  λ is a factor necessary to ensure (3.23) 
satisfies (3.8).  
 
The cumulative distribution function is obtained by substituting (3.23) into (3.9) 
[3.1, 3.4]: 
 
( ) 1   −λ= −  
 
The PDF and CDF of an exponential distribution with λ = 1 are shown in Fig. 3*
2A and Fig. 3*2B respectively.  
 
The choice of the exponential distribution in this thesis is important as the 
random variable is non*negative and therefore typical of the examples used for 
the case studies. This also verifies that the proposed approximation techniques 



































λ = 1 






The tendency of a sample of interest to cluster round a particular value can be 
sufficiently characterised using values associated with mathematical expectations 
called statistical moments. The moments of a particular set of values is the sum 
of integer powers of the values [3.7]. The importance of these parameters is 
innate in the ability to describe the shape of the probability distribution of a 
random variable  
 
The concept of moments can be further elucidated upon analogy with area 
moments used in the calculation of quantities such as centroidal distance, first 
static moments and moment of inertia. In statistics, the origin and the mean are 
common reference points on the measurement axis for the calculation of 
moments. The statistical moments are regarded as a special case of mathematical 
expectation [3.4]. The definition of random variable is incomplete without the 
mention of the mathematical expectation [3.6]. In this section, the moments 
important for probabilistic and statistical studies are provided for both 
continuous and discrete random variables. 
 
The &th moment about the origin, denoted &, of a continuous random variable   
with a PDF 	 () is the expected value for 	
&
	 and is given by [3.1 – 3.6]: 
 
( )& && '     
+∞
−∞
 = =  ∫  
 








 '    
=
 = =  ∑  
 
In the following sub*sections, some moments used to describe the random 










The mean is a very important concept in probability and statistics that denotes 
the average value of the distribution of a random variable [3.3, 3.5]. The mean is 
defined as the first moment about the origin which acts as a representative of the 
central value for the distribution. The mean of a discrete random variable that 
can take a set of values 1,	2,…,	n provides an estimate to the position where 
central clustering occurs. Therefore, the mean is often referred to as the 	
		 of a set of values [3.5]. The proximity of the limiting central 
value to the arithmetic mean of an experiment depends on the number of samples 
considered. The same principle applies to higher order moments of the 
distribution.  
 
A mathematical expression for the mean, denoted  , of a continuous random 
variable  with a PDF  () can be obtained via the substitution of & = 1 in (3.25): 
 
[ ] ( )1  '     
+∞
−∞
= = = ∫  
 
From (3.27), the mean of the exponential distribution in (3.23) is the reciprocal 
of the non*zero parameterλ . 
 
For a discrete random variable  with a probability mass function () the 
substitution of & = 1 yields the expression [3.4]: 
 





  '    
=
= = = ∑  
 
The concept of relative frequency from classical probability theory stipulates that 
the probability an event occurs is the ratio of its occurrences to the total number 
of trials [3.1, 3.4]. This standpoint allows for a modification, consistent with MC 
technique, to (3.28) if all observations are attributed equal weights, that is the 
( )














= ∑  
 
The mean has the same units as the random variable. The median and mode are 
alternative estimators of this quantity especially in cases of poor mean 
convergence with an increased number of sample points. The median is the value 
of the 50th percentile of the distribution and the mode is the value where the 
distribution has the highest value [3.3]. The mean provides specific information 
about a random variable but does not fully characterise it. This is because two 
distinct distribution types might have the same mean. This leads to the 
exploration of other ways to characterise the underlying variable [3.4]. The next 
step upon the characterisation of the central value of a distribution will by 
convention be to define the spread of data around that value [3.7].  
 
For more details on the shape of the distribution, higher order moments about the 
mean are required. In general terms, the &th moment about the mean   of a 
continuous random variable  in (3.28) is the expected value for  ( )& − and 
is given by [3.4, 3.6]: 
 
( ) ( ) ( )& && '       
+∞
−∞
  = − = −  ∫
 
 
The corresponding equation for the discrete random variable  is [3.4]: 
 





'      
=
  = − = −  ∑
 
 
The central moment for an exponential distribution of a continuous random 

















The 	 is indicative of the width or variability of the distribution 
about the central value. In other words, it is an indicator for the closeness of the 
values in the distribution to the mean.  
 
The ), or its square root, the 	), is a measure available 
for the second central moment of data [3.6].  The units of variance are the square 
of the units of the random variable [3.4]. A mathematical expression for the 
variance, denoted 
2σ , of a continuous random variable can be obtained via the 
substitution of & = 2 in (3.30): 
 
( ) ( ) ( )2 22 2 '       
+∞
−∞
 σ =  = − = −  ∫
 
 
For a discrete random variable with equal weights with a mean value as shown in 
(3.28), the variance with the substitution of & = 2 and ( )  = 1  in (3.31) yields 
the expression [3.4]: 
 





'    
=
 σ =  = − = −  ∑
 
 
The value of variance from equation (3.34) is a biased estimate [3.4] as the mean 
of the distribution is known 	 rather than being evaluated from data [3.7]. 
In this case, the average value of many sample estimates of the variance does not 
approach the true value. This situation is rectified using the unbiased estimate 
which is given as [3.4]: 
 





'    −
=
 σ =  = − = −  ∑
 
 
The standard deviation is defined as the *			 	). It has the 
same unitsas the mean of the distribution and the random variable and as a result 







variance [3.4]. The standard deviation, denoted σ , for a continuous random 
variable   is the square root of the expression in equation (3.35): 
 
( ) ( ) ( )2 2'       
+∞
−∞
 σ = − = −  ∫
 
 
The standard deviation from an unbiased estimate of variance, in equation (3.35), 
for a discrete random variable   is:                                                      
             





'    −
=
 σ = − = −  ∑
 
 
The coefficient of variation, , is a dimensionless quantity that is defined as the 
ratio of the dispersion of a data set to the central value. Mathematically, this is 








In cases where there is no convergence with increasing data points then a more 
robust estimator for the width known as average deviation denoted + is 
prescribed. This is defined by the expression [3.7]: 






+ '    
=




The third central moment about the mean describes the symmetry or &,of the 
distribution. The skew unlike other lower order moments is defined in a way to 
make it dimensionless, that is, a pure number that signifies the degree of 
asymmetry of a distribution about its mean. Since the third moment about the 








continuous random variable, , with a standard deviation σ  shown in (3.36) is 
[3.6, 3.7] the ratio of the third moment measured about the mean to the cube of 






   
-&, '   
+∞
−∞
  − −   = = =    σ σ σ    
∫  
 
The skew for a discrete random variable, , with ( )  = 1  and a standard 




























From the skewed probability distributions illustrated in Fig. 3*4, it can be seen 
that the positive (negative) value for skewness connotes a distribution with an 
asymmetric extremity extending outwards towards more positive (negative) axis 
of the random variable. Otherwise stated, the extreme tail of the distribution is 














It is important to note that for any set of   values it is likely that the expression 
in equation (3.41) is non*zero even for an intrinsically symmetrical distribution. 
For an idealised case of a normal distribution, the standard deviation of (3.41) as 
an estimator for skewness is about 15 .  It is good practise to consider valid 
skewness that is many times as large as this [3.7].  The skewness of a continuous 
exponential distribution obtained by substituting  () in (3.40) with that in (3.23) 




The fourth central moment about the mean describes the relative & or 
of a probability density function relative to a normal distribution. This 
kurtosis is a non*dimensional quantity related to the fourth central moment. For a 
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The –3 term in the above expressions makes the value of the kurtosis zero for a 
normal distribution. A distribution is & in nature if it has a )	
kurtosis and that with a /)	 kurtosis is termed &	 [3.7]. Fig 3*5 
illustrates probability distributions with non*zero kurtosis. It can be seen that the 
peaked distribution has a positive kurtosis  
 
The standard deviation of (3.43) for an essentially normal distribution is 96  
but this tends to infinity for many practical distributions as the kurtosis depends 
on a high central moment [3.7]. The kurtosis of a continuous exponential 
distribution obtained by substituting  () in (3.42) with that in (3.23) and this 




There are many electromagnetic problems that involve a dependent variable that 
is a function of one or more independent random variables. The probabilistic 
features exhibited by the dependent random variable are based on those of the 
independent random variables and the functional relationship between them 
[3.4].  The function of a random variable can only be a random variable if the 
following conditions are satisfied [3.1]: 
 









(i) The domain must include the range of the independent random 
variables. 
(ii) The probability at plus or minus infinity is zero. 
(iii) The CDF of the function occurs at outcomes from the sample 




Let  be a continuous random variable with PDF  () and the function 0 = /	() 
is also continuous with a PDF.  () can also be calculated from the following 
[3.4]: 
 
(i) An event{ }0 ≤  can only be defined from a corresponding 
event{ } ≤ . 
(ii) The probability of the event { }0 ≤  is set to be the CDF        
	(). 
(iii) The PDF  () is the derivative of 	(). 
(iv) The range of 0 for which  () is valid is determined. 
 
The random variable 0  has the PDF [3.1, 3.4]: 
 












	() and the Jacobian of the inverse is:  















The CDF of 0 is [3.1, 3.4]: 
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For any value of /
–1
	() where the function /	() has 	roots then (3.45) can be 
rewritten as follows [3.1, 3.4, 3.6]: 
 





















For certain problems, it is essential enough to know only the mean and variance 
of a dependent random variable 0 = /	 (). This can be obtained from the 
probabilistic characteristics of the independent random variable  and the 
mapping properties defined by the function.  
 
The mean or expected value of the function of a continuous random variable  is 
given by [3.1, 3.4 – 3.6]: 
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The variance of the function of a continuous random variable  is given by [3.1, 
3.4]: 
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The standard deviation 
/
σ is the square root of (3.48). 
 
The corresponding expressions for a discrete random variable of (3.47) and 
(3.48) can be obtained as (3.30) was from (3.31). The skew and kurtosis 
expressions for the function /	() can easily be derived by replacing ,  andσ  
with /	(),	E [g	()], and 
/










The analytical solutions for the distribution and moments of a function of 
random variables can be acquired from expressions provided in the preceding 
sections. However, there are scenarios where these methods are not suitable 
since solutions to functions are not available in closed form. In this case, 
approximate methods based on Taylor series expansion can be used [3.4].  
 
The Taylor series expression for /	() about the mean of  is: 
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A detailed description of derivations of approximations of the moments (using 
the Taylor series expansion in (3.49)) of the function of a random variable with 
normal and exponential distributions is presented in Appendix A. It is worthy to 
note that the derivations of the mean and variance of the normal distribution are 
well documented in literature [3.1, 3.4]. The mean and variance of the function 
of a random variable with an exponential distribution on the other hand, which is 
not readily available in literature, have been derived in this thesis. The 
approximations of the skew of the function of a random variable for both 
distributions and the kurtosis of the function of the random variable with normal 









The theory behind electromagnetism is founded on the basic understanding that 
electric and magnetic fields are interdependent. In general, the time harmonic 
representation of electric and magnetic fields propagating at an angular 
frequency ω are given by [3.9]: 
 
 = " '  ω  
 = " 1  ω  
where   is the time variable, '  and 1  are the phasor vectors of the complex 
electric and magnetic field expressions respectively. The boldface terms   
(V/m) and  (A/m) are vector quantities that represent the electric and magnetic 
fields respectively. 
 
The behaviour of electromagnetic fields is described by Maxwell’s equations. 
The simplified time dependent form of these equations (in a source*free region) 
is [3.9 – 3.11]: 
 
0∇ =  
















where   (C/m) is the electric flux density and   (T) is the magnetic flux 
density.  
 
The divergence relations in (3.51a) and (3.51b) are obtained from Gauss’s law 
for electric field and magnetic flux conservation respectively. From Stoke’s 
theorem, the contour integral versions of Faraday’s law and Ampere’s law yield 










The time*harmonic source free equations are obtained from (3.51c) and (3.51d) 
by assuming all quantities as phasors: 
 
2 3"∇ × ω    
2 " ∇ × ω   
 
The interaction between electromagnetic fields and the materials in linear, 
isotopic media are defined by the constitutive relations [3.9 – 3.11]:  
 
0 
2 2ε ε ε     
0 
2 2      
where ε (F/m) is the material permittivity, J (H/m) is the material permeability, 
ε  is  relative material permittivity and J is  relative material permeability . The 
permittivity and permeability of free space are ε0 and J0 respectively. The work 
presented in this thesis relates only to isotropic, non*magnetic materials where   
J =1.  
 
The wave equation for the electric field can be found by taking the curl on both 
sides of (3.52a) and using the relations in (3.52b), (3.53a) and (3.53b): 
 
( )42 " 2 " "∇ ×∇ × − ω∇ × − ω∇ × = − ω ε      
 
The wave number &  = ω ε  (rads/m) is defined as the spatial analogue of 
angular frequency. Using & in (3.54) gives: 
 
42 &∇ ×∇ ×     
 
The left hand side of (3.55) can be rewritten using the well known vector identity 
[3.9]: 
 
22 ∇ ×∇ × ∇∇ − ∇     
 










From (3.51a) and (3.53a), it can be shown that the term 0∇ = . Therefore, 
(3.55) can be reformulated to give: 
 
2 2 0&∇ + =    
 
The wave equation for magnetic fields can also be obtained by taking the curl of 




0&∇ + =    
 
Both (3.57) and (3.58) are referred to as Helmholtz equations [3.9].  
 
The cut*off frequency of resonant structures with rectangular cross*section and 
filled with homogenous dielectrics can be obtained from Helmholtz equations 
[3.9]. The idea in future chapters is to make ε a random variable and study the 
behaviour of cut*off frequency as a function of this random variable. The next 
chapter deals with the statistical analysis of 1*D electromagnetic problems using 
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4  Statistical Analysis of 1D problems 
 
 
The Monte Carlo (MC) method is widely accepted as the conventional way to 
carry out statistical analysis. This involves the development of a computerbased 
model that illustrates the performance of the system under study. In this chapter, 
the onedimensional (1D) TLM technique will be introduced and applied to 
solving a simple electromagnetic problem. The MC method will be used to 
quantify the uncertainty of a stochastic model parameter. The constraints of 
using the method are discussed and a suitable alternative is proposed. The main 
motivation for restricting deterministic considerations in this chapter to one 
dimension is to make it possible to obtain direct predictions at reduced 
computational cost. This will be extended to higher dimensions in subsequent 
chapters.  
 
4.1 OneDimensional (1D) TLM 
 
Numerical modelling allows the solution of real world problems through the use 
of mathematical surrogates. This commences with a problem statement. Once 
this is understood, the features of the problem to be scrutinised are identified. 
The efficacy of the modelling process is linked with the simplicity it provides 
and how favourably it compares with the real behaviour of the system under 
analysis. Verification and ease of obtaining the results obtained are therefore of 
paramount importance [4.1].  
 
The transmission line modelling (TLM) method is an established numerical 
technique exploited to solve electromagnetic field problems [4.1 – 4.2]. The 
technique is a differential method that can be implemented in both the time and 
frequency domains. In both domains, the problem space defined is discretised 
using transmission line segments connected at points referred to as nodes [4.1]. 
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The basic line segment and its discrete TLM equivalent are shown in Fig. 41A 
and 41B respectively.  
 
            
 Fig. 41A Lumped circuit representation of basic line segment 
 
               
Fig. 41B Discrete TLM equivalent of basic line segment 
 
The parameters R and G are passive circuit components denoting series 
resistance and shunt admittance. These can be introduced to incorporate losses in 
the transmission line. In this thesis, all the case studies assume these values to be 
negligible. The parameters L and C are the series inductance and shunt 
capacitance respectively. The link impedance Z0 in Fig. 41B can be related to 








The velocity of propagation u of a wave that travels the length of the line 
segment 5x is [4.1]: 
 
(4.1a) 

















 = =  
 
The interaction between the sampling nodes interconnected by short lengths of 
commensurate transmission line is shown in Fig. 42. For notational 
convenience, the subscript n and k are used to represent quantities at that node 
and time step respectively. The superscript i denotes incident quantities and r 
reflected quantities.  
 
The central node n is connected to its neighbours n – 1 and n + 1 at the left and 
right respectively. The incident voltages on the left and right of the node n at 




n respectively. At the point and instance of contact, 
the incident voltage at n are reflected in the opposite direction of transit. This is 
termed the scattering process. The sum of the forward and backward propagating 
pulses on each line segment constitutes the total node voltage. 
 
    
Fig. 42 Connection and scattering process between adjacent nodes 
 
In order to derive the Thevenin circuit equivalent for the interaction at the node 
n, it is essential to resort to transmission line theory. The voltage pulse injected at 
either end of a line segment terminated by an open circuit is reflected so that the 
total voltage is twice that of the incident voltage. Hence, the Thevenin equivalent 
circuit at node n is presented as shown in Fig. 43. 
(4.1b) 
(4.1c) 
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Fig. 43 Thevenin equivalent circuit for transmission line section in free space  
 
The application of Millman’s theorem [4.3] to the circuit in Fig. 43 makes the 







k n k n
i i










The total voltage to the left and right of the node n  is the same and equal to the 
voltage at the node centre as shown in Fig.43: 
 
k n k n k n
VL VR V= =  
 
The total voltages on the left and right of the node n, from the scattering process, 




k n k n k n
VL VL VL= +  
i r
k n k n k n
VR VR VR= +  
  
The incident voltages a time step depend on the conditions imposed on the 
previous time step. The voltage incident to the right of the node n at a particular 
time step is equal to that reflected from the right of the subsequent node n + 1 at 
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reverse spatial orientation. The connection process can thus be described using 




k n k n
VL VR+ −=  
1 1
i r
k n k n
VR VL+ +=  
  
The different material properties in TLM are introduced by adding stubs. The 
link line impedance represents free space with unity relative permittivity and 
permeability. The stubs are only introduced to model materials when these 
parameters exceed unity. These are either capacitive stubs to model permittivity 
or inductive stubs to model permeability. The former is an open circuit stub 
while the later is a short circuit stub. The need to preserve synchronisation with 
the free space model is important to ensure that node pulses in either case are 









Fig. 44  1D resonator and the TLM equivalent circuit of a segment 
 
The arrangement considered for the application of stubs is indicated in Fig. 44. 
This illustrates the simple implementation of a 1D stubbed resonator with a 
relative permittivity greater than one. The aim of this apparatus is to obtain the 
statistical properties of resonant frequency in the presence of a material with 
random relative permittivity. The boundary conditions to the problem are defined 
such that the voltage is short circuited. The round trip time of the capacitive stub 
must be the same as the transit time for each link line to maintain 
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Given that Cd is the permittivity of the modelled medium [4.1], then the 
relationship between the stub impedance ZS, the link impedance Z0 and the 












The Thevenin equivalent circuit for the node in the presence of a capacitive stub 
is presented in Fig. 45. The central branch is the part of the network represents 





















 represents the incident voltage to the capacitive stub. The total node 
voltage can be substituted into (4.3) to determine the voltage reflected to 
neighbouring nodes. The voltage reflected from the stub into the node after the 
round trip time is [4.1]: 
 
r i
k s k n k s
V V V= −  
 




k s k s
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Fig. 45 Thevenin equivalent circuit for transmission line with capacitive stub  
 
The electric field is polarised in the y – direction if the direction of propagation is 












The frequency response of the problem defined in Fig. 44 can be obtained using 
the Fast Fourier Transform (FFT), of the TLM field or voltage computation. The 
general expression for the resonant frequency of interest fr is: 











where c is the speed of light in m/s, L is the length of the transmission line in m 
and nis a positive integer representing the harmonic number. Fig. 46A shows 
the frequency response using TLM with modelling parameters of 100 nodes and 
32,768 time steps. The relative permittivity εr = 2 and the length of the cavity      
L = 1m. 
(4.10) 
(4.11) 





















Fig. 46A Frequency response of stubbed resonator with  ε = 2 and  = 1m 
 
The percentage difference between the results derived via simulation and 
analysis is shown in Fig. 46B. From the results obtained, it is clear that the 
numerical dispersion errors in the model increase with frequency. This limitation 
can be mitigated by selecting 5x to be at most onetenth of the smallest 
wavelength of interest [4.1].  In this thesis, spectral analysis is restricted to n = 1 














Fig. 46B Percentage difference between analytic and simulated results  
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4.2 1D Resonator with Stochastic Permittivity 
 
The starting point for statistical analysis is a deterministic treatment of the model 
relevant to the interactions of parameters under examination. This has been dealt 
with using the TLM technique in the previous section. The aim here is to use the 
stubs introduced earlier as means for introducing permittivity.  
 
4.2.1 Monte Carlo Analysis 
 
The MC method can be used to assess a problem of a 1D resonator with 
normally distributed uniform stochastic permittivity. The random variables 
representing the relative permittivity are generated from uniform random variates 
transformed into normal variates. The results are repeatable as a seed is used to 
begin the random number generation. This is important for debugging simulation 

























Fig. 47 Frequency responses at first harmonic using the MC method  
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The mean relative permittivity εr = 2 and the length of the cavity L  = 1m. The 
corresponding fundamental resonance is evaluated for each relative permittivity 
sample. The result for the standard deviation in relative permittivity σεr of 0.05 
after first five MC simulations, using 100 TLM stubbed nodes and 32,768 time 
steps, is presented in Fig. 47. The PDFs of cavity resonances defined for a range 
of standard deviations, σεr is shown in Fig. 48. Each curve is the result of 
100,000 MC simulations. Even with this number of simulations, the peaks of the 
PDFs are not perfectly aligned for different σεr. This illustrates the need for 




















Fig. 48 Frequency PDFs of fundamental resonance at different values of σε 
 
The relationship between the statistical moments of the resonant frequency with 
σεr, obtained from the MC simulations, is shown in Fig. 49. The quasilinear 
behaviour clearly observed for small σεr can be used as the basis of comparison 






































Fig. 49 Effect of changing σε on the moments of the frequency PDF  
 
The study of convergence of moments of the distribution is important in 
determining the number of MC simulations that would be necessary. Fig. 410 
shows the convergence of the MC analysis with the number of simulations 
performed. From the simple example of a 1D resonator and at σεr = 0.1 the 
convergence is very slow, and consequently, the approach becomes rapidly 
intractable for even moderately sized problems. The order of the moments 
determines the rate of convergence. The higher the order, the more simulations 
needed for convergence to be obtained. 20,000 simulations of this example 
requires a run time of over 5 hours on a PC with a AMD Athlon 2.01GHz 
processor. The inexpensive approach of a single computational run in 1D soon 
becomes more time consuming for numerous simulations using the MC method.  
The onus is now to adopt approximate method that can drastically reduce 
computation costs. The results obtained here will be compared with approximate 































Fig. 410 Convergence of the statistical moments of the first cavity resonance obtained from 
Monte Carlo analysis simulations with  σε = 0.1 
 
4.2.2 Approximate Method 
 
The approximation of moments was discussed in chapter 2 of this thesis. The 
aim of this subsection is to illustrate the efficacy of using the Taylor series 
approach. The equations deployed are those derived in section A of the appendix. 
For the case study of the 1D stubbed resonator, the same deterministic and 
stochastic parameters given in subsection 4.2.1 are used. The agreements 
between the analytic considerations and MC method for the statistical moments 
are shown in Fig. 4.11A – C.  
 
The standard deviation of the frequency PDF σfr measured from the MC method 
and the fourth order Taylor series approximation using (A.23) in Appendix A are 
compared in Fig. 4.11A. The discrepancy as expected would increase with the 
standard deviation σεr. The percentage difference between both methods for 
measuring σfr at σεr = 0.2125 is 1.26%. Similarly, the measurement of the skew 
and kurtosis of the frequency PDF also deteriorates with an increase in σεr. The 
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(A.26) and (A.31) in Appendix A respectively. The percentage difference 
between the MC and fourth order Taylor series approximations of both moments 
































Fig. 411A Comparison of the Monte Carlo and analytic methods for measuring σ of the 
















Fig. 411B Comparison of the Monte Carlo and analytic methods for measuring skew of the 
frequency PDF as σε changes 



















Fig. 411C Comparison of the Monte Carlo and analytic methods for measuring kurtosis of 
the frequency PDF as σε changes 
 
The discrepancy between the measurements of the kurtosis between both 
methods is increased for σεr less than 0.1. The reason for this is that when σεr 





4.3 Material Correlation Effects in Random Media 
 
In the previous section, analysis was based on the sampling a relative random 
variable from a normal distribution. The medium of propagation was specified as 
a homogenous layer of relative dielectric permittivity at different MC 
simulations. Each sample defines the relative permittivity of the entire line 
during simulation and the fundamental resonance of resonating signal is 
extracted after steady state is reached.  
 
This section deals with the generation of random relative dielectric permittivity 
with a given spatial correlation function which characterises the degree of 
roughness of the medium. For this purpose two statistical parameters are of 
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importance and will feature as input to the theoretical model. These are the root 
mean square (or standard deviation) of the permittivity values and the 
correlation length. 
 
The model of the randomly inhomogeneous medium is defined in the form of a 
set of localised relative permittivity of different scales, that is correlation length 
[4.5]. The correlation length is introduced in the stochastic representation of 
random nodal distribution in the discretised TLM model. The correlation length 
is so called, as the relative permittivity is now a function of distance along the 
direction of propagation.  
 
The relative permittivity in the previous section had infinite correlation length as 
the entire line is homogenous. For the condition of zero correlation length, the 
permittivity is locally homogenous and isotropic on a nodal scale. Consideration 
of continuously spatial variations in material parameters requires some care, if 
convergence with mesh density is to be observed. Quantification of the 
correlation of, for example, the relative permittivity at different spatial locations, 
can proceed from the autocorrelation function R (a), 
 












= ε ε +∫  
 
Here, an exponential autocorrelation function [4.7], which is typical of many 









 = ε  
where Lc is the correlation length and εRMS is the root mean square of the central 
permittivity value. Appendix B shows the derivations of how to generate a set of 
inhomogeneous relative permittivity values with a known mean from a uniform 
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For time domain simulations, it is difficult to keep track of changes to 
propagating pulses in inhomogeneous media even for deterministic conditions. 
This situation makes it challenging to devise analytical methods that can account 
for the points where the pulses have been and the time when this event occurred. 
An illustration of this can be seen from a simple numerical experiment. The aim 
is to see if the spread of a propagating Gaussian pulse in a 1D stubbed resonator 
(case I) with a fixed length is commensurate with that of another longer line 
(case II) after provided the distance covered by the pulse is the same while 
keeping  Lc and εRMS unchanged. The Gaussian pulse Vs injected at the end of the 









 =  
where tp is the time step where the peak of the pulse occurs and HW is the 
number of time steps that indicates pulse halfwidth. For tp = HW = 305t, the 
Gaussian pulse is presented in Fig. 412. The source resistance for both case I 
and II is 50 +.   
 
In case I the following parameters were used to define inhomogeneity: Lc =   0.1 
and εRMS = 0.0025. The summation of the relative permittivity at each node 
divided by the total number of nodes gives a central value of 2. The length of the 
cavity is 1m and a total of 100 nodes were used. This implies that 5x = 0.01m. 
The distribution of the permittivity under these conditions is shown in             
Fig. 413A. This can be obtained from (B.20) and (B.21) in Appendix B. 
 
The voltage profile after 750 time steps as observed at point n = 50 is shown in 
Fig. 413B. The amplitude of the pulse and how wide it is are also indicated. As 
the pulse propagates the amplitude reduces while the width increases with 
distance. 
(4.14) 
















































Fig. 413A Distribution of relative permittivity in case I with 	 =   0.1 and ε
   = 0.0025 





























16.471 <t 16.667 <t
16.536 <t 16.836 <t
17.004 <t
Fig. 413B Pulse propagating in case I observed at  = 50 after 750 : 
 
In case II, there are six conjoined lines each of the same geometric length and 
roughness characteristics as case I. The choice of samples are however dissimilar 
due to the random selection process. The diagram of the transmission line 




Fig. 414A Transmission line arrangement for case II 
 
The central relative permittivity in each line is 2. The distribution of the 
permittivity in case II is shown in Fig. 414B with spatial parameters in are 5x = 
0.01m with a total of 600 nodes. 
 
























Fig. 414B Distribution of relative permittivity in case II with  = 0.1 and ε
 = 0.0025 

The pulse propagating in case II is shown in Fig. 414C. The observation point 
that corresponds to the pulse after the fourth reflection in case I is n = 450 in case 
II. The voltage profile after 900 time steps, as observed at this point, is shown in 
Fig. 414D. The pulse spreads in both cases due to material dispersion [4.1]. 
From the results, it is observed that the pulse in case II is wider after the same 
distance travelled as case I but with smaller amplitude. This might be because the 
reverberating pulse case I becomes correlated with the medium and as such does 
not spread as adversely as the forward propagation in case II. This behaviour gets 
progressively worse with increasing time steps. This would make it difficult to 
derive approximate expressions for the statistical behaviour of a propagating 
pulse in the time domain for inhomogeneous stochastic media.  
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Fig. 414D Pulse propagating in case II observed at  = 450 after 900 : 
  
The simulation in case I is repeated 100,000 times to assess the statistical 
significance of the standard deviation of the changes in pulse width wσ  
between the original pulse and reflections after some time steps.  As the relative 
permittivity samples are selected from a random number generator, the data set 
generated during each simulation is different. Fig. 415 shows how wσ  
converges with increasing simulations for each reflection. From the results, it is 
observed that the pulse width increases after each reflection. The difference 
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between  wσ  at the first and second reflection is more than that at the second 
and third reflection. This could be due to the fact that as the signal transverses 
the line back and forth it becomes correlated with the medium of propagation. As 
numerical dispersion becomes more prominent, it is observed that the difference 
between wσ  at the penultimate and final reflections does not follow the 
expected trend.  This suggests more complications in deriving analytical models 
for statistical behaviour in the time domain. For this reason, most of the 
































Fig. 415 Convergence of the standard deviation of the changes in pulse width 
 
The next chapter deals with the mesh analysis of transmission line with random 
impedances in the frequency domain. The results obtained are to be used in the 
extension of approximation paradigm discussed in this chapter to higher 
dimensions.  
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Chapter 5  Direct Solution Technique  
 
 
This chapter involves the use of an approximate method based upon Taylor 
series expansions for statistical circuit analysis. This method is referred to as the 
Direct Solution Technique (DST). The development of this method will be 
illustrated by its application to a simple circuit network that represents a 
transmission line in the frequency domain. The results are presented for showing 
the behaviour of mesh currents as the impedance in the network varies 
stochastically. The method is then applied on a more complex circuit network to 
assess the degradation of the technique with increasing complexity. Finally, the 
impact of including higher order moments into the approximation model is 
discussed. 
 
5.1 Stochastic Circuit Analysis 
 
In this section an approach is presented that allows the moments of output 
quantities to be evaluated directly using a Taylor series approximation on a 
matrix representation of an electromagnetic problem. The method will be 
initially developed using the simple electrical circuit example of Fig. 5&1 [5.1] 
and subsequently extended to the case of the 2&D TLM algorithm in the next 
chapter. The approach is referred to as the Direct Solution Technique (DST) 
[5.1]. 
 
Fig. 51 Generic circuit configuration with random impedances 
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The circuit in Fig. 5&1 is the lumped equivalent circuit of a transmission line. In 
accordance with the circuit topology, the impedances Z1, Z2 and Z3 have the same 
nominal inductive reactance while Z4 and Z5 have the same nominal capacitive 
reactance. The impedances Z1 to Z5 are defined to be normally distributed 
independent random variables and the voltage sources to be precisely specified. 
Mesh analysis yields a matrix equation for the unknown loop currents. This 
matrix is a simple example of the more general form 
 
Z .I V=  
where Z is the random impedance matrix, I is a column vector of mesh currents 
and V  is a column vector of source voltages. By definition, each element of Z is 
known and specified in terms of the statistical moments of the individual 
impedances. The objective is to obtain the statistical moments of the mesh 
currents. Let Y be the admittance matrix which is the inverse of the impedance 
matrix Z, then pre&multiplying both sides of (5.1) by Y gives: 
 
Y .V I=  
                                       
For simplicity, consider that only one impedance, Zn, is statistically variable. 
Given that V = Z . Y . V then 
 
( )0V Z Y Z Y V' . ' ' . .= = +  
where '  denotes differentiation with respect to Zn.   
 
The derivative of the current in the kth mesh Ik with respect to Zn using (5.2) and 
(5.3) is:  
 
( ) ( )k k kI Y V Y Z Y V' ' . . ' . .= =−  
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( )22 2I Z knk I 'σ σ≅  
Similarly,   
 
( )0 2V Z Y Z Y Z Y V'' . '' '' . ' . ' .= = + +  
and hence 
 
( ) ( )( )2k k kI Y V Y Z Y Y Z Y Z Y V'' '' . . '' . . ' . . ' . .= =− −  
 
The second order first moment of Ik can be found from (A.8) in Appendix A: 
 




k k n k
ZI I I ''
σ
≅ +  
where Ik (Zn)  denotes the kth current when all impedances take their mean 
values. 
 
The expressions in (5.4) and (5.8) can be extended to cases where all the 
impedances vary independently,   
 
( )22 2I Z knk n
I 'σ σ≅∑  




k k n k
n
ZI I I ''
σ
≅ +∑  
 
The equivalent expressions if all random impedances vary independently 
according to an exponential distribution can be found respectively from (A.23) 
and (A.10) in Appendix A: 
( )22 2I Z knk n
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( ) ( ) ( )




k n Z k Z kn n
k Znn












 ≅  − − +  
∑  
 
These derivations will be applied to the circuit under analysis and the results 
compared to the benchmark results from converged MC simulations. 
 
5.1.1 Stochastic Impedances with a Normal Distribution 
 





1 4 4 1 1
4 2 3 4 5 2




Z Z Z I V
Z Z Z Z Z I
Z Z Z I V
+ −     
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    − + −    
 
 
The term Zcan be expressed in terms of the random impedances Z1 – Z5 in the 




























































The first and second columns of matrix in (5.14d) and the second and third of 
(5.14e) are collinear as both random impedances Z4 and Z5 are common to the 
central mesh. The term   Zis evidently a null matrix when expressed in terms of 
all the random impedances.  
 
In this section, all the impedances are independent stochastic variables that are 
normally distributed. The impedances Z1, Z2 and Z3 have a mean of 20j while 
(5.13) 
(5.12) 
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Z4 and Z5 have a mean of –30j. The voltage sources are V1 = 24V  and             
V2 = 12V− . The standard deviation, σZn, is assumed to be the same for all 
impedances.  The standard deviation and mean of each mesh current can be 
found from (5.9) and (5.10) respectively. The comparison between the DST and 
the converged MC method for 100,000
 
simulations is shown in Fig. 5&2. From 
the results obtained, it is seen that the difference in both methods for the standard 
deviation of mesh currents gets larger with increasing values of σZn. The 
difference between the DST and MC approaches is less than 1% when the 
standard deviation of the circuit impedances is below 0.5 , corresponding to 
variations of 1.7 – 2.5% about the absolute central impedance value of              


















ig. 52 Percentage difference between the DST and MC methods for circuit with stochastic 
impedances with a normal distribution 
 
5.1.2 Stochastic Impedances with an Exponential Distribution 
 
The impedances in the circuit configuration in Fig. 5&1 are taken in this section 
to have an exponential distribution. The impedances have the same nominal 
values and tolerances as the previous section to compare both distributions. The 
exponential distribution used is taken from (A.9) in Appendix A. The DST 
method approximates the standard deviation and mean of mesh currents using 
 I1(jA)
          
I2(jA)      I3(jA)      
σI1 (A)
      
σI2(A)     σI3(A) 
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(5.11) and (5.12) respectively. The converged MC method used was based on 
100,000 repeated runs of the exponential impedance variates. The percentage 



















ig. 53 Percentage difference between the DST and MC methods for circuit with stochastic 
impedances with an exponential distribution 
 
The results obtained show that the percentage difference between both methods 
here yields a wider discrepancy when compared with normal distributions. The 
percentage difference between the methods when measuring σI1, σI2 and σI3 at  
σZn = 0.5, are 0.66 %, 0.65 % and 0.69 % respectively. The corresponding 
values in the case of the normal distribution are 5.85 %, 5.34 % and 6.53 % 
respectively. Due to the mathematical tractability of the later, the effect of the 
higher order moments on DST particularly for low standard deviations would 
have a lower impact on accuracy than in the case for exponential distributions. 
This is because the odd moments for normal distributions are zero and so make 
no contribution to the DST approach. The conclusion drawn here is that the type 
of distributions of stochastic variables plays an important role in the accuracy 
approximation methods. Other distributions could be studied but most have 
properties similar to the two cases considered here. 
 
       σI1(A)
       
σI2(A)    σI3 (A) 
       I1(jA)
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5.2  Impact of Complexity on DST Accuracy  
 
In this section, the effect of increased circuit complexity on the accuracy of the 
DST method is studied. The circuit in Fig. 5&1 is modified slightly by 
introducing an additional branch. The resulting circuit configuration is shown in 
Fig. 5&4 [5.1]. The impedances are all independent normal random variables. The 
impedances Z1, Z2, Z3 and Z4 have a mean of  20j while Z5 and Z6  have a mean 
of  – 30j.      
Fig. 54 A more extensive circuit for the application of DST. 
 
The results in Fig. 5&5 show the percentage difference in the mean and standard 
deviation of mesh currents between DST and the MC method for 100,000
 
simulations. From the difference between the DST and Monte Carlo approaches, 
it is clear that there is a closer agreement with small standard deviations as 
expected. This degrades with both increased standard deviation and circuit 
complexity. The percentage difference between the methods when measuring σI1, 
σI2 , σI3 and σI4 at σZn = 0.5, are 7.63 %, 7.48 %, 7.70 % and 8.07 % 
respectively. This is worse than results obtained from the simpler case studied in 
section 5.1. The conclusion from these results is that even if a tractable 
distribution is used, the DST method will need an improvement to cope with 
enhanced complexity. An improvement in accuracy should be achievable with 
higher order approximations as will be shown in the next section.  





















ig. 55 Percentage difference between the DST and MC methods for circuit with enhanced 
complexity 
 
5.3  Improving Accuracy of DST Using Higher Order Terms 
  
Until this point, only first and second order moments were retained in the DST 
analysis. This section will now generalise to higher order terms and demonstrate 
that improved accuracy may be available, albeit at some extra computational 
effort.  From the expansion in (A.5) of Appendix A:  
 











β = β + + +  
where β is a random variable of mean β and nth central moment at  @n  given by: 
 
( ) ( )nn P d
∞
−∞
 = β − β β β∫  
where P(β) is the probability density function of β. The first central moment has 
been excluded from (5.15) above because it is zero as seen from substituting n = 
1 in (5.16).  This has been shown in (A.6) of Appendix A. The expression in 
(5.15) can be generalised by truncating the expansion at the rth term: 
I1(jA)
     
I2(jA)    I3(jA)    I4(jA)            
 
σI1(A)
    

















= β +   ∂β 
∑  
 
Specifically applying this formula to the mesh circuit of Fig. 5&1 and summing 













j ! dZ= =
   
= +       
∑ ∑  
 




f ( ) fσ = β −  
 
and with a substantial amount of algebra as shown in [5.3] the following 
















       
σ = −               
























  is a binomial coefficient.  
    
Applying (5.20) to the mesh circuit of Fig. 5&1 and summing over the influences 
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ij ! dZ dZ j ! dZ
−−
−
= = = =
         
 σ = −                 
∑ ∑ ∑ ∑  
where @jZn is the jth central moment of Zn, vector products are performed as 
piecewise multiplications and derivatives are evaluated at the mean values of Zn. 
The main results of this section, (5.18) and (5.21), were presented in [5.4] and 
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Fig. 5&6A and 5&6B show the improvement in the predicted current standard 
deviation as the number of moments is increased. The cases of both small and 
large standard deviations of normally distributed impedance values are 
considered. The percentage difference for all the results in this section is from 




















ig. 56A Effect of increasing moments on the accuracy of the DST for random impedances 


















Fig. 56B Effect of increasing moments on the accuracy of the DST for random impedances 
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Although there is an initial improvement and the curves do asymptotically 
approach zero theoretically, it is clear that the rate of convergence is very slow, 
particularly above four moments. The percentage difference in the mean is much 
smaller than that of the standard deviations. Fig. 5&7A and 5.7B repeat this test 




















ig. 57A Effect of increasing moments on the accuracy of the DST for random impedances 


















Fig. 57B Effect of increasing moments on the accuracy of the DST for random impedances 
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The initial convergence is better, but again the asymptotic convergence is very 
slow above four moments. The relationship between the number of moments and 
standard deviation on the percentage difference between the DST and MC 
approaches is shown in the 3&D plot in Fig. 5&8. As anticipated, the discrepancy 






























ig. 58 Effect of increasing moments and standard deviation on the accuracy of the DST  
 
The accuracy of the DST method with increasing moments was tested in a 
scenario having mixed distributions in [5.3]. The circuit in Fig. 5&1 is used for 
this analysis. The impedances Z1, Z3 and Z4 were chosen to be normal variates 
while Z2 and Z5 were exponential variates. There cases of small and large 
standard deviation values were considered assessed.  
 
For the first case, the mean and standard deviation of stochastic impedances used 
are: Z1 = 20j, Z2 = 15j, Z3 = 18j, Z4 = –30j, Z5 = –25j, σZ1 = 0.1, σZ2 = 
0.1 , σZ3 = 0.2, σZ4 = 0.15,  and σZ5 = 0.067. Fig. 5&9A and 5&9B show the 
effect of increasing moments on DST accuracy when measuring the mean and 
standard deviations of mesh currents respectively. 
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For the second case, the mean and standard deviation of stochastic impedances 
used are: Z1 = 20j, Z2 = 15j, Z3 = 18j, Z4 = –30j, Z5 = –25j, σZ1 = 0.9, 
σZ2 = 0.5, σZ3 = 1.5,  σZ4 = 0.85,  and σZ5 = 0.33. Fig. 5&10A and 5&10B 
show the effect of increasing moments on DST accuracy when measuring the 
mean and standard deviations of mesh currents respectively. The percentage 
difference between the DST and MC methods in the second case is more than the 
first case as the variations of stochastic parameters is higher. The results obtained 
in both cases also showed that beyond four moments the asymptotic convergence 


















ig. 59A Effect of increasing moments on the accuracy of the mean using DST for random 




























ig. 59B Effect of increasing moments on the accuracy of the standard deviation using 




















Fig. 510A Effect of increasing moments on the accuracy of the mean using DST for 
random impedances with mixed distributions and large variations 
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ig. 510B Effect of increasing moments on the accuracy of the standard deviation using 
DST for random impedances with mixed distributions and large variations 
 
The conclusion for both distributions is that use of a few higher order terms may 
extend the accuracy of the overall approach to larger standard deviations in the 
problem parameters, but that the use of higher terms does not always yield 
practically better results.  
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Chapter 6  Statistical Analysis in 2D Problems 
 
 
This chapter presents the application of the DST to twodimensional (2D) 
stochastic problems. These provide a better illustration of reallife examples than 
the 1D examples, albeit at a higher computational overhead. The 2D TLM 
technique is used to solve for the fields in the case studies presented. The MC 
method is then be used to generate random samples of stochastic variables and 
the statistical moments are acquired. The results are compared with the DST 
applied to TLM models depicting parameters of interest. The impact of including 
higher order approximations to improve the DST is also discussed. 
 
6.1 TwoDimensional (2D) TLM 
 
In chapter 4, the 1D TLM model had only two ports per node junction. This 
restricts the field components that could be studied. In this section the 2D TLM 
technique is introduced. 
 
The 2D TLM model involves the discretisation of the problem space in two 
orthogonal directions which constitute a reference plane. This is achieved by 
using a mesh of interconnected transmission lines on the planar structure under 
analysis [6.1].   
 
There are two field configurations that can be examined from the discretised 
structure. The first allows modelling the magnetic field component in the 
direction orthogonal, while the electric fields are parallel to the reference plane. 
This is referred to as the TE mode and is modelled using a series node. The 
second configuration is the dual of the first which implies that the electric field 
component is orthogonal while the magnetic fields are parallel to the reference 
plane. This is denoted as the TM case and is modelled using a shunt node. The 
later case is considered in this chapter. 
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  NX1, NY1 
0,0 NX1, 0 
NY1, 0 
For the illustration of this technique, the majority of examples here deal with the 
effect of stochastic permittivity on the resonance of the first harmonic in resonant 
structures. The schematic illustration of a discretised 2D dielectric space is 
shown in Fig 61. The xy plane is used as the frame of reference. There are NX 
nodes and NY nodes in the x and ydirections respectively. The total number of 
nodes is the product of NX and NY. The order of numbering the coordinates (x, 
y) is found by scanning each node along the xaxis. The selected nodes in Fig. 6
1 are closest to the edges of the problem space.   
 
Let the subscripts x, y and z represent the direction of the field components and 
circuit parameters. For the TM case, the nonzero field components are Hx, Hy 
and Ez. Given that there is no field variation in the zdirection for 2D problems, 



















Fig. 61 2D dielectric resonator in they plane 
 
The lumped circuit representation of the shunt node located at (x, y) is shown in 
Fig. 62A. The structure is such that each node comprises four ports which are 
exchange channels with neighbours in the xy plane. All the inductive circuit 
parameters are connected between a port and the node centre. The total 
inductance per unit length for propagation in the x and ydirections is L (H/m) 
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discrete TLM equivalent for the shunt node is depicted in Fig. 62B with the 
incident and reflected port voltages.  
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Fig. 62A Lumped circuit representation of shunt node [6.1]  
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Fig. 62B Discrete TLM equivalent of shunt node  
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The space dimensions of the node from Fig. 62A are 6x, 6y and 6z in the x, y 
and zdirections respectively. It is assumed for simplicity that these parameters 
are of the same length 6l. The relationship between currents and voltages 





























Differentiating (6.2a) and (6.2c) with respect to x and t respectively and 













Differentiating (6.2b) and (6.2d) with respect to y and t respectively gives a 












The parameters inductance and capacitance per unit length are by definition the 
permeability 7 and permittivity ε respectively. Dividing (6.4) through by 6l and 
comparing with (6.1), the voltage per unit length is equal to the electric field. 
The same relationship applies for the current per unit length and magnetic field. 
Also, it is seen that the permittivity being modelled is twice that required by the 
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The link impedance ZTL in Fig. 61B is related to the lumped circuit parameters 











The velocity of propagation uTL of a wave that travels the length of the line 













The connection and scattering process between a node located at (x, y) and its 
immediate neighbours is shown in Fig. 63.  
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Voltage pulses at a particular port are reflected or scattered back towards 
neighbouring node centres and viceversa. In every TLM simulation, it is 
essential to define boundaries. The process of connection is simply a handshake 
between coupled ports away from boundaries. The ports linked directly with 
boundaries have the incident voltage reflected back in conformity with 
transmission line theory.  
 
In the previous chapter, material properties were modelled using 1D stubs. The 
2D stub architecture is based on the same principle. The lumped circuit 
arrangement for the application of capacitive stubs is illustrated in Fig. 64A.  
The stub capacitance CS is added to the original model. This is connected at the 
node centre to represent lossless materials with relative permittivity that is more 
than one.   The discrete TLM equivalent is depicted in Fig. 64B.  
 
   
   
   








Fig. 64A Lumped circuit representation of shunt node with stub capacitance 
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Fig. 64B Discrete TLM equivalent of shunt node with capacitive stub 
 
The round trip propagation time in a stub should be the same as the time to 
transverse a node. The relationship between the stub capacitance CS and stub 
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As stated earlier, the permittivity of the medium is the total capacitance per unit 
length.  This can be related to the modelling parameters in (6.8) using (6.5a) and 
(6.5b) to give: 
 







ε = ε ε = = ε +   
 
 
From (6.9), the relationship between the stub impedance of a material and 











The Thevenin equivalent circuit for the shunt node in the presence of a 
capacitive stub is presented in Fig. 65. Branch 5 represents the stub contribution 
to the network. The total voltage VZ at the node centre for this scenario is: 
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The expression in (6.11) can be multiplied through by ZTL to give: 
 
( )1 2 3 4 52 2
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The reflected voltage at any port is the difference between VZ and the incident 
voltage at that port. The scatter submatrix relates the vector of incident voltages 
with that of the reflected voltage of each node (x, y) of the problem space at a 
time step k: 
 
r i
k x ,y kx ,y x ,y
V S . V=  
 
For a shunt node with a stub, the scatter submatrix is a 5 x 5 matrix [6.1]: 
 
2 2 2 2 2
2 2 2 2 2
1
2 2 2 2 2
2 2 2 2 2
















 ∧ ∧ 
 










where 4 Sˆ ˆY Y= +  
 
The global scatter matrix is given by a sparse matrix with diagonal entries 
consisting of the scatter submatrices. This provides the relationship between the 
incident and reflected voltages of all the nodes. The expression for this at a 
particular time step k is: 
 
r i
k kV S . V=  
where kV
r and kV
i are global vectors that contain all the reflected and incident 
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 The problem with NP ports per node has a global scatter matrix S of the order 
NX x NY x NP. Using the designated numbering arrangement in Fig. 61, S is 






0 0 0 0 00









S . . .
S
.. . .. . . .
.. . .. . . .


















where 0 is a null NP x NP matrix. For a 2D shunt node, NP = 5. 
 
This global matrix formulation is important for solving 2D frequency domain 
problems. This can be achieved by translating voltage expressions from the time 
domain into the frequency domain using a Fourier transform. 
 
The connection submatrix can also be attained by taking into account that pulses 
incident on a port are either coupled into adjacent ports or reflected according to 
boundary conditions. For a shunt node (x, y) away from the boundary, the 
incident link line voltages at a current time step k + 1 depend on those reflected 
from adjacent ports at a previous time step k. The port associated with the 
capacitive stub is terminated with an open circuit boundary and connected to the 
node centre. By inspection, the following expressions are obtained:  
 
( ) ( )1 1 3 1i rk kV x, y V x, y+ = −  
( ) ( )1 2 4 1i rk kV x, y V x , y+ = −  
( ) ( )1 3 1 1i rk kV x , y V x, y+ = +  
( ) ( )1 4 2 1i rk kV x, y V x , y+ = +  
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For nodes connected to metallic boundaries, the associated port p will be 
terminated with a short circuit boundary and the incident voltage at the time step 
k + 1 is: 
( ) ( )1 i rk p k pV x, y V x, y+ = −  
where (0, y), (NX – 1, y), (x, 0) and (x, NY – 1) are the pertinent coordinates of      
(x, y) in (6.17). 
 
The global connection matrix relates all the incident voltages at a current 
timestep with the reflected voltages at the previous timestep for all the ports in 




k kV C . V+ =  
 
The order of the global connection matrix is sparse and of the same order as that 
of the global scatter matrix. The entries of this matrix are shown in Appendix C. 
 
6.1.1 Frequency Domain TLM (FDTLM) for Problems with Reflecting 
Boundaries 
 
For waveguide problems, a frequency domain interpretation of the TLM matrix 
is obtained using the following steps: 
  
STEP 1: Substitution of the vector of reflected voltages Vr(t) in (6.18) with its 
representation in (6.14). The resulting expression is written in terms of 6t to 
give: 
( ) ( )i iV t t C .S .V t+  =  
 
STEP 2: Find the Fourier transform of both sides (6.19): 
 
i ij tV e C .S .Vω =  
where Vi is the is an eigenvector of C.S and the Fourier transform of Vi(t). The 
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6.1.2 Frequency domain TLM for problems with nonreflecting 
boundaries 
 
For problems with nonreflecting boundaries, the frequency domain 
interpretation of the TLM matrix is obtained using the following steps: 
 
STEP 1:  A vector of all voltage sources Vs(t) is included to (6.19) to give:  
 
( ) ( ) ( )i iV t Vs t C .S .V t t= + −   
 
STEP 2:  Find the Fourier transform of both sides (6.21): 
 
( ) ij tVs I C .Se .Vω= −  
where  Vs is the Fourier transform of Vs(t), and I is an identity matrix of order 
NX x NY x NP. 
 
Making a substitution A = I – C.S e jω6t in (6.22a), a Fourier expression for the 
voltage source can be found [6.2]: 
 
iVs A.V=  
 
6.2 Application of the DST to Stochastic Waveguide Problems 
 
In many applications, where the response of a system is a function of several 
design parameters, it is important to know how the eigensolutions of a matrix 
change as it elements change [6.3]. A statistical model can be derived from the 
electromagnetic constitutive variables. The derivatives of eigenvalues in 
particular are useful in the calculation of the statistics of eigenvalue location in 
stochastic applications [6.4]. This feature is exploited here in the application of 
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STEP 1: Differentiate both sides of (6.20) with respect to the random variable, 
which in this case is relative permittivity, εr. There are two variables here that are 
identified as functions of εr namely: resonant frequency fr and scatter matrix S. 
 
i ij t
i i j t
r r r r
d S dV de dV
C . .V C .S . V e
d d d d
ω
ω+ = +
ε ε ε ε
 
 
STEP 2: Let Ui represent the eigenvector of the transpose of the connect and 
scatter matrix product. This is defined in (6.24). From matrix algebra, the 
eigenvectors, Ui and Vi have identical eigenvalues. The eigenvectors are 
generated to satisfy the boundary conditions on the metallic walls of the guide.  
 
iT iTj tU .C .S e Uω=  
 




iT i iT i j t
r r r r
d S dV de dV
U C . .V C .S . U V e
d d d d
ω




STEP 4:  Substitute the (6.24) into (6.25) and eliminate the product of e jω6t and 
UiT.dVi /dεr which appears on both sides of the equation. This can be rearranged 
to make the derivative of the eigenvalue with respect to relative permittivity 
















STEP 5: As for problems involving inhomogenously loaded dielectric 
waveguide, an explicit relationship between fr and εr is not readily obvious and 
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This issue can be obviated via the introduction of an auxiliary derivative term   








U .C . .V
df d






STEP 6: The first order approximation for the variance of the resonant frequency 














 σ ≅ σ
 ε 
∑  
where the overbar denotes the mean of the parameter under consideration. 
 
6.3 Application of the DST to Stochastic Problems with 
Absorbing Boundaries 
 
Consider a set of wires (whose exact radii are unknown) suspended in an 
enclosure with absorbing boundaries. The DST now has to be modified to take 
these boundary conditions into account. The equations derived in subsection 
6.1.2 are used with the DST approach to approximate the mean and variance of 
observed voltages. 
 
The variance of TLM port voltages are contained in a single covariance matrix. 
This can be obtained from differential analysis. The method described here 
involves the use of the perturbation method as shown: 
 





d A' r d A' r
A' r A' r A' r ...
dr dr
δ
= + δ ≅ + δ + +  
where r is the stochastic wire radius, r  is the mean wire radius, δr is the 
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Applying the perturbation term to (6.22b): 
 





d A' r d A' r
V A' r Vs A' r ... Vs
dr dr
 δ




( ) ( ) ( )( ) 1j tr rA' r I C .S e −− ω≅ −  
( ) ( ) ( ) ( )
d A' r d A r
A' r . . A' r
dr dr
= −  
 
The rate of change of the vector Vi with respect to r is: 
 





The covariance matrix to approximate the variances in each of the ports for NRV 
random variables is: 
 










d A' r d A' rdV r
.Vs.Vs .
dr dr dr= =
    
σ ≅ σ = σ     
          
∑ ∑  
 
The covariance matrix 2
Vi
σ  is a symmetric one defined as follows [6.6]: 
 
11 12 1
2 21 22 2
1 1
i i iV V V n
i i iV V V n
Vi
i i iV V Vn n nn
σ σ σ 
 








⋮ ⋮ … ⋮
…
 
where σV iab gives the covariance between incident voltages between port a and 
port b which must be equal to σV iba.  The variance on port a independent of other 
influences is given by the expression σViaa and is found in the ath position on the 
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Gow, it is has been established that each shunt node consists of a 5 x 5 sub
matrix depicting the 5 port network that act as links to neighbouring nodes. The 
total voltage on a particular node m from (6.11b) is: 
  
1 2 3 4 52
4
i i i i i
smm m m m m
m
sm





 + + + + =
 + 
 
where m1  m4 are the link line orthogonal ports and m5 is the open circuit stub 
modelling permittivity with normalised admittance Ŷsm. 
 
Given the variances and covariance of all the ports from (6.33), the first order 
variance approximation of the total voltage at node m can be found in [6.6]: 
 
   
( )
2
2 2 2 2 2
1 2 3 4 5
2
1 2 1 3 1 42
2 3 2 4 3 4
1 5 2 5 3 5 4 5
4
24
smi i i i iV V V V Vm m m m m
i i iV V Vm m m m m mVm
sm i i iV V Vm m m m m m








σ + σ + σ + σ + σ 
 
  
σ + σ + σ  σ ≅     + +σ + σ + σ+    
    
  + σ + σ + σ + σ    
 
 
The second derivative of Vi with respect to r can be found from (5.7) to be: 
 




i d A' d A' d A d Ad V
Vs A' . .A' A' .A' . .A' .Vs
dr dr dr dr dr
      
= = − −      
     
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6.4 Case Studies for the Application of the DST to 
Electromagnetic Problems 
 
This section deals with the application of the theory developed in sections 6.2 
and 6.3. The case studies here deal with stochastic electromagnetic problems 
analysed using the MC method and then compared with the DST alternative. For 
each scenario the problem space in subsections 6.41 – 6.43 is discretised using 
24 nodes (NX) in the horizontal direction and 12 nodes (NY) in the vertical 
direction.  To validate the DST approach, the resonances of a number of 
canonical boxed dielectrics are considered. This will use the DST equations 
derived in section 6.2. There are additional examples with wires suspended in a 
deterministic medium with absorbing boundaries. This will use the DST 
equations derived in section 6.3.  
 
6.4.1 Resonances in Structures with Homogenous Normally Distributed 
Random Dielectrics  
 
Although it would suffice to use conventional methods to estimate how 
homogenous random dielectric affects resonance distribution, calculations are 
shown here based on the DST and comparisons are made.  
 
From the expression of fundamental resonant frequency for homogenous 






4 /r r X Y
df c
d L L
   
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where c is the speed of light LX and LY are the length and height of the resonator 
respectively.  
 
Consider a normally distributed random dielectric with a central relative 
permittivity of 2.01 and a standard deviation of 0.05. The resonator dimensions 
are LX = 1m and LY = ½ m. The MC simulation is performed by using 100,000 
repeated runs of the FDTLM algorithm described in [6.8]. The fundamental 
frequency converges to a standard deviation of 2.9541MHz. Using a substitution 
of (6.39) into (6.28), the analytic approximation of this standard deviation is 
2.9426MHz. The DST for the same experiment in 2DTLM involves using the 
derivative in (6.27). This gives a standard deviation of 2.94304 MHz which is 
very close to the closed form result. The difference between the DST and the 
closed form approximations is the manner in which sensitivity is calculated. The 
comparison between both techniques is shown in Fig. 66 for different central 
relative permittivity values but the same standard deviation of 0.05. The speed of 
propagating fields would decrease with increasing relative permittivity. 
Therefore, the approximate variance from (6.28) of the field must also decrease 
as seen in Fig. 66. For a problem with NRV  random variables, the DST approach 
requires NRV + 1 simulations to obtain results which are considerably less than 
the number required by the MC method. Each simulation for both approaches 
takes about 2s on a PC with a AMD Athlon 2.01GHz processor.  
 
The effect of increasing standard deviation on the accuracy of both the DST and 
analytical methods is also studied. The same parameters from the previous 
paragraphs are retained with σεr the only changing variable. The converged MC 
simulations take 100,000 repeated runs. From the results obtained, the agreement 
between the MC and the first order approximation methods degrades with 
increasing standard deviation. This is shown in Fig. 67. 
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 LY = 1/2mε r = 2.01  10.01, σεr = 0.05
LX = 1m
 






















 LY = 1/2m    εr = 2.01, σεr = 0.05  0.25
LX = 1m
 
Fig. 67 Percentage difference between the converged MC simulations and approximation 
methods  
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6.4.2 Resonances in Structures with Normally Distributed Inhomogeneous 
Random Dielectrics 
 
Numerical modelling has been seen to be a suitable way for the deterministic 
modelling of inhomogenously filled waveguides [6.9]. One reason for this is the 
drawback in the analytic approach which involves solving transcendental 
equation [6.5], and consequently contriving an expression for dfr/dεr, is difficult 
or impossible to handle. The DST approach used for TLM has a unique way of 
navigating this obstacle by providing sensitivity parameters in terms of known 
connection and scatter matrices.  
 
The dielectric slab with rectangular cross section, illustrated in Fig. 68A, does 
not yield closed form results even from a deterministic viewpoint [6.5]. 
However, the proximity between the analytic and DST methods for the 
homogeneous case gives the confidence to apply the latter in this section. The 
dimensions of the partiallyfilled resonator and the position of the slab are also 
provided. The central slab is stochastic with a normal distribution of mean 
relative permittivity of 2.01 with increasing standard deviation values. The 
surrounding medium is not a random variable with relative permittivity εr1 of 
1.01. The results show that applying the DST in a TLM modelling environment 
yields satisfactory results when compared with the MC technique. Intuitively, as 
seen in Fig. 68A, the changes in σεr2 affect the standard deviation of 
fundamental resonance σfr. The percentage difference between the DST and MC 
approximations of σfr increases with the variability of the problem as shown in 
Fig. 68B.  






































εr2 = 2.01 ,  σεr2 = 0.05  0.25
1/2m
 
Fig. 68A Comparison between the DST and MC approximation methods for a floating 


















Fig. 68B Percentage difference between the converged MC simulations and DST methods 
for the structure shown in Fig. 68A 
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The DST can be applied to situations where NRV is greater than one. For the 
problem defined in Fig. 69A, the number of random dielectric variables in the 
resonator is increased. The geometry of the dielectric materials and their 
respective positions are also shown. The four slabs are uncorrelated materials    
1, 2, 3 and 4 that have the same central relative permittivity, of 2.01, and 
standard deviation σεr. The central surrounding medium is deterministic and 
retains the relative permittivity εr1 of 1.01. 
 
The relationship between the standard deviation of relative permittivity and 
fundamental resonance is shown in Fig. 69A. For the DST approach, the 
independent sensitivity of all the slabs is taken into account when calculating the 
output frequency variance. The percentage difference between the DST and MC 
methods is presented in Fig. 69B. As with the other results, there is a growing 
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Fig. 69A Comparison between the MC and DST approximation methods for a four 
dielectric slabs with rectangular crosssection 
 



















Fig. 69B Percentage difference between the converged MC simulations and DST methods 
for the structure shown in Fig. 69A 
 
In the examples just considered, the materials are assumed to be piecewise 
homogeneous. However, in a practical inhomogeneous case caused by non
uniform fabrication, it is apparent that samples of the same piece of material are 
no longer independent and similar observations can be made regarding surface 
roughness and boundary placements. Such cases require that the statistical 
variations of two or more problem parameters are dependent, necessitating the 
introduction of covariances in the analysis presented above.  
 
A convenient normalised measure of the dependence of two parameters is 
provided by the correlation coefficient. This can be readily used to extend the 
DST approach to treat the case of dependent statistical parameters. For the 
example in Fig. 610A, the correlation coefficient ρ13 between the two dielectric 
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where σεr13 is the covariance between them and 1≤ ρ13 ≤ 1. Correlation can be 
included in, for example, by generalising (6.28) to give [6.6]: 
 
    ( )
22
2 2
1 1 3 313
1 1 3 3
2r r r rf r r r r
r r r r
df df df df
d d d d
ε ε ε εσ ≅ σ + ρ σ σ + σε ε ε ε
      
      
      
 
 
Fig. 610B shows the percentage difference between converged MC simulations 
and the DST approach as the correlation coefficient between the two discrete 
dielectric materials is varied. From the results, the discrepancy is minimum when 
both variables are uncorrelated, that is when ρ13 = 0, and remains acceptably low 
across the complete range of correlations. The general efficiency of this approach 
is illustrated by the fact that the maximum difference for the example in Fig.     
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Fig. 610A Effect of statistical dependency of two dielectric slabs using the correlation 
coefficient between them 
 
(6.41) 






















Fig. 610B Percentage difference between the converged MC simulations and DST methods 
for the structure shown in Fig. 610A 
 
Consideration of continuously spatial variations in material parameters requires 
some care, if convergence with mesh density is to be observed. Quantification of 
the correlation of, for example, the relative permittivity at different spatial 
locations, can proceed from the autocorrelation function given in (4.12). The 
structure in Fig. 611A models a single dielectric material, sampled at eight 
points as eight uniform layers of correlated relative permittivity values generated 
using (4.13) with Lc = 0.125m and εRMS = 0.05. The slabs have a combined mean 
relative permittivity of 2.01 and the same standard deviation. Fig. 611B shows 
the percentage difference between converged MC simulations and the DST 
approach. 
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Fig. 611A Eight correlated dielectric slabs modelling a single dielectric block as eight 




















Fig. 611B Percentage difference between the converged MC simulations and DST methods 
for the structure shown in Fig. 611A 
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 6.4.3 Resonances in Structures with Normally Distributed Stochastic 
Boundaries 
 
The exact position of boundaries allows for accurate modelling of waveguide 
problems. This is difficult to attain in cases where dimensions of structure under 
analysis is not a multiple of the mesh size. The method proposed in [6.10] 
addresses this constraint by allowing for boundaries to be adjusted in 
infinitesimal dimensions compared with overall size of the structure. The 
modelling advantage of this approach is that there is a simple modification to the 
scatter matrix and no alteration to the connect matrix. Fig. 612 illustrates a 
resonator that has a highlighted movable boundary.  
 
 
Fig. 612 Resonator with an infinitesimally adjustable boundary 
 
Let 6L be the size of the mesh in the problem space away from the adjustable 
boundary. This is related to the height of the resonator LY by the expression: 
 
YL L.NY=   
 
A variation parameter α is introduced consistent with the physics of the problem. 
This is related to the length of the resonator LX by the expression [6.10]: 
 





= −  + + α  
where 0 < α <2. 
 





 NY 2 
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The constitutive and geometric parameters of cells at the adjustable boundary are 
related to those away from it as shown [6.10]: 
L' L ≅ α  
TL TLZ ' Z≅ α  
where 6L and ZTL are the  length and characteristic impedance of link lines 
connecting terminal nodes to the movable boundary respectively.  
 
The corresponding Thevenin equivalent circuit of the adjustable boundary model 
is shown in Fig.  613. 
             2V
i
1
            ZTL
             2V
i
2
             ZTL
             2V
i
3
             ZTL




             2V
i
5
             ZS
            VZ
 
Fig. 613 Thevenin equivalent circuit for shunt node connected to an adjustable boundary 
 
The expression of total node voltage Vz from the circuit model in Fig. 613 is: 
 
4

















The expression of Vz in (6.46) would only affect entries of the scatter submatrix 
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2
2 2 2 2 2
2 2 2 2 2
1 2 2 2 2 2
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In a homogenous resonator with an uncertain boundary, the standard deviation of 
resonant frequency σfr can be derived analytically from the standard deviation of 
subnodal variations σα: 
 












  −  ε    
σ ≅ + σ               
 
 
The DST for moving boundaries simply entails the substitution of εr, in section 
6.2, with α and the introduction of 6L and ZTL as appropriate. The comparison 
between approximation methods is shown in Fig. 614A for a mean variation 
parameter of 0.5 with different standard deviation values. Consistent with results 
earlier, there is a growing discrepancy between approximation techniques as the 
standard deviation of α increase. This is illustrated in Fig. 614B. 
 
Surface roughness can be achieved by applying (4.12) and (4.13) to the variation 
parameter α. In Fig. 615A, the combined mean of the variation parameters of all 
six random variables shown is 0.5, Lc = 0.167 m and the root mean square of α is 
0.05. The example here has εr fixed at 2.01. Again, it is apparent that the DST 
approach provides excellent agreement with the converged MC analysis.        
Fig. 615B shows the percentage difference between converged MC simulations 
and the DST approach. 
(6.48) 
(6.47) 
































α = 0.5,σα = 0.050.25      εr = 2.01
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Fig. 614A Comparison between the MC, DST and analytic approximation methods for a 




















Fig. 614B Percentage difference between the converged MC simulations and DST methods 
for the structure shown in Fig. 614A. 
 
































εr  = 2.011/2m





























Fig. 615B Percentage difference between the converged MC simulations and DST methods 
for the structure shown in Fig. 615A 
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6.4.4 Wires with Stochastic Radius in Deterministic Medium with 
Absorbing Boundaries 
 
One of the most important aspects of the EMC design process is the ability to 
accurately measure the shielding effectiveness (SE) of an enclosure. This is to 
ensure that unwanted interference is restricted to avoid disturbing the 
performance of equipment under test. The calculation of SE has to take 
variability into account to predict its performance in cases where the structure 
under analysis has nondeterministic features. As described in the section 6.3, an 
approximation paradigm such as the DST is suitable for this type of case study. 
 
The TLM model of a wire node is shown in Fig. 616. This was obtained by 
mapping the analytic field behaviour of a thin wire onto the numerical model. 
Complete derivation and validation of the thin wire model can be found in 
[6.11]. In this subsection, a set of wires with stochastic radii are arranged in 
enclosure with deterministic boundaries as shown later. The wires formulate a 
screen and the variability on SE is assessed in the presence of a plane wave 
illumination. 
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Fig. 616 Discrete TLM model of wire shunt node  
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The relationship between the link line impedance Zw of a node with a thin wire to 








=   + 
 
where 6 is the cell radius, that is 6L/2, and r is the wire radius.  
 
The stub impedance of the wire model Zsw has a short circuit termination with 
incident and reflected voltages following the relation in (6.17). Zsw is related to 












The scatter submatrix of the wire node is given by: 
 
2 2 2 2 2
2 2 2 2 2
1
2 2 2 2 2
2 2 2 2 2












































The connection matrix has to be modified to illustrate the mismatch in 
impedance between the wire and the surrounding medium. The discrete TLM 
model depicting connection between horizontal link lines is shown in Fig.         
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Fig. 617B Thevenin equivalent circuit for connection between wire and surrounding 
medium 
 
The total voltage V in Fig. 617B is: 
 
1
22 1 1ii wTL
TL w TL w
VV
V
Z Z Z Z
−
   
= + +   
   
 
where ViTL and V
i
w are the incident voltages to the medium and wire nodes 
respectively. 
 
The reflected voltages from the medium and wire can be found from the 
difference between the total voltage and respective incident voltages: 
 
( )2 ir w TL TL w
TL
TL w







( )2 2ir TL w TL w
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TL w
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where VrTL and V
r
w are the reflected voltages to the medium and wire nodes 
respectively. 
 
From (6.53a) and (6.53b), it is clear that the reflected voltages depend on Zw 
which is a function of r. This implies that the connection matrix must also have 
entries relating wire and medium quantities which are functions of r. Therefore, 
the DST for wires with stochastic radii, as derived in section 6.3, take account of 
this property. 
 
The structure in Fig. 618 comprises four wires suspended in free space with 
vertical absorbing walls and horizontal reflecting walls. The absorbing walls 
have a reflection coefficient is the ratio of 1 – √2 to 1 + √2 [6.1]. The problem 
space here is discretised with NX = 23 and NY = 11.  The cell size 6L for this 
problem is  ½3 m. The dimensions of the wires, their position and the size of the 
surrounding structure are shown in Fig. 618. The mean radius of each wire is 
0.125. The excitation of amplitude 1V is made at all the ports of the nodes 
located at 26L from the left absorbing wall. The wires would act as a partial 
shield and the spaces between them are effectively apertures through which 
fields penetrate. An observation point is defined at 66L from the bottom 
reflecting wall and 76L from the right absorbing wall.  
  
Fig. 618 Wires suspended in a free space medium with vertical absorbing and horizontal 
reflecting walls  
 
The coefficient of variation (the ratio of the standard deviation to the mean) of 
each wire radius is fixed at 0.05. The MC method involves the application for 
nominal design to a large number of randomly perturbed radii values of each 
Incident 
Field  
Observation Point  Wire Screen  
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wire. For the purposes here, a total of 20,000 runs per wire radius are performed 
to assess the field behaviour against increasing frequency. The results are 
compared then with the DST. The analysis is confined to the lower frequency 
range to as dispersion affects analysis at the higher end of the spectrum.  
 
The mean total voltage (related to electric field) at observation point in Fig. 6.18 
can be found using (6.38). Fig. 619A shows how the real part of expected 
voltage relates with frequency for the MC and DST methods. Fig. 619B 
illustrates how the imaginary part of expected voltage relates with increasing 
frequency both methods. The standard deviation of total voltage at the 
observation point can be approximated using (6.34). Fig. 619C shows how the 
standard deviation, approximated from statistical methods, of observed voltage 
changes with increasing frequency values. All these results show how applicable 
the DST is to situations of different boundary conditions. This is a good 
alternative that uses the derivatives to each random variable which is cheaper to 
compute across the frequency band considered here. The favourable comparison 
with the benchmark MC method validates the results. Further investigation on 
























Fig. 619A Relationship between real part of expected voltage and frequency 
 

























































Fig. 619C Relationship between standard deviation of voltage and frequency  
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where Vref and V  are the total voltages at the observation point with the wires 
absent and present respectively. 
 







where V  is the mean total voltage at observation point. Both MC and DST 
approximations of SE  are compared for a range of frequencies as shown in Fig. 
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σ ≅ σ =
∂
 
where σV is the standard deviation of total voltage at observation point shown in 
Fig. 618. From (6.56) it is seen that σSE has a dependency on the coefficient of 
variation of total voltage. The standard deviation σSE is approximated using both 
approximations of σV from MC and DST as shown in Fig. 620B. The percentage 






























Fig. 620B Relationship between standard deviation of shielding effectiveness and 
frequency 
 
 6.4.5 Impact of Higher Order Derivatives on the DST Approach 
 
In the previous subsections, the DST was applied using the first and second 
order derivatives to approximate the mean and standard deviation of random 
parameters of interest. This technique can be improved via consideration of 
higher order sensitivity values although this involves additional solutions of the 
(6.56) 
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global FDTLM matrix equations. This can be particularly expensive when 
iterative methods are adopted for waveguide problems [6.12]. However, although 
this could be prohibitive, it is useful for approximating higher order statistical 
moments. This subsection entails an iterative algorithm to compute higher order 
derivatives of random variables about nominal values. The effect of this on the 
approximation of statistical moments and the choice of random variable 
distribution are discussed. 
 
Higher order DST approximations to waveguide problems are based on the steps 
below: 
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STEP 2: The equation (6.57) can be readily extended to the nth derivative: 
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It is important to note that when m = n, both sides of (6.60) would cancel each 
other out. 
 






j t j t
j t
r r r r
d e d f df de
j t e
d d d d
ω ω
ω =  + ε ε ε ε 
 
 







n j t n m m j tn
n n m m
m
r r r






−   
=    ε ε ε   
∑  
 
From (6.62), it is possible to find the nth derivative of fr with respect to εr . This 
is useful in deriving higher order approximations and is shown in Appendix A.  
 
The impact of higher order derivatives is demonstrated here using the dielectric 
slab with rectangular cross section in Fig. 68A. The third order terms are not 
included for normal distributions as all odd moments are zero in this case. The 
fourth order DST approximation of the mean is seen in (A.8) in Appendix A. The 
percentage difference between the results obtained for the mean fundamental 
resonance and the MC method is shown in Fig. 621A. It is observed that the 
discrepancy between both methods as σεr2 increases is most apparent when the 
first order estimation is used. The second and fourth order methods significantly 
reduce this effect as more terms are considered from (A.8). There is no 
considerable difference between the second and fourth order results. Due to the 
computational expense required to go from second order derivatives to fourth 
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be sufficient. The fourth order DST approximation of standard deviation σfr can 
be found from (A.23). As with the values for the mean, the higher order terms 
have better agreement with the converged MC methods. Fig. 621B shows the 
percentage difference between DST and MC methods as the order increases. The 
third and fourth order contributions do not have any noticeable differences 
between the results. This would imply that the third order approximation should 















1st Order 2nd Order 4th Order
 
Fig. 621A Impact of higher order derivatives on the DST approximation of the average 
fundamental resonance of the structure in Fig. 68A 

















1st Order 2nd Order
3rd Order 4th Order
 
 
Fig. 621B Impact of higher order derivatives on the DST approximation of the standard 
deviation of fundamental resonance of the structure in Fig. 68A 
 
The higher order derivatives are also useful in producing better approximations 
of higher order moments such as the skew and kurtosis of a distribution as shown 
in Fig. 621C and Fig. 621D respectively. 
 
The DST approximation of the skew is found from (A.29) in Appendix A. From 
the results shown in Fig. 621C, the fourth order contributions provide the best 
agreement with the MC method. The same applies for the kurtosis, shown in Fig 
621D which is found from (A.33) in Appendix A.  
 


















2nd Order 3rd Order 4th Order
 
Fig. 621C Impact of higher order derivatives on the DST approximation of the skew of 



















2nd Order 4th Order 
 
Fig. 621D Impact of higher order derivatives on the DST approximation of the kurtosis of 
fundamental resonance of the structure in Fig. 68A 
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The impact of higher order derivatives could also be useful when dealing with 
exponential random variables. In general, this kind of distribution requires a 
higher order approximation than the normal distribution with identical statistical 
parameters. This is because the odd moments are nonzero for exponential 
distributions and would add more terms to the DST approximation. To obtain 
meaningful results for the structure in Fig. 68A with an exponential distribution 
of εr2, at least a fourth order approximation is required. The results for the 
percentage difference between the fourth order DST and MC methods are shown 
in Figs. 622A – C. The percentage difference between both methods for the 
same standard deviation increases as the order of the moment considered 
increases. The fourth DST approximation of the mean, standard deviation and 



















Fig. 622A Percentage difference between DST and MC approximations of the average 
fundamental resonance of the structure in Fig. 68A with exponential distribution of εr2 





















Fig. 622B Percentage difference between DST and MC approximations of the standard 
deviation of fundamental resonance of the structure in Fig. 68A with exponential 




















Fig. 622C Percentage difference between DST and MC approximations of the skew of 
fundamental resonance of the structure in Fig. 68A with exponential distribution of εr2 
 
The next chapter deals with the application of DST to 3D TLM problems. This 
is done simply to scale up the use of the method to realistic case studies.  




[6.1] C. Christopoulos, “The TransmissionLine Modelling Method,” IEEE Press, 
1995. 
[6.2] D.P. Johns, “A ThreeDimensional Frequency Domain TransmissionLine 
Modelling Method,” PhD Thesis, University of Nottingham, 1996. 
[6.3] S. Garg, “Derivatives of Eigensolutions of a General Matrix,” AIAA Journal., 
vol. 11, pp. 1191 – 1194, August 1973. 
[6.4] D. Murty, “Derivatives of Eigenvalues and Eigenvectors of a General Complex 
matrix,” AIAA Journal., vol. 26, pp. 293 – 311, August 1988. 
[6.5] R.E. Collin, “Field Theory of Guided Waves,” IEEE Press, 1991. 
[6.6] B.M. Ayyub and R.H. McCuen, “Probability, Statistics and Reliability for 
Engineers and Scientists,” 2nd Edition, Chapman and Hall / CRC Press, 2003. 
[6.7] N. Ida, “Engineering Electromagnetics,” SpringerVerlag, 2000. 
[6.8] J. Hesselbarth, R. Vahldieck, “Resonance Frequencies Calculated Efficiently 
with the FrequencyDomain TLM Method,” IEEE Microw. Wireless Comp. Lett., vol. 
13, pp. 190 – 192, May 2003. 
[6.9] P.B. Johns, “The Solution of Inhomogeneous Waveguide Problems Using a 
TransmissionLine Matrix,” IEEE Trans. Microwave Theory Tech., vol. MTT22, pp. 
209 – 215, March 1974. 
[6.10] F.J. German, “Infinitesimally Adjustable Boundaries in Symmetrical Condensed 
Node TLM Simulations,” 9th Annual Review of Progress in Applied Electromagnetics 
(ACES), March 1993, Monterey, CA, USA, pp. 482 – 490. 
[6.11] Y.K. Choong, P. Sewell and C. Christopoulos, “New Thin Wire Formulation for 
TimeDomain DifferentialEquation Models,” Int. J. Numer. Model., vol. 15, pp. 489 –
501, 2002. 
[6.12] J.P. Webb, “FiniteElement Analysis of the Effect of Geometric Tolerances on 
Performance Over a Frequency Band,” IEEE Trans. Microwave Theory Tech., vol. 52, 














This chapter presents the application of the DST to threedimensional (3D) 
stochastic problems. In comparison with 1D or 2D problems, the 3D approach 
provides the best depiction of realistic scenarios at the cost of substantially 
increased computational effort. As with the previous chapters, the TLM method 
is used to numerically assess field behaviour. The MC method is compared with 




The 3D TLM technique is used to scale up the size of a corresponding 2D 
problem by introducing more ports into the computational domain. This 
increases the coverage of field behaviour in a defined electromagnetic problem. 
The 3D TLM node is constructed by combining 2D series and shunt nodes 
[7.1]. The most successful approach is the symmetrical condensed node [7.2] 
which is described in the next section. 
         
	    
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The 3D symmetrical condensed node (SCN) is illustrated in Fig. 71. This is 
developed by using transmission lines without resorting to the conventional 
lumped and Thevenin equivalent circuits. Two directions of polarisation in the   
,  or  planes are carried on two pairs of transmission lines joined 








For a SCN without stubs, all transmission lines have the same characteristic 
impedance . This SCN is used for modelling free space and has 12 ports 
which represent two orthogonal field polarisations in each of the ,  or 
directions. The total voltage across any port  is denoted by . The ports of a 
particular node (,  ) connect to those of its neighbours with the same 
polarisation. For example, port 1 of a particular node couples with port 12 of its 
neighbour while port 2 couples with port 9. This same pattern remains for all the 
ports with except those connected with boundaries. The incident link line 
voltages at a current time step  !1 depend on those reflected from adjacent 
ports at a previous time step  . By inspection, the following expressions are 
obtained:  
 
( ) ( )1 1 12 1 





( ) ( )1 2 9 1 
            + = −  
( ) ( )1 3 11 1 
            + = −  
( ) ( )1 4 8 1 
            + = −  
( ) ( )1 5 7 1 
            + = −  
( ) ( )1 6 10 1 
            + = −  
( ) ( )1 7 5 1 
            + = +  
( ) ( )1 8 4 1 
            + = +  
( ) ( )1 9 2 1 
            + = +  
( ) ( )1 10 6 1 
            + = +  
( ) ( )1 11 3 1 
             + = +  
( ) ( )1 12 1 1 
            + = +  
 
For nodes connected to metallic boundaries, the associated ports  are terminated 
with a short circuit boundary and the incident voltage at the time step  !1 is: 
 
( ) ( )1  
             + = −  
 
For an incident pulse on a particular port to scatter to other ports on the same 
node, there must be a relationship between one or both field quantities associated 
with them. This scattering submatrix  at a node () in free space is a 12 



















0 1 1 0 0 0 0 0 1 0 1 0
1 0 0 0 0 1 0 0 0 1 0 1
1 0 0 1 0 0 0 1 0 0 0 1
0 0 1 0 1 0 1 0 0 0 1 0
0 0 0 1 0 1 0 1 0 1 0 0
0 1 0 0 1 0 1 0 1 0 0 0
0 5
0 0 0 1 0 1 0 1 0 1 0 0
0 0 1 0 1 0 1 0 0 0 1 0
1 0 0 0 0 1 0 0 0 1 0 1
0 1 0 0 1 0 1 0 1 0 0 0
1 0 0 1 0 0 0 1 0 0 0 1
























The scattering submatrix relates the vector of incident voltages with that of the 




          
  " =  
 
The law of energy conservation demands that the total incident power must equal 
the total reflected power [7.2]. As all the link lines have the same characteristic 
impedance, this relationship is given by: 
 
( ) ( ) 
 
                  "   " =  
where the superscript  represents the transpose of a matrix.  
 












 is obtained. Substituting this into the right hand side of (7.5) 
gives: 
 
( ) ( )  
 
  
                  "   "  " =  
 
Comparing the right hand sides of (7.5) and (7.6), the relationship between 
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From (7.4) and (7.7) it is clear the scattering submatrix has a unitary property. 
This is because the transpose of 





 is given by a sparse matrix with diagonal entries 
consisting of the scattering submatrices as shown in the last chapter. This 
provides the relationship between the incident and reflected voltages of all the 









 and  

 are global vectors that contain all the reflected and incident 
port voltages respectively at time step  . 
 
Assume a 3D electromagnetic problem requires $%, $&, and $ nodes in the , 
 and directions respectively. A SCN with $ ports per node has a global 
scattering matrix of the order $%x $& x$x$. Using a similar numbering 
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As mentioned earlier, free space media requires a SCN with $ = 12. This does 
not apply when relative permittivity or permeability exceeds unity. This case is 
dealt with in the Appendix D. 
(7.8) 
(7.7) 





   NX1, NY1 
0,0 





The application of DST to the SCN stub model is quite straightforward. The 
frequency domain method simply entails using the exact formulation derived in 
Chapter 6. The global 2D scattering and connection matrices are replaced with 
the corresponding 3D SCN equivalent. The running of deterministic 3D SCN 
stub models is quite demanding on computational resources. This constitutes a 
severe handicap in the use of MC methods to carry out multiple simulations for 
3D stochastic problems. For this reason, only two examples are presented in this 
section. For each case study, the problem space is a waveguide discretised using 
24 nodes ($%) in the horizontal direction and 12 nodes ($&) in the vertical 
direction. The 3D SCN mesh has been used successfully to model the 
rectangular crosssection of waveguides. The slice of the 3D SCN is one cell 
thick. A schematic representation of this node across the crosssection of a 
















Ports 2, 4, 8 and 9 of all the SCNs are terminated by short circuit boundaries.  
The same procedure applies to ports 7 and 12 of the SCN connected to the top, 1 
and 5 to the bottom, 3 and 6 to the left and 10 and 11 to the right waveguide 
walls. This yielded better agreement when compared with 2D analytical results 









For 3D SCN model of a problem with $' random variables, the DST approach 
(described in section 6.2) requires $'  + 1 simulations to obtain results which 
are significantly less than the number required by the MC method. Each 
simulation for both approaches takes about 8s on a PC with a AMD Athlon 
2.01GHz processor. The converged MC simulations take 100,000 repeated runs 
which is about 9 days on the same platform. 
 
The first case study is of three dielectric slabs with rectangular cross section in 
the structure illustrated in Fig. 73A. The top and bottom slabs are stochastic and 
uncorrelated with a normal distribution of mean relative permittivity of 2.01 and 
increasing standard deviation values σε
( = σε
 = σε
. The central medium is not a 
random variable with relative permittivity ε
) of 1.01. The results show that 
applying the DST to a 3D SCN yields good results when compared with the MC 
technique. The changes in σε
 affect the standard deviation of fundamental 
resonance σ*
. The percentage difference between the DST and MC 
approximations of σ*
 is shown in Fig. 73B. As expected the percentage 














































εr1 = 2.01, σεr1 = 0.05  0.25
 εr2 = 1.01 
































The second case study using the SCN is the structure in Fig. 74A. The problem 
involves modelling eight dielectric slabs that are piecewise homogenous with 
correlated mean relative permittivity values generated using (4.13). The 
correlation length    = 0.125m and the root mean square of relative permittivity 
ε
 = 0.05. The slabs have a combined mean relative permittivity of 2.01 and the 
same standard deviation. The 2D model for this problem, shown in Fig. 611B, 
was examined in the last chapter. The results follow the same trend for both 
approaches. Fig. 74B shows the percentage difference between converged MC 
simulations and the DST approach. The 3D SCN has better dispersion 
characteristics than the 2D node [7.5] and thus offers better agreement between 
the DST and MC methods. For σε
 = 0.25 in each slab, the percentage difference 
for the 2D node in Fig. 611B is 1.103% while in the 3D node this is reduced to 
0.606%.This proves that improving on model accuracy provides a superior 
platform for comparative analysis. However, the computational resources 
required to achieve this are a major deterrent, particularly for statistical analysis 
based on repeated runs. The DST approach proposes a cost effective way to deal 
































































The DST for performing electromagnetic simulations in the presence of 
statistically defined parameters has been shown to be useful for 1D, 2D and 3
D problems. The next chapter proposes an alternative means to carry out these 
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This chapter introduces an alternative method for estimation of statistical 
moments based on experimental design techniques. This method is referred to as 
the unscented transform method. This is particularly useful for functions which 
are calculable but not differentiable. The theory behind this technique is 







The Unscented Transform (UT) was developed in [8.1] as a practical estimator to 
the probability distribution function instead of the traditional MC method. The 
principle behind this approach is based on the moment design technique 
described in [8.2]. The first step to implementing UT is to identify the sources of 
variability in the system under consideration. A set of deterministically selected 
input (sigma) points are then transformed via a nonlinear mapping process. The 
number of sigma points depends on the order of approximation required. These 
points are much fewer in number when compared to the number required to 
attain convergence using the MC method. The mapped sigma points or design 
values are weighted in a commensurate manner to the probability distribution of 
stochastic input parameters. Therefore, it is possible to find the relationship 
between the moments of input parameters and the weights of the sigma points. 
Fig. 8)1 illustrates a continuous normal distribution and its discrete equivalent 





























Probability Density Function - Continuous versus Discrete
Continuous
Discrete - 3 Sigma Points




The DST developed in the preceding chapters requires that the function of 
stochastic variables is differentiable and as such is intimately connected with 
sensitivity analysis. The UT method however has the advantage of working with 
an existing model without an explicit transfer function. This makes it tailor made 
for applications to black)box models. However, the number of sigma points 
required increases exponentially with the number of random variables to obtain 
the same order of accuracy as the DST approximation. This section takes a look 
at the definition of sigma points and associated weights as well as how they both 






Let  be a random variable with a mean   and standard deviation 

σ . Then, a 
standardised random variable   can be defined with zero mean and the same 
standard deviation as . Therefore,  is given by the expression: 
 
  = +  
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The non)linear mapping process commences by attributing coefficients to 
stochastic variables to form a power series. This is attained by replacing the 
derivative terms in (8.2) with coefficients similar to the regression polynomial 
model adopted in [8.3]. Thus, (8.2) can be rewritten to give: 
 













and  is the order of the polynomial. Comparing 
(8.2) and (8.3), it is clear that 0 = ( )  . 
 
The expected value of ( )  is: 
 
( ) ( ) ( )0            = + = + = +        
 
The variance of ( )   is: 
 
( )( ) ( )22 2 2           σ = − = −    
 
The sigma points  used in the UT calculations are defined at specific values and 
designated with weights . As these are discrete values of stochastic variables, 
the expected value of  () in terms of these parameters is [8.1]: 
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where  is the number of sigma points considered and 0 = 0 for an odd number 
of sigma points and an even distribution. Substituting (8.3) into (8.6a) for this 
case and collecting like terms: 
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From (8.6c), the weights designated in UT are deterministic and must sum up to 
one. This implies that probability axioms are obeyed in UT. Similarly, the 
variance of  () in terms of weights and sigma points is [8.1]: 
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Comparing (8.5) and (8.7d) gives the relation:  
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In general, the sigma points and weights in UT are related to the moments of a 
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The first four moments of any distribution provide information on the mean, 
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  = = γ + σ  ∑  
where γ1 and γ2 are the skew and kurtosis of the input distribution. 
 
The sigma points and weights can be obtained by solving (8.10a) – (8.10d) using 
the Maple software. The first two terms for both parameters are [8.4]: 
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The weights and sigma points obtained are substituted into (8.6a) and (8.7a) to 
obtain the second order mean and standard deviation respectively. The more UT 
terms that are considered, the better the accuracy of the approximation.  
 
The knowledge of the weights and sigma points can also be extended to find the 














































 , the Taylor series in terms of 
regression coefficients is: 
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The product terms in (8.13) leads to a modification in (8.9). The relationship 
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For a second order approximation, the combination of  and " leads to a system 










( ) [ ] ( ) [ ]
( ) ( )
( ) ( )
( ) ( )





1 12 21 2 2 2
1 2
1 1
1 13 31 3 2 3
1 2
1 1








   
 
 
   
 
 
   
 
 
   
 

    

        
        
        
        












   = =   
   = =   







( ) ( ) ( ) ( )




1 12 2 21 2 2 1 2 2 2
1 2 1 2
1 1
1 13 31 2 3 1 2 3






     
 
 
     
 
    
              







 =  
   = =   










). This system has fourteen 
equations and therefore requires at least five sigma points to satisfy all the 
conditions in (8.15). This leads to the equations: 
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The general equation for an nth order approximation with % equations and &' 





















Each sigma point adds &'( 1 unknowns to each of the %  equations. Therefore, 













From (8.17) and (8.18), it can be seen that % increases rapidly with &'.   
 
The sigma points for the random variables can be expressed in an orthogonal 
























 directions respectively.  
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The second moments about the origin can be found from: 
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For normal independent random variables with zero mean and unity standard 
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 can be found from (8.20):  
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Now, as the random variables are normally distributed with unity standard 
deviation, then  [
2

 ] = [
2

 ] = 1 and [
4

 ] = 3. 
 
For two random variables, five sigma points are equidistant round a plane circle 
at an angle:  
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Sby 1σ and 2σ respectively.  
 
For normally distributed random variables the solution of (8.16) using (8.25), 
(8.26) and (8.27) is [8.4]: 
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σ  and 
2
σ  are the standard deviation of random variables
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The effects of correlation between two normally distributed random variables 
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S+are the sigma points if  1  and 2 are statistically dependent 
with a correlation coefficient of ρ.  
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For non)uniform weights, a geometric approach can also be deployed to obtain 
sigma points. The simplest manner to achieve this is to define random variables 
in a Euclidean space. &' axes are defined at the geometric centre of a &' )
dimensional unit cube. Fig. 8)2 shows that the total number of sigma points (red 























sigma points that correspond to the black dots in Fig. 8)2 have co)
ordinates given by the expression [8.4]: 
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The 2 &'  points represented by the red dots have co)ordinates given by the 
expression [8.4]: 
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The accuracy of the UT method can be improved by taking more terms into 
account from the Taylor series approximation in (8.3). The polynomial ( )  for 
a fourth order approximation is: 
 










From (8.17), a fourth order approximation requires eight equations required to 
find the weights and sigma points. The moments of a normally distributed 
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There are four weights and four sigma points required to solve (8.34). These 
equations could not be solved directly using MAPLE software. Therefore, it is 
important to use an alternative means to simplify the calculation of the UT 
parameters. The method proposed here is to find a relationship between the UT 
technique and the integral calculation of moment.  
 
The Gaussian Quadrature (GQ) method [8.10, 8.11] approximates the integral by 
selecting the optimal abscissas at which to evaluate the function. For a function   
(), this is given by: 
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where -() is the weighting function representing the continuous PDF,   are 
the weights and  are the optimal abscissas which correspond to the sigma points 







Orthogonal polynomials () are a class of polynomials defined in a closed 
interval [#, $] and are related to the weighting function by the equation [8.10]: 
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Using the method, the zeros of () of degree  are the optimal abscissas and 
correspond to the sigma points. The number of sigma points is equal to .  () 
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where  is a constant and 0 () is a polynomial independent of . Both these 
terms are documented in [8.10] and change according to different types of -().  
 
 () is called a Hermite polynomial if - () is a Gaussian distribution and a 
Laguerre polynomial if it is an exponential distribution. The weights for any 
distribution are calculated from () using the relation [8.11]: 
 
















The generating function for a Hermite polynomial 1() from (8.37) is [8.10]: 
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The recurrence relation for 1() from (8.39a) is [8.10]: 
 











These fourth order UT parameters for (8.34) are found using the Hermite 
polynomial at  = 5 within the range ()∞ ,+∞ ): 
 
0
















 = − + σ  
( ) ( )
0 2 2
120










































2   
  
− =    
 
The recurrence relation for 2() from (8.39a) is [8.10]:
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The fourth order UT parameters for an exponential distribution with standard 
deviation 
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0.7594244976 10 = ×  
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0.5217556100 =   
2
 0.3986668121 =  
 )2
3
 0.3611758646 10 = ×   )4
4
 0.2336997028 10 = ×  
 
The higher the order of an approximation, the more the weights and sigma points 
needed to satisfy the moment equations. There is a trade)off between 




The PDF of a function 3 can be found from that of the independent random 
variable . Given that y has  roots, its PDF is defined by [8.12]: 
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where  () and 3 (3) are the PDFs of x and y respectively.#, $,…  are the 
roots of y which is a function of .  
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From (8.39), 34 is: 
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Assuming  is a normally distributed random variable, then 3(3) from (8.36) is: 
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where   is the mean and 

σ  is the standard deviation of .  
 
From (8.11a) and (8.11b) the sigma points are 1 = 3σ and 2 = – 3σ  . 
The weights are calculated from (8.6c), (8.11c) and (8.11d) are: 0 = 2/3, # = 
2= 1/6. Therefore, the mean of 3 can be expressed in terms of the polynomial 
coefficients. This is compared with (8.6b) to give: 
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Similarly, the variance of 3 in terms of the polynomial coefficients is compared 
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From (8.2) and (8.3), 0 = ( )3  . The polynomial coefficients #and $can be 
found from solving (8.42a) and (8.42b) to give: 
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(8.43a) and (8.43b) show that the polynomial coefficients can be calculated from 
the weights and sigma points. The polynomial coefficients can now be used to 
approximate the distribution of 3 using (8.41). Higher order UT schemes follow a 
similar procedure by adopting pertinent root finding procedures. This can be 
obtained using in)built functions in MATLAB. 
 
The next chapter deals with the application of the UT theory to stochastic 
electromagnetic problems. This is done to establish the method as a viable 
alternative to MC techniques. The potential drawback comes with the rapid 
increase in the number of design points required as the random variables and the 
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This chapter presents the application of the UT theory to stochastic 
electromagnetic problems. The case studies here are analysed in the time and 
frequency domains. The approximation of moments using UT is compared with 





This section presents the measurement of uncertainty in electromagnetic 
problems modelled the time domain. The elegance of the UT approach is that it 
does not require any modifications to the preferred modelling algorithm. A 
deterministic set of sigma points and weights constitute the UT parameters to be 
identified. These depend on the number of random variables and the order of 
approximations to be attained. The overall number of simulations needed is 
much smaller than required when using the classical MC method. The UT 
parameters are then used to approximate the statistical moments of interest. 
 
In the time domain, the interaction between neighbouring nodes in a discretised 
problem space can be characterised using the global matrix equation in (6.19). 
This can be rewritten as: 
 
1  
    −=  
where  and  are the global connect and scatter matrices respectively.  is 
global vector that contains incident port voltages at time step .  
 
It is possible to further simplify (9.1). This involves the elimination of the 
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For time domain problems with stochastic parameters, it is clear that a finite 
series approximation of (9.2) would deteriorate with increasing number of time 
steps. Therefore, the accuracy of the UT method will be better for a smaller 
number of time steps. 
 
The case study shown in Fig. 9,1A comprises of a TEM line modelled using the 
time domain MEPHISTO TLM solver in [9.1]. The line has a spatial 
discretisation 5 of 1 mm and is terminated at either end with absorbing 
boundaries. The dimensions of the guide are 30 X 1 mm. Material 1 is 
deterministic with relative permittivity of 1. Material 2 is represented by a 
random variable with mean relative permittivity of 8 varying normally with a 
variance of 0.4. The geometry of the dielectric materials and their respective 
positions are also shown. Both dielectrics are 10 mm apart and are separated 
from either end of the guide by 5 mm. Input and output points in the TEM guide 
are defined for the excitation and observation of fields respectively. These are 
shown in Fig. 9,1B. A unit impulse function is applied at the input point and the 
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The second order UT method uses the parameters defined in (8.11) while the 
fourth order approach uses (8.35). The second order and fourth methods require 
three and five sigma points respectively. These second and fourth UT methods 
are applied to the observed voltage and are compared with 40,000 MC 
simulations. Each simulation for both methods takes 0.72s on a PC with a AMD 
Athlon 2.01GHz processor. The mean voltage at the output point for the first 120 
time steps is shown in Fig. 9,2A. 
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The agreement between the methods is found to deteriorate with increasing time 
steps . This is not clear from Fig. 9,2A. To illustrate this effect, the mean 
voltage is shown from between time steps  = 60 and  = 120 in Fig. 9,2B. The 
second order UT approach begins to deviate from the MC method after  = 85. 
The fourth order UT deviates after  = 115. Therefore, the higher the order of the 
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The standard deviation of voltage at the output point is also approximated using 
both the UT and MC methods. The results are shown after the first 120 time 
steps in Fig. 9,3A. The agreement between methods here also deteriorates with 
increasing time steps. However, as the standard deviation is a higher order 
moment than the mean, it is expected that disagreement occurs in a shorter 
period. The standard deviation 
V
σ  is shown from between the  = 60 and            
 = 120 in Fig. 9,2B. The second order UT approach begins to deviate from the 
MC method after  = 70 and the fourth order UT deviates after  = 75. These 
results pose a challenge on how to increase the order of UT approximations with 
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The electric field at the output point is the ratio of the observed voltage to the 
cell size. This quantity randomly varies with stochastic relative permittivity. The 
probability density function (PDF) of electric field is approximated using the UT 
approach described in sub,section 8.1.3. The second and seventh order UT 
approximations are compared with the PDF obtained using the MC method at     
 = 10. The results from these comparisons are shown in Fig. 9,4. The agreement 
between methods further endorses the UT as a good alternative to time 
consuming MC method.  























Probability Density Function at timestep=10
UT - 2nd Order
UT - 7th Order
Monte Carlo
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The impact of increased time steps on the PDF of the electric field is now 
considered. From the results obtained when  = 30 in Fig. 9,5, it is clear that the 
moments of the PDF change. The discrepancy between the UT and MC methods 
becomes more pronounced. This is consistent with the behaviour observed 














The problem defined in Fig. 9,1A is now assessed over a range of frequencies. 
The maximum frequency of the problem is inversely proportional to two times 
the total number of time steps. This is consistent with the Nyquist criterion for 
sampling. The scattering parameter S11 describes the reflection coefficient at the 
input point. This is given by the expression: 
 










where  () is the frequency response in the TEM line with material 2 absent 
and () the frequency response with material 2 present.  
(9.3) 

































UT - 2nd Order









S11 is calculated at certain frequencies  for the UT sigma points and 40,000 MC 
simulations of random relative permittivity. The maximum frequency for this 
problem is . The mean of S11 magnitude and phase is computed from these 
results and is presented in Fig. 9,6A and Fig. 9,6B respectively.  
 
There is good agreement between the UT and MC approximation methods. The 
fourth order UT method gives better results throughout the range displayed than 
the second order method. The second order UT mean of S11 magnitude begins to 
deviate from the MC method when the normalised frequency ratio / is 0.096. 
The same approximation of the mean of S11 phase shows a similar trend at the 
same frequency ratio. The fourth order approximation of the mean of S11 
magnitude is good throughout the range of frequencies considered. The same 
however cannot be said of the mean of S11 phase which deviates when the 
normalised frequency ratio is 0.096.  
 
The approximation of standard deviation of S11 magnitude and phase is 
considered in Fig. 9,7A and Fig. 9,7B respectively. The discrepancies between 
UT and MC results now occur at an earlier stage than that of the mean. For the 
case of S11 magnitude this occurs at the normalised frequencies of 0.05 and 0.07 
for the second and fourth order UT results respectively. The S11 phase shows a 
noticeable deviation from the MC results at normalised frequencies of 0.044 and 
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The PDF of the electric field at the output point in Fig. 9,1A can be 
approximated at a specific frequency from sub,section 8.1.5. The example 
illustrated in Fig. 9,8 is the electric field PDF when the input frequency is 8.48 
GHz. The second and seventh order UT approximations show good agreement 
with the MC method.  
























Probability Density Function at  8.48 GHz
UT - 2nd Order
UT - 7th Order
Monte Carlo
  
 	1      !  &   -
!$$/$-1,1234

The next problem involves the coupling of two wire monopoles in a metallic box 
as shown in Fig. 9,9. This detailed description of the theoretical coupling model 
between the monopoles and waveguide in the frequency domain is found in    
[9.2 – 9.3]. Uncertainty in the length and position of one wire monopole affects 
the coupling with the other in the box. The parameter of interest S21 is calculated 
in [9.2]. This is the ratio of the voltage at the receiving monopole to the voltage 
of the transmitting monopole in the frequency domain. The random variables 
considered for this problem are normal. These include the length of the receiving 
wire and its position in , plane. The MC method runs for a total of 10,000 
simulations which lasts about 6 hours on a PC with a AMD Athlon 2.01GHz 
processor. Using the approach described in sub,section 8.1.3, a total of 15 sigma 








The box used has dimensions used 36 x 12 x 42 cm. Both wire monopoles are 
perpendicular to the  – z plane. The variations in wire lengths are not long 
enough to make a significant difference to the box resonances. The transmitting 
wire has a length of 3.5cm and is placed at co,ordinates  =18 cm and  = 6 cm. 
The receiving wire has a mean length of 0.5 cm with uncertainty in  and  
positions. The mean position of the recieving wire is at  = 18 cm,  = 36 cm. 
The position of both monopoles at the centre box in the ,  plane implies only 
odd harmonics are observed. The first and third modes are considered for this 
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The sigma points and weights are found from (8.31a) – (8.32b). These are 
combined to find the UT approximation of the average S21 coupling between the 
fixed and non,deterministic monopoles using (8.6b). Fig. 9,10A shows the 
comparison between the MC and UT approximations for the average S21 
coupling over a range of frequencies. The results show good agreement between 
the two methods. The UT approximation of the standard deviation of S21 
coupling is calculated using (8.7a). The results for this compared with the MC 
method and presented in Fig. 9,10B. As the frequency increases, the discrepancy 
between the methods becomes more evident. The skew and kurtosis of the S21 
coupling can be approximated with UT using (8.12a) and (8.12b) respectively. 
The results for the skew using UT are compared with MC in Fig. 9,10C. In 
general, the skew is positive except at the frequencies corresponding to the box 













frequency range. The same applies to the kurtosis using both methods as shown 
in Fig. 9,9D. These results support the use of UT as a viable alternative to the 
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The correlation between the logarithm of voltage at the receiving monopole and 








results are shown in Fig. 9,10E and Fig. 9,10F respectively. There is a close 



















































The results show that zero correlation occurs in the ,direction which means that 
variation in this direction is insignificant on measured voltage. This is because 
the monopoles are in the  , plane. This also explains why there is greater 
correlation in the   and ,directions. Maximum correlation between   and            
,directions and measured voltage occurs at resonance points. 
 
The effect of correlation between two random variables is considered next. The 
standard deviation of the fundamental resonant frequency 

σ  of a waveguide is 
assessed in the presence of statistically dependent media as shown in Fig. 9,11A. 
The two stochastic materials with relative permittivities ε1 and ε3 are separated 
by a deterministic medium with relative permittivity ε1. Fig. 9,11A illustrates 
the relationship between 

σ  and the correlation coefficient ρ13. Fig. 9,11B 
shows the percentage difference between 100,000 converged MC simulations 
and the second order UT approach as the correlation coefficient between the two 
discrete dielectric materials in a rectangular waveguide is varied. The UT method 
for this case study uses the set of equations derived in (8.30) to estimate the 
variance in (8.7d).  Fig. 9,11B shows the percentage difference between 
converged MC simulations and the UT approach as the correlation coefficient 
between the two discrete dielectric materials is varied. From the results, the 
percentage difference is minimum when both variables are correlated, that is 
when ρ13 = 1, and remains acceptably low across the complete range of 
correlations. The second order UT approximation of standard deviation performs 
much better than the first order DST method used for the same case study in 
chapter 6. This is another configuration in which the higher the order of an 











































     εr1 = 2.01,σεr1 = 0.05 
   εr2 = 1.01 
     εr3 = 2.01,σεr3 = 0.05 
1m
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The final case study involves finding the kurtosis of an exponentially distributed 








stochastic floating dielectric in a waveguide as shown in Fig. 9,12A. This result 
could not be obtained using DST as explained in Appendix A. The weights and 
sigma points for the fourth order UT approximation are provided in (8.42). The 
solutions of the weights and sigma points are used to calculate kurtosis from 
(8.12b). 
  
The central slab in Fig. 9,11A is stochastic with an exponential distribution of 
mean relative permittivity of 2.01 and increasing standard deviation values. The 
surrounding medium is not a random variable and has relative permittivity εr1 of 
1.01. The fourth order UT kurtosis approximation is compared with that from 
100,000 MC simulations. The results are shown in Fig. 9,12A. The percentage 
difference between both methods is shown in Fig. 9,12B. Again, the higher the 
standard deviation of relative permittivity the greater the discrepancy between 
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In the next chapter, the conclusions to this thesis are presented. The findings of 
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This section contains the procedure for selecting random samples of relative 




There can be two distinct random distributions of relative permittivity having the 
same behaviour. The distributions, for example, can have the same  
	
 but different  	. The concept of correlation allows for 
the description of both distributions in order to distinguish the characteristics 
[B.1]. The correlation function thus defined here stipulates the degree of 
interdependence between random inhomogeneities.  
 
The ideas of correlation effects can be developed from a simple scenario 
considered here. Let the relative permittivity at each node 
ε  in the TLM model 
be the smallest size of inhomogeneity. For a transmission line of  nodes, then 
the series of permittivity in each node is:  1210 ,.....,, −εεεε . The dependence of 
each of these permittivity values on one another in the same medium is described 












= ε ε 
 
∑  
where   is fixed integer value.  
 
The deviation of the permittivity value from being uniform is described by a 
function )(ε where   is the direction of propagation. For a very long 
transmission line, the statistics of )(ε is such that provided it is a stationary 




measurement is determined  and is designated by the term ε . As )(ε  
represents a continuous distribution, integration is used in place of summation in 
(B.1) and the autocorrelation function ( )   is defined as: 
 






           
→∞ −
 
= ε ε + = ε ε +  
 
∫  
                   
The expression above as shown is the summation over various values of  of the 
average of the product of the deviation at point   with another  +  further 
down the transmission line. The property of ( )   is such that it is independent 
on   and depends only on  . 
 
The ensemble average of the sum of squares of )(ε  gives is the mean square of 
the distribution and this coincides with when 0= and is given by: 
 









      
→∞ −
 
= ε = ε = ε  
 
∫  
where ε  is the root mean square of the relative permittivity values of the 
function )(ε . 
 
)(ε  is a random function although the ensemble averages in (B.2) and (B.3) are 
not and can be easily measured. Many random processes are described by an 









 = ε  
where 

  is the correlation length and 

ε  is the root mean square of the 
central permittivity value.  
 
The correlation length is the scale over which is a measure of how )(ε  is 






lie within the correlation length will have a greater value of  ( )   than those that 
lie further apart.  
 
The power spectral density can be defined as the Fourier transform of the 
autocorrelation function: 
 




ω = ∫ɶ  
 
Substituting ( )   in (B.5) from (B.3): 
 













ω = ε ε +  
 
∫ ∫ɶ  
 
Collecting like terms together gives: 
 













ω = ε ε +  
 
∫ ∫ ∫ɶ  
 
Let ',''  =−=⇒+=  
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ω = ε ε  
 
∫ ∫ ∫ɶ  
 
From the second integral let )(~ ωε  be the Fourier transform of )'(ε . From the 
frequency shifting rule of Fourier transforms the above expression yields: 
 













ω = ε ω ε  
 
∫ ∫ɶ ɶ  
 














 ω = ε −ω ε ω 
 
∫ɶ ɶ ɶ  
 








 ω = ε ω 
 
∫ɶ ɶ  
 
The next objective is to find the Fourier transform of the exponential 
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−∞
ω = ε∫ɶ  
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∞
   −   − ω − ω   
−∞
   
ε   ω = ε + ε =
   ω − ω + + ω
      
ɶ  
                                          

















ε ω = ε ω = 
+ ω 
∫ɶ ɶ  
 
The next task is that given the correlation function ( )  , a sequence that depicts 
the appropriate behaviour of )(ε  from a sequence of uniformly distributed 
random numbers. First, an assumption that the spectral content of ( ) ωɶ is the 






















The digital implementation of this filter is found from the bilinear transform 












ω =   + 
 


























Multiplying the numerator and denominator of (B.17) by 11 −+ ! : 
 
( ) ( )1 2 12 21 1 1 2 ! ! ! 
 
− −    ε + + − = ε +         
ɶ  
 
(B.18) can be rearranged to give: 
 
( ) ( )1 2 12 21 1 1 2 ! ! ! 
 
− −    ε + + − = ε +         
ɶ  
 
The above expression is seen to be a system with memory in the z:domain where 
the term on the left is the input sequence of uniformly distributed random 
)(    and on the right is the required output correlated sequence )( ε . The 
inverse z:transform to the spatial domain of the above expression is : 
 
( )2 1 1
2 2
1 2 1




   + ε = ε + − − ε       
 
 
For a uniformly distributed random sequence )(    between –√3 to √3 gives a 
mean value of zero and an RMS value of unity [B.4]. This standardised sequence 








The actual mean permittivity ε  can be into account simply by using the 
expression: 
 
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This section describes the 3D SCN used to model materials with relative 





The SCN without stubs had 12 link lines all with the same characteristic 











Let all the space dimensions of the SCN be equal to 'l. Then, the velocity of 













where c is the speed of light. 
 
The relationship between link capacitance C and link impedance ZTL in the SCN 










In free space the total capacitance modelled in the x, y or zdirections of the SCN 
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capacitance CS  to the total link capacitance in the x, y and zdirections to give an 




C l C C= ε = +  
 
The characteristic admittance of the capacitive stub using (D.3) and (D.4) in the 
x, y or zdirections is: 
 






t t t Z
ε −  ε
= = = −    
 
Therefore, the normalised stub admittance in the x, y or zdirections using 









 ε ε   ε  = = − = −    ε   
 
 
The relationship between link capacitance L and link impedance ZTL in the SCN 









Similarly, a lossless material of permittivity ! is modelled by adding a stub 
inductance LS  to the total link capacitance 4L in the x, y and zdirections to give 




L l L L=  = +  
 
The characteristic impedance of the inductive stub using (D.7) and (D.8) in the x, 
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Z t c t
    ε   = = − = −       
 
 
The capacitive stubs have an open circuit termination while short circuit stubs 
have a closed circuit termination. Both stubs have pulses incident on them 
reflected back to the node after round trip propagation in one time step. The 
inductive stub has the incident voltages at the next time step equal to minus the 
reflected voltage at the previous time step. On the other hand, the capacitive stub 
has the incident voltage at the next time step equal to the reflected voltage at the 
previous time step. The connection process of link lines remains unchanged from 
the free space SCN model. The global connection matrix contains all the 
information relating incident voltages at the next time step with reflected voltage 
at the previous time step of all the ports associated with each SCN in the 
discretised 3D problem space. 
 
To incorporate material properties into scattering matrix, the capacitive stubs in 
the x, y and zdirections are assigned port numbers 13 to 15, while inductive 
stubs port numbers 16 to 18 respectively. This augments the scattering sub
matrix to an order 18 x 18. A voltage pulse incident on port 1 is scattered into 
ports 1, 2, 3,9,11 and 12. As Ex and Hz are the associated fields, part of the 
scattered pulse couples with ports 13 and 18 respectively. This procedure is 
repeated for all the ports in the SCN stub model and the scattering submatrix is 
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       1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
1 a b d      b  .d c g     i 
2 b a    d   c .d  b g    .i  
3 d  a b    b   c .d  g    .i 
4   b a d  .d c   b   g  i   
5    d a b c .d  b     g .i   
6  d   b a b  .d c     g  i  
7    .d c b a d  b     g i   
8   b c .d  d a   b   g  .i   
9 b c    .d   a d  b g    i  
10  .d   b c b  d a     g  .i  
11 .d  c b    b   a d  g    i 
12 c b .d      b  d a g     .i 
13 e e       e   e h      
14   e e    e   e   h     
15     e e e   e     h    
16    f .f  f .f        j   















S x,y,z = 
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The global scattering matrix of the SCN with material stubs is found by 
substituting (D.11) into (7.9). 
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