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ABSTRAKT 
Bakalářská práce popisuje architekturu Internetu, jeho dělení na autonomní 
systémy a způsoby jejich propojení. Dále se ve velké míře zabývá popisem směrovacích 
mechanismů mezi autonomními systémy, ale i uvnitř. Větší prostor je věnován 
směrovým protokolům OSPF a BGP. Na konci práce je navržena laboratorní úloha pro 
předmět Architektura sítí, ve které jsou tyto protokoly použity. 
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Bachelor thesis describes the architecture of the Internet, its division into 
autonomous system and methods of their interconnection. Furthermore extensively 
describes routing mechanisms among autonomous system but also inside. More space is 
dedicated to routing protocols OSPF and BGP. At the end of the work is designed 
laboratory task for subject Network Architecture where this protocols are used.  
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AD Administrative Distance, administrační vzdálenost 
AS Autonomous Systém, autonomní systém 
ASN Autonomous System Number, číslo autonomního systému 
BDR Backup Designated Router, záložní určený směrovač  
BGP Border Gateway Protocol 
DR Designated Router, určený směrovač 
eBGP External BGP, externí BGP 
EGP Exterior Gateway Protocol 
EIGRP Enhanced Interior Routing Protocol 
FSM Finite State Machine, konečný stavový automat 
IANA Internet Assigne Number Authority 
iBGP Internal BGP, interní BGP 
IGP Interior Gateway Protocol 
IGRP Interior Gateway Routing Protocol 
IP  Internet Protocol 
ISP Internet Service Provider, poskytovatel Internetového přpojení 
IS-IS Intermediate System to Intermediate System 
MBGP Multiprotocol Border Gateway Protocol 
NLRI Network Layer  Reachability Information 
OSPF Open Shortest Path First 
RIP Routing Information Protocol 
RIPng Routing Information Protocol next generation 
RIR Regional Internet Register, regionální Internetový registr 
RR Route Reflector, reflektor cest 
TCP Transmission Control Protocol 




Směrovací mechanizmy mezi autonomními systémy Internetu představují v oboru 
telekomunikací důležitou oblast. Jsou základem pro výměnu směrových informací, 
které jsou nezbytné pro dostupnost nejrůznějších služeb na Internetu.  
Síť Internet se pro jednodušší správu dělí na menší celky nazvány autonomními 
systémy. Výměna směrových informací probíhá mezi samotnými autonomními systémy 
bez ohledu na jejich vnitřní topologii. Pro směrování mezi autonomními systémy se v 
dnešní době používá výhradně směrovacího protokolu BGP. 
Cílem této práce bude popsat architekturu Internetu, jeho členění na autonomní 
systémy, jejich vzájemné propojení a také funkci směrových protokolů. 
 
V první kapitole je stručně popsána architektura Internetu, vztahy mezi 
poskytovateli Internetu a popis služeb tranzit a peering. 
Druhá kapitola má za úkol vysvětlit co je autonomní systém a jak se dělí. 
Třetí kapitola je nejobsáhlejší a popisuje jak rozdělení směrovacích mechanizmů, tak 
samotné směrové protokoly používané uvnitř i vně autonomních systémů. 
V poslední čtvrté kapitole byla vytvořena laboratorní úloha, která má za úkol přiblížit 
směrovací mechanizmy a jejich konfiguraci studentům z oboru Teleinformatika. 





Globální síť, síť sítí, založena na protokolové sadě TCP/IP, složena z mnoha 
celků označovaných jako autonomní systémy. 
1.1 Architektura Internetu 
Internet se skládá z mnoha menších celků různých velikostí, výše uvedených  
tzv. autonomních systémů. Každý autonomní systém má svoje jedinečné číslo ASN. O 
přidělování čísel autonomních systémů se stará organizace IANA, volně přeloženo jako 







Obr.1.1 Architektura Internetu – složení z jednotlivých AS 
 
Z důvodu jednodušší správy je tato organizace rozdělena na celkem pět regionálních 
Internetových registrů RIR. Prostřednictvím těchto dílčích registrů jsou pak přidělována 
čísla autonomních systémů a příkladně tedy i adresní prostor. Jmenovitě se jedná o 
následující registry: 
 
 ARIN (Severní Amerika) 
 RIPE NCC (Evropa, Střední východ, Střední Asie) 
 APNIC (Asie, Pacifik) 
 AFRINIC (Afrika) 





Obr. 1.2 Rozdělení organizace IANA na jednotlivé regionální registry 
http://whatismyipaddress.com/images/rir-map-small.png 
 
1.2 Vztahy mezi poskytovateli Internetu 
Poskytovatelé připojení do Internetu (ISP) si nejsou rovnocenní. Od těch největších 
s celosvětově rozlehlou sítí až po ty nejmenší, kteří se nachází pouze na území jednoho 
města.  Obecně jsou poskytovatelé rozděleni do tří skupin: 
 Úroveň 1  
ISP první úrovně dosahují takové velikosti, že nemusí platit nikomu 
dalšímu za tranzit (přenos) dat. Nemusí, protože takzvaně „peerují“ 
s ostatními ISP první úrovně. Pojem peering vysvětluje následující kapitola. 
Všichni ostatní ISP tedy platí nejméně jednomu ISP první úrovně za tranzit. 
Peering s ostatními ISP první úrovně zajistí konektivitu do celého Internetu. 
 Úroveň 2  
ISP druhé úrovně mají velkou síť, nicméně nejsou dostatečně velcí na to, 
aby přesvědčili ISP první úrovně k výměně provozu na úrovni peeringu. 
Musí tedy platit za tranzit poskytovatelům první úrovně. 
 Úroveň 3  
ISP třetí úrovně mají malé sítě, takže musí platit za tranzit dat 
poskytovatelům první, nebo druhé úrovně. 
Hranice mezi ISP první úrovně a těmi největšími z řad druhé úrovně může často 
splývat. Někteří ISP druhé úrovně totiž mohou mít placený peering s ISP první úrovně 
(nejedná se ve skutečnosti o peering ale o tranzit) a pak se tedy samy nazývají jako ISP 
první úrovně. Skutečný rozdíl je v tom, že ISP druhé úrovně mají obecně geograficky 




Obr. 1.3 Propojení poskytovatelů pro přístup k Internetu[2] 
1.3 Tranzit a peering 
Tranzitem je nazván stav, kdy je poskytovatel např. druhé úrovně připojen do sítě 
poskytovatele první úrovně. Stejně tak se jedná o tranzit dat v případě koncového 
zákazníka, který je připojen ke svému ISP. 
Peering, neboli vzájemná výměna provozu na nižších úrovních hierarchického 
uspořádání má velký význam při hierarchickém propojování jednotlivých ISP. Tuto 
situaci znázorňuje obr. 1.4. Pokud by například zákazník poskytovatele B chtěl 
komunikovat se zákazníkem poskytovatele C, musí jejich vzájemný provoz „vystoupat“ 
v hierarchické struktuře až na takovou úroveň, na které by existovala možnost přechodu 
z jedné větve do druhé. Taková možnost přechodu musí existovat, jinak by Internet 
nebyl souvislý, resp. jeden z poskytovatelů by nenabízel připojení do celého Internetu. 
Čím „výše“ tok dat bude stoupat, tím hůře - protože tím více budou vytěžovány spoje 




Obr. 1.4 Schéma toku dat 
 
V praxi pak jde například o to, aby provoz mezi dvěma tuzemskými ISP mohl v rámci 
jejich peeringu probíhat přímo a nikoli přes vzdálené páteřní části Internetu (často  
vzdálené se všemi důsledky na rychlost a odezvu komunikace, které to přináší)[4].  
Je možné peering uskutečnit pouze mezi dvěma stranami nebo hromadně skrze jeden 
neutrální peeringový bod. 
Peering však nepřináší jen výhodu ve výměně dat, ale navíc může zajistit  
i důležitou redundanci spojení. 
V rámci České republiky jednotlivý poskytovatelé (hlavně ti větší) zajišťují svůj peering 
nejčastěji skrze jeden neutrální bod, ve kterém se sbíhají „výběžky“ jejich sítí  
a skrze který si vzájemně vyměňují data. Tento neutrální peeringový bod je provozován 




2 AUTONOMNÍ SYSTÉM 
Autonomní systém představuje souhrn více sítí pod společnou správou, ve 
kterém se zpravidla užívá jednotná technika pro šíření směrových informací. 
 
Podle počtu spojů, které jsou k AS připojeny, se dělí na tzv. single-homed a multi-
homed AS. Dále pak multi-homed AS může a nemusí být tranzitním. 
Single-homed má pouze jeden spoj připojen k jinému AS. Ve většině případů  
se bude jednat o spoj k ISP, zatímco multi-homed AS bude připojen více spoji. Spoje 
multi-homed AS mohou vést ke stejnému ISP, ale častější bude případ, kdy povedou 
k více různým ISP (redundantní konektivita). 
V síti Internet má každý AS svůj jedinečný identifikátor ASN, kdysi 16-bitový, dnes  
však 32-bitový[2].  
ASN 32-bitová jsou značena za pomocí tečkové anotace ve tvaru X.Y, kde X a Y jsou 
16-bitová čísla nebo pomocí jednoho 32bitů dlouhého čísla. Tato 32 bitová ASN jsou 
přidělována mimo některé vyhrazené skupiny: 
 1.Y rezervováno organizací IANA 
 65535.65535 rezervováno organizací IANA 
 0.Y forma zápisu pro původní ASN, které byly pouze 16-bitové, kde Y  
je původní 16-bitové ASN. 
V původní 16 bitové verzi jsou vyhrazeny tyto skupiny: 
 64512-65534 pro privátní účely 
 0 identifikace původních 16-bitových ASN v 32-bitové formě 
 23456 překlad 16 bitových ASN na 32 bitové 
 54272 – 64511, 65535 rezervováno organizací IANA 
2.1 Singlehomed AS 
Jedná se o AS, do kterého vede pouze jeden spoj viz obr. 2.1. V případě, že by taková 
síť vyžadovala vlastní číslo AS, například z důvodu sdílení směrovací politiky 
nadřazeného ISP, měla by zásadně použít privátní číslo AS. Privátní čísla AS se 
objevují jen ve  vnitřní síti ISP. Následně, pokud by zákaznická data označená 
privátním ASN měla směřovat mimo síť ISP, budou tato privátní ASN nahrazena na 
hraničním směrovači veřejným ASN, které bylo přiřazeno danému ISP. Ve většině 
případů však pravděpodobně single-homed AS nebude vyžadovat veřejné ASN, ani 
potřebu použít BGP (z pohledu na AS jako na koncovou síť). Zde postačí tzv. “defaultní 
cesta“ směrem k nadřazenému ISP a směrem od ISP staticky definovaná adresa pro 







Obr. 2.1 Single homed AS 
Další možností jak přijímat směrovací informace od nadřazeného ISP je již zmíněná 
defaultní cesta v kombinaci s částečnými směrovacími informacemi. Toto je nejběžnější 
způsob použití. Jsou možné dva způsoby realizace: prvním je, že nadřazený ISP posílá 
plné BGP směrovací informace a hraniční směrovač koncové sítě vyfiltruje pouze 
některé záznamy, které se pak dostanou do jeho směrovací tabulky. Druhým způsobem 
je, že nadřazený ISP posílá pouze částečné informace, např. sítě jeho zákazníků. 
V případě těchto částečných informací by však měla být vždy použita defaultní cesta 
pro zajištění plné dostupnosti. 
Poslední možností pro příjem směrovacích informací je příjem plné „Internetové“ 
směrovací tabulky, avšak s výše uvedeným principem použití privátního ASN. Tato 
možnost poskytuje nejspecifičtější možné záznamy. Odpadá zde nutnost použití 
defaultní cesty, protože pokud cílová síť nebude umístěna ve směrovací tabulce, není 
dostupná[5]. 
Při návrhu sítě je velice nutné zvážit výše uvedený způsob příjmu směrovacích 
informací. Tento výběr bude mít později velký význam při volbě hraničního směrovače 
z pohledu výkonnosti. V případě, že se bude jednat pouze o defaultní cestu, nebudou 
zde v podstatě žádné požadavky co se týká velikosti paměti. Naproti tomu pro případ 
plné „Internetové“ směrovací tabulky bude potřeba několik stovek megabajtů paměti. 
2.2 Multihomed AS 
Pro zařazení do skupiny multihomed musí mít AS dvě a více linek do sousedních AS. 
V případě, že jedno z odchozích rozhraní bude vyřazeno z provozu, bude provoz 
automaticky směrován jednou ze zbývajících linek. Slabina multihomed AS je ta, že 
dvě zdánlivě zcela nezávislé sítě od různých ISP mohou sdílet společný páteřní spoj či 
hraniční směrovač. V tomto případě pak nedostupnost jedné ze sdílených komponent 







Obr. 2.2 Multihomed AS 875 
 
Může se jednat o dvě a více linek ke stejnému ISP nebo ke dvěma a více různým ISP. 
Tuto situaci ilustruje obr. 2.2. Zde se jedná o multihomed AS č. 875, který má připojení 
do dvou různých AS. Tento AS může a nemusí být tranzitním.  
 
2.2.1 Tranzitní multihomed AS 
Tranzitní AS umožňuje, aby přes něj procházel provoz, který nezačíná ani nekončí 












3 SMĚROVACÍ MECHANISMY 
Směrování v TCP/IP sítích je zajištěno směrovači resp. směrovými protokoly, které 
směrují pakety na základě informací obsažených v hlavičce IP paketu. Konkrétně se 
jedná o cílovou IP adresu stroje, na kterou má daný paket dorazit. Směrovače obsahují 
směrovací tabulku, ve které je obsažena informace o dostupných sítích v kombinaci 
s výstupním rozhraním, maskou podsítě a dalšími údaji. Na základě těchto údajů ve 
směrovací tabulce směrovač rozhoduje, kterým směrem bude paket odeslán. Směrování 
může být realizováno následovně: 
a) statické směrování - v případě statického směrování je směrovací tabulka 
udržována administrátorem. Je tedy nutné, aby administrátor vkládal 
jednotlivé informace do směrovací tabulky ručně. Statické směrování může 
být udržitelné pouze v malých sítích, kde nedochází k častějším změnám 
topologie. Možné použití je také tam, kde směrovač nemá dostatečné zdroje 
pro běh dynamických protokolů. 
b) defaultní směrování – v tomto případě směrovací tabulka obsahuje záznam 
o síti tzv. poslední naděje. Jedná se o záznam ve formátu 0.0.0.0/0, což ve 
výsledku znamená, že tímto směrem budou odeslány všechny pakety, do 
kterých daný směrovač nebude znát cestu.  
c) dynamické směrování – v tomto případě bude směrovací tabulka plněna 
směrovými protokoly automaticky. Směrovače si pak mezi sebou vyměňují 
tyto informace a udržují tak aktuální stav sítě. 
Výše zmíněné přístupy ke směrování pak v praxi mohou být použity v optimální 
kombinaci. 
Směrové protokoly se dělí dle více kritérií. Začněme tedy rozdělením, zda se jedná o 
směrování uvnitř autonomních systémů – v tomto případě se používají protokoly ze 
skupiny interních směrových protokolů IGP nebo o směrování mezi autonomními 
systémy, kde se jedná o externí směrové protokoly EGP. Toto dělení je přehledně 
znázorněno níže na obr. 3.1. 
 






V případě skupiny IGP jsou protokoly dále děleny na vzdálenostně vektorové a dle 
stavu spojů. Toto dělení pramení ze způsobu, jakým jednotlivé skupiny protokolů 
vypočítávají výhodnost cesty. Tento výpočet bude zmíněn zvlášť u každého protokolu 
















Obr. 3.2 Přehled rozdělení směrových protokolů 
Pro komunikaci se pak mohou kombinovat obě výše zmíněné skupiny interních a 
externích protokolů. Je možné provádět mezi nimi redistribuci. Běžným konkrétnějším 
příkladem pak může být redistribuce protokolu OSPF do BGP. Tyto protokoly budou 
popsány dále. 
Pro případ, že by směrovač obdržel shodné směrovací informace od více směrových 
protokolů, každému protokolu byla přiřazena administrační AD. Tato hodnota je 
unikátní pro každý směrový protokol. Směrovač tedy dle AD určuje prioritu směrového 
protokolu. AD může být změněna, avšak musí být shodně změněna na všech 
směrovačích. Nižší hodnota AD bude preferována pro vložení cesty do směrovací 
tabulky. Defaultní administrační vzdálenosti jsou uvedeny níže v tabulce: 
Směrový protokol Administrační vzdálenost 
přímo připojené sítě 0 
statické záznamy 1 
EIGRP sumarizovaná cesta 5 
Externí BGP 20 





Externí EIGRP 170 




Nutno poznamenat, že AD se ve směrovacích informacích nepřenáší a má význam 
pouze na daném směrovači lokálně. 
 
Mimo rozdělení na EGP a IGP protokoly je také můžeme rozdělit na třídní (z angl. 
classful) a beztřídní (z angl. classless). Jedná se o to, že třídní směrové protokoly 
nezasílají okolním směrovačům informaci o masce sítě. První směrové protokoly jako 
RIP (verze 1) a  IGRP byly třídní. To bylo v časech, kdy byly síťové adresy alokovány 
na základě tříd A, B a C. Směrový protokol nepotřeboval vkládat informaci o síťové 
masce, protože síťová maska byla rozeznána na základě prvního oktetu IP adresy. 
Mezi beztřídní směrové protokoly se řadí všechny ostatní výše nejmenované – tedy RIP 








3.1 Interní směrové protokoly IGP 
Směrové protokoly skupiny IGP, jak již bylo řečeno, mají za úkol výhradně směrování 
uvnitř autonomních systémů.  
 
3.1.1 Vzdálenostně vektorové 
Směrové protokoly zařazené do této skupiny používají jako metriku tzv. vektor 
vzdálenosti. 
Mezi vzdálenostně vektorové směrové protokoly patří tyto protokoly: 
 
 RIP, RIP v2, RIPng 
 IGRP, EIGRP 
 
Routing information protocol (RIP) 
RIP je jeden z prvních dynamických směrových protokolů, které byly vydány. Postupně 
procházel vývojem a dnes existují tři verze. Dodnes se používá na malých sítích. Tento 
směrový protokol je dnes využíván převážně z důvodu jeho jednoduchosti a široké 
podpory.  
RIP používá k rozesílání UDP protokol na portu 520. Jeho defaultní administrativní 
vzdálenost je 120. Všechny jeho implementace používají jako metriku počet skoků. 
Skokem je zde míněn přechod přes směrovač. Metrika je číselný údaj, který rozhoduje 
v případě, že se směrovač dozví více cest do jedné cílové sítě. Nevýhoda RIP je v jeho 
malém „dosahu“. Maximální počet přeskoků byl totiž stanoven na 15. Pokud by mu 
tedy přišla informace o síti, která bude dostupná přes 16 skoků, bude ji považovat za 
nedostupnou. Mezi nevýhody se také řadí velký čas konvergence. Konvergence je stav, 
kdy všechny směrovače v síti budou znát informace o všech ostatních sítích. Topologie 
na obr. 3.3 ukazuje jednoduchý příklad sítě pro vysvětlení počítání metriky (počtu 
skoků). Následně v jednotlivých tabulkách pod topologií jsou zobrazeny počty skoků do 
cílových sítí z pohledu každého směrovače.  
 










































Počet skoků roven 0 znamená přímo připojenou síť. Ve směrovací tabulce bude takový 
záznam zobrazen jako přímo připojená síť, nikoliv jako záznam směrového protokolu 
RIP s nulovou metrikou. V případě, že by do cílové sítě existovaly dvě cesty se shodnou 
metrikou, je RIP schopen provádět vyrovnání zátěže. 
Zde jsou vyjmenovány klíčové vlastnosti jednotlivých verzí: 
RIP v1: 
 Podpora pouze IPv4 
 Periodicky rozesílá sousedním směrovačům celou směrovací tabulku 
 Používá k tomu všesměrovou adresu 255.255.255.255 
 Neposílá ve směrovacích informacích masku sítě (třídní protokol) 
RIP v2: 
 Součásti směrovacích informací je již i informace o síťové masce (beztřídní 
protokol) 
 Možnost autentizace dvou sousedních směrovačů 
 Pro periodické rozesílání směrovacích informací používá skupinovou adresu 
224.0.0.9 
RIPng 
 Podpora IPv6 
RIP rozesílá směrovací tabulku nejen periodicky, ale i když nastane změna v síti. 
 
Interior gateway routing protocol (IGRP) 
IGRP je Cisco proprietární směrový protokol. Byl vytvořen jako lepší vzdálenostně 
vektorový protokol v porovnání k RIP v1. 
Největší rozdíl mezi RIP v1 a IGRP je způsob jakým se vytváří metrika. Výpočet 
metriky u IGRP zahrnuje až čtyři parametry (šířka pásma, zatížení spoje, zpoždění, 
spolehlivost). Výhoda oproti protokolu RIP je ta, že dokáže zohlednit rychlejší spoj do 
cílové sítě i přestože se v cestě nachází více skoků. Nicméně jedná se o třídní protokol, 





Enhanced interior gateway routing protocol (EIGRP) 
Směrový protokol EIGRP byl vyvinut jako následovník původního IGRP. V některé 
literatuře bývá označován jako hybridní protokol stojící na rozhraní mezi vzdálenostně 
vektorovými a spojově stavovými protokoly. Používá totiž charakteristické prvky 
z obou skupin. Příkladem může být to, že již nerozesílá periodické aktualizace jako 
předchozí vzdálenostně vektorové protokoly, nýbrž jsou šířeny pouze změny 
v topologii. 
 
3.1.2 Spojově stavové 
V kontrastu k vzdálenostně vektorovým směrovým protokolům, spojově stavové 
protokoly budují kompletní mapu topologie pomoci informací, které přijímají od 
sousedních směrovačů. Tato topologická mapa bývá označována jako spojově stavová 
databáze. Každý směrovač v dané síti má identickou topologickou databázi. Dále také 
po tom, co síť zkonverguje, již periodicky nezasílá žádné směrové informace. 
K rozesílání zpráv pak dochází pouze při změně v topologii (výpadek směrovače, 
přerušení spoje, atd.). Spojově stavové protokoly jsou vhodné do velkých sítí, kde je 
mimo jiné velmi důležitá rychlá konvergence.  




Open Shortest Path First (OSPF) 
OSPF byl vyvinut jako náhrada pro vzdálenostně vektorový směrový protokol RIP. 
Jedná se o robustní a velmi komplexní směrový protokol. Výhodou OSPF je jeho velká 
rychlost konvergence a vysoká škálovatelnost ve velkých sítích. Metrika je v OSPF 
označována jako cena a jedná se o číselný údaj, který vyjadřuje šířku pásma spoje. Pro 
výpočet nejlepší cesty používá Dijkstrův algoritmus. 
 
Typy zpráv a jejich funkce: 
 Hello – objevování přilehlých směrovačů a budování vztahů se sousedními 
směrovači 
 DBD (database description) – využívá se při úvodní synchronizaci 
topologických databází mezi dvojicí směrovačů.  
 LSR (link-state request) – slouží k vyžádání specifických topologických 
záznamů 
 LSU (link-state update) – odpověď na zprávu LSR  





Funkci OSPF můžeme rozdělit do následujících kroků: 
1. Hledání sousedů, volba DR (BDR) 
2. Synchronizace topologické databáze 
3. Výpočet SPF, naplnění směrovací tabulky 
4. Udržování aktuálního stavu sítě 
 
1. Hledání sousedů, volba DR (BDR) 
Sousední směrovače se objevují navzájem, automaticky a to za pomoci tzv. hello 
paketů.  
Navázání sousedství – předtím, než si dva sousední směrovače budou schopni začít 
vyměňovat informace, se musí shodnout na určitých parametrech, bez kterých to nebude 
možné. Zasláním hello zprávy na rozhraní, kde má směrovač nastaveno OSPF a 
následným přijetím této zprávy na stejném portu směrovač zjistí, že na protější straně se 
také nachází směrovač, na kterém běží OSPF. To je první předpoklad pro navázání 
sousedství. 
Hello a dead intervaly – předtím, než dva směrovače budou schopny navázat sousedství, 
musí se shodnout na určitých parametrech. Jedná se celkem o tři hodnoty: hello interval, 
dead interval a typ sítě. Hello interval stanovuje, jak často bude směrovač posílat svoje 
hello pakety. Defaultně jsou odesílány každých 10 sekund. Tyto zprávy jsou odesílány 
na skupinovou adresu 224.0.0.5. 
Dead interval je čas vyjádřený v sekundách, jak dlouho bude směrovač čekat na přijetí 
hello paketu, než svého souseda označí jako nedostupného. Může se totiž stát, že např. 
vlivem vytížení sítě se nemusí podařit doručit všechny zprávy a tak např. jeden hello 
paket nebude doručen protější straně. 
Pokud dead interval vyprší, směrovač bude tohoto souseda, od kterého po určitý čas 
neobdržel hello paket, považovat za nedostupného. Odstraní ze svých tabulek sítě, které 
byly přes tohoto již nedostupného souseda dostupné a odešle informaci ostatním 
sousedským směrovačům o nedostupnosti směrovače. Resp. informaci o nedostupnosti 
cest přes tento směrovač. 
 
Volba určeného a záložního určeného směrovače (designated router DR, backup 
DR): 
Pro redukci objemu přenášených režijních dat OSPF na sítích typu multiaccess 
(ethernet), OSPF volí tzv. určený DR směrovač a další směrovač jako záložní BDR. DR 
je zodpovědný za komunikaci s ostatními OSPF směrovači na sdíleném segmentu. 
Ostatní směrovače, které nejsou DR ani BDR jsou nazvány jako ostatní – tzv. 
DROthers. Na sdíleném segmentu pak spolu směrovače komunikují prostřednictvím 
DR. Navíc i sousedství jsou vytvářena pouze mezi dílčími směrovači a DR. Pro případ 
výpadku směrovače DR je zvolen náhradní  BDR. Na sítích typu bod-bod DR ani BDR 
není volen. Nemělo by to totiž žádný význam z hlediska redukce objemu provozu. 
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Volba může být ovlivněna prioritou, která se dá každému směrovači nastavit. V případě, 
že není možné rozhodnout na základě priorit, použije se tzv. Router ID. Router ID je 
jedinečný identifikátor směrovače zapisovaný ve formátu IP adresy. Volba DR a BDR 
je nepreemptivní, což znamená, že jednou zvolený DR zůstane DR tak dlouho, dokud 
nepřeruší svoji funkci. Nemůže být tedy nahrazen jiným směrovačem v případě jeho 
funkce. 
2. Synchronizace topologické databáze 
Každá dvojice směrovačů, které spolu sousedí, prochází při vytváření komunikačního 
vztahu několika fázemi: 
 fáze Down 
Jedná se o úvodní fázi. Indikuje, že zatím nebyly přijaty žádné informace. 
 fáze Attempt 
Tento stav platí jen na NBMA (Non-broadcast multi-access) sítích. Znamená, že 
směrovač zatím nepřijal žádný hello paket, ale sám je odesílá. 
 fáze Init 
V tomto stavu směrovač přijal hello paket, ale nevidí v něm svoje Router ID, 
tzn. že protější směrovač prozatím jeho hello paket nezpracoval 
 fáze 2-way  
Směrovač přijal hello paket, ve kterém je obsažené jeho Router ID. V této fázi 
nastává i volba DR/BDR 
 fáze ExStart 
Směrovače si v této fázi vymění prázdné DBD pakety, aby pro účel výměny 
topologických databází zjistili, kdo je tzv. Master a Slave. 
 fáze Exchange 
Směrovače si vyměňují DBD pakety, ve kterých si vzájemně popisují obsah 
svých topologických databází. Na základě informací přijatých v DBD paketech 
si směrovače tvoří seznam LSA, které má protější směrovač novější a které bude 
chtít obdržet. 
 fáze Loading 
Během fáze Exchange byly vytvořeny seznamy LSA, které jsou ve fázi Loading 
vyžádány pomocí paketu LSR, obdrženy v paketech LSU a potvrzeny LSAck. 
 fáze Full 
Směrovač vstupuje do fáze Full, v momentě, kdy od protějšího směrovače získal 
všechny informace, o které měl zájem. Dva směrovače ve vzájemném full stavu 
mají identické topologické databáze a jsou plně synchronizované[10]. 
3. Výpočet SPF, naplnění směrovací tabulky 
Směrovač, jehož topologická tabulka je plně synchronizována nad ní může spustit 
Dijkstrův algoritmus a určit tak strom nejkratších cest od sebe do všech cílových sítí. 
Výsledkem je bezesmyčkový pohled na síť a naplnění směrovací tabulky. 
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4. Udržování aktuálního stavu sítě 
Každá změna v topologické tabulce vyvolá nový výpočet Dijkstrova algoritmu a 
informování okolních směrovačů o této změně. V případě, kdy bude docházet k častým 
změnám v síti, která je velmi rozsáhlá, může být tento výpočet náročný i samotná 
databáze velmi rozsáhlá. Z důvodu zjednodušení spojově stavové databáze můžeme 
velkou síť v rámci jednoho AS rozdělit do menších oblastí. Výpočty Dijkstrova 
algoritmu se potom provádí nad menší částí a nejsou tak náročné. 
Oblasti v OSPF 
Každá oblast má svoji vlastní topologickou mapu a nad každou oblastí tak probíhá 
výpočet zvlášť. 
OSPF používá dvou úrovňovou hierarchii: 
 páteřní (backbone) tranzitní oblast 
Primární funkcí páteřní oblasti je rychle a efektivně směrovat IP pakety. Páteřní 
oblast také propojuje ostatní typy sítí. 
 regulérní oblast 
dělí se na další pod-oblasti: 
1. Stuby oblast – nevidí externí sítě 
2. Totally Stuby oblast – nevidí externí sítě, ani sítě jiných oblastí 
3. Not So Totally Stuby oblast (NSSA) – jako Stuby oblast, ale je do nich 
možné redistribuovat záznamy 
 
 
Výpočet ceny spoje (metriky) v OSPF: 
Merika je v OSPF nazvána cenou. Cena spoje je v rozsahu 1 až 65535, přiřazené ke 
každému rozhraní směrovače. Čím menší cena bude, tím více bude cesta preferovaná.  
Výpočet ceny se provádí následovně: 
Cena = 100 Mbps / <šířka pásma spoje> 
Například tedy pro spoj fastethernet – tedy 100Mbps spoj je zřejmé, že výsledkem bude 
cena rovna jedné. Zde nastává problém pro spoje rychlejší než 100 Mbps. Ať už spoj 
bude 1 Gbps nebo 100 Gbps, pořád zde bude figurovat číslo jedna. Tomuto lze předejít 
změnou referenční šířky 100Mbps. Avšak to už záleží na dané implementaci každého 
výrobce. 
Dle obr. 3.4 bude uveden příklad výpočtu ceny cesty napříč sítí. Z pohledu směrovače A 
při komunikaci do sítě 192.168.5.0/24 nacházející se na směrovači C je nutno sečíst 
jednotlivé dílčí ceny cest po sobě. 
1) Případ přes směrovač A-B-C cena = 1+1+1 = 3 
2) Případ přes směrovač A-C cena=10+1 = 11 
Do směrovací tabulky tedy bude vložena cesta s nižší cenou. Tedy cesta přes směrovač 
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B. Např. směrový protokol RIP by vzal v potaz pouze počet přeskoků a zvolil by tedy 
pomalejší spoj přes směrovače A-C. 
 
Obr. 3.4 OSPF výpočet ceny cesty 
 
 
V OSPF existuje pět typů zpráv. Každá zpráva má specifický význam. 
 
 
Tabulky v OSPF: 
Směrovací tabulka – obsahuje nejlepší záznamy o cílových sítích. 
Tabulka sousedních směrovačů – obsahuje záznamy o všech přilehlých směrovačích. 
Topologická tabulka – na základě přijatých informací si směrovač buduje topologii sítě, 




Intermediate System to Intermediate System IS-IS 
Směrový protokol IS-IS je stejně jako OSPF spojově stavový a používá pro výpočet 
nejlepší cesty Dijsktrův algoritmus. 
IS-IS se liší od OSPF ve směru oblastí a směrování mezi nimi. IS-IS směrovače jsou 
rozděleny následovně: úroveň 1 (uvnitř oblasti), úroveň 2 (mezi oblastmi) nebo úroveň 
1-2, která splňuje obojí. Směrovače druhé úrovně vytvářejí vazby pouze opět se 
směrovači druhé úrovně a podobně tak směrovače první úrovně se vážou pouze se 
směrovači první úrovně. Úroveň 1-2 potom propojuje obě úrovně dohromady. 




3.2 Externí směrové protokoly EGP 
Externí směrové protokoly zajišťují výměnu směrových informací mezi autonomními 
systémy. 
 
3.2.1 Směrový protokol BGP 
Border Gateway Protocol (BGP) je dynamický směrový protokol, jehož úkolem je 
zajistit mezidoménový směrový systém, který zaručí bezesmyčkovou výměnu 
směrových informací mezi autonomními systémy, patří tedy do skupiny EGP. 
Někdy bývá označován jako tzv. path vector. Prošel vývojem, během kterého byly 
vydány postupně čtyři různé verze. První verze v roce 1989 a aktuální verze BGP-4 byla 
vydána v roce 2006[7]. 
BGP je následníkem Exterior Gateway Protocol (EGP, pozn. nezaměňovat za skupinu 
externích směrových protokolů EGP, do které mimo jiné BGP patří). EGP měl za úkol 
izolovat od sebe sítě v raných fázích Internetu, nicméně striktně vyžadoval stromovou 
topologii, proto se od něj upustilo. 
V současnosti je aktuální BGP verze 4, a proto pokaždé, když zde bude zmínka o  BGP, 
bude myšlena nejnovější verze.  
Pokud se dva směrovače nachází každý v jiném AS, pak stav mezi nimi označován jako 
externí BGP. Jedná-li se o směrování uvnitř jednoho AS, pak je mezi dvěma směrovači 
interní BGP. Interní a externí BGP se často zkracuje pouze na iBGP a eBGP viz obr. 
3.5. 
Je nezbytně nutné pro případ iBGP zajistit, aby byly všechny směrovače vzájemně plně 
propojeny. Tím bude zajištěn konzistentní pohled na ostatní sítě. Je to z důvodu 
existence pravidla split-horizon, které zajišťuje bezsmyčkový provoz napříč AS. 
Toto pravidlo je možné obejít například tzv. reflektorem cest (z angl. route reflector). 





Obr. 3.5 Znázornění iBGP, eBGP 
3.2.2 Funkce BGP 
BGP používá TCP jako spolehlivý transportní protokol, na portu 179. Dva sousední 
směrovače mezi sebou naváží TCP relaci a teprve potom může proběhnout výměna 
BGP zpráv. Samotná TCP relace ještě neznamená, že spolu budou sousední směrovače 
schopny uzavřít tzv. sousedství. Pro uzavření sousedství se musí shodnout na určitých 
parametrech (verze BGP, hold time), které si předají zprávou OPEN a pokud  
se shodnou, vymění si pro potvrzení zprávu KEEPALIVE. V BGP sousední sítě nejsou 
objevování „automaticky“ jako je tomu u IGP protokolů, ale musí být předdefinováni. 
Po tom, co spolu dva sousední směrovače naváží sousedství, si vymění celé směrovací 
tabulky za pomocí zpráv typu UPDATE. Po této úvodní výměně  
se dodatečné změny již neprovádí znovu zasláním celé směrovací tabulky, nýbrž jen 
zasláním inkrementačních zpráv UPDATE. Směrovače si mezi sebou vyměňují 
informaci o síťové dosažitelnosti (Network Layer  Reachability Information NLRI) 
obsažené v UPDATE zprávě. Tyto informace se skládají z adresy cílové sítě a délky 
prefixu. 
 
3.2.3 Typy zpráv 
Existují celkem čtyři typy zpráv použité při komunikaci mezi směrovači, které používají 
BGP. Jedná se o zprávy: OPEN, UPDATE, KEEPALIVE, NOTIFY. Maximální délka 
zprávy je 4096 oktetů a všechny implementace protokolu by ji měli dodržovat. Nejkratší 
zpráva má velikost 19 oktetů a skládá se pouze z BGP hlavičky bez dat. Všechny tyto 





Značka Délka Typ zprávyObsah:
 
Obr. 3.6 Hlavička bez dat 
Značka: 
Toto pole je zde zahrnuto z důvodu kompatibility. Musí být nastaveno na samé 
jedničky. 
Délka: 
Zde je uvedena celková délka zprávy včetně hlavičky. Uvedení celkové délky umožní 
identifikovat další zprávu v TCP toku. Délka musí být minimálně 19 oktetů,  












Takže například pro zprávu typu KEEPALIVE bude v poli type uvedeno č. 4. 
1. OPEN zpráva: 
Po ustavení TCP sezení si směrovače vzájemně jako první vymění zprávy typu OPEN. 
Pokud obě strany zprávu bez problému přijmou, pošlou na protější směrovač 
KEEPALIVE zprávu, která je jako potvrzení o přijetí a dále již může probíhat výměna 
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Zde je uvedeno o jakou verzi BGP protokolu se jedná. Aktuální verze je 4. 
AS: 
Zde je uvedeno ASN odesílatele zprávy.  
Hold time: 
Hodnota hold time určuje, jak dlouho směrovač bude čekat na zprávu keepalive nebo 
update. Jinými slovy, je to časový údaj, po jehož vypršení je spojení s příslušným BGP 
sousedem považováno za nefunkční. Defaultně bývá tato hodnota nastavována  
na 180 sekund a je možné ji změnit. Vypršení této hodnoty zabraňuje keepalive nebo 
update zpráva, která s každým svým příchodem časovač vynuluje a zabrání tak rozpadu 
spojení. 
Nicméně defaultní hodnota 180 sekund je v produkčních sítích ohromně dlouhá doba a 
nefunkčnost sítě po 180 sekund by mohlo znamenat velké finanční ztráty. Z toho 
důvodu se hodnota hold time upravuje na nižší hodnoty společně s hodnotou 
zasílání keepalive zpráv. 
BGP ID: 
Aby mezi sebou dva sousední směrovače mohly navázat sousedství, musí každý z nich 
mít vlastní ID. Toto ID je možno manuálně nastavit nebo je použita nejvyšší IP adresa 
rozhraní. Je vhodné tento identifikátor svázat s IP adresou loopback rozhraní, které 
nikdy nebude vypnuto oproti fyzickým rozhraním nebo ho definovat manuálně. Každý 
směrovač se prezentuje jedním ID pro všechny lokální rozhraní i pro všechny BGP 
sousedy. 
Volitelné parametry: 
Toto pole obsahuje seznam volitelných parametrů, přičemž každý parametr  
se skládá z následujících částí: typu parametru, délky parametru a jeho hodnoty. 
 
1 1 proměnné
Typ Délka Hodnota 
Oktetů:
Obsah:  
Obr. 3.8 Open zpráva - volitelné parametry 
 
Délka parametrů: 
Celková délka volitelných parametrů. 
 
2. UPDATE zpráva: 
Update zprávy jsou používány pro přenos směrových informací mezi BGP sousedními 


















Obr. 3.9 Update zpráva 
Nedosažitelné cesty: 
Toto pole obsahuje seznam sítí, které nejsou nadále dosažitelné.  
Délka nedosažitelných cest:  
V tomto poli je uvedena celková délka pole nedosažitelných cest v oktetech. Hodnota 
délky 0 znamená, že zpráva aktuálně nenese žádné nedosažitelné cesty. A tedy pole 
nedosažitelných cest zpráva UPDATE neobsahuje vůbec. 
Délka atributů: 
Zde je uvedena celková délka atributů v oktetech. 
Hodnota 0 znamená, že zpráva neobsahuje NLRI pole ani atributy cesty. Atributy cesty 
jsou popsány dále v textu. 
 
3. KEEPALIVE zpráva: 
Keepalive zpráva bývá periodicky vyměňována (defaultně každých 60 sekund) mezi 
sousedy pro zjištění, zda jsou stále dostupní. Musí být zasílána minimálně s takovou 
četností, aby se předešlo vypršení hold časovače. Hodnota zasílání keepalive zpráv by 
optimálně měla být 1/3 hold času. 
Pokud je hodnota času zasílání keepalive zpráv stanovena jako nulová, periodické 
zprávy keepalive nejsou zasílány. 
Tato zpráva se skládá pouze ze základní hlavičky BGP, která je pro všechny typy zpráv 





Značka Délka Typ zprávyObsah:
 








4. NOTIFY zpráva: 
Notifikační zpráva je použita, pokud je detekována nějaká chyba. BGP relace mezi 












Obr. 3.11 Notification zpráva 
 
Chybový kód: 
Byly definovány následující chybové kódy: 
1. Chyba v hlavičce zprávy 
2. Chyba OPEN zprávy 
3. Chyba UPDATE zprávy 
4. Vypršení hold časovače 






Chybový sub-kód poskytuje specifičtější informace o chybě, která nastala. Výčet sub-
kódů pro jednotlivé chybové kódy: 
 Chyba v hlavičce zprávy: 
1. Připojení není synchronizováno 
2. Špatná délka zprávy 
3. Špatný typ zprávy 
 
 Chyba v OPEN zprávě 
1. Nepodporované číslo verze 
2. Špatné ASN souseda 
3. Špatný BGP identifikátor 
4. Nepodporované volitelné parametry 
5. Chyba autentizace (zastaralé) 
6. Neakceptovatelná hodnota hold časovače 
 
 Chyba v UPDATE zprávě 
1. Poškozený seznam atributů 
2. Nerozpoznaný dobře známý atribut 
3. Chybějící dobře známý atribut 
4. Chyba atributu vlajky 
5. Chyba atributu délky 
6. Neplatný ORIGIN atribut 
7. AS směrovací smyčka (zastaralé) 
8. Neplatný NEXT_HOP atribut 
9. Chyba volitelného atributu 
10. Neplatné síťové pole 
11. Poškozený AS_PATH 
 
Data: 
Toto pole proměnlivé délky je využito k diagnóze, proč došlo k notifikaci  




3.2.4 Atributy cesty 
Atributy (vlastnosti) cest se dělí do čtyř skupin: 
1. Dobře známé povinné (well-known mandatory) 
2. Dobře známé nepovinné (well-known discretionary) 
3. Volitelné přenosné (optional transitive) 
4. Volitelné nepřenosné (optional non-transitive) 
BGP implementace musí rozeznat všechny známé atributy. Některé atributy jsou 
povinné a musí být zahrnuty v každé UPDATE zprávě, která obsahuje NLRI. Toto platí 
pro iBGP i eBGP. 
Volitelné atributy mohou být dílčími směrovači po cestě rozeznány, nebo v případě,  
že nejsou rozeznány a jsou přenosné, budou akceptovány a přeposílávány dalším 
směrovačům.  
Přenosné atributy mohou být šířeny po cestě mezi více AS. Naproti tomu nepřenosné 
atributy slouží např. pouze mezi dvěma směrovači, které se nachází v odlišných AS  




 Dobře známý atribut 
 Povinný 
Udává, jakým způsobem byla směrová informace získána. Je generována směrovačem, 
který je původcem inzerovaného prefixu, ke kterému se tento atribut vztahuje. Jeho 
hodnota by neměla být změněna průchodem dalších směrovačů. 
Origin atribut může nabývat těchto hodnot: 
Hodnota Význam původu 
0 IGP - NLRI pochází z daného AS (informace má původ uvnitř daného AS) 
1 EGP - NLRI pochází z jiného AS (je to externí zdroj eBGP) 
2 INCOMPLETE - NLRI má jiný původ (např. redistribucí) 
 
Tento atribut je použit pro výběr cesty. Nejnižší hodnota bude preferovanější. 
 AS_PATH 
 Dobře známý atribut 
 Povinný 







 Dobře známý atribut 
 Povinný 
Tento atribut definuje IP adresu směrovače, který by měl být použit jako tzv. next hop 
(další skok) do cílové sítě uvedený v UPDATE zprávě. 
 
 MULTI_EXIT_DISC (MED) 
 Volitelný atribut 
 Nepřenosný 
Využití tohoto atributu bylo zamýšleno mezi externími spoji AS pro rozlišení mezi více 
možnými výstupními spoji z AS nebo také dovnitř. Jedná se vlastně o tzv. metriku, 
která má za úkol znevýhodnit resp. upřednostnit příslušné spoje. Takže výstupní cesta 
s nejnižší metrikou bude preferována před ostatními.  
 LOCAL_PREF 
 Dobře známý atribut 
Musí být zahrnut ve všech UPDATE zprávách, které daný směrovač odešle ostatním 
interním sousedům. Vyšší preference musí být upřednostněna. Lokální preference  
je tedy použita pouze uvnitř AS ke stanovení nejlepší cesty pro opuštění daného AS. 
 WEIGHT 
Váha je Cisco proprietární atribut a není odesílán mimo příslušný směrovač. Jedná se 
tedy pouze o lokální informaci. Pokud se směrovač dozví o více než jedné cestě  
do stejné cílové sítě, cesta s nejvyšší váhou bude preferována. 
 ATOMIC_AGGREGATE 
 Dobře známý atribut 
 Nepovinný 
Tento atribut je použit pro informování o tom, že daný prefix byl sumarizován. V BGP 
terminologii má agregace i sumarizace shodný význam.  
 AGGREGATOR 
 Volitelný atribut 
 Přenosný 
 
Tento atribut může být přidán do zprávy, která nese informaci o sumarizaci. Přidá ho 
tam směrovač, který provede sumarizaci. Atribut musí obsahovat číslo AS, ve kterém  
se nachází směrovač, který sumarizaci provedl. Taktéž by měl obsahovat jeho IP adresu, 
která by se měla shodovat s jeho BGP ID. 
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3.2.5 Konečný stavový automat – FSM 
BGP instance na směrovači prochází několika stavy, než mezi sebou dva směrovače 
naváží relaci a začnou si vyměňovat směrové informace. Jednotlivé stavy zde budou 
popsány, ale události, které je způsobí, nebudou rozebrány. Během každého stavu BGP 
směrovač musí přijímat a odesílat zprávy, zpracovávat data ze zpráv a alokovat zdroje 
před pokračováním do dalšího stavu. Tento proces je znám jako konečný stavový 
automat (finite state machine FSM). V případě, že proces selže v jakémkoliv bodě, 
relace je restartována a musí začít znovu. Pokud se objeví chyba v konfiguraci BGP, 
sousedící směrovače budou plynule přecházet mezi nestabilními stavy, dokud nebude 
problém vyřešen. BGP sousedící směrovače budou přecházet přes následující stavy, 
 až do stavu, kdy bude BGP relace vytvořena: 
 Idle 
V tomto úvodním stavu FSM odmítá všechny příchozí zprávy. Probíhá inicializace 
zdrojů a následně přechází do stavu Connect. Pokud soused zůstává v tomto stavu, 
z nějakého důvodu s ním není možné vytvořit TCP spojení. Typicky chybně 
napsaná IP adresa souseda. 
 
 Connect 
V tomto stavu se čeká na úspěšné navázání TCP relace. Pokud je TCP relace 
navázána, je odeslána OPEN zpráva a stav se změní na OpenSent. Pokud nastane 
nějaká chyba, je stav změněn na Active. 
 
 Active 
Pokud směrovač nebyl schopen ustavit TCP relaci, stav je změněn na Active. 
FSM se snaží navázat novou TCP relaci. Pokud se mu to podaří, potom pošle 
protější straně Open zprávu a pokračuje do stavu OpenSent. Pokud se mu  
to nepodaří, FSM je resetován do Idle stavu a proces běží od začátku. 
 
 OpenSent 
Konečný automat v tomto stavu čeká na OPEN zprávu od jeho souseda. Pokud je 
zpráva přijata, je zkontrolována a v případě, že je doručena v pořádku, se stav změní 
na OpenConfirm. V případě chyby FSM přechází na začátek do stavu Idle. 
 
 OpenConfirm 
V tomto kroku je již OPEN zpráva odeslána a čeká se na potvrzení zprávou 
KEEPALIVE, popř. na NOTIFIACTION zprávu v případě problému.  
Přijde-li tedy na rozhraní zpráva KEEPALIVE, stav je změněn na Established. 







V tomto stavu je již BGP schopno vyměňovat směrové informace pomocí UPDATE 
zprávy. Zde  také periodicky odesílá a přijímá KEEPALIVE zprávy. Pokud se zde 
vyskytne nějaká chyba v UPDATE zprávě, je odeslána NOTIFICATION zpráva a 
FSM se vrací zpět do stavu Idle. Což znamená, že FSM musí projít opět všemi stavy 



















3.2.6 Reflektor cest  
Pro BGP je typické, že všechny iBGP směrovače musí být plně propojeny (full mesh) a 
externí směrovací informace musí být redistribuována ke všem směrovačům uvnitř AS. 
Toto pravidlo zajišťuje, že nevzniknou v AS směrovací smyčky a pohled všech 
směrovačů bude konzistentní. 
Požadavek na plné propojení směrovačů, zejména ve velkých sítích se stává být obtížně 
splnitelným. Je potřeba podstatně více linek mezi směrovači a s tím roste i počet 
potřebných portů. Jedním z řešení tohoto problému je tzv. reflektor cest  
RR. 
Obr. 3.13 znázorňuje potřebu plného propojení uvnitř AS bez použití reflektoru cest. 
Z obrázku je zřejmé, že počet linek není zcela optimální. 
 
Obr. 3.13 Plné propojení bez použití RR 
Na je použit reflektor cest a úspora linek i portů na směrovačích  
je značná. Pokud je uvnitř autonomního systému použit reflektor cest, pak se on a jeho 
klienti označují jako cluster. 
 
Obr. 3.14 Použití reflektoru cest 
Směrovače uvnitř autonomního systému jsou rozděleny do dvou skupin: 
1. Směrovače, které přijímají zrcadlené cesty z reflektoru, tudíž nemusí být plně 
propojeny s ostatními směrovači. 




Směrovače, které nepřijímají zrcadlené cesty - tato věta může být zavádějící bez 
dodatečného vysvětlení. Jedná se o to, že zrcadlení cest je konfigurováno pouze 
z pohledu reflektoru cest, tedy ne, že by směrovače tyto cesty nepřijímaly, ale cesty 
k nim ani nejsou odeslány. 
Je nutné zajistit potřebnou redundanci v případě výpadku reflektoru cest. Tato situace se 
řeší způsobem, jaký je znázorněn na obr. 3.15. Jedná se tedy o zvýšení počtu 
redundantních reflektorů. 
 
Obr. 3.15 Redundance proti výpadku RR 
3.2.7 Funkce reflektoru cest 
Když reflektor cest přijme směrovou informaci od iBGP sousedského směrovače, 
vybere nejlepší cestu podle svých pravidel. Po vybrání nejlepší cesty učiní následující 
akci v závislosti na tom, od jakého iBGP směrovače směrovou informaci přijal: 
1. Směrovou informace přijal od iBGP směrovače, na který nejsou reflektovány 
cesty: 
Rozešle pouze všem svým klientům. Předpokládá se tedy, že směrovače, na 
které není zrcadlen provoz, jsou plně propojeny a směrovou informaci si mezi 
sebou předají bez potřeby využití reflektoru. 
2. Směrové informace přijal od směrovače, na který je provoz zrcadlen: 
Rozešle informaci všem iBGP směrovačům v daném autonomním systému. 
Tedy směrovačům, na které je provoz zrcadlen ale i na ty na které není. 
V autonomním systému může existovat několik reflektorů. Reflektory cest se mezi 
sebou považují za běžné iBGP sousedy. Tedy, reflektory cest mezi sebou mohou být 
nakonfigurovány tak aby na sebe směrové informace zrcadlili nebo nikoliv. 
3.2.8 Mechanizmus proti směrovým smyčkám 
Když je směrová informace reflektorem přeposlána, je možné, že vlivem chybné 
konfigurace vzniknou smyčky. Metoda reflektoru cest proto definuje následující 







Tento atribut je přidán reflektorem cest do jím přeposlané směrové informace. Atribut 
obsahuje BGP ID původce směrové informace uvnitř autonomního systému. Směrovač 
by neměl vytvářet tento atribut, pokud ho již zpráva obsahuje. Pokud směrovač 





Obsahuje sekvenci CLUSTER_ID hodnot reprezentující cestu, kterou směrová 
informace prošla. Když RR přepošle směrovou informaci, musí přidat lokální 
CLUSTER_ID do CLUSTER_LIST. V případě že je list prázdný, vytvoří jej[6]. 
 
Díky tomuto atributu může RR poznat, že daná informace je ve smyčce a pak by ji měl 
ignorovat. Tedy pokud v listu nalezne svoje lokální CLUSTER_ID. 
3.2.9 Pořadí vyhodnocování atributů (výběr cesty) 
Následující seznam uvádí pořadí, v jakém budou vyhodnocovány atributy a další 
skutečnosti, které povedou na výběr nejvhodnějšího záznamu do směrovací tabulky: 
 
1. WEIGHT  
2. LOCAL_PREF 
3. Lokálně vytvořené prefixy 
4. Nejkratší AS_PATH 
5. Nejnižší číslo ORIGIN (IGP<EGP< INCOMPLETE) 
6. Nižší MED 
7. Preference eBGP před iBGP 
8. Preference prefixů skrze nejbližšího IGP souseda 
9. Preference prefixů pocházejících od nejnižšího BGP ID 
10. Preference prefixů s nejnižší IP adresou souseda 
3.2.10 Rozšíření BGP pro IPv6 (MBGP) 
Doposud zmiňované skutečnosti se týkaly IPv4. Tato kapitola se bude věnovat  
multi-protokolovému rozšíření pro BGP (MBGP) pro více protokolů síťové vrstvy – 




Následující tři části UPDATE zprávy jsou jediné, které jsou specifické pro IPv4: 
1. NEXT_HOP - atribut vyjádřen IPv4 adresou 
2. AGGREGATOR - obsahuje IPv4 adresu 
3. NLRI - obsahuje IPv4 prefixy 
Dalo by se říci, že informace o dalším skoku (informace poskytnuté atributem 
NEXT_HOP), mají význam pouze ve spojení se zasíláním směrových informací  
o dostupných sítích (reachable destinations). Ve spojení se zasíláním nedostupných cest 
je informace o dalším skoku zcela bezvýznamná. To naznačuje, že informace  
o dostupných sítích, by měly být seskupeny s informacemi o dalším skoku a že 
informace o dostupných sítích, by měly být odděleny od těch nedostupných[8]. 
 
Pro možnost podpory směrování IPv6 je potřeba přidání dvou nových atributů, které 
musí být implementovány do BGP. Jedná se o schopnost propojení IPv6  s informací o 
dalším skoku (next hop) a také propojení s NLRI. To je zajištěno přidáním dvou nových 
atributů do původní UPDATE zprávy: 
 
1. Multiprotocol Reachable NLRI (MP_REACH_NLRI) 
 Volitelný 
 Nepřenosný atribut 
Tento atribut je použit pro přenos směrových informací o dosažitelných cestách 
spolu s informací o dalším skoku, který má být použit pro dosažení těchto cest. 
2. Multiprotocol Unreachable NLRI (MP_UNREACH_NLRI) 
 Volitelný 
 Nepřenosný atribut 
Atribut určený pro oznámení nedosažitelných cest. 
 
Pro identifikaci protokolů síťové vrstvy je použito tzv. číslo adresních rodin[9]. 
Čísla adresní rodiny pro různé protokoly síťové vrstvy: 
 
Číslo Popis 
1 IP verze 4 







3.3 Zabezpečení směrových informací pomocí MD5 
BGP implementace musí podporovat autentizační mechanizmus, který zajistí, že 
směrové informace odeslané jedním směrovačem, nebudou po cestě k sousedskému 
směrovači změněny.  V tomto případě se jedná o autentizaci pomocí algoritmu MD5. 
Tedy každý segment TCP relace mezi dvěma směrovači bude ověřen. Oba dva 
směrovače musí mít proti sobě nastavené stejné heslo, v opačném případě nebude mezi 




























4 PRAKTICKÁ ČÁST 
Praktická část bakalářské práce je zaměřena na vytvoření laboratorní úlohy pro 
předmět Architektura sítí. 
4.1 Laboratorní úloha 
Laboratorní úloha se zabývá směrováním uvnitř i vně autonomních systémů. Celá úloha 
je realizována v programu GNS3, do kterého jsou vloženy virtuální směrovače. 
Prostředí GNS viz obr. 4.1. Vypracovaná úloha se nachází v příloze. 
 
 
Obr. 4.1 Prostředí simulátoru GNS3 
 
Jako platforma pro směrovače byl zvolen systém RouterOS od firmy Mikrotik. Ke 
správě tohoto systému slouží grafická aplikace WinBox viz obr. 4.2. Virtuální 
směrovače byly vytvořeny v programu VirtualBox a následně propojeny s GNS3. 
Pro laboratorní úlohu byly zvoleny směrové protokoly OSPF a BGP. Jedná se v dnešní 






RouterOS je možné konfigurovat více způsoby. Pro tuto úlohu bylo zvolen grafický 
nástroj WinBox, který má totožnou hierarchii  menu jako při konfiguraci přes terminál. 
 
 
















V této bakalářské práci jsem se zaměřil na architekturu Internetu, rozdělení 
autonomních systémů a v hlavní řadě také na směrovacími mechanizmy. 
V první části práce jsem popsal architekturu Internetu z pohledu jeho rozdělení na 
autonomní systémy. Dále byly rozebrány úrovně, do kterých se dělí poskytovatelé 
Internetu a vztahy mezi nimi tedy tranzit a peering. 
V další kapitole jsem popsal směrovací mechanizmy a jejich rozdělení. Ve větší míře 
jsem popsal v každé skupině dynamických směrových protokolů jednoho zástupce dané 
skupiny. Za vzdálenostně vektorové protokoly byl podrobněji popsán RIP. Ze skupiny 
spojově stavových protokolů se jednalo o protokol OSPF. V obou předchozích 
případech se jednalo o směrové protokoly, které se využívají pro směrování uvnitř 
autonomních systémů.  Na druhé straně leží směrový protokol BGP, který je použit pro 
výměnu směrových informaci mezi autonomními systémy. Může být ale použit i na 
úrovni páteřní vrstvy uvnitř autonomního systému.  
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A. Konfigurace směrovačů 
B. Laboratorní úloha 
Příloha DVD: 
Na přiloženém dvd se nachází bakalářská práce v elektronické podobě s názvem 
150435.pdf. Dále se na přiloženém DVD nacházejí všechny potřebné soubory 

































Konfigurace jednotlivých směrovačů: 
[admin@EVE-BRNO-CORE] > export 
# may/24/2015 14:54:29 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/interface ethernet 
set [ find default-name=ether1 ] comment="managment interface pro winbox" 
set [ find default-name=ether3 ] comment="linka do EVE-BRNO-CUSTR" 
set [ find default-name=ether4 ] comment="linka do EVE-BRNO-PE-02" 
set [ find default-name=ether5 ] comment="linka do EVE-BRNO-PE-01" 
/ip neighbor discovery 
set ether1 comment="managment interface pro winbox" 
set ether3 comment="linka do EVE-BRNO-CUSTR" 
set ether4 comment="linka do EVE-BRNO-PE-02" 
set ether5 comment="linka do EVE-BRNO-PE-01" 
/routing bgp instance 
set default disabled=yes 
add as=100 client-to-client-reflection=no name=bgp1 router-id=7.7.1.2 
/routing ospf instance 
set [ find default=yes ] distribute-default=always-as-type-1 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=7.7.1.2/30 interface=ether5 network=7.7.1.0 
add address=7.7.1.5/30 interface=ether4 network=7.7.1.4 
add address=7.7.1.9/30 interface=ether3 network=7.7.1.8 
/routing bgp network 
add network=7.7.0.0/16 synchronize=no 
/routing bgp peer 
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add hold-time=3s instance=bgp1 keepalive-time=1s name=brno-pe-01 nexthop-
choice=force-self remote-address=7.7.1.1 remote-as=100 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=brno-pe-02 nexthop-
choice=force-self remote-address=7.7.1.6 remote-as=100 ttl=default 
/routing ospf network 
add area=backbone network=7.7.1.8/30 
/system identity 
set name=EVE-BRNO-CORE 
/tool user-manager database 
set db-path=user-manager 
 
[admin@EVE-BRNO-PE-02] > export 
# may/24/2015 14:53:s19 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/interface ethernet 
set [ find default-name=ether1 ] comment="managment interface pro winbox" 
set [ find default-name=ether2 ] comment="linka do ATT-PE-02" 
set [ find default-name=ether4 ] advertise=10M-half,10M-full,100M-half,100M-
full,1000M-half,1000M-full comment="linka do EVE-BRNO-CORE" 
/ip neighbor discovery 
set ether1 comment="managment interface pro winbox" 
set ether2 comment="linka do ATT-PE-02" 
set ether4 comment="linka do EVE-BRNO-CORE" 
/routing bgp instance 
set default disabled=yes 
add as=100 client-to-client-reflection=no name=bgp1 router-id=7.7.1.6 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=7.7.1.6/30 interface=ether4 network=7.7.1.4 
add address=5.0.0.18/30 interface=ether2 network=5.0.0.16 
/routing bgp peer 
add hold-time=3s instance=bgp1 keepalive-time=1s name=brno-core nexthop-
choice=force-self remote-address=7.7.1.5 remote-as=100 ttl=default 
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add hold-time=3s instance=bgp1 keepalive-time=1s name=ATT-PE-02 out-filter=bgp-
out remote-address=5.0.0.17 remote-as=2686 ttl=default 
/routing filter 
add action=accept chain=bgp-out prefix=7.7.0.0/16 
add action=discard chain=bgp-out 
/system identity 
set name=EVE-BRNO-PE-02 




[admin@EVE-BRNO-PE-01] > export 
# may/24/2015 14:51:52 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/interface ethernet 
set [ find default-name=ether1 ] comment="managment interface pro winbox" 
set [ find default-name=ether2 ] comment="linka do GiTy-PE-01" 
set [ find default-name=ether3 ] comment="linka do VIVO-PE-01" 
set [ find default-name=ether5 ] comment="linka do EVE-BRNO-CORE" 
/ip neighbor discovery 
set ether1 comment="managment interface pro winbox" 
set ether2 comment="linka do GiTy-PE-01" 
set ether3 comment="linka do VIVO-PE-01" 
set ether5 comment="linka do EVE-BRNO-CORE" 
/routing bgp instance 
set default disabled=yes 
add as=100 client-to-client-reflection=no name=bgp1 router-id=156.1.1.14 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=194.194.20.34/30 comment="sm\ECr GiTy" interface=ether2 
network=194.194.20.32 




add address=7.7.1.1/30 interface=ether5 network=7.7.1.0 
/routing bgp peer 
add hold-time=3s instance=bgp1 keepalive-time=1s name=Gity out-filter=bgp-out 
remote-address=194.194.20.33 remote-as=29086 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=Vivo out-filter=bgp-out 
remote-address=156.1.1.13 remote-as=3892 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=EVE-BRNO-CORE 
nexthop-choice=force-self remote-address=7.7.1.2 remote-as=100 ttl=default 
/routing filter 
add action=accept chain=bgp-out prefix=7.7.0.0/16 
add action=discard chain=bgp-out 
/system identity 
set name=EVE-BRNO-PE-01 
/tool user-manager database 
set db-path=user-manager 
 
[admin@EVE-BRNO-CUSTR] > export 
# may/24/2015 14:50:50 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/interface ethernet 
set [ find default-name=ether1 ] comment="managment interface pro winbox" 
set [ find default-name=ether3 ] comment="linka do EVE-BRNO-CORE" 
set [ find default-name=ether5 ] comment="linka k zakaznikovi IPSO" 
/ip neighbor discovery 
set ether1 comment="managment interface pro winbox" 
set ether3 comment="linka do EVE-BRNO-CORE" 
set ether5 comment="linka k zakaznikovi IPSO" 
/tool user-manager customer 
set admin access=\ 
    own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=7.7.1.10/30 interface=ether3 network=7.7.1.8 
add address=7.7.2.1/24 interface=ether5 network=7.7.2.0 
/routing ospf network 
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add area=backbone network=7.7.1.8/30 
add area=backbone network=7.7.2.0/24 
/system identity 
set name=EVE-BRNO-CUSTR 
/tool user-manager database 
set db-path=user-manager 
 
[admin@GiTy-PE-01] > export 
# may/19/2015 08:17:16 by RouterOS 6.27 
# software id = NP7A-AA3K 
/routing bgp instance 
set default disabled=yes 
add as=29086 client-to-client-reflection=no name=bgp1 redistribute-connected=yes 
router-id=77.1.1.18 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=77.1.1.18/30 interface=ether3 network=77.1.1.16 
add address=194.194.20.33/30 interface=ether2 network=194.194.20.32 
/routing bgp peer 
add hold-time=3s instance=bgp1 keepalive-time=1s name=Dial_Telecom-PE-01 
remote-address=77.1.1.17 remote-as=28208 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=EVE-BRNO-PE-01 remote-
address=194.194.20.34 remote-as=100 ttl=default 
/system identity 
set name=GiTy-PE-01 














[admin@Vivo-PE-01] > export 
# may/19/2015 08:18:58 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/routing bgp instance 
set default disabled=yes 
add as=3892 client-to-client-reflection=no name=bgp1 redistribute-connected=yes 
router-id=5.0.0.2 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=5.0.0.2/30 interface=ether2 network=5.0.0.0 
add address=156.1.1.13/30 interface=ether3 network=156.1.1.12 
/routing bgp peer 
add hold-time=3s instance=bgp1 keepalive-time=1s name=EVE-BRNO-PE-01 remote-
address=156.1.1.14 remote-as=100 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=ATT-PE-01 remote-
address=5.0.0.1 remote-as=2686 ttl=default 
/system identity 
set name=Vivo-PE-01 

















[admin@ATT-PE-01] > export 
# may/19/2015 09:02:14 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/routing bgp instance 
set default disabled=yes 
add as=2686 client-to-client-reflection=no name=bgp1 redistribute-connected=yes 
router-id=5.0.0.9 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=5.1.0.1/24 interface=ether3 network=5.1.0.0 
add address=5.0.0.1/30 interface=ether2 network=5.0.0.0 
add address=5.0.0.5/30 interface=ether4 network=5.0.0.4 
add address=5.0.0.13/30 interface=ether5 network=5.0.0.12 
/routing bgp network 
add network=5.0.0.0/8 synchronize=no 
/routing bgp peer 
add hold-time=3s instance=bgp1 keepalive-time=1s name=ATT-PE-02 nexthop-
choice=force-self remote-address=5.0.0.14 remote-as=2686 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=Dial_Telecom_PE-01 out-
filter=bgp-out remote-address=5.0.0.6 remote-as=28208 ttl=default 
add hold-time=3s instance=bgp1 keepalive-time=1s name=Vivo out-filter=bgp-out 
remote-address=5.0.0.2 remote-as=3892 ttl=default 
/routing filter 
add action=discard chain=bgp-out prefix=5.0.0.0/30 
add action=discard chain=bgp-out prefix=5.0.0.4/30 
add action=discard chain=bgp-out prefix=5.0.0.12/30 
add action=discard chain=bgp-out prefix=5.1.0.0/24 
/system identity 
set name=ATT-PE-01 






[admin@ATT-PE-02] > export 
# may/19/2015 09:06:14 by RouterOS 6.27 
# software id = NP7A-AA3K 
# 
/routing bgp instance 
set default disabled=yes 
add as=2686 client-to-client-reflection=no name=bgp1 redistribute-connected=yes 
router-id=5.0.0.13 
/tool user-manager customer 
set admin access=own-routers,own-users,own-profiles,own-limits,config-payment-gw 
/ip address 
add address=5.0.0.14/30 interface=ether5 network=5.0.0.12 
add address=5.0.0.17/30 interface=ether2 network=5.0.0.16 
/routing bgp network 
add network=5.0.0.0/8 synchronize=no 
/routing bgp peer 
add hold-time=3s instance=bgp1 keepalive-time=1s name=ATT-PE-01 nexthop-
choice=force-self remote-address=5.0.0.13 remote-as=2686 ttl=default 
add instance=bgp1 name=EVE-BRNO-PE-02 out-filter=bgp-out remote-
address=5.0.0.18 remote-as=100 ttl=default 
/routing filter 
add action=discard chain=bgp-out prefix=5.0.0.0/30 
add action=discard chain=bgp-out prefix=5.0.0.4/30 
add action=discard chain=bgp-out prefix=5.0.0.12/30 
add action=discard chain=bgp-out prefix=5.1.0.0/24 
/system identity 
set name=ATT-PE-02 











1 LABORATORNÍ ÚLOHA 
1.1 Směrovací mechanizmy mezi autonomními systémy 
Internetu 
Cíl 
Tato laboratorní úloha si klade za cíl seznámit studenty s konfigurací směrovacích 
mechanizmů a to jak uvnitř, tak vně autonomních systémů. Konkrétně si studenti 
vyzkouší konfiguraci směrování v celém autonomním systému a to za pomocí 
směrových protokolů OSPF a BGP.  
Vybavení pracoviště 
Úloha se skládá ze simulátoru GNS3, do nějž jsou importovány virtualizované 
směrovače. Tyto virtuální směrovače obsahují systém RouterOS od společnosti 
Mikrotik. Pro analýzu síťového provozu je zde použit program Wireshark. 
Úkoly 
1. Seznámení s teorií autonomních systémů a směrovacích mechanizmů 
2. Simulátor GNS3 
3. Příprava směrovačů 
4. Konfigurace OSPF 
5. Ověření funkčnosti konfigurace 
6. Konfigurace BGP 
7. Ověření funkčnosti konfigurace 
8. Kontrolní otázky 
1.1.1 Teoretický úvod 
 
Autonomní systém 
Pod pojmem autonomní systém (AS) je skrytá skupina směrovačů se společnou 
směrovací politikou a pod společnou správou. Každý autonomní systém je identifikován 
číslem autonomního systému (ASN). Dříve bylo ASN 16 bitové číslo, dnes se již však 
jedná o 32 bitové číslo. Rozsah ASN čísel není celý určen pro veřejné číslování AS, 
nachází se v něm například část rozsahu pro privátní využití a některé rezervované 
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rozsahy – podobně jako tomu je v případě IP adres. 
AS může být single nebo multi-homed, což vyjadřuje, zda do něj vede jeden spoj 








AS 487  
Obr. 1.2 Multihomed AS 
Navíc multihomed AS může a nemusí být tranzitní, což znamená, že přes něj může 
nebo nemůže být směrován cizí provoz. Příkladem je společnost, která potřebuje mít 
v případě poruchy jednoho spoje ještě spoj záložní. Autonomní systém takové 
společnosti pak většinou nebude tranzitním, ale bude spadat do skupiny multihomed, 










Směrování v TCP/IP síti je zajištěno směrovači resp. směrovými protokoly, které 
směrují pakety na základě informací obsažených v hlavičce IP paketu. Konkrétně se 
jedná o cílovou IP adresu stroje, na kterou má daný paket dorazit. Směrovače obsahují 
směrovací tabulku, ve které je obsažena informace o dostupných sítích v kombinaci 
s výstupním rozhraním, maskou podsítě a dalšími údaji. Na základě těchto údajů ve 
směrovací tabulce směrovač rozhoduje, kterým směrem bude paket odeslán. Směrování 
může být realizováno následovně: 
a) statické směrování - v případě statického směrování je směrovací tabulka 
udržována administrátorem. Je tedy nutné, aby administrátor vkládal 
jednotlivé informace do směrovací tabulky ručně. Statické směrování může 
být udržitelné pouze v malých sítích, kde nedochází k častějším změnám 
topologie. Možné použití je také tam, kde směrovač nemá dostatečné zdroje 
pro běh dynamických protokolů. 
b) defaultní směrování – v tomto případě směrovací tabulka obsahuje záznam 
o síti tzv. poslední naděje. Jedná se o záznam ve formátu 0.0.0.0/0 což ve 
výsledku znamená, že tímto směrem budou odeslány všechny pakety, do 
kterých daný směrovač nebude znát cestu.  
c) dynamické směrování – v tomto případě bude směrovací tabulka plněna 
směrovými protokoly automaticky. Směrovače si pak mezi sebou vyměňují 
tyto informace a udržují tak aktuální stav sítě. Přehled dynamických 
protokolů je zobrazen na Obr. 1.4. 
Výše zmíněné přístupy ke směrování, mohou být v praxi použity v optimální 
kombinaci. 
Směrové protokoly se dělí dle více kritérií. Začněme tedy rozdělením, zda se jedná o 
směrování uvnitř autonomních systémů – v tomto případě se používají protokoly ze 
skupiny interních směrových protokolů tzv. IGP (Interior Gateway Protocols) nebo o 
směrování mezi autonomními systémy, kde se jedná o tzv. EGP (Exterior Gateway 
Protocols). Toto dělení je přehledně znázorněno na Obr. 1.3. 
 


















Obr. 1.4 Přehled dynamických směrových protokolů 
 
Border Gateway Protocol (BGP) 
Border Gateway Protocol (BGP) je dynamický směrový protokol, jehož úkolem je 
zajistit mezidoménový směrovací systém, který zaručí bezesmyčkovou výměnu 
směrových informací mezi autonomními systémy, patří tedy do skupiny EGP (Exterior 
Gateway Protocol). BGP rozlišuje, zda se jedná o směrování mezi dvěma různými AS 
nebo zda se jedná o směrování uvnitř jednoho AS. V případě směrování mezi různými 
AS je tento stav nazván jako eBGP a v případě směrování uvnitř jednoho AS se jedná o 
iBGP. Toto dělení znázorňuje Obr. 1.5. Jedná se o zkratky pro interní/externí BGP. 
 




BGP používá TCP jako spolehlivý transportní protokol na portu 179. Dva sousední 
směrovače mezi sebou ustaví TCP relaci a teprve potom může proběhnout výměna BGP 
zpráv. Samotná TCP relace ještě neznamená, že spolu budou sousední směrovače 
schopny uzavřít tzv. sousedství. Pro uzavření sousedství se musí shodnout na určitých 
parametrech (verze BGP, hold time), které si předají zprávou OPEN a pokud  
se shodnou, vymění si pro potvrzení zprávu KEEPALIVE. BGP sousedi nejsou 
objevováni „automaticky“, jako je tomu u IGP protokolů, ale musí být předdefinováni 
ručně. 
Po tom, co spolu dva sousední směrovače naváží sousedství, vymění si celé směrovací 
tabulky za pomocí zpráv typu UPDATE. Po této úvodní výměně  
se dodatečné změny již neprovádí znovu zasláním celé směrovací tabulky, nýbrž jen 
zasláním inkrementačních zpráv UPDATE. Směrovače si mezi sebou vyměňují 
informaci o síťové dosažitelnosti (Network Layer  Reachability Information NLRI) 
obsažené v UPDATE zprávě. Tyto informace se skládají z adresy cílové sítě a délky 
prefixu. Dále se ve zprávě UPDATE nachází atribut AS_PATH, který obsahuje seznam 
AS, přes které je nutno projít do cílové sítě. Na základě nejkratší cesty je potom 
rozhodnuto, který záznam bude uveden ve směrovací tabulce.  Posledním typem zprávy 
je NOTIFY, která je odeslána v případě výskytu chyby a po jejímž odeslání je relace 
uzavřena. Celkem tedy existují čtyři typy zpráv. 
Pro zajištění bezesmyčkové výměny dat jsou použity následující mechanismy: 
 Bezesmyčkovost eBGP – v případě vazeb mezi různými AS ve zprávě 
typu UPDATE je obsažen atribut AS_PATH, který obsahuje seznam 
všech čísel AS, přes které je nutné projít k cílovému prefixu. Pokud tedy 
směrovač dostane UPDATE zprávu se směrovacími informacemi 
obsahující jeho číslo AS – tyto informace zahodí. 
 Bezesmyčkovost iBGP – pokud iBGP směrovač přijme směrovací 
informace od jiného iBGP směrovače, nesmí je přeposlat dál. Z tohoto 
důvodu musí být pro konzistentní pohled na síť zajištěno plné propojení 
mezi iBGP směrovači (full-mesh). Toto je možné obejít např. použitím 
reflektoru cest, který bude přeposílat přijaté iBGP směrovací informace 
ostatním iBGP. 
 
Open Shortest Path First (OSPF) 
OSPF byl vyvinut jako náhrada pro vzdálenostně vektorový směrový protokol RIP. 
Jedná se o robustní a velmi komplexní směrový protokol. Výhodou OSPF je jeho velká 
rychlost konvergence a vysoká škálovatelnost ve velkých sítích. Metrika je v OSPF 
označována jako cena a jedná se o číselný údaj, který vyjadřuje šířku pásma spoje. Pro 
výpočet nejlepší cesty používá Dijkstrův algoritmus. 
Typy zpráv a jejich funkce: 





 DBD (database description) – využívá se při úvodní synchronizaci 
topologických databází mezi dvojicí směrovačů.  
 LSR (link-state request) – slouží k vyžádání specifických topologických 
záznamů 
 LSU (link-state update) – odpověď na zprávu LSR  
 LSAck – potvrzení o přijetí LSU zprávy 
 
Funkce OSPF: 
Funkci OSPF můžeme rozdělit do následujících kroků: 
1. Hledání sousedů, volba DR (BDR) 
2. Synchronizace topologické databáze 
3. Výpočet SPF, naplnění směrovací tabulky 
4. Udržování aktuálního stavu sítě 
 
1.1.2 Postup řešení laboratorní úlohy 
1. Prostudovat teoretický úvod – viz text výše 
2. Simulátor GNS3 
Jako první krok po seznámení se s teorií spusťte simulační program GNS3. Ihned po 
spuštění budete vyzvání k vytvoření nového projektu. Projekt je již předpřipraven – 
načtěte ho tedy pomocí tlačítka Open a Project. Projekt se nachází na ploše pod názvem 
topology.net. Po jeho úspěšném načtení by se vám měla zobrazit topologie sítě, se 
kterou budete pracovat. Před samotným spuštěním směrovačů je nutné definovat spoje 
pro zachytávání provozu pro pozdější analýzu. Analýza bude probíhat na spoji mezi 
směrovači EVE-BRNO-PE-02 a ATT-PE-02 a také mezi směrovači EVE-BRNO-
CORE a EVE-BRNO-CUSTR. Je tedy nutné na těchto dvou spojích spustit zachytávání 
provozu. Toho docílíme kliknutím pravého tlačítka myši na daný spoj a zvolením Start 
capturing – a výzvu pro vybrání rozhraní pouze potvrďte ok. Je důležité kurzor na spoj 
umístit velmi přesně, jinak se vám volba nezobrazí. Úspěšně přidané spoje se vám 
zobrazí napravo v tabulce captures. Úspěšně přidané spoje viz Obr. 1.6. 
 
Obr. 1.6 Rozhraní pro analýzu dat 
Následně po přidání spojů k analýze můžeme přistoupit ke spuštění virtuálních 
směrovačů. 
Směrovače spustíte kliknutím v horní části programu na zelený symbol přehrávání.  
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Po kliknutí na tento symbol se začnou spouštět postupně směrovače v síti. Tento proces 
může trvat pár minut a simulační program během něj nemusí reagovat. Síť bude 
připravena k práci v momentě, kdy v okně Topology Summary po pravé straně budou 
všechna zařízení označena zeleně.  
Během spouštění sítě se Vám taktéž otevřely dvě virtuální PC (IPSO, ORCO), na 
kterých budete později ověřovat funkčnost sítě. Proto je nezavírejte. 
 
2. Příprava směrovačů 
Konfigurace bude probíhat prostřednictvím nástroje WinBox, který je umístěn na ploše. 
Spusťte jej tedy a následně rozklikněte tlačítko se třemi tečkami těsně na levé straně 
vedle tlačítka Connect. Po rozkliknutí se vám postupně zobrazí všechny směrovače 
v síti.  
V seznamu směrovačů ve WinBoxu tedy klikněte na MAC adresu směrovače EVE-
BRNO-PE-01 a poté zvolte tlačítko Connect. Otevře se Vám grafické prostředí pro 
konfiguraci směrovače. Pro konfiguraci ostatních směrovačů je možné spustit program 
WinBox vícekrát souběžně. 
Po načtení prostředí WinBox začněte nahráním výchozí konfigurace do směrovače, 
která již obsahuje základní předpřipravenou konfiguraci – zejména IP adresy na 
rozhraních. Toho docílíme rozkliknutím položky Files z menu a dále zvolením souboru 
default_config.backup a dále tlačítkem restore. Dále jen potvrďte nahrání konfigurace 
tlačítkem Yes. Po potvrzení se do směrovače nahraje výchozí konfigurace a směrovač 
se automaticky restartuje. Dojde tedy i k odpojení programu WinBox, který musíte opět 
otevřít pro další konfiguraci. Nezapomeňte provést tento krok na všech směrovačích!  
 
Obr. 1.7 zobrazuje celou topologii laboratorní úlohy, budete však konfigurovat pouze 
AS 100. Ostatní směrovače jsou již nakonfigurované. 
V topologii na Obr. 1.7 jsou mezi každými dvěma směrovači jak popisky celých podsítí, 
tak u jednotlivých směrovačů jsou v tečkové notaci zapsány IP adresy příslušných 
rozhraní. Tedy mezi směrovači ATT-PE-01 a Vivo-PE-01 se nachází podsíť 5.0.0.0/30, 
s tím že na straně směrovače ATT-PE-01 je využita první použitelná adresa .1 a na 
protější straně Vivo-PE-01 se druhá použitelná adresa z daného rozsahu .2. 




Obr. 1.7 Topologie pro laboratorní úlohu 
 
 
3. Konfigurace OSPF 
Bude zobrazena ukázková konfigurace směrovače EVE-BRNO-CORE a poté 
obdobným způsobem nakonfigurujete i směrovač EVE-BRNO-CUSTR. 
V menu zvolte položku Routing/OSPF. V záložce Networks klikněte na symbol plus a 
zde vložte adresu přímo připojené sítě 7.7.1.8/30 a Area ponechte na backbone. Tímto 
řeknete protokolu OSPF, ať do směrování zahrne rozhraní, na kterých se nachází Vámi 
právě zadané sítě. 
 













Obr. 1.8 OSPF - přidání přilehlé sítě 
Nyní obdobně nakonfigurujte i směrovač EVE-BRNO-CUSTR dle tabulky uvedené 
výše.  
Posledním krokem v konfiguraci OSPF bude propagování defaultní cesty 0.0.0.0/0 pro 
směrování ze zákaznických sítí. Tento jediný krok se konfiguruje pouze ze směrovače 
EVE-BRNO-CORE. Konfiguruje se následovně: menu položka Routing dále OSPF, 
záložka instance, kde po rozkliknutí defaultní instance je potřeba v poli Redistribute 
Default Route zvolit možnost always (as type 1). Toto defaultní směrování zajistí, že 
např. směrovač EVE-BRNO-CUSTR bude všechen provoz směrovat právě na směrovač 
EVE-BRNO-CORE, který již bude mít tzv. plnou Internetovou směrovací tabulku, 
kterou získá pomocí protokolu BGP konfigurováném v dalším kroku. 
Po dokončení konfigurace máte více možností jak zkontrolovat, že směrování uvnitř AS 
funguje korektně. 
4. Ověření funkčnosti konfigurace 
První možností je výpis směrovací tabulky, kde by mělo být jasně vidět, které sítě 
směrovač zná. Směrovací tabulka se nachází v menu pod položkou IP – Routes. 
Červeně orámovaný záznam ve směrovací tabulce na Obr. 1.9 pochází z OSPF. Najetím 
kurzoru na záznam se zobrazí podrobnější informace o původu záznamu. V tomto 
případě je vidět, že záznamy pochází z OSPF (DAo – dynamic active ospf). Další 




Obr. 1.9 Směrovací tabulka EVE-BRNO-CORE 
Další možností je vyzkoušet odezvu programem ping z virtuálního počítače IPSO na 
směrovač CORE, tedy na IP adresu jeho rozhraní 7.7.1.9.  
Program ping můžete spustit z terminálu. Terminál lze otevřít kliknutím pravého 
tlačítka na ploše počítače IPSO a volbou Open Terminal Here. 
 
5. Konfigurace BGP 
V tomto bodě bude zprovozněna komunikace s okolními autonomními systémy. Tento 
krok začneme na směrovači EVE-BRNO-PE-01. Volba v menu Routing/BGP. Začneme 
vytvořením nové instance v první záložce Instances. Klikněte na tlačítko symbolu plus, 
které zobrazí formulář pro vytvoření instance. Zde zvolte libovolné jméno instance. 
Dále je nutné vyplnit číslo AS, ve kterém se nachází směrovač – tedy 100. Dále jako 
Router ID zvolte jednu z IP adres, které jsou nastaveny některému z rozhraní směrovače 




Obr. 1.10 BGP - vytvoření instance 
Po vytvoření instance je nutné specifikovat směrovače, se kterými budeme chtít navázat 
spojení. Tato část se nastavuje v záložce Peers (Routing/BGP). Zde opět symbol plus 
pro přidání sousedského směrovače. Zde je nutné specifikovat jméno – vhodné uvést 
jméno protějšího směrovače, dále vybrat instanci, která byla vytvořena v předchozím 
bodě, IP adresu rozhraní protějšího směrovače a číslo AS, ve kterém se protější 
směrovač nachází. Navíc v případě, že se bude jednat o iBGP (interní BGP), tedy vazba 
bude mezi směrovači uvnitř AS100, je nutné navíc ještě v položce Nexthop Choice 
zvolit force self. Tato volba zajistí, že směrovače budou odesílat sebe jako původce 
směrovací informace a ne směrovače mimo AS. Dále je také nutno upravit hodnotu 
Hold Time na 3s a Keepalive Time na 1s. Konfigurace viz Obr. 1.11. 
Konkrétně je nutné nastavit BGP mezi: 
 Vivo-PE-01 <-> EVE-BRNO-PE-01 
 GiTy-PE-01 <-> EVE-BRNO-PE-01 
 ATT-PE-02 <-> EVE-BRNO-PE-02 
 EVE-BRNO-PE-01 <-> EVE-BRNO-CORE 




Obr. 1.11 BGP Přidání sousedského směrovače z pohledu EVE-BRNO-PE-01 
Na Obr. 1.11 se jedná o iBGP, protože se jedná o vazbu mezi směrovačem EVE-
BRNO-PE-01 a EVE-BRNO-CORE, které se oba nacházejí uvnitř AS 100. V tomto 
případě tedy navíc volba Nexthop Choice force self – viz text výše. 
Po přidání tzv. Peers které leží mimo daný AS, tedy směrovače – Vivo-PE-01, GiTy-
PE-01, ATT-PE-02, budete mít okamžitou odezvu, zda jste vše nakonfigurovali 
správně. V záložce Peers u každého záznamu uvidíte stav (State) navazování spojení. 
V případě správné konfigurace se Vám zobrazí established viz Obr. 1.12. Pokud tomu 
bude jinak, překontrolujte, zda jste korektně zadali IP adresu protějšího směrovače, 
číslo AS, ve kterém se protější směrovač nachází, atd. Protější směrovače, ležící mimo 
AS 100, jsou již předkonfigurovány. V tomto případě tedy konfigurujete pouze jednu 
stranu.   
Opět nezapomeňte vytvořit instanci a přidat sousedské směrovače na všech směrovačích 




Obr. 1.12 BGP přehled přidaných sousedních směrovačů (peers) z pohledu PE-01 
Po přidání peers bude nutné na směrovači EVE-BRNO-CORE přidat záznam o síti 
7.7.0.0/16 do BGP. Tedy aby byl propagován ven z autonomního systému. Tento 
záznam bude vložen pouze na směrovači EVE-BRNO-CORE, který jej dál přepošle 
hraničním směrovačům. Záznam se přidává v menu Routing/BGP/Networks. Zde zvolte 
symbol plus pro přidání sítě a vyplňte zde požadovaný záznam 7.7.0.0/16. 
Jelikož nechceme, aby právě nakonfigurovaný autonomní systém byl tranzitním 
(procházel ním cizí provoz), musíme ještě nastavit odchozí filtry pro hraniční 
směrovače. Tedy pro EVE-BRNO-PE-01 a EVE-BRNO-PE-02. Opět začněme na 
směrovači PE-01. Aby AS nebyl tranzitním, nesmíme odesílat jiné směrovací záznamy 
mimo ty, které se v AS přímo nachází. Nám byl tedy pro síť EVE přidělen prefix 
7.7.0.0/16. To znamená, že tedy chceme do ostatních AS poslat pouze informaci přesně 
o tomto prefixu. 
Nejdříve tedy vytvoříme filtr, který se bude skládat ze dvou pravidel. První pravidlo 
povolí odeslání prefixu 7.7.0.0/16 a druhým pravidlem zakážeme vše ostatní. Nakonec 
toto pravidlo aplikujeme. 
Prvně tedy vytvořme pravidla. Vytvoření se provede z menu Routing/Filters. Nyní 
přidáme první pravidlo. Ve formuláři pro nastavení nového pravidla vyplníme 
následující informace v záložce Matchers: Chain – název pravidla např. bgp-out. Ihned 
pod tímto názvem do pole prefix vyplňte prefix sítě, tedy 7.7.0.0/16. Poslední co je 
potřeba, je specifikovat, co se s tímto pravidlem provede. My tento prefix chceme 
povolit, a proto v záložce Actions zvolíme Action: accept. Potvrdíme ok. 
 
Obr. 1.13 Route Filters - filtrování odchozích informací 
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Ve druhém pravidle specifikujeme pouze Chain, stejný jako v předcházejícím případě, 
tentokrát však bez vyplňování prefixu a v záložce Actions zvolte discard. Toto druhé 
pravidlo zakáže všechny ostatní sítě. Nyní zbývá toto pravidlo aplikovat. Pravidla se 
aplikují zvlášť v každém záznamu z Obr. 1.12. Jak již bylo řečeno, tento filtr má být 
aplikován pouze směrem ven z AS. Tedy v případě směrovače PE-01 se jedná o 
záznamy pojmenované jako Vivo a Gity. Tedy postupem Routing/BGP/Peers a 
rozkliknutím daného záznamu přiřaďte k volbě Out Filter Vámi vytvořený Chain (bgp-
out) a potvrďte. 
Nezapomeňte tento filtr vytvořit na obou hraničních směrovačích a aplikovat! Nyní po 
aplikaci filtrů na obou hraničních směrovačích z tohoto AS odchází pouze informace o 
prefixu 7.7.0.0/16. 
Tuto skutečnost můžete ověřit přihlášením se přes winbox na některý ze směrovačů 
v okolních AS a zobrazit si směrovací tabulku (IP/Routes). Zde by měl být vidět pouze 
záznam 7.7.0.0/16. 
 
6. Ověření funkčnosti konfigurace, simulace výpadku 
V tomto bodě by mělo fungovat směrování do okolních AS. 
Pro ověření této skutečnosti využijte virtuální počítač umístěný v síti IPSO se 
stejnojmenným názvem. Konkrétně za pomoci využití nástroje ping a tracepath. 
Oba programy je možno spustit z terminálu. Terminál lze otevřít kliknutím pravého 
tlačítka myši na ploše virtuálního PC IPSO a zde volbou Open Terminal Here. 
Výpis trasování na IP adresu 5.1.0.254: 
 student@student:~/Plocha$ tracepath 5.1.0.254 
 1:  student                                               0.467ms pmtu 1500 
 1:  7.7.2.1                                               1.228ms  
 1:  7.7.2.1                                               1.225ms  
 2:  7.7.1.9                                               2.521ms  
 3:  7.7.1.6                                               3.521ms  
 4:  5.0.0.17                                             4.381ms  
 5:  5.0.0.13                                             5.432ms  
 6:  5.1.0.254                                           8.506ms reached 
     Resume: pmtu 1500 hops 6 back 59 
Z výpisu je zřejmé, kterou cestou jsou data do cílové sítě ORCO směrována. Síť ORCO 
je taktéž zákaznická síť ale v síti poskytovatele AT&T. Vyzkoušejte trasovast i jiné 
zařízení v síti dle topologie na Obr. 1.7. 
Nyní na počítači IPSO spusťte ping na stejný počítač jako v předchozím případě, tedy 
na IP adresu 5.1.0.254 a nechte ho běžet. 
Vyzkoušíme simulovat výpadek spoje, přes který jsou nyní data směrována v rámci AS 
100. Přihlaste se tedy přes winbox na směrovač EVE-BRNO-CORE a vypněte spoj 
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vedoucí do směrovače EVE-BRNO-CORE-02, přes který jsou data nyní směrována. 
Spoj je možné vypnout v menu Interfaces. Zde má každé využité rozhraní svůj popisek. 
Zvolením rozhraní a následným kliknutím na červený křížek (disable) viz Obr. 1.14 
spoj deaktivujete. Při vypínání sledujte odezvu v terminálu virtuálního počítače. Nyní 
opět pomocí tracepath trasujte spoj.  
 
Obr. 1.14 Simulace výpadku - deaktivace rozhraní 
 
 
7. Analýza datového provozu za pomoci programu Wireshark 
V simulátoru GNS3 jste si na začátku připravovali dva spoje k analýze dat. Tuto 
analýzu lze spustit ze simulátoru – po pravé straně v okně Captures. Kliknutím pravého 
tlačítka myši na daný spoj zvolte Start Wireshark. Nyní se vám otevře síťový analyzátor 
Wireshark, kde uvidíte veškerý provoz, který na daném spoji je. Dle časových možností 
blíže prozkoumejte jednotlivé pakety protokolu BGP/OSPF. 
 
 
1.1.3 Kontrolní otázky 
1. Jak dlouhé může být číslo autonomního systému? 
2. Jaký port využívá BGP pro komunikaci? 
3. Co obsahuje v BGP zpráva typu UPDATE? 
4. K čemu je v BGP vhodná zpráva typu KEEPALIVE? 
5. Na základě čeho vybírá BGP nejvhodnější cestu? 
6. Uveďte příklad IGP a EGP směrových protokolů. 
