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Abstract The Moore bipartite bound represents an upper bound on the order of a
bipartite graph of maximum degree Δ and diameter D. Bipartite graphs of maximum
degree Δ, diameter D and order equal to the Moore bipartite bound are called Moore
bipartite graphs. Such bipartite graphs exist only if D = 2,3,4 and 6, and for D =
3,4,6, they have been constructed only for those values of Δ such that Δ − 1 is a
prime power.
The scarcity of Moore bipartite graphs, together with the applications of such large
topologies in the design of interconnection networks, prompted us to investigate what
happens when the order of bipartite graphs misses the Moore bipartite bound by a
small number of vertices. In this direction the first class of graphs to be studied is
naturally the class of bipartite graphs of maximum degree Δ, diameter D, and two
vertices less than the Moore bipartite bound (defect 2), that is, bipartite (Δ,D,−2)-
graphs.
For Δ ≥ 3 bipartite (Δ,2,−2)-graphs are the complete bipartite graphs with par-
tite sets of orders Δ and Δ − 2. In this paper we consider bipartite (Δ,D,−2)-
graphs for Δ ≥ 3 and D ≥ 3. Some necessary conditions for the existence of bipartite
(Δ,3,−2)-graphs for Δ ≥ 3 are already known, as well as the non-existence of bi-
partite (Δ,D,−2)-graphs with Δ ≥ 3 and D = 4,5,6,8. Furthermore, it had been
conjectured that bipartite (Δ,D,−2)-graphs for Δ ≥ 3 and D ≥ 4 do not exist. Here,
using graph spectra techniques, we completely settle this conjecture by proving the
non-existence of bipartite (Δ,D,−2)-graphs for all Δ ≥ 3 and all D ≥ 6.
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1 Introduction
The ever increasing need for the design of interconnection networks has motivated the
study of large graphs of given maximum degree and diameter. While the modelling
of a network by such graphs does not take into account implementation factors of
the network, it does provide an effective means of abstraction to study many relevant
network properties [6, 9, 12, 19, 20].
Since the features of an interconnection network depend considerably on the par-
ticular application, it is then understandable that many interpretations about the “op-
timality” of a network coexist. One possible interpretation is presented as follows;
see [9, p. 18], [12, p. 168], and [19, p. 91].
An optimal network contains the maximum possible number of nodes, given
a limit on the number of connections attached to a node and a limit on the
diameter of the network.
This interpretation is encapsulated by the so-called degree/diameter problem [15],
which can be stated as follows.
Degree/diameter problem: Given natural numbers Δ ≥ 2 and D ≥ 2, find the
largest possible number NΔ,D of vertices in a graph of maximum degree Δ and
diameter D.
It is known that the Moore bound MΔ,D , defined below, provides an upper bound
for NΔ,D . Regular graphs of degree Δ, diameter D and order MΔ,D are called Moore
graphs. Non-trivial Moore graphs (that is, those with Δ ≥ 3 and D ≥ 2) exist only
for diameter 2, in which case their degree is 2, 3, 7 or possibly 57; see [15].
MΔ,D =
{
1 + Δ(Δ−1)D−1
Δ−2 if Δ > 2
2D + 1 if Δ = 2
In the design of interconnection networks with bidirectional communication chan-
nels, networks subject to further topological restrictions have been also widely con-
sidered, for instance, planar networks and bipartite networks [6, 19]. Planar graphs
are universally used as topologies in the design of printed circuits, such as VLSI cir-
cuits [19, 20], while bipartite graphs model several interconnection networks, such
as the mesh and the hypercube [9, 19]. In this paper, henceforth we consider bipartite
networks.
It is not difficult to see that the degree/diameter problem can be reformulated to
consider only graphs of a given class. For instance, the degree/diameter problem for
bipartite graphs [15] can be stated as follows.
Degree/diameter problem for bipartite graphs: Given natural numbers Δ ≥ 2
and D ≥ 2, find the largest possible number NbΔ,D of vertices in a bipartite
graph of maximum degree Δ and diameter D.
It is straightforward to verify that NbΔ,D is well defined for Δ ≥ 2 and D ≥ 2.
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Similar to the general case of the Moore bound, an upper bound for NbΔ,D is given
by the Moore bipartite bound, which is denoted by MbΔ,D and is defined below.
MbΔ,D = 1 + Δ + Δ(Δ − 1) + · · · + Δ(Δ − 1)D−2 + (Δ − 1)D−1
= 2(1 + (Δ − 1) + · · · + (Δ − 1)D−1)
=
{
2 (Δ−1)
D−1
Δ−2 if Δ > 2
2D if Δ = 2
A bipartite graph of maximum degree Δ, diameter D and order MbΔ,D is called a
Moore bipartite graph. Moore bipartite graphs are necessarily regular of degree Δ,
and have turned out to be very rare. They exist only when the diameter is 2, 3, 4 or 6
[15, 17], and in the cases of D = 3,4 and 6, they have been produced only for those
values of Δ such that Δ − 1 is a prime power [3, 15].
With the exception of Nb3,5 = Mb3,5 − 6, settled in [13], the other known values of
NbΔ,D are those for which there is a Moore bipartite graph.
In this context it is natural to investigate what happens when the order of bipartite
graphs misses the Moore bipartite bound by a small number of vertices. So we are
prompted to consider bipartite graphs of maximum degree Δ, diameter D and order
MbΔ,D − , that is, bipartite (Δ,D,−)-graphs, where the parameter  is called the
defect.
Conditions for  under which a bipartite (Δ,D,−)-graph must be regular of
degree Δ were established in [8], and one of them is stated below.
Proposition 1.1 [8] For  < 1 + (Δ− 1)+ (Δ− 1)2 +· · ·+ (Δ− 1)D−2, Δ ≥ 3 and
D ≥ 3, a bipartite (Δ,D,−)-graph is regular.
By Proposition 1.1, a bipartite (Δ,D,−1)-graph with Δ ≥ 3 and D ≥ 3 must
be regular, implying its two partite sets have the same number of vertices, which is
impossible because MbΔ,D − 1 is odd. Thus, there is no bipartite (Δ,D,−1)-graph
with Δ ≥ 3 and D ≥ 3.
In this paper we analyze the case of defect 2. Since bipartite (2,D,−2)-graphs
must be paths of length 2D − 3, with the exception of D = 3 they clearly do not exist
for D ≥ 2. In the case of D = 3 the path of length 3 is the only such graph.
When Δ ≥ 3, bipartite (Δ,2,−2)-graphs need not be regular; they are the com-
plete bipartite graphs with partite sets of orders Δ and Δ−2. In the following, assume
Δ ≥ 3 and D ≥ 3.
Concerning bipartite (Δ,D,−2)-graphs, the paper [8] considered bipartite
(Δ,3,−2)-graphs, deriving some necessary conditions for their existence, and prov-
ing the uniqueness of the two known bipartite (Δ,3,−2)-graphs (both graphs are
depicted in Fig. 1). Results about bipartite (Δ,D,−2)-graphs for Δ ≥ 3 and D ≥ 4
were first obtained in [7], where it was proved that the eigenvalues other than ±Δ
of such graphs are the roots of the polynomials HD−1(x) ± 1, with HD−1(x) being
the Dickson polynomial of the second kind with parameter Δ − 1 and degree D − 1
[14]. Moreover, [7] provided some necessary conditions for the existence of bipar-
tite (Δ,D,−2)-graphs, ruled out the existence of bipartite (Δ,D,−2)-graphs for all
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Fig. 1 Two known bipartite (Δ,D,−2)-graphs for Δ ≥ 3 and D ≥ 3, the unique bipartite
(3,3,−2)-graph (a) and the unique bipartite (4,3,−2)-graph (b)
Δ ≥ 3 and D = 4,5,6 and 8, and conjectured that bipartite (Δ,D,−2)-graphs for
all Δ ≥ 3 and all D ≥ 4 do not exist.
This paper is a follow-up of [7]. Here we prove the aforementioned conjecture
by settling the non-existence of bipartite (Δ,D,−2)-graphs for all Δ ≥ 3 and all
D ≥ 6. In our proof we are influenced by the reasoning used in the proofs of the
non-existence of Moore graphs for Δ ≥ 3 and D ≥ 3 [1], the non-existence of
regular graphs of degree Δ ≥ 3, even girth g ≥ 8 and order MbΔ,g/2 + 2 [5], and
the non-existence of regular graphs of degree Δ ≥ 3, odd girth g ≥ 5 and order
MΔ,(g−1)/2 +1 [2]. We first prove that the multiplicities of the eigenvalues of a hypo-
thetical graph satisfy certain inequalities, and based on these inequalities, we derive
that certain sums of two eigenvalues must be integer. But, from another point of view,
we can prove that those sums must be in the open interval (0,1), and thus arriving at
a contradiction.
As a consequence, for Δ ≥ 3 and D ≥ 4 whenever there exists no Moore bipartite
graph, it follows that NbΔ,D ≤ MbΔ,D − 4.
It is worth acknowledging that some of the computations in the paper were per-
formed with the help of the software Wolfram Mathematica® [18].
2 Preliminaries
The terminology used in this paper is standard and consistent with that employed
in [4].
The set of edges in a graph Γ joining a vertex x in X ⊆ V (Γ ) to a vertex y in
Y ⊆ V (Γ ) is denoted by E(X,Y ).
Let Γ be a bipartite graph of diameter D, and uv an edge of Γ . Also, for 0 ≤ i ≤
D − 1 define the sets Ui and Vi as follows:
Ui =
{
z ∈ V (Γ )|d(u, z) = i, d(v, z) = i + 1}
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Vi =
{
z ∈ V (Γ )|d(v, z) = i, d(u, z) = i + 1}
The decomposition of Γ into the sets Ui and Vi is called the standard decomposition
for a graph of even girth with respect to the edge uv [5].
Since Γ is bipartite, the sets Ui and Vi are disjoint for 0 ≤ i ≤ D − 1.
From now on, Γ denotes a bipartite (Δ,D,−2)-graph for Δ ≥ 3 and D ≥ 3, n =
MbΔ,D − 2 denotes its order, and A denotes its adjacency matrix. By Proposition 1.1,
Γ is regular of degree Δ. Considering the girth of Γ , denoted g(Γ ), it is known that
a graph of degree Δ and girth 2D has order at least MbΔ,D [4, Proposition 23.1(2)],
so g(Γ ) ≤ 2D − 2. But, if g(Γ ) ≤ 2D − 4 then the order of Γ would be at most
MbΔ,D − 2(Δ − 1) − 2, a contradiction. Therefore, g(Γ ) = 2D − 2.
Proposition 2.1 Every vertex u of Γ is contained in exactly one cycle Cu of length
2D − 2.
Proof Consider the standard decomposition for Γ with respect to the edge uv.
Suppose that there are at least two edges joining vertices at UD−2 to vertices at
VD−2, that is, |E(UD−2,VD−2)| ≥ 2. In such a case, |UD−1| ≤ (Δ − 1)D−1 − 2 and
|VD−1| ≤ (Δ − 1)D−1 − 2. Therefore,
|V (Γ )| =
D−1∑
i=0
|Ui | +
D−1∑
i=0
|Vi |
≤ 2(1 + (Δ − 1) + (Δ − 1)2 + · · · + (Δ − 1)D−2)
+ 2((Δ − 1)D−1 − 2)
= 2(1 + (Δ − 1) + (Δ − 1)2 + · · · + (Δ − 1)D−1) − 4
= MbΔ,D − 4
which is a contradiction. Consequently, 0 ≤ |E(UD−2,VD−2)| ≤ 1.
Suppose |E(UD−2,VD−2)| = 1. Then, since |UD−1| = (Δ − 1)D−1 − 1 and
|VD−1| = (Δ − 1)D−1 − 1, we obtain our unique cycle Cu.
Suppose |E(XD−2, YD−2)| = 0. Then, since |UD−1| = (Δ − 1)D−1 − 1 and
|VD−1| = (Δ − 1)D−1 − 1, there must exist exactly one vertex x ∈ UD−1 such that
|E({x},UD−2)| = 2, and exactly one vertex y ∈ VD−1 such that |E({y},VD−2)| = 2.
This argument shows the existence of the unique cycle Cu, which contains u and x. 
We call the unique vertex on Cu at distance D − 1 from u the repeat of u, and we
denote it by rep(u). From now on set r = g(Γ )2 = D − 1.
Therefore, we have the following lemma.
Lemma 2.1 [7] If a bipartite (Δ,D,−2)-graph exists, then (2D − 2) divides its
order n.
The fact that rep is an automorphism of Γ was proved in [8]. The permutation
matrix associated with rep is called the defect matrix of Γ and plays an important
role in the study of the structure of Γ (see [7]).
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In [7] it was proved that the eigenvalues of Γ , other than ±Δ, satisfy (1).
Theorem 2.1 [7] If θ(= ±Δ) is an eigenvalue of the adjacency matrix A of Γ , then
Hr(θ) − ε = 0 (1)
where ε = ±1.
The polynomials Hr(x) satisfy Recurrence Equation (2) [7, 17], and as noted
in [7], they are the Dickson polynomials of the second kind with parameter Δ − 1
and degree r [14].⎧⎪⎨
⎪⎩
H0(x) = 1
H1(x) = x
Hi+1(x) = xHi(x) − (Δ − 1)Hi−1(x) for i ≥ 1
(2)
The roots of Hr(x), obtained in [17], are 2
√
Δ − 1 cos iπ
r+1 for i = 1, . . . , r . This
result suggests setting x = −2√Δ − 1 cosϕ, 0 < ϕ < π , in Hr(x), from which we
obtain
Hr(x) = (−s)r sin (r + 1)ϕ
sinϕ
, with s = √Δ − 1 (3)
For the rest of the paper let s = √Δ − 1.
Now we make the change of variable ϕ = iπ−α
r+1 , as suggested in [2, 5]. Then, by
using (3), equation (1) transforms into the following function in α.
sinα − ηis−r sin
(
iπ − α
r + 1
)
= 0, where ηi = ε(−1)r+i+1 (4)
We note that the polynomial Hr(x) equals the polynomial Er+1(x) (E0(x) = 0,
E1(x) = 1 and Ei+1(x) = xEi(x)− (Δ− 1)Ei−1(x) for i ≥ 1) from [5, p. 4]. There-
fore, by substituting r for r +1 in Lemma 3.3 from [5], we obtain the following result
(the bounds for α are derived from the proof of Lemma 3.3).
Lemma 2.2 (Modification of Lemma 3.3 from [5]) For either value of ε, (1) has r
distinct roots θ1 < θ2 < · · · < θr , with θi = −2s cosϕi (0 < ϕi < π). Furthermore, if
we set ϕi = iπ−αir+1 then
0 < αi < min
{
s−rϕi, s−r (π − ϕi)
}
if ηi = 1
max
{−s−rϕi,−s−r (π − ϕi)} < αi < 0 if ηi = −1
and consequently
iπ
r + 1 + s−r < ϕi <
iπ
r + 1 if ηi = 1
iπ
r + 1 < ϕi <
iπ
r + 1 − s−r if ηi = −1
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By Theorem 2.1 and Lemma 2.2, it follows that the polynomial
ψ(x) = (x2 − Δ2)(Hr(x) − 1)(Hr(x) + 1)
has only simple roots and is a multiple of the minimal polynomial of Γ .
From (2) and (3) we obtain the following assertion.
Proposition 2.2 The roots of the polynomial ψ(x) = (x2 −Δ2)(Hr(x)−1)(Hr(x)+
1) are symmetric with respect to 0, that is, θ is a root of ψ(x) if, and only if, −θ is a
root of ψ(x).
Proof Suppose r is even. Then, from (2) and (3) it follows that Hr(−x) = Hr(x),
that is, θ is a root of Hr(x) − ε if, and only if, −θ is a root of Hr(x) − ε, where
ε = ±1.
Suppose r is odd. Then, from (2) and (3) it follows that Hr(−x) = −Hr(x), that
is, θ is a root of Hr(x)−ε if, and only if, −θ is a root of Hr(x)+ε, where ε = ±1. 
3 Multiplicities of eigenvalues
In this section we compute the multiplicities of the eigenvalues different from ±Δ
of Γ . First some lemmas and some definitions are needed.
Lemma 3.1 (Lemma 3.4 from [10]) Let θ be a simple root of the polynomial f (x),
and put fθ (x) = f (x)x−θ . If M is a matrix satisfying f (M) = 0 then tr(fθ (M))fθ (θ) is the
multiplicity of θ as an eigenvalue of M , and so is rational, where tr(M) stands for
the trace of M .
Let G be a Moore bipartite graph of degree Δ and diameter D (and of girth 2D),
and let BD be the (D + 1) × (D + 1) intersection matrix of G. Then, the matrix BD
is defined as follows; see [4, p. 182].
BD =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1
Δ 0 1 0
Δ − 1 0 1
Δ − 1 0 1
. . .
. . .
. . . 1
0 Δ − 1 0 Δ
Δ − 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Let TΔ denote the infinite Δ-regular tree, and for a graph G and a vertex u of G,
denote by NqG(u) the number of closed walks of length q starting at u. Also, let
(B)i,j denote the entry (i, j) in the matrix B .
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Lemma 3.2 (Corollary of Proposition 21.2 from [4]) Let G be a Moore bipartite
graph of degree Δ and diameter D (and of girth 2D). Then, G has D + 1 distinct
eigenvalues, which are the eigenvalues of the matrix BD of G.
Lemma 3.3 [11] In a Δ-regular graph G the number NqG(u) of closed walks of
length q < g(G) starting (and ending) at any vertex u of G equals the number NqTΔ(u)
of such walks starting (and ending) at any vertex u of the infinite Δ-regular tree.
Furthermore, the entry (Bq g(G)2 	
)0,0 gives this number.
Recall that the number of closed walks of length q in Γ is given by tr(Aq).
Observation 3.1 Let u be a vertex of Γ . Since g(Γ ) = 2r , in Γ the number NqΓ (u)
of closed walks of length q (q = 1, . . . ,2r −1) starting at u is the same as the number
N
q
TΔ
(u) of closed walks of length q (q = 1, . . . ,2r − 1) starting at u in the infinite
Δ-regular tree TΔ rooted at u. By Lemma 3.3, NqTΔ(u) = (B
q
r+1)0,0.
Furthermore, as Γ is bipartite, Γ contains no closed walk of odd length, assertion
that is also true in TΔ.
Thus, it follows that tr(Aq) = n(Bqr+1)0,0 for q = 1, . . . ,2r − 1,2r + 1.
Theorem 3.1 The multiplicity m(θ) of θ , θ = ±Δ, as an eigenvalue of Γ is
m(θ) = nΔ(Δ − 1)Hr−1(θ)
2H ′r (θ)(Δ2 − θ2)
− nθ
εH ′r (θ)(Δ2 − θ2)
(5)
where H ′r (x) is the derivative of Hr(x), ε = ±1 and Hr(θ) − ε = 0.
Proof To compute the multiplicity of an eigenvalue θ of Γ , we follow the method
suggested in [2]. Consider ψ(x) = (x2 −Δ2)(Hr(x)−1)(Hr(x)+1) and set ψθ(x) =
ψ(x)
x−θ . Then, as ψ(A) = 0, by Lemma 3.1 m(θ) = tr(ψθ (A))ψθ (θ) .
As deg(Hr(x)) = r , deg(ψθ (x)) = 2r + 1, where deg(p(x)) stands for the degree
of the polynomial p(x).
Let us assume that ψθ(x) = x2r+1 + a2rx2r + · · · + a1x + a0. Then, by virtue of
Proposition 2.2 and Viète’s formulae, we obtain that a2r = θ . Furthermore,
tr
(
ψθ(A)
) = tr(A2r+1) + a2r tr(A2r) + · · · + a1 tr(A) + a0 tr(In)
Let now Bi+1, for i ≥ 0, be the intersection matrix representing a Moore bipartite
graph of girth 2i + 2 and degree Δ (in particular, B1 =
( 0 Δ
Δ 0
)).
By Observation 3.1, we have tr(Aq) = n(Bqr+1)0,0 for q = 1, . . . ,2r − 1,2r + 1.
Furthermore, since every vertex u of Γ is contained in exactly one cycle of length
2r , N2rΓ (u) = N2rTΔ(u) + 2. Thus
tr
(
ψθ(A)
) = n((ψθ(Br+1))0,0 + 2a2r)
= n((ψθ(Br+1))0,0 + 2θ)
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As (x2 − Δ2)Hr(x) is the minimal polynomial of Br+1 (see [17]), we have
ψθ(Br+1) = −
B2r+1 − Δ2 In
Br+1 − θ In
Setting Li+1(x) = x2−Δ2x−θ (Hi(x) − Hi(θ)) for i = 0, . . . , r , we get
Lr+1(Br+1) = −Hr(θ)
B2r+1 − Δ2 In
Br+1 − θ In = −ε
B2r+1 − Δ2 In
Br+1 − θ In
Therefore, ψθ(Br+1) = εLr+1(Br+1).
By using ((x − θ)ψθ (x))′ = ((x2 −Δ2)(H 2r (x)−1))′, where the prime ′ indicates
the derivative of the corresponding function, we have ψθ(θ) = 2εH ′r (θ)(θ2 − Δ2).
Thus
m(θ) = n(Lr+1(Br+1))0,0
2H ′r (θ)(θ2 − Δ2)
+ nθ
εH ′r (θ)(θ2 − Δ2)
We are now interested in finding a recurrence relation for the expression
(Li+1(Bi+1))0,0. In fact
Li+1(x) = x
2 − Δ2
x − θ
(
Hi(x) − Hi(θ)
)
= x
2 − Δ2
x − θ
[
xHi−1(x) − (Δ − 1)Hi−2(x)
− (θHi−1(θ) − (Δ − 1)Hi−2(θ))]
= x
2 − Δ2
x − θ
(
xHi−1(x) − θHi−1(θ)
) − (Δ − 1)Li−1(x)
= x
2 − Δ2
x − θ
(
xHi−1(x) − θHi−1(x)
) + θLi(x) − (Δ − 1)Li−1(x)
= (x2 − Δ2)Hi−1(x) + θLi(x) − (Δ − 1)Li−1(x)
Setting x = Bi , we have Li+1(Bi ) = θLi(Bi ) − (Δ − 1)Li−1(Bi ).
As the Moore bipartite graphs represented by Bi+1, Bi , Bi−1 have girths 2i +2, 2i
and 2i − 2, respectively, (Bqi+1)0,0 = (Bqi )0,0 = (Bqi−1)0,0 for q = 0, . . . ,2i − 3 and
i ≥ 2 (this can be deduced by reasoning as in Observation 3.1).
Since deg(Li+1(x)) = i +1, (Li−1(Bi ))0,0=(Li−1(Bi−1))0,0 and (Li+1(Bi+1))0,0
= (Li+1(Bi ))0,0.
Thus, (Li+1(Bi+1)0,0 = θ(Li(Bi ))0,0 − (Δ − 1)(Li−1(Bi−1))0,0, and setting
li+1 = (Li+1(Bi+1))0,0, we have the desired recurrence relation
l0 = l1 = 0
l2 = Δ − Δ2
li+1 = θli − (Δ − 1)li−1 for i ≥ 2
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Hence, we obtain that li+1 = (Δ − Δ2)Hi−1(θ) for i ≥ 1, and the theorem follows,
that is,
m(θ) = nΔ(Δ − 1)Hr−1(θ)
2H ′r (θ)(Δ2 − θ2)
− nθ
εH ′r (θ)(Δ2 − θ2) 
3.1 Multiplicities as functions of cosϕ
Next we express m(θ) with θ = −2s cosϕ as a function of cosϕ. But before, we
define the following functions f (z) and g(z).
f (z) = 4s
2(1 − z2)
Δ2 − 4s2z2
g(z) = Δ(Δ − 1)(
√
1 − s−2r (1 − z2) + s−r z) − 4s2−r z
(r + 1)√1 − s−2r (1 − z2) + s−rz
These functions will receive some attention from now on.
Lemma 3.4 For either value of ε, if we set θi = −2s cosϕi for i = 1, . . . , r then
m(θi) = n4s2 f (cosϕi)g(ηi cosϕi)
where f and g are defined as above.
Proof By (3), we have
dHr(θ)
d θ
d θ
dϕ
= d
dϕ
(
(−s)r sin (r + 1)ϕ
sinϕ
)
= (−s)
r
sinϕ
(
(r + 1) cos (r + 1)ϕ − cotϕ sin (r + 1)ϕ)
We now evaluate dHr(θ)d θ
d θ
dϕ at ϕi = iπ−αir+1 for i = 1, . . . , r .
dHr(θ)
d θ
d θ
dϕ
(
ϕi = iπ − αi
r + 1
)
= (−s)
r
sinϕi
(
(r + 1) cos (iπ − αi) − cotϕi sin (iπ − αi)
)
= (−s)
r (−1)i
sinϕi
(
(r + 1) cosαi + cotϕi sinαi
)
Therefore
H ′r (θi) =
(−s)r (−1)i
2s sin2 ϕi
(
(r + 1) cosαi + cotϕi sinαi
)
and by (4), we have
H ′r (θi) =
(−s)r (−1)i
2s sin2 ϕi
(
(r + 1) cosαi + ηis−r cosϕi
) (6)
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Substituting Hr−1(θi) = (−s)r−1(−1)i+1 sin (ϕi+αi)sinϕi and H ′r (θi) in (5), we obtain
m(θi) = n sinϕi
(Δ2 − θ2i )
Δ(Δ − 1) sin (ϕi + αi) + 2θiηis1−r sinϕi
(r + 1) cosαi + ηis−r cosϕi
Since sin (ϕi + αi) = sinϕi(cosαi + ηis−r cosϕi) (by (4)), we have
m(θi) = n sin
2 ϕi
(Δ2 − θ2i )
Δ(Δ − 1)(cosαi + ηis−r cosϕi) + 2θiηis1−r
(r + 1) cosαi + ηis−r cosϕi
By (4) and Lemma 2.2, as Δ ≥ 3 and r ≥ 2, it follows that if ηi = 1 then 0 <
αi <
π
2 and that if ηi = −1 then −π2 < αi < 0. Therefore, cosαi > 0, and cosαi =√
1 − s−2r (1 − cos2 ϕi) by (4).
Consequently
m(θi) = n4s2
4s2(1 − cos2 ϕi)
(Δ2 − 4s2 cos2 ϕi)
× Δ(Δ − 1)(
√
1 − s−2r (1 − cos2 ϕi) + ηis−r cosϕi) − 4ηis2−r cosϕi
(r + 1)√1 − s−2r (1 − cos2 ϕi) + ηis−r cosϕi
and taking f (z) = 4s2(1−z2)
Δ2−4s2z2 (as suggested in [2, 5]) and
g(z) = Δ(Δ − 1)(
√
1 − s−2r (1 − z2) + s−r z) − 4s2−rz
(r + 1)√1 − s−2r (1 − z2) + s−r z ,
we obtain the desired formula
m(θi) = n4s2 f (cosϕi)g(ηi cosϕi) 
Corollary 3.1 The polynomial ψ(x) = (x2 −Δ2)(Hr(x)−1)(Hr(x)+1) is the min-
imal polynomial of Γ .
Proof It is not difficult to see that for |z| < 1, we have f (z) > 0. To see that g(z) > 0
for |z| < 1, we multiply both the numerator and the denominator of g(z) by sr . Then,
g(z) = Δ(Δ − 1)(s
r
√
1 − s−2r (1 − z2) + z) − 4s2z
sr (r + 1)√1 − s−2r (1 − z2) + z
= Δ(Δ − 1)
√
s2r − 1 + z2 + (Δ(Δ − 1) − 4s2)z
(r + 1)√s2r − 1 + z2 + z
In the last expression of g(z) we can readily see that, for |z| < 1, g(z) > 0.
Therefore, setting θi = −2s cosϕi with i = 1, . . . , r for either value of ε, it follows
that m(θi) > 0. Thus, θi is an eigenvalue of Γ . 
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4 Properties of the functions f and g
In the previous section we expressed the multiplicity of an eigenvalue θ of Γ by
means of certain functions f and g. In this section we obtain several properties and
relationships between these functions.
Lemma 4.1 (See Lemma 3.5 from [5]) For Δ ≥ 3 and |z| < 1 the function f (z) is
even and concave down.
Lemma 4.2 For Δ ≥ 3, r ≥ 5 and |z| < 1, the monotonicity of g(z) behaves as fol-
lows.
(i) For Δ = 3,4 the function g(z) is monotonic decreasing; and
(ii) for Δ ≥ 5 g(z) is monotonic increasing
Proof To prove that g(z) is monotonic increasing (decreasing) for |z| < 1, it suffices
to show that g′(z) is positive (negative) along the interval.
g′(z) = − s
−r (−1 + s2r )(Δ − 1)(4(1 + r) − rΔ)√
1 + s−2r (−1 + z2)(z + (1 + r)sr√1 + s−2r (−1 + z2))2
From the expression of g′(z), we can verify that g′(z) is negative for Δ = 3,4 and
r ≥ 5, while it is positive for Δ ≥ 5 and r ≥ 5. 
Lemma 4.3 If cosϕ2 < −cosϕr and r ≥ 5, the following relationships between the
functions f and g hold.
(i) If Δ = 3,4 then
f (cosϕ2)
f (cosϕr)
>
g(cosπ)
g(cos 0)
with the exception of the pairs (Δ, r) = (3,5), (3,6), (3,7), and (3,8); and
(ii) if Δ ≥ 5 then
f (cosϕ2)
f (cosϕr)
>
g(cos 0)
g(cosπ)
Proof Since ϕ2 ∈ (0, π2 ) and ϕr ∈ (π2 ,π) by Lemma 2.2, τ = π − ϕr ∈ (0, π2 ) and
τ < ϕ2 (since cosϕ2 < −cosϕr = cos τ ).
From the expression of f (cosϕ), we have
f (cosϕ2)
f (cosϕr)
= f (cosϕ2)
f (cos τ)
= 1 + cos 2τ − cos 2ϕ2
2 sin2 τ
Δ2 − 4s2
Δ2 − 4s2 cos2 ϕ2
By the mean value theorem, we have cos 2τ−cos 2ϕ22τ−2ϕ2 = −sin 2γ for some γ ∈ (τ,ϕ2).
Consequently
cos 2τ − cos 2ϕ2
2 sin2 τ
= (ϕ2 − τ) sin 2γ
sin2 τ
= 2(ϕ2 − τ) sinγ cosγ
sin2 τ
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Also, since 0 < τ < γ < ϕ2 < π2 , we have sinγ > sin τ and cosγ > cosϕ2, and thus
cos 2τ − cos 2ϕ2
2 sin2 τ
> 2(ϕ2 − τ)cosϕ2
sin τ
By Lemma 2.2, for i = 1, . . . , r if ηi = 1 then iπr+1+s−r < ϕi < iπr+1 , and iπr+1 <
ϕi <
iπ
r+1−s−r otherwise. Therefore, in any case
iπ
r + 1 + s−r < ϕi <
iπ
r + 1 − s−r
and consequently
ϕ2 − τ = ϕ2 + ϕr − π > 2π
r + 1 + s−r +
rπ
r + 1 + s−r − π =
π(−1 + sr )
1 + (1 + r)sr
Furthermore, cosϕ2 > cos 2πr+1−s−r > cos
2π
5 =
√
5−1
4 >
1
4 (since r ≥ 5), and since| sinx| ≤ |x| for all x ∈ R, we have
sin τ ≤ τ = π − ϕr < π − rπ
r + 1 + s−r =
π(1 + sr )
1 + (1 + r)sr
Therefore
f (cosϕ2)
f (cos τ)
> 1 + 2π(−1 + s
r )
(1 + (1 + r)sr )
1 + (1 + r)sr
4π(1 + sr )
4(Δ2 − 4s2)
4Δ2 − s2
= 1 + 2(−1 + s
r )
1 + sr
Δ2 − 4s2
4Δ2 − s2 (7)
Proof of Claim (i) From the expression of g(z), we obtain
g(−1)
g(1)
= 1 + 2s
r (4(r + 1) − rΔ)
(−1 + sr (r + 1))(Δ(1 + sr ) − 4) (8)
Therefore, considering (7) and (8), it suffices to show that, for Δ = 3,4 and r ≥ 5,
with the exceptions of the pairs (Δ, r) = (3,5), (3,6), (3,7), and (3,8), the following
inequality holds:
−1 + sr
1 + sr
Δ2 − 4s2
4Δ2 − s2 >
sr(4(r + 1) − rΔ)
(−1 + sr (r + 1))(Δ(1 + sr ) − 4)
or equivalently that
h(r) = −1 + s
r
1 + sr
Δ2 − 4s2
4Δ2 − s2 −
sr (4(r + 1) − rΔ)
(−1 + sr (r + 1))(Δ(1 + sr ) − 4) > 0
Indeed, using s = √Δ − 1, for Δ = 3 and r ≥ 9 we have
h(r) = −1 − (131 + 33r)2
r
2 − 143 · 2r − 19r21+r + (3 + 3r)23 r2
34(1 + 2r/2)(−1 + 3 · 2 r2 )(−1 + (1 + r)2 r2 ) > 0
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(As the numerator of h(r) is clearly monotonic increasing, with value −248321 +
238912
√
2 > 0 at r = 9.) While for Δ = 4 and r ≥ 4 we have
h(r) = −57 − 4r3
r
2 − 23 · 31+ r2 + (4 + 4r)3r
61(1 + 3r/2)(−1 + (1 + r)3 r2 ) > 0
(As the numerator of h(r) is clearly monotonic increasing, with value 798 at r = 4.)
Thus we obtain the claim. 
Proof of Claim (ii) It is proved analogously to Claim (i). A complete proof of this
claim can be found in [16, p. 112]. 
This completes the proof of the lemma. 
5 Main result
In this section we prove the main result of this paper (Theorem 5.1).
Theorem 5.1 Bipartite (Δ,D,−2)-graphs for Δ ≥ 3 and D ≥ 6 do not exist.
To prove the theorem we prepare two more lemmas, and some definitions.
Henceforth, let λ1 < λ2 < · · · < λr be the roots of Hr(x) − 1 = 0, and let ρ1 <
ρ2 < · · · < ρr be the roots of Hr(x) + 1 = 0.
Lemma 5.1 Let λ1, . . . , λr and ρ1, . . . , ρr be defined as above. Then the following
assertions hold for Δ ≥ 3 and r ≥ 5.
(i) If r is even then m(λi) = m(λ1+r−i ) and m(ρi) = m(ρ1+r−i ), whereas if r is
odd then m(λi) = m(ρ1+r−i ), for 1 ≤ i ≤ r ; and
(ii) If r is even then m(ρ1) < m(ρi), whereas if r is odd then m(λ1) < m(λi), for
i = 2, . . . , r − 1, and any pair (Δ, r) = (3,5), (3,6), (3,7), (3,8); and
(iii) m(λr) < m(λi) for i = 2, . . . , r − 1
Proof Next we prove each claim in order.
Proof of Claim (i) If r is even, it follows that Hr(−x) = Hr(x) (see (3)) and that
λi + λ1+r−i = ρi + ρ1+r−i = 0, and thus, by checking (5), m(λi) = m(λ1+r−i ) and
m(ρi) = m(ρ1+r−i ) for 1 ≤ i ≤ r . If instead r is odd, Hr(−x) = −Hr(x); therefore,
λi + ρ1+r−i = 0 and m(λi) = m(ρ1+r−i ) for 1 ≤ i ≤ r . 
Proof of Claim (ii) In the proof of this claim we consider the trigonometric form of
the multiplicity of an eigenvalue of Γ (Lemma 3.4).
Assume r is even, ε = −1, and ρi = −2s cosϕi for i = 1, . . . , r . Then ηi = (−1)i .
By (i), −cosϕ1 = cosϕr . Then, since −cosϕ1 = cosϕr < cosϕi < cosϕ1 (for
i ∈ {2, . . . , r − 1}), by Lemma 4.1 we have
f (cosϕ1) < f (cosϕi) for i = 2, . . . , r − 1
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First suppose Δ ≥ 5 and r ≥ 5. Since cosϕi < | cosϕ1|, we obtain that g(−cosϕ1)
< g(± cosϕi) for i = 2, . . . , r − 1 (by Lemma 4.2(ii)), and thus, m(ρ1) < m(ρi).
Suppose Δ = 3,4 and r ≥ 5. In this case g is monotonic decreasing (by
Lemma 4.2(i)), so we cannot use the same argument as before. Here we also want to
prove
f (cosϕ1)g(− cosϕ1) < f (cosϕi)g(ηi cosϕi) for i = 2, . . . , r − 1
Since cos 0 > cosϕi > cosπ , we have g(cos 0) < g(cosϕi) < g(cosπ). Then
f (cosϕ1)g(−cosϕ1) < f (cosϕ1)g(cosπ) and f (cosϕi)g(cos 0)
< f (cosϕi)g(ηi cosϕi)
Consequently, it suffices to prove that, for any pair (Δ, r) other than (3,5), (3,6),
(3,7), (3,8),
f (cosϕi)
f (cosϕ1)
>
g(cosπ)
g(cos 0)
Besides, since f (cosϕ2) ≤ f (cosϕi) for i = 2, . . . , r − 1, we can equivalently prove
that
f (cosϕ2)
f (cosϕr)
>
g(cosπ)
g(cos 0)
and as cosϕ2 < cosϕ1 = − cosϕr , such an inequality follows from Lemma 4.3(i).
Therefore, m(ρ1) < m(ρi).
Now assume that r is odd, ε = 1, λi = −2s cosϕi , and ρi = −2s cosσi for i =
1, . . . , r . Then ηi = (−1)i .
Since λ1 < λi , ηi cosϕi > − cosϕ1 for ηi = −1. Moreover, since r is odd, we
obtain that ρi + λ1+r−i = 0 by virtue of (i). We next prove that ηi cosϕi > − cosϕ1
for ηi = 1. Since cosϕ1 > 0 by Lemma 2.2, we only consider the case of cosϕi < 0.
By Lemma 2.2
iπ
r + 1 + s−r < ϕi <
iπ
r + 1 and
iπ
r + 1 < σi <
iπ
r + 1 − s−r
As a consequence, ϕi < σi , and since ϕi, σi ∈ (0,π), it follows that cosϕi > cosσi .
Since ρr = 2s cosϕ1 ≥ ρi = −2s cosσi > −2s cosϕi , cosϕi > − cosϕ1. That is
−cosϕ1 < cosϕi < cosϕ1 for i = 2, . . . , r
Then, by Lemma 4.1, f (cosϕ1) < f (cosϕi) for i = 2, . . . , r .
First suppose Δ ≥ 5 and r ≥ 5. By Lemma 4.2(ii), g(− cosϕ1) < g(± cosϕi) for
i = 2, . . . , r − 1, and thus, m(λ1) < m(λi).
Suppose Δ = 3,4 and r ≥ 5. Since cos 0 > cosϕi > cosπ , by Lemma 4.2(i) we
have g(cos 0) < g(cosϕi) < g(cosπ). Therefore, as above, we only need to show
that
f (cosϕi)
f (cosϕ1)
>
g(cosπ)
g(cos 0)
178 J Algebr Comb (2011) 34:163–182
or alternatively, since f (cosϕ1) < f (cosϕr) and f (cosϕ2) ≤ f (cosϕi) for i =
2, . . . , r − 1, that
f (cosϕ2)
f (cosϕr)
>
g(cosπ)
g(cos 0)
Indeed, by (i) we have − cosϕr = cosσ1, and by Lemma 2.2, we have ϕ2 > σ1,
which implies that cosϕ2 < cosσ1. Consequently, the inequality f (cosϕ2)f (cosϕr ) >
g(cosπ)
g(cos 0)
follows from Lemma 4.3(i), and thus, m(λ1) < m(λi). 
Proof of Claim (iii) It is proved similarly to Claim (ii) using Lemma 4.3(ii). A com-
plete proof of this claim can be found in [16, p. 119]. 
This completes the proof of the lemma. 
Next we rule out the pairs (Δ, r) not covered in the previous lemma, that is, (3,5),
(3,6), (3,7) and (3,8).
Lemma 5.2 There are no bipartite (3,D,−2)-graphs for D = 6,7,8,9.
Proof The non-existence of bipartite (3,D,−2)-graphs with D = 6,8,9 follows
from Lemma 2.1. Indeed, the condition 2(D − 1)|n implies for cubic graphs that
(D − 1)|(2D − 2), and the values 6,8,9 do not pass the test. To prove the non-
existence of bipartite (3,7,−2)-graphs, we use the fact that the multiplicity of
each eigenvalue of the hypothetical graph must be integer. Set ε = 1. For Δ = 3,
H6(θ) = −8 + 24θ2 − 10θ4 + θ6, H6(θ) − 1 = (−3 + θ2)(3 − 7θ2 + θ4), H ′6(θ) =
48θ − 40θ3 + 6θ5, and H5(θ) = θ(12 − 8θ2 + θ4). The order of such a hypothetical
graph is 252. By Theorem 3.1
m(θ) = − 252θ
(9 − θ2)(48θ − 40θ3 + 6θ5) +
756(12θ − 8θ3 + θ5)
(9 − θ2)(48θ − 40θ3 + 6θ5)
Considering the eigenvalue θ = √3, we have m(√3) = 703 , a contradiction. Thus,
there are no bipartite (3,7,−2)-graphs, and the lemma follows. 
Theorem 5.1 Bipartite (Δ,D,−2)-graphs for Δ ≥ 3 and D ≥ 6 do not exist.
Proof of Theorem 5.1 A proof of the non-existence of bipartite (Δ,D,−2)-graphs
for all Δ ≥ 3 and D = 4,5 was obtained in [7], so we can assume D = r + 1 ≥ 6. By
Lemma 5.2, we can additionally assume that for Δ ≥ 3 and r ≥ 5, the pair (Δ, r) is
different from (3,5), (3,6), (3,7) or (3,8).
Suppose r is odd. By Lemma 5.1(ii) and (iii), we have m(λ1) = m(λi) and
m(λr) = m(λi) for i = 2, . . . , r − 1. Therefore, λ1 and λr are either conjugate
quadratic irrationals or integers,1 and thus, λ1 + λr ∈ Z.
1Recall that, if αi and αj are eigenvalues of a real square matrix A with rational entries, such that αi and
αj are algebraic conjugates over Q, then m(αi ) = m(αj ).
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By Lemma 2.2, λ1 = −2s cosϕ1 and λr = −2s cosϕr , where
π
r + 1 < ϕ1 <
π
r + 1 − s−r
rπ
r + 1 < ϕr <
rπ
r + 1 − s−r
(9)
We have λ1 + λr = −2s(cosϕ1 + cosϕr). By (9), λ1 + λr > −2s(cos πr+1 +
cos rπ
r+1 ) = 0, because π − πr+1 = rπr+1 .
By Lemma 5.1(i), λr = −ρ1 < 2s cos πr+1+s−r . Therefore
λ1 + λr < 2s
(
− cos π
r + 1 − s−r + cos
π
r + 1 + s−r
)
= 2s
(
−2 sin 1
2
(
π
r + 1 + s−r −
π
r + 1 − s−r
)
× sin 1
2
(
π
r + 1 + s−r +
π
r + 1 − s−r
))
< 4s
1
2
(
π
r + 1 − s−r −
π
r + 1 + s−r
)
1
2
(
π
r + 1 + s−r +
π
r + 1 − s−r
)
(as | sinx| ≤ |x|∀x ∈ R)
= s
[(
π
r + 1 − s−r
)2
−
(
π
r + 1 + s−r
)2]
= 4 π
2(r + 1)s1−r
((r + 1)2 − s−2r )2
< 4
π2(r + 1)s1−r
((r + 1)2 − (r + 1))2 = 4
π2(r + 1)s1−r
r2(r + 1)2 = 4
π2s1−r
r2(r + 1) < 1
Thus, 0 < λ1 + λr < 1, a contradiction.
If instead r is even, by Lemma 5.1, we have ρ1 and ρr = −ρ1 are either conju-
gate quadratic irrationals or integers. Therefore, ρ21 ∈ Z. Analogously, we have λ2r =
λ21 ∈ Z. Hence, λ21 − ρ21 ∈ Z.
By Lemma 2.2
−2s cos π
r + 1 + s−r < λ1 < −2s cos
π
r + 1
−2s cos π
r + 1 < ρ1 < −2s cos
π
r + 1 − s−r
(10)
Then, as λ21 > 4s
2 cos2 π
r+1 and ρ
2
1 < 4s
2 cos2 π
r+1 , we have λ
2
1 − ρ21 > 0.
Furthermore, as λ21 < 4s
2 cos2 π
r+1+s−r and ρ
2
1 > 4s
2 cos2 π
r+1−s−r , we have
λ21 − ρ21 < 4s2
(
cos2
π
r + 1 + s−r − cos
2 π
r + 1 − s−r
)
= 4s2
(
sin2
π
r + 1 − s−r − sin
2 π
r + 1 + s−r
)
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= 4s2
(
sin
π
r + 1 − s−r − sin
π
r + 1 + s−r
)
×
(
sin
π
r + 1 − s−r + sin
π
r + 1 + s−r
)
= 16s2 sin πs
−r
(r + 1)2 − s−2r cos
π(r + 1)
(r + 1)2 − s−2r
× sin π(r + 1)
(r + 1)2 − s−2r cos
πs−r
(r + 1)2 − s−2r
< 16
π2s−r+2(r + 1)
((r + 1)2 − s−2r )2 cos
π(r + 1)
(r + 1)2 − s−2r cos
πs−r
(r + 1)2 − s−2r
(as |sinx| ≤ |x| ∀x ∈ R)
< 16
π2s−r+2(r + 1)
((r + 1)2 − s−2r )2 < 16
π2s−r+2(r + 1)
((r + 1)2 − (r + 1))2 = 16
π2s−r+2
r2(r + 1) < 1
Thus, 0 < λ21 − ρ21 < 1, a contradiction, and the theorem follows. 
6 Conclusions
In this paper we have proved the non-existence of bipartite (Δ,D,−2)-graphs for all
Δ ≥ 3 and all D ≥ 6, result that, combined with [7], assert that there are no bipar-
tite (Δ,D,−2)-graphs for all Δ ≥ 3 and all D ≥ 4. Consequently, the existence or
otherwise of bipartite (Δ,D,−2)-graphs is open only for D = 3.
Interestingly enough, for a given Δ0 if the defect 0 = f (Δ0) (0 is a function of
Δ0, and thus, independent of D) then there exists a constant D0 such that a hypothet-
ical (or real) bipartite (Δ0,D,−0)-graph for D ≥ D0 must be regular. To see this,
consider a bipartite graph  of maximum degree Δ0 and diameter D0 with a vertex
u of degree at most Δ0 − 1, and an edge uv of . Then we use the standard de-
composition for a bipartite graph with respect to an edge uv [5]. For 0 ≤ i ≤ D0 − 1
we count the vertices at distance i from u and at distance i + 1 from v, and the
vertices at distance i from v and at distance i + 1 from u. Then we count at most
T b0 (Δ0,D0) = MbΔ0,D0 − (1 + (Δ0 − 1) + · · · + (Δ0 − 1)D0−2) vertices in .
Therefore, taking D0 as the least number such that MbΔ0,D0 − 0 > T b0 (Δ0,D0),
we obtain that any bipartite (Δ0,D,−0)-graph with D ≥ D0 must be regular, and
thus, 0 must be even. Therefore, we have proved
Proposition 6.1 For a given Δ0 and 0 = f (Δ0) there exists a constant D0 such that
any bipartite (Δ0,D,−0)-graph for D ≥ D0 must be regular, and consequently, 0
must be even.
Then the next interesting case occurs when  = 4. In this case each vertex of Γ has
two repeats, and consequently, the defect matrix can be considered as a direct sum
of circulant matrices. Therefore, the spectrum of the defect matrix is not specified as
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in the case of defect 2, thereby making it difficult to apply the same approach to this
case.
In general we believe that the following conjecture holds. However, we feel that
to make a breakthrough in its proof or disproof, new techniques are required.
Conjecture 6.1 For a given Δ0 and 0 = f (Δ0) there exists a constant D1 ≥ D0
such that regular bipartite (Δ0,D,−0)-graphs with D ≥ D1 do not exist.
Contributions to the degree/diameter problem for bipartite graphs
For those combinations of Δ ≥ 3 and D ≥ 4 where the non-existence of Moore bi-
partite graphs of degree Δ and diameter D is known, we have showed that
NbΔ,D ≤ MbΔ,D − 4
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