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This thesis proposes a probabilistic framework to predict the failure probabilities of steel 
columns subject to blast loads. The framework considers the uncertainties in the blast 
phenomenon, the demands imposed on the column, and the capacities of the column for the limit 
states of flexure, local buckling and global buckling.  As part of the work, we propose four 
probabilistic blast load models. For different types of explosives and atmospheric conditions, two 
models predict the incident and reflected peak pressure generated by the explosion and two models 
predict the incident and reflected positive time duration of the blast wave. The models are 
probabilistic to capture the associated uncertainties, including variations in the atmospheric 
conditions, the inherent variability in the blast load data even for identical experimental conditions, 
and model error. The blast load models are used to predict the structural demands (maximum 
internal moment and deflection) imposed by the blast on a column. The demand models are 
combined with strain-rate dependent capacity models for flexure and global buckling to estimate 
the conditional probability of failure (or fragility) of a steel column for given scaled distance. As 
an example, fragility estimates for different columns representative of typical columns in steel 
frames are developed. The results highlight the effect of column dimensions and axial load on the 
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With rapid industrialization and increasing terrorism threats in the last decade, protecting 
the structures against accidental and intentional blasts has gained a lot of attention (Hao et al., 
2016). Many buildings that can be exposed to blast loads of varying intensities are steel frame 
structures (Krauthammer et al, 1990). Therefore, the response of steel frames and their components 
to blast loads has been widely studied in recent times  (e.g. Khandelwal et al., 2009; Lee et al., 
2009; Sabuwala et al., 2005; Urgessa & Arciszewski, 2011; Dragos & Wu, 2015; Nassr et al., 
2013).Some studies focusing on progressive collapse of steel frames due to blast loading have 
established that the failure of steel columns causes the structural collapse (Krauthammer, 2003; 
Hamburger & Whittaker, 2004). Therefore, adequate design of steel columns is important to ensure 
the structure’s safety against blast loading.  
Proper design of steel columns against blast loads requires knowledge of the blast 
parameters determining the blast loads. Therefore, the pressure-time variation of a blast wave is of 
great significance for structural analysis. The pressure-time profile of a blast wave is determined 
through peak overpressure, sP  and positive phase duration, ,d it . The blast wave often gets reflected 
by surrounding surfaces which increases the peak incident overpressure, sP . The increased 
pressure is referred to as the peak reflected overpressure, rP . It is widely believed that the reflection 
does not affect dt . However, Henrych, 1979  and Shi et al., 2008 reported a change in dt  due to 
reflection.  Empirical equations are widely used to determine dt  and rP (e.g. Kingery, 1966; 
Kingery & Coulter, 1983; Ngo et al., 2007; Kinney & Graham, 1983, Henrych, 1979, Karlos et 
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al., 2013).  The empirical equations are deterministic and do not capture the variability in the blast 
parameters due to uncertainties in mass of the explosive, atmospheric conditions, distance of the 
explosive from the target and inherent variability in the phenomenon (Netherton & Stewart, 2010). 
Recent studies have aimed at developing probabilistic models for the parameters (Campidelli et 
al., 2015; Netherton & Stewart, 2010). Both studies considered the variabilties in the charge mass, 
atmospheric conditions, and distance between the explosive and the target . In addition, Netherton 
& Stewart (2010) considered inherent variability and the difference between deterministic models 
and experimental data,i.e., model error, and modeled them as normally distributed variables. The 
choice of normal distribution can give negative values for the parameters, which are non-negative 
in nature. Moreover, the parameters for inherent varaibility were assigned values based on 
experience and were assumed to be same for both rP  and dt .  The estimated model error could not 
eliminate the bias, which can be attributed to contribution of missing variables. Both studies do 
not present models for  sP ,  and ,d it . 
The assessment of probabilistic collapse analysis of steel frames has been the subject of 
numerous studies (e.g. Asprone et al., 2008; Asprone et al., 2010; Ding et al., 2017). Ding et al., 
2017 considers the effect of the blast load on the member capacity but does not distinguish between 
the different limit states. Karlos et al., 2017 presented failure curves for steel columns subject to 
blast loads using the probabilisitc models presented in Netherton & Stewart (2010). In the study 
global buckling was assumed as the predominant failure mode. However, it does not consider the 
inherent variability and the effect of atmospheric conditions charge mass and other factors 
affecting the blast parameters.  
3 
 
This thesis presents probabilistic models for incident and reflected blast parameters. The 
proposed models are developed by combining information from existing empirical equations with 
information available from blast tests presented in Hoffman & Mills (1956).  A Bayesian approach 
is used to estimate unknown model parameters. The Bayesian approach makes it possible to 
efficiently update the model parameters when new data becomes available. The proposed models 
identify parameters which significantly affect the characteristics of blast waves. The developed 
models are used to predict the structural demands (maximum internal moment and deflection) 
imposed by the blast on a column. The thesis uses a pinned-hinged steel column presented in Nassr 
(2012) to predict the response. The demand models are combined with strain-dependent capacity 
models for flexure and global buckling. As an example, fragility curves for a column is developed. 
The effect of axial load and charge weight on the failure probabilities is discussed. The 
comparisons provide valuable information which can be used to facilitate efficient blast-resistant 
design of steel frame buildings for different scenarios. The thesis also presents fragility curves for 
the serviceability limit state of flexure which can be used within a life-cycle analysis framework. 
Following the introduction, the next section discusses the experimental data used for 
developing the models. Next, we present the proposed models and discuss the general formulation. 
The next section discusses the capacity and demand models chosen for the considered limit states. 
Finally, the thesis presents the assessment of the structural fragility of steel column and, as an 






PROBABILISTIC MODELS FOR BLAST PARAMETERS 
To assess the fragilities of a steel column subject to blast loads, we need to estimate the 
blast parameters. Gardoni et al. (2002) proposed a general formulation to develop unbiased 
Bayesian regression models to estimate capacity models. Herein, we propose probabilistic blast 
parameter models based on the formulation. To ensure practical applicability and utilization of 
available knowledge, the models use accepted deterministic models as a starting point. Correction 
terms are used to reduce inherent bias and an added model error term captures the remaining 
variability which may arise due to, say, inaccurate model form, missing variables, and statistical 
uncertainties. The general formulation of the model is: 
     ˆ ,k k k k k k kA A     x,Θ x x θ     (1) 
Here,  k kA x,Θ  is the parameter of interest; the index k  denotes the parameter of interest, 
(i.e. 1,2,3,4k   represent the incident peak overpressure, reflected peak overpressure, incident 
positive phase duration, and reflected positive phase duration respectively); x  represents the 
measurable variables including environmental variables, material and geometric properties;  
( , )k k kΘ θ  is the vector of unknown parameters to be estimated; ˆ ( )kA x  is an existing 
deterministic model for the parameter; ( , )k k x θ  is the correction term; and k k  is the model error, 
where k  is the standard deviation of the model error independent of x  (homoskedasticity 
assumption) and  k  is standard normal variable (normality assumption).  To satisfy the additivity, 
homoskedasticity and normality, we can use appropriate variance stabilizing transformations, such 
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as those mentioned in Box & Cox (1964). Herein, we use a logarithmic transformation for  
 k kA x,Θ  and ˆ ( )kA x . 
Following Gardoni et al. (2002), we use a functional form, linear in kθ , for ( , )k k x θ , which 
is defined as follows: 
, ,
1
( , ) ( )
p




x xθ θ    (2) 
where , ( )k ih x ’s are explanatory functions obtained from appropriate box-cox transformation of 
basis functions of x , , ( )k i x  (i.e., 
,
, , ( )
k i
k i k ih
 x  where ,1 ,( ,..., )k k k p Λ   is a vector of unknown 
exponents) ,  and ,k iθ  are the components of the vector  kθ . 
2.1. Data for constructing probabilistic blast parameter models 
For developing the proposed probabilistic models, we use data from experimental blast 
load tests available in Hoffman & Mills (1956). Along with the observation for blast parameters, 
the database contains information about ambient pressure ( aP ), ambient temperature ( aT ), charge 
weight (W ), and scaled distance ( Z ) for each test. The scaled distance is commonly used to 
determine pressure-time profile of a blast wave and is defined as 
1/3/Z R W    (3) 
where R is the distance of explosive from the point of interest. For some parameters, there were 
multiple gauges to record the data. However, the observed parameter values for some of the tests 
were not recorded or illegible in the best available reproduction.  Table 1 gives the range for 
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relevant parameters, where r  is the explosive’s radius, calculated using pentolite density of 
31650 kg/m  . 
Table 1: Range of parameters in the experimental data 
Parameter Symbol Range 
Scaled distance ( 1/3m/kg ) Z   0.59 5.87  
Explosive weight ( kg ) W   0.24 4.1  
Ambient pressure ( hPa )  
aP  1005 1032   
Ambient temperature ( o C ) aT  3.3 33.2  
Explosive radius ( m ) r  0.03 0.085  
 
2.2. Box-cox transformation, Bayesian updating and model selection 
We can estimate kΛ and  kΘ simultaneously using nonlinear regression or estimate kΛ  
followed by kΘ ,as detailed in Tabandeh & Gardoni (2014). However, the authors noted that the 
former method involves high computational time and may give inaccurate results. Hence, we will 
estimate kΛ  followed by kΘ , which was found to give estimates comparable to those obtained 
using nonlinear regression. 
Following Tabandeh & Gardoni (2014), we use maximum likelihood criterion to estimate 
kΛ  and the log-likelihood function takes the form: 
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     ˆln ln 2 ln | ( ) |
2 2 2k k k k
n n n
L Λ V Λ         (4) 
where ˆ ( )k kV Λ  is the covariance matrix of the random functions   ,,1,1 ,( ),..., ( )k pk
T
k q k q k p q
 h x x x     
and 1,...,q n  is the index for the thq  observation in a sample set of n  observations. From Eq. (4), 
we can observe that the minimum of the determinant of ˆ ( )k kV Λ  corresponds to the estimates for 
kΛ . Following Weisberg (2005), ˆ ( )k kV Λ takes the form: 
       
1 1 1
1 1 1ˆ ( )
T
n n n
k k k q k q k q k q
q q qn n n
V Λ h x h x h x h x
  
           
     
              (5) 
After obtaining ( )ih x ’s using box-cos transformation, we estimate kΘ using the Bayesian updating 
rule, defined as: 
     k k k kf L pΘ Θ Θ    (6) 
where ( )kf Θ  is the posterior distribution reflecting the updated state of information about kΘ ;
( )kL Θ  is the likelihood function capturing the information from the data; ( )kp Θ is the prior 
information which reflects the available information before collecting  the data; and 
   
1
k k k kL p d Θ Θ Θ

     is a normalizing factor. For multidimensional problems where 
   k kL pΘ Θ  is not proportional to a familiar probability distribution function, predicting k  can 
be challenging. In this thesis, we use the DRAM method (Laine et al., 2006), an adaptive delayed 




  The experimental data of blast parameters can often contain observations which include 
measurement errors because of gauge malfunction, gauge hysteresis and base line drift (Kingery, 
1966).  Moreover, the variables in x  may have associated variabilities which are not reflected in 
the database.  Therefore, ( )kL Θ needs to be written in a way to reflect the bounds on data and the 
measurement errors associated with the parameters of interest and variables. Assuming statistical 
independence between different observations and absence of systematic error in the measurements, 
( )kL Θ can be written, as per Gardoni et al. (2002) and Tabandeh & Gardoni (2014), as: 










k k k k k
r
L




      
    
   (7) 
where    , ,ˆ ˆˆ ˆ ˆ( ) ,k i k k i i i kr A A θ x x θ    is the prediction residual for thi  observation with ˆiA  and 
ˆ ix  being the measured observation and variable values; 
  2 2 ˆ , , ,ˆ ˆ ˆ, ( ) ( )Tk k k k k i k i k k i ks r r   xθ θ θ    is the standard deviation , with 2s  and   as the 
variance and covariance matrix of measurement errors in ˆiA  and ˆ ix ; and ˆ ix is the gradient row 
vector with respect to x . In the absence of any prior information about the model parameters, we 
use a noninformative prior distribution ( ) 1kp Θ  . 
To ensure precision in the estimates, smaller values of   and prevent over-fitting of data,  
( , ) x  needs to be parsimonious.  The parsimonious form can be obtained using a stepwise 
deletion process. Following Gardoni et al. (2002), we start with a model including all the 
explanatory functions and any interaction terms and successively eliminate the function with the 
highest posterior coefficient of variation (COV). In the presence of interaction and higher-order 
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terms, a main effect is removed only after the removal of the associated interaction and higher 
order terms. The remaining explanatory functions are re-fitted to the data and the process is 
repeated until every element in θ has COV lower than   or there is an unacceptable increase in 
 . The definition of an unacceptable increase in   is subjective and depends on the desired model 
accuracy, desired parsimony in the model and the desired variability in in the model parameters of 
θ . In the event of strong correlation between two parameters, ,k i  and ,k j (i.e. , , 0.7k i k j   ), we 
can linearly combine them as follows: 




k i k i k j k j
k j
k i k j

   


    

      (8) 
where, 
,k i
  and 
,k i
 are the posterior mean and standard deviation of  ,k i , respectively. 
2.2.1. Deterministic models 
Out of the many empirical relations available in literature, the equations developed in UFC 
3-340-02 (2008) are most widely used to estimate the incident and reflected blast parameters.   
However, the equations for sP  and rP  significantly deviate from the experimental values for 
1/31 m/kgZ  . Therefore, we use the modified equations presented in Karlos (2013) corrected for 
the mentioned discrepancies in ŝP  and r̂P  . For the sake of conciseness, we do not present the 














    
   
                  
           
  (9) 
Shi (2007) and Henrych (1979) observed significant difference between , , and d i d rt t  for 







2 3 4 1/3ˆ 0.107 0.444 0.264 0.129 0.0335
d rt
A Z Z Z Z W       (10) 
The above equation is valid for 1/33 m/kgZ  . For 1/33 m/kgZ  , we use the equation for ,d it
presented in Kingery & Bulmash (1983). 
2.2.2. Model correction 
As initial explanatory functions for all the blast parameters, we select ,1 1k   to capture 
potential model bias,  ,2 1013.25
a
k
P    
 





   
x ,  ,4k
R
r
 x  and  ,5k
W
W
 x , 
where W is the mean weight of the explosives in the data. The explanatory functions , ( )k ih x ’s are 
obtained as explained earlier in the thesis and log transformation was determined to be suitable 
transformation for all the candidate functions.  
Through suitable diagnostic plots, we observed that the parameters have higher-order 
dependency on some of the developed explanatory functions. Therefore, we propose higher order 
correction terms with one-way interactions for the initial run. The correction term for the initial 




5 5 4 5
2
, , , ,
2 2 2 1
( ) ( ) ( ) ( ) ( )k k i k i k i k j
i i i j i
h h h h h
    
    x x x x x   (11) 
2.2.3. Measurement errors in the parameters 
Blast waves imposes high demands on the instrumentation systems. Therefore, there are 
many contributors to measurement errors in the observed parameters, including but not limited to, 
hysteresis, non-linearity, resonances (M. Netherton & Stewart, 2010). We define the true value for 
a parameter of interest as: 
, , ,k true k inst k obsA A A    (12) 
where ,k obsA is the observed value,  ,k trueA  is the actual value of the parameter, and ,k instA is the 
multiplicative measurement error.   
The measurement errors depend on the type of recording instrument used. However, there 
is not enough data available in Hoffman and Mills (1956) to specify the associated instrument 
error. Netherton (2012) provided a detailed literature review of the instrument tolerances observed 
in many studies, which can range from 10%  to 20%  for the instrument used in the available 
data. However, the instrument errors are lower for the observed values of peak overpressure. 
Therefore, we propose the measurement errors based on 95% confidence that the tolerance range 
is 15%  for 𝑡 ,  and 𝑡 ,  and 5%  for 𝑃  and 𝑃   
Generally, instrument errors are modeled using a normal distribution. However, we can 
obtain negative values for ,k trueA if ,k instA is normally distributed. Therefore, we assume a lognormal 
distribution for ,k instA . Taking the mean of  ,k instA , ,k instA  as 1 and assuming 95% confidence 
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interval, we can determine the standard deviation for the measurement error using the following 






k inst k inst k inst







         
 
  (13) 
where 
,k instA
 and  
,k instA
 are the mean and standard deviation of  ,k instA , ,k instAm and  ,k instAs are the 
mean and standard deviation of  underlying normal distribution ,ln( )k instA  and n  is the sample 




s , which 




  using the following equations: 
   
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, ,





exp 2 exp 1
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k inst k inst
k inst k inst k inst k inst
A
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   
 
    
    (14) 








   for  and s rP P . 
2.2.4. Variability in explosive mass 
The explosive mass varies due to two factors: (1) user factor userW , where the explosive 
mass is different from the desired value due to human error in mass selected and used (2) NEQ 
factor ( NEQW ), where the Net Equivalent Quantity factor (NEQ) of an explosive (with respect to 
mass of TNT) could vary because of variations in the explosive’s volume and density during 
manufacture, variations in the explosive’s mix during manufacture and other factors associated 
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with use and storage (Netherton, 2012).  Therefore, the total equivalent mass of the explosive ( )W
, in terms of TNT is 
d user NEQW W W W      (15) 
where dW = desired explosive mass, userW = user factor and NEQW  = NEQ factor. 
The explosive used in the experiments conducted by Hoffman & Mills (1956) was 
pentolite. Commercially manufactured explosives like pentolite exhibit very low variability with 
typical tolerance values lying between 0.1% 0.2%   (Kingery, 1966; Netherton, 2012).  
Herein, we model userW as a lognormal distribution with a 95% confidence that the tolerance is 
0.1% . With the mean of   userW , userW  as 1, we determined that the standard deviation, 
0.0005
userW
  using similar methodology used for determining 
,k instA
 in Section 3.2.3.  
The energy output of Pentolite is higher than that of TNT, for the same explosive mass. 
However, NEQW for pentolite exhibits variability. Campidelli et al. (2015) analyzed data available 
for NEQW of pentolite and determined the mean, NEQW ,  and standard deviation, NEQW , as 1.20 and 





s , are 0.1712 and 0.1492, respectively. But, they assumed NEQW to be normally distributed, 
which can generate negative values of  W .  Therefore, we assume a lognormal distribution for 
NEQW . As Eq (7) assumes that the errors are not systematic, we linearly transform the lognormal 
distribution using the following equation: 
14 
 





W LN LN W
 
     
 
  (16) 
Using Eq. (15), we get ' 1
NEQW
   and ' 0.151
NEQW
  . Therefore, the total mass variability 
var NEQ userW W W   is lognormally distributed with var 0Wm  and  var 0.151Ws  . It should be noted 
that the logarithmic transformation of 5h  makes the mass variability normally distributed, as 





developing the log-likelihood function as per Eq. (7). 
2.2.5. Parameter estimation and model selection 
As there is no prior information available about kΘ  for all the blast parameters, we consider a 
noninformative prior distribution in Eq. (6). In this section, we present the results of stepwise 
deletion method used to develop parsimonious models.  
Fig. 1 shows the posterior COV of 1,i ’s (as dots) and mean of 1  (as an open square) at 
each step of the deletion process. The deletion process is stopped at the 12th step. Upon examining 
the correlation coefficients, we observe a high dependence between 1,1  and 1,4 ; and  1,1  and 1,8
. Given that 1,8h  is the square of 1,4h , the high dependence their parameters on a common parameter 



















          
       
  (17) 
Fig 1: Stepwise deletion for 1Θ  
Table 2 lists the posterior statistics of 1Θ . The correction term 1,4h  is a non-dimensional 
representation of the information contained in Z . Therefore, the used deterministic equation of  
sP , which is a function of Z , does not completely represent the contribution of scaled distance.  
Table 2: Posterior statistics of 1Θ  
Parameter Mean Std.  Dev Correlation Coefficients 
1,1  1  
1,1  -1.80 0.124 1  



















Fig 2 shows a comparison between the measured and predicted values of sP  based on the 
deterministic (left) and probabilistic (right) models.  A visual inspection of the deterministic plot 
shows that the deterministic model underestimates the value. Therefore, the intercept was expected 
to be positive. The negative term of the intercept is present because the present square term tends 
to underfit the data for high values of sP  . The plot for probabilistic model includes two 15% and 
85% bounds for the data, the true model error (in dashed lines); and including the standard 
deviation of the measurement error (in dash-dot lines).  It can be observed that the correction terms 
effectively correct the bias in the deterministic model. It can be observed that the model does not 
affect the variability in the observed values for repeat observations. The variability can be 
attributed to the measurement error in the variables, and missing variables. The effect of the 
measurement error can be checked by plotting the median values of predicted values for repeat 
observations. The median values are represented by the crosses in the figure. For the probabilistic 
model, most of the median values lie evenly between the one standard deviation limits of the true 
model error. Also, most of the data points lie between the combined bounds. Therefore, the model 
can be said to give reasonable predictions for the incident peak overpressure. 
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Fig 2: Comparison between ratios of observed and measured incident peak overpressure 
based on deterministic (left) and probabilistic (right) models 
 
Fig. 3 shows the posterior COV of 2,i ’s (as dots) and mean of 2  (as an open square) at 
each step of the deletion process. The deletion process is stopped at the 12th step. Upon examining 
the correlation coefficients, we observe a high dependence between 2,1  and 2,4 ; and  2,1  and 
2,8 . Using Eq. (8), we combine them and the correction term for rP , 2  is determined to be: 
 
   
 












         
       






Fig 3: Stepwise deletion for 2Θ  
Table 3 lists the posterior statistics of 2Θ . The significant posterior statistics have the same 
behavior as those of  1Θ . Therefore, we can say that both deterministic models for peak 
overpressure underestimate the actual value and miss some information conveyed by Z . 
Table 3: Posterior statistics of 2Θ  
Parameter Mean Std.  Dev Correlation Coefficients 
2,1  2  
2,1  -2.55 0.165 1  
2  0.075 0.005 -0.016 1 
 
Fig 4 shows a comparison between the ratio of the measured and predicted values of rP  



















3. It can be observed that the correction terms effectively correct the bias in the deterministic 
model. For the probabilistic model, the median values of the ratios of observed and predicted 
values lie evenly between the one standard deviation limits, which includes the standard deviation 
of the measurement error. 
Fig 4: Comparison between ratios of observed and measured reflected peak overpressure 
based on deterministic (left) and probabilistic (right) models 
 
Fig. 5 shows the posterior COV of 3,i ’s (as dots) and mean of 3  (as an open square) at 
each step of the deletion process. The deletion process is stopped at the 12th step. We observe 
strong correlation between 3,4  and 3,8 . Using Eq. (8), we combine them and the correction term 
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Fig 5: Stepwise deletion for 3Θ  
Table 4 lists the posterior statistics of 3Θ . On a closer examination of the parameters, we 
observe that there is no intercept term. Hence, there was significant bias in the deterministic model. 
However, correction terms including the charge weight and the information from Z  are 
significant. 
Table 4: Posterior statistics of 3Θ  
Parameter Mean Std.  Dev Correlation Coefficients 
3,4  3,5  3  
3,4  0.207 0.024 1   
3,5  -0.156 0.013 -0.37 1  



















Fig 6 shows a comparison between the ratios of measured and predicted values of ,d it  based 
on the deterministic (left) and probabilistic (right) models. It can be observed that the correction 
terms decrease the spread of the observed values. For the probabilistic model, the predicted values 
lie evenly between the one standard deviation limits of the true model error. The observations for 
the smallest observed value lie almost completely outside the bounds. However, the observations 
correspond to 1/30.58 kg/mZ  . As per Kingery (1966), the observations of positive phase duration 
are difficult to measure and can be unreliable representations of the actual values. Therefore, more 
research needs to be done to ensure accurate recording of phase duration for small scale distances. 
 
Fig 6: Comparison between ratios of observed and measured incident positive phase 
duration based on deterministic (left) and probabilistic (right) models 
 
Fig. 7 shows the stepwise deletion process for the parameters of 4Θ . The deletion process 
is stopped at the 10th step. We observe strong correlation between 4,1  and 4,4 ; and 4,1  and 4,8 . 
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Fig 7: Stepwise deletion for 4Θ  
Table 5 lists the posterior statistics of 4Θ . The negative mean of intercept indicates that 
the deterministic model overestimates the reflected positive phase duration. Hence, there was 
significant bias in the deterministic model. However, correction terms including the charge weight 
and the information from Z  are significant. Fig 8 shows a comparison between the ratios of 
measured and predicted values of ,d it  based on the deterministic (left) and probabilistic (right) 
models. It can be observed that the correction terms decrease the spread of the observed values . 
For the probabilistic model, the ratios lie evenly between the one standard deviation limits, which 





















Table 5: Posterior statistics of 4Θ  
Parameter Mean Std.  Dev  Correlation Coefficients 
4,1  4,5  4,15  4  
4,1  -4.79 0.47 1    
4,5  0.38 0.082 -0.68 1   
4,15  -0.142 0.021 -0.69 -0.67 1  
4  0.147 0.008 -0.07 -0.068 0.07 1 
 
Fig 8: Comparison between ratios of observed and measured reflected positive phase 






DEMAND MODELS FOR  STEEL COLUMNS SUBJECT TO BLAST 
To determine the fragility curves for the mentioned limit states, we need to know the 
column probabilistic column demands for the limit states of flexure, global stability and local 
stability. For the sake of simplicity, we will denote the column demand by ( , )l oD x Θ , where 
1, 2l   imply the limit states of flexure and global stability, respectively; x  denotes the variables 
associated with the capacity and demand and; oΘ  is the vector of the model parameters, where o  
signifies the orientation of the column with respect to the blast load . We define o i  for the 
incident case and  o p  for the perpendicular case. Therefore,  1 3( , )i Θ Θ Θ  and 2 4( , )r Θ Θ Θ . 
x  can further be partitioned as ( , )ox = r s , where r  is a vector of material or geometrical 
properties, and os  is a vector of demand variables such as boundary forces and deformations. For 
a steel column, Modulus of elasticity ( sE ) and the yield strength ( sy ) show significant variation 
which has to be incorporated within the probabilistic framework (Schmidt & Bartlett, 2002). 
Therefore, for our model, { , }s sy Er .  
3.1. Single degree of freedom model for column analysis  
The single degree of freedom model assumes that a structural member can be represented 
by an equivalent spring-mass system, as shown in Fig 9. To calculate the response of the column, 
we solve the following equation of motion as given in Nassr et al., 2013: 




( ) ( ) ( )LMK My R y F t t       (22) 
where y  and y  correspond to the mid-span acceleration and displacement of the column; M  is 
the mass of the column; ( )F t  is the lateral load imposed by the blast load; ( )R y  is the resistance 
function; ( )t  is the equivalent lateral load due to the axial load P ; MK  and LK  are the mass and 
load factors, and LMK is the load-mass transformation factor given by /LM M LK K K . 
 
 
Fig 9: Equivalent Single Degree of Freedom Model for Blast Loading 
 
The equivalent lateral load, represented by 𝜂(𝑡), is the secondary moment generated due 








     (23) 
The dynamic deformation can be approximated using the first vibration mode and shape function 
 . The deformed shape varies with the support conditions and the deformation behavior of the 
member. For a simply supported beam, the shape functions chosen for the elastic and plastic ranges 
are: 
2 424 161










  (24) 
where 1/ 2z L    is a natural coordinate, z  is the cartesian axial coordinate of a point on the 
column measured from the left support and L  is the beam length. The values for the pinned-hinged 
end supports are taken from Biggs (1964) and are presented in table 6, where K  is the spring 
constant of the column and is equal to its elastic stiffness.  
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3.2. Dynamic reactions and moments  
Once the displacement-time history is calculated using Eq. (23), we need to determine the 
dynamic reactions and mid-span moment. The dynamic reactions were calculated from the SDOF 
models using simplified expressions which were obtained based on the dynamic equilibrium of 
vertical forces (Biggs, 1964). Table 7  presents the expressions for dynamic reactions for a simply 
supported column. Nassr, 2012 validated that the expressions in Biggs (1964) provide a reasonably 
accurate approximation of the dynamic reactions for simply supported conditions despite 
neglecting the higher vibration modes.  
Table 7: Dynamic reactions for Pinned-hinged end supports 
Support Condition Deformation Regime Dynamic Reactions 
Simply supported Elastic 
Plastic 
0.39 ( ) 0.11 ( )R t F t   
0.38 ( ) 0.12 ( )R t F t  
 
Following Nassr, 2012, we calculate the mid-span dynamic moments using the following 




( ) ( ) ( ) ( )
2 2 2
LL L L
M t V P t w My t z z dz
L
      
 
   (25) 
, where w  is the flange width, 0V  is the dynamic reaction and ( )P t  is the blast overpressure. The 
dynamic displacement and moments calculated will be used to check the column’s adequacy 
against the blast loads, but it requires the knowledge of the column’s capacity against moment and 
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buckling. The next section gives a detailed explanation of the methods employed to calculate the 




















CAPACITY MODELS FOR STEEL COLUMNS SUBJECT TO BLAST 
To determine the fragility curves for the mentioned limit states, we need to know the 
column capacities for the limit states of flexure, global stability and local stability. Like the demand 
models, we denote the column capacity by ( , )l kC x Θ , where 1, 2l   imply the limit states of 
flexure and global buckling. 
4.1. Calculation of plastic moment capacity 
To calculate the plastic moment capacity of the column, we use the methodology presented 
in Nassr et al., 2012. To consider the effect of varying strain rate over the depth of the column 
cross section, the cross section was divided in n  layers. The strain rate in the thi layer was 
determined using the following equation: 
i i i iF DIF w s       (26) 
where i , iDIF  and iw  are the total stress, dynamic increase factor and width of the 
thi  layer;  and 
s  is the thickness of each layer.  The dynamic increase factor considers the effect of strain rate 
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   (27) 
where i  is the strain rate in the thi  layer. The strain rate is assumed to vary linearly over the cross-
sectional depth and is calculated from the maximum strain-time history. The maximum strain at 
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 , where iy  is the distance of the  thi  layer from the 
neutral axis.  
The methodology is used to develop the moment-curvature diagram and consequently find 
the plastic moment capacity of the column. 
4.2. Analysis of global stability of the column 
A column subjected to axial loads can exhibit both flexural and axial buckling, i.e., the 
instability can be triggered by both blast and axial loads. The actual determination of global 
instability requires calculation of the derivatives and second derivatives of the deflection time 
history. This procedure can be computationally expensive in the framework of reliability analysis 
because of the large number of iterations involved. Therefore, we use the methodology presented 
in Dragos et al., 2015 to determine the onset of global instability using a reduced resistance 
function which was defined as: 
    8 r
P
R y R y y
L
   (29) 
For a loading falling in the impulsive regime, i.e., with a small value of dt  , the deflection at which 









    (30) 
For the quasi-static regime, i.e., a large value of dt , the deflection at which instability occurs for a 







    (31) 
where ely  is the maximum elastic deflection of the column. 
Eqs. (31) and (32) give the upper and lower bounds for the buckling capacity of the column. 
Thus, the actual value can lie anywhere between these two values, depending on the regime of the 
blast load. However, the results presented in Dragos, 2015 showed no significant difference in the 
two values and therefore, we assume ,g py  as the deflection capacity of the column. This will give 
us a reasonable estimate of the failure probability of a column by global buckling when subjected 











FRAGILITY ANALYSIS OF STEEL COLUMNS SUBJECT TO BLAST 
The fragility of a structural component is defined as the conditional probability of attaining 
or exceeding prescribed limit states for a given set of boundary variables. The limit state function 
for the failure of the column in mode k can be depicted by the following mathematical model: 
     , , ,         1, 2l k l k l kg C D l  x Θ x Θ x Θ    (32) 
In the equation, ( , ) 0l lg x Θ  denotes the failure of the structural component in the 
thl  failure mode 
and k  denotes the orientation of the column with respect to the blast wave. 
The failure fragility of the structural component can then be defined as: 
   , , , 0 | ,l k l k kF P g   s Θ s r Θ s Θ    (33) 
As the fragility is expressed as a function of the parameters Θ , the estimate is dependent on the 
treatment of the parameters. Gardoni et al.,2002 listed the various fragility estimates and they are: 
i. Point Estimates of Fragility 
ii. Predictive Estimate of Fragility 
iii. Bounds on Fragility 
Point estimates predict the fragility based on the mean value of the parameters and therefore 
does not consider the variability in the model parameters kΘ . Predictive estimates, on the other 
hand, incorporate the epistemic uncertainties in an average sense but does not give an idea about 
the variation of the fragility w.r.t kΘ . Traditionally, the exact evaluation of the distribution 
33 
 
requires nested reliability calculations, but approximate confidence bounds can be obtained 
through FORM analysis as per the methodology given in Gardoni et al. 2002. We determine the 
reliability index corresponding to the conditional fragility ( )kF s,Θ  as: 
    1 1 ( )k kF   s,Θ s,Θ    (34) 
Generally,  k s,Θ is less strongly nonlinear in kΘ  than ( )kF s,Θ . Using a first-order Taylor 
series expansion around the mean point 
k
M Θ , we can compute the variance of  k s,Θ as: 
2 ( ) ( ) ( )
k k k k
Ts s s     Θ Θ Θ Θ    (35) 
The 15% and 85% confidence bounds then correspond to predictive    respectively. 
5.1. Fragility curves for a steel column subject to blast loads 
As an example, we use the developed models to estimate the fragilities of a 3.5 m long 
W6×16  steel column subject to blast load of a reflected blast wave generated from explosion of 
10 kg Pentolite. The various variables and their distribution types are presented in Table 7. The 
yield strength and elastic modulus of steel are modeled as lognormal random variables, i.e., 
(360.5,22.7)sy LN  MPa and (2.076,0.054)sE LN  GPa. Fig. 10 presents the fragility curves 
for limit states of flexure and global stability for an axial load of  0.4 yP , where  yP  is the column’s 




Fig 10: Fragility curves for limit states of flexure and global buckling for W6×16  with
yP = 0.4P  
 
We can observe from the figure that the column fails in flexure before global buckling 
occurs. This is expected because steel columns exhibit load carrying capacity in the plastic state. 
Nevertheless, the fragilities of flexure are significant in the life-cycle analysis of a building subject 
to blast loads as they signify the stage where the columns need to be replaced. The fragilities for 
buckling indicate the column failure, which can be catastrophic and lead to progressive collapse. 
For charge weight of 10 kg, the explosion needs to take place very close to the column (within 2 
m) to have a failure probability greater than 0.5. To further investigate the effect of charge weight 
on the fragilities, Fig 11 presents the comparison of flexural (left) and buckling (right) fragilities 
for charge weights of 10 kg and 20 kg. 
Scaled distance























Confidence bounds for flexure




Fig 11: Effect of charge mass on  fragilities for limit states of flexure (left) and global 
buckling (right) 
 
As the fragility curves lie in proximity, we do not include the confidence bounds. However, 
they are expected to follow the same behavior as those in Fig. 10. As expected, the increase in 
charge mass increases the failure probabilities of the column for same scaled distances. The 
increase can be attributed to two factors: the dependence of deterministic models of positive phase 
duration on the charge weight; and the inclusion of charge weight and radius of the explosive in 
the correction term for reflective positive phase duration (Eq. 21).  
The axial load on a column increases the demand and causes a decrease in the plastic 
moment capacity. Fig 12 shows the effect of increase in axial load on the flexural (left) and 
buckling (right) fragilities. 
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Fig 12 Effect of axial load on fragilities for limit states of flexure (left) and global buckling 
(right) 
 
From the figure, we can observe that a column with an axial load close to the axial capacity 
is significantly vulnerable to failing under the effect of blast loading. In the above figures, we also 
observe a kink in the fragility curves at 1/32.8 m/kgZ  . This can be attributed to the transition of 
deterministic equation for ,d rt  from Henrych (1979) to Kingery & Bulmash (1983). The slope of 
the fragility curves also changes as the rate of increase of ,d rt  decreases for 






























































Four probabilistic models are proposed to predict the parameters to determine the pressure-
time behavior of blast waves. For different types of explosives and atmospheric conditions, two 
models predict the incident and reflected peak pressure generated by the explosion and two models 
predict the incident and reflected positive time duration of the blast wave. Simple correction terms 
are introduced in the probabilistic models to correct the inherent bias.  The correction terms are 
developed by transforming initial candidate functions using the Box-Cox transformation. Higher 
order terms and interaction terms are included in the correction terms to account for the non-linear 
behavior of the parameters. The effect of measurement errors in the observed values and variability 
in the charge weight are also included. A stepwise deletion process is then used to develop 
parsimonious models, while maintaining an acceptable level of accuracy. The probabilistic models 
can be used to determine the variation in blast parameters for different types of explosives. 
Capacity and demand models for limit states of flexure and global buckling using the SDOF system 
are recognized from the literature and used to develop fragility curves for a steel column. The 
effect of charge weight and axial load on the fragilities for the limit states are also presented. The 
results indicate that the plastic hinge mechanism occurs for much lower demands than required for 
the column failure. The results also indicate that the columns with high axial loads are more 
vulnerable to blast loads. The increase in charge mass also moderately increases the failure 
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