Starting from a quadratic invariant manifold in terms of the residual vector r = Bx − b for an n-dimensional ill-posed linear algebraic equations system Bx = b, we derive an ODEs system for x which is equipped with a state feedback controller to enforce the orbit of the state vector x on a specified manifold, whose residual-norm is exponentially decayed. To realize the above idea we develop a very powerful implicit scheme based on the novel GL(n, R) Lie-group method to integrate the resultant differential algebraic equation (DAE). Through numerical tests of inverse problems we find that the present Lie-group DAE algorithm can significantly accelerate the convergence speed, and is robust enough against the random noise.
Introduction
In this paper we use a state feedback controller u(t) to stabilize the residual dynamics in a pre-designed invariant manifold, which is defined in terms of the residual vector:
for a linear algebraic equations system:
where x ∈ R n is an unknown state vector, to be determined from a given coefficient matrix B ∈ R n×n and the input b ∈ R n . Eq. (1.2) is an ill-posed system if it is used to solve linear inverse problems. The relaxed steepest descent method (RSDM) to solve Eq. (1.2) is given by [1, 2] : (i) Give an initial x 0 , and then R 0 = Cx 0 − b 1 .
(ii) For k = 0, 1, 2 . . ., we repeat the following computations:
3)
If ∥R k+1 ∥ < ε for a prescribed convergence criterion ε then stop; otherwise, go to step (ii). In the above, C = B T B, b 1 = B T b, R k = B T r k , and 0 ≤ γ < 1 is a relaxed parameter. To account of the sensitivity to noise it is often used a regularization method to solve the ill-posed problem [3, 4, 5, 6] , where a suitable regularization parameter is used to depress the bias in the computed solution by a better balance of approximation error and propagated data error. There are several methods being developed after the pioneering work of Tikhonov and Arsenin [7] . Previously, the author and his coworkers have developed several methods to solve the ill-posed linear problems, like that using the fictitious time integration method as a filter to treat ill-posed linear system [8] , a modified polynomial expansion method [9] , the non-standard group preserving scheme [10] , a vector regularization method [11] , the relaxed steepest descent method [1] , the optimal iterative algorithm [12] , the optimally scaled vector regularization method [13] , as well as an adaptive Tikhonov regularization method [14] . There are many methods that converge significantly faster than the SDM, unlike that of the conjugate gradient method (CGM), they insist their search directions to be the gradient vector at each iteration [15, 16, 17, 18, 19] . The SDM performs poorly, yielding iteration counts that grow linearly with Cond(C) [20, 21, 22] . Several modifications to the SDM have been made, and they have stimulated a new interest in the SDM because it is recognized that the gradient vector itself is not a bad choice of the solution direction, but rather that the step length originally used by the SDM is to blame for the slow convergence behavior. In this paper we modify the RSDM from a theoretical foundation of a future cone and the Lie-group GL(n, R) control method. The remaining parts of this paper are arranged as follows. In Section 2 we start from a future cone in the Minkowski space to derive a system of nonlinear gradient flow type ODEs for the numerical solution of Eq. (1.2). In Section 3 we introduce an extra state feedback controller in the search direction to enforce the orbit of the state vector on a specified exponentially decayed invariant manifold. Then, a Lie-group GL(n, R) method is developed in Section 4, while the Lie-group GL(n, R) iterative algorithm is derived in Section 5. The numerical examples, in particular the linear inverse problems, are given in Section 6 to display some advantages of the newly developed Lie-group GL(n, R) iterative algorithm. Finally, the conclusions are drawn in Section 7.
2 A future cone in the Minkowski space For Eq. (1.1) we can introduce a pre-designed invariant manifold:
where we let x be a function of a time-like variable t, with the initial values of x(0) = x 0 and r 0 = r(x 0 ), and Q(t) > 0 with Q(0) = 1 is a monotonically increasing function of t, which is supposed to be differentiable. In terms of
Eq. (2.5) represents a positive cone:
in the Minkowski space M n+1 , which is endowed with an indefinite Minkowski metric tensor: 8) where I n is the n × n identity matrix. Because the last component 1/ √ Q(t) of X is positive, the cone in Eq. (2.7) is a future cone [23] . The cone structure about the residual vector was first pointed out by Liu [24] . When Q > 0, the manifold defined by Eq. (2.5) is continuous and differentiable, and by the consistency condition we have 1 9) which is obtained by taking the differential of Eq. (2.5) with respect to t and considering x = x(t) and h(x,t) = 0 for all t. Corresponding to the residual vector r in Eq. (1.1),
is the steepest descent vector. We suppose that the evolution of x is driving by R:ẋ
inserting which into Eq. (2.9) we can derive a nonlinear gradient flow for x:
where
Hence, in our algorithm, if Q(t) can be guaranteed to be a monotonically increasing function of t, we have an absolutely convergent property in solving Eq. (1.2):
and we can observe that the path of X gradually moves down to the vertex point along the cone defined by Eq. (2.7).
A state feedback controller
Although the original design of the numerical algorithm is for the purpose of keeping the orbit of x on the invariant manifold (2.14), but in practice the RSDM cannot satisfy this requirement. Indeed, it is a great challenge by developing a suitable numerical integrator to solve the nonlinear ODEs in Eq. (2.12), such that the orbit of x can really retain on the future cone in the Minkowski space. This important issue is addressed below.
A differential algebraic equations system
For Eq. (2.12) we can introduce an extra state feedback controller u(t) bẏ 15) which is designed to stabilize the orbit of the state vector x on the invariant manifold (2.14). It can be seen that Eqs. (3.15) and (2.14) constitute an implicit differential algebraic equations (DAEs) system for x and u:
For simplicity we hereon take Q(t) = e αt with a specified positive constant α, such that q = α/2 by Eq. (2.13). Below we develop a novel Lie-group integrator to solve the above DAEs.
3.2
The GL(n, R) structure of differential equations system
Here we give a new form of the dynamics in Eq. (3.16) from the GL(n, R) Lie-group structure. The vector field f on the right-hand side of Eq. (3.16) can be written asẋ
is the coefficient matrix. Here, u ⊗ y denotes the dyadic operation of u and y, i.e., (u ⊗ y)z = y · zu. Because the coefficient matrix A is well-defined, the Lie-group element G generated from the above dynamical system (3.18) is det G(t) ̸ = 0, such that G ∈ GL(n, R), which is to be proved in the next section. At the same time, from the above two equations we can derive the following ODE for w:
is a constant. Thus we have w(t) = w 0 exp(ct), (4.26) where w 0 = n · x 0 . Inserting Eq. (4.26) for w(t) into Eq. (4.23) and integrating it, we can obtain 27) where x 0 is the initial value of x at an initial time t = t 0 = 0, and
Let G(t) be the coefficient matrix before x 0 in Eq. (4.27),
and we can prove det G = e ct ̸ = 0, (4.30) which means that G is a Lie-group element of GL(n, R).
Proof.
(1) If a · n ̸ = 0, then G has n linearly independent eigenvectors, which are composed of a and n − 1 arbitrarily linearly independent vectors in n ⊥ , where n ⊥ is an (n − 1)-dimensional subspace being orthogonal to n. If a · n = 0, then G only has n − 1 linearly independent eigenvectors, which are composed of n − 1 arbitrarily linearly independent vectors in n ⊥ .
First we choose a set of bases u i , i = 1, . . . , n − 1 in n ⊥ , and then one has
which means that u i , i = 1, . . . , n − 1 are the eigenvectors of G corresponding to the eigenvalue λ = 1. If a / ∈ n ⊥ , then we have
which means that a is also the eigenvector of G with the eigenvalue λ = 1 + ηa · n.
If a ∈ n ⊥ , then any eigenvector u of G must be u ∈ n ⊥ . By the assumption that u is an eigenvector of G we have
We assume that u / ∈ n ⊥ , and from the above equation we know that u is co-linear with a, which however, contradicts to the premise a ∈ n ⊥ . Thus we must have u ∈ n ⊥ . (2) We can take a set of orthogonal vectors u 2 , . . . , u n in n ⊥ . Then we can construct an orthogonal matrix U by
By using
we can obtain
that is,
Thus the eigenvalues and the determinant of G are, respectively,
Up to here we have proven Eq. (4.30).
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Numerical algorithm
Now, we turn our attention to the DAEs in Eqs. (3.16) and (3.17) . Within a small time step we can suppose that the variable u, denoted by u k , is constant in that interval of t k < t < t k+1 . We give an initial guess of u k , and insert it into Eq. (3.16). Then we apply the above implicit scheme to find the next x k+1 , supposing that x k is already obtained in the previous time step. When x k+1 is available we can insert it into Eq. (3.17), and then apply the Newton iterative scheme to solve u k by
until the following convergence criterion is satisfied:
In the above the prime denotes the differential with respect to u. Accordingly, we can develop the following scheme to solve Eq. (1.2):
(i) Give 0 ≤ θ ≤ 1 and an initial guess of u 0 0 .
(ii) Give an initial x 0 at an initial time t = t 0 and a time step size h.
(iii) For k = 0, 1, . . ., we repeat the following computations until ∥r k ∥ < ε or when the maximum number N of iterations is achieved. First we apply a forward Euler method to Eq. (3.16):
With the above x k+1 generated from an Euler step as an initial guess we iteratively solve the new x k+1 bȳ
If y k+1 converges according to a given stopping criterion, such that,
then go to (iv); otherwise, let x k+1 = y k+1 and go to Eq. (5.44).
(iv) For j = 0, 1, . . ., we repeat the following computations: and go to (iv). In all the computations given below we will fix θ = 1/2. By using Eq. (2.14) and Q = e αt we can derive a relation between α and ε, N, h and ∥r 0 ∥:
where t f = Nh. By using this α the numerical residual descending curve is coincident with the theoretical one as described by Eq. (2.14). In practice, we can also use other values of α for a fast reduction of the residual. But in this case the numerical residual curve may be behind from the theoretical one after some iterations.
Numerical examples
In order to assess the performance of the newly developed Lie-group GL(n, R) iterative algorithm, let us investigate the following examples. Especially, we are emphasized the numerical solutions of linear inverse problems. Then by applying the GL(n, R) method we fix h = 0.005, ε = 10 −2 and the maximum number of iterations is fixed to be 100. From Eq. (5.49) we have α = 24.7. Under the convergence criteria ε 1 = 10 −3 and ε 2 = 10 −10 , the residual error is shown in Fig. 1(a) , while the control force u is shown in Fig. 1(b) . From Fig. 1(a) it can be seen that the residual descending curve computed by the numerical method is coincident with the theoretical one. Fig. 1(c) displays the number of iterations for outer and inner iterations. The numerical solution obtained is (x, y) = (0.96963, 1.00921), which is quite close to the exact solution with the maximum error being 0.03037. 
x is composed of the n + 1 coefficients a 0 , a 1 , . . . , a n appeared in p(x), and In this example we consider a highly ill-conditioned linear equation (1.2) with B given by Eq. (6.52). The ill-posedness of Eq. (1.2) with the above B increases very fast with an exponential growth with n. In order to compare the numerical solutions with exact solutions we suppose that x 1 = x 2 = . . . = x n = 1 to be the exact one, and then by Eq. (6.52) we have the following components of b:
where we consider a noise being imposed on the data with the random numbers
We first calculate this problem for the case with n = 20 and s = 0.001. The resulting linear equation is highly illconditioned. By applying the GL(n, R) method we fix h = 0.01, ε = 5 × 10 −3 and the maximum number of iterations is fixed to be 5000. α = 0.52289 is calculated from Eq. (5.49). It is convergence with 2513 iterations. Under the convergence criteria ε 1 = 10 −3 and ε 2 = 10 −10 , the residual error is shown in Fig. 2(a) , while the control force u is shown in Fig. 2(b) . From Fig. 2(a) it can be seen that the residual descending curve computed by the numerical method is coincident with the theoretical one. Fig. 2 (c) displays the number of iterations for outer and inner iterations. The numerical error as shown in Fig. 3 is acceptable with the maximum error being 0.085. Now we give a larger value of α = 15. Under ε = 10 −2 the numerical method is convergent with 1474 iterations. The numerical error as shown in Fig. 3 by the dashed line is quite small with the maximum error being 0.0388. However, under this value of α = 15, the numerical residual descending curve is much lagging behind the theoretical one. Then we increase n to n = 50 and s = 0.001 is fixed. The resulting linear equation is highly ill-conditioned, since the condition number is quite large, up to 1.1748 × 10 19 . By applying the GL(n, R) method we fix α = 6 and h = 0.002. The numerical error as shown in Fig. 4 is quite small with the maximum error being 0.0546. Under the convergence criteria ε 1 = 10 −3 and ε 2 = 10 −10 , the residual error is shown in Fig. 5(a) , while the control force u is shown in Fig. 5(b) . Fig. 5 (c) displays the number of iterations for outer and inner iterations. 
Example 6.3. When the backward heat conduction problem (BHCP) is considered in a spatial interval of 0 < x < ℓ by subjecting to the boundary conditions at two ends of a slab:
It is known that the distribution of source points in the MFS has a great influence on the accuracy and stability. In a practical application of MFS to solve the BHCP, the source points are uniformly located on two vertical straight lines parallel to the t-axis not over the final time, which was adopted by Hon and Li [26] and Liu [27] , showing a large improvement than the line location of source points below the initial time. After imposing the boundary conditions and the final time condition on Eq. (6.59) we can obtain a linear equations system:
and n = 2m 1 + m 2 .
Here we compare the numerical solution with an exact solution:
u(x,t) = cos(πx) exp(−π 2 t).
For the case with T = 1 the value of final time data is in the order of 10 −4 , which is much small in a comparison with the value of the initial temperature u 0 (x) = cos(πx) to be retrieved, which is O(1). We add a relative random noise with an intensity s = 10% on the final time data. By applying the GL(n, R) method we fix α = 20, h = 10 −4 and ε = 10 −2 . Under the convergence criteria ε 1 = 10 −8 and ε 2 = 10 −8 , the residual error is shown in Fig. 6(a) , while the control force u is shown in Fig. 6(b) . It converges with 2534 iterations. The numerical error as shown in Fig. 6 (c) is quite small with the maximum error being 0.0331.
Example 6.4. We solve the Cauchy problem of the Laplace equation under boundary conditions:
where h(θ ) and g(θ ) are given functions, and ρ = ρ(θ ) is a given contour to describe the boundary shape. The contour in the polar coordinates is specified by Γ = {(r, θ )|r = ρ(θ ), 0 ≤ θ ≤ 2π}, which is the boundary of the problem domain Ω, and n denotes the normal direction.
In the potential theory, it is well known that the method of fundamental solutions (MFS) can be used to solve the Laplacian problems when a fundamental solution is known [28, 29] . In the MFS the trial solution of u at the field point z = (r cos θ , r sin θ ) can be expressed as a linear combination of the fundamental solutions U(z, s j ):
where n is the number of source points, c j are the unknown coefficients, s j are the source points, and Ω c is the complementary set of Ω. For the Laplace equation (6.63) we have the fundamental solutions:
In the practical application of MFS, frequently the source points are uniformly located on a circle with a radius R, such that after imposing the boundary conditions (6.64) and (6.65) on Eq. (6.66) we can obtain a linear equations system:
in which n = 2m, and
We fix n = 30 and employ a circle with a constant radius R = 4.5 to distribute the source points. By applying the GL(n, R) method we fix α = 30, h = 10 −4 and ε = 0.7. Under the convergence criteria ε 1 = 10 −3 and ε 2 = 10 −8 , the residual error is shown in Fig. 7(a) , while the maximum value of u is set to be 10 as shown in Fig. 7(b) . A noise with an intensity σ = 20% is imposed on the given data. Along the lower half contour ρ(θ ) = √ 10 − 6 cos(2θ ), π ≤ θ < 2π, in Fig. 7(c) we compare the numerical solution with the data given by u = ρ 2 cos(2θ ), π ≤ θ < 2π, of which the maximum error is found to be 0.944.
Example 6.5. Let us consider the following inverse problem to recover the external force F(t) for an ODE: y(t) +ẏ(t) + y(t) = F(t).
(6.71)
In a time interval of t ∈ [0,t f ] the discretized data y i = y(t i ) are supposed to be measurable, which are subjected to the random noise with an intensity S = 0.01. Usually, it is very difficult to recover the external force F(t i ) from Eq. (6.71) by the direct differentials of the noisy data of the displacements, because the differential is an ill-posed linear operator.
To approach this inverse problem by the polynomial interpolation, we begin with
Now, the coefficient c k is projected into two coefficients a k and b k to absorb more interpolation points; in the meanwhile, cos(kθ k ) and sin(kθ k ) are introduced to reduce the condition number of the coefficient matrix [30] . We suppose that The considered problem domain is [a, b] , and the interpolating points are:
Substituting Eq. (6.73) into Eq. (6.72), we can obtain
where we let c 0 = a 0 . Here, a k and b k are unknown coefficients. In order to obtain them, we impose the following n interpolated conditions:
Thus, we obtain a linear equations system to determine a k and
. . .
. .
We note that the norm of the first column of the above coefficient matrix is √ 2m + 1. According to the concept of equilibrated matrix [31] , we can derive the optimal scales for the current interpolation with a half-order technique as
where β 0 is a scaling factor. The improved method uses m order polynomial to interpolate n = 2m + 1 data nodes, while regular method with a full-order can only interpolate m + 1 data points. Now we fix m = 10 and t f = 5 and consider the exact solution to be F(t) = cost, which is obtained by inserting the exact y(t) = sint into Eq. (6.71). The parameters used are ω = 0.5, β 0 = 5.25, α = 40, h = 0.0005 and ε = 0.1. Under the convergence criteria ε 1 = 10 −2 and ε 2 = 10 −5 , the residual error is shown in Fig. 8(a) , while the maximum value of u is set to be 10 as shown in Fig. 8(b) . We compare the numerical solution with the data given by F(t) = sin ωt in Fig. 8(c) , of which the maximum error is found to be 0.075.
Conclusions
In this paper we have modified the relaxed steepest descent method by developing a Lie-group GL(n, R) iterative algorithm in the numerical solution of ill-posed linear problems, which can significantly accelerate the convergence speed. In order to enforce the state orbit being located on the invariant manifold, we have introduced a state feedback controller in the search direction, such that we have encountered a non-linear differential algebraic equations system. Then we develop a novel method to solve it. The present Lie-group GL(n, R) iterative algorithm can be implemented easily and used effectively to solve the ill-posed linear inverse problems under a large random noise.
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