The success of the Case Based Reasoning system depends on the quality of the case data and the speed of the retrieval process that can be costly in time, especially when the number of cases gets bulky. To guarantee the system's quality, maintaining the contents of a case base (CB) becomes unavoidably. In this paper, we propose a novel case base maintenance policy named WCOID-DG: Weighting, Clustering, Outliers and Internal cases Detection based on Dbscan and Gaussian means. Our WCOID-DG policy uses in addition to feature weights and outliers detection methods, a new efficient clustering technique, named DBSCAN-GM (DG) which is a combination of DBSCAN and Gaussian-Means algorithms. The purpose of our WCOID-GM is to reduce both the storage requirements and search time and to focus on balancing case retrieval efficiency and competence for a CB. WCOID-GM is mainly based on the idea that a large CB with weighted features is transformed to a small CB with improving its quality. We support our approach with empirical evaluation using different benchmark data sets to show its competence in terms of shrinking the size of the CB and the research time, as well as, getting satisfying classification accuracy.
Introduction
One of the great aspirations of Artificial Intelligence (AI) is to create smart methods and systems able to understand and emulate human reasoning. Case Based Reasoning (CBR) [1, 2] is a diversity of reasoning by analogy. It is a technique to model the human way in reasoning and thinking. It is able to find a solution to a problem by employing its luggage of knowledge or experiences which are presented in form of cases. To solve the problems, CBR system calls the past cases, it reminds to the similar situations already met. Then, it compares them with the current situation to build a new solution which, in turn, will be incorporated into the existing case base (CB).
CBR has been used to create several applications in different domains, such as manufacturing, medicine, law, technical maintenance, quality control, etc. For instance, in the diagnosis [3, 4] , CBR is used to build intelligent system which increasingly finds entry into the industrial practice. Recently, CBR approaches have been applied in the medical domain, the diagnosis of CBR is performed to solve new problems by remembering solutions to problems that are similar to the current problem. Moreover, for the Data Mining domain, the natural ability of the CBR is used to access corporate data structure (Corporate Memories), and to search for important relationships within medical, financial, marketing, and commercial data [5] . In addition, in the e-commerce fields, CBR has been considered as an assistant in e-commerce stores and as a reasoning agent for online technical support, as well as an intelligent assistant for sale support or for e-commerce travel agents. It uses cases to describe commodities on sale and identifies the case configuration that meets the customers' requirements [6] .
Case Based Reasoning system is built to work for long periods of time, it adds cases to the case base through the retain process. As a result, the case base can grow very fast in the sense that it can affect negatively the CBR's quality results and can slow the speed of the query execution time concerning case-research phase. To ensure the system's betterment, maintaining CBR system becomes required. As a result, there has been a significant increase in the research area of Case Base Maintenance (CBM). Its objective is to guarantee a good operating in time of an information processing system and to facilitate future reasoning for a particular set of performance objectives [7] .
Various case base maintenance policies have been proposed to maintain the Case Base (CB). One branch of research has focused on the partitioning of case base which builds an elaborate CB structure and maintains it continuously [8, 9] . Another branch of research has focused on CBM optimization which uses an algorithm to delete or update the whole of CB [10] [11] [12] . Generally, there are some problems when using these CBM methods. In fact, many of them are expensive to run for large CB, and suffer from the decrease of competence especially when there exist some noisy cases, since the system's competence depends on the type of the cases stored. Furthermore, they require many input parameters which are hard to determine but have a significant influence on the results quality.
In a preliminary paper [13] , we have presented a WCOID deletion policy for CBM, which suffers from some shortcomings as it is sensitive to the parameters requirement which are difficult to know and can have a negative influence on the results when an ordinary user introduces such parameters. This paper extends this initial approach to handle this drawback and propose a novel approach for automatically maintaining case base, named WCOID-GM: Weighting, Clustering, Outliers and Internal cases Detection based on Dbscan and Gaussian means. WCOID-GM decides which cases to delete and adds feature weights to achieve a higher reduction and better competence case bases. It focuses on balancing case retrieval efficiency and competence for a case base. It employs a new efficient clustering technique, named DBSCAN-GM (DG) which is a combination of DBSCAN and Gaussian-Means algorithms. The method could be able to maintain the case bases by giving satisfying accuracy, reducing its size, and consequently reducing the case retrieval time.
This paper is organized as follows: In Section 2, CBR system and its cycle will be presented. In Section 3, some of strategies for maintenance the case base will be approached. Section 4 describes in detail our new approach WCOID-GM for maintaining case base. Finally, Section 5 presents and analyzes experimental results carried out on data sets from the U.C.I. repository [14] . Finally, Section 6 ends this work and presents future works.
Case Based Reasoning
Case Based Reasoning (CBR) is defined as follows: "CBR is a problem-solving paradigm that solves a new problem by remembering a previous similar situation and by reusing information and knowledge of that situation [1] ".
More specifically, CBR uses a database of problems to resolve new problems, called Case Base (CB). The CB can be built through the knowledge engineering process or it can be collected from previous cases.
In a problem-solving system, each case would describe a problem and a solution to that problem. The CBR solves new problems by adapting relevant cases from the library. Moreover, CBR can learn from previous experiences. When a problem is solved, the case based reasoning can add the problem description and the solution to the case library. The new case in general represented as a pair problem, solution is immediately available and can be considered as a new piece of knowledge (see Fig. 1 ).
The CBR process can be represented by a schematic cycle, as shown in Fig. 2 . It can be described typically as cyclical process comprising the four REs:
• RETRIEVE the most similar cases: During this process, the case base reasoning searches the database to find the most approximate case to the current situation.
• REUSE the cases to attempt to solve the problem: This process uses the retrieved case and adapts it to the new situation.
At the end of this process, the reasoner might propose a solution.
• REVISE the proposed solution if necessary: Since the proposed solution could be inadequate, this process can correct the first proposed solution. • RETAIN the new solution as a part of a new case: This process enables CBR to learn and create a new solution. So, the new case which composes of the revised solution and the current problem, should be added to the case base.
The Retain step adds adapted cases to the system. During this step, the CBR enters into the maintenance phase which is considered as one of the important topics in CBR research and applications. It is a process of refining a CBR system's case base to improve the system's performance.
Case base maintenance policies: Related work
In this section, we provide a short view of the approaches concerning CBM, presenting some significant methods of maintaining case based reasoning.
The intention of CBM approaches is reducing case-research time. This will be done on different brands of strategies [15] . We can classify CBM methods in two branches: On one hand, following an optimization policy [10] [11] [12] [16] [17] [18] that uses a sophisticated algorithm to add or delete cases to optimize the case base. On the other hand, following a partitioning policy [8, 9, 19, 20] that builds an elaborate case base structure and maintains it continuously.
CBM optimization
For the branch of CBM optimization, many strategies value cases according to criteria in order to be able to suppress and bring the case base to a specific number of cases. The evaluation criteria like competence, redundancy and inconsistency, have been used in different methods.
Several approaches are focused on preserving competence of the case memory through case deletion, where competence is measured by the range of problems that can be satisfactorily solved. The most recently explicit algorithmic model of competence for case based reasoning systems was suggested by Smyth and McKenna [11, 21] , they defined two key fundamental concepts which are coverage and reachability:
• Coverage is an important competence property. Coverage of a case is the set of target problems that it can be used to solve. The overall coverage of a case base in relation to a set of queries is the total number of covered queries divided by the total number of queries in the query set.
• Reachability is an important competence property. Reachability of a target problem is the set of cases that can be used to provide a solution for the target.
In order to have a case base with good competence, its coverage ratio must be high and its reachability rate must be low. There are several strategies in the literature dedicated to the study of this work. We can mention hybrid deletion policies [17] and competence preserving deletion [12] . These methods categorized the cases according to their competence, three categories of cases are considered:
Given a case base C = {c 1 , . . . , c n } and c is the set of target cases in the CB. Formally: This reduction technique deletes auxiliary problems first, then supports problems, finally pivotal problems. This approach is better than traditional deletion policies such as random deletion policy [22] , ironically policy [23] and Utility deletion [23] for preserving competence. However, the competence of a case base is not always guaranteed to be preserved. In addition, it scans the entire case base for this categorization which is not evident. Besides, the existence of erroneous cases as noises and the nonuniform problem distributions have not been considered.
In the same branch, we can cite selection based data reduction methods that start with an empty set, select a subset of instances from the original set and add it into the new one as Condensed Nearest Neighbor Rule (CNN) [24] , Reduced Nearest Neighbor Rule (RNN) [25] , Edited Nearest Neighbor Rules (ENN) [26] and the series of Instance Base Learning algorithms (IBL) [16] . These policies aim to reduce a case base by selecting representatives from the training case base.
CBM partitioning
Many policies create a collection of distributed case bases, where each element in the distributed case base structure is one cluster created as a result of the clustering process. From each cluster, we build a representative case which takes a subset of the attributes. Therefore, the attribute with rich-information content is selected, and may possess more potential to cover a wider CB structure. The partitioning policy allows the addition and deletion of cases in each small CB, without using the whole base in the same time. We may cite the methods proposed in [8, 20] . They decompose the large case base into small groups of closely related cases. Since the size of a cluster is relatively small, any simple CBR retrieved method can be used. The same strategy is used in [9, 19] where the fuzzy decision-tree induction is used to transform the case knowledge to adaptation knowledge.
These methods are simple and easy to run because they decompose the large case base into small groups of closely related cases. Since the size of a cluster is relatively small, any simple CBR retrieved method can be used. However, they change completely the case base's structure.
In summary, each proposed approach provides a satisfying reduction rate, but sometimes it suffers from some limitations like the expensive to run for large case base and the decrease of competence, since the competence depends on the type of the stored cases. Besides, the existence of erroneous cases as noises has not been considered.
In this paper, we hold a different point of view for maintaining the CB. The innovation of our work consists of handling the drawbacks cited above, proposing efficient techniques of machine learning to distinguish the important cases, whose deletions directly reduce the quality of the system and deleting erroneous cases such as noises.
WCOID-GM: New maintenance approach for the CBR
The goal of maintenance the case base methods is to reduce the size of the case base with keeping or even improving as much as possible the quality of the CBR. When we pay attention to the quality of the system, we are obliged to select carefully the cases to abolish, without cheapening the CBR efficiency and the competence of the case base.
In order to create a high quality of a case base, we need a CBM strategy: offers a CB with small size, eliminates disagreeable cases such as noises as well it is able to increase the classification accuracy. This section proposes a new maintaining CBR policy which responds to this requirement, named Weighting, Clustering, Outliers and Internal cases Detection based on Dbscan-Gm (WCOID-DG) method. The purpose of our case base maintenance policy (WCOID-DG) is to reduce both the storage requirements and search time while improving its classification accuracy of the CB so the amelioration of the CBR's quality.
Which cases should be removed and why?
In order to have a good CB quality, we should keep cases whose deletions directly reduce the competence of the system. Hence, cases which have no effect to the decreasing of the CB's competence should be eliminated. We define two important types of cases which must exist in the CB (not to be deleted), because they affect the competence of the system (see Fig. 3 ): • Outlier: is an isolated case, it is reachable by no other case but itself.
As shown in Fig. 2 , the case which we are tagged as outlier, is segregated from the other cases, it can cover only itself. Hence, it is important for our case base, we have to keep it. Its deletion directly reduces the competence of system because there is no other case can solve it.
• Internal case: is one case from a group of similar cases. Each case from this group provides similar coverage to others in group. Deleting any member of this group has no effect on the competence since the remaining cases can offer the same coverage. However, deleting the entire group is tantamount to deleting an outlier case as competence is reduced. Since one case (we called internal case) can cover the same set as the other similar cases can cover, we can keep one case at least from this group (of similar cases) and delete the others. In this manner, the competence of our base cannot be decreased.
Based on these definitions, the strategy of our WCOID-DG method consists of reducing the CB by keeping only these two types of cases which influence the competence of CBR: Outliers and Internal cases.
Steps of our WCOID-GM maintaining method
To apply our strategy described above, we need first to create multiple groups from the case base that are located on different sites. Each group contains cases that are closely related to each other. This can be done by a clustering technique because it ensures that each group is small, so it is easier to maintain each one individually and contains similar cases. To obtain a good clustering results, we have first assign a weight to each feature. After that, for each small cluster, the cases of type outliers and the internal cases which are near to the center of the group are kept and the rest of cases is removed, for the reasons cited above.
Therefore, WCOID-DG maintaining method consists of five main steps (see Fig. 4 ).
First step: Learning feature weights
In this paper, we use the similarity function based on the distance concept. In fact, the Nearest Neighbor algorithm [27] is one of the most widely employed. It calculates the degree of similarity between two cases c 1 and c 2 using a global similarity measure, knowing that C 1 and C 2 ∈ CB. For our case, this function is commonly based on the Euclidean distance:
Let c i be an input sample with p features (c i1 , c i2 , . . . , c ip ), n be the total number of input samples (i = 1, 2, 3, . . . ,n) and p the total number of features ( j = 1, 2, 3, . . . , p). The Euclidean distance between samples c i and c l (l = 1, 2, 3, . . . ,l) is defined as:
The purpose of the first step is to assign a weight to each feature. This is done using an evaluation function. The original feature space is transformed into a weighted feature space such that clustering of cases can be done more effectively because the similarity among cases becomes more apparent.
These weights will play an important role in the next steps, whether it is for clustering or for outliers and internal cases detection.
As a weighting method, we use the sample correlation [28] . In fact, when we have no information about the feature relevance, we consider that for each weight i, its value is just 1. By using the sample correlation, we compute the weights w i which weight the relevance of the features i. The weights are performed by the sample correlation which exists between each feature c i and its class y. Then for any pair of cases c p and c q and for a given collection of feature weights w i where w i ∈ [0, 1] and i = 1, . . . ,n, a weighted distance metric can be defined as:
Second step: Case base clustering using "DBSCAN-GM"
This step aims at partitioning the case base into several small case bases using the weighted distance metric with the weights learned in step 1, to guarantee the performance of our clustering.
Among the proposed clustering approaches, we should, ideally, use a method that while clustering and creating groups of similar cases, has the maximum of the following main properties:
• It is totally automatic; in particular, a principled and intuitive problem formulation, such that the user does not need to set parameters, especially the number of clusters K . In fact, if the user is not a domain expert, it is difficult to choose the best value for K and in our method of maintenance, we need to have the best number of clusters to determinate the groups of similar cases.
• It has the capability of handling noisy cases to guarantee the increase of the classification accuracy: Noises are a distortion of a value or the addition of the spurious object. The noisy cases are disagreeable cases, they can dramatically slow the classification accuracy. As a result, the CBR's quality will be reduced. Hence, they should be eliminated.
• It scales up for large case base.
Among several clustering approaches, we ideally use Density Based Spatial Clustering of Application with Noise (DB-SCAN) [29] , but with some improvements, in the purpose to have a perfect clustering technique for our issue and to overcome all these conditions described above.
We select, first, DBSCAN because it shows good performance on large databases. Moreover, it can detect the noisy cases, so improving the classification accuracy as well the performance of our system. DBSCAN requires obligatory two important input parameters EPS the maximum radius of the neighborhood and MinPts the minimum number of points in an Eps-neighborhood of that point. It starts with an arbitrary starting point p that has not been visited and retrieves all points density-reachable from p. Otherwise, the point is labeled as noise. If a point is found to be part of a cluster, its e-neighborhood is also part of that cluster. Hence, all points that are found within the e-neighborhood are added, as is their own e-neighborhood. If p is a border point, no points are density-reachable from p and DBSCAN visits the next point of the database, leading to the discovery of a further cluster or noise. Algorithm 1 of DBSCAN is described as follows: Unfortunately, DBSCAN suffers from a big deficiency: We have to know the appropriate parameters Eps and MinPts of each cluster and at least one point from the respective cluster. Then, we could retrieve all points that are density-reachable from the given point using the correct parameters. But there is no easy way to get this information in advance for all clusters of the case base. In Fig. 5 , we can see that only some specific values for the algorithms input parameters lead to optimal partitioning of the data set [30] , and this can influence negatively on the clustering result as well the effectiveness of our WCOID-DG maintaining method.
To solve this problem, we need, before running DBSCAN, another clustering method which can prepare in advance determined groups of cases with their centers. Like this, we can estimate the correct DBSCAN's parameters. In response to this idea, we have created a new clustering technique, named DBSCAN-GM that combines Gaussian-Means (GMeans) [31] and DBSCAN algorithms. The idea of our new clustering DBSCAN-GM method is to cover the limitations of DBSCAN, by exploring the benefits of Gaussian-Means.
Before introducing our new clustering DBSCAN-GM method, let's first present briefly GMeans. GMeans is an efficient alternative algorithm to K-Means [32, 33] that is commonly employed to solve the problem of learning the number of clusters (k) and the initial center location while clustering. It is based on a statistical test for the hypothesis that a subset of data follows a Gaussian distribution. It consists of applying the expectation maximization (EM) [34] algorithm together with K-Means to estimate the number of clusters which best fit the data and the initial centroid for each cluster. Actually, GMeans cannot detect noisy cases, and it offers circular cluster shape. However, it does not require any input parameter. As opposed to GMeans, DBSCAN can find arbitrarily shaped clusters, and has a notion of noise. Per contra, it suffers from a big deficiency: We would have to know the appropriate parameters Eps and MinPts of each cluster and at least one point from the respective cluster. As a result, we can notice that the negative points of GMeans have been treated by DBSCAN and vise versa.
Our idea is to merge GMeans and DBSCAN methods to create new efficient clustering technique, named: "DBSCAN-GM". The proposed method benefits from the advantages of both algorithms to cover the problems cited above. It covers the limitations of DBSCAN, by exploring the benefits of GMeans: it runs GMeans to generate small clusters with determined cluster centers, in purpose to estimate the values of DBSAN's parameters.
Based on the both algorithms, the basic process of the proposed method DBSCAN-GM is in the following steps:
1. Run GMeans and find the center of all data: The result of this step is K clusters C k with determined centroid M i (where
Estimate the parameters EPS of DBSCAN-GM: In our DBSCAN-GM tests [30]
, we have demonstrated that if we put a smaller value of Eps according to dense clusters, many objects will be recognized as noises, and will not be expanded. Consequently, a sparse cluster will be partitioned into several clusters which have similar characters. If we put a larger value of Eps, these clusters that are near from each other may be combined as one cluster, and their differences will be ignored. Hence, the best value of EPS is the minimum of the average of all distances between the center of each cluster (M j ) and the points of the cluster x ij . In this case, we take into account the noises and the core points. Accordingly, the radius r of the cluster j will be calculated as follows:
where N is the number of objects in cluster j and the distance in our case is the weighted distance metric which we have described in step 1. For each cluster, we compute the radius r, then we choose the minimum one as the global Eps. 3. Estimate the parameters Minpts of DBSCAN-GM: For each cluster, we follow the estimation of Dash et al. [35] who computed Minpts, using a simple arithmetic, as follows:
where N j is the number of the data points in the cluster j whose center is M j . TotalVolume j represents the total volume of the cluster j. In particular, we suppose that the form which is the most flexible to the shape of our cluster is the spherical form. Hence, the TotalVolume j is defined as follows:
4. Run DBSCAN: After computing the global parameters Eps and Minpts, we run the density algorithm DBSCAN with these two determined inputs: DBSCAN(Eps, Minpts).
Subsequently, we obtain a new technique which has a good aspect for density based clustering -estimating the input parameters, so it becomes totally automatic (due to the partitioning of data by GMeans). We have shown in [30] the efficiency of DBSCAN-GM on different databases. It performed very well than DBSCAN, K-Means and GMeans methods.
As a consequence, the DBSCAN-GM is an appropriate clustering method for our WCOID-DG maintenance CB technique. This occurs because the clustering method DBSCAN-GM shows good performance on large databases, it relieves the problem of the global parameters; it automatically generates a set of clusters. Besides, it has the possibility of removing noisy instances so, the remaining prototypes have been optimized, the CB size has been reduced and the performance of CBR system has been improved, comparing to other clustering algorithms.
Once we have partitioned the original case memory by DBSCAN-GM, our WCOID-DG maintaining method deletes noisy cases selected by our clustering technique. In fact, the noisy case misleads the detection of outliers and internal case. Hence, its deletion improves the performance of the case base. Based on a partitioned case base, and the deletion of noisy cases, the smaller case bases are built on the basis of clustering result with high quality. Each cluster is considered as a small independent case base. For each cluster, the detection of outliers and internal cases is applied to select cases that have to be kept into the case memory, so to remove the cases with low coverage.
Third step: Selecting internal cases
This phase aims at selecting cases which are not to be removed, from each cluster. As explained, internal case is one case from the cluster of similar cases. The point which can represent the internal case is the nearest point to the cluster's center. Hence, for each cluster determined by the first step, the nearest case to the cluster's center will be kept (see Fig. 6 ).
What is needed is a mathematical equation to measure "nearness" of the unknown point to the mean point of the group(s). In this case, we choose to use the weighted Euclidean distance, which is fast and simple distance measure, it can be defined as follows: (6) where c ij is the ith case in the cluster j, n is the number of cases in j, w ij (w ij ∈ [0, 1]) is a weight that has been assigned to the ith feature and M j is the weighted cluster's mean of j.
Forth step: Selecting outliers cases
In our case, cases of type outlier are essential in the CB because they effect directly the competence of the system, they are isolated, there is no other case can solve them.
Since there are two types of outliers to announce the univariate outliers which have an unusual value for a single variable, and the multivariate ones which have an unusual combination of values for a number of variables, our WCOID-DG applies for each type of outliers a detection technique:
Univariate outliers detection. We choose to use InterQuartile Range (IQR) because it is robust statistical method, less sensitive to presence of outliers (opposed to Z-score [36] ) and quite simple.
IQR defines three quartiles [37] :
• The first quartile (Q1) is the median of the lower half of the data. One-fourth of the data lies below the first quartile and three-fourths lie above (the 25th percentile).
• The second quartile (Q2) is another name for the median of the entire set of data. Median of data set is the second quartile of data set (the 50th percentile).
• The third quartile (Q3) is the median of the upper half of the data. Three-fourths of the data lie below the third quartile and one-fourth lies above (the 75th percentile). Multivariate outliers detection. We use Mahalanobis distance (MD) which depends on estimated parameters of the multivariate distribution [38] . Since we use weighted features, we have modified the distance to be a weighted MD.
Given p-dimensional multivariate sample (cases) x i (i = 1, 2, . . . ,n), the weighted MD [39] is then calculated as follows:
where t is the estimated multivariate location, μ is the weighted mean and C the estimated variance-covariance matrix:
Accordingly, those observations with a large MD are indicated as outliers. For multivariate normally distributed data the values are approximately "chi-square" distributed with p degrees of freedom ( X 2 p ). Multivariate outliers can now simply be defined as observations having a large (squared) Mahalanobis distance. For this purpose, a quantile of the chi-squared distribution (e.g., the 97.5% quantile) could be considered.
Unfortunately, the "chi-square" plot for multivariate normality is not resistant to the effects of outliers. A few discrepant observations not only affect the mean vector, but also inflate the variance-covariance matrix. Thus, the effect of the few wild observations is spread through all the "MD" values. Moreover, this tends to decrease the range of the "MD" values, making it harder to detect extreme ones.
Among many solutions have been proposed for this problem, we choose the using of multivariate trimming procedure to calculate squared distances which are not affected by potential outliers [40] .
On each iteration, the trimmed mean X trim and trimmed variance-covariance matrix C trim are computed from the remaining observations. Then new MD values are computed using the robust mean and covariance matrix:
The effect of trimming is that observations with large distances do not contribute to the calculations for the remaining observations.
Fifth step: Update case base
Once we have partitioned the original case memory by our new clustering DBSCAN-GM method, and selected the important cases (outliers and internal cases), for each cluster, the cases which are not selected are removed.
Consequently applying our WCOID-DG method, we build a new reduced case base which contains cases that do not decrease the competence of the system.
Experimental results
In this section, we try to show the effectiveness of our WCOID-DG approach as well as the performance of the CBR system. We have developed our programs in Matlab V7.1 for the evaluation of our WCOID-DG method.
The aim of our reduction technique is to reduce the case base while maintaining as much as possible the competence of the system. Thus, we will consider the following principal criteria:
• "Size (S%)" the average storage percentage: This is the rate of the reduction of size. The main goal of our maintenance WCOID-DG method is to reduce the case base. The percentage of final case base size (S) shows the percentage of case base maintained from the original training set. Hence, S denotes the average storage percentage which is the ratio in percentage of the number of instances (or prototypes) in the reduced CB that were included in the initial CB, it is computed using this formula: • "PCC (PCC%)" the mean percentage of correct classification over stratified ten-fold cross-validation runs in front of 1-Nearest-Neighbor: Actually, our WCOID-DG method aims at keeping or even ameliorate the quality of the case base, so improving the percentage of correct classification. As we know, the case retrieval is the most important step in CBR. It retrieves the most similar cases to the current problem. In general, the retrieval technique, which is used by the major CBR applications, is nearest neighbor [41] retrieval algorithm. It is a simple approach that computes the similarity between stored cases and new input case [2] . Hence, we choose to select the 1-Nearest-Neighbor method (1-NN) to compute the percentage of correct classification: The training set contains 80% of case base and the test set contains 20% of cases. We apply the 1-NN algorithm to the same datasets and the same ten-fold cross-validation task to obtain the average accuracy rate.
• "Time" the retrieval time in seconds exerted in 1-Nearest-Neighbor algorithm: the purpose of WCOID-DG method is to reduce the case base so decreasing the retrieval time. Hence, we choose the "Time" criterion to show the performance of our method in the reducing of the retrieval time.
In order to evaluate the performance rate of WCOID-DG, we test on real databases. In this paper, we use public datasets obtained from the U.C.I. repository of Machine Learning databases [14] (due to the unavailability of private datasets and real data from case based reasoning systems). Details of these databases are presented in Table 1 .
Different results carried out from these simulations will be presented and analyzed. Note that a preliminary work of WCOID-DG approach using only the DBSCAN method as clustering step is presented in [13] where we have obliged to introduce the parameters values. In the case of our previous WCOID method, the suggested values are MinPts = 4 and Eps = 0.2.
Our WOID-DG method can be appreciated when compared with other well-known reduction techniques, using widely known benchmark data sets. Thus, we run in addition to our previous maintaining methods the COID [20] and WCOID [13] , the Condensed Nearest Neighbor algorithm CNN [24] , Reduced Nearest Neighbor RNN [25] , Edited Nearest Neighbor ENN [26] and Instance Based learning IBL schemes [16] on the previous data sets.
From Tables 2, 3 and 4, which present the rate of performance and competence of the various datasets, we observe that the experimental results obtained by using our WCOID-DG method is remarkably better than the ones provided by the other policies in the most data sets: Table 2 shows that our proposed method WCOID-DG yields the best reduction rate. For most of all obtained CBs, sizes are generally reduced by more than 40%, comparing to initial sizes of CBR which contains all instances (100% of cases). For example, WCOID-DG deletes more than 55% of cases for the case base "Iris".
In addition, WCOID-DG gives better reduction in the most data sets comparing to CNN, RNN, ENN, COID, WCOID and IBLs methods, particularly for "Cloud", it keeps only 31% of cases, whereas the other methods retain more than 40% of the original data. Note that for "IRIS" dataset, CNN and IB3 give better reduction than WCOID-DG method, this is due to the fact that these two bases are too small, around 150 instances comparing to other datasets, and also due to the fact that it does not contain much noisy instances to be removed. The same observations are made by the prediction accuracy where the accuracies provided by our WCOID-DG show slightly better accuracy values (see Table 3 ). It is even better than that of CBR which retains all the instances, especially for "Cloud" dataset. It reaches 97% PCC which presents a great difference compared to the one given by CBR: just 61% of PCC. This proves that our method not only keeps the quality of the case base but also ameliorates it. In addition, we observe that the PCC obtained using our WCOID-DG method is better than those obtained by the reduction techniques studied. For example, for the dataset "Blood-T", the PCC provided by WCOID-DG is more than 96%, while less than 75% for the other methods.
Moreover, the results in the most datasets show that WCOID-DG yields the highest accuracy rate comparing to WCOID. This is due to the efficiency of our clustering technique DBSCAN-GM which performed very well than the DBSCAN, in terms of relieving the problem of the global parameters and handling noises with supporting arbitrary shape of clusters by exploiting GMeans and DBSCAN. For instance, WCOID-DG achieved greater data reduction than WCOID in "Breast-W" dataset: more than 97% of accuracy rate while 95 % given by WCOID.
As shown in Table 4 , results presented by WCOID-DG are better than those given by CBR with the advantages that our maintenance method reduces retrieval time since case bases have been shorted. For example for the dataset "Abalone", since WCOID-DG keeps only 28% of instances, the retrieval time is about four times better than that of CBR. Similar observations are obtained comparing to COID, WCOID, CNN, RNN, ENN and IBL in which WCOID-DG has, generally, the shortest time taken for retrieval.
Conclusion and future works
This paper has presented an automatically maintaining case base approach called WCOID-DG, our method has used feature weights in the process of improving the competence of our reduced case base and a new clustering technique named DBSCAN-GM which is an improvement of DBSCAN density and GMeans distance clustering in terms of solving the disadvantages of the both algorithms and generating automatically the parameters of the system leading to better results in terms of classification accuracy so the quality of the CB. In addition, we have applied outliers and internal cases detection methods, for each partition, to reduce the size by preserving maximum competence.
Empirical studies show that our method is an interesting case base maintenance approach able to be efficient in terms of shrinking the size of the case base and the research time and getting satisfying classification accuracy.
Note that a preliminary work of our CBM approach with DBSCAN clustering method and without weighting features has been tested in the field of the Dendritic Cell Algorithm (DCA) in which is an immune-inspired algorithm. Consequently, the result of applying our maintaining method is the generation of a new reduced signal database lacking noisy and redundant objects while preserving nearly the same performance of the original DCA signal data set. It proves that our strategy can be applied to the other problems with the same performance. This application is presented in [42] .
Our maintenance CB policy can be improved in future works by exploring the effect of missing values and uncertain data. Moreover, to show the scalability of our method we plan to evaluate it on very large and real case bases. Besides, in order to show the performance of this method, we plan to apply it in the medical domain through the diagnosis which is performed to solve new problems by remembering solutions to problems that are similar to the current problem.
