Abstract. We consider the problem of computing the logical difference between distinct versions of description logic terminologies. For the lightweight description logic EL, we present a tractable algorithm which, given two terminologies and a signature, outputs a set of concepts, which can be regarded as the logical difference between the two terminologies. In particular, it decides whether they imply the same concept implications in the signature. A prototype implementation CEX of this algorithm is presented and experimental results based on distinct versions of Snomed ct, the Systematized Nomenclature of Medicine, Clinical Terms, are discussed. Finally, results regarding the relation to uniform interpolants and possible extensions to more expressive description logics are presented.
Introduction
The standard diff operation for text files is an indispensable tool for comparing different versions of texts, and similar operations are available to software engineers comparing distinct versions of code produced in collaborative software projects. As observed, e.g., in [14] , such a purely syntactic diff operation is hardly useful if the text consists of a set of axioms of an ontology. In this case, one is usually not interested in a comparison of the syntactic form of axioms, but in the consequences that the ontologies have. The authors of [14] present a number of heuristic rules to address this problem and develop a diff operator for ontologies. Except theoretical results in [12, 13, 9] , we are not aware of any logic-based approach to computing the logical diff of ontologies.
Our formalisation of the logical difference problem is based on the observation that when comparing distinct versions of ontologies one should take into account their signatures. In fact, the interesting differences between ontologies are those formulated in their shared signature (or even subsets thereof), and not those involving symbols used only in one of the two ontologies. Thus, the proposed notion of logical difference is based on the notion of Σ-entailment: an ontology T Σ-entails an ontology T for a signature Σ, if for all concept implications C D in Σ, T |= C D implies T |= C D. If T and T mutually Σ-entail each other, then they are called Σ-inseparable. By taking Σ as the set of shared symbols of T and T , Σ-inseparability means that T and T are not distinguishable by means of derivable concept implications in their shared signature. In this case, their logical difference will be regarded as empty.
We show that deciding Σ-entailment is tractable for EL-terminologies, i.e., sets of possibly cyclic concept definitions in the lightweight description logic EL; see [1, 10] . Observe that for ontologies formulated as general TBoxes in description logics, the computational complexity of deciding Σ-entailment is by at least one exponential harder than the deduction problem, e.g., it is 2ExpTime-complete for expressive description logics such as ALC, ALCQ, and ALCQI [6, 12] and ExpTime-complete for EL itself [13] . Moreover, even in such simple formalisms as acyclic propositional Horn Logic Σ-entailment is co-NP-complete [5] .
In applications, it is not enough to decide whether two ontologies are logically different, but an informative list of differences is required. We show that for any concept implication C D in the logical difference between two ELterminologies, there exist subconcepts C and D of C and D, respectively, such that C D is in the logical difference and C or D is a concept name. Thus, listing the set of all concept names involved in such implications appears to be an informative approximation of the logical difference between two EL-terminologies. This list is empty if, and only if, there is no logical difference between the two terminologies.
The system CEX implements, by employing a dynamic programming approach, the algorithm deciding Σ-entailment and lists the set of logical differences described above for acyclic EL-terminologies. We present a variety of experiments in which CEX is applied to different versions of Snomed ct, the Systematized Nomenclature of Medicine, Clinical Terms. This terminology comprises ∼0.4 million terms and underlies the systematized medical terminology used in the health systems of the US, the UK, and other countries [17] .
Finally, we discuss an alternative approach to deciding Σ-entailment using uniform interpolants and explore the complexity of corresponding reasoning problems for acyclic ALC-terminologies.
Detailed proofs are provided in the technical report [11] .
Preliminaries
Let N C and N R be countably infinite and disjoint sets of concept names and role names, respectively. In the description logic EL, concepts C are built according to the syntax rule
where A ranges over N C , r ranges over N R , and C, D range over concepts. The semantics of concepts is defined by means of interpretations I = (∆ I , · I ), where the interpretation domain ∆ I is a non-empty set, and · I is a function mapping each concept name A to a subset A I of ∆ I and each role name r I to a binary relation r I ⊆ ∆ I × ∆ I . The function · I is inductively extended to arbitrary concepts by setting I := ∆ I , (C D) I := C I ∩ D I , and (∃r.C)
A general TBox is a finite set of axioms, where an axiom can be either a
Our main concern in this paper are terminologies, i.e., general TBoxes T satisfying the following two conditions:
-T consists of CEs of the form A ≡ C (concept definitions) and CIs of the form A C (primitive concept definitions) only, where A is a concepts name; -no concept name occurs more than once on the left hand side of an axiom in T .
Define the relation ≺ T between concept names by setting A ≺ T B if there exists an axiom of the form A ≡ C or A C in T such that B occurs in C. A terminology T is called acyclic if the transitive closure ≺ * T of ≺ T is irreflexive. A signature Σ is a finite subset of N C ∪ N R . The signature sig(C) (sig(α), sig(T )) of a concept C (axiom α, terminology T ) is the set of concept and role names which occur in C (α, T , respectively). If sig(C) ⊆ Σ, we also call C a Σ-concept and similarly for axioms and terminologies.
Definition 1 (Σ-difference, Σ-entailment). Let T and T be terminologies and Σ a signature. The Σ-difference, Diff Σ (T , T ), between T and T is defined as Example 1. Observe that, in some cases, Diff Σ (T , T ) contains concept implications of at least exponential size only, even for acyclic terminologies: let
and Σ = {A 0 , A 1 , r, s}. Then T is not Σ-entailed by T , and a minimal implication in Diff Σ (T , T ) is given by C n A 1 , where C 0 = A 0 and C i+1 = ∃r.C i ∃s.C i , for i ≥ 0. Clearly, C n is of exponential size. Observe, however, that if we use structure sharing and define the size of C n as the number of its subconcepts, then C n is only of polynomial size.
Observe that if T Σ-entails T , then T Σ -entails T for any Σ with Σ ∩ sig(T ) ⊆ Σ. This follows immediately from the following interpolation result [16] . 
where A CA ∈ T Fig. 1 . Gentzen-style proof system for EL terminologies.
Basic properties of EL
We derive basic properties of EL from the Gentzen-style sequent calculus of Hofmann [10] , see Figure 1 . 1 The basic calculus of [10] considers EL without the constant and for terminologies without primitive concept definitions. To take care of , we have added the rule (AxTop), and (PDefL) is the rule representing axioms of the form A C. Cut-elimination, completeness, and correctness can now be proved by a straightforward extension of the proof in [10] . We apply this calculus to derive a description of the syntactic form of concepts C such that T |= C D, where D is not equivalent to a conjunction. Call a concept name A primitive in T if A does not occur on the left hand side of an axiom in T . Call A pseudo-primitive in T if it is primitive in T or occurs on the left hand side of primitive concept definitions in T . In what follows, we say that a concept F is a conjunction of concepts if F = D∈X D, for a set X of concepts. Any D ∈ X is then called a conjunct of F and, if D is a concept name, then it is called an atomic conjunct of F . We sometimes write D ∈ F instead of D ∈ X and if X is empty, then F denotes the concept .
Lemma 1. Let T be a terminology and C = F (r,D)∈Q ∃r.D, where F is a conjunction of concept names and Q is a set of pairs (r, D) in which r is a role and D a concept.
1. If T |= C A for an A which is pseudo-primitive in T , then T |= B A, for some atomic conjunct B of F .
2. If T |= C ∃s.C 0 , then -T |= B ∃s.C 0 , for some atomic conjunct B of F , or -there exists (r, D) ∈ Q such that r = s and T |= D C 0 .
Proof. We use Theorem 2 and prove Point 1. Point 2 is proved similarly. Let T C A, where A is pseudo-primitive in T . Let D be a proof of C A. Note that, since A is pseudo-primitive in T , D may only end with one of Ax, AndL1, AndL2, DefL, or PDefL. We show that then T B A, for some conjunct B of F , by induction on the number n of conjuncts in C.
The base case of n = 1 is trivial: D can only end with one of Ax, PDefL, or DefL; so, C is a concept name itself.
Assume n > 1. Then D can only end with one of AndL1 or AndL2. In any case, there exists a conjunct C of C such that T C A and C contains less conjuncts than C. By induction, there exists a concept name B which is a conjunct in C such that T B A. Note now that B is also a conjunct of C.
We apply Lemma 1 to show that if T does not Σ-entail T , then there exists
Lemma 2. Let T and T be terminologies and
then, by Lemma 1, either there exists a subconcept A of C, A a concept name, such that A D is in the Σ-difference, or there exists a subconcept ∃r.C 1 of C, such that C 1 D 1 is in the Σ-difference. Simplify C D until none of these simplification rules is applicable. The resulting CI is as required.
Deciding Σ-entailment: theory
By Lemma 2, to decide Σ-entailment, it is sufficient to decide whether the set Diff Σ (T , T ) contains Σ-implications of the form C A or A D, where A is a concept name. The latter problem is decidable in polynomial time already for general EL-TBoxes [13] . So, in what follows we concentrate on Σ-implications of the form C A. We first transform T into a normalised terminology. A concept name A is called non-conjunctive in T if it is pseudo-primitive in T or has a definition of the form A ≡ ∃r.C ∈ T . Otherwise A is called conjunctive in T . A terminology T is normalised if it consists of axioms of the following form:
-A ≡ ∃r.B or A ∃r.B, where B is a concept name; -A ≡ F or A F , where F is a (possibly empty) conjunction of concept names such that every conjunct B of F is non-conjunctive in T .
∃r.ξ. Normalised terminologies in the sense defined above are a minor modification of normalised terminologies as defined in [1] . Say that two interpretations I and J coincide on a signature Σ, in symbols
Lemma 3. For every terminology T , one can construct in polynomial time a normalised terminology T of polynomial size in |T | such that sig(T ) ⊆ sig(T ), T |= T , and for every model I of T there exists a model J of T which coincides with I on Σ. Moreover, T is acyclic if T is acyclic.
The proof is a straighforward modification of the proof in [1] . From now on we will work with normalised terminologies only. Intuitively, to decide whether there exists C A ∈ Diff Σ (T , T ), we want to construct the most specific Σ-concept C A such that T |= C A A. Then there exists some Σ-concept C such that C A ∈ Diff Σ (T , T ) if, and only if, T |= C A A. Unfortunately, most specific Σ-concepts with this property do not always exist and, therefore (and also to enable structure sharing), we use an additional terminology. We use the following sets and axiom:
These sets can be computed in polynomial time [1] .
Theorem 3. Let T be a normalised terminology and Σ a signature. The terminologies Noimply T ,Σ (A) and sets of concepts names noimply T ,Σ (A) are constructed, in polynomial time, in Figure 2 . Set
The following conditions are equivalent, for every concept name A ∈ Σ ∪ sig(T ) and terminology T with sig(T ) ∩ Σ fresh = ∅:
-there exists a Σ-concept C with T |= C A and T |= C A; -T ∪ Noimply T ,Σ |= ξ A, for some ξ ∈ noimply T ,Σ (A).
Observe that, in Theorem 3, Noimply T ,Σ and noimply T ,Σ (A) do not depend on T . Thus, once they have been constructed, they can be used to check the existence of concept implications C A ∈ Diff Σ (T , T ) for arbitrary terminologies T . It is worth noting as well that the proof of Theorem 3 will show that the result holds for arbitrary general TBoxes T formulated in description logics which are fragments of first-order logic, and, indeed, for T any first-order theory. In this case, Theorem 3 provides a reduction of checking whether there exists C A ∈ Diff Σ (T , T ) to deduction in the language of T . In the remainder of this section we prove Theorem 3. To this end, we first prove an "infinitary" version of Theorem 3 by associating with every concept name A a sequence noimply The sets noimply n T ,Σ (A) are defined in Figure 3 . Observe that noimply n T ,Σ (A) is well-defined because in the definition A ≡ F ∈ T of a conjunctive concept name A no conjunctive concept name occurs. This observation will also be used in the inductive proofs below. Proof. We prove C1. C2 can be proved similarly and is left to the reader. Assume first that A is pseudo-primitive in T . Then noimply and define, inductively, noimply
∃r.E. We now prove C1 for concept names A which are not pseudo-primitive in T . The proof is by induction on n. For n = 0 and A ≡ ∃r.B ∈ T the claim follows again from Lemma 1 and the observation that B ∈ pre Σ T (A) if, and only if, T |= B ∃r.B. For n = 0 and A conjunctive with A ≡ F ∈ T , C1 follows since it has been proved for all conjuncts of F and T |= C A if, and only if, there exists an atomic conjunct B of F such that T |= C B.
For the induction step, assume C1 has been proved for n ≥ 0. Let A ≡ ∃r.B ∈ T and let C n+1 T ,Σ be the only element of noimply 
∃r.B. This is excluded, by Lemma 1. -There exists E ∈ noimply n T ,Σ (B) such that T |= E B. This is excluded by the induction hypothesis.
We have derived a contradiction. The case A ≡ F ∈ T , A conjunctive in T , is considered similarly to the case n = 0 and left to the reader. Corollary 1. For all terminologies T and A ∈ N C the following are equivalent:
1. there exists a Σ-concept C such that T |= C A and T |= C A; 2. there exists n ≥ 0 and C ∈ noimply n T ,Σ (A) such that T |= C A.
Proof. The direction from Point 2 to Point 1 follows immediately from C1. Conversely, assume that there exists a Σ-concept C such that T |= C A and T |= C A. By C1 and C2, there exist n and C ∈ noimply n T ,Σ (A) with |= C C and T |= C A. Then T |= C A.
In contrast to the formulation of Theorem 3, Corollary 1 does not provide us with a polynomial time algorithm. First, no upper bound on n is given and, second, the concepts in noimply n T ,Σ (A) are of exponential size in n. Example 1 is easily extended so as to show that this is unavoidable: one can construct a terminology T and a sequence of terminologies T n such that in minimal implications in Diff Σ (T , T ) of the form C n A the concept C n has at least depth n and is of size 2 n . However, Theorem 3 is now an immediate consequence of the following lemma and Corollary 1.
Lemma 5. Let T be a terminology such that sig(T ) ∩ Σ fresh = ∅ and A ∈ sig(T ) ∪ Σ. Then the following conditions are equivalent:
1. T ∪ Noimply T ,Σ |= ξ A, for some ξ ∈ noimply T ,Σ (A); 2. T |= C A, for some n ≥ 0 and C ∈ noimply A, for all ξ ∈ noimply T ,Σ (A). However, to prove this, one has to re-construct the concepts noimply n T ,Σ (A); details of the proof are given in the technical report.
Practical algorithm and system
We have seen above that the sets -DiffR Σ (T , T ) consisting of all A ∈ Σ such that there is a Σ-concept C with T |= C A and T |= C A, and -DiffL Σ (T , T ) consisting of all A ∈ Σ such that there is a Σ-concept C with T |= A C and T |= A C can be computed in polynomial time and can be regarded, by Lemma 2, as an informative approximation of the logical difference between T and T w.r.t. Σ.
Computing both sets for large terminologies and signatures Σ using a direct implementation of the algorithm described above will fail. Considering that state of the art description logic reasoners [2] take about 15 minutes to classify the SNOMED CT terminology [17] , the reduction to reasoning given in Section 4 is impractical for large terminologies and signatures of reasonable size (the terminology Noimply T ,Σ contains huge conjunctions of Σ-concept names). We now discuss the implementation of the algorithms above in the system CEX for acyclic terminologies using a dynamic programming approach.
Let T and T be acyclic terminologies and Σ a signature. For expositional reasons, we assume that Σ ⊆ sig(T ) ⊆ sig(T ). This is justified because we can add A to T , for all A ∈ Σ \ sig(T ), and A to T , for all A ∈ (Σ∪sig(T ))\sig(T ). We describe the algorithm computing DiffR Σ , the algorithm computing DiffL Σ is discussed in the technical report. We assume that T and T are fully classified and the result of the classification is kept in a table, so, given two concept names A and B, it takes constant time to find out whether T |= A B (likewise, if T |= A B). Now the algorithm computing DiffR Σ works by induction on concept definitions and marks, recursively, every E ∈ sig(T ), starting with pseudo-primitive ones, with members of Ξ = {ξ A | A ∈ sig(T ) non-conjunctive in T } in such a way that ( †) E ∈ sig(T ) is marked with ξ if, and only if, T ∪ Noimply T ,Σ |= ξ E.
Then A ∈ Σ is not marked with ξ ∈ noimply T ,Σ (A) if, and only if, T ∪ Noimply T ,Σ |= ξ A. If this happens to be the case for some ξ ∈ noimply T ,Σ (A), then A is included in DiffR Σ (T , T ) (Theorem 3). In order to define the marking, set pre
, for A ∈ sig(T ) non-conjunctive in T . Now mark E ∈ sig(T ) as follows:
1. If E is pseudo-primitive in T , then it is marked with all ξ ∈ Ξ such that pre
. . E k ∈ T , then it is marked with all ξ ∈ Ξ such that at least one of E 1 ,. . . , E k is marked with ξ; 3. If E ≡ ∃r.E ∈ T and (a) if r / ∈ Σ or T ∪ {α} |= ( A ∈Σ A All Σ ) E , then E is marked with all ξ ∈ Ξ such that pre
A in T and, for all ξ ∈ noimply T ,Σ (A ), E is marked with ξ and -pre
Using Theorem 3 and Lemma 5, one can prove that the defined marking has property ( †). While the condition T ∪ {α} |= ( A ∈Σ A All Σ ) E can be checked directly, this requires operating concepts of large size for large Σ's. So, instead we use the following criterion: we may assume that T contains a definition A such that A ∈ sig(T ) and A does not occur elsewhere in T . Then it follows from the definitions that T ∪ {α} |= ( A ∈Σ A All Σ ) E if, and only if, E is not marked with ξ A .
Then all T concept names can be marked in O(|T | × |T | × |Σ| + T ) time, where T is the time taken to fully classify T . Overall, checking Σ-entailment takes O(|T | × |T | × |Σ| + T + T ) time and O(|T | × |T | × |Σ|) space. It should be noted that in our implementation this theoretical upper bound is often not reached due to the use of hash tables and structure sharing.
Experimental evaluation
CEX (see http://www.csc.liv.ac.uk/∼konev/software/) is an OCaml program [4] . For the experiments, we use two versions of Snomed ct: one dated 09 February 2005 (SM-05) and the other 30 December 2006 (SM-06) and having 379 691 and 389 472 axioms, respectively. As CEX currently accepts acyclic EL-terminologies only, the role inclusions of Snomed ct are not taken into account. The tests have been carried out on a standard PC: Intel R Core TM 2 CPU at 2.13 GHz and 3 GB of RAM. Logical difference between SM-05 and SM-06. Table 1 shows the average sizes of the lists DiffL Σ (SM-05, SM-06) and DiffR Σ (SM-05, SM-06) for 20 randomly generated signatures Σ ⊆ sig(SM-05) ∩ sig(SM-06) containing 100, 1 000, etc. concept names and 0, 20, or 40 role names. 3 The execution time and memory consumption of CEX when computing these lists vary from 477 to 596 seconds and from 1 393 to 1 496 MByte, respectively. The numbers show that there is a huge difference between SM-05 and SM-06. Also, adding a role name to the signature has a larger impact on the number of differences than adding a concept name.
Comparison with the classification approach. We compare the size of DiffL Σ ∪ DiffR Σ as computed by CEX with the number of concept names in Σ for which there is a difference in the class hierarchy restricted to Σ; i.e., the set of A ∈ Σ such that there exists B ∈ Σ such that A B ∈ Diff Σ or B A ∈ Diff Σ . The experiments show how many of the differences between two terminologies detected by CEX can be extracted from a straightforward comparison of class hierarchies.
To facilitate the experiments, we use an empty terminology and an SM-05 fragment containing about 140 000 axioms. For every number between 10 and 270 with the step of 10, we generated 500 samples of a random signature containing this number of concepts and 20 roles. The results of the experiments are given in Figure 4 . 4(a) shows that, for these signatures, the number of concept names CEX outputs is about five times larger than the number of concept names occuring in differences between the class hierarchies. In 4(b), we do not count the number of differences but analyse how often the two approaches detect differences at all. More precisely, we give the percentage of cases when CEX detects a difference between the two terminologies and when a difference is visible in the class hierarchies. For signatures larger than 200, both approaches almost always detect differences. But for smaller signatures there is again a significant gap between the two approaches.
Scalability. We demonstrated in the previous section that CEX is capable of finding the logical difference in two unmodified versions of Snomed ct. In order to see how CEX's performance scales, we now test it on randomly generated acyclic terminologies of various sizes. Each randomly generated terminology contains a certain number of defined-and primitive concept names and role names. The ratio between concept equations and concept inclusions is fixed, as is the ratio between existential restrictions and conjunctions. The random terminologies were generated for a varying number of defined concept names using the parameters of SM-05: 62 role names; the average number of conjuncts is 2.59; the equality-inclusion ratio is 0.102; and the exists-conjunction ratio is 0.652. For every chosen size, we generate a number of samples consisting of two random terminologies as described above. We apply CEX to find the logical difference of the two terminologies over their joint signature. Figure 5 shows the time and memory consumption of CEX on randomly generated terminologies of various sizes. In 5(a) the maximum length of conjunctions was fixed as two (M=2), and in 5(b) the number of conjuncts in each conjunction is randomly selected between two and M. It can be seen that the performance of CEX crucially depends on the length of conjunctions. In 5(b), the curves break off at the point where CEX runs out of memory. For instance, in the case M=22, this happens for terminologies with more than 9 500 defined concept names. Let T be a terminology and Σ a signature. A general TBox T Σ is called a uniform interpolant for T w.r.t. Σ if sig(T Σ ) ⊆ Σ and T Σ and T are Σ-inseparable. The question whether uniform interpolants exist for every terminology T 4 and signature Σ in a logic (i.e., whether the logic has uniform interpolation), has been investigated extensively in the literature, in particular in modal and intuitionic logic [15, 18, 8] . For instance, modal logic K has uniform interpolation [18] , but S4 does not [8] . Observe that, if a uniform interpolant T Σ of T w.r.t. Σ exists, then T Σ-entails T if, and only if, T |= T Σ . Thus, the problem of deciding Σ-entailment is reduced to computing a uniform interpolant and standard deduction. Unfortunately, even for EL-terminologies uniform interpolants do not always exist. On the other hand, uniform interpolants always exist for acyclic EL-terminologies, but minimal uniform interpolants might contain exponentially many axioms. here, and refer the reader to the technical report. The following example shows that, in the worst case, minimal uniform interpolants require exponentially many axioms. Let
is a uniform interpolant. It is easy to see that no uniform interpolant with less axioms exists. This example shows as well that one has to allow for general TBoxes when constructing uniform interpolants.
The results above show that, at least from a theoretical viewpoint, deciding Σ-entailment via uniform interpolants is less efficient than the approach discussed before. Still, uniform interpolants are useful for a number of applications, and it would be of interest to see whether this approach is viable for real-world terminologies.
Discussion
We have shown that computing the logical difference is tractable for EL-terminologies and that this approach exhibits differences which are not visible in the class hierarchy. Our experiments with Snomed ct show that the algorithm can be implemented in such a way that very large terminologies can be compared efficiently.
The following result shows that there is no straightforward way of extending these results to (even acyclic) terminologies in the basic Boolean description logic ALC (in which concepts can be constructed using, in addition, negation).
Theorem 5.
(1) Σ-entailment is NExpTime-hard for acyclic ALC-terminologies.
(2) Uniform interpolants do not always exist for acyclic ALC-terminologies.
Proof. Point (1) can be proved by a reduction of a NExpTime-hard problem for conservative extensions in modal logic [7] , details are given in the technical report.
Point (2) . We rewrite the terminology from Lemma 6. Let T = {A (¬A 0 B) (¬B (A 1 ∃r.B))} and Σ = {A, A 0 , A 1 , r}. It follows from the proof of Lemma 6 that there does not exist a general ALC-TBox T Point (2) of Theorem 5 is slightly unexpected, because it shows that it is not possible to lift results from modal logic K (which has uniform interpolation) to acyclic ALC-terminologies. Besides of considering extensions of our approach to languages with additional concept constructors, such as ALC, directions for future research include terminologies with additional role boxes. Snomed ct has an additional role box consisting of implications r r , r • s r (rightidentities), and s • r r (left-identities), where r, s, r are role names. It is not difficult to extend the algorithm (and implementation) presented in this paper to terminologies containing implications of the first type, but it remains open whether Σ-entailment is still tractable for additional role boxes containing leftand right-identities.
Finally, for the system CEX to be useful in practice, the outputs DiffL Σ and DiffR Σ have to be expanded by suggesting, for A ∈ DiffR Σ , Σ-concepts C such that C A ∈ Diff Σ , and similarly for DiffL Σ . Computing such C's is straighforward by unfolding the concept ξ A relative to Noimply T ,Σ . However, even this might not provide enough information, because for the user it could be difficult to find out which difference between the axioms of the two terminologies has caused a certain Σ-difference. Thus, as a second step one might consider pinpointing algorithms explaining from which axioms of a terminology a counterexample C A is derivable [3] .
