Due to the low computational precision, local optimal solution and slow convergence speed of particle swarm optimization (PSO) 
Introduction
Particle swarm optimization (PSO) algorithm is a stochastic optimization algorithm, and was proposed by Kennedy and Eberhar in 1995 [1] . The PSO algorithm derives from the simulation of the bird population and fish foraging behavior. It has characteristics of easy describing, convenient realizing, less adjustment parameters, relatively smaller swarm, less evaluation function times for the convergence, fast convergence speed, parallel processing and good robustness and so on. And it can find the global optimal solution of solving problem by larger probability, and the calculation efficiency is higher than traditional random methods. So the PSO algorithm was proposed to immediately cause widespread concern in evolutionary computation field, and many searchers proposed a large number of research results in a few years. It has been successfully applied in the function optimization, neural network training, fuzzy system control, data classification, pattern recognition, signal processing, robot technology and so on [2] .
The PSO algorithm has the superiority for solving high dimensional complex problems. However, when it encountered search space of local minimal points, it also will show its deficiencies, especially when particles are near to local optimal solution in the space, the search efficiency of population may suddenly reduce [3] . If a new mechanism is provided for the PSO algorithm in falling into local optimum, it can jump out local optimal location with a high probability, and search other area of the solution space. So simulated
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Copyright ⓒ 2015 SERSC annealing (SA) and quantum theory are introduced into the PSO algorithm to change the updating mode of the particles for improving the search speed and the convergence precision, and keep the diversity of the population, avoid falling into local optimum and enhance the global search ability. An improved PSO (SAQPSO) algorithm based on simulated annealing (SA) and quantum theory is proposed in this paper.
Related Works
In allusion to the low computational precision, local optimal solution and slow convergence speed of the PSO algorithm, a lot of searchers proposed many improved PSO algorithms in order improve the optimization performance of the PSO algorithm. Xu et al. proposed an improved particle swarm optimization (IPSO) algorithm with the mutation in weighted gradient direction based on the evaluation of the fitness variance, which can avoid the shorts of easily getting in local extremum and easy in premature convergence [4] . Jiang et al. proposed an improved PSO algorithm for the optimization of short-term generation scheduling [5] . Luo et al. an improved particle swarm optimization (PSO) algorithm for solving non-convex NLP/MINLP problem with equality and/or inequality constraints [6] . Chuang et al. proposed an improved binary particle swarm optimization (IBPSO) to implement feature selection, and the K-nearest neighbor (K-NN) method serves as an evaluator of the IBPSO for gene expression data classification problems [7] . Yuan et al. an improved particle swarm optimization (IPSO) to solve DLED with valve-point effects [8] . Hota et al. presented an improved particle swarm optimization (IPSO) technique for the solution of optimal power generation to short-term hydrothermal scheduling problem [9] . The IPSO technique is suggested that deals with an inequality constraint treatment mechanism called as dynamic search-space squeezing strategy to accelerate the optimization process and simultaneously. Omkar et al. proposed a novel multi-objective optimization algorithm developed on the basis of the Quantum behaved Particle Swarm Optimization (QPSO) paradigm [10] . Niknam et al. proposed a hybrid evolutionary programming based clustering algorithm, called PSO-SA, by combining particle swarm optimization (PSO) and simulated annealing (SA) [11] . Behnamian and Fatemi Ghomi proposed a hybrid approach based on particle swarm optimization (PSO) and simulated annealing (SA) [12] . The hybridization of a PSO with SA, combining the advantages of these two individual components, is the key innovative aspect of the approach. Dong et al. proposed the chaos-PSO (COSPSO) algorithm by introducing the chaos optimization mechanism and a global particle stagnationdisturbance strategy into the basic PSO [13] . Abdel-Kader proposed a new adjustable PSO-GA hybrid multicast routing algorithm which combines PSO with genetic operators [14] . The proposed hybrid technique combines the strengths of PSO and GA to realize the balance between natural selection and good knowledge sharing to provide robust and efficient search of the solution space. Wang et al. presented an improved self-adaptive particle swarm optimization algorithm (ISAPSO) to solve hydrothermal scheduling (HS) problem [15] . Tajbakhsh et al. proposed a very fast hybrid metaheuristic algorithm based on combining particle swarm optimization (PSO) and simulated annealing (SA) [16] . Thanushkodi and Deeba proposed an improved PSO based on the AIS to achieve better solutions [17] . Gao et al. proposed improved particle swarm algorithm (PSO) to ensure the subdivision accuracy of the photoelectric rotary encoder and subdivision multiple of the Moire fringe photoelectric signal [18] . Behrooz et al. presented an improved territorial particle swarm optimization (TPSO) algorithm [19] . Li et al. proposed an improved particle swarm optimization (PSO) algorithm with a neighborhood-redispatch (NR) technique to design an ultrawideband (UWB) antenna [20] . Walid et al. proposed a novel approach by introducing a PSO, which is modified by the ACO algorithm to improve the performance [21] . Ji et al. proposed an improved PSO based on update strategy of double extreme value by analyzing the updating ways of double extreme [22] . Chen et al. proposed chaotic improved PSO-based multi-objective optimization (MOCIPSO) and improved PSO-based multi-objective optimization (MOIPSO) approaches for solving complex multi-objective, mixed integer nonlinear problems such as minimization of power losses and L index in power systems simultaneously [23] . Wu et al. proposed a dual-group interaction quantum-behaved particle swarm optimization (QPSO) algorithm based on random evaluation (DIR-QPSO) by constructing the master-slave sub-groups with different potential well centers, which avoids the rapid disappearance of swarm diversity and enhances the global searching ability through collaboration between subgroups [24] .
Quantum Theory, SA and PSO Algorithm

Simulated Annealing (SA)
Simulated annealing (SA) algorithm was developed by Kirkpatrick [25] , followed by Aarts and Korst based on the Metropolis algorithm from 1953. It is a computational stochastic technique in order to get near global optimum solutions. The SA is inspired from the thermodynamic process of annealing of molten metals to attain the lowest free energy state. When molten metal is slowly cooled, it tends to solidify in a structure of minimum energy. The key of SA algorithm is to allow the occasional worsening moving, so that these can eventually help locate the neighborhood to the global minimum. Boltzmann gave the associated expression of the probability.
 is the change in the energy value from one point to the next, T is the temperature.
For the energy term, E
 refers to the function value, T is a control parameter that regulates the process of annealing. The acceptance criterion is popularly referred to as the Metropolis criterion. Galuber gave the improved acceptance criterion:
Particle Swarm Optimization (PSO) Algorithm
The PSO algorithm is a search algorithm based on the simulation of the social behavior of birds within a flock [2] . The positions of particles within the search space are changed based on the social-psychological tendency of individuals. The changing of particle is influenced by the experience, or knowledge. The consequence of modeling is that the search is processed in order to return toward previously successful regions. Namely, the velocity (
) of the th i particle will be changed by the particle best value ( pbest ) and global best value ( gbest ). The velocity and position updating of the particle is shown by the followed expression: 
Quantum PSO (QPSO) Algorithm
In the classical PSO algorithm, the particle achieves the search by taking determined certain line within a limited search space. And the velocity and position of each particle will restricted by various rail. It likes a flock of birds in the sky, which will reduce the flying speed and shorten the flight distance because of various external factors in search food. And the PSO algorithm can not guarantee that the probability is 1 for the global optimal solution. But in the quantum world, the moving paths of the particles are not be restricted, and are evolved by the time. The evolution process complies with the equation of Schrodinger, so the velocity and position of each particle can not be determined simultaneously. In the PSO system, if the single particle has the quantum behavior, the PSO algorithm will perform the operation according to the given rules. In the PSO algorithm, the quantum state of a particle is described by the wave function
is determined, the average value of any mechanical quantity and distribution of measured value of each particle is completely determined. So Sun proposed a quantum particle swarm optimization (QPSO) algorithm, the performance of the QPSO algorithm is far superior to the general PSO algorithm.
The QPSO algorithm defines the particle in the determined one quantum space of the probability density function. The state of each particle is no longer expressed by the velocity and position. The quantum state is converted into normal state the conversion of Carlo Monte method. The updating equation is described: 
Where  is variable contraction factor of t , the value of  is changed with the value of t . The  is used to control the speed of convergence. 1  , when the random number is greater than 0.5,  is selected, the rest takes "-".
A SAQPSO Algorithm Based on SA and QPSO Algorithm
Although the global search ability of QPSO algorithm is stronger than the standard PSO algorithm, the QPSO algorithm is same as the standard PSO algorithm. With the advancement of evolution, the QPSO algorithm is influenced by the random vibration in the later stage, it need longer search time nearby the global optimal value, and it takes on slow convergence speed, easily traps in local minima and reduces the accuracy. The SA algorithm can greatly improve the performance of the system, increase the information processing and improve the operation speed. So the thought of simulated annealing is introduced into QPSO algorithm in order to propose an improved QPSO (SAQPSO) algorithm based on combining their respective advantages and abandoning their own shortcomings in this paper. In the proposed SAQPSO algorithm, the simulated annealing mechanism is added into the updating process of the velocity and position of each particle. The fitness of evolved population accept the optimal solution according to Metropolis criterion and the worse solution according to the probability in order to jump out the region of local extremum, adaptively adjust the annealing temperature. When the temperature gradually decreased, the particles gradually formed the low energy state and convergence to the global optimal solution. So the proposed SAQPSO algorithm makes up for falling into local optimum of PSO algorithm, and the Metropolis criterion of SA is introduced into PSO algorithm to increase the diversity of particle swarm. The particles can enter the other areas of the solution space to continue to search for the global optimal solution.
The steps of the proposed SAQPSO algorithm is described as follows: Step 2. Calculate the fitness value According to solving objective optimization problem, the fitness value of each individual is calculated by the defined evaluation function. The best position of particle is pbest and global best of population is gbest .
Step 3. Calculate the value of Mbest . The average value ( Mbest ) of the best position of each individual is calculated and the position of each individual is updated according to expression (5) .
Step 4. Calculate the value of particle of the next generation.
Step 5. Calculate the objective function value of each particle . And the values of gbest and pbest are updated promptly.
Step 6. Calculate the caused variation( then a new position is accepted. Otherwise, the old position is kept.
Step 7. Reduce the temperature (T ),the cooling formula is
Step 8. Determine whether the termination condition is meet. If the termination condition is meet, go to Step 9. Otherwise, return Step 2.
Experiment Analysis
In order to test the performance of the proposed SAQPSO algorithm in solving complex optimization problems, some famous benchmark functions are selected in this paper. And the PSO algorithm and QPSO algorithm are select to compare with the proposed SAQPSO algorithm. The parameters of the PSO algorithm, QPSO algorithm and SAQPSO algorithm are selected after testing. The selected ones are those that gave the best computational results concerning both the quality of the solution and the run time needed to achieve this solution. The parameters of three algorithms are given in Table 1 . The experiment environment is: the Pentium IV, 4.0GB RAM, Matlab 7.8. These algorithms are independently run 20. Famous benchmark function expressions are shown Table 2 . As can be seen from the Table 3 , for selected 5 benchmark functions, the proposed SAQPSO algorithm can obtain the best solution by observing and analyzing the experiment results. That's to say, the proposed SAQPSO algorithm takes on better optimization performance than the PSO algorithm and QPSO algorithm in solving 1 function, the proposed SAQPSO algorithm is near to the optimal value (zero). So the experiment results show that the proposed SAQPSO algorithm is more capable to solve the global optimization problems and overcome the premature phenomenon.
F
Conclusion
The PSO algorithm is one of swarm intelligence algorithms, it is also a branch of evolutionary computation. After the random solutions are initialized by the system, the PSO algorithm can search for the optimal value by the iteration. It constantly searches for the global optimal solution by updating the velocity and position of particles. In the application of the PSO algorithm, it has some disadvantages of the low computational precision, local optimal solution and slow convergence speed. So the SA algorithm and quantum theory are introduced into the PSO algorithm in order to improved PSO(SAQPSO) algorithm for improving the search speed and the convergence precision and guaranteeing the simplification and effectiveness, keeping the diversity of the population, avoiding falling into local optimum and enhancing the global search ability. Finally, five benchmark functions with 30 dimensions are selected to test the performance of the SAQPSO algorithm. The
