One of the biggest problems in using artificial neural networks is to determine the best architecture. This is a crucial problem since there are no general rules to select the best architecture structure. Selection of the best architecture is to determine how many neurons should be used in the layers of a network. It is a well-known fact that using a proper architecture structure directly affect the performance of the method. Therefore, various approaches ranging from trial and error method to heuristic optimization algorithms have been suggested to solve this problem in the literature. Although there have been systematical approaches in the literature, trial and error method has been widely used in various applications to find a good architecture. This study propose a new architecture selection method based on statistical and machine learning. The proposed method utilizes regression analysis that is a supervised learning technique in machine learning. In this new architecture selection approach, it is aimed to combine statistical and machine learning to reach good architectures which has high performance. The proposed approach brings a new perspective since it is possible to perform statistical hypothesis tests and to statistically evaluate the obtained results when artificial neural networks are used. The best architecture structure can be statistically determined in the proposed approach. In addition to this, the proposed approach provides some important advantages. This is the first study using a statistical method to utilize statistical hypothesis tests in artificial neural networks. Using regression analysis is easy to use so applying the proposed method is also easy. And, the proposed approach saves time since the best architecture is determined by regression analysis. Furthermore, it is possible to make inference for architectures which is not examined. The proposed approach is applied to three real data sets to show the applicability of the approach. The obtained results show that the proposed method gives very satisfactory results for real data sets.
Introduction
In the past decade, artificial neural networks (ANN) have been successfully used in many areas of engineering and science. 8, 24, 25 However, there are still some problems with using this well-known method. ANN approach is a data driven method so it is very important to select proper components of the method based on the data in order to reach satisfactory results. Finding the best ANN model can be considered as determination of the elements of ANN which can be given as activation function, learning algorithm and architecture structure. 13 Determination of the best model, especially calculation of the weights and selection of the best architecture, is still a difficult problem. 3 Selection of the best architecture is a vital decision that is to determine how many neurons should be used in the layers of a network. It is impossible to examine all architectures and there are no general rules on how to select the best architecture among all possible architectures.
Using a proper architecture directly affect the performance of ANN approach. 4 Therefore, determination of the best architecture is a crucial decision. In the literature, various solution methods have been suggested to make this decision. 2 Some of these methods are based on strategic algorithms such as deletion/substitution/addition, 12 polynomial time, 20 constructive and pruning 21 and iterative construction 19 algorithms. Another group of selection methods are based on some kind of criteria such as weighted information criterion, 13 network information criterion 18 and information entropy. 23 In another group of these methods, statistical methods such as design of experiments, 9 principle component analysis 28 and Box-Jenkins analysis 1,10 are used. Some of selection methods are based on heuristic optimization algorithms such as genetic algorithms 11 and tabu search algorithm. 3 -4 In the literature, the most widely used method is trial and error in spite of systematic selection methods given above. 2, 17 On the other hand, trial and error is not a meticulous method and cannot guarantee to obtain a truly optimal architecture structure. 3 There are many ANN application areas in the literature. One of these application areas is time series forecasting. 15 In this study, we also focus on time series forecasting. However, the proposed approach can be easily used for other application areas since it is very easy to use regression analysis. In order to explain the proposed method better and to show the applicability of it, we applied the proposed approach to real world time series.
Forecasting in time series is an important issue in which many practitioners and researchers from different fields have interested. 5 In the time series literature, various approaches range from probabilistic models to advanced intelligent techniques have been utilized to obtain more accurate forecasts. 7 In recent years, ANN approach has been one of the most preferred methods for time series forecasting since the method has proved its success in many forecasting applications. 6 When ANN method is utilized in forecasting, determination of the best architecture which produces the most accurate forecasts is a vital decision. For every examined architecture, a performance measure which is computed based on the difference between forecasts and the corresponding observations in test set is calculated. The closer the forecasts to the observation values, the better the architecture produces these forecasts. According to this, the best architecture with the best performance measure value is tried to be determined.
As mentioned above, various efficient methods have been suggested in the literature to solve the architecture selection problem in ANN. The most widely used method is trial and error to determine a proper architecture since it is not so easy to use complex algorithms of these previous methods for a specific real world problem. This motivated us to suggest a practical and at the same time a reliable method to determine a good architecture. This study proposes a new architecture selection approach in which linear regression analysis is employed to determine the best ANN architecture. The proposed approach brings a new perspective since it combines the power of Statistics and machine learning. When the proposed approach is used, it is possible to perform statistical hypothesis tests. Therefore, the obtained results can be statistically evaluated and interpreted. And, it can be statistically proved that the best architecture is significant when the proposed approach is employed. In addition to this, it is possible to statistically examine the effect of number of neurons on the performance of ANN method according to the data. This is a very important advantage provided by the proposed approach since after generating a regression model by examining some architectures, it is possible to make inference for other unexamined architectures without examining these ones. Statistically speaking examined and unexamined architectures can be considered as in sample and out of sample, respectively. Thus, computational cost of the proposed approach is very low since it is possible to make inference for many architectures without performing any computations. As far as I know, previous methods proposed in the literature to solve architecture selection problem does not provide these advantages provided by the proposed approach. To sum up, a new approach in which statistical hypothesis tests are utilized in the selection of the best architecture is firstly proposed in this study. In this sense, the proposed approach brings a new perspective to ANN and provides some important advantages such as determining the best ANN model statistically and saving time. Also, it is easy to apply the proposed method since linear regression analysis can be easily performed.
In the proposed approach, while the architecture selection problem is being solved by a statistical method of linear regression analysis, effect of number of neurons in layers on the performance of ANN method can be statistically evaluated by linear regression analysis. When ANN is employed to forecast time series, the measure of the performance of ANN architectures is forecasting error which can be computed based on the difference between forecasts and corresponding observations in the test set. The less the forecasting error, the better the architecture produces these forecasts. In the architecture selection process, the aim is to determine an architecture with the minimum forecasting error. The proposed approach is the first study in the literature that the correlation structure between the numbers of neurons in layers and forecasting error is statistically defined. When this correlation structure is correctly specified by a linear regression model, it is possible to statistically show whether or not the numbers of input or hidden neurons have a significant effect on the forecasting performance of architectures. In regression analysis, a dependent variable is considered to be a function of one or more independent variables. Forecasting error and the numbers of neurons in layers are dependent and independent variables respectively, for regression analysis in the proposed approach. After performing linear regression analysis over some architectures, it is possible to make inference by generated regression model. After examining some architectures and generating a regression model, predictions can be obtained for the performances of unexamined architectures by using this regression model. In other words, forecasting error values of unexamined architectures can be predicted by a significant regression model. Therefore, it is not necessary to examine infinite number of architectures. It is already impossible. However, it is possible to predict the performance of any architecture when the proposed approach is utilized. This is a very important advantage provided by the approach suggested in this study. Since computational cost of regression analysis is very low and only a specified number of architecture is examined, the computational cost of the proposed method is low. And, the suggested approach is very practical and time saving.
It is a well-known fact that the most preferred method for architecture selection problem is trial and error because of its easy implementation. In trial and error method, a predefined number of architecture is examined and the architecture with the best performance is determined as the best one. On the other hand, there is infinite number of possible architectures. An architecture is selected among examined ones in trial and error method. When the proposed approach is used, a predefined number of architecture is investigated and a regression model is generated which reflects the correlation structure between the numbers of input or hidden neurons and forecasting error of architectures. Linear regression analysis is a well-known method and it is very easy to apply this method. Like in trial and error method, some architectures are examined in the proposed approach. Unlike trial and error method, it is possible to predict the performance of any unexamined architecture when the proposed approach is utilized. Therefore, using the proposed approach is as easy as trial and error method. Besides, the proposed approach provides an important advantage that the performance of any unexamined architecture can be predicted without examining all possible architectures. Furthermore, all obtained results can be statistically evaluated and whether or not the best architecture is significant can be statistically shown when the proposed approach is employed. Consequently, the proposed method is both a practical and a reliable method.
The proposed hybrid approach is applied to three real world time series in order to show the applicability of the method. Turkey's Consumer Price Index (CPI), Turkish Liras / Euro exchange rates (TL/EUR) and, the number of international tourist arrival to Turkey (NITA) are forecasted using the proposed approach. All obtained results are given and interpreted. As a result of the implementation, it is shown that the proposed approach gives accurate forecasts for these real world time series. In the next section of the paper, brief information about ANN is given. Section 3 introduces the proposed hybrid approach. Section 4 presents the application and the obtained results. Finally, the last chapter concludes the paper.
Artificial Neural Networks
An artificial neural network is a mathematical model that mimics the functionalities and structure of biological neural networks. 16 By training ANN models, the processes and relationships that are inherent within the data are tried to be represented. 22 ANN models consist of three main elements such as learning algorithm, activation function and architecture structure. When an ANN model is constructed, it is very crucial to determine proper components of ANN according the data since ANN method is a data driven method. If these components are properly determined, the ANN model composed of these components will have a good performance.
There are different types of architectural structures of ANN in the literature. For example, feed forward neural networks, recurrent neural networks and multiplicative neural networks can be given. Feed forward neural networks have been most preferred type in the literature since it is easy to apply and they have proved their success in many applications. Feed forward neural networks includes three layers which are input, hidden and output layers. All of these layers include neurons. It is possible to use more than one hidden layer in the architecture structure. As mentioned before determining the number of neurons in these layers is called architecture selection problem. A feed forward neural network architecture is depicted in Fig. 1 . In the architecture given in Fig. 1 , one hidden layer is included. Also, this architecture has n, 4, and 1 neurons in input, hidden and output layers, respectively. This representation can be considered as a visual representation of a mathematical function. And, this function represents a mathematical model. This function is generated based on the number of neurons and activation functions used in these neurons. The data is the input for this network. In other words, the data is the input for this function. In Fig. 1 , X 1 , X 2 , …, X n are input values and Y is the corresponding output value which is the output of the network. When such an architecture is used for time series forecasting, input and output values are lagged variables and the prediction, respectively.
Fig. 1: A feed forward neural network architecture
Activation function performs nonlinear mapping between inputs and outputs of each neuron. Therefore, it is a key component for ANN. ANN models can learn nonlinear structures from the data by this component. In all neurons, same or different activation functions can be used. After the number of neurons and activation functions are determined, the network model is trained by using a learning algorithm. As seen from Fig. 1 , all neurons in different layers are connected to each other by a weight. Direction of all connections is forward since it is a feed forward neural network. These weight values can be considered as the parameters of this mathematical model. The best output value can be obtained for the best weight values. And, the best weight values are computed by a learning algorithm. Therefore, learning algorithm is an optimization algorithm and tries to find optimum weight values in order to reach desired output values. Training algorithm has important effect on the performance of ANN method. 23 Weights can be considered as parameters of the forecasting ANN model when this ANN model is applied to time series.
Other key concepts in ANN are training and test sets. Training set represents the part of the data which is used for training. The rest of the data can be used as test set. The length of the training set has an effect on the training process of the network. Observations in the test set are desired outputs or target values. By using a performance measure, the performance of ANN model can be evaluated over the test set. Therefore, determining the length of training and test sets, and performance measure is also important in usage of ANN approach. Also, the detailed information about using feed forward neural networks in time series forecasting can be found in studies by Zhang et al., 27 and Gunay et al., 14 .
The Proposed Method
As mentioned before, ANN has some components. And, there are many options for each of these components. It is a well-known fact that it is impossible to examine all options for all components. Therefore, while a component is being determined, other components can be fixed like in many studies available in the literature. 3 -5, 9, 13 In a similar way, in the proposed approach, some components are fixed in order to determine the best architecture. At the same time, the proposed architecture selection method can be easily used for any options of other components such as initial weight values, activation function, and training algorithm. In the implementation section, the determined constants are given when the proposed approach are applied to real time series.
In this section, how the proposed approach can be used is clearly and simply explained. The steps of the proposed approach can be given as follows:
Step 1 The number of architectures which will be examined is specified.
It is recommended that at least 50 architectures should be examined since regression analysis can produce significant results. It can be exemplified on an example problem in order to explain the proposed method better. Like in most applications, let only one neuron is used in output layer. In this case, the architecture selection problem is to determine the numbers of neurons in input and hidden layers. For example, the number of neurons in input and hidden layers can be changed between 1 and 12. Thus, 144 architectures are investigated.
Step 2 Initial weight values for specified architectures are randomly generated.
It is a well-known fact that the results obtained from the learning algorithm depend on the initial values of weights. If the initial values are changed, the obtained results will change. In most computer program, the initial weight values are already determined randomly.
Step 3
Performances of all architectures specified in the previous step are evaluated. A performance measure is calculated for each architecture. For example, root mean square error (RMSE) value can be calculated for each architecture to measure the performance of an architecture. For 144 architectures, 144 corresponding RMSE value is calculated.
Step 4 Linear regression analysis is performed and a regression model is obtained.
Performance measure values and the numbers of neurons in the layers are dependent and independent variables, respectively. After the regression analysis, a regression model given below can be obtained.
where where y perf , x input and x hidden represent performance measure value, the number of neurons in input layer, and the number of neurons in output layer, respectively. For example, if 144 architectures are examined, there are 144 (x input , x hidden ) data points (input, hidden=1,2,…,144). Each of these points represents an architecture. For instance, (2, 8) represents an architecture that has 2 and 8 neurons in input and hidden layers, respectively. Also, there are 144 corresponding y perf (perf =1,2,…,144) performance measure values for all architectures. In other words, 144 RMSE values are obtained. β 0 , β 1 and β 2 coefficients are the parameters of the regression model. These coefficients are also called regression coefficients. The best values of these parameters are determined by using 144 observations.
Step 5
The significance of the regression model generated in the previous step is tested. The obtained regression model should be statistically significant in order to reach general results. By using F-test, statistical significance of the model can be easily checked. This model explains the relation between RMSE value and the numbers of neurons in input and hidden layers. If the regression model is not statistically significant, return to Step 2. Otherwise, go to the next step.
Herein, it is possible that a loop could appear if a significant regression model is not obtained. This loop can easily be checked by adding a variable to the algorithm. And, if a significant regression model is not obtained for a specified number of iteration, the algorithm is terminated. This means that there is no a significant relation between RMSE value and the numbers of neurons in input and hidden layers. In this case, the best architecture found so far is given as the most proper architecture. According to this, if the regression model is not statistically significant, return to Step 2 and k=k+1 (initial value of k is 0). If k is less than IB, then go to the Step 2. Otherwise, terminate the algorithm and give the best architecture found so far as the most proper architecture. IB is a pre-defined iteration number and its value can be specified by the user. For example, this value can take as 50. If IB equals to 50, this means that the algorithm goes back to Step 2 at most 50 times to obtain a significant regression model. Each time it starts from Step 2, all obtained forecasting results are changed since initial weight values for architectures are randomly generated.
Step 6
The significance of the coefficients of the regression model is checked.
It is a well-known fact that at least one coefficient of the regression model is significant if the model is significant. All coefficients are tested by using t-test. The significant coefficients are determined. For example, if β 1 is statistically significant, it means that the number of neurons in input layer has a significant impact on RMSE value. In other words, the variation in the number of neurons in input layer explains the variation in RMSE value. As a result of this algorithm, a regression model and the related test statistics are given. According to the information obtained from the regression model, a proper architecture can be easily determined.
The Implementation
In the implementation, the proposed approach is applied to three real world time series. These series are; All time series include 100 observations. When artificial neural networks is applied to these time series, the first 90 and the last 10 observations are used for training and testing, respectively. The components of artificial neural networks are explained below.
An architecture structure of feed forward neural networks that includes one hidden layer and one neuron in the output layer is employed. For the beginning, 144 architectures are generated by changing the number of neurons in both input and hidden layers between 1 and 12. In other words, the number of architectures is specified as 144.
For neurons in hidden layer logistic activation function is used while a linear activation function is employed for the neuron in output layer.
Levenberg-Marquardt back propagation algorithm is used as training algorithm because of its high convergence speed. This algorithm is already the default learning algorithm in Matlab computer package.
RMSE criterion is used as the performance measure. The related formula of RMSE is given below.
where d i and z i represent the observation value for time i and the output value obtained from a neural network model for time i, respectively. n is the length of the test set. Thus, n is equal to 10 in the implementation.
The algorithm of the proposed method is coded in Matlab R2016b computer package. And, all computations are also performed in Matlab R2016b.
Finally, IB is taken as 5. As a result of the implementation, all obtained results are reported in Table 1 and Table 2 . In Table 1 , all obtained regression models, the related F test statistics and their probability values are given. In Table 2 , 95% confidence intervals for the coefficients β 1 and β 2 are presented. According to these tables, a good architecture can easily be determined for each time series. Null hypothesis for the significance of the regression model is as follows:
If the related probability value for the F test statistic is less than 0.05, the null hypothesis is rejected. In this case, it can be said that the regression model is significant at the 95% confidence level. When Table  1 is examined, it is clearly seen that all obtained regression models for all time series are significant at the 95% confidence level.
For example, the regression model given below is obtained for CPI time series.
RMSE CPI = 4.958 + 0.499x input + 0.269x hidden As mentioned above, this regression model is significant at the 95% confidence level since the probability value of F test statistic for this model is 6.61*10 -4 and it is less than 0.05. Thus, we can statistically say that variation in RMSE can be explained by this model. Then, the significance of the coefficients of the model should be checked. In Table  2 , the 95% confidence intervals for the coefficients can be seen. These confidence intervals for the coefficients β 1 and β 2 are as follows:
0.211<β 1 <0.788 -0.019<β 2 <0.558 β 2 is not statistically significant since the 95% confidence intervals for β 2 includes 0. On the other hand, it can be said that β 1 is significant at the 95% confidence level. That is, variation in the number of neurons in the hidden layer is not significant in explaining variation in performance of neural networks. And, it can be statistically said that variation in RMSE can be explained by variation in the number of neurons in the input layer. According to this, any number can be used for the number of neurons in the hidden layer since it does not have an important impact on the performance of neural networks. On the other hand, if the number of neurons in input layer is increased by 1, RMSE value will increase 123.43. Therefore, using a small architecture which includes few neurons in the input layer would be wiser when CPI time series is forecasted by feed forward neural networks. In this case, it is not necessary to examine any other architectures for CPI time series since RMSE value will increase if the number of neurons in input layer is increased. In other words, an increase in the number of neurons in input layer will decrease the performance of neural network models. Therefore, there is no need to make any inference for other architectures. The best architecture among the examined 144 architectures should be used to forecast CPI time series. For CPI, this architecture is the one (3-7-1) which has 3 and 7 neurons in the input and in the hidden layers, respectively. When the proposed approach is used, it can be statistically said at the 95% confidence level that 3-7-1 architecture should be utilized to forecast CPI time series.
It is well-known that inputs of a network are lagged variables of time series when ANN approach is used for time series forecasting. For example, 3-7-1 means that three lagged variables are utilized since this architecture includes three inputs. Let x t represents CPI time series. Three inputs are lagged variables of CPI time series such as X t-1 , X t-2 and X t-3 .
In order to show the forecasting performance of 3-7-1 architecture for CPI, the graph of observations and the forecasts obtained from this architecture for the test set are depicted in Fig. 2 . In this graph, vertical and horizontal axis represent Turkey's Consumer Price Index and dates, respectively. When this graph is examined, it is obvious that fitness between the observations in the test sets and the corresponding forecasts is very good. In other words, 3-7-1 architecture produces very accurate forecasts for CPI data.
Consequently, for CPI data, it is statistically determined that 3-7-1 is the best architecture which produces very accurate results. When CPI data is forecasted by ANN, 3-7-1 architecture should be used. 144 architectures were examined and the best one among them was selected as the best architecture. However, it should be noted that by using the proposed approach, it can be statistically said that examining 144 architectures is enough and there is no need to examine other architectures. Also, it is visually shown that the forecasting performance of this architecture is very good. In a similar way, the best architectures can be easily determined for other real world time series.
Fig. 2: The observations and the forecasts obtained from 3-7-1 for the test set of CPI
As mentioned before, when the proposed method is applied, it is possible to make inference for architectures which is not examined. There are so many architectures and it is not possible to examine each of them. And, there are no general rules to determine the best architecture. This advantage of the proposed method is very important since the performance of any unexamined architecture can be statistically predicted without examining all possible architectures. In order to show this feature of the proposed approach, the three real world time series are used. RMSE values for some unexamined architecture are calculated by using obtained regression models. Also by using same ANN architectures, RMSE values computed over the difference between observations and the forecasts obtained from these architectures are calculated. Then, accuracy of RMSE values obtained from the regression models are tested by making a comparison. As mentioned above, 144 architectures were examined by changing the number of neurons in both input and hidden layers between 1 and 12. Therefore, an architecture which has more than 12 neurons in the hidden layer or in the input layer was not examined. In Table 3 , RMSE values obtained from the regression model given in (1) (CPI_REG) and RMSE values obtained from corresponding ANN architectures (CPI_ANN) are presented for some unexamined architectures. These values were calculated for CPI time series. In Table 3 , #Input and #Hidden represent the number of neurons in input and hidden layers, respectively. Table 3 are unexamined. In other words, these architectures are out of sample. For example, 2-17-1 architecture was not examined when regression models were generated but it is possible to predict a RMSE value for this architecture by using the regression model given in (1) . For this architecture, RMSE value can be easily calculated as follows:
All architectures in
4.959+0.499*2+0269*17=10.53
When CPI time series is forecasted by 2-17-1 architecture, RMSE value for the test set is calculated as 10.81. However, this RMSE value can be easily predicted by using the regression model given in (1) as above. When Table 3 is examined, it is clearly seen that the regression model given in (1) produces very good predictions for all out of sample architectures.
These RMSE values obtained from the regression model and ANN method are very close. For example, it can be said that 11-13-1 architecture will produce better forecasts than those obtained from 15-13-1 architecture without using ANN method (13.94 < 15.94). For example, a decision maker could want to use these 14 architectures which are out of sample. In this case, by just using the regression model in (1) , it can be said that 3-13-1 architecture should be used instead of using all of these architectures. The reason of this is that among all these architectures, 3-13-1 architecture has the smallest RMSE prediction value (9.95). Similar inferences can be easily made by using the regression model.
It should be noted that all this inferences are made after a statistical process. Therefore, all of these conclusions are based on a statistical process. As mentioned before, ANN approach was employed again in order to make a comparison to prove the accuracy of generated regression models.
The accuracy of the regression model can also be evaluated by using statistical hypothesis tests. If the difference between the RMSE values obtained from regression model and from ANN method is not significant, it is obvious that the regression model gives accurate results for CPI data. It is possible to statistically test this difference between CPI_REG and CPI_ANN values presented in Table 4 . According to Table  4 , since all probability values is greater than 0.05, the difference between the RMSE values obtained from determined regression models given in (1), (2) and (3) and from ANN method is not significant at the 95% confidence level. Thus, it can be statistically said that the determined regression models produce accurate results for all real world time series. It is also possible to examine visually the accuracy of the regression model given in (1) . For these 14 out of sample architectures, the graph of the predicted RMSE values obtained from the regression model in (1) and RMSE values obtained from ANN method is given in Fig. 3 for CPI series. In this graph, vertical and horizontal axis represent RMSE values and architectures, respectively. As seen from this figure, RMSE predictions for each out of sample architecture are good. The fitness is also very good.
In a similar way, all RMSE prediction values from the regression models and corresponding RMSE values obtained from ANN method for out of sample architectures are presented in Table 5 . In Table  5 , RMSE values obtained from ANN method are represented by TL/EUR_ANN, and NITA_ ANN for time series TL/EUR and NITA, respectively. For each series, TL/EUR_REG and NITA_REG represent predicted RMSE values obtained from the regression models given in (2) and (3), respectively. In this table, #Input and #Hidden represent the number of neurons in input and hidden layers, respectively. According to Table 5 , it is obvious that the regression models produce very good predictions for out of sample architectures. In other words, inference ability of the proposed approach is satisfactory.
Consequently, it can be clearly said that applying the proposed hybrid approach to these real world time series produces very accurate forecasts. This is an expected result since the proposed method is based on a statistical process. In a similar way, it is expected that the proposed hybrid approach can produce accurate results for other real world time series because of advantages of the method. 
Fig. 3: RMSE values obtained from the regression model and ANN method for out of sample architectures

Conclusion
Determining the number of neurons in the layers of a network is a vital step. A proper architecture has to be found in order to reach good results. In the literature, there are no general rules to find a good architecture for any data. There have been some methods suggested to determine a good architecture but trial and error method is still the most preferred one. This is because it is very easy to use this method. In trial and error method, only a specified number of architecture is examined and the architecture which has the best performance is determined as the best one. Consequently, an architecture is selected among examined ones although there is infinite number of possible architectures. Therefore, this method is not reliable. In the literature, some efficient methods have been suggested to find a good architecture. These suggested methods are systematic and reliable. However, it is not easy to utilize most of them because of complex algorithms of these methods. Therefore, trial and error method is the most preferred method although it is not a systematic and a reliable method to determine a good architecture.
In this study, a practical and at the same time a reliable method to determine a good architecture is proposed. The proposed architecture selection approach which uses statistical and machine learning for determining the best ANN architecture is suggested. It is easy to use the proposed approach since it is very easy to utilize linear regression analysis. In addition to this, the proposed hybrid approach combining the power of statistics and the computational power of ANN brings a new perspective. This is because it is possible to perform statistical hypothesis tests when the proposed approach is employed. And, it is possible to statistically define the correlation structure between the numbers of neurons in the layers and the performance of architectures. Therefore, all obtained results can be statistically evaluated and interpreted. The effects of the numbers of neurons in input or hidden layers on forecasting performance of ANN method can be statistically evaluated when the proposed approach is used. Also, it is possible to predict forecasting performance of any architecture by easily using regression models instead of using ANN architectures again and again. At the same time, this means that computational cost of the proposed approach is very low since it is possible to make inference for many architectures without performing complex computations. These advantages of the proposed method are already given in the introduction section in detail. The other solution approaches available in the literature does not include the advantages provided by the proposed selection approach.
The proposed approach is also applied to three real world time series in order to show the applicability of the method. The all obtained results are presented and discussed. As a result of the implementation, it is clearly seen that the proposed approach produces very satisfactory and consistent forecasting results for these real world time series.
