Abstract-The potential of relay selection (RS) has been well appreciated. However if the control channels, conveying information on the selected relay node (RN), are unreliable, the gains of RS diminish. This is because the transmitting RN might not be the one maximizing the employed utility function. Furthermore, more than one of the RNs might end up transmitting, an event that could be performance degrading. It is also likely that no RN transmits, which is very undesirable. In this paper we assume decode-and-forward and present closed form expressions for the outage probability (OP) under Rayleigh fading when two potential RNs are available and the control information related to RS is corrupted by errors. We show that when control channels are unreliable, the OP performance degrades significantly and reaches a floor as the signal-to-noise ratio of the RN-to-destination data channel grows. Furthermore when control channels are very unreliable, suboptimal schemes not requiring control information, like repetition coding, outperform RS.
I. INTRODUCTION
The use of relay nodes (RNs) is shown to greatly benefit wireless systems and their importance for future networks has been well recognized [1] , [2] . RNs can bring significant diversity gains as well as other benefits to wireless networks without requiring costly multi-antenna nodes [3] . A spectrally efficient way to utilize RNs is through single relay selection (RS), where the RN optimizing a given metric is chosen to transmit amongst the available RNs [4] - [7] .
Centralized RS requires that information on the chosen RN is reliably distributed to all RNs in order for each RN to know whether it should transmit or remain silent. Therefore the effectiveness of RS heavily relies on the reliability of the control channels between the entity performing RS and the RNs. As shown in [8] , [9] , control channels introduce errors which can greatly degrade network performance. [4] - [7] are dedicated to analyzing and evaluating performance of RS. However to the best of the authors' knowledge the RS performance has not been studied as a function of the reliability of the control information.
In this paper we consider a source node that communicates with a destination node with the aid of two RNs employing decode-and-forward (DF). A central network entity (CNE) 1 collects estimates of the channels between the destination 1 The CNE is a logical entity that can be implemented for instance at the destination or the source node. and the RNs and selects the RN providing maximum signalto-noise ratio (SNR). The index of the selected RN is fed back by the CNE to the RNs through control channels that introduce errors. In this paper we consider two potential RNs and we model control channels as a two-input four-output binary asymmetric channel (BAC). We derive closed-form expressions for the outage probability (OP) under Rayleigh fading as a function of the error probability of the control information. We show that unreliable control information results in a degraded OP performance; OP reaches a floor as the SNR of the relay-to-destination data channel grows. It is also shown that when control channels are very unreliable, it is preferable to switch-off RS and employ suboptimal schemes like repetition coding that are nonetheless robust as they do not rely on control information.
II. SYSTEM MODEL
We consider a system comprising a source node S, a destination node D and two half-duplex RNs, R k , k = 1, 2. It is assumed that there is no direct S → D connection, i.e., S communicates with D only via the RNs. S transmits a symbol s of energy E s and the RNs employ the DF protocol assuming they are always able to decode s. The channel coefficients of the R k → D data links h k , k = 1, 2 are modeled as independent and non-identically distributed (INID) zero mean complex Gaussian random variables (RVs), i.e., h k ∼ CN (0,γ k /2),
N0 is the average SNR of the link. N 0 denotes the one side power spectral density of the zero-mean circularly symmetric additive white Gaussian noise and E [.] denotes expectation. The envelope |h k | of these RVs follows the Rayleigh distribution with probability distribution function
, are exponentially distributed RVs whose cumulative distribution function (CDF) is
The probability density function (PDF) of these RVs is
III. PERFORMANCE ANALYSIS
In this section we model the control channel for RS and analyze the OP performance as a function of the error probabilities of the control channel. To compare the achievable performance we employ repetition coding (REP) with selection combining (SC) or maximal ratio combining (MRC). This is a suboptimal scheme that requires no control information and acts as our baseline.
A. Repetition Coding
The simplest transmission scheme would be to allow the RNs to transmit the decoded source symbol to D in a repetitive fashion, one after the other in three time slots [3] . In the first slot, S transmits a symbol s to RNs which decode it. In the second slot, R 1 forwards s to D while R 2 remains silent. In the third slot, R 2 forwards s to D, while R 1 remains silent. D performs diversity combining, e.g., MRC or the simpler SC.
1) Selection Combining: For the SC case, D decodes the signal of the RN providing the highest SNR [3] 
Using the mutual information definition, the OP for a source transmit rate of R bits/s/Hz is
where γ rep = 2 3R − 1 and F γmax (x) is the CDF of the maximum of γ 1 and γ 2 . The pre-log factor 
In the considered case of two exponentially distributed RVs, this results in
By plugging (4) into (3), the OP of REP-SC scheme is P
2) Maximal Ratio Combining:
For the MRC case it is assumed that D has perfect channel state information (CSI) of the R k → D links, where k = 1, 2. The end SNR after the signal combining is [11] 
To obtain the CDF of γ MRC we use the the moment-generating function (MGF) approach [10] . By definition, the MGF of γ k is
As γ 1 and γ 2 are independent, the MGF of γ MRC equals
The CDF of γ MRC can be obtained as follows
1. An illustration of the control channels between CNE and R 1 , R 2 which are modeled as a two-input four-output binary asymmetric channel (BAC).
where L −1 {., .} denotes the inverse Laplace transform. From (7) and (8) and after some manipulation, we obtain
The resulting OP for this scheme can be obtained directly from the above CDF, i.e., P
B. Relay Selection with Unreliable Control Information
As previously discussed, repetition coding with two RNs requires three time slots, a fact that limits performance. A more efficient scheme is to allow the CNE select a single RN for transmission, the one providing the maximum R k → D SNR. This scheme requires two time slots for transmission, which provides a significant advantage compared to repetition coding as the capacity pre-log factor in this case is only 1 2 . Without loss of generality we assume that the CNE is implemented at D. Since two RNs are assumed, let X ∈ {0, 1} be a discrete RV representing the index of the selected RN which is fed back by the CNE to R 1 and R 2 through the control channels, where
where E {.} denotes expectation and Pr [.] denotes probability. After some manipulation, we obtain the expression of (11) for
Let Y 1 , Y 2 ∈ {0, 1} be the indices of the selected RN as received by R 1 and R 2 respectively. The control channels from CNE to R 1 and R 2 are assumed to be unreliable, i.e., X might
not be decoded correctly by R 1 and/or R 2 and this can prevent the RN with the best SNR to D from transmitting. Regarding transmission, the following four events can occur:
Therefore, the CDF of RS with unreliable control information can be expressed as
For a source transmit rate of R bits/s/Hz the OP when feedback is unreliable is P RS out (γ rs ) = F γRS (γ rs ), where γ rs = 2 2R − 1.Therefore in order to express the above CDF, and thus the related OP, in closed form it is necessary to evaluate the probabilities of occurrence of the above events and to express the related CDFs F γmin (x) and F γsum (x), as F γmax (x) is given by (4) . The minimum of a set of K exponentially distributed RVs γ 2 , γ 2 , . . . , γ K , with λ k = 
The
, is exponentially distributed with the following CDF
where γrs . Fig. 1 illustrates the control channel between CNE and R 1 , R 2 which is modeled as a two-input four-output BAC. The conditional probabilities of the eight different states of the system are as follows
where
Regarding the probabilities of transmission events, from the law of total probability it follows that for k = 1, 2, 3, 4
Therefore by plugging (15) and (10) into (16) we obtain the following expressions for the transmission event probabilities
To express the CDF of RS as a function of the error probabilities, we plug the values for the transmission event probabilities of (17) and the CDFs given by (4), (13) and (14) into (12) yielding the OP expression of (18). After some algebraic manipulation we obtain the final expression (19) for P RS out (γ rs ), where
Outage Probability Lower Bound: For the ideal case where control information is always reliable, we obtain the following lower bound for the OP of RS
It can be observed that P
showing that RS with reliable control information is always more efficient than REP in terms of OP.
IV. PERFORMANCE EVALUATION
To evaluate the OP performance of RS under unreliable control information we need to express the transition probabilities of (15). Let P e,1 = Pr [Y 1 = X] and P e,2 = Pr [Y 2 = X] be the bit error probabilities on the control links CNE → R 1 and CNE → R 2 respectively, which are assumed to be independent, i.e., Pr [Y 1 = X, Y 2 = X] = P e,1 P e,2 . In this case the values of (15) can be expressed in terms of P e,1 and P e,2 as follows
(22a)
1 and 2 take the value of (22a) as they represent the event when the control bit X is decoded correctly by R 1 and incorrectly by R 2 , α 1 and α 2 take the value of (22b) as the bit is decoded incorrectly by R 1 and correctly by R 2 , and β 1 and β 2 take the value of (22c) as the bit is decoded incorrectly by both R 1 and R 2 .
For the present evaluation we consider that the R 1 → D and R 2 → D data channels are independent and identically distributed. The analytical results are validated by Monte Carlo simulations and it can be seen that there is perfect match. Fig. 2 plots the achieved OP versus the average SNR γ k = E s /N 0 of the R k → D data channels, where k = 1, 2, for the baseline repetition coding scheme with SC (REP-SC) and MRC (REP-MRC), the lower bound of RS (RS-LB) and the RS with unreliable control information. For the latter case we plot the OP for P e = P e,1 = P e,2 = 10 −1 , P e = 10 −2
and P e = 10 −3 . It is clear that as the data channel average SNRγ k grows, the errors introduced by the unreliable control channel degrade the OP performance significantly and result in a floor for OP. It can be seen that when SNR exceeds 18 dB, even the simple REP-SC achieves lower OP than RS when P e is higher than 10 −2 . Fig. 3 plots the OP versus P e for all considered schemes whenγ 1 =γ 2 = 10 dB. For this SNR, although the OP of RS increases as P e grows, RS achieves better performance than both REP schemes. this high SNR regime REP-SC outperforms RS when P e is greater than 10 −2.6 , while REP-MRC outperforms RS when P e is greater than 10 −2.9 . It should be noted that although the schemes that do not rely on control information, i.e., REP-SC and REP-MRC are suboptimal, they outperform RS when control channels are unreliable. This shows the importance of the quality of control information.
Figs. 5 and 6 plot the OP of the RS scheme as a function of the error probabilities of the control channels P e,1 and P e,2 when the average SNR of the data channelsγ k is 10 and 20 dB respectively and R = 1 bit/s/Hz. These plots show how the difference between P e,1 and P e,2 affects performance. More specifically, forγ 1 =γ 2 = 10 dB (medium SNR case), the difference between P e,1 and P e,2 does not have very high impact on OP. However, in the high SNR of 20 dB and when P e,1 and P e,2 take high values (above 0.4), the more similar the values of P e,1 and P e,2 are, the lower the achieved OP. This trend shows that when control channels are highly unreliable, performance is better when the degree of unreliability is similar across control channels.
V. CONCLUSION
In this paper we investigated the impact of the reliability of control information on the performance of relay selection. To this end we derived closed-form expressions for the outage probability of single relay selection when the control channels Fig. 3 . Outage probability versus control channel bit error probability Pe = P e,1 = P e,2 when R = 1 bit/s/Hz andγ 1 =γ 2 = 10 dB. or when the average data channel SNR is low. In high SNR and/or when the error probability in the control channels is high, suboptimal schemes like repetition coding, requiring no control information, are more robust.
