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INTERPOLATING OPERATOR JENSEN-TYPE INEQUALITIES
FOR LOG-CONVEX AND SUPERQUADRATIC FUNCTIONS
MOJTABA BAKHERAD1, MOHSEN KIAN2, MARIO KRNIC´3 AND SEYYED ALIREZA
AHMADI4
Abstract. Motivated by some recently established operator Jensen-type inequal-
ities related to a usual convexity, in the present paper we derive several more
accurate operator Jensen-type inequalities for certain subclasses of convex func-
tions. More precisely, we obtain interpolating series of Jensen-type inequalities for
log-convex and non-negative superquadratic functions. In particular, we obtain
the corresponding refinements of the Jensen-Mercer operator inequality for such
classes of functions.
1. Introduction
Let B(H ) be the C∗-algebra of all bounded linear operators on a complex Hilbert
space H with an identity I, and let B(H )h stands for the real subspace of B(H )
consisting of all self-adjoint operators on H . An operator A ∈ B(H )h is called
positive if 〈Ax, x〉 ≥ 0 for all x ∈ H , and we then write A ≥ 0. In addition, we
write A > 0 if A is a positive invertible operator. For A,B ∈ B(H )h we say B ≥ A
if B − A ≥ 0. A map Φ on B(H ) is said to be positive if Φ(A) ≥ 0 for each A ≥ 0
and is called unital if Φ(I) = I.
The continuous functional calculus is based on the Gelfand map f 7→ f(A) which
is a ∗-isometric isomorphism between the C∗-algebra C(sp(A)) of all complex-valued
continuous functions acting on the spectrum sp(A) of a self-adjoint operator A and
the C∗-algebra generated by I and A. The following order preserving property
is a consequence of the continuous functional calculus: If f, g ∈ C(sp(A)), then
f(t) ≥ g(t), t ∈ sp(A), implies that f(A) ≥ g(A).
A function f : J → R is convex if
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y) (1.1)
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for all α ∈ [0, 1] and all x, y ∈ J . On the other hand, if α 6∈ [0, 1] and x, y ∈ J such
that αx+ (1− α)y ∈ J , then the last inequality takes form
αf(x) + (1− α)f(y) ≤ f(αx+ (1− α)y). (1.2)
The relation (1.1) is the most simplest form of the Jensen inequality.
In this article we deal with operator inequalities of the Jensen-type. One of
the most famous operator forms of the Jensen inequality is the Davis-Choi-Jensen
inequality which is related to operator convexity. Recall that a continuous function
f : J → R is operator convex if f(αA+ (1−α)B) ≤ αf(A) + (1−α)f(B) holds for
all A,B ∈ B(H )h with spectra in J and all α ∈ [0, 1]. Then, the Davis-Choi-Jensen
inequality asserts that if f : J → R is operator convex, then f(Φ(A)) ≤ Φ(f(A))
holds for any unital positive linear map Φ on B(H ) and any A ∈ B(H )h with
spectrum contained in J . For some other versions of the Jensen operator inequality
related to operator convexity, the reader is referred to monograph [5] and references
therein.
On the other hand, considerable attention is also paid to operator Jensen-type in-
equalities referring to a mere convexity. Among them, the Jensen-Mercer inequality
(see [8]) asserts that if f : [m,M ] → R is a convex function and Φ1,Φ2, . . . ,Φn are
positive linear maps on B(H ) with
∑n
i=1Φi(I) = I, then
f
(
M +m−
n∑
i=1
Φi(Ai)
)
≤ f(M) + f(m)−
n∑
i=1
Φi(f(Ai)) (1.3)
holds for all A1, A2, . . . , An ∈ B(H )h with spectra contained in the interval [m,M ].
Recently, Moslehian et.al. [9], showed that if f : J → R is a continuous convex
function and Φ is a unital positive linear map on B(H ), then
f(Φ(B)) + f(Φ(C)) ≤ Φ(f(A)) + Φ(f(D)) (1.4)
holds for A,B,C,D ∈ B(H )h with spectra contained in J such that A+D = B+C
and A ≤ m ≤ B,C ≤ M ≤ D for two real numbers m < M . In particular, it has
also been showed in [9] that the Jensen-Mercer inequality (1.3) is a consequence of
the Jensen-type inequality (1.4). It should be noticed here that some improvements
of operator relations (1.3) and (1.4) have been established in [10].
The main objective of the present paper is to derive refinements of operator in-
equalities (1.3) and (1.4) for certain subclasses of convex functions. More precisely,
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we are going to establish refinements of these inequalities for log-convex and non-
negative superquadratic functions. The paper is divided into three sections as fol-
lows: after this Introduction, in Section 2 we give improved versions of (1.3) and
(1.4) for log-convex functions, while in Section 3 we derive the corresponding results
for superquadratic functions. The established Jensen-type relations will be given as
interpolating series of inequalities.
2. Interpolating Jensen-type inequalities for log-convex functions
Recall that a non-negative function f : J → R is called log-convex if log f(t) is
a convex function, that is, if holds the relation f(αx + (1 − α)y) ≤ f(x)αf(y)1−α,
for every x, y ∈ J and α ∈ [0, 1]. Our main goal in this section is to refine operator
inequality (1.4) for log-convex functions. To do this, we will first establish several
auxiliary scalar relations for such a class of functions.
It is easy to see that every log-convex function f : J → R is also convex. Namely,
by virtue of the Young inequality we have
f(αx+ (1− α)y) ≤ f(x)αf(y)1−α ≤ αf(x) + (1− α)f(y), (2.1)
for α ∈ [0, 1] and x, y ∈ J , which implies the usual convexity. Moreover, if α 6∈ [0, 1]
and αx+ (1 − α)y ∈ J , then the signs of inequalities in (2.1) are reversed, that is,
we have
f(αx+ (1− α)y) ≥ f(x)αf(y)1−α ≥ αf(x) + (1− α)f(y). (2.2)
Clearly, the first inequality in (2.2) follows from convexity of log f and inequality
(1.2). Moreover, the second inequality in (2.2) follows from reverse of the Young
inequality which asserts that αa + (1− α)b ≤ aαb1−α holds for positive numbers a,
b and for real number α not belonging to the unit interval [0, 1] (for more details,
see [3]).
Now, we give improved forms of left inequalities in (2.1) and (2.2).
Lemma 2.1. Let f : J → R be log-convex function, let x, y ∈ J , and let r(α) =
min{α, 1− α}, where α ∈ R. If α ∈ [0, 1] and Kf (x, y) = f
2(x+y2 )
f(x)f(y)
, then
f(αx+ (1− α)y) ≤ Kf (x, y)r(α)f(x)αf(y)1−α ≤ αf(x) + (1− α)f(y). (2.3)
In addition, if α 6∈ [0, 1] and αx + (1 − α)y ∈ J , then the inequality signs in (2.3)
are reversed.
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Proof. We first show the left inequality in (2.3). To do this, we consider two cases
depending on weather α ∈ [0, 1
2
] or α ∈ [1
2
, 1]. If α ∈ [0, 1
2
], then
f(αx+ (1− α)y) = f
(
2α
(
x+ y
2
)
+ (1− 2α)y
)
≤ f
(
x+ y
2
)2α
f(y)(1−2α) (by inequality (2.1))
= Kf(x, y)
αf(x)αf(y)1−α. (2.4)
Further, if α ∈ [1
2
, 1], then 1− α ∈ [0, 1
2
], so that
f(αx+ (1− α)y) = f
(
(1− 2(1− α))x+ 2(1− α)
(
x+ y
2
))
≤ f(x)1−2(1−α)f
(
x+ y
2
)2(1−α)
(by inequality (2.1))
= Kf(x, y)
1−αf(x)αf(y)1−α. (2.5)
Therefore, by virtue of (2.4) and (2.5) we have
f(αx+ (1− α)y ≤ Kf(x, y)r(α)f(x)αf(y)1−α,
as required. The right inequality in (2.3) holds by log-convexity of f . Namely, since
f 2
(
x+y
2
) ≤ f(x)f(y), it follows that Kf(x, y)r(α) ≤ 1, so the right inequality in (2.3)
is weaker than the corresponding inequality in (2.1).
It remains to prove the corresponding relations with reversed signs of inequalities.
Let α 6∈ [0, 1] such that αx+ (1−α)y ∈ J . Following the lines as in (2.4) and (2.5),
and utilizing (2.2) instead of (2.1), we have
f(αx+ (1− α)y) ≥ Kf (x, y)αf(x)αf(y)1−α, α < 0,
and
f(αx+ (1− α)y) ≥ Kf (x, y)1−αf(x)αf(y)1−α, α > 1,
that is, we have
f(αx+ (1− α)y) ≥ Kf (x, y)r(α)f(x)αf(y)1−α.
Finally, the second inequality in (2.4) with the reversed sign of inequality holds do
to the fact that Kf(x, y)
r(α) ≥ 1 for r(α) < 0. 
Remark 2.2. It should be noticed here that the first inequality in (2.3) can be
established as a consequence of superadditivity of the Jensen functional. For more
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details, the reader is referred to [7]. In addition, some results related to Lemma 2.1
can be found in [11].
Now, due to Lemma 2.1, we are ready to prove the first result in this section.
Theorem 2.3. Let f : J → R be continuous log-convex function and let A,B,C,D ∈
B(H )h be operators with spectra contained in J such that A ≤ m ≤ B,C ≤M ≤ D
for real numbers m ≤M . If one of the following conditions
(i) B + C ≤ A+D and f(m) ≤ f(M)
(ii)A+D ≤ B + C and f(M) ≤ f(m)
is satisfied, then
f(B) + f(C)
≤ Kf(m,M)B˜f(m)
M−B
M−m f(M)
B−m
M−m +Kf(m,M)
C˜f(m)
M−C
M−m f(M)
C−m
M−m
≤ 2M −B − C
M −m f(m) +
B + C − 2m
M −m f(M)
≤ Kf(m,M)A˜f(m)
M−A
M−m f(M)
A−m
M−m +Kf (m,M)
D˜f(m)
M−D
M−m f(M)
D−m
M−m
≤ f(A) + f(D),
where t˜ = 1
2
− 1
M−m
∣∣t− m+M
2
∣∣ and Kf(m,M) is defined in Lemma 2.1.
Proof. First, it should be noticed here that
r
(
M − t
M −m
)
= min
{
M − t
M −m,
t−m
M −m
}
=
1
2
− 1
M −m
∣∣∣∣t− m+M2
∣∣∣∣ = t˜.
Further, by virtue of Lemma 2.1, it follows that
f(t) = f
(
M − t
M −mm+
t−m
M −mM
)
≤ Kf (m,M)t˜f(m)
M−t
M−m f(M)
t−m
M−m
≤ M − t
M −mf(m) +
t−m
M −mf(M)
=
f(M)− f(m)
M −m t+
f(m)M − f(M)m
M −m (2.6)
holds for t ∈ [m,M ], while for t ∈ J \ [m,M ] the inequality signs in (2.6) are
reversed. Now, since A ≤ m ≤ B,C ≤ M ≤ D, applying the functional calculus to
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the above scalar relations yields
f(B) ≤ Kf(m,M)B˜f(m)
M−B
M−m f(M)
B−m
M−m
≤ M − B
M −mf(m) +
B −m
M −mf(M)
=
f(M)− f(m)
M −m B +
f(m)M − f(M)m
M −m , (2.7)
f(C) ≤ Kf(m,M)C˜f(m)
M−C
M−m f(M)
C−m
M−m
≤ M − C
M −mf(m) +
C −m
M −mf(M)
=
f(M)− f(m)
M −m C +
f(m)M − f(M)m
M −m , (2.8)
f(A) ≥ Kf(m,M)A˜f(m)
M−A
M−m f(M)
A−m
M−m
≥ f(M)− f(m)
M −m A+
f(m)M − f(M)m
M −m ,
and
f(D) ≥ Kf(m,M)D˜f(m)
M−D
M−mf(M)
D−m
M−m
≥ f(M)− f(m)
M −m D +
f(m)M − f(M)m
M −m .
Therefore, if one of conditions (i) or (ii) in the statement of Theorem is fulfilled, we
have
f(B) + f(C)
≤ Kf (m,M)B˜f(m)
M−B
M−m f(M)
B−m
M−m +Kf(m,M)
C˜f(m)
M−C
M−m f(M)
C−m
M−m
≤ 2M − B − C
M −m f(m) +
B + C − 2m
M −m f(M)
=
f(M)− f(m)
M −m (B + C) + 2
f(m)M − f(M)m
M −m
≤ f(M)− f(m)
M −m (A +D) + 2
f(m)M − f(M)m
M −m
≤ Kf (m,M)A˜f(m)
M−A
M−m f(M)
A−m
M−m +Kf (m,M)
D˜f(m)
M−D
M−m f(M)
D−m
M−m
≤ f(A) + f(D),
which completes the proof. 
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Our first application of Theorem 2.3 refers to a power function f : R+ → R
defined by f(x) = xp, p ≤ 0. Obviously, f is log-convex and we have the following
consequence.
Corollary 2.4. Let A,B,C,D ∈ B(H )h be positive invertible such that 0 < A ≤
m ≤ B,C ≤M ≤ D for non-negative real numbers m ≤M . If A+D ≤ B +C and
p ≤ 0, then
Bp + Cp
≤
(m+M
2
√
mM
)2pB˜
mp(
M−B
M−m
)Mp(
B−m
M−m
) +
(m+M
2
√
mM
)2pC˜
mp(
M−C
M−m
)Mp(
C−m
M−m
)
≤ 2M −B − C
M −m m
p +
B + C − 2m
M −m M
p
≤
(m+M
2
√
mM
)2pA˜
mp(
M−A
M−m
)Mp(
A−m
M−m
) +
(m+M
2
√
mM
)2pD˜
mp(
M−D
M−m
)Mp(
D−m
M−m
)
≤ Ap +Dp,
where t˜ is defined in the statement of Theorem 2.3.
Remark 2.5. Let m and M be real numbers such that m < M . In [9], the authors
defined the subset Ω of B(H )h×B(H )h by Ω =
{
(A,B);A ≤ m ≤ A+B
2
≤M ≤ B}.
Now, if f : J → R is a continuous log-convex function and (A,D) ∈ Ω with spectra
contained in J , we obtain the Jensen-type relation
f
(A+D
2
)
≤ Kf(m,M) A˜+D2 f(m)
2M−A−D
2(M−m) f(M)
A+D−2m
2(M−m)
≤ 2M −A−D
2(M −m) f(m) +
A+D − 2m
2(M −m) f(M)
≤ 1
2
Kf(m,M)
A˜f(m)
M−A
M−mf(M)
A−m
M−m +
1
2
Kf (m,M)
D˜f(m)
M−D
M−m f(M)
D−m
M−m
≤ 1
2
f(A) +
1
2
f(D).
Clearly, this follows by putting B = C = A+D
2
in Theorem 2.3.
Our next intention is to establish a variant of Theorem 2.3 containing unital
positive linear mappings. The following result provides the interpolating series of
inequalities for relation (1.4), established in [9].
Theorem 2.6. Let f : J → R be continuous log-convex function and let A,B,C,D ∈
B(H )h be operators with spectra contained in J such that A + D = B + C and
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A ≤ m ≤ B,C ≤ M ≤ D for real numbers m < M . If Φ is a unital positive linear
map on B(H ), then
Φ(f(B)) + Φ(f(C))
≤ Φ
(
Kf(m,M)
B˜f(m)
M−B
M−mf(M)
B−m
M−m
)
+ Φ
(
Kf(m,M)
C˜f(m)
M−C
M−m f(M)
C−m
M−m
)
≤ 2M − Φ(B + C)
M −m f(m) +
Φ(B + C)− 2m
M −m f(M)
≤ Kf (m,M)Φ˜(A)f(m)
M−Φ(A)
M−m f(M)
Φ(A)−m
M−m
+Kf (m,M)
Φ˜(D)f(m)
M−Φ(D)
M−m f(M)
Φ(D)−m
M−m
≤ f(Φ(A)) + f(Φ(D)),
where t˜ = 1
2
− 1
M−m
∣∣t− m+M
2
∣∣ and Kf(m,M) is defined in Lemma 2.1.
Proof. Applying the positive linear map Φ to relations (2.7) and (2.8), we have
Φ(f(B)) ≤ Φ
(
Kf(m,M)
B˜f(m)
M−B
M−mf(M)
B−m
M−m
)
≤ M − Φ(B)
M −m f(m) +
Φ(B)−m
M −m f(M)
and
Φ(f(C)) ≤ Φ
(
Kf(m,M)
C˜f(m)
M−C
M−m f(M)
C−m
M−m
)
≤ M − Φ(C)
M −m f(m) +
Φ(C)−m
M −m f(M).
Moreover, since Φ(A) ≤ m and M ≤ Φ(D), utilizing the scalar relation (2.6) with
reversed signs of inequalities, we have
f(Φ(A)) ≥ Kf (m,M)Φ˜(A)f(m)
M−Φ(A)
M−m f(M)
Φ(A)−m
M−m
≥ M − Φ(A)
M −m f(m) +
Φ(A)−m
M −m f(M)
and
f(Φ(D)) ≥ Kf(m,M)Φ˜(D)f(m)
M−Φ(D)
M−m f(M)
Φ(D)−m
M−m
≥ M − Φ(D)
M −m f(m) +
Φ(D)−m
M −m f(M).
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Now, adding relations for Φ(f(B)) and Φ(f(C)), taking into account that B +C =
A+D, and utilizing estimates for f(Φ(A)) and f(Φ(D)), we have
Φ(f(B)) + Φ(f(C))
≤ Φ
(
Kf(m,M)
B˜f(m)
M−B
M−mf(M)
B−m
M−m
)
+ Φ
(
Kf(m,M)
C˜f(m)
M−C
M−m f(M)
C−m
M−m
)
≤ 2M − Φ(B + C)
M −m f(m) +
Φ(B + C)− 2m
M −m f(M)
=
2M − Φ(A +D)
M −m f(m) +
Φ(A +D)− 2m
M −m f(M)
≤ M − Φ(A)
M −m f(m) +
Φ(A)−m
M −m f(M)
+
M − Φ(D)
M −m f(m) +
Φ(D)−m
M −m f(M)
≤ Kf (m,M)Φ˜(A)f(m)
M−Φ(A)
M−m f(M)
Φ(A)−m
M−m
+Kf (m,M)
Φ˜(D)f(m)
M−Φ(D)
M−m f(M)
Φ(D)−m
M−m
≤ f(Φ(A)) + f(Φ(D)),
which completes the proof. 
Remark 2.7. Suppose that the assumptions of Theorem 2.6 are fulfilled. Then,
according to the same argument as in the proof of Theorem 2.6, we easily get the
following interpolating series of inequalities:
f(Φ(B)) + f(Φ(C))
≤ Kf (m,M)Φ˜(B)f(m)
M−Φ(B)
M−m f(M)
Φ(B)−m
M−m
+Kf (m,M)
Φ˜(C)f(m)
M−Φ(C)
M−m f(M)
Φ(C)−m
M−m
≤ 2M − Φ(B + C)
M −m f(m) +
Φ(B + C)− 2m
M −m f(M)
≤ Φ
(
Kf(m,M)
A˜f(m)
M−A
M−m f(M)
A−m
M−m
)
+ Φ
(
Kf(m,M)
D˜f(m)
M−D
M−m f(M)
D−m
M−m
)
≤ Φ(f(A)) + Φ(f(D))
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and
Φ(f(B)) + f(Φ(C))
≤ Φ
(
Kf(m,M)
B˜f(m)
M−B
M−mf(M)
B−m
M−m
)
+Kf (m,M)
Φ˜(C)f(m)
M−Φ(C)
M−m f(M)
Φ(C)−m
M−m
≤ 2M − Φ(B + C)
M −m f(m) +
Φ(B + C)− 2m
M −m f(M)
≤ Kf (m,M)Φ˜(A)f(m)
M−Φ(A)
M−m f(M)
Φ(A)−m
M−m
+ Φ
(
Kf(m,M)
D˜f(m)
M−D
M−m f(M)
D−m
M−m
)
≤ f(Φ(A)) + Φ(f(D)).
Our next intention is to establish interpolating series for the Jensen-Mercer in-
equality (1.3). To do this, we give a multidimensional version of the interpolating
series from the previous remark.
Corollary 2.8. Let f : J → R be continuous log-convex function. Let Ai, Bi, Ci, Di ∈
B(H )h be operators with spectra contained in J such that Ai + Di = Bi + Ci
and Ai ≤ m ≤ Bi, Ci ≤ M ≤ Di, i = 1, 2, . . . , n, for real numbers m < M . If
Φ1,Φ2, · · · ,Φn are positive linear maps on B(H ) satisfying
∑n
i=1Φi(I) = I, then
n∑
i=1
Φi(f(Bi)) + f
(
n∑
i=1
Φi(Ci)
)
≤
n∑
i=1
Φi
(
Kf(m,M)
B˜if(m)
M−Bi
M−m f(M)
Bi−m
M−m
)
+Kf (m,M)
˜
∑n
i=1 Φi(Ci)f(m)
M−
∑n
i=1 Φi(Ci)
M−m f(M)
∑n
i=1 Φi(Ci)−m
M−m
≤ 2M −
∑n
i=1Φi(Bi + Ci)
M −m f(m) +
∑n
i=1Φi(Bi + Ci)− 2m
M −m f(M)
≤ Kf (m,M) ˜
∑n
i=1 Φi(Ai)f(m)
M−
∑n
i=1 Φi(Ai)
M−m f(M)
∑n
i=1 Φi(Ai)−m
M−m
+
n∑
i=1
Φi
(
Kf (m,M)
D˜if(m)
M−Di
M−m f(M)
Di−m
M−m
)
≤ f
(
n∑
i=1
Φi(Ai)
)
+
n∑
i=1
Φi(f(Di)).
Remark 2.9. Suppose that Bi ∈ B(H )h, i = 1, 2, . . . , n, are operators with spectra
contained in [m,M ], and let Φi, i = 1, 2, . . . , n, be positive linear maps on B(H )
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such that
∑n
i=1Φi(I) = I. Then, Corollary 2.8 provides interpolating series of the
Jensen-Mercer inequality for continuous log-convex function on [m,M ]. To see this,
we first define Ci = M + m − Bi i = 1, 2, . . . , n. Clearly, m ≤ Ci ≤ M and
Bi + Ci = M +m. Now, setting Ai = mI and Di = MI, i = 1, 2, . . . , n, Corollary
2.8 reduces to
n∑
i=1
Φi(f(Bi)) + f
(
M +m−
n∑
i=1
Φi(Bi)
)
≤
n∑
i=1
Φi
(
Kf (m,M)
B˜if(m)
M−Bi
M−m f(M)
Bi−m
M−m
)
+Kf (m,M)
˜M+m−
∑n
i=1 Φi(Bi)f(m)
m−
∑n
i=1 Φi(Bi)
M−m f(M)
M−
∑n
i=1 Φi(Bi)
M−m
≤ f (m) + f(M),
since
∑n
i=1Φi(Bi + Ci) =
∑n
i=1Φi((m+M)I) = m+M and m˜ = M˜ = 0. Clearly,
this yields a term that interpolates between the left-hand side and the right-hand
side of the Jensen-Mercer inequality (1.3).
3. Employing superquadraticity
Our goal in this section is to derive analogues of the results from the previous
section for superquadratic functions.
For the reader’s convenience, we recall the definition and several basic properties
of superquadratic functions, introduced by Abramovich et.al. [1] (for more details,
see also [2]). A function f : [0,∞) → R is called superquadratic provided that for
each s ≥ 0 there exists a constant cs ∈ R such that
f(t)− f(s)− f(|t− s|) ≥ cs(t− s) (3.1)
holds for all t ≥ 0. Superquadratic functions are closely connected to convex func-
tions. In particular, at the first glance, condition (3.1) seems to be stronger than
convexity. However, if f takes negative values, it may be considerably weaker. Just
to see how poorly behaved superquadratic functions can be, we note that any func-
tion f with values in the closed interval [−2,−1] is superquadratic, since in this case
the left-hand side of (3.1) is non-negative, so we can put cs = 0. On the other hand,
non-negative superquadratic functions are much better behaved, namely, they are
convex.
A common example of a superquadratic function is a power function. Namely,
it has been showed in [1] that a function f : [0,∞) → R defined by f(x) = xp is
superquadratic for p ≥ 2.
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One of the most useful characterizations of superquadratic functions is an ex-
tension of the Jensen inequality, given here in the most simplest form. A function
f : [0,∞)→ R is superquadratic if and only if
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y)
− αf((1− α)|x− y|)− (1− α)f(α|x− y|) (3.2)
for every x, y ∈ J and α ∈ [0, 1]. This relation will be the crucial point in this
section. For more generalized form of (3.2) the reader is refered to [1].
Now, we are able to give the main result in this section, that is, we will establish
an analogue of Theorem 2.6 for superquadratic functions. In the case of a non-
negative superquadratic function, the following theorem provides a refinement of
the Jensen-type inequality (1.4).
Theorem 3.1. Let f : [0,∞) → R be continuous superquadratic function and let
A,B,C,D ∈ B(H )h be such that A+D = B+C and 0 ≤ A ≤ m ≤ B,C ≤M ≤ D,
for non-negative real numbers 0 ≤ m < M . If Φ is a unital positive linear map on
B(H ), then
f(Φ(B)) + f(Φ(C))
≤ Φ(f(A)) + Φ(f(D))− M − Φ(B)
M −m f(Φ(B)−m)−
Φ(B)−m
M −m f(M − Φ(B))
− M − Φ(C)
M −m f(Φ(C)−m)−
Φ(C)−m
M −m f(M − Φ(C))− Φ(f(m−A))
− m−Φ(A)
M −m f(M −m)− Φ(f(D −M))−
Φ(D)−M
M −m f(M −m). (3.3)
Proof. We utilize characterization (3.2) of a superquadratic function. Namely, if
t ∈ [m,M ], then considering (3.2) with x = m, y =M and α = M−t
M−m
provides
f(t) ≤ M − t
M −mf(m) +
t−m
M −mf(M)−
M − t
M −mf(t−m)−
t−m
M −mf(M − t).
If t < m, then m ∈ [t,M ] so applying (3.2) with x = t, y = M and α = M−m
M−t
, it
follows that
f(t) ≥ M − t
M −mf(m) +
t−m
M −mf(M) + f(m− t) +
m− t
M −mf(M −m).
Finally, if t > M , then M ∈ [m, t], so putting x = m, y = t and α = t−M
t−m
in (3.2)
yields
f(t) ≥ M − t
M −mf(m) +
t−m
M −mf(M) + f(t−M) +
t−M
M −mf(M −m).
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Now, since m ≤ Φ(B),Φ(C) ≤ M , applying functional calculus to the first scalar
inequality, we have
f(Φ(B)) ≤ M − Φ(B)
M −m f(m) +
Φ(B)−m
M −m f(M)
− M − Φ(B)
M −m f(Φ(B)−m)−
Φ(B)−m
M −m f(M − Φ(B))
and
f(Φ(C)) ≤ M − Φ(C)
M −m f(m) +
Φ(C)−m
M −m f(M)
− M − Φ(C)
M −m f(Φ(C)−m)−
Φ(C)−m
M −m f(M − Φ(C)).
Similarly, since A ≤ m and M ≤ D, applying functional calculus to the remaing
two scalar inequalities and then, taking into account linearity of Φ, we obtain
Φ(f(A)) ≥ M − Φ(A)
M −m f(m) +
Φ(A)−m
M −m f(M)
+ Φ(f(m−A)) + m− Φ(A)
M −m f(M −m)
and
Φ(f(D)) ≥ M − Φ(D)
M −m f(m) +
Φ(D)−m
M −m f(M)
+ Φ(f(D −M)) + Φ(D)−M
M −m f(M −m).
Now, summing the estimates for f(Φ(B)) and f(Φ(C)), it follows that
f(Φ(B)) + f(Φ(C))
≤ L(Φ(B))− M − Φ(B)
M −m f(Φ(B)−m)−
Φ(B)−m
M −m f(M − Φ(B))
+ L(Φ(C))− M − Φ(C)
M −m f(Φ(C)−m)−
Φ(C)−m
M −m f(M − Φ(C)),
where L(t) = M−t
M−m
f(m) + t−m
M−m
f(M). In addition, since A + D = B + C, the
right-hand side of the latter inequality can be rewritten as
Φ(L(A)) + Φ(L(D))− M − Φ(B)
M −m f(Φ(B)−m)−
Φ(B)−m
M −m f(M − Φ(B))
− M − Φ(C)
M −m f(Φ(C)−m)−
Φ(C)−m
M −m f(M − Φ(C)),
due to linearity of Φ and L. Finally, taking into account estimates for Φ(f(A)) and
Φ(f(D)) we get (3.3), as claimed. 
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Our next application of Theorem 3.1 refers to power superquadratic functions.
We have already discussed that a power function f(t) = tp, t ≥ 0, is superquadratic
for p ≥ 2. Applying the theorem to such a class of functions, we obtain the following
result.
Corollary 3.2. Let A,B,C,D ∈ B(H )h be such that 0 ≤ A ≤ m ≤ B,C ≤ M ≤
D, for non-negative real numbers m ≤M , and let Φ be a unital positive linear map
on B(H ). If A+D = B + C and p ≥ 2, then
Φ(B)p +Φ(C)p
+
M −Φ(B)
M −m (Φ(B)−m)
p +
Φ(B)−m
M −m (M − t)
p
+
M −Φ(C)
M −m (Φ(C)−m)
p +
Φ(C)−m
M −m (M − t)
p
≤ Φ(Ap) + Φ(Dp)− Φ((m−A)p)− m− Φ(A)
M −m (M −m)
p
− Φ((D −M)p)− Φ(D)−M
M −m (M −m)
p.
Remark 3.3. Suppose that the assumptions as in Theorem 3.1 are fulfilled. Then,
similarly to Remark 2.7 we also obtain the following two versions of Theorem 3.1:
Φ(f(B)) + Φ(f(C))
≤ f(Φ(A)) + f(Φ(D))− M − Φ(B)
M −m Φ(f(B)−m)−
Φ(B)−m
M −m Φ(f(M −B))
− M − Φ(C)
M −m Φ(f(C)−m)−
Φ(C)−m
M −m f(M − Φ(C))− f(m− Φ(A))
− m−Φ(A)
M −m f(M −m)− f(Φ(D)−M)−
Φ(D)−M
M −m f(M −m)
and
f(Φ(B)) + Φ(f(C))
≤ Φ(f(A)) + f(Φ(D))− M − Φ(B)
M −m f(Φ(B)−m)−
Φ(B)−m
M −m f(M − Φ(B))
− M − Φ(C)
M −m Φ(f(C)−m)−
Φ(C)−m
M −m f(M − Φ(C))− Φ(f(m−A))
− m−Φ(A)
M −m f(M −m)− f(Φ(D)−M)−
Φ(D)−M
M −m f(M −m). (3.4)
Now, our goal is to establish improved version of the Jensen-Mercer inequality
(1.3) based on superquadraticity. To do this, we first give multidimensional versions
of inequalities (3.3) and (3.4). Namely, following the lines of the proof of Theorem
3.1, we obtain the following result.
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Corollary 3.4. Let f : [0,∞) → R be continuous superquadratic function. Let
Ai, Bi, Ci, Di ∈ B(H )h be such that Ai +Di = Bi + Ci and 0 ≤ Ai ≤ m ≤ Bi, Ci ≤
M ≤ Di, i = 1, 2, . . . , n, for non-negative real numbers m < M . If Φ1,Φ2, · · · ,Φn
are positive linear maps on B(H ) satisfying
∑n
i=1Φi(I) = I, then
f
(
n∑
i=1
Φi(Bi)
)
+ f
(
n∑
i=1
Φi(Ci)
)
+
M −∑n
i=1
Φi(Bi)
M −m f
(
n∑
i=1
Φi(Bi)−m
)
+
∑
n
i=1
Φi(Bi)−m
M −m f
(
M −
n∑
i=1
Φi(Bi)
)
+
M −∑n
i=1
Φi(Ci)
M −m f
(
n∑
i=1
Φi(Ci)−m
)
+
∑
n
i=1
Φi(Ci)−m
M −m f
(
M −
n∑
i=1
Φi(Ci)
)
≤
n∑
i=1
Φi(f(Ai)) +
n∑
i=1
Φi(f(Di))−
n∑
i=1
Φi(f(m−Ai))− m−
∑
n
i=1
Φi(Ai)
M −m f(M −m)
−
n∑
i=1
Φi(f(Di −M))−
∑
n
i=1
Φi(Di)−M
M −m f(M −m)
and
n∑
i=1
Φi(f (Bi)) + f
(
n∑
i=1
Φi(Ci)
)
+
M −∑n
i=1
Φi(Bi)
M −m
(
n∑
i=1
Φi(f(Bi))−m
)
+
∑
n
i=1
Φi(Bi)−m
M −m
(
M −
n∑
i=1
Φi(f(Bi))
)
+
M −∑n
i=1
Φi(Ci)
M −m f
(
n∑
i=1
Φi(Ci)−m
)
+
∑
n
i=1
Φi(Ci)−m
M −m f
(
M −
n∑
i=1
Φi(Ci)
)
≤ f
(
n∑
i=1
Φi(Ai)
)
+
n∑
i=1
Φi(f(Di))− f
(
m−
n∑
i=1
Φi(Ai)
)
− m−
∑
n
i=1
Φi(Ai)
M −m f(M −m)−
n∑
i=1
Φi(f (Di −M))−
∑
n
i=1
Φi(Di)−M
M −m f(M −m).
Remark 3.5. Suppose that Bi ∈ B(H )h, i = 1, 2, . . . , n, are positive operators with
spectra contained in [m,M ] ⊆ [0,∞), and let Φi, i = 1, 2, . . . , n, be positive linear
maps on B(H ) such that
∑n
i=1Φi(I) = I. Then, Corollary 3.4 provides refinement
of the Jensen-Mercer inequality for continuous non-negative superquadratic function
f : [0,∞) → R. To see this, define Ci = M + m − Bi i = 1, 2, . . . , n. Obviously,
m ≤ Ci ≤ M and Bi + Ci = M + m. Now, setting Ai = mI and Di = MI,
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i = 1, 2, . . . , n, the second inequality in Corollary 3.4 reduces to
f
(
M +m−
n∑
i=1
Φi(Bi)
)
+
M −∑n
i=1
Φi(Bi)
M −m
(
n∑
i=1
Φi(f(Bi))−m
)
+
∑
n
i=1
Φi(Bi)−m
M −m
(
M −
n∑
i=1
Φi(f(Bi))
)
+
∑
n
i=1
Φi(Bi)−m
M −m f
(
M −
n∑
i=1
Φi(Bi)
)
+
M −∑n
i=1
Φi(Bi)
M −m f
(
n∑
i=1
Φi(Bi)−m
)
≤ f (m) + f(M)−
n∑
i=1
Φi(f (Bi))− 2f(0),
which represents more accurate form of the Jensen-Mercer inequality (1.3) in the
case of a non-negative function f .
If Φ is an identity map, then the condition A+D = B+C in Theorem 3.1 can be
relaxed, as in Theorem 2.3 from the previous section. In fact, the following result is
an analogue of Theorem 2.3 for superquadratic functions.
Theorem 3.6. Let f : [0,∞) → R be continuous superquadratic function and let
A,B,C,D ∈ B(H )h be such that 0 ≤ A ≤ m ≤ B,C ≤ M ≤ D, for non-negative
real numbers 0 ≤ m < M . If one of the following conditions
(i) B + C ≤ A+D and f(m) ≤ f(M)
(ii)A+D ≤ B + C and f(M) ≤ f(m)
holds, then
f(B) + f(C) +
B −m
M −mf(M −B) +
M − C
M −mf(C −m)
+
C −m
M −mf(M − C) +
M − B
M −mf(B −m)
≤ f(A) + f(D)− f(m− A)− m− A
M −mf(M −m)
− f(D −M)− D −M
M −mf(M −m).
Proof. Since A ≤ m ≤ B,C ≤ M ≤ D, utilizing the scalar inequalities derived in
the proof of Theorem 3.1, we have
f(B) ≤ f(M)− f(m)
M −m B +
f(m)M − f(M)m
M −m
− M −B
M −mf(B −m)−
B −m
M −mf(M − B)
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f(C) ≤ f(M)− f(m)
M −m C +
f(m)M − f(M)m
M −m
− M − C
M −mf(C −m)−
C −m
M −mf(M − C),
f(A) ≥ f(M)− f(m)
M −m A+
f(m)M − f(M)m
M −m
+ f(m− A) + m− A
M −mf(M −m)
and
f(D) ≥ f(M)− f(m)
M −m D +
f(m)M − f(M)m
M −m
+ f(D −M) + M −D
M −mf(M −m).
Now, summing the estimates for f(B) and f(C), and taking into account that
f(M)−f(m)
M−m
(B + C) ≤ f(M)−f(m)
M−m
(A+D), it follows that
f(B) + f(C)
≤ f(M)− f(m)
M −m (A+D) + 2
f(m)M − f(M)m
M −m −
M −B
M −mf(B −m)
− B −m
M −mf(M − B)−
M − C
M −mf(C −m)−
C −m
M −mf(M − C).
Finally, the result follows by taking into account estimates for f(A) and f(D). 
Remark 3.7. If f : [0,∞)→ R is a continuous superquadratic function and (A,D) ∈
Ω, where Ω is defined in Remark 2.5, then Theorem 3.6 implies the inequality
f
(A+D
2
)
+
A+D − 2m
2(M −m) f
(
M − A +D
2
)
+
2M −A−D
2(M −m) f
(A+D
2
−m
)
≤ 1
2
f(A) +
1
2
f(D)
− 1
2
f(m− A)− 1
2
f(D −M)− m− A+D −M
2(M −m) f(M −m).
Remark 3.8. It should be noticed here that some related Jensen-type operator in-
equalities for superquadratic functions have been studied in [4] and [6].
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