Critical ideals of signed graphs with twin vertices by Alfaro, Carlos A. et al.
ar
X
iv
:1
50
4.
06
25
7v
4 
 [m
ath
.C
O]
  3
0 J
an
 20
17
CRITICAL IDEALS OF SIGNED GRAPHS WITH TWIN VERTICES
CARLOS A. ALFARO, HUGO CORRALES, AND CARLOS E. VALENCIA
Abstract. This paper studies critical ideals of graphs with twin vertices, which are vertices with
the same neighbors. A pair of such vertices are called replicated if they are adjacent, and duplicated,
otherwise. Critical ideals of graphs having twin vertices have good properties and show regular patterns.
Given a graph G = (V,E) and d ∈ Z|V |, let Gd be the graph obtained from G by duplicating dv
times or replicating −dv times the vertex v when dv > 0 or dv < 0, respectively. Moreover, given
δ ∈ {0, 1,−1}|V |, let
Tδ(G) = {G
d : d ∈ Z|V | such that dv = 0 if and only if δv = 0 and dvδv > 0 otherwise}
be the set of graphs sharing the same pattern of duplication or replication of vertices. More than one
half of the critical ideals of a graph in Tδ(G) can be determined by the critical ideals of G. The algebraic
co-rank of a graph G is the maximum integer i such that the i-th critical ideal of G is trivial. We show
that the algebraic co-rank of any graph in Tδ(G) is equal to the algebraic co-rank of G
δ . Moreover, the
algebraic co-rank can be determined by a simple evaluation of the critical ideals of G. For a large enough
d ∈ ZV (G), we show that the critical ideals of Gd have similar behavior to the critical ideals of the disjoint
union of G and some set {Knv}{v∈V (G) |dv<0} of complete graphs and some set {Tnv}{v∈V (G) |dv>0} of
trivial graphs. Additionally, we pose important conjectures on the distribution of the algebraic co-rank
of the graphs with twins vertices. These conjectures imply that twin-free graphs have a large algebraic
co-rank, meanwhile a graph having small algebraic co-rank has at least one pair of twin vertices.
1. Introduction and background
A signed multidigraph Gσ is a pair that consists of a multidigraph G (a digraph possibly with multiple
arcs) and a function σ, called the sign, from the arcs of G into the set {1,−1}. Along the paper, all
digraphs are allowed to have multiple signed arcs; when digraphs have neither multiple nor signed arcs,
then we refer them as graphs. Given a set of variables XG = {xu : u ∈ V (G)} indexed by the vertices
of G and a principal ideal domain (PID) P, the generalized Laplacian matrix L(Gσ ,XG) of Gσ is the
matrix whose entries are given by
L(Gσ ,XG)uv =
{
xu if u = v,
−σ(uv)muv1P otherwise,
where muv is the number of arcs leaving u and entering to v, and 1P is the identity of P. Moreover,
if P[XG] is the polynomial ring over P in the variables XG, then the critical ideals of Gσ are the
determinantal ideals given by
Ii(Gσ ,XG) = 〈{det(m) : m is an i× i submatrix of L(Gσ,XG)}〉 ⊆ P[XG],
for all 1 ≤ i ≤ |V (G)|. We say that a critical ideal is trivial when it is equal to 〈1P 〉. For simplicity. we
write Ii(Gσ ,X) instead of Ii(Gσ ,XG).
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Definition 1.1. The algebraic co-rank γP(Gσ) of Gσ is the maximum integer i such that Ii(Gσ ,X) is
trivial.
Since In(Gσ ,X) = 〈det(L(Gσ ,X))〉 6= 〈1〉, γP(Gσ) ≤ n−1. The algebraic co-rank of a graph is closely
related to combinatorial properties of the graph. For instance, if Hσ is an induced subgraph of Gσ, then
Ii(Hσ,X) ⊆ Ii(Gσ ,X) for all 1 ≤ i ≤ |V (H)| (see [9, Proposition 3.3]). Therefore, γ(Hσ) ≤ γ(Gσ).
Also, if α(G) and ω(G) denote the stability number and the clique number of G, respectively, then
γP (G) ≤ 2(n − ω(G)) + 1 and γP(G) ≤ 2(n − α(G)),
see [9, Theorem 3.13].
We now introduce the operations of duplication and replication of vertices. Given a multidigraph G
and a vertex v ∈ V (G), duplicating the vertex v consists in adding a new vertex v1 to V (G) and making
it adjacent to each neighbor of v, respecting the multiplicities and signs of arcs. Let d(G, v) denote the
multidigraph obtained from G after duplicating the vertex v. Similarly, replicating the vertex v consists
in duplicating v and adding the arcs vv1 and v1v. Let r(G, v) denote the multidigraph obtained from G
by replicating the vertex v. Two vertices u and v are called twins if they have the same neighborhood.
In the literature, duplicated vertices are also known as false twins, and replicated vertices are also
named true twins. Let dk(G, v) denote the multidigraph obtained from G by duplicating the vertex v
a total of k times and similarly for rk(G, v).
Given d ∈ Z|V |, let Gd be the graph obtained from G by duplicating the vertex v dv times if dv > 0,
and replicating v −dv times if dv < 0, for each v ∈ V (G). Note that G = G
0. Let V (Gd, v) denote the
vertex set {v, v1, . . . , v|dv |} created by either duplicating or replicating the vertex v. To simplify the
notation, the vertex v will be also denoted by v0. The following example illustrates these concepts.
Example 1.2. Let C4 be the cycle with four vertices and d = (−1, 1, 1, 1). Thus C
d
4 is the graph with
eight vertices shown in Figure 1.b.
a b
cd
V (Cd4 , a) V (C
d
4 , b)
V (Cd4 , c)V (C
d
4 , d)
a b
cd
a1 b1
c1d1
(a) (b)
Figure 1. The cycle with four vertices and C
(−1,1,1,1)
4 .
Critical ideals were defined in [9] as a refinement of the critical group of a graph. We now introduce
the critical group of a multidigraph. The Laplacian matrix L(Gσ) of Gσ is the evaluation of L(Gσ ,X)
at X = DG, where DG is the out-degree vector of G. By considering L(Gσ) as a linear map L(Gσ) :
ZV → ZV , the cokernel of L(Gσ) is the quotient module Z
V /ImL(Gσ). The torsion part of this module
is the critical group K(Gσ) of Gσ . The critical group has been studied intensively on several contexts
over the last 30 years, such that: the group of components [15, 14], the Picard group [4, 6], the Jacobian
group [4, 6], the sandpile group [1, 8], chip-firing game [6, 16], or Laplacian unimodular equivalence
[11, 17]. Recently, the critical ideals have played an important role in understanding and classifying
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the graphs whose critical group has i invariant factors equal to one, see [3, 2]. In general, the relations
between the critical group and other parameters of a graph G remain unknown.
There are few natural constructions of graphs which behave well with respect to the critical group.
For example, the critical group K(G⊔H) of a disjoint union G⊔H of two graphs G and H is isomorphic
toK(G)⊕K(H). Moreover, in [18] it was proved that if the graphic matroids ofG andH are isomorphic,
then their critical groups are isomorphic. This was proved by studying the operations of splittings or
mergings of one-vertex cuts and twistings of two-vertex cuts. Other operations on graphs have been
explored, such as the cone of a graph [1], the line graph [5, 13], and the clique-inserted graph [7].
The main goal of this article is to give a description of the critical ideals of signed multidigraphs with
twin vertices. More precisely, given a graph G and δ ∈ {0, 1,−1}|V |, let
Tδ(G) = {G
d : d ∈ Z|V | such that supp(d) = δ},
where
supp(d)v =

−1 if dv < 0,
1 if dv > 0,
0 otherwise.
We prove that more than one half of the critical ideals of the graphs in Tδ(G) are determined by the
critical ideals of G, see Theorems 3.4 and 3.8. Moreover, the algebraic co-rank of any graph in Tδ(G)
is equal to the algebraic co-rank of Gδ (see Corollary 2.9), which is less than or equal to the number of
vertices of G and is determined by a simple evaluation of the critical ideals of G.
We illustrate these results by presenting a simple example. Consider the path P3 with three vertices.
Then γP(P3) = 2 and
I3(P3,X) = 〈x1x2x3 − x1 − x3〉 = 〈p〉.
Our goal is to describe the critical ideals of the graphs obtained by duplicating or replicating some of
the vertices of P3 and in particular we are interested in its algebraic co-rank. For our example we want
to calculate the algebraic co-rank of the graphs in one of the following families:
T(−1,−1,−1)(P3),T(−1,−1,1)(P3),T(−1,1,1)(P3), and T(−1,1,−1)(P3).
Since any graph in one of these families contains P3 as an induced subgraph, its algebraic co-rank is
greater than or equal to two. Theorem 2.7 and Corollary 2.9 imply that the algebraic co-rank of any
of these graphs is less than or equal to three, the number of vertices of P3. Moreover, all the graphs
in each of the families have the same algebraic co-rank and this can be computed by evaluating its
third critical ideal. For instance, the algebraic co-rank of any graph in T(−1,−1,−1)(P3) is equal to three
because
p(−1,−1,−1) = (−1)(−1)(−1) − (−1)− (−1) = −1 + 1 + 1 = 1.
A similar argument applies to T(−1,−1,1)(P3) and T(−1,1,1)(P3). The case of T(−1,1,−1)(P3) is more in-
teresting. Since p(−1, 1,−1) = 3, the algebraic co-rank depends on the base ring P. For instance, if
P = Z, then the algebraic co-rank of any graph in T(−1,1,−1)(P3) is two. However, if P is a finite field
of characteristic different to three, then the algebraic co-rank of any graph in T(−1,1,−1)(P3) is three.
Obtaining the description of the critical ideals of the graphs in a family Tδ(G) is a difficult task.
However, we can obtain information of more than one half of the critical ideals of the graphs in Tδ(G),
see Remark 3.5. In Section 3.3, the reader will find a description of some of the critical ideals of
T(1,1)(P2) computed by using results contained in this article. More precisely, while the vertices are
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duplicated or replicated several times, the initial critical ideals behave similarly to the critical ideals of
the disjoint union of complete and trivial graphs.
These results are important in the study of critical ideals of graphs, in particular, in the understanding
of the algebraic co-rank of a graph. For instance, in the classification of the graphs with algebraic co-
rank less than or equal to k, these results allow us to get some insights of the minimal k-forbidden
graphs, which help in defining the k-basic signed graphs. It is important to note that there are several
important families of graphs in
⋃
(G,δ)∈G Tδ(G) for some set G of pairs (G, δ). For instance, the complete
multipartite graphs are equal to
⋃∞
i=1 T1i(Ki), where Ki is the complete graph with i vertices and 1i
is the vector of size i where all their entries equal to 1. Threshold graphs and quasi-threshold graphs
can be described in a similar way. Moreover, cographs and distance-hereditary graphs are families of
graphs with twin vertices.
The article is structured as follows. In Section 2, we obtain relations between evaluations of the
critical ideals of a signed multidigraph G and the critical ideals of the graphs obtained by duplicating
or replicating a number of vertices. Then, we get a partial description of the critical ideals of the graph
Gd for some d ∈ ZV (G). As a consequence, we get an upper bound for the algebraic co-rank of graphs
with twins. To finish this section, we pose conjectures which lead into a wide and interesting outlook
of the algebraic co-rank of graphs. In Section 3, we give precise descriptions of the critical ideals of the
k-th duplication and k-th replication of vertex v in terms of the critical ideals of G. Finally we present
some applications of our results.
2. An upper bound for the algebraic co-rank of graphs with twins
The objective of this section is to study critical ideals of graphs with twin vertices. We begin this
section by calculating the minors (which are almost always equal to zero) of the union of matrices in
Lemma 2.2. By using this lemma, we get a first description for the critical ideals of the graph obtained
by duplicating or replicating vertices (see Lemma 2.4 and Theorem 2.7). Then, we get an upper bound
for the algebraic co-rank of a graph with twins (see Corollary 2.9). In fact, this bound is tight since
the equality holds for the complete graphs (see Example 2.10). This upper bound can be used in the
classification of the graphs that have algebraic co-rank less than or equal to an integer k, see [3] and
[2].
Let P be a commutative ring with identity, and letMn(P) denote the set of n×nmatrices with entries
on P. Given two vectors a ∈ Pq1 and b ∈ Pq2 and two matrices P ∈ Mp1×p2(P) and Q ∈ Mq1×q2(P)
such that p1 + q1 = p2 + q2, the join J(P,a;Q,b) is the matrix
[
P 1Tp1b
aT1p2 Q
]
∈Mp1+q1(P).
Note that if G⊠H denotes the join of two graphs G and H, then
L(G⊠H,X) = J(L(G,X),−1;L(H,X),−1).
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v1
v2
u1
u2
u2
v1
v2
u1
u2
u3
P2 P3 P2 ⊠ P3
Figure 2. The join of two paths.
Example 2.1. Consider the join of a path P2 with 2 vertices and a path P3 with 3 vertices, see Fig. 2.
Then,
L(P2 ⊠ P3,XP2⊠P3) = J(L(P2,XP2),−1;L(P3,XP3),−1)
=

xv1 −1 −1 −1 −1
−1 xv2 −1 −1 −1
−1 −1 xu1 −1 0
−1 −1 −1 xu2 −1
−1 −1 0 −1 xu3
 .
The following lemma describes the determinant of the join J(P,a;Q,b).
Lemma 2.2. If P ∈Mp1×p2(P), Q ∈Mq1×q2(P) with p1 + q1 = p2 + q2, a ∈ P
q1 , and b ∈ Pq2 , then
det(J(P,a;Q,b)) =

det(P ) · det(Q)− det
[
P 1T
1 0
]
· det
[
0 b
aT Q
]
if p1 = p2,
det
[
P 1T
]
· det
[
b
Q
]
if p1 = p2 + 1,
det
[
P
1
]
· det
[
aT Q
]
if p2 = p1 + 1,
0 otherwise.
Proof. The proof follows by induction on p1 + p2. Note that, if P ∈ M1×0(P), then [ P 1 ] = [1].
Also, if P ∈M0×1(P), then [ P 1 ]
T = [1]. 
Note that all square submatrices of a join of matrices are, in fact, a join of matrices. Hence, almost
all minors of the join of matrices are equal to zero. This fact will be useful in obtaining a description
of the critical ideals of a graph with twin vertices (see Lemmas 2.4, 2.5, 3.1 and 3.7).
Given a ∈ Pn, L ∈Mn(P) and 1 ≤ j ≤ n, let minorsj(L,a) denote the set{
det(M) :M ∈Mj(P) and M =
[
a′
L′
]
for a submatrix a′ 6= ∅ of a and L′ of L, resp.
}
.
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In a similar way, let minorsj(a, L) be the set of determinants of some submatrices of
[
aT L
]
of
size j. Note that minors0(a, L) = minors0(L,b) = ∅, minors1(a, L) = {ai}1≤i≤n, and minors1(L,b) =
{bi}1≤i≤n. Let Mj(L) denote the set of submatrices of L of size j.
Let G be a signed multidigraph with n ≥ 2 vertices and v be a vertex of G. It is not difficult to see
that
L(G,X) =
[
xv b
aT L(G− v,X)
]
= J(xv,a;L(G − v,X),b)
for some a,b ∈ Pn−1. The following proposition tell us that the j-th critical ideal of G is generated by
four types of minors of L(G,X).
Proposition 2.3. If G is a signed multidigraph with n ≥ 2 vertices and v is a vertex of G, then the
critical ideal Ij(G,X) of G is equal to
〈minorsj(L(G− v,X)),minorsj(a, L(G − v,X)),minorsj(L(G− v,X),b),{
xv · det(M) + det(J(0,a
′;M,b′)) : J(xv,a
′;M,b′) ∈Mj(L(G,X)) with a
′,b′ subvectors of a,b,, resp.
}〉
for all 1 ≤ j ≤ n− 1, and equal to 〈xv · det(L(G − v,X)) + det(J(0,a;L(G − v,X),b))〉 when j = n.
Proof. The proof is simple and is similar to the one given in [9, Claim 3.12]. 
We now give a description of the critical ideals of d(G, v) in terms of the critical ideals of G. Let Y be
a subset of the variables associated to the vertices of G and a ∈ P |Y |. Through the paper, I(G,X)|Y =a
will denote the evaluation of I(G,X) at Y = a, and minorsj(a, L,b) will be the set{
det(M) : M = J(0,a′;M,b′) ∈Mj (J(0,a;L,b)) with a
′,b′ 6= ∅ subvectors of a,b, respectively
}
.
Note that minors1(a, L(G− v,X),b) = ∅.
Lemma 2.4. Let G be a signed multidigraph with n ≥ 2 vertices, v ∈ V (G) and v1 a duplication of v.
Then
Ij(d(G, v),X) ⊆ 〈xv , xv1 , Ij(G,X)|xv=0〉,
for all 1 ≤ j ≤ n. Moreover, Ij(d(G, v),X) is trivial if and only if Ij(G,X)|xv=0 is trivial.
Proof. The main idea is to give a description of the j-th critical of d(G, v) in terms of some types
of minors, similar to the one given in Proposition 2.3, and then use this description to prove the
containment.
First, it is not difficult to see that I1(d(G, v),X) = 〈xv, xv1 , I1(G,X)|xv=0〉. Now, let I,I
′ ⊆ [n+ 1]
be two sets of size j, and I{1,2} = {1, 2} ∩ I and I
′
{1,2} = {1, 2} ∩ I
′. Without loss of generality, we
might order the vertices such that xv1 is in the entry (1, 1) and xv is in the entry (2, 2) of L(d(G, v),X).
Clearly,
L(d(G, v),X) = J(diag(xv1 , xv),a;L(G − v,X),b),
where L(G,X) = J(xv,a;L(G−v,X),b) for some a,b ∈ P
n−1. Let mI,I′ = det(L(d(G, v),X)[I,I
′ ]) ∈
Ij(d(G, v),X).
If I{1,2} = I
′
{1,2} = {a}, then Lemma 2.2 implies that for some matrix J(xv ,a
′;M,b′) ∈Mj(L(G,X))
with M ∈Mj−1(L(G − v,X)),
mI,I′ = det(J(xva ,a
′;M,b′)) = xva · det(M) + det(J(0,a
′;M,b′)).
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And, if |I{1,2}|, |I
′
{1,2}| = 1 and I{1,2}∩I
′
{1,2} = ∅, thenmI,I′ = det(J(0,a
′;M,b′)) for some J(0,a′;M,b′) ∈
Mj(L(G,X)). On the other hand, since det(J(x, 1; 1, 0)) = det(J(x, 0; 1, 1)) = x,
mI,I′ ∈
{
{xvi ·minorsj−1(a, L(G − v,X))}
1
i=0 if |I{1,2}| = 2, |I
′
{1,2}| = 1,
{xvi ·minorsj−1(L(G− v,X),b)}
1
i=0 if |I{1,2}| = 1, |I
′
{1,2}| = 2.
Finally, since det(J(diag(xv1 , xv), (1, 1); 0, (1, 1))) = −(xv1 +xv), Lemma 2.2 implies that mI,I′ belongs
to
Sj(G, v) = {xvxv1 · det(M) + (xv + xv1 ) · det(J(0, a
′;M,b′)) : J(xv , a
′;M,b′) ∈Mj−1(L(G,X)) with a
′,b′ 6= ∅} ,
when I{1,2} and I
′
{1,2} are equal to {1, 2}. By convention S1(G, v) = {xv} and S2(G, v) = {xvxv1}.
Therefore, for 1 ≤ j ≤ n− 1, the j-th critical ideal of d(G, v) has the following expression:
Ij(d(G, v),X) = 〈minorsj(L(G − v,X)), {xvi ·minorsj−1(L(G− v,X))}
1
i=0 ,
minorsj(a, L(G− v,X)), {xvi ·minorsj−1(a, L(G − v,X))}
1
i=0 ,
minorsj(L(G− v,X),b), {xvi ·minorsj−1(L(G − v,X),b)}
1
i=0 ,(2.1)
minorsj(a, L(G− v,X),b), Sj(G, v)〉.
Thus, I2(d(G, v),X) ⊆ 〈xv, xv1 , I2(G,X)|xv=0〉. Also, in a similar way, In(d(G, v),X) is equal to
〈{xvi · det(L(G− v,X))}
1
i=0 ,det(J(0,a;L(G − v,X),b)), {xvi ·minorsn−1(a, L(G− v,X))}
1
i=0 ,
{xvi ·minorsn−1(L(G − v,X),b)}
1
i=0 , Sn(G, v)〉.
On the other hand, by Proposition 2.3 we have that Ij(G,X)|xv=0 is equal to
〈minorsj(L(G− v,X)),minorsj(a, L(G − v,X)),minorsj(L(G− v,X),b),minorsj(a, L(G− v,X),b)〉,
for 1 ≤ j ≤ n − 1, and In(G,X)|xv=0 = 〈det(L(G,X)|xv=0)〉 = 〈det(J(0,a;L(G − v,XG−v),b))〉. By
using the previous equalities, we get that
Ij(d(G, v),X) ⊆ 〈xv, xv1 , Ij(G,X)|xv=0〉
for 1 ≤ j ≤ n. Therefore Ij(d(G, v),X) is trivial if and only if Ij(G,X)|xv=0 is trivial. 
Now, we give a description of the critical ideals of the replication of a vertex of a signed multidigraph.
Lemma 2.5. Let G be a signed multidigraph with n ≥ 2 vertices and v be a vertex of G. Then
Ij(r(G, v),X) ⊆ 〈xv + 1, xv1 + 1, Ij(G,X)|xv=−1〉,
for all 1 ≤ j ≤ n. Moreover, Ij(r(G, v),X) is trivial if and only if Ij(G,X)|xv=−1 is trivial.
Proof. We will give an analogous proof to the one of Lemma 2.4. We need to make a significant difference
in the identity det(J(−1,a;M,b)) = −det(M) + det(J(0,a;M,b)). Firstly, for all 1 ≤ j ≤ n − 1, the
j-th critical ideal of the graph obtained by replicating vertex v in G has the following expression:
Ij(r(G, v),X) = 〈minorsj(L(G− v),X), {(xvi + 1) ·minorsj−1(L(G− v,X))}
1
i=0 ,
minorsj(a, L(G − v,X)), {(xvi + 1) ·minorsj−1(a, L(G− v,X))}
1
i=0 ,
minorsj(L(G − v,X),b), {(xvi + 1) ·minorsj−1(L(G− v,X),b)}
1
i=0 ,(2.2)
Rj(G, v), S˜j(G, v)〉,
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whereRj(G, v) = {det(J(−1,a
′;M,b′)) = −det(M) + det(J(0,a′;M,b′)) : J(xv,a
′;M,b′) ∈Mj(L(G,X))}
and S˜j(G, v) = {(xv+1)(xv1+1)·det(M)+((xv+1)+(xv1+1))·det(J(−1,a
′;M,b′)) : J(xv,a
′;M,b′) ∈
Mj−1(L(G,X))}. Besides, the n-th critical ideal of r(G, v) has the following expression:
In(r(G, v),X) = 〈{(xvi + 1) · det(L(G − v,X))}
1
i=0 ,det(J(−1,a;L(G − v,X),b)),
{(xvi + 1) ·minorsn−1(a, L(G − v,X))}
1
i=0 ,
{(xvi + 1) ·minorsn−1(L(G − v,X),b)}
1
i=0 , S˜n(G, v)〉.
On the other hand, by Proposition 2.3 we have that Ij(G,X)|xv=−1 is equal to
〈minorsj(L(G − v,X)),minorsj(a, L(G− v,X)),minorsj(L(G − v,X),b), Rj (G, v)〉,
for all 1 ≤ j ≤ n − 1, and In(G,X)|xv=−1 = 〈det(L(G,X))|xv=−1〉 = 〈det(J(−1,a;L(G − v,X),b))〉.
Therefore,
Ij(r(G, v),X) ⊆ 〈xv + 1, xv1 + 1, Ij(G,X)|xv=−1〉
for all 1 ≤ j ≤ n. Finally, it is clear that Ij(r(G, v),X) is trivial if and only if Ij(G,X)xv=−1 is
trivial. 
The next example shows a signed multidigraph satisfying the equality in the inclusions given in
Lemmas 2.4 and 2.5.
Example 2.6. Let G be the cycle with five vertices, where the arcs v2v1 and v1v5 have negative signs,
see Figure 3.
v1
v2
v3 v4
v5− −
L(G,XG) =

x1 −1 0 0 1
1 x2 −1 0 0
0 −1 x3 −1 0
0 0 −1 x4 −1
−1 0 0 −1 x5

Figure 3. A signed multidigraph G with five vertices and its generalized Laplacian matrix.
It can be check that the algebraic co-rank of the graph G is equal to 3, when P = Z. Since I4(G,X)
is given by 〈x1x2 + x4 + 1, x2x3 − x5 − 1, x3x4 + x1 − 1, x4x5 − x2 − 1, x1x5 + x3 + 1〉, I4(G,X)|x1=0 =
〈x3 + 1, x4 + 1, x3x4 − 1, x2x3 − x5 − 1, x4x5 − x2 − 1〉 = 〈x3 + 1, x4 + 1, x2 + x5 + 1〉 and
I4(G,X)|x1=−1 = 〈−x5 + x3 + 1,−x2 + x4 + 1, x4x5 − x2 − 1, x3x4 − 2, x2x3 − x5 − 1〉
= 〈x3 − x5 + 1, x2 − x4 − 1, x4x5 − x4 − 2〉.
On the other hand, the 4-th critical ideal I4(d(G, v1),X) is equal to 〈x1, x11 , x3+1, x4+1, x2+x5+1〉,
and the 4-th critical ideal I4(r(G, v1),X) is equal to
〈x1 + 1, x11 + 1, x3 − x5 + 1, x2 − x4 − 1, x4x5 − x4 − 2〉.
Successive applications of Lemmas 2.4 and 2.5 lead to the following result:
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Theorem 2.7. Let G be a signed multidigraph with n ≥ 2 vertices, d ∈ Zn, and
φ(d)v =

0 if dv > 0,
−1 if dv < 0,
xv if dv = 0.
Then the j-th critical ideal Ij(G
d,X) is included in the ideal〈
{{xvi}
dv
i=0 : dv ≥ 1}, {{xvi + 1}
−dv
i=0 : dv ≤ −1}, Ij(G,X)|X=φ(d)}
〉
for all 1 ≤ j ≤ n.
Moreover, Ij(G
d,X) is trivial if and only if Ij(G,X)|X=φ(d) is trivial.
This theorem shows that the algebraic co-rank of Gd is determined by an evaluation of the critical
ideals of G. It is well known [9] that the evaluation of the critical ideals of G determines the critical
group of G. These facts open the question about the meaning of another evaluations of the critical
ideals of a graph.
Next example illustrates Lemma 2.4, Lemma 2.5 and Theorem 2.7.
Example 2.8. Let G be the graph given by Figure 4.
v1 v2
v3 v4
v5 v6
L(G,XG) =

x1 0 −1 −1 0 −1
0 x2 −1 −1 −1 0
−1 −1 x3 0 −1 −1
−1 −1 0 x4 −1 −1
0 −1 −1 −1 x5 −1
−1 0 −1 −1 −1 x6

Figure 4. A graph G with eight vertices and its generalized Laplacian matrix.
Using a computer algebra system, we can see that γZ(G) = 3 and their non-trivial critical ideals are
the following:
I4(G,X) = 〈x3, x4, x1x2 + 1, (x1 − 1)x6 − 2, (x2 − 1)x5 − 2, x1x5 + x5 + 2x1, x2x6 + x6 + 2x2, x5x6 + x6 + x5 + 2〉,
I5(G,X) = 〈x2x4x5(x6 + 1)− x4x6, x2x3x4 + x2x3x6 + x2x4x6 + 2x2x3 + 2x2x4 + x3x6 + x4x6,
x1x3x4 + x1x3x5 + x1x4x5 + 2x1x3 + 2x1x4 + x3x5 + x4x5, x1x4x6(x5 + 1)− x4x5,
x1x4(x2x6 + x2 + x6)− x4, x1x3(x2x6 + x2 + x6)− x3, (x3 + x4)(x5x6 + x5 + x6 + 2) + x3x4,
x1x2(x6 + x5) + x5x6(x1 + x2) + 2(x1x2 + x1x6 + x2x5)− x5 − x6 − 2〉,
I6(G,X) = 〈det(L(G,X))〉.
From these equalities and applying Theorem 2.7, we can easily obtain that the critical ideals I4(d(G, vi),X)
and I4(r(G, vj),X) are trivial for all i ∈ {1, 2} and j ∈ {3, 4}. Furthermore, the ideals I4(G
e1−e6 ,X),
I4(G
e1−e5 ,X), I4(G
e2−e5 ,X), I4(G
e2−e6 ,X), I4(G
e5−e6 ,X), I4(G
e6−e5 ,X) are also trivial. On the
other hand,
I4(d(G, v6),X) = 〈x6, x61 , I4(G,X)|x6=0〉 = 〈x6, x61 , 2, x3, x4, x5, x1x2 + 1〉,
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I5(d(G, v6),X) = 〈x3x6, x3x61 , x4x6, x4x61 , x3x5, x4x5, x6(x1x2 + 1), x61(x1x2 + 1), x6(x2x5 − x5 − 2),
x61(x2x5 − x5 − 2), x6(x1x5 + x5 + 2x1), x61(x1x5 + x5 + 2x1), x6x61(x1 − 1)− 2(x6 + x61),
x6x61(x2 + 1) + 2x2(x6 + x61), (x6x61 + x6 + x61)(x5 + 1) + (x6 + x61), x3x4 + 2x3 + 2x4,
x3(x1x2 − 1), x4(x1x2 − 1), x1x2x5 + 2x1x2 + 2x2x5 − x5 − 2〉
( 〈x6, x61 , I5(G,XG)|x6=0〉, and
I5(G
e6−e5 ,X) = 〈2(x51+1), 2(x5+1), x5x51−1, x6+x61 , x6(x1−1), x6(x2+1), x6(x5+1),
x6(x51+1), x3, x4, x1x2−2x2−1〉
( 〈x5 + 1, x51 + 1, x6, x61 , I5(G,X)|{x6=0,x5=−1}〉.
Note that I5(G,X)|{x6=0,x5=−1} = 〈x3, x4, x1x2 − 2x2 − 1〉, and x5x51 − 1 = (x5 + 1)(x51 + 1) − (x5 +
1)− (x51 + 1).
As a consequence of Theorem 2.7, we get the following bound for the algebraic co-rank of a signed
multidigraph with twins.
Corollary 2.9. If G is a signed multidigraph with n vertices, then γP(G
d) = γP(G
supp(d)) ≤ n for all
d ∈ Zn, where
supp(d)v =

−1 if dv < 0,
1 if dv > 0,
0 otherwise.
Proof. Let d ∈ Zn, δ = supp(d), and γ = γP (G
δ). That is, Iγ(G
δ ,X) = 〈1P 〉 and Iγ+1(G
δ ,X) 6= 〈1P 〉.
Since Gδ is an induced subdigraph of Gd, by [9, Proposition 3.3] γP(G
d) ≥ γ. Now, we need to prove
that γP(G
d) ≤ γ, that is, we need to prove that Iγ+1(G
d,X) 6= 〈1P 〉.
Since Iγ+1(G
δ,X) is non-trivial and φ(δ) = φ(d), applying Theorem 2.7 to G and δ,
Iγ+1(G,X)|X=φ(δ) = Iγ+1(G,X)|X=φ(d) 6= 〈1P 〉.
Therefore, applying Theorem 2.7 to G and d we get that Iγ+1(G
d,X) 6= 〈1P 〉.
Finally, since In+1(G,X) = 〈0〉,
In+1(G
d,X) ⊆ 〈{xv , . . . , xvdv : dv ≥ 1}, {xv + 1, . . . , xv−dv + 1 : dv ≤ −1}〉 6= 〈1〉
and we get that γP(G
d) ≤ n for all d ∈ Zn. 
Corollary 2.9 tell us that if we begin with a given graph G, then after several duplications (or
replications) of a vertex of G its algebraic co-rank can be increased. However, in certain point its
algebraic co-rank stabilizes.
Next example shows that the upper bound given in Corollary 2.9 is tight. Moreover, if det(L(G,X))|X=φ(δ) ∈
Z \ 0, then γZ(G
δ) = |V (G)|. Therefore for any graph G, there exists δ ∈ {1,−1}V (G) such that
γZ(G
δ) = |V (G)|.
Example 2.10. Let Kn be the complete graph with n ≥ 2 vertices. By [9, Theorem 3.15], we have that
γP(Kn) = 1 and In(Kn,X) = 〈P 〉, where
P =
n∏
j=1
(xj + 1)−
n∑
i=1
∏
j 6=i
(xj + 1).
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Since the evaluation of P at {x1 = 0, · · · , xn−1 = 0, xn = −1} is equal to −1, by Theorem 2.7 and
Corollary 2.9, γP(K
d
n ) = n for any d ∈ Z
n such that di ≥ 1 for all 1 ≤ i ≤ n − 1 and dn ≤ −1. On
the other hand, by [9, Theorem 3.16]
In−1(Kn,X) =
〈{∏
i∈I
(xi + 1) : I ⊆ [n] and |I| = n− 2
}〉
.
Since In−1(Kn,X){xi=0 : i∈[n−1]} = 〈1〉, by Theorem 2.7 and Corollary 2.9, γP (K
d
n ) = n − 1 for any
d ∈ Zn such that di ≥ 1 for all 1 ≤ i ≤ n − 1. Note that the graph K
d
n for some d ∈ Z
n such that
di ≥ 1 if and only if 1 ≤ i ≤ j for some 1 ≤ j ≤ n− 2 is equal to the graph K
d
′
j+1 with d
′ ∈ Zj+1 such
that di = d
′
i for all 1 ≤ i ≤ j and d
′
j+1 ≤ −1.
Corollary 2.9 might be used to construct families of graphs with a fixed algebraic co-rank. For
instance, given a graph G and δ ∈ {0, 1,−1}V (G), let
Tδ(G) = {G
d : d ∈ Z|V | such that supp(d) = δ}.
Then Corollary 2.9 says that the algebraic co-rank of any graph in Tδ(G) is equal to k = γP(G
δ).
That is, Tδ(G) is an infinite set of graphs, all of them with algebraic co-rank equal to k. Moreover,
these families of graphs are very useful to classify graphs with algebraic co-rank less or equal to a fixed
integer. For instance, in [3, Theorem 4.2] it was proved that a simple connected graph has algebraic
co-rank less than or equal to 2 if and only if it is an induced subgraph of a graph in one of the two
families of graphs, T(1,1,1)(K3) and T(−1,1,−1)(P3), where K3 is the complete graph with three vertices
and P3 is the path with three vertices.
On the other hand, one crucial step in the classification of the graphs with algebraic co-rank less
than or equal to 2 was the use of the concept of a minimal k-forbidden graph, which is a graph with
algebraic co-rank greater than or equal to k + 1 and it is minimal under induced subgraphs. In light
of the Corollary 2.9, we have that a minimal k-forbidden graph does not have more than three vertices
which are twins each other. Moreover, we conjecture that only a finite number of minimal k-forbidden
graphs and a finite set G of pairs (G, δ) of graphs and {0, 1,−1}-vectors exist, such that any graph with
algebraic co-rank less than or equal to k is an induced subgraph of a graph in
⋃
(G,δ)∈G Tδ(G). That
is, graphs with twins play an important role on these classification problems. This opens the question
on the distribution of the algebraic co-rank of graphs with twins. In [10], a formula for the algebraic
co-rank of a tree in terms of its 2-matching number was given. Moreover, it can be proved the following.
Proposition 2.11. If T is a twin-free simple tree, then γP(T ) ≥ ⌈
n+2
2 ⌉.
Proof. It follows by induction on the number of vertices of T . The smallest twin-free graph is the
path with four vertices, which has algebraic co-rank equal to three, and the rest follows by using that
γP(T ) ≥ γP(T − e) for any edge e of T , see [10, Lemma 2.4 and Theorem 3.8]. 
This result and an intensive computational search of graphs with less than or equal to nine vertices
lead to the following conjecture.
Conjecture 2.12. If G is twin-free, then γP(G) ≥ ⌊
n
2 ⌋.
Note that this lower bound for the algebraic co-rank would be tight because the graph with seven
vertices given in Figure 5 is twin-free and has algebraic co-rank equal to three.
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v4v6
v2
v3v1
v5
v7
Figure 5. A simple graph with seven vertices and algebraic co-rank equal to three.
This conjecture is equivalent to the following: if γP(G) < ⌊
n
2 ⌋, then G have at least a pair of twin
vertices. Therefore, if Conjecture 2.12 is true, then graphs with a low algebraic co-rank have twins and
twin-free graphs have an higher algebraic co-rank.
Given k ≥ 1, let
Γ≤k = {G : G is a simple connected graph with γ(G) ≤ k}.
Then Γ≤1 = T
∗
(−1)(K1), where T
∗
δ (G) denotes the set of induced subgraphs of one graph in Tδ(G). As
we mentioned before, in [3] it was proved that
Γ≤2 = T
∗
(1,1,1)(K3) ∪ T
∗
(−1,1,−1)(P3)
and in [2] it was given a similar result about Γ≤3. In general given a fixed constant k, we expect that
Γ≤k has a similar classification. Next conjecture goes in this sense.
Conjecture 2.13. If k ≥ 1, then
Γ≤k =
⋃
(G,δ)∈G
T ∗δ (G)
for some finite set G of pairs (G, δ) with G being a simple graph and δ ∈ {0, 1,−1}V (G).
A weak version of Conjecture 2.13 is given by the next conjecture, which says that an infinite family
of graphs {Gi}
∞
i=1 with a bounded algebraic co-rank, and such that Gi is a proper induced subgraph of
Gj for all i < j, is essentiality a set of the form Tδ(G).
Conjecture 2.14. If G = {Gi}
∞
i=1 is an infinite family of simple graphs such that Gi is a proper induced
subgraph of Gj for all i < j, then either
max{γP (Gi)}
∞
i=1 =∞
or a graph G, a vector δ ∈ {0, 1,−1}V (G) and an integer M ∈ N such that Gi ∈ Tδ(G) for all i ≥ M
exist.
There are families of graphs with unbounded algebraic co-rank. For instance, if G = {Pi}
∞
i=1 where
Pi is the path with i vertices, then γP(Pi) = i− 1 and therefore max{γP(Pi)}
∞
i=1 =∞.
Now, we prove that Conjecture 2.12 implies Conjectures 2.13 and 2.14.
Theorem 2.15. Conjecture 2.12 implies Conjecture 2.14.
Proof. Let G = {Gi}
∞
i=1 be as in Conjecture 2.14 with γ = max{γP (Gi)}
∞
i=1 <∞.
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Our strategy is to give a lower bound for the algebraic co-rank of a graph. The modular decomposition
of a connected graph is obtained from a prime graph, that is, a twin-free graph, K2 or K1, by blowing-
up each vertex with a cograph. In this way, Conjecture 2.12 will allow us to reduce Conjecture 2.14
to the case of a cograph. Before that, let us explain this assertion and recall the definition of modular
decomposition of a graph and the concept of cograph and its cotree. Given a graph G, a module of G
is a subset U of their vertices, such that
NG\U (u) = NG\U (v) for all u, v ∈ U,
where NG(u) is the open neighborhood of u in G, that is the set of neighborhoods of the vertex u in
G. For instance, the set of true (or false) twins of a given vertex is a module. Note that one module
can be a subset of another module. Also note that the entire set of vertices of G and any single vertex
of G is a module of G, which are called trivial modules. The modular decomposition of a graph G
consists in decomposing the vertex set V (G) in their modules. That is, the modular decomposition is a
recursive and hierarchical decomposition of the graph, not only a partition of their vertices. For simple
graphs, this decomposition is unique. A graph is called prime if all their modules are trivial. Note that
a graph different from K2 or K1 ⊔K1 is prime if and only if it is a twin-free graph. This hierarchical
decomposition can be encoded into a tree where the root corresponds to the maximal induced prime
subgraph and leaves the vertices of G and the other internal vertices labeled with join (⊠) or disjoin
union (⊔) operations (similar to replications and duplications to modules). See Example 2.16.
Example 2.16. The graph in Figure 6 has four nontrivial modules {v1, v5, v6}, {v5, v6},{v3, v7} and
{v4, v8}. The induced subgraphs of these modules are cographs. Its maximal induced prime subgraph is
the path with four vertices P4 = u1u2u3u4.
v1 v2 v3 v4
v5 v6 v7 v8
u1 u2 u3 u4
P4
⊠ v2 ⊠ ⊔
v1 ⊔
v5 v6
v3 v7 v4 v8
u1
u2 u3
u4
(a) (b)
Figure 6. A modular decomposition of a graph where each of the ellipses correspond
to an non-trivial module and its associated tree.
Now, let us introduce the concept of cograph. There exist several alternative definitions of a cograph;
one of them says that a cograph is a simple graph without the path P4 with four vertices as an induced
subgraph. Another characterization of a cograph says that a cograph is a graph in which every nontrivial
induced subgraph has at least a pair of twins. That is, the graph corresponding to the root in the tree
associated to the modular decomposition of a cograph is equal to K1. Note that the non-trivial module
of a graph induces a cograph. Moreover, the modular decomposition of a graph decomposes it as a
twin-free graph and a blow-up (replace a vertex v with a graph H such that N(u)∩ V (G) = NG(v) for
all u ∈ H) of each of their vertices with a cograph, see Figure 6. The reader may consult [12] and the
references contained there for more details about cographs and its cotrees.
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Now, we will first use Conjecture 2.12 to reduce Conjecture 2.14 to the case of a cograph. Let
T = {G |G is a twin-free induced subgraph of Gi for some Gi ∈ G}
be the set of all twin-free graphs that are induced subgraphs of some Gi ∈ G. Since the trivial graph
with one vertex is twin-free, T is non-empty. Moreover, Conjecture 2.12 implies that any graph in T
has at most 2γ + 1 vertices and thus T is finite. Let G be maximal (under the partial order given by
induced subgraphs) graph in T and M be the first natural number such that G is an induced subgraph
of GM . For any v ∈ V (G), let
Ljv = {u |u ∈ V (Gj) and such that NG(v) = NGj (u) ∩ (V (G) − v)}.
Clearly, v ∈ Ljv for all v ∈ V (G) and j ≥M . Since G is maximal, for any u ∈ Gj −G the subgraph of
Gj induced by V (G) ∪ u is not twin-free. Also, since G is twin-free, L
j
u ∩ L
j
v = ∅ for all u 6= v ∈ V (G)
and for all j. That is, any u ∈ Gj −G belongs to L
j
v for some v ∈ V (G) and thus
⊔
v∈V (G) L
j
v = V (Gj).
Note that the Ljv are the maximal modules of Gj and G is the maximal prime subgraph of Gj .
All the vertices in Ljv play the same role of v in the sense that if u ∈ L
j
v, then the induced subgraph
by (V (G) − v) ∪ u in Gj is G. Moreover, for any v ∈ V (G) and j ≥ M , the subgraph Gj [L
j
v] of Gj
induced by Ljv is a cograph. Otherwise, Gj [L
j
v] would contain P4 as an induced subgraph and therefore
the subgraph of Gj induced by the union of vertices of G−v and the vertices of P4 would be a twin-free
graph; a contradiction to the maximality of G (any vertex in P4 play the same role of v). Note that
this gives us the modular decomposition of Gj as a twin-free graph with the blow-up (with a cograph)
in each of their vertices.
Until now, using Conjecture 2.12 we have proved that the maximal twin-free subgraph (or maximal
prime subgraph) of the Gj
′s stabilizes at some point. Therefore we need to prove that their maximal
modules also must be stabilized (in the sense that there exists a graphH, δ ∈ {0, 1,−1}V (H), andM ∈ N
such that Gi[L
i
v] ∈ Tδ(H) for all i ≥ M) at some point. Since the modules are cographs, without loss
of generality we may assume that G = {Gi}
∞
i=1 (taking G = {Gi[L
i
v]}
∞
i=1) consists of cographs. Given a
cograph, its cotree is the tree obtained through its modular decomposition. We will use this cotree to
bound the algebraic co-rank of its cograph. Let C be a cograph and T be its cotree. Let T˜ be the tree
obtained by erasing the leaves of T , and T ′ be the tree obtained by erasing the twins of T . Note that
every twin of T is a leaf, but not every leaf has a twin. For instance, in Figure 7.(b) the vertex v3 is a
leaf with no twins. Note that,
C = (H)d for some d ∈ ZV (H),
where H is the cograph with cotree equal to T ′, see Figure 7 (c) and (d). Moreover, twin vertices in T
correspond to twin vertices in C. The next example illustrate this situation.
Example 2.17. Figure 7 contains a cograph C, its cotree T , the cotree T ′ obtained by erasing its twins
and its corresponding graph H. Clearly C = H(1,0,−1,−1).
Now, we give a lower bound for the algebraic co-rank of a connected cograph C in function of the
height of its cotree T and the out-degree of the vertices of T˜ . Before we do that, we give a lower bound
for the algebraic co-rank of a special class of cographs: the threshold graphs. Let Th1 be the trivial
graph with only one vertex (denoted by v1) and
Thn =
{
v2k ⊠ Th2k−1 if n = 2k,
v2k+1 ⊔ Th2k if n = 2k + 1,
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v1 v2
v3
v4 v5
v6
v7
C
⊠
v4 v5 v6 v7
v1 v2 v3
⊔ ⊔
⊠ ⊠
T
⊠
u1 ⊔
u2 u3 u4
T ′
u1
u2 u3 u4
H
(a) (b) (c) (d)
Figure 7. A cograph C, its cotree T , a cotree T ′ obtained from T and the cograph
associated to T ′.
where ⊠ means the join of graphs and ⊔ means the disjoint union of graphs. Since
L(Th2k,X)[{2, 4, . . . , 2k}, {1, 3, . . . , 2k − 1}] =

−1 0 · · · 0
−1 −1 0
...
...
. . . 0
−1 · · · −1
 ,
γP(Th2k) ≥ k. Note that any connected threshold graph different from the trivial graph belongs to
one of the families of graphs T(1,−1,...,1,−1)(Th2k) for all k ≥ 1. In a similar way, it can be proved that
γP(⊠
l
i=1Th2ki) ≥ l − 1 +
∑l
i=1 ki.
Now, let r be the root of T , u be one of their leaves, and consider the path Pu(T ) from u to r. Note
that if C is connected, then the root of T is labeled with a join operation. If Pu(T ) has length n (the
number of edges), then C contains the threshold graph Thn+1 as an induced subgraph when n is odd
and Thn when n is even. For instance, consider the cograph given in Figure 7.(a) and its cotree given
in Figure 7.(b). If we choose the vertex v4, then the length of Pv4(T ) is three, and the graph induced by
v4, v5, v6, v1 is equal to Th4. In a similar way, if we choose v1, then the length of Pv1(T ) is two, and it
can be check that the graph induced by v1, v3 is equal to Th2. Now, if T has height h, then C contains
Thh as an induced subgraph. Since γP(C) ≥ γP(Thh) ≥ ⌊
h
2 ⌋ and γP(Gj) = γ < ∞, the height of T is
less or equal to 2γ + 1.
Now, we give a lower bound for the algebraic co-rank of a connected cograph C in terms of the
out-degree of the vertices of its associated tree T˜ , (the obtained from its cotree by erasing its leaves).
Let u be a vertex of T˜ . If u is a leaf of T˜ , then its out-degree is zero. Assume that u is not a leaf of
T˜ . If u is labeled with a disjoint union operation, then C contains a disjoint union of the subgraphs
associated to the out-neighborhoods of u. Since
γP
(
n⊔
i=1
Hi
)
=
n∑
i=1
γP(Hi),
and the unique graph with algebraic co-rank equal to zero is the trivial graph, the algebraic co-rank of
C is at least the out-degree of u. If u is labeled with a join operation, then C contains the join of the
subgraphs associated to the out-neighborhoods of u. On the other hand, if {Hi}
l
i=1 is a set of graphs,
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each one different to a complete graph, then ⊠li=1Hi contains K
(1,...,1)
l and therefore by Example 2.10
γP(⊠
l
i=1Hi) ≥ γP(K
(1,...,1)
l ) = l − 1.
Thus the algebraic co-rank of C is at least the out-degree of u minus one. Since γP(Gj) = γ <∞, the
out-degree of the vertices of T˜ is less or equal to γ + 1. Therefore the height and the out-degree of all
the vertices non adjacent to a leaf of T are bounded.
Since Gi is a proper induced subgraph of Gj for all i < j and any induced subgraph of a cograph C
corresponds to a subcotree of the cotree T of C (the subcotree of T induced by the leaves that correspond
to the vertices in the induced subgraph and rooted by the common ancestor of these leaves), there exists
a cograph Cv and M
′ ≥M such that
Gj [L
j
v] = C
d
v for some d ∈ {0, 1,−1}
V (Cv) for all j ≥M ′
and therefore we get the statement given in Conjecture 2.14. 
Note that any lower bound for the algebraic co-rank of a graph in terms of its number of vertices
in the case of twin-free graphs and in terms of the structure of its cotree in case of cographs implies
Conjectures 2.13 and 2.14. A key fact in the proof of Theorem 2.15 is to give a lower bound for
the algebraic co-rank of a cograph in terms of its cotree. The lower bound presented in the proof of
Theorem 2.15 is very loose, however we conjecture the following:
Conjecture 2.18. If C is a cograph, then
γP(C) ≥ |E(T˜ )| −#{internal vertices of T˜ labeled with the join or join operatation},
where T˜ is the tree obtained from the cotree of C by erasing their leaves.
As a consequence of the lower bound for the algebraic co-rank of a cograph given in the proof of
Theorem 2.15, we have the following result:
Corollary 2.19. If k is a positive integer, then
C≤k = {C |C is a cograph in Γ≤k} =
⋃
(G,δ)∈G
T ∗δ (G)
for some finite set G of pairs (G, δ) with δ ∈ {0, 1,−1}V (G).
Proof. Let C be a cograph with algebraic co-rank less than or equal to k, T be its cotree, T ′ be the tree
obtained from T by erasing their twin vertices, and H be the cograph with cotree equal to T ′. Clearly
C = Hd for some d ∈ ZV (H). From the proof of Theorem 2.15, we have that the height of T , which is
also the height of T ′, is upper bounded and the out-degree of the vertices of T ′ is also upper bounded.
Therefore, there exists a finite number of trees that can be the T ′ of C and therefore it turns out the
result. 
Theorem 2.20. Conjecture 2.12 implies Conjecture 2.13.
Proof. LetG be a graph with algebraic co-rank less than or equal to k. Using the modular decomposition
of G we have that G can be decompose in a twin-free (its maximal prime) graph with a blow-up of a
cograph in each of their vertices. By Conjecture 2.12 we have that the size of its maximal twin-free is
bounded (therefore only a finite number of possible maximal twin-free subgraphs for G exist) and by
Corollary 2.19 only a finite number of cographs H exist, such that the cograph used in the blow-up
CRITICAL IDEALS OF SIGNED GRAPHS WITH TWIN VERTICES 17
of each vertex is of the form Hd for some d ∈ ZV (H). Putting together these two facts we get the
result. 
Finally, we pose a variant of Conjecture 2.12, which we believe is stronger.
Conjecture 2.21. If γP (G− v) = γP (G) for all v ∈ V (G), then G has at least a pair of twin vertices.
3. Critical ideals of graphs with twin vertices
In this section we give a deep description of some of the critical ideals of a graph G obtained by
duplicating or replicating several times one of their vertices in terms of some of the critical ideals of G.
In Section 2 we saw that the algebraic co-rank of the graphs {dk(G, v)}k≥0 and {r
k(G, v)}k≥0 quickly
stabilizes. We will show that their critical ideals regularize, but a little bit slower. More precisely, if
γd = γP(d(G, v)) and λ ∈ {0, 1} is a constant that depends on G and v, then Theorem 3.4 gives a
description of
Iγd+k(d
k+λ+i(G, v),X)
in terms of the critical ideals of G. Also, Theorem 3.8 gives a similar description of the critical ideals
of Iγr+k(r
k+λ+i(G, v),X), where γr = γP (r(G, v)).
3.1. The critical ideals of the duplication of vertices. We begin by giving a description of the
critical ideals of dk(G, v) in terms of the critical ideals of G and some of the minors of G − v. This
description generalizes the description of the critical ideals of d(G, v) given in Equation 2.1.
Before doing this, we need to introduce some notation. Given a subset S of natural numbers,
(
S
l
)
denote the set of all subsets of S of cardinality equal to l. Moreover, if v is a vertex of a signed
multidigraph, let
PSl (v) =
{∏
c∈C
xvc : C ∈
(
S
l
)}
,
that is, PSl (v) is the set of the products of l of the variables associated to the duplication of one vertex
of G. By convention we take PS0 (v) = {1}. And for simplicity, P
k
l (v) denote P
{0,...,k}
l (v). Note that
Il(Tk,X) = 〈P
k
l (v)〉, where Tk is the trivial graph with k isolated vertices and v is a vertex of Tk. We
also recall that Ij(G,X) = 〈0〉 for all j > |V (G)|.
Lemma 3.1. Let G be a signed multidigraph with n ≥ 2 vertices and v ∈ V (G). If k, j ≥ 1 and
m = min(k, j − 1), then
Ij(d
k(G, v),X) =
〈{
P kl (v) · Ij−l(G,X)|xv=0
}m−1
l=0
, P km(v) · Ij−m(G− v,X),
P km(v) ·minorsj−m(a, L(G− v,X)), P
k
m(v) ·minorsj−m(L(G− v,X),b), S
k
j (G, v)
〉
for all 1 ≤ j ≤ n+ k, where Skj (G, v) is equal to P
k
j (v) when j ≤ k + 1, and equal todet(M) ·
k∏
t=0
xvt + det(J(0,a
′;M,b′)) ·
k∑
t=0
∏
s 6=t
xvs : J(xv,a
′;M,b′) ∈Mj−k(L(G,X))

when j > k + 1.
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The proof of this lemma is technical and very similar to those arguments given in the previous proofs.
It is included in Section 3.4 at the end of this section.
Remark 3.2. Note that Ij(G,X)|xv=0 is equal to
〈minorsj(L(G − v,X)),minorsj(a, L(G− v,X)),minorsj(L(G − v,X),b),minorsj(a, L(G − v,X),b)〉
and the i-th critical ideal Ii(Tk+1,X) of the graph with k + 1 isolated vertices is equal to 〈P
k
i (v)〉.
Moreover, if m = min(k, j − 1), then
Ij(d
k(G, v),X)|xv=0 =
〈{
P
{1,...,k}
i (v) · Ij−i(G,X)|xv=0
}m
i=0
〉
.
By [9, Proposition 3.4] the j-th critical ideal of the disjoint union of Tk+1 and G is equal to
Ij(Tk+1 ⊔G,X) =
〈
j⋃
i=0
Ii(Tk+1,X) · Ij−i(G,X)
〉
=
〈
j⋃
i=0
P ki (v) · Ij−i(G,X)
〉
.
That is, Ij(d
k(G, v),X)|xv=0 behaves almost equal as the j-th critical ideal of the disjoint union of Tk+1
and G.
In the next example we show how to use the description of Ij(d
k(G, v),X)|xv=0.
Example 3.3. Let Q3 be the hypercube with V (Q3) = {vi}
8
i=1. The reader can check that γZ(Q3) = 4,
γZ(d(Q3, v8)) = 5. Moreover
I7(d(Q3, v8),X)|x8=0 = 〈x81 · I6(Q3,X)|x8=0, I7(Q3,X)|x8=0〉,
where I6(Q3,X)x8=0 = 〈x1 − x6, x2 − 3x7, x3 − x6, x4 − x7, x5 − x7, x6x7 − 1〉 and
I7(Q3,X)|x8=0 = 〈x2x4x6 − x4x5x6 − x4x6x7 − x5x6x7 − x2 − x4 + 2x5 + 2x7,
x2x3x5 − x3x4x5 − x3x4x7 − x3x5x7 − x2 + 2x4 − x5 + 2x7,
x1x2x7 − x1x4x5 − x1x4x7 − x1x5x7 − x2 + 2x4 + 2x5 − x7,
x1x3x7 − x1x4x6 + x3x4x6 − x1x6x7 + x1 − 2x3 + x6,
x1x3x5 + x1x4x6 − x3x4x6 − x3x5x6 − 2x1 + x3 + x6,
x1x4x5x6 + x1x4x6x7 + x1x5x6x7 − x1x5 − x5x6 − 2x4x6 − 2x1x7 + 3,
x3x4x5x6 + x3x4x6x7 + x3x5x6x7 − 2x3x5 − 2x4x6 − x3x7 − x6x7 + 3〉.
We now are ready to give a more accurate description of some critical ideals of di+k(G, v). Given
r, s ≥ 0, let
λ(r, s) =
{
0 if r = s,
1 otherwise.
As the next theorem shows, this constant plays the role of a regularity constant in the sense that
the behavior of the critical ideals Iγd+k(d
k+λ(G, v),X) is regular. Moreover, λ = 0 if and only if
γP(G− v) = γP(d(G, v)), that is, λ indicates whether the removal of v or the duplication of v yields a
change in the algebraic co-rank.
Theorem 3.4. Let G be a signed multidigraph, v a vertex of G, γd = γP (d(G, v)), γv = γP(G− v) and
λ = λ(γv , γd). If γP(G) ≥ 2, then 0 ≤ γd − γv ≤ 2 and
Iγd+k(d
k+λ+i(G, v),X) =
〈{
P k+λ+il (v) · Iγd+k−l(G,X)|xv=0
}k
l=0
〉
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for all k ≥ 1 and i ≥ 0.
Proof. Since Ij(G,X)|xv=0 ⊆ Ij−2(G − v,X), by Lemma 2.4 we have that 0 ≤ γd − γv ≤ 2. Note
that γd − γv measures the number of steps in which the algebraic co-rank of the set of graphs {G −
v, dk(G, v)k≥0} stabilizes. The inequality 0 ≤ γd − γv ≤ 2 says that this happens in at most two steps.
Now, applying Lemma 3.1 with k = k + λ + i and j = γd + k, we get that Iγd+k(d
k+λ+i(G, v),X) is
equal to 〈{
P k+λ+il (v) · Iγd+k−l(G,X)|xv=0
}m−1
l=0
, P k+λ+im (v) · Iγd+k−m(G− v,X),
P k+λ+im (v) ·minorsγd+k−m(a, L(G− v,X)), P
k+λ+i
m (v) ·minorsγd+k−m(L(G− v,X), S
k+λ+i
γd+k
(G, v)
〉
.
On the other hand, since γd−1 ≥ λ,m = min(k, j−1) = min(k+λ+i, γd+k−1) = k+min(λ+i, γd−1) ≥
k+λ. Also, by Lemma 2.4, Iγd(G,X)|xv=0 = 〈1〉. Note that, if λ = 0, thenm = k, γv = γd, Iγd(G−v,X)
is trivial, and P k+im (v) · Iγd(G− v,X) = P
k+i
m (v).
Therefore, if we assume that λ = 0,
Iγd+k(d
k+i(G, v),X) =
〈{
P k+il (v) · Iγd+k−l(G,X)|xv=0
}k−1
l=0
, P k+ik (v)
〉
=
〈{
P k+il (v) · Iγd+k−l(G,X)|xv=0
}k
l=0
〉
.
Otherwise (λ = 1), taking l = k we get that P k+i+1k (v) · Iγd(G,X)|xv=0 = P
k+i+1
k (v) and therefore
Iγd+k(d
k+i+λ(G, v),X) = Iγd+k(d
k+i+1(G, v),X) =
〈{
P k+i+1l (v) · Iγd+k−l(G,X)|xv=0
}k
l=0
〉
=
〈{
P k+i+λl (v) · Iγd+k−l(G,X)|xv=0
}k
l=0
〉
.

When k = 1, Theorem 3.4 can be reduced to the following simpler form
Iγd+1(d
i+1(G, v),X) = 〈xv0 , xv1 , . . . , xvi+1 , Iγd+1(G,X)|xv=0〉,
for all i ≥ λ, which is similar to Lemma 2.4. We recall that λ = λ(γP(G− v), γP (d(G, v))).
Remark 3.5. Given a fixed integer k ≥ λ+ 1, we have that Theorem 3.4 implies that
Iγd+j(d
k(G, v),X) =
〈{
P kl (v) · Iγd+j−l(G,X)|xv=0
}j
l=0
〉
,
for all j such that 1 ≤ j ≤ k − λ. That is, Theorem 3.4 does not describe all the critical ideals of
dk(G, v).
In order to get a better understanding of Theorem 3.4, we present the following example.
Example 3.6. Let G be the cycle (see Figure 8) with four vertices and sign σ given by
σ(e) =
{
−1 if e = v1v4, v4v3,
1 otherwise.
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By using a computer algebra system, we can verify that γ = γZ(G) = 2, γv1 = γZ(G − v1) = 2, and
γd = γZ(d(G, v1)) = 2. Thus λ(γ − γv1 , γd − γ) = λ(0, 0) = 0. Moreover, it can be checked that
I3(G,X) = 〈x2 + x4, x1 − x3, x3x4 + 2〉 and I4(G,X) = 〈x1x2x3x4 + x1x2 + x2x3 − x1x4 − x3x4 − 4〉.
v1
v2 v3
v4
−
−
L(G,X) =

x1 −1 0 1
−1 x2 −1 0
0 −1 x3 −1
−1 0 1 x4

Figure 8. A signed multidigraph G with four vertices and its generalized Laplacian matrix.
Since I3(G,X)|x1=0 = 〈2, x3, x2 + x4〉, Theorem 3.4 implies that
I3(d
i+1(G, v1),X) =
〈
P i+11 (v1), I3(G,X)|x1=0
〉
=
〈
{x1l}
i+1
l=0, 2, x3, x2 + x4
〉
for all i ≥ 0.
Also, since I4(G,X)|x1=0 = 〈x2x3 − x3x4 − 4〉, by Theorem 3.4
I4(d
i+2(G, v1), X) =
〈
P i+22 (v1), P
i+2
1 (v1) · I3(G,X)|x1=0, I4(G,X)|x1=0
〉
= 〈{x1lx1l′ }0≤l<l′≤i+2, {2x1l}
i+2
l=0, {x1lx3}
i+2
l=0, {x1l(x2+x4)}
i+2
l=0, x2x3−x3x4−4〉 for all i ≥ 0.
Finally, since Ij(G,X) = 〈0〉 for all j ≥ 5,
Ik+2(d
k+i(G, v1), X) = 〈P
k+i
k (v1), P
k+i
k−1(v1) · I3(G,X)|x1=0, P
k+i
k−2(v1) · I4(G,X)|x1=0〉
= 〈P k+ik (v1), {2, x3, x2+x4} · P
k+i
k−1(v1), (x2x3−x3x4−4) · P
k+i
k−2(v1)〉 for all i ≥ 0, k ≥ 1.
Moreover, the reader can check that
I4(d(G, v1),X) = 〈xv01 (x2 + x4), x11(x2 + x4), x10(x3x4 + 2), x2x3 − x3x4 − 4,
x10x11x4 + 2x10 + 2x11 , x10x3 + x11x3 − x10x11〉
6= 〈P i+12 (v1), P
i+1
1 (v1) · I3(G,X)|x1=0, I4(G,X)|x1=0〉.
That is, Theorem 3.4 cannot be improved.
The diagonal entries of twin vertices in the Laplacian matrix of dk(G, v) are equal (twin vertices have
the same degree). Therefore, an important case of the critical ideals of dk(G, v) is given by considering
the same variable associated to duplicated vertices. In this case Theorem 3.4 reduces to the following
form: If γP(G) ≥ 2 and xv is the variable associated to the twins of v, then
Iγd+k(d
k+λ+i(G, v),X) =
〈{
xlv · Iγd+k−l(G,X)|xv=0
}k
l=0
〉
for all k ≥ 1 and i ≥ 0.
3.2. The critical ideals of the replication of vertices. We now give the description of the critical
ideals of rk(G, v). This part is structured similarly to the part of the critical ideals of dk(G, v). Given
a subset S of the natural numbers and a vertex v ∈ V (G), let
P˜Sl (v) = {
∏
c∈C
xvc + 1 : C ∈
(
S
l
)
}.
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For convention P˜S0 (v) = {1}. Also, for simplicity P˜
{0}∪[k]
l (v) will be denoted by P˜
k
l (v). Note that
Il+1(Kk,X) = 〈P˜
k
l (v)〉 for all 1 ≤ l ≤ k − 2, where Kk is the complete graph with k vertices. We will
use similar arguments to those used in the proof of Lemma 3.1.
Lemma 3.7. Let G be a signed multidigraph with n ≥ 2 vertices, and v ∈ V (G). If k, j ≥ 1 and
m = min(k, j − 1), then
Ij(r
k(G, v),X) =
〈
{P˜ kl (v) · Ij−l(G,X)|xv=−1}
m−1
l=0 , P˜
k
m(v) · Ij−m(G−v,X),
P˜ km(v) ·minorsj−m(a, L(G−v,X)), P˜
k
m(v) ·minorsj−m(L(G−v,X),b), S˜
k
j
〉
for all 1 ≤ j ≤ n+ k, where S˜kj is equal to
j∏
s=1
(xvls+1)−
j∑
s=1
∏
t6=s
(xvlt+1) : 0 ≤ l1< · · · < lj ≤ k
 ,
when j ≤ k + 1, and equal todet(Q) ·
k∏
t=0
(xvt+1)+det(J(−1,a
′;Q,b′))
k∑
t=0
∏
s 6=t
(xvs+1) : J(xv,a
′;Q,b′) ∈Mj−k(L(G,X))
 ,
when j > k + 1.
Since the proof of this lemma is technical and very similar to those arguments given in previous
proofs, it was included at the end of this section.
We now give a similar result to Theorem 3.4 for the replication of vertices.
Theorem 3.8. Let G be a signed multidigraph, v ∈ V (G), γ = γP(G), γr = γP(r(G, v)), γv =
γP(G− v), and λ = λ(γv, γr). If γ ≥ 2, then 0 ≤ γr − γv ≤ 2 and
Iγr+k(r
k+λ+i(G, v),X) =
〈{
P˜ k+λ+il (v) · Iγr+k−l(G,X)|xv=−1
}k
l=0
〉
,
for all k ≥ 1 and i ≥ 0.
The proof follows similar by arguments to those used in Theorem 3.4.
Proof. First, since Ij(G,X)|xv=−1 ⊆ Ij−2(G − v,X), Lemma 2.5 implies that 0 ≤ γr − γv ≤ 2. Now,
applying Lemma 3.7 with j = γr + k and k = k+ λ+ i we have that Iγr+k(r
k+λ+i(G, v),X) is equal to〈{
P˜ k+λ+il (v) · Iγr+k−l(G,X)|xv=−1
}m−1
l=0
, P˜ k+λ+im (v) · Iγr+k−m(G− v,X),
P˜ k+λ+im (v) ·minorsγr+k−m(a, L(G − v,X)), P˜
k+λ+i
m (v) ·minorsγr−k−m(L(G − v,X),b), S˜
k+λ+i
γr+k
(G, v)
〉
,
where m = min(k + λ+ i, γr + k − 1) = k +min(λ+ i, γr − 1) ≥ k + λ.
By Lemma 2.5, Iγr(G,X)|xv=−1 = 〈1〉. The rest follows in a similar way to the proof of Theorem 3.4.

We now show an example in order to understand Theorem 3.8.
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v1
v2
v3
v4
v5
v6
− L(G,X) =

x1 0 0 0 0 0
−1 x2 1 0 0 0
−1 1 x3 0 0 0
−1 0 0 x4 −1 −1
−1 0 0 −1 x5 −1
−1 0 0 −1 −1 x6

Figure 9. A graph G with six vertices and its generalized Laplacian matrix.
Example 3.9. Let G be the signed multidigraph given in Figure 9.
By using a computer algebra system, we have that γZ(G) = γZ(G − v1) = 2 and γZ(r(G, v1)) = 3.
Thus γr−γ = 1 and λ(γ−γv, γr−γ) = 1. Also, it can be calculated that I4(G,X)|x1=−1 = 〈x4+1, x5+
1, x6 + 1, x2x3 − 1〉,
I5(G,X)|x1=−1 = 〈(x4+1) ·(x2x3−1), (x5+1) ·(x2x3−1), (x6+1) ·(x2x3−1), x4x5x6−x4−x5−x6−2〉,
and I6(G,X)|x1=−1 = 〈(x2x3 − 1) · (x4x5x6 − x4 − x5 − x6 − 2)〉. Then Theorem 3.8 implies
I4(r
i+2(G, v1),X) = 〈{x1l + 1}0≤l≤i+2, I4(G,X)|x1=−1〉
= 〈{x1l + 1}0≤l≤i+2, x4 + 1, x5 + 1, x6 + 1, x2x3 − 1〉,
for all i ≥ 0. Also I5(r
i+3(G, v1),X) is equal to〈{
(x1l + 1)(x1l′ + 1)
}
0≤l<l′≤i+3
, I5(G,X)|x1=−1, {(x1l + 1) · I4(G,X)|x1=−1}0≤l≤i+3
〉
for all i ≥ 0. Finally, Ik+3(r
k+i+1(G, v1),X) is equal to〈
P˜ k+i+1k (v1), P˜
k+i+1
k−1 (v1) · I4(G,X)|xv=−1, P˜
k+i+1
k−2 (v1) · I5(G,X)|xv=−1, P˜
k+i+1
k−3 (v1) · I6(G,X)|xv=−1
〉
,
for all k ≥ 3 and i ≥ 0. On the other hand, it can be check that I4(r(G, v1),X) is equal to
〈{(x1l + 1)(xl′ − 1)}0≤l≤1,2≤l′≤3, x4 + 1, x5 + 1, x6 + 1, x2x3 − 1, x1x11 − 1〉,
which is different from 〈x1 + 1, x11 + 1, x4 + 1, x5 + 1, x6 + 1, x2x3 − 1〉. Thus Theorem 3.8 can not be
improved.
Remark 3.10. Note that Ii(Kk+1,X) = 〈P˜
k
i−1(v)〉 for all 1 ≤ i ≤ k, see [9, Theorem 3.16]. Moreover,
if m = min(k, j − 1), then
Ij(r
k(G, v),X)|xv=−1 =
〈{
P˜
[k]
l (v) · Ij−l(G,X)|xv=−1
}m
l=0
〉
.
That is, Ij(d
k(G, v),X)|xv=−1 behaves almost equal to as Ij(Kk+1 ⊔G,X).
In a similar way to Theorem 3.4, when we equal all the variables associated to the replicated vertices
of v, we get that Theorem 3.8 takes the following form: If γP(G) ≥ 2 and xv is the variable associated
to all the twins of v, then
Iγr+k(d
k+λ+i(G, v),X) =
〈{
(xlv + 1) · Iγr+k−l(G,X)|xv=0
}k
l=0
〉
for all k ≥ 1 and i ≥ 0.
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Examples 3.6 and 3.9 show that the results obtained in this article are tight. By using Theorems 3.4
and 3.8 we can not determine all the critical ideals of the graph Gd for some d ∈ ZV (G) in terms
of the critical ideals of G. However, there exist some special cases in which we can determine their
critical ideals using very similar ideas. For instance, in the following subsection we present the case of
a complete bipartite graph.
3.3. Critical ideals of the complete bipartite graph. Given m ≥ n ≥ 1, let Kn,m be the complete
bipartite graph with bipartition (U, V ) such that U contains n vertices and V contains m vertices. If
K2 is the complete graph with two vertices v1 and v2, then it is clear that Kn,m = K
(n−1,m−1)
2 . Now,
given 0 ≤ j ≤ n− 1, let
σj,n(v) =
{∑n
r=1
∏
s 6=r xvs if j = n− 1,
Pn−1j (v) otherwise.
Theorem 3.11. If m ≥ n ≥ 2, then
Ij(Kn,m, X) =

〈{σr,n(v1) · σs,m(v2) : r + s = j − 2, (0, 0) ≤ (r, s) ≤ (n− 1,m− 1)}〉 if 2 ≤ j ≤ n+m− 2,
〈σn−1,n(v1) · σm−2,m(v2), σn−2,n(v1) · σm−1,m(v2), P
n−1
n−1 (v1) · P
m−1
m−1 (v2)}〉 if j = n+m− 1,
〈
∏n
r=1 x1r ·
∏m
s=1 x2s − σn−1,n(v1) · σm−1,m(v2)〉 if j = n+m.
The results obtained here can be used to determine a big part of the critical ideals of the complete
bipartite graph. Since Kn,2 = d
n−2(K2,2, v11) and
Ij(K2,2,X) =

〈1〉 if j = 1, 2,
〈x1 + x11 , x2 + x21 , x1x2〉 if j = 3,
〈x1x11x2x21 − x1x2 − x1x21 − x11x2 − x11x21〉 if j = 4,
γv = γZ(K1,2) = 2 = γZ(K3,2) = γd. Thus λ = 0, I3(K2,2,X)|x11=0 = 〈x1, x2+x21〉 and I4(K2,2,X)|x11=0 =
〈x1 · (x2 + x21)〉. Applying Theorem 3.4 with k = j − 2, i = n− j ≥ 0 we get that
Ij(Kn,2,X) = I2+(j−2)(d
n−2(K2,2, v11),X)
= 〈Pn−2j−2 (v11), P
n−2
j−3 (v11) · I3(K2,2,X)|x11=0, P
n−2
j−4 (v11) · I4(K2,2,X)|x11=0〉
= 〈{σj−2,n(v1) · σ0,2(v2), σj−3,n(v1) · σ1,2(v2)}〉
for all 3 ≤ j ≤ n + m − 2. In a similar way we can use the critical ideals of Kn,2 to determine the
first m critical ideals of Kn,m. That is, we can determine more than one half of the critical ideals of
Kn,m. The remaining critical ideals can be determined using similar, but more specific techniques. In a
more general setting Theorem 3.4 can be used to determine a part of the critical ideals of the complete
multipartite graphs.
Moreover, Theorems 3.4 and 3.8 can be improved in the special case when several vertices are
duplicated and replicated simultaneously, which allows us to describe almost completely the critical
ideals of complete multipartite graphs and threshold graphs.
3.4. Proofs of Lemmas 3.1 and 3.7.
Proof of Lemma 3.1: The generalized Laplacian matrix L(dk(G, v),X) of dk(G, v) is equal to
J(diag(xv0 , ..., xvk ),a;L(G − v,X),b),
for some a,b ∈ Pn−1. Let I,I ′ ⊆ [n+ k] be two sets of size j, h = |I ∩ [k + 1]|, h′ = |I ′ ∩ [k + 1]|, and
mI,I′ = det(L(d
k(G, v),X)[I,I ′]).
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Clearly 0 ≤ h, h′ ≤ m+ 1. If h, h′ = 0, then mI,I′ ∈ minorsj(L(G − v,X)) and mI,I′ ∈ Ij(G − v,X).
Now assume that h = 0. If h′ ≥ 2, then two columns of L(dk(G, v),X)[I,I ′] are equal, and mI,I′ = 0.
Also, if h′ = 1, then mI,I′ ∈ minorsj(a, L(G − v,X)). We can use similar arguments when h
′ = 0.
Thus, we assume that h, h′ ≥ 1.
Now by Lemma 2.2 we have that
mI,I′ =

0 if |h− h′| ≥ 2,
det
[
P 1
]
· det
[
b′
Q
]
if h− h′ = 1,
det
[
P
1
]
· det
[
a′T Q
]
if h′ − h = 1,
det(P ) · det(Q)− det(J(P,1; 0,1)) · det(J(0,a′;Q,b′)) if h = h′,
for some submatrix P of diag(xv0 , ..., xvk ), some submatrix Q of L(G − v,X), and some subvectors a
′
of a and b′ of b. Clearly, det
[
P 1
]
6= 0 if and only if (up to row and column permutations)
P =
[
diag(xvi1 , . . . , xvih′ )
0
]
.
If h−h′ = 1, then mI,I′ ∈ P
k
h′(v)·minorsj−h′(L(G−v,X),b) ( P
k
h′(v)·Ij−h′(G,X)|xv=0, for all 1 ≤ h
′ ≤
m. Similarly, if h′ − h = 1, then mI,I′ ∈ P
k
h (v) ·minorsj−h(a, L(G − v,X)) ( P
k
h (v) · Ij−h(G,X)|xv=0,
for all 1 ≤ h ≤ m. On the other hand, if h = h′ we have the following cases:
Case I: If P has at least two zero rows, then det(P ) = 0, det(J(P,1; 0,1)) = 0, and mI,I′ = 0.
Case II: If P has only one zero row, then det(P ) = 0, det(J(P,1; 0,1)) =
∏h−1
t=1 xvit , and
mI,I′ =
h−1∏
t=1
xvit · det(J(0,a
′;Q,b′)),
for some (j − h + 1) × (j − h + 1)-submatrix J(0,a′;Q,b′) of L(G,X)|xv=0. Thus mI,I′ ∈ P
k
h−1(v) ·
minorsj−h+1(a, L(G− v,X),b) ( P
k
h−1(v) · Ij−h+1(G,X)|xv=0, for all 2 ≤ h ≤ m− 1.
Case III: If P has no zero row, then
mI,I′ =
{∏h
t=1 xvit · det(Q) +
∑h
t=1
∏
s 6=t xvis · det(J(0,a
′;Q,b′)) if h < j,∏h
t=1 xvit if h = j,
for some (j − h + 1) × (j − h + 1)-submatrix J(0,a′;Q,b′) of L(G,X)|xv=0, and for all 1 ≤ h ≤ m.
Moreover, since
h∑
t=1
∏
s 6=t
xvis · det(J(0,a
′;Q,b′)) ∈ 〈P kh−1(v) ·minorsj−h+1(a, L(G− v,X),b)〉
and
∏h
t=1 xvit ·det(Q) = mI,I′−
∑h
t=1
∏
s 6=t xvis ·det(J(0,a
′;Q,b′)) ∈ 〈P kh (v)·minorsj−h(L(G−v,X))〉 (
P kh (v) · Ij−h(G,X)|xv=0 for all 0 ≤ h ≤ m− 1, we get the result.
Proof of Lemma 3.7: Let I,I ′ ⊆ [n+k] be two sets of size j, h = |I ∩ [k+1]| and h′ = |I ′∩ [k+1]|.
Clearly 0 ≤ h, h′ ≤ m+1 and L(rk(G, v),X) = J(L(Kk+1,X),a;L(G− v,X),b) for some a,b ∈ P
n−1.
Let mI,I′ = det(L(r
k(G, v),X)[I,I ′]).
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We can use the same arguments used in the proof of Lemma 3.1 for the case when h = 0 or h′ = 0.
On the other hand, by Lemma 2.2
mI,I′ =

0 if |h− h′| > 2,
det
[
P 1T
]
det
[
b′
Q
]
if h− h′ = 1,
det
[
P
1
]
det
[
a′T Q
]
if h′ − h = 1,
det(P ) det(Q)− det
[
P 1T
1 0
]
det
[
0 b′
a′T Q
]
if h = h′,
where P is a submatrix of L(Kk+1,X), Q is a submatrix of L(G−v,X), a
′ is a subvector of a and b′ is a
subvector of b. If h−h′ = 1 then det
[
P 1
]
6= 0 if and only if (up to row and column permutations)
P =
 xvi1 −1 −1. . .
−1 x
v
i
h′
−1

T
for some 0 ≤ l1 < · · · < lh′ ≤ k. Since det
[
P 1T
]
=
∏h′
s=1(xvis+1),mI,I′ ∈ P˜
k
h′(v)·minorsj−h′(L(G−
v,X),b) ( P˜ kh′(v)·Ij−h′(G,X)|xv=−1. In a similar way, if h
′−h = 1, thenmI,I′ ∈ P˜
k
h (v)·Ij−h(G,X)|xv=−1.
Now assume that h = h′. If P has two rows equal to −1, then mI,I′ = 0. Let
R =
 xvl1 −1. . .
−1 xvlh

where 0 ≤ l1 < · · · < lh ≤ k. If P has only a row equal to −1, then P is equal to (up to row and column
permutations) R|x
v
lh
=−1. Since det(R|x
v
lh
=−1) = −
∏h−1
s=1 (xvls + 1) and det(J(R|xvlh=−1
,1; 0,1)) =
−
∏h−1
s=1 (xvls + 1),
mI,I′ =
(
det(J(0,a′;Q,b′))− det(Q)
) h−1∏
s=1
(xvls+1) = det(J(−1,a
′;Q,b′))
h−1∏
s=1
(xvls+1), for all 1 ≤ h ≤ m.
Thus mI,I′ ∈ 〈P˜
k
h−1(v) · Ij−h+1(G,X)|xv=−1〉. Finally, if P has no row equal to −1, then P is equal
to (up to row and column permutations) to R. Since det(R) =
∏h
s=1(xvls + 1) −
∑h
s=1
∏
t6=s(xvlt + 1)
(see [9, Theorem 3.15]) and det(J(R,1; 0,1)) = −
∑h
s=1
∏
t6=s(xvlt + 1),
mI,I′ = det(Q) ·
h∏
s=1
(xvls + 1) +
(
det(J(0,a′;Q,b′))− det(Q)
)
·
h∑
s=1
∏
t6=s
(xvlt + 1)
= det(Q) ·
h∏
s=1
(xvls + 1) + det(J(−1,a
′;Q,b′)) ·
h∑
s=1
∏
t6=s
(xvlt + 1), for all 1 ≤ h ≤ m.
Since det(Q)·
∏h
s=1(xvls+1) = mI,I′−det(J(−1,a
′;Q,b′))·
∑h
s=1
(∏
t6=s(xvlt + 1)
)
∈ P˜ kh (v)·Ij−h(G,X)|xv=−1
we get the result.
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