Exponential Runge-Kutta methods constitute efficient integrators for semilinear stiff problems. So far, however, explicit exponential Runge-Kutta methods are available in the literature up to order 4 only. The aim of this paper is to construct a fifth-order method. For this purpose, we make use of a novel approach to derive the stiff order conditions for high-order exponential methods. This allows us to obtain the conditions for a method of order 5 in an elegant way. After stating the conditions, we first show that there does not exist an explicit exponential RungeKutta method of order 5 with less than or equal to 6 stages. Then, we construct a fifth-order method with 8 stages and prove its convergence for semilinear parabolic problems. Finally, a numerical example is given that illustrates our convergence bound.
Introduction
In this paper, we are concerned with the construction of high-order exponential Runge-Kutta methods for the time discretization of stiff semilinear problems u (t) = F (u(t)) = Au(t) + g(u(t)), u(t 0 ) = u 0 (1.1) on the interval t 0 ≤ t ≤ T . Parabolic partial differential equations, written as abstract ordinary differential equations in some Banach space and their spatial discretizations are typical examples of such problems. Our main interest is the case of stiff problems where A has a large norm or is an unbounded operator. On the other hand, the nonlinearity g is assumed to satisfy a local Lipschitz condition with a moderate Lipschitz constant in a strip along the exact solution.
In recent years, exponential integrators turned out to be very competitive for stiff problems, see [6, 10] . For a detailed overview of such integrators and their implementation, we refer to [7] . The main idea behind these methods is to treat the linear part of problem (1.1) exactly and the nonlinearity in an explicit way. An early paper by Friedli [2] derived the class of exponential Runge-Kutta methods for non-stiff problems. He used classical Taylor series expansion for this purpose. For stiff problems, methods of orders up to four were constructed in [9] . Very recently, in [11] , we proposed a new and simple approach to derive stiff order conditions for exponential Runge-Kutta methods up to order five. With these order conditions at hand, we are going to construct a fifth-order method in this paper. We first show that there does not exist an explicit exponential Runge-Kutta method of order 5 with less than or equal to 6 stages. On the other hand, we are able to construct a family of fifth-order methods with 8 stages. These methods satisfy some of the order conditions only in a weakened form, however, this will be sufficient for obtaining convergence results for semilinear parabolic problems. We note that exponential Runge-Kutta methods may also be applied to the solution of other problems, see for example [3, 4] .
The paper is organized as follows. In section 2, we recall exponential Runge-Kutta methods for our further analysis. Our abstract framework is given in section 3. In section 4, we recall the stiff order conditions derived in [11] . A new convergence result is also given in this section. Section 5 is devoted to the construction of exponential Runge-Kutta methods of order 5. In section 6, a numerical experiment is presented to illustrate the order of the new method. The main results of the paper are Theorem 4.1, Theorem 5.1 and the new integrator expRK5s8.
Throughout the paper, C will denote a generic constant that may have different values at different occurrences.
Exponential Runge-Kutta methods in a restated form
For solving (1.1), we consider the following class of s-stage explicit exponential Runge-Kutta methods [9] , reformulated as in [11] 
As usual, h n = t n+1 − t n > 0 denotes the time step size and the c i are the nodes. The internal stages U ni approximate the exact solution at t n + c i h n . For the sake of completeness, one can define U n1 = u n and c 1 = 0. However, we note that these quantities do not enter the scheme anyway. The coefficients a ij (z) and b i (z) are chosen as linear combinations of the entire functions ϕ k (z) and scaled versions thereof. These functions are given by
They satisfy the recurrence relation
The reformulated scheme (2.1) can be implemented more efficiently than its original form, and it offers many advantages for the error analysis (see [11] ). As shown in [9] , exponential Runge-Kutta methods are invariant under the transformation of non-autonomous problems
to (1.1) by adding t = 1. Scheme (2.1) can be applied to (2.4) by replacing
As a consequence of this invariance we will consider henceforth the autonomous case only. However, all stated results stay mutatis mutandis valid for the non-autonomous problem (2.4) as well.
Analytical framework
Our analysis will be based on an abstract framework of analytic semigroups on a Banach space X with norm · . Background information on semigroups can be found in the monograph [12] .
Throughout the paper we consider the following assumptions. Assumption 1. The linear operator A is the infinitesimal generator of an analytic semigroup e tA on X. This assumption implies that there exist constants M and ω such that
In particular, the expressions ϕ k (h n A) and consequently the coefficients a ij (h n A) and b i (h n A) of the method are bounded operators, see (2.2) for z = h n A. This property is crucial in our proofs. Under Assumption 1, the following stability bound was proved in [8, Lemma 1]: There exists a constant C such that
This bound holds uniformly for all n ≥ 1 and h > 0 with 0 < nh ≤ T − t 0 . We will employ this bound later on. For high-order convergence results, we require the following regularity assumption.
Assumption 2. We suppose that (1.1) possesses a sufficiently smooth solution u : [t 0 , T ] → X with derivatives in X and that g : X → X is sufficiently often Fréchet differentiable in a strip along the exact solution. All occurring derivatives are assumed to be uniformly bounded.
Assumption 2 implies that g is locally Lipschitz in a strip along the exact solution. It is well known that semilinear reaction-diffusion-advection equations can be put into this abstract framework, see [5] .
Local error, stiff order conditions and convergence results for fifth-order methods
In this section, we recall some notations and results from [11] that will be used later. We further give a result which allows us to relax the stiff order conditions so that high-order convergence is still guaranteed.
Local error
For the error analysis of scheme (2.1), we consider one step with initial valueũ n = u(t n ) on the exact solution, i.e.
n denote the kth derivative of the exact solution u(t) of (1.1), evaluated at time t n . For k = 1, 2 we use the common notationũ n ,ũ n for simplicity. We further denote the kth derivative of g(u) with respect to u by g (k) (u). Letẽ n+1 =û n+1 −ũ n+1 denote the local error, i.e., the difference between the numerical solutionû n+1 after one step starting fromũ n and the corresponding exact solution of (1.1) at t n+1 , and let
For simplicity, we also use the abbreviations
In [11] , we have shown that 6) and the remaining terms
The remainder term in the asymptotic expansion (4.5) has the form
Note that the arguments
remain bounded as h n → 0. Therefore, (4.8) is bounded by Ch 6 n , where the constant C only depends on values that are uniformly bounded by Assumptions 1 and 2. This justifies the notation O(h 6 n ) for the remainder in (4.5).
Stiff order conditions for methods of order five
By zeroing the corresponding terms in (4.5), the stiff order conditions for methods of order five can easily be identified, see [11, Table 1 ]. We note, however, that the first and the third condition of that table are automatically satisfied in our context since they were used to derive our reformulated scheme (2.1). As we will heavily need the order conditions for constructing a method of order five, we display them again in Table 1 below, where we have omitted the two redundant conditions.
Stability and convergence results
It was shown in [11, Theorem 4 .1] that the numerical method (2.1) is stable and converges up to order five, if all conditions of Table 1 are fulfilled. However, a method satisfying all these conditions will have a plenty of stages. We therefore proceed differently. Motivated by the approach taken in [9] , we relax the order conditions 8-16 in a way described below.
First, we consider the case of constant step size, i.e. h n = h for all n. Let e n+1 = u n+1 − u(t n+1 ) = u n+1 −ũ n+1 denote the global error, i.e., the difference between the numerical and the exact solution of (1.1), and let e n+1 = u n+1 −û n+1 and E ni = U ni − U ni denote the differences between the two numerical solutions obtained by the schemes (2.1) and (4.1), respectively. It is easy to see that the global error at time t n+1 satisfies e n+1 =ê n+1 +ẽ n+1 .
(4.9) Subtracting (4.1b) from (2.1b) giveŝ e n+1 = e hA e n + hT n (4.10)
) and using the Taylor series expansion of g(u), we get No. Stiff order condition Order
with remainders R n and R ni
Employing Assumption 2 shows that
14)
as long as e n and E ni remain in a sufficiently small neighborhood of 0. Subtracting (4.12a) from (4.12b), we get
Inserting (4.12a) and (4.15) into (4.11), we now obtain
Under Assumptions 1 and 2, there exist bounded operators
Proof. Subtracting (4.1a) from (2.1a), using ϕ 1 (z) = (e z − 1)/z and employing (4.12b), we obtain
Solving recursion (4.18), using (4.13) with an induction argument and inserting the obtained result into (4.16) yields the formula (4.17).
In view of (4.9), (4.10) and (4.17), we get e n+1 = e hA e n + hK n (e n )e n +ẽ n+1 . Solving recursion (4.19) and using e 0 = 0 finally yields
We are now ready to give a convergence result for constant step sizes that only requires a weakened form of conditions 8-16 of Table 1 . . Then, the method is convergent of order 5. In particular, the numerical solution u n satisfies the error bound
uniformly on compact time intervals t 0 ≤ t n = t 0 + nh ≤ T with a constant C that depends on T − t 0 , but is independent of n and h.
Proof. In view of (4.7) and (4.5), under the assumptions of Theorem 4.1, we obtaiñ
where Q n denotes the terms multiplying h 
(4.23)
We can now employ the same techniques that were used in the proof of [9, Theorem 4.7] . The bound (4.21) follows from the stability bound (3.2), the bound [9, Lemma 4.8] and an application of a discrete Gronwall lemma.
Under further assumptions on the regularity of the solution or on the step size sequence, it is possible to generalize Theorem 4.1 to variable step sizes. We omit the details.
Construction of methods of order 5
In this section, we will construct exponential Runge-Kutta methods of order five based on the weakened form of the order conditions 8-16, as mentioned in Theorem 4.1. In fact, one needs to solve a system of 16 equations (corresponding to 16 order conditions of We are interested in finding methods with a minimal number of stages. In order to answer this question, we first state the following two technical lemmas.
Lemma 5.1. Let X 1 (z), X 2 (z), . . . , X (z) be linearly independent (analytic) functions and assume that for all square matrices Z, J of the same format
Proof. Let Z = λ 0 0 µ and J = 0 1 1 0 . Inserting these matrices into (5.1)
shows that i=1 X i (λ)Y i (µ) = 0 for all λ, µ. Since the set {X i (z)} i=1 is linearly independent, we get Y i (µ) = 0 for all µ, which proves the lemma. Lemma 5.2. Let X 1 (z), X 2 (z), . . . , X (z) be linearly independent analytic functions and assume that for all square matrices Z, J of the same format
for given (analytic) functions Y ij (z), W j (z). Then, for all i = 1, 2, . . . , , we have
for all µ, ν. Proof. Note that scheme (2.1) reduces to a classical Runge-Kutta method for A = 0. A famous result by Butcher shows that an explicit RungeKutta method of order five with s = 5 stages does not exist (see [1] ). We deduce from this result that, for s = 5, no explicit exponential Runge-Kutta method of order 5 exists. Therefore, we now consider the case s = 6. Based on Theorem 4.1, one needs to check conditions 1-7 of Table 1 We note for later use that c 2 = 0 (otherwise U n2 = u n and we are back to the case of 5 stages) and If it is zero then the system has no solution due to the fact that the functions ϕ 2 , ϕ 3 , ϕ 4 are linearly independent. Therefore, we deduce that the nodes c 2 , c 5 and c 6 must be distinct. Consequently, the system has a unique solution for b 2 , b 5 , b 6 . It is also clear that b 2 , b 5 , b 6 are linearly independent. However, (5.5a) is then in contradiction with (5.8) due to Lemma 5.1.
Subcases 2) and 3): These two cases can be treated in exactly the same way as subcase 1). We eventually end up with the same contradiction to (5.8). If c 2 = c 3 , system (5.11) has either no solution or infinitely many solutions. It is easy to check that the latter occurs only in the case c 2 = c 4 and α = −1 (giving a 42 + a 43 = 0). In that case, however, system (5.9) has no solution. If c 2 = c 3 , system (5.11) has an unique solution for a 42 , a 43 . One can check that they are linearly independent if either c 2 = c 4 or c 2 = c 4 and α = −1. In the remaining case c 2 = c 4 and α = −1, the solution is a 42 = a 43 = 0. But, again this gives a contradiction with the fact that (5.9) has an unique solution. We now insert the relations ψ 2,4 = −αψ 2,2 and ψ 2,5 = −βψ 2,2 (both follow from (5.10)) into (5.6) to get (5.14) hold with κ = −α and η = −β, respectively.) As we have shown in subcases 5) and 6), (5.13) is only satisfied if c 2 = c 3 and κ = 1. However, this is not sufficient to conclude that the system (5.4) has no solution in this case. Fortunately, under the condition that c 2 = c 3 , (5.14) is satisfied only if c 2 = c 4 and η = 1 (similar to the consideration of (5.11) with −η in place of α). As a consequence, b 3 , b 4 , b 5 , b 6 must be linearly dependent. The remaining cases are treated in a similar way. This shows that at most three weights b i are linearly independent. Therefore, ten combinations have to be checked. Again, we just detail here one typical case. Assume that there exist scalars α j , β j , γ j (j = 1, 2), not all zero, such that
We insert these expressions into (5.4) . If the resulting system has a solution, then it is unique and b 4 , b 5 , b 6 are linearly independent. Note that in this case the first and the second column of the coefficient matrix of this system, denoted by ∆ 1 and ∆ 2 , respectively, are given by 
This is a linear system with unknowns ψ 2,i (i = 3, 4, 5, 6). We distinguish two cases. First, if (5.16) has a unique solution, then ψ 2,i = κ i ψ 2,2 (i = 3, 4, 5, 6) with some scalars κ i . Since ψ 2,3 = κ 3 ψ 2,2 , we get a 32 = (c with two unknowns a 42 , a 43 . We consider two cases: either (5.17) has a uniqueSecond, if system (5.16) has infinitely many solutions, then we deduce that two of the nodes among c 4 , c 5 , c 6 are equal. This immediately shows that system (5.4) has no solution.
Case II: b 2 = 0 (the root of the tree is now labeled by 0). In this case, we can remove level 1 from the tree and consider b 3 b 4 b 5 b 6 . We now distinguish two cases.
Case II.1: b 3 = 0 (see the left subtree in Figure 1 ). By carrying out the same procedure as in case I, one has to consider the following three subcases: 1) 1011; 2) 1101 and 3) 1111.
Subcases 1) and 2): By assumption, there exists i ∈ {4, 5} with b i = 0. From this, we deduce that the nodes c 3 , c 6 , c i are distinct, otherwise we get a contradiction to (5.4). We therefore obtain a unique solution for Figure 1 ). We can now remove level 2 from the tree and consider b 4 b 5 b 6 only. This case can be easily carried out by the same techniques to show that condition (5.6) cannot be satisfied.
Altogether, we have shown that, for s = 6, the method even does not satisfy the stiff order conditions 1-7 (order four) in the strong sense.
The case s = 7 can be analyzed in a similar way by adding an additional level for b 7 in Figure 1 . The actual computations, however, are much more tedious to carry out. In particular, it is no longer true that the order conditions 1-7 already give a contradiction. On the other hand, 8 stages are enough to construct a method of order 5 as will be shown now.
We , a 42 = a 84 = 0. This yields the following fifth-order scheme which will be called expRK5s8: 
