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ABSTRACT : Some interdisciplinury issues concerning artificial intelligence (AI) are explored 
in relation to modelling in physics and engineering. A short survey is given of‘ automated 
qualitative reasoning about physical systems, which in recent years has become an active 
research area in AI, and has been partly influenced by system dynamics. The conceptual 
aspects of‘ the A I approach to physical science are critically assessed, und the mutuul relevance 
of‘ the two disciplines is pointed out. In particular, we indicate how bond graphs can be 
interpreted as an AI knowledge representation lunguage. On this basis, a knowledge-based 
approach, called quulitative bond unalysis (QuBA), is discussed that exploits bond graphs 
such that a computational AI system is able to deduce qualitative information ubout physical 
systems. 
I. Introduction 
Qualitative reasoning about physical systems is a daily activity for every one of 
us. It plays a role in the commonsense understanding of the physical world around 
us as well as in the professional activities of physicists and engineers. System 
dynamics, and in particular the bond graph method, can be viewed as a formaliz- 
ation of qualitative considerations and intuitions of professionals concerning mod- 
elling in a broad class of classical physical domains. Within artificial intelligence 
(AI)-that is perhaps best characterized as applied epistetnolo~qJ>-a special field 
called qualitative reasoning or qualitative physics has developed that attempts to 
formalize commonsense notions about physical systems, but also has the ambition 
to be relevant to engineering applications. 
Accordingly, although clear differences exist in research focus, method and 
social-cultural tradition (the latter proving to be not the least important factor), 
system dynamics and qualitative physics seem to have some common interests. In 
this paper, we explore the interdisciplinary ground between these two disciplines 
and try to show in what way they might learn from each other. 
To this end, we first give a very short overview of the AI field of qualitative 
reasoning (Section II). Although it cannot of course do justice to the whole field, 
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we attempt to give some “feel” for its typical features and main approaches. Section 
III confronts these ideas at a general conceptual level with the perspective of 
professional physics and engineering (and our personal experience in these). Both 
ontological and modelling aspects of doing physics are considered here, and difrer- 
ences between commonsense (“naive”) and scientific reasoning arc pointed out ~ 
all issues that bear consequences for applications. Next. in Section IV we indicate 
how bond graphs can be interpreted as an Al knowledge representation. By doing 
so. we are able to show that the ideas underlying the bond graph method yield 
specific and interesting answers to some research questions raised in AI. At the same 
time, this representation provides a foundation for knowledge-based applications 
related to physical and technical systems. This is illustrated in Section V by simple 
examples indicating various forms of qualitative system analysis according to our 
qualitative bond analysis (QuBA) approach. Our conclusions are summarized in 
Section VI. Note that the central ideas here were developed in Refs. (1. 2) which 
were. however. directed to an AI audience. 
In short, we believe that the relevance of AI to physical systems theory is twofold. 
First, AI has made the qualitative aspects of physics into a central research topic and 
yields new practical computer methods for making these explicit and automatable. 
Second, current developments in knowledge engineering and (second-generation) 
knowledge-based systems provide useful observations and guidelines so as to incor- 
porate task- or domain-specific expertise concerning physical modelling into com- 
putational systems. 
II. Qualitative Reasoning in Al 
How can we build automated systems that reason about the physical world 
around us in a sensible manner? This question has raised the interest of the AI 
community since (roughly) the mid seventies. It was felt that if we want com- 
putational systems or robots to interact with their environment in an intelligent 
way, they need a commonsence notion of what can happen in their environment. 
AI supposes that this type of knowledge is quite different from “formal” physics 
and mathematics and is referred to as naive physics. For example, we do not need 
any mathematics to decide that when a glass of water is tilted water may be spilt. 
This type of reasoning was the subject of a seminal paper by Hayes (3, 4), entitled 
“The Naive Physics Manifesto” (1979). This work has been very influential in 
shaping the AI field of qualitative reasoning. Here, Hayes states that AI deals too 
much with only toy problems and he therefore proposes to construct a formaliz- 
ation of ordinary everyday knowledge of the physical world. 
Another early line of Al research that shaped the field of qualitative reasoning 
were attempts (the first ones at the end of the sixties) to build programs that could 
solve textbook physics and mathematics problems [for a survey, see various papers 
collected in (5)]. Human problem solvers use some kind of pre-physics knowledge 
to map from reality to the abstract concepts of formal theories. Moreover. they 
are able to derive useful conclusions even in the absence of complete mathematical 
description or full numerical detail. However, this knowledge is used implicitly and 
has to be made explicit in order to use it in a program. Issues involved are [see 
(6)l: 
l Modelling : how to abstract from real-world objects and processes. 
l Resolution : how to exploit partial information. 
l Nurrowness: conventional simulation provides precise answers given a pre- 
cisely defined problem, but often it is more interesting to describe classes of 
behavior and to know alternative possibilities. 
A slightly different motivation for qualitative reasoning is found in expert system 
applications. A commonly recognized failing of the first generation of expert or 
knowledge-based systems, which came of age in the late seventies. is their extremely 
narrow range of expertise and their inability to recognize when a problem posed 
to them is outside this range of expertise. In other words, “they have no common- 
sense” (7). Accordingly, the hope is that this missing knowledge can be supplied, 
in part, by qualitative reasoning. It is in this combination of expert systems and 
qualitative reasoning that one finds many applications to engineering, such as 
design or fault diagnosis of technical systems [see, for example. various papers in 
(S)]. In this type of work the aim of qualitative reasoning is to capture the “tacit 
knowledge” of scientists and engineers. Thus, mixed but not necessarily incom- 
patible motivations are put forward concerning the undertaking of qualitative 
physics. 
In 1984 a number of major contributions to the development of qualitative 
reasoning were brought together in (8). One might say that at this point qualitative 
reasoning became recognized within AI as a more or less independent and estab- 
lished subfield. The picture that has emerged [see, e.g., the introduction to (S)] is 
that one may distinguish three basic approaches to qualitative reasoning about 
physical systems : 
1. the device-centered approach by de Kleer and Brown (7) ; 
2. the process-centered approach of Forbus (9) ; 
3. and the constraint-centered approach due to Kuipers (10). 
According to the device-centered approach, the behavior of a physical device 
can be inferred from its structure. Here, three types of structural elements are 
distinguished, tli,- materials, components (that manipulate the characteristics of 
materials) and conduits (that transport materials between components). Device com- 
ponents are connected via simple interactions, resembling the consitutive relations 
of system dynamics. These relations, called confluences, are the qualitative ana- 
logues of normal differential equations. The variables used can only take on a small 
predetermined number of qualitative values, e.g. positive, zero and negative. The 
qualitative states and confluences associated with each component are described 
in a component model library. Given a configuration of device elements, i.e. a 
system topology. the possible behaviors of the system as a whole are deter- 
mined by applying generate-and-test and constraint-satisfaction techniques. This 
approach has been influenced by network ideas familiar from electrical engineering 
and system dynamics. 
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The process-centered approach does not take structural device elements to be 
the ontological primitives of a qualitative physics, but physical mechanisms that 
induce state changes in the system. Important notions in this theory are views and 
processes. Views provide a (static) description of physical objects and their states, 
by specifying to which objects the view applies, under what conditions it is active, 
and by giving the parameter relations that are valid in that situation. Processes are 
described in a similar manner, but in addition they contain so-called influences 
which indicate what causes parameter values to change, thus specifying the dynamic 
aspects of a system. Given the set of applicable views and processes, the qualitative 
history of a physical system can be generated by determining the influences that 
are active and by propagating their effects. 
The third approach in qualitative reasoning is the constraint-centered approach. 
This takes a mathematical rather than a physical stance. since it directly starts from 
the system differential equations, converts them to qualitative equations, and then 
yields the corresponding possible system states by employing a qualitative calculus. 
This qualitative simulation method has been implemented in a program called 
QSIM which has become widespread among researchers in qualitative reasoning. 
In QSIM quantities are defined in terms of a linearly ordered set, denoted the 
quantity space, of so-called landmarks. Landmarks are qualitative values at dis- 
tinguished timepoints that separate physically different regions of the quantity 
space. Typical landmark values are negative, Lero and positive. but many variants 
exist. Qualitative simulation produces a tree of all possible sequences of qualitative 
states that are allowed by the specified constraints. It is noted that also the com- 
ponent- and process-centered approaches employ forms of qualitative simulation 
to infer the system behavior, although in a fashion that is mathematically less 
rigorous and physically more appealing than the constraint-centered approach. 
However. a fundamental problem for qualitative simulation is that, in addition to 
the correct solution. impossible behaviors are also generated and hence the method 
seems to be insufficiently restrictive. For non-elementary systems this often means 
that the actual solution is lost in a forest of spurious behaviors. 
Since 1984. the literature concerning qualitative reasoning and its applications 
has grown quickly. Many technical papers appear in the proceedings of major AI 
conferences like AAAI and IJCAI. A very recent collection of major papers in the 
field is (5). Nevertheless, the interrelationships, strengths and weaknesses of the 
various approaches continue to be debated and qualitative modelling and reasoning 
still contain many ~1~1 hoc elements. It is probably adequate to say that the field is 
intriguing and promising. but is still in its formative stage. 
III. Physics ut the “Knowledge Level” 
Although qualitative reasoning has its roots in naive physics. it is also a common 
activity in physical science. It plays a role both in physicai modelling proper and 
in tracing the physical consequences of a given model. However, it is not itself an 
object of physical research : the typical physicist would relegate this rather to the 
realm of the philosophy of science. Useful ideas have nevertheless been developed 
(at least insofar as classical physics is concerned) in system dynamics. and it can 
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be demonstrated that these have influenced AI, especially the device-centered 
approach. Currently, the results of qualitative reasoning cannot yet be said to be 
of direct use for physical science. On the other hand, it has started to develop an 
explicit and formal language for an activity that is also part of the daily practice 
of any professional physicist and engineer. This is an important step forward. 
Therefore, we believe that further progress in qualitative reasoning might advance 
scientific physics and engineering as well. With this in mind a critical assessment 
of its state of the art is in order here. This is done by making a comparison of the 
commonsense concepts developed in AI and the scientific concepts of physics and 
engineering. 
III. 1. Nuiw and scient$c concepts 
The field of qualitative reasoning adds to the popular layperson’s impression 
that mathematical formulae represent the nucleus of scientific physical reasoning. 
Equations, and particularly differential equations, are said to be the “gold standard” 
(10) or the “hallmark” (6) of physics. This emphasis on the mathematical aspects 
of reasoning about physical systems can perhaps be traced back to the need in AI 
for formalization ofintuitive physical notions, so as to enable automated qualitative 
simulation. Not many physicists and engineers will recognize themselves in such a 
picture, however. This is true even in those areas of physics that count as heavily 
theoretical and mathematically inclined. The famous Bohr-Einstein debate 
concerning quantum mechanics (II), which had an almost purely qualitative 
nature, is a case in point. Thus, ifit can be defended at all that differential equations 
are the gold standard of physics, one should at least add that in daily practice one 
has to pay with the local currency of conceptual thinking. 
If we consider the (AI) question out of what “stuff” qualitative reasoning is 
made in physical science, the following attempt seems to come closer. First of all, 
elementary reasoning by physicists and engineers is in terms of basic abstract 
physical concepts like mass, energy, force fields, etc. This points to an important 
distinction between naive and scientific reasoning, because in the latter case the 
basic concepts are much more abstract, that is, distant from immediate observation. 
For the same reason the device ontology is quite unnatural for physical science. 
Second, first principles of conservation and continuity are employed (regarding, 
e.g., energy, momentum, flux, probability). These principles do not simply function 
as constraints in simulation (as their current use in AI seems to suggest), but should 
be assigned a conceptual physical status. Several of these first principles are again 
quite abstract and play a role only in professional, non-naive reasoning. Third, a 
plethora of paradigmatic idealizations (12, 13) exists. Good examples are the 
notions of a physical system itself, of point masses, rigid bodies or Gibbs ensembles; 
fluids as continuous media; the neglect of friction and other dissipative losses, or 
of quantum and relativistic effects. Often, assumptions of this kind are only tacitly 
implied. Once again, such idealizations have a professional character and are 
probably even more distant from commonsense reasoning than are the other 
elements of physical thinking pointed out above. In view of this, we feel that 
qualitative reasoning should become more sensitive to the differences between naive 
and scientific-engineering reasoning. 
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Furthermore. the process ontology seems to us the most natural ontology for 
scientific physics. Indeed, the notion of process or mechanism is intuitively appeal- 
ing to the physicist and engineer. Equations and associated constraints are more 
usually end products. rather than starting points, of qualitative reasoning in 
physics. The device ontology is at too low a level of abstraction to be adequate 
for scientific purposes. except perhaps in electrical engineering-- but mainly because 
device components have been designed to represent certain functional mechanisms. 
The situation is somewhat different if we consider the modelling rather than the 
ontological aspects. In contrast to system dynamics, physics itself has not much to 
say about modelling in general; as argued by Feycrabcnd (14) its method is best 
characterized by “anything goes”. Regarding the process of physical modelling 
the AI approaches discussed also do not contribute very much. The most relevant 
work here is that by Brcdeweg and Wielinga (15) who interpret modelling as a kind 
of “generic task”-~ -a concept that stems from the field of knowledge-based systems. 
We will discuss the relevance of this concept in more detail at the end of this section. 
Concerning content, in AI one sees as desirable features of physical models [adapted 
from (9)] : 
l C~‘o~~~/Jo.citionu/it~~:‘/oc.ulit~. : models should preferably be decomposable into 
more elementary units, whereby interactions bctwcen the parts locally propa- 
gate rir/ specified interconnections. Note that this concept of locality has in 
the first place a computational connotation and is dilferent from those used in 
physics. This cnhanccs both conceptual clarity and computational efficiency. 
l G’t~~q~irl c.~to~.sihi/it~~ : qualitative models should bc generalizable to their fully 
quantitative counterparts in a straightforward manner. Another relevant form 
of cxtcnsibility is already contained in the notion of compositionality. in that 
more complex models can be built by extending the used number of primitive 
building blocks in ;I fashion that is prescribed beforehand. 
l Gcmricit~~ : since qualitative reasoning must bc possible across domains, the 
building blocks of physical mod& should be generic. 
As also remarked by Forbus (6). here the device-centered approach has a distinct 
advantage over the process-centered approach with respect to compositionality 
and locality, in addition to being better IhrmaliLed. This is no great surprise. 
though, since it has taken over many ideas from system dynamics. The other items 
arc in qualitative reasoning only satisfied in the various approaches where they 
focus on qualitative mathematics. not physics. 
It appears to us that- -at least for scientific and engineering reasoning -alI of 
the above AI modelling desiderata are fulfilled in a truly physical manner in the 
bond graph method. From the AI viewpoint. interesting features of the bond graph 
method are that it introduces generic physical state variables. as well as a limited 
set of and a formal vocabulary for the components and interactions needed for 
building physical models over a wide range of domains. The latter feature is of 
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interest to developing generic components for knowledge-based systems (see the 
end of this section). Such generic components aim at embodying canonical forms 
of knowledge-based problem solving. For the physics domain, the bond graph 
concepts can be interpreted as such canonical forms. 
An issue that seems to lead to misunderstandings is the fact that modelling can 
only be meaningful as part of a modellinggobservation cycle. In AI it is quite 
common to presume that the behavior of a physical system can be inferred directly 
from the observation of its structure (this is even the original idea behind the 
device-centered approach). However, one can never be sure about the correctness 
of predictions (given the circumstances) unless they are verified by observing the 
real behavior. The validity of a model always has to be checked by observations 
which in turn may influence the model. Presumably. this oversimplified view on 
the relation between structure and behavior arises from the fact that in AI one is 
dealing with simple, commonsense examples, where the expected behavior is already 
known from experience. 
We also want to mention here that system dynamics appears to have been 
understood in Al as a device approach (6). This is clearly a misconception, since 
the bond graph model components should not be construed as device elements but 
as elementary physical mechanisms. This idea : primitive processes as components, 
provides the opportunity to merge attractive features of both the process and the 
device approaches of AI (1) (see further Section V). The above comments suggest 
how bond graph ideas might be fruitfully utilized in AI in various ways. 
111.4. AI .f;lr honclgruphs 
The question we pose now is whether AI ideas in their turn might be fruitful 
for the modelling and analysis of physical systems. An important observation in 
this context is that the conceptual ideas of the bond graph methodology can be 
utilized in different ways. In practical engineering, bond graphs are typically used 
to generate the differential equations of the system for standard numerical simu- 
lation (this demonstrates their graceful extensibility, by the way). However, they 
can be used also for various forms of qualitative reasoning, several of which make 
no reference to the system differential equations at all. 
A very often used form of qualitative reasoning on the basis of a bond graph 
description of a system is the analysis of causal paths between the elements, c/I 
Subsection V.4. On the basis of this analysis, a qualitative impression of (the 
number of) time-constants and eigenfrequencies which characterize the system can 
be obtained by using impedance and transmission matrix techniques (16) or by 
using Mason’s rule to generate a transfer function (17). These analysis techniques 
give qualitative information, even if they cannot be fully performed (e.g. because 
the constitutive relations are not known yet or are nonlinear), because an (approxi- 
mate) impression of the dynamical nature of the system is obtained. 
Although the idea of qualitative reasoning is thus not foreign to system dynamics 
[c$ also (IS)], AI is in our opinion of relevance here, since it gives a much more 
central and explicit position to qualitative reasoning than is the case in physics 
and engineering themselves. It particularly emphasizes and operationalizes the 
perspective that valuable information about physical systems still can be obtained 
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by computational means even in (commonly occurring) situations of incomplete 
knowledge such as missing data. Our QuBA approach (Section V) presents various 
ways for qualitative analysis of bond graphs that can be implemented in an AI 
system. 
This is a first aspect of the relevance of AI to physical systems theory. A second 
one is found by considering a rather different subfield, namely. that of knowledge- 
based systems. As already mentioned, qualitative reasoning is seen as a possible 
route to enhancing the power of current expert systems. We argue below that 
modern trends in knowledge-based systems might contribute to progress in 
modelling and analyzing physical systems. 
A major advance that has emerged from early expert systems research is that 
expertise and intelligent problem solving is not so much related to general reasoning 
power, but rather requires a large supply of Factual and heuristic knowledge ("rules 
of thumb”) that is specialized to the problem at hand. This is why the notion of 
knowledge base has become popular, whereas initial attempts in AI tried to pin 
down intelligence as a form of general search in a problem-solution space. As 
hinted at in Section II, the current, first generation of expert systems also suckers 
from a number of drawbacks. The most important one is that even large knowledge 
bases are typically developed by directly programming (“rapid prototyping”) these 
heuristics in a computer language called a knowledge-representation language 
(such as rules. frames or first-order predicate logic). Thus, this approach suffers 
from a low level of conceptualization and a lacking methodology. 
In recent work, the aim is to develop models of expertise (“knowledge models”) 
that display a higher level of conceptual abstraction, before starting to encode the 
knowledge. This has been called by Newell (19) the “knowledge level”. Accord- 
ingly, expert systems building is here basically seen as a modelling activity (20. 21). 
The presently emerging picture from this line of research concerning second- 
generation expert systems is that it is possible to distinguish generic knowledge 
types (20, 22) upon analyzing components of expertise. These knowledge types are 
generic across a class of problem-solving tasks or domains and model the associated 
task or domain features. Herein resides their conceptual character. 
Thus, generic knowledge types may be viewed as expressing canonical aspects 
of problem solving. Examples are so-called generic tasks (23) (e.g. various forms of 
classification), but also qualitative reasoning models fall into this category. Whereas 
the heuristics in conventional expert systems are said to constitute “shallow” 
knowledge, qualitative models are supposed to represent “deep” knowledge of the 
domain. By formalizing such generic knowledge components (24) and imple- 
menting them in a library, automated generation of model-based knowledge- 
representation tools is possible [c$ (25)]. The important advance here is that expert 
system shells and tools can be much better tailored to the task or domain under 
consideration. In other words, the syntactic and computational properties of the 
knowledge representation express in a more immediate manner the semantic or 
conceptual aspects of the problem-solving process. 
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The bond graph method can be considered as expressing scientific physics at the 
knowledge level. Our suggestion now is to employ this method as a generic com- 
ponent in the sense discussed above, as part of a knowledge-based approach to 
modelling and analysis of physical and engineering systems. By exploiting the 
features local to specific classes of tasks and domains-this being the typical 
contribution of the knowledge-based approach-we can enhance the problem- 
solving capabilities ensuing from the universal aspects of bond graphs (the latter 
being more the perspective of system dynamics). This is our leading theme to be 
elaborated in the following sections. 
IV. Bond Graphs as Knowledge Representation 
A knowledge representation language will be considered as adequate if its syntax 
is sufficiently rigorous (both in the logical and in the computational sense of term) 
and if at the same time it is semantically sufficiently expressive. In other words, it 
must be a suitable tool for expressing the conceptual ideas that are employed in 
the considered domain and it must define a formal language to formulate these 
concepts that allows for a computational approach. We submit that bond graphs 
fulfill these requirements in the domain of the modelling of physical systems. In 
this section, we will try to make this plausible with some typical examples. 
IV. 1. Semuntics and syntax cf bond graphs 
First we want to emphasize the fundamental role energy plays in physics. It is 
a “high-level” abstraction that links separate processes, even between different 
subdomains. It also supplies the basis for analogical reasoning about systems that 
seem to be very different to the naive observer. Energy is assumed to be conserved 
both in time and in space. The latter principle of spatial continuity forms the 
leading principle of the bond graph notation. Power continuity constitutes the 
“mortar” between distinct mechanisms (26). Precisely in this manner the energy 
concept is employed in causal reasoning. Although to those initiated in physics 
energy has become an almost “tangible” notion to describe interactions between 
parts of a system, it is more abstract than other concepts and should be dealt with 
accordingly. 
The bond graph quantities effort and Aow are closer to observation than energy 
and could be referred to as observables in contrast to variables so as to indicate 
that they are not merely mathematical objects. In (27) a strict and clear procedure 
is described to build a model. The importance of this procedure is that it requires 
only modelling input in terms of observables and processes. The more abstract 
concepts are introduced implicitly by applying the formal method and are thus 
hidden from the modeller. This is one of the aspects of system dynamics which has 
in our opinion been overlooked in qualitative physics research until now. However, 
we propose here a slightly different sequence of modelling steps that is preferable 
from the AI viewpoint, in that it is closer to commonsense intuition and experience 
and distinguishes further between levels ofabstraction. First the observables (efforts 
or flows, depending on the domain) should be identified, and only then the related 
processes are to be looked for. 
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Efforts and flows are influenced by processes. According to the bond graph 
method processes can be subdivided into four basic types : 
l energy-conserving processes C and I ; 
l dissipative processes R ; 
l processes that impose effort or flow directly (sources or sinks) Se and Sf; 
l conversion processes TF and GY. 
By using energy as the binding factor (the “bond”) the principles of continuity 
and conservation can be condensed into two basic mechanisms. The bond graph 
method expresses these principles in a very concise and consistent way as junctions 
in 21 network of energy paths. 1.1’: the common effort junction (0) and the common 
How junction (I ). The existence ofjunctions is not always obvious, but by following 
the formal modelling procedure they appear in u very natural way. 
WC point out that all these bond graph elements can be employed as components 
of a physical system in a way similar to that of the device-centered approach, 
although they represent physical processes. This idea of process components, which 
derives frotn the bond graph method, indicates how to merge the device and process 
ontologies in AI. 
From the syntactical point of view it is also of importance to note that the bond 
graph elements directly map onto nodes of a digraph structure, thus enabling a 
formal computational approach. 
Causality is an important research issue in AI. Here, causal explanations are 
considered to be essential to qualitative reasoning. Qualitative physics defines 
causality in the intuitive sense that many physical relations can only be imagined 
as having a fixed direction from cause to consequence. Thus. it constitutes an aspect 
of intelligent human reasoning. even if it is not necessarily an aspect of the physical 
world proper. Given its research goals. this AI perspective is quite compatible with 
the view of Hume. according to whom causality is identitied as a human belief 
which is naturally related to our existence. 
On the other hand. in system dynamics causality is not assigned such a strong 
intuitive meaning but rather as the impossibility to control both sides ofa constraint 
relation (26). Reference (28) gives a basic causality assignment procedure which 
can be directly impletnented in a computational system. At the same time. however, 
we point out that in many cases the resulting formal~computational causal descrip- 
tion agrees well with intuitive ideas of humans about causality. It depends on the 
type of mechanism whether the direction of intuitive causality is determined apriori 
or depends on the global structure. External influences always causally determine 
some variable in the system. This is equivalent to an exogenous variable in terms 
of (29). Energy-storing mechanisms cause changes in the system, and the formal 
rule for assignment tries to assign forward (integral) causality whenever possible. 
However, the causality of junctions. transformers and gyrators is constrained, 
thereby imposing reverse causality in some structures. This means that these pro- 
cesses do not contribute to the dynamical behavior of the system, at least, not in 
a qualitative way. Interdependent storing mechanisms act as a single cause of 
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change in the sense of intuitive causality. Finally, causality assignment to resistive 
processes does not need to be u priori and may depend on the context. It is equally 
well acceptable to say that a voltage causes a current through a resistor as it is to say 
that an imposed current causes a voltage across the resistor. However, mechanical 
friction is perceived as a consequence of movement, not as its cause. 
IV.3. Exan~ples 
Let us consider two containers containing a fluid that is allowed to flow between 
them through a connecting pipe. This is a standard literature example of AI; 
obviously it is not an example that shows the power of the bond graph method for 
handling complex systems. Nevertheless, it is adequate to display the basic steps 
of a systematic modelling procedure in an AI context. The AI objective would be 
to have a computer construct the model, on the basis of a given knowledge base 
and of elementary data from observation of the real-world system. Therefore, this 
real-world system should be our starting point rather than some ideal-physical 
model, in which the essential modelling decisions are already incorporated. Hence, 
the modelling procedure as we will present it below is consistent with the systematic 
bond graph procedure described in (27). but takes a slightly different sequence of 
steps, such that it is more compatible with the AI framework. From the compu- 
tational AI viewpoint it is of further interest to note that a number of steps of this 
procedure are purely syntactic and can therefore be automated. The remaining 
modelling steps are based on the recognition of observables and processes, which 
are less abstract than energy flow and principles of conservation and continuity. 
Moreover, observables are more concrete than processes. 
As a first step we identify the physical domains present in the system, in this case 
only the hydraulic domain, which means that all efforts are pressures and all flows 
are volume flows. Next a reference (pressure) has to be chosen, for which in this 
case the atmospheric pressure suffices. For each pressure except the reference a 
O-junction is written. In our case we can identify two different pressures, z~i- in the 
two containers. Next, we identify all possible connections between these pressures. 
that is, we indicate possible fluid flows caused by differences in pressure and allowed 
by the morphology of the system. The differences are constructed as O-junctions, 
being conncctcd to l-junctions that represent the flows. Now, it has to be decided 
which processes are influencing the flows in the system. This is the essential 
modelling step. Only the real behavior of the modelled system can give a final answer 
as to the correctness of the choices made. Tt is fundamentally impossible to (I priori 
link structural elements to certain processes since the behavior will depend on the 
global structure of the system (in contradistinction to what the device-centered 
approach suggests). However, it is possible (and necessary) to use experiential 
knowledge to suggest modelling proposals for processes distinguished in the system. 
In our example it is clear that the containers act as capacitors : the pressure in each 
container depends on the fluid level, which in turn is directly related with the flow. 
At this point a naive modeller could decide that the model is complete. However, 
from causality analysis it follows automatically that this cannot be a realistic mode1 
and that at least one different mechanism must be added. This can be understood 
by realizing that there is nothing that limits the flow, so equilibrium must obtain 
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FIG. I. Two conncctcd containers and the process model. 
instantaneously. Obviously, a realistic model must include a resistive or an inertial 
component (or both), representing friction in the connecting pipe or inertial move- 
ment of the fluid mass in the connecting pipe. This implies that the modelling 
method brings to light flaws in the model. Suppose it was decided that the real 
system could be modelled using only resistance. In bond graph representation this 
would be represented as shown in Fig. I 
The usual rules of causality assignment together with the interpretation of junc- 
tions allow us to produce a causal explanation based on elementary processes that 
influence the observables in the system. We only have to translate the generalized 
concepts into domain-specific terms : “The difference in pressure in both containers 
causes a flow that is slowed down by resistance in the connecting pipe. This flow 
causes a change in pressure in both containers.” This kind of causal explanation 
in terms of basic mechanisms is of the type as desired in qualitative physics 
[compare. e.g. (6. 7)]. 
Another typical AI example is that of the bouncing ball. This example has been 
used by Forbus (6) to criticize the adequacy of the device-centered approach. and 
it is held by this author also for a criticism of the modelling principles of system 
dynamics. Whenever the ball is not touching the floor the system can be modelled 
as presented in Fig. 2. Thus. it is conceptualized as a process of conversion between 
potential energy (gravity) and kinetic energy (moving mass). As soon as the ball 
touches the floor a damped-spring-like mechanism is added to model the effect of 
bouncing. This is presented in Fig. 3. 
The above analysis supports Forbus’ remarks: indeed the device ontology is 
quite unnatural. However, the modelling principles used in the bond graph analysis 
are seen to be adequate, provided we realize that we are dealing with processes 
instead of devices. 
From a strictly technical point of view it would be adequate to consider Fig. 3 
as the correct representation for both the free and the bouncing situation. In that 
case the C-element is assumed to be nonlinear, producing no force if the ball is 
free. However. from the conceptual AI point of view it is clearer to distinguish 
separate bond graph descriptions, representing system histories composed of physi- 
cally distinct processes. 
FIG. 2. Model of a freely moving ball sensing only gravity 
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FIG. 3. Model of the bouncing ball touching the floor. 
V. Qualitative Reasoning in Tevms of Bond Graphs 
In the previous section we have argued that the bond graph formalism can be 
considered as a knowledge representation for modelling physical systems. Now we 
will indicate how this representation can be employed in order to obtain qualitative 
information. Often we only have partial information, or we only want to know 
specific characteristics of the system. For example, in designing a technical device 
it is necessary to know how its properties can be influenced by particular design 
decisions. Numerical simulation is not tailored to answer these questions, since 
the model needs to be completely numerically specified and an interpretation of 
simulation results in terms of the particular question posed has to be made. As we 
stated before, one of the results of AI research is that human reasoning is based 
on problem-specific knowledge. In other words, although it is very useful to have 
a generic representation method to describe a physical system, we need to use 
problem-specific methods to extract useful information. The aim of our approach 
called qualitative bond analysis (QuBA) is to develop computational AI methods 
for obtaining specific information about physical systems in a qualitative way. 
V. 1. Qditutiw simulutiot? 
One way to generate the possible behaviors of a weakly specified system is to 
use qualitative simulation. Now. the bond graph representation directly generates 
the simulation blocks to do so and can thus be regarded as an input system to a 
program like QSIM (10). This has also been suggested in (30). It is important to 
note that in contrast with the constraint-centered approach our model is built on 
physical entities, and physical principles like energy conservation are preserved. 
For example, whereas Kuipers uses the total energy in his example of the undamped 
spring as ud /XX information (31), it is inherently available in the bond graph 
model. 
Although in the AI literature qualitative simulation is considered (and in our 
opinion is somewhat overemphasized) as an indispensable tool to infer behavioral 
information, it is certainly not the only way to that end. As a matter of fact, we 
mentioned before that for non-trivial systems it produces a lot of spurious 
behaviors. Apparently the qualitative mathematics is not strong enough and the 
abstractions used are inadequate due to lack of domain-specific (i.e. physical) 
content. Thus, we have to use our knowledge of how physical systems behave to 
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extract useful information from the model and we have to look for other modes 
of qualitative reasoning than qualitative simulation alone. 
Instead of generating subsequent (qualitative) values of variables as is done in 
simulations, on many occasions it is more natural and adequate to define typical 
aggregate behaviors such as “monotonic”, “increase”. “decreasing oscillation”. 
“exponential growth”, “step”, Lb pulse”. In particular. if we suppose linear behavior 
for distinct periods of time we could express the overall behavior in terms of 
subsequent “qualitative states” specified in terms of elementary functional forms 
as mentioned. 
In our conception a qualitative state coincides with a period of fixed (linear) 
relations. whereas in “standard” qualitative simulation ir Iu QSIM (10) it is 
restricted to a period of monotonic behavior. Our notion of qualitative state is 
closer to the engineer’s intuition and resembles Forbus’ notion of “encapsulated 
histories” (9). A typical example of piecewise linearization is the previous model 
of a bouncing ball. Piecewise linear reasoning in AI has also been discussed bq 
Sacks (32) from a more mathematical viewpoint. He considers the linearization 
of a single process described by a nonlinear dift‘erential equation. whereas we have 
in mind a sequence of physically diKerent processes. 
For a linear system two important features can be derived directly from the bond 
graph topology: the set of state variables and the order of the system. Finding 
state variables amounts to finding the energy-storing components with forward 
(integral) causality. and the number of state variables specifies the order of the 
system. By further restriction to independent integrating storage elements the order 
of the set of state equations is determined. Thus, by simply inspecting the bond 
graph we can obtain essential dynamic information. Since this is done by an 
algorithmic procedure it can be readily automated. 
For first- and second-order systems this even specifics which global behaviors 
are possible. In our first example Ihe two capacitors are dependent on each other. 
i.e. they must be considered as one with regard to the order of the overall model. 
Consequently, the model is of first order. indicating that the flow will reach equ- 
librium asymptotically. If we had decided to assume an inerGal instead of resistive 
effect if would have been recognized as second order. which means that the system 
may typically display oscillatory behavior. Thus. on the basis of the topology we 
are able to derive the order of the model and to determine the global history 01 
this system. 
An important style of qualitative reasoning we introduce here we call conden- 
sation. The idea is to “condense” information related to several individual processes 
into “clustered” information pertaining to a higher level of aggregation. Con- 
densation is important for two reasons. First, it allows to selectively inspect prop- 
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erties of the system at a regional or global level. Second, condensation provides 
the opportunity to reason about dynamic features in terms of algebraic expressions, 
thus circumventing the problems ofdealing with (qualitative) differential equations. 
Algebraic expressions are more fit to be handled by qualitative calculus in terms 
of quantity space and order of magnitude reasoning [see, e.g. (33)]. 
A first form of condensation consists of identifying subsystems, internally con- 
nected by causality, at a level intermediate between the individual interactions in 
the system and the global structure. These causal clusters can be simply found by 
inspecting the topology of the model. By following bonds with causality directed 
in the same way (except at GY where the direction should change) we are able to 
identify causal chains. These chains distinguish subsystems that can only be of 
Lcroth. first or second order and thus their (possible) behavior may be characterized 
as static, exponential or oscillating. For example, in Fig. 3 a causal path exists 
between the inertia I and capacitor C, indicating that due to the interaction of these 
two processes there is a possible oscillation of a connected observable. 
The behavior of subsystems can even be further specified by intermediate par- 
ameters that are a condensation of the information contained in the parameters of 
individual processes. For first order we have the relaxation time r and for second 
order the natural frequency m. Now, by simple topological manipulations we are 
able to reduce the above causal chains to a number of basic forms. For example, 
I- and O-junctions can be eliminated when they connect to only two bonds with 
equal orientation. A library containing the basic causal structures can be 
constructed. Upon recognition of the simplified topology with the aid ofthis library, 
the expression that relates the condensing parameter to individual parameters can 
be obtained. Again, these steps are straightforward to implement in a com- 
putational system. 
Other types of condensation are also possible. Under certain restrictions (no 
causal conflicts and no algebraic loops) the above causal chains also enable us to 
automatically infer the algebraic expressions by which state variables are related 
to their respective derivatives, i.e. the system matrix elements. These expressions 
(clusters of parameters) provide much information about the participation of the 
different processes in the overall behavior of the system. For example, it is of 
interest to know whether a given process affects the behavior of the system at all. 
Yet another type of condensation is described in (34). It is shown there that 
certain parameters that yield decisive information about classes of behavior can 
be derived from dimensional analysis. As an example the Reynolds number of 
hydrodynamics is derived that discriminates between laminar and turbulent flow. 
In actual fact, the well-known damping parameter in a linear second-order system 
is also such an aggregated, dimensionless parameter. It discriminates between 
oscillating and overdamped behavior. 
For lower-order systems condensation directly provides global descriptions. 
Consider for example the connected containers. By applying the simplification rules 
a computer system is able to infer that, in the case of a linear system, the two 
capacitors can be collapsed into one with value l/C = I/Cl + l/C2. After identi- 
fication, the relaxation time of the first-order model (resistance only) is returned as 
a function of the system parameters (constants Cl, C2 and R). For the second- 
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order model expressions are produced for the damping factor and the natural 
frequency. 
One of the most attractive aspects of the bond graph formalism is its domain- 
independent character. Thus, it satisfies the modelling requirement that is called 
“genericity” by Forbus (9) and has therefore, in contrast to many AI approaches. 
no problem in modelling of and reasoning about systems with a mixed-domain 
character, such as electromechanical devices. The basic elements C. I, R. Se, Sf, I. 
0, TF and GY refer to identical effects in electrical, mechanical, hydrodynamic, 
thermodynamic, and. with certain restrictions, even in economic systems (28, 35, 
36). As a consequence of this isomorphism. it is possible to interpret a given bond 
graph model in terms of different domains, allowing analogical reasoning across 
different physical domains. For educational purposes it may be very useful to 
provide an automatic translation to a more familiar domain, for instance, from an 
electrical configuration to a presentation with water flowing through pipes. Of 
course. one should be aware of the limits of analogies in terms of real systems. 
VI. Conclusion 
The aim of this paper has been an interdisciplinary one: what may qualitative 
reasoning in AI offer to physical system dynamics and vice z.cv.scr? We have identified 
a number of differences between commonsense and professional reasoning about 
physical systems, the former perspective being emphasized by At and the latter by 
system dynamics. We have argued that, ontologically speaking, the process- 
centered approach of AI is the one most appealing to professionals, whereas with 
respect to modelling the device-centered approach has attractive aspects, in par- 
ticular due to its “compositionality” and “locality”. To date, however, qualitative 
reasoning has not yet progressed to the point that it will be found useful by 
physical and engineering scientists for applications. 
This paper has attempted to indicate promising ways to this end. Various possi- 
bilities to extract qualitative information exist in connection with the bond graph 
method. The step we have made in this paper is to point out that many of these 
forms of qualitative reasoning are amenable to implementation in an AI computer 
program. A number of them have been singled out in Section V. In this way 
qualitative information about physical systems can be obtained by automatic 
methods. This is the objective of the knowledge-based approach WC have called quali- 
tative bond analysis (QuBA). It exploits bond graphs via computational methods 
of qualitative reasoning as investigated in Al. The main features we have outlined 
are : 
l Due to its formal character. the bond graph method can be interprctcd and 
used for computational purposes as an AI knowledge representation language. 
At the same time it retains the physical concepts and distinctions that are 
meaningful to the scientist and engineer. Thus. it yields a very clear syntax 
and semantics adequate from the viewpoint of physical science. 
Qualitatiz?e Reawning about Physical SJxstems 
The approach satisfies AI modelling desiderata such as genericity, graceful 
extensibility, compositionality and locality. Primitive physical processes or 
mechanisms form the basic system components, thereby integrating attractive 
features of the process and device approaches of AI. 
It supports the standard AI forms of qualitative simulation based upon quali- 
tative differential equations. 
In addition, it enables other forms of qualitative reasoning, including auto- 
mated analysis of causality, a special style of qualitative reasoning we have 
called condensation that clusters detailed information into aggregate system 
characteristics, reasoning about the bond graph topology, as well as the use 
of physical analogies across domains. In this way it is possible to obtain 
qualitative information about physical systems by relatively simple com- 
putational means. This information is obtained without considering the differ- 
ential equations that are valid for the physical system. This is useful if a 
full numerical simulation is either unnecessary because we only need partial 
information, or unfeasible due to insufficient knowledge about parameters of 
the system. 
In general, we have pointed out that the bond graph method is of interest to AI, 
since it provides a foundation for merging the device-centered and process-centered 
AI approaches, and it might in addition be developed into a generic component 
for advanced knowledge-based systems. The other side of the coin is that, as we 
have argued, the relevance of AI to physical systems theory is twofold. First, AI 
has made the qualitative aspects of physics into a central research topic and yields 
new and practical computer methods for making these explicit and automatable. 
Second, current developments in second-generation knowledge-based systems pro- 
vide useful observations and guidelines so as to incorporate task- or domain- 
specific expertise concerning physical modelling into computational systems. 
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