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Abstract
We present formulae for the characters of coset conformal field theories and apply these
to specific examples to determine the integer shift of the conformal weights of primary
fields. We also present an example of a coset conformal field theory which cannot be
described by the identification current method.
1
1. Introduction
The coset construction [1] of conformal field theories (CFTs) [2,3] has proved
to be a practical method for constructing rational conformal field theories. In-
deed it may be that all rational CFTs have a coset realisation. Thus the proper-
ties of coset conformal field theories are important in understanding the general
structure of rational CFTs. In this paper we investigate various aspects of coset
models. In particular, the spectrum of a conformal field theory is determined
by the characters [4,5], and much information can be gleaned by their examina-
tion. We provide character formulae for a wide class of coset theories and examine
these formulae in specific examples. We also use the character formulae to deduce
formulae for the “integer shifts” of the conformal weights of primary fields.
In coset CFTs gˆ/hˆ, where gˆ and hˆ are affine algebras [6,7], the primary
fields are labeled by φΛλ , where Λ and λ are weights of the Lie algebras g and
h respectively. The conformal weight of φΛλ is given by h = hΛ − hλ + n where
n is an integer known as the integer shift. The evaluation of the integer shifts
is crucial in determining the spectrum of CFTs, which is important, for exam-
ple, in obtaining the physical spectrum in four dimensional superstring models
[8]. Not all pairs of labels Λ and λ give genuine and distinct primary fields but
some combinations do not correspond to fields present in the coset, and some
combinations of labels are equivalent [9]. In examining the spectrum of primary
fields in a coset CFT, the procedure, due to Schellekens and Yankielowicz [10],
for specifying which fields are non-zero and distinct, by the introduction of an
“identification” current, has proved extremely useful. However, by examining the
specific example ŝu(3)2/ŝu(2)8 we show that this procedure is not always applica-
ble, contrary to various suppositions, and for this “maverick” coset the spectrum
of valid inequivalent fields is not determined solely by an identification current.
The plan of this paper is as follows: In section 2 we review the coset formula-
tion of Goddard, Kent and Olive of rational conformal fields theories [1] and also
the Schellekens and Yankielowicz procedure [10] for determining the spectrum of
primary fields in such models. In section 3 and the appendix we derive explicit
character formulae for these theories. In section 4 we use these formulae to obtain
expessions for the integer shifts in the case ŝu(2)k1 × ŝu(2)k2/ŝu(2)k1+k2 . In sec-
tions 5 and 6 we use these formulae to obtain information on the conformal field
theory for specific examples namely, (gˆ2)k/ŝu(3)k and ŝu(3)k/ŝu(2)4k. The case
gˆ2/ŝu(3) gives an example of how the coset CFT may have a larger symmetry
than the Virasoro algebra. In this case the coset provides a realisation of the W3
algebra [11]. The case ŝu(3)2/ŝu(2)8 is very interesting because is provides an
example of a coset CFT which cannot be described in terms of an identification
current. This provides a counter example to several propositions regarding coset
CFTs.
2
2. Review of the GKO construction
Here we briefly review the Goddard, Kent and Olive (GKO) [1] construction
for rational conformal field theories and the Schellekens-Yankielowicz [10] method
for describing primary fields of coset models by the use of an identification current.
Consider a Kac-Moody algebra gˆ [6], associated with the Lie algebra g. The
corresponding current algebra has fields Ja(z) which satisfy the operator product
expansion (O.P.E.)
Ja(z)Jb(w) =
−kδab
(z − w)2 +
fabcJ
c(w)
(z − w) + n.s.t. (2.1)
where the integer k is the level of the algebra, fabc are the structure constants of
the Lie algebra and ‘n.s.t.’ denotes terms which are non-singular as z → w. The
Laurent coefficients of the currents Ja(z) =
∑
n J
a
nz
−n−1, satisfy
[Jam, J
b
n] = f
ab
cJ
c
m+n + kmδ
abδm+n,0 . (2.2)
As is well known, Kac-Moody algebras contain Virasoro algebras. The stress-
energy tensor is formed using the Sugawara construction [7]
Tg(z) =
−1
2(k + g)
∑
a
: JaJa(z) : (2.3)
which satisfies
Tg(z)Tg(w) =
cg/2
(z − w)4 +
Tg(w)
(z − w)2 +
∂Tg(w)
(z − w) + n.s.t. (2.4)
as z → w. The central charge is related to the level of the Kac-Moody algebra by
cg =
k dim g
k + g
(2.5)
where g is the dual Coxeter number of the Lie algebra g.
Suppose g contains a subalgebra h. Then gˆ will contain a subalgebra hˆ. We
can then form the stress-energy tensor [1]
Tg/h = Tg − Th (2.6)
which satisfies the O.P.E. for an energy momentum tensor with central charge
cg/h = cg − ch (2.7)
This construction of the energy momentum tensor is the well known GKO con-
struction for coset conformal field theories. An important feature for this con-
struction is that the O.P.E. of the currents of the subalgebra J a¯(z) with Tg/h(w)
is non-singular
J a¯(z)Tg/h(w) = n.s.t. (2.8)
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or, equivalently,
[J a¯m, L
g/h
n ] = 0 (2.9)
Using this construction it is possible to construct many CFTs with relatively
small central charge, and it may be that all rational CFTs have a coset realisation.
Representations of gˆ at level k are labeled by the highest weights of g, Λ, satisfying
ψ ·Λ ≤ k where ψ is the highest root of g. The conformal weight of the associated
primary field is given by
hΛ =
Λ2 + 2Λ · ρg
2(k + g)
(2.10)
where ρg is half the sum of the positive roots of g.
If we consider gˆ as the algebra generated by Jan , then this contains, by defini-
tion, the algebra, hˆ and the algebra generated by L
g/h
n . However the full algebra
of the coset will be the algebra Ag/h, which we define to be the largest algebra
such that
Ag/h ⊗ hˆ ⊂ gˆ (2.11)
In general, a representation of gˆ will decompose into a sum of representations of
the smaller algebra Ag/h ⊗ hˆ,
Λ =
∑
λ
RΛλ ⊗ λ (2.12)
where RΛλ is a representation of Ag/h.
For a representation Λ of the Kac-Moody algebra the character is defined as
chΛ(τ, z
i) ≡ tr(exp({2πiτL0 + c
24
− hΛ +
∑
i
ziH
i
0}))
= tr(qL0+c/24−hΛ
∏
i
w
Hi0
i )
(2.13)
where Hi are the elements of the Cartan subalgebra of g, q ≡ exp(2πiτ) and
wi ≡ exp(2πizi). The restricted characters χΛ(τ) are defined by
χΛ(τ) ≡ qhΛ−c/24chΛ(τ, 0) (2.14)
Assuming, for the moment, that the Cartan subalgebra has the same dimension
for both g and h, i.e. they are of the same rank, then we will have ziH
i
0 = zi¯H
i¯
0
and, since Lg0 = L
g/h
0 + L
h
0
chΛ(τ, zi) =
∑
λ
bΛλ (τ)chλ(τ, z¯i) (2.15)
and for the restricted characters
χΛ(τ) =
∑
λ
χΛλ (τ) χλ(τ) (2.16)
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From this we see that
hΛλ = hΛ − hλ + n (2.17)
where n is the order of the leading term in the power series expansion of bΛλ (q).
There are many cases where the rank of g and h are different (in particular the
important example gˆ × gˆ/gˆ), but these formulae still stand, provided we choose
the zi(zi¯) such that ziH
i
0 can be written as a linear combination of the zi¯H
i¯
0,
which is equivalent to specifying the embedding. The functions bΛλ (τ) are the
“branching functions” of the coset CFT. Not all combinations of labels Λ and λ
give rise to non-zero branching functions and not all distinct labels give rise to
distinct branching functions [9]. Which possibilities are non-zero and are distinct
has been resolved by the introduction [10] of the concept of an “identification
current” in the coset CFT.
The Schellekens-Yankielowicz mechanism [10] for deciding which fields are
non-zero and inequivalent is to use an “identification current” which is defined in
terms of simple currents of the factors gˆ and hˆ. Before discussing the identifica-
tion current we define simple currents and the relation to non-diagonal modular
invariants. A simple current of a general CFT, J , is a primary field with the
simple fusion rules [2,12]
J · φ = φ′ (2.18)
That is, for a primary field the operator product of J with the field only yields
fields from a single conformal family. If we consider the fusion of J with itself we
obtain a field J2 etc. For a rational CFT with a finite number of primary fields
there must be an integer N such that JN = 1. In general the action of J upon
a primary field φ will yield fields {Jrφ, r = 0, 1, . . . , Nφ − 1}, where JNφφ = φ.
The integer Nφ must be a divisor of N . If a field satisfies J · φ = φ then this
field is said to be a fixed point w.r.t J . The existence of fixed points (and fields
with Nφ < N) does a great deal to complicate the analysis. For the most part
the difficulties associated with fixed points have been resolved in ref.[10] and we
will not linger on their resolution. The case of most interest to us will be when J
has integer conformal weight, that is h(J) is integer. (In general it can be shown
that h(J) = r/N,mod(1)). In this case, the CFT has a non-diagonal modular
invariant (NDMI) [13,14]
Z =
∑
φ:h(J·φ)−h(φ)∈Z
N
Nφ
|χφ + χJ·φ + · · ·+ χJNφ−1·φ|2
=
∑
φ:h(J·φ)−h(φ)∈Z
N
Nφ
∣∣∣∣
Nφ−1∑
r=0
χJr·φ
∣∣∣∣2.
(2.19)
This form has been suggested to be the diagonal modular invariant of an extended
algebra [9,13,14,15] whose characters are χφ + χJ·φ + · · ·. Most Kac-Moody al-
gebras contain simple currents, some examples of which are given in following
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sections. For cases where Nφ < N the extended algebra appears to have a mul-
tiplicity of primary fields with identical characters.
The relationship between the characters of the coset algebra and the branch-
ing functions has been the source of some confusion, but has been elegantly
resolved by Schellekens and Yankielowcz [10]. This relies on the observation that
the diagonal combination of characters,
Z =
∑
a
χaχ
∗
a (2.20)
where the summation runs over all genuine chararacters of the coset CFT, must
be modular invariant. Since the χa can be expressed as a sum of the branching
functions this can be rewritten as
Z =
∑
a
|
∑
Λ,λ
naΛ,λb
Λ
λ |2 (2.21)
Hence one should look for modular invariant combinations of the branching func-
tions of this form (which can be recognised as that generated by a simple cur-
rent.) To look for such modular invariants, note that the branching functions of
gˆ/hˆ transform as the characters of gˆ × hˆ∗. Hence if one can find a suitable mod-
ular invariant for gˆ × hˆ∗ then the corresponding object for gˆ/hˆ will be modular
invariant and a candidate for the diagonal modular invariant of the coset.
The critical observation is that it is possible to find such a current which
generates a modular invariant corresponding to the characters of gˆ/hˆ. This cur-
rent, denoted JI , is called the identification current. After determining JI = φ
J1
J2 ,
the non-zero branching functions are those which have
h(JI · φΛλ )− h(φΛλ ) = 0 mod(1) (2.22)
and we have the following equivalence
φΛλ ≡ φJ
1·Λ
J2·λ (2.23)
The details of the identification current, for a variety of cosets is given in [10]. As a
simple example, for ŝu(2)k the simple current is (k) which satisfies (k)·(l) = (k−l).
For k odd there are no fixed points. For ŝu(2)k × ŝu(2)1/ŝu(2)k+1 (a realisation
of the minimal models) the fields are φl1,l2l3 . The condition for the branching
function to be non-zero reduces to l1 + l2 − l3 = 0 mod(2), and we have the
equivalence
φl1,l2l3 ≡ φ
k−l1,1−l2
k+1−l3
(2.24)
which we see can be rearranged as the standard labelling for the fields of the
minimal models.
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The identification current method is elegant and applies to many cosets,
however, as we shall show in this paper, there do exist cosets which can not be
described in terms of such an identification current.
3. Character Formulae
In this section we explore and determine the branching functions for coset
CFTs. The branching functions are determined by equ. (2.15). In general, one
cannot set zi = 0 to solve these equations because there is then not enough infor-
mation due to the multiplicity of terms on the R.H.S. The solution to the special
case ŝu(2)k1× ŝu(2)k2/ŝu(2)k1+k2 has been presented in ref.[16]. Throughout this
section we follow the notation of ref [5]. The Weyl-Kac formula for the characters
of a Kac-Moody algebra is
chgΛ,k(τ, zi) =
NgΛ,k(τ, zi)
Dg(τ, zi)
(3.1)
where
NgΛ,k(τ, zi) =
∑
w∈Wg
ǫ(w)Θw(Λ+ρ),k+g(τ, zi) (3.2)
and
Dg(τ, zi) =
∏
α>0
α∈gˆ
(1− e−α)mult(α)(τ, zi) (3.3)
The w are elements of the Weyl group of the Lie algebra, Wg, and ǫ(w) = ±1 is
the parity of w. The Θw(Λ+g),k+g are the generalised Θ-functions
ΘΛ,k(τ, zi) = e
2πi(ρ·ziei)
∑
γ∈M
q
k
2 γ·γ+γ·Λ exp
{
−2πi(kγ · (ziei) + Λ · (ziei))} (3.4)
where {ei} form a basis for the weight lattice of g and M is the long root lattice
of g (which is the root lattice whenever g is simply laced.)
The denominator in eqn.(3.3) is defined in terms of α where α are all the
positive roots of the Kac-Moody algebra. The denominator can be rewritten (or
is defined as) as
Dg(τ, zi) =( ∞∏
n=1
(1− qn)
)rank(g) ∏
α¯∈g+
(1− e2πiα¯·ziei)
( ∞∏
n=1
(1− qne2πiα¯·ziei)(1− qne−2πiα¯·ziei)
)
(3.5)
where α¯ are the roots of the Lie algebra, and g+ denotes the set of postive roots
of g.
In this section, for clarity, we restrict ourselves to an illustrative case, leaving
the rather complex general case to the appendix. Suppose we have a pair of Lie
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algebras h and g, of the same rank such that the root lattice of h is contained in
that of g. Writing eq. (2.15) using eq. (3.1),
NgΛ(q, z)
Dg
=
∑
µ
bµΛ(q)
Nhµ (q, z)
Dh
. (3.6)
The denominators are defined in terms of a product over the roots. For the simple
case examined here ( since the roots of h are a subset of the roots of g), it is easy
to construct Dg/h ≡ DgD−1h :
Dg/h =
∏
α∈S
(1− e−α)multα (3.7)
where S consists of positive roots of gˆ which are not roots of hˆ. Then
NgΛ(q, z)
Dg/h(q, z)
=
∑
µ
bµΛ(q)N
h
µ (q, z) (3.8)
Consider the coefficient, on the r.h.s., of
exp(−2πiλ · z) (3.9)
where λ labels some highest weight irreducible representation of hˆ. From (3.2) and
(3.4), there is a unique term of this form, i.e. that which has γ = 0, ω = 1, µ =
λ, and moreover its coefficient is the branching function. Thus by comparing
coefficients on both sides of eq. (3.8)
bλΛ = exp(2πiλ · z)
NgΛ(q, z)
Dg/h(q, z)
∣∣∣∣
coeff of ζ0
i
(3.10)
where ζi ≡ exp(2πizi), i = 1 . . . rank g. The branching function can then be
obtained by expanding the r.h.s. as a Laurent series in {ζi}. The numerator
NgΛ is already in this form and we can expand the denominator Dg/h using the
identity [17]:
1
(1− t)∏∞n=1(1− qnt)(1− qnt−1) =φ(q)2
∞∑
n=−∞
(−1)n q
n(n+1)/2
(1− qnt)
=− φ(q)2
−1∑
n=−∞
(−1)nqn(n+1)/2
∞∑
r=0
q−rn−rt−r−1
+ φ(q)2
∞∑
n=0
(−1)nqn(n+1)/2
∞∑
r=0
qrntr
=φ(q)2
∞∑
n=−∞
(−1)nδnqn(n+1)/2
∞∑
r=stn
qrnδn tδnr
(3.11)
8
where δn and stn are defined by
n ≥ 0 :δn = 1, stn = 0
n < 0 :δn = −1, stn = 1
(3.12)
and where
φ(q) ≡
∏
n>0
(1− qn) (3.13)
Thus we can rewrite D−1g/h as
D−1g/h(q, {zi}) =
φ(q)|h|−|g|
∏
α∈S
( ∞∑
nα=−∞
(−1)nαδnαqnα(nα+1)/2
∞∑
rα=stnα
qrαnαδαexp
(
2πiδnαrαα · zi
))
(3.14)
and obtain the branching function,
bλΛ(q) =exp(2πiλ · z)φ(q)|h|−|g|
∑
w∈W
ǫ(w)e2πiρ·z
∑
γ∈M
q
1
2 (k+g)γ
2+γ·w(Λ+ρ)exp(−2πiz · ((k + g)γ + w(Λ + ρ))
∏
α∈S
( ∞∑
nα=−∞
(−1)nαδnαqnα(nα+1)/2
∞∑
rα=stnα
qrαnαδαexp
(
2πiδnαrαα · zi
))∣∣∣∣
coeff of ζ0
i
(3.15)
The relevant terms which contribute to bλΛ are those which satisfy:
λ+ ρ− (k + g)γ − ω(Λ + ρ) +
∑
α∈S
αδαrα = 0 . (3.16)
To solve these constraints choose a basis of the lattice spanned by the elements of
S, say S0 ⊂ S. Let the dual be S∗ = {eα}, such that eα · β = δα,β, ∀α, β ∈ S0.
If we now define
Vβ ≡ eβ ·
{
(k + g)γ + ω(Λ + ρ)− ρ− λ−
∑
α∈S\S0
αrαδα
}
(3.17)
then the constraints (3.15) have solution
rα = δαVα ∀α ∈ S0 (3.18)
which allows elimination of rank(g) of the summations over the rα. Since rα ≥ 0
we have sign(Vα) = sign(δα) = sign(nα), ∀α ∈ S0 .
The final form of the branching function is then
bλΛ = φ(q)
|h|−|g|
∑
w∈W
ǫ(w)Fw(Λ+ρ)(τ) (3.19)
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where
FΛ(τ) =
∑
γ∈M
∑
nα=−∞
rα=stα
α∈S\S0
∑
{Vα≥0,nα≥0}∪
{Vα<0,nα<0}
α∈S0
σqN
(3.20)
and
σ =
(∏
α∈S
δnα
)
(−1)
∑
α∈S
nα
N =
1
2
(k + g)γ2 + γ · Λ + 1
2
∑
α∈S
nα(nα + 1) +
∑
α∈S\S0
nαrαδnα +
∑
α∈S0
Vαnα
(3.21)
and
Vα ≡ eα ·
{
(k + g)γ +Λ− λ−
∑
α∈S\S0
αrαδα
}
. (3.22)
A cursory examination of this formula shows that it involves summation over
a lattice of dimension |g| − |h|. This formula provides an explicit form for the
branching funtions and hence for the characters of the theory. It is however
not always the most efficient possible and in special cases, such as ŝu(n)k ×
ŝu(n)1/ŝu(n)k+1, formulae be obtained which are considerably more efficient. In
the following sections we shall apply (3.17), evaluated by computer, to examine
the properties of the character. For large cosets, the computer time taken to
evaluate characters can become considerable.
4. Integer Shifts
In coset models, as in any conformal field theory, the values of the conformal
weights of the primary fields is essential information. For a primary field of the
coset, φΛλ , the h-value is related to that of Λ and λ by
hΛλ = hΛ − hλ + n (4.1)
where n is a non-negative integer. The value of the integer shift n is not in general
known, although its value is important. (As for example, in the construction of
four dimensional string theories based upon CFTs [8].) In principle, n can be
extracted from the character formulae of the previous section and, as we noted
in section two, n is simply the degree of the first term in the branching function:
bΛλ = q
n(n0 + n1q + . . .). For illustration, consider the coset
ŝu(2)k1 × ŝu(2)k2
ŝu(2)k1+k2 .
(4.2)
For this coset the primary fields are φλ1λ2λ3 where λi = 0, 1, · · · , ki. The identifica-
tion current is φk1,k2k3 , and the non-zero fields are those where λ1+λ2−λ3 is even,
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and we have the equivalence φλ1,λ2λ3 ≡ φ
k1−λ1,k2−λ2
k3−λ3
. We determine n as a func-
tion of the parameters λ1, λ2, λ3, k1, k2. By evaluating the branching functions
for a large and representative range of these parameters, we determine a formula
for n by inspection. The form of n is sufficiently simple that this procedure is
amenable, and we obtain, for k1 ≥ k2,
n = k2x
2 + (2s+ λ2)x+ s+ a+ b (4.3)
where
s =
(λ3 − λ1 − λ2
2
)
modk2
x =
(λ3 − λ1 − λ2
2
)
div k2
a = (s+ λ2 − k2)θ(s+ λ2 − k2)
b =
(λ2 − λ1 − λ3
2
)
θ(λ2 − λ1 − λ3)
(4.4)
For the case k1 = k2 the formula is valid provided we choose λ1 ≤ λ2. It is
worthwhile checking that if we have :
|λ2 − λ1| ≤ λ3 ≤ λ1 + λ2 (4.5)
then the integer shift vanishes. The case λ3 = λ2+λ1 is immediate. Consider the
case λ1 > λ2. Then setting λ3 = λ1 + λ2 + 2α, where 0 ≤ α < λ2 ≤ k2 it follows
s = k2 + α − λ2, x = −1, and hence a = α, and b = 0. Then (4.3) yields zero.
The case λ2 ≥ λ1 is equally trivial. We can similarly demonstrate the invariance
of
hλ1λ2λ3 = n+ hλ1 + hλ2 − hλ3 (4.6)
under the mapping λi → ki−λi. This particular coset has been studied previouly
by Date et al, [16] and we reproduce their result. In the following sections we will
apply this technique to obtain formulae for the integer shift in new examples.
5. Special Case 1: (gˆ2)k/ŝu(3)k
In this section, the techniques of chapter three are applied to the particular
case of gˆ2/ŝu3. This coset is fairly simple in structure, as su(3) is the algebra
associated with the long root lattice of g2. We use the usual notation for g2:
the simple roots are α1 and α2 where α
2
1 = 2 and α
2
2 =
2
3 . Then the su(3) has
positive roots α1, α1+3α2 and 2α1+3α2. For this coset, unusually, there are no
identification currents. If we label the fields φΛλ , where Λ and λ label irreducible
representations of g2 and su(3) respectively, then all pairs (Λ, λ) are allowed and
inequivalent. In evaluating the branching function formula, (3.19), we find (3.15)
becomes
λ+
∑
α∈S
αδnαrα + ρ− (k + g)γ − w(Λ + ρ) = 0 (5.1)
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The summation over S is simply the summation over g+2 \su(3)+, the short pos-
itive roots of g2, which is {α2, α12, α122}, where α122 ≡ α1 + 2α2. We use these
constraints to eliminate two of the summations over rα from (3.19). Letting
r2 ≡ rα2 etc.,we find
δ2r2 = −δ122r122 − α122 · V
δ12r12 = −δ122r122 − α1223 · V
(5.2)
where
V ≡ λ+ ρ− w(Λ + ρ)− (k + g)γ (5.3)
Thus, given n122 , r122 , w, γ, we can fix r2,r12 and the sign of n2 and n12. The
explicit formula for the branching functions is then,
bλΛ(q) = φ(q)
−6
∑
w∈Wg2
∑
γ∈M
∑
n122∈Z
∞∑
r122=st122
∑
{V2≥0,n2≥0}
∪{V2<0,n2<0}
∑
{V12≥0,n12≥0}
∪{V12<0,n12<0}
σqN (5.4)
where
σ = ǫ(w).(−1)n2+n12+n122 δn2δn12δn122
N = r2n2δ2 + r12n12δ12 + r122n122δ122 +
1
2
(k + g)γ2 + γ · w(Λ + ρ)
+ n2(n2 + 1)/2 + n12(n12 + 1)/2 + n122(n122 + 1)/2
(5.5)
Consider the theory at level 1. The central charge is c = 4/5 and the non-
zero weight labels are (0, 1) and (1, 0) for su3, both at spin 1/3, and (0, 1) for
g2, at spin 2/5. We therefore have six fields and no identification currents. The
weights of the fields are hµΛ = hΛ − hµ + n,where n is the degree of the first term
in the corresponding branching function. The computed branching functions are:
b
(0,0)
(0,0) = 1 + q
2 + 2q3 + 3q4 + 4q5 + 7q6 + . . .
b
(0,1)
(0,0) = q + q
2 + 2q3 + 2q4 + 4q5 + 5q6 + . . .
= b
(1,0)
(0,0)
b
(0,1)
(0,0) = 1 + 2q + 2q
2 + 4q3 + 5q4 + 8q6 + . . .
b
(0,1)
(0,1) = 1 + q + 2q
2 + 3q4 + 5q5 + 7q6 + . . .
= b
(1,0)
(0,1)
(5.6)
Hence we obtain fields with weights: h = 0, 25 , (
2
3)
2, ( 115)
2. The weights corre-
spond to the NDMI of the c = 4
5
minimal model [18]. This well known example,
corresponds to the first element of theW3 algebras. Thus we have the equivalence
gˆ2)1
ŝu(3)1
≡ ŝu(3)1 × ŝu(3)1
ŝu(3)2
≡ ŝu(2)2 × ŝu(2)1
ŝu(2)4
∣∣∣
NDMI
. (5.7)
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Examining the identity character, one can observe an additional state at level
three corresponding to the spin-3 field which generates the W3 symmetry. ( For
a pure Virasoro algebra the representation with h = 0 generally has only a single
state at level 3, L−3|0 >, since the state L−1|0 > is null.) For a coset theory,
the algebra is generally an extension of the Virasoro algebra [20]. Examining the
zero character is an easy way to discover the spin of the lowest extra field in the
symmetry algebra.
We present a formula for the integer shifts using the same technique as for
the diagonal ŝu(2) case. As in that case we only have five parameters, and hence
the solution is not hard to obtain. We find for a primary field φµΛ the integer shift
is
n =κ1θ(κ1)θ(κ2) + κ2θ(κ2) + (λ1 − µ1 − µ2)θ(λ1 − µ1 − µ2)
+ (κ1 + κ2)θ(κ1 + κ2)θ(λ1 + λ2 − 1− µ2)
(5.8)
where
Λ = λiwi µ = µiν1 µ− Λ = κiνi µ1 ≤ µ2 (5.9)
having chosen wi and νi as the standard fundamental weights of g2 and su(3)
respectively. (The θ-function is the usual step function with θ(x) = 0 for x < 0
and θ(x) = 1 for x ≥ 0.) Note that when µ−Λ has positive Dynkin components
in the su(3) basis then the formula reduces to (µ−Λ) ·ψ, where ψ is the highest
root.
6. Special Case 2: ŝu(3)k/ŝu(2)4k
This very interesting example of a coset CFT provides a counter example
to some of the preconceptions relating to coset spaces. For k = 1 the coset is
the trivial theory. This is related to the conformal embedding of ŝu(2)4 within
ŝu(3)1 [19,20]. For k > 2 the coset is a perfectly normal example of a theory
where the non-zero characters and equivalence between characters is determined
by an identification current. This current is given by
JI = φ
(0,0)
4k (6.1)
and the action of JI upon a field is
JI · φΛl = φΛ4k−l (6.2)
Using this, the fields φΛl are non-zero provided l is even and we have the equiva-
lence φΛl ≡ φΛ4k−l. The non-zero condition is completely equivalent to demanding
that PΛ− l lies within the root lattice of su(2), where PΛ is the su(2) weight Λ is
mapped to by the embedding. For k = 3, c = 10/7 and it can be shown that this
coset is equivalent to the third member of theW3 minimal series. This provides a
check that the identification current does entirely specify the spectrum for k > 2.
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For k = 2 however we find we have a “maverick” coset theory. For this coset
c = 4/5. Hence this coset must correspond to the minimal model with this c-
value. There are two possibilities −either it corresponds to the diagonal modular
invariant or it corresponds to the non-diagonal modular invariant [18] (which is
equivalent to the first element of the W3 minimal series). However, if we consider
the potential field φ
(0,0)
2 say, then this has h = 4/5 which does not lie within
the spectrum of the c = 4/5 minimal model. To investigate this example further
we must give a formula for the characters of ŝu(3)k/ŝu(2)4k. With the standard
conventions the embedding of ŝu(2)4k within ŝu(3)k is given by
J+(z) =
√
2(J1+2(z) + J−2(z)); J−(z) =
√
2(J−1−2(z) + J2(z)); J0(z) = 2H1(z)
(6.3)
where the indices refer to the simple roots α1 and α2. Using the techniques of
section 3, we can deduce a formula for a character χΛl ,
χΛl = φ(τ)
−5
∑
w∈WSU(3)
∑
γ∈M
∞∑
n1=−∞
∞∑
r1=st(n1)
∑
{V<0,n2<0}
{V≥0,n2≥0}
(−1)n1+n2−1δn1δn2qN(γ,ni,r1,V )
(6.4)
where
V =(w(Λ + ρ)− ρ) · α1 − l
2
− 2r1δ1 − 1 + (k + g)γ · α1
N =
1
2
(k + g)γ2 + γ · w(Λ + ρ) + 1
2
n1(n1 + 1) + δ1n1r1 +
1
2
n2(n2 + 1) + δ2n2V
(6.5)
If we evaluate this character for k = 2 then we find more characters are zero
than we would expect from the identification current and there exist more equiv-
alences than one would expect. The equivalences of the characters are given
in table 1. From this, and comparing with the minimal model, we find there
are more zero characters, and also there are more equivalences than expected.
Roughly, speaking there being one extra equivalence so that χ000 is eqivalent to
χ411 in addition to the expected χ
8
00. Taking these into account we find the
spectrum of h-values matches that of the NDMI of the c = 4/5 minimal model (
h = 0, 2/5, (2/3)2, (1/15)2). This is also the first element of theW3 minimal series
so this coset has an extended algebra containing a spin-3 field as in the gˆ2/ŝu(3)
case considered earlier. This maverick coset space is related to the NDMI which
exists for ŝu(3)2 × ŝu(2)∗8,
Z =
∣∣∣χ(00)0 + χ(00)8 + χ(11)4 ∣∣∣2 + ∣∣∣χ(11)2 + χ(11)6 + χ(00)4 ∣∣∣2 + ∣∣∣χ(10)2 + χ(10)6 + χ(02)4 ∣∣∣2
+
∣∣∣χ(01)2 + χ(01)6 + χ(20)4 ∣∣∣2 + ∣∣∣χ(20)0 + χ(20)8 + χ(01)4 ∣∣∣2 + ∣∣∣χ(02)0 + χ(02)8 + χ(10)4 ∣∣∣2
(6.6)
As we can see this NDMI is generating the characters of the coset theory in an
analogous manner to that in which the identification current works normally.
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However this case is not generated by any simple current, as can be seen, for
example, by looking at the component χ000 + χ
00
8 + χ
11
4 . The last term is not
related to the others by any simple current.
We feel this single example to be very instructive. Although the technology of
Schellekens and Yankielowicz provides a means of determining the primary fields
of a coset theory in most cases this is an example where it does not work. This
method relies on several assumtions, clearly stated as e.g. in ref.[10], which may
not hold. In particular, this theory is a counterexample to the proposition that
characters will be non-zero provided that PΛ− λ lies within the lattice PMg,(P
denoting the embedding of the weight space), as can be seen by examining the
character χ002 which is zero for k = 2. The equivalence of characters is also clearly
greater in this case than that expected by considering the automorphisms of the
extended dynkin diagrams of gˆ and hˆ. Maverick coset spaces will be dealt with in
a future work [21]. Coset theories provide a rich framework in which to construct
rational CFTs which is not yet fully understood.
7. Conclusions Coset conformal field theories have proved a valuable tool
in the study of rational conformal field theories. In this paper we have studied
the characters of a coset conformal field theory and produced some quite general
formulae for these characters. These characters determine the spectrum of the
coset theories and as such are crucial in determining the physical spectrum in
string theories. In particular the spectrum of the h−values is determined by the
characters, including the integer shifts. We obtained a formula for the integer
shift agreeing with calculations done previously for specific cases. The characters
can also be used to study the existence of extended symmetries in coset CFTs.
We have also used these character formulae to provide an example of a coset
theory which cannot be described by the identification current method. This
coset ŝu(3)2/ŝu(2)8, is a “maverick” theory which has more zero characters and
equivalences than specified by the identification current method. We expect the
study of this and other maverick theories, via the branching function formulae or
other methods to provide much insight into the study of coset CFTs.
This work was supported by an S.E.R.C. advanced fellowship (D.C.D.) and
an S.E.R.C studentship (K.G.J.). One of us (D.C.D.) wishes to thank Zvi Bern
for useful discussions and a N.A.T.O collaborative grant CRG-910285.
Appendix A. Generalising the Character formulae
Suppose we have a coset gˆ/hˆ which decomposes into the form:
gˆk
hˆl
=
(gˆ1)k1 × . . .× (gˆn)kn
(hˆ1)l1 × . . .× (hˆm)lm
(A.1)
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where {Gi} and {H¯} are semisimple compact Lie groups other than U(1). Note
that this means that for each ¯, H¯ ⊂ Gi(¯), for some i(¯), which will be an aid to
the calculation in what follows. In this appendix we are using barred indices to
refer to the subalgebras hˆ and unbarred indices for the algebras gˆ. The embedding
of h in g is specified by
(Hhı¯)¯ = P ı¯¯kl(H
gk)l
Eαı¯ =Mαı¯αkE
αk
(A.2)
where (Hgk)l denotes an element of the CSA of gk and αk denotes a root of gk.
Associated with each Cartan generator (Hgk)l there is a basis vector of the root
space ekl . Denoting by M the root lattice and W the weight lattice, let elements
of Mg be α ≡ (α1, . . . , αn) we have the mapping:
P :Mg →Wh
α→ λ¯ = P ı¯¯kl(αk · ekl )eı¯¯
(A.3)
An arbritary vector in the weight space of hˆ may be written
v ≡ −2πi
m∑
ı¯=1
(rank(hı¯)∑
¯=1
zı¯¯e
¯
ı¯ + τ(Λ0)ı¯ + uı¯δı¯
)
(A.4)
Again writing Λ = (Λ1, . . . ,Λn), where Λi is a highest weight label for gˆi, the
branching function equation becomes
chgΛ(v) =
∑
µ
bµΛchµ(v) (A.5)
where µ are weight labels for hˆ. In evaluating the lhs we can use (3.1),(3.2),(3.3)
directly, provided we set
zlk = P
ı¯¯
klz
ı¯
¯ (A.6)
When evaluating Dg using (3.2) we can use the following relation
αk · zk = αı¯ · zı¯ ∀ αk, αı¯ st. Mαı¯αk 6= 0 (A.7)
It is therefore easy to decompose Dg:
Dgˆj(ı¯) = Dhˆı¯1
. . .Dhˆı¯p
∏
α∈S
(1− e−α)multα (A.8)
where Hı¯1 × . . .×Hı¯p ⊂ Gj , and S is the complement of the set of positive roots
of the hı¯ in those of Pgj(ı¯). It is important to note (A.8) is meaningful only when
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evaluated on the weight space of h using (A.6). Having thus removed Dhˆ and
writing Dgˆ = Dgˆ/hˆDhˆ we have∏n
i=1N
gˆi
Λi
(q, zi)
Dgˆ/hˆ(q, {z¯})
=
∑
µ
bµ1...µmΛ1...Λn
m∏
¯=1
N hˆ¯µ¯ (q, z¯) (A.9)
It is convenient to define the variables
y ı¯¯ ≡ exp(2πizı¯¯) ı¯ = 1 . . .m, ¯ = 1 . . . rank(hı¯) (A.10)
Thus, as in section 3, we obtain
bλ1...λmΛ1...Λn (q) = exp
(
2πi(
m∑
ı¯=1
λı¯ · zı¯)
)∏n
i=1N
gˆi
Λi
(q, zi)
Dgˆ/hˆ(q, {zı¯})
∣∣∣∣
coeff
of (yı¯
¯
)0
(A.11)
Again, δn and stn are defined by
n ≥ 0 :δn = 1, stn = 0
n < 0 :δn = −1, stn = 1
(A.12)
Thus (3.2),(3.4),(3.13),(A.11) together give us our general result for the branching
function
bλ1...λmΛ1...Λn (q) =exp(2πi(
∑
ı¯
λı¯ · zı¯))φ(q)|h|−|g|
n∏
i=1
{ ∑
wi∈Wgi
ǫ(wi)e
2πiρi·zi
×
∑
γi∈MLi
q
1
2 (ki+gi)γ
2
i+γi·wi(Λi+ρi)exp
(−2πi(kiγi · zi + wi(Λi + ρi) · zi))
}
×
∏
α¯i∈S
( ∞∑
nα¯i
=−∞
rα=stnα
(−1)nα¯i δnαqnα(nα+1)/2qrαnαδαexp
(
2πiδnαrαα · zi
))∣∣∣
coeff
of (yı¯)
0
¯
(A.13)
The relevant terms satisfy
λ+ P
∑
α∈S
αδnαrα + Pρ = P
{ n∑
i=1
(ki + gi)γi + wi(Λi + ρi)
}
(A.14)
Note this this equation implies the well known condition λ− PΛ ∈ PMg. Thus
using (A.13) directly we may compute any branching function. In order to make
such a computation efficient it is necessary to solve the constraints (A.14) for
some of the rα¯k so as to eliminate them from (A.13). To do this define S0 ⊂ PS
form a basis for PMg, and let S∗0 = {wα} be its dual, such that wα · Pβ = δα,β.
Define
V = P
(∑
k
(
kk + gk)γk + wk(Λk + ρk)− ρk
)− ∑
α∈S\S0
αδnαrα
)
− λ
Vβ ≡ wβ · V
(A.15)
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Thus the constraints (A.14) become
Vβ = rβδnβ (A.16)
We can then insert this into (A.13) to obtain the general result:
bλ1...λmΛ1...Λn (q) = φ(q)
|g|−|h|
n∏
i=1
{ ∑
wi∈Wgi
ǫ(wi)Fw,Λ(q) (A.17)
where
Fw,Λ(q) =
∑
γi∈Mi
∑
nα=−∞
rα=stα
α∈PS\S0
∑
{Vα≥0,nα≥0}∪
{Vα<0,nα<0}
α∈S0
σqN (A.18)
where
σ =
(∏
α∈S
δnα
)
(−1)
∑
α∈S
nα
N =
1
2
∑
i
(ki + gi)γ
2
i + wi(Λi + ρi) · γi
+
1
2
∑
α∈S
nα(nα + 1) +
∑
α∈PS\S0
nαrαδnα +
∑
α∈S0
Vαnα
(A.19)
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Equivalences of Character Character Value
χ
(00)
0 ≡ χ(00)8 ≡ χ(11)4 1 + q2 + 2q3 + 3q4 + 4q5 · · ·
χ
(11)
2 ≡ χ(11)6 ≡ χ(00)4 1 + 2q + 2q2 + 4q3 + 5q4 + 8q5 · · ·
χ
(10)
2 ≡ χ(10)6 ≡ χ(02)4 1 + q + 2q2 + 3q3 + 5q4 + 7q5 · · ·
χ
(01)
2 ≡ χ(01)6 ≡ χ(20)4 1 + q + 2q2 + 3q3 + 5q4 + 7q5 · · ·
χ
(20)
0 ≡ χ(20)8 ≡ χ(01)4 1 + q + 2q2 + 2q3 + 4q4 + 5q5 · · ·
χ
(02)
0 ≡ χ(02)8 ≡ χ(10)4 1 + q + 2q2 + 2q3 + 4q4 + 5q5 · · ·
χ
(00)
2 ≡ χ(00)6 0
χ
(20)
2 ≡ χ(20)6 0
χ
(02)
2 ≡ χ(02)6 0
χ
(10)
0 ≡ χ(10)8 0
χ
(01)
0 ≡ χ(01)8 0
χ
(11)
0 ≡ χ(11)8 0
Table 1. For the coset theory ŝu(3)2/ŝu(2)8, we show the extra equivalences
and vanishing of characters beyond that expected by the identification current
method. Using the identification currrent method all characters shown are ex-
pected to be non-zero.
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