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The homotopy type of spaces of real
resultants with bounded multiplicity
Andrzej Kozlowski∗ and Kohhei Yamaguchi†
Abstract
For positive integers d,m, n ≥ 1 with (m,n) 6= (1, 1) and K = R
or C, let Qd,mn (K) denote the space of m-tuples (f1(z), · · · , fm(z)) ∈
K[z]m of K-coefficients monic polynomials of the same degree d such
that polynomials {fk(z)}mk=1 have no common real root of multiplicity
≥ n (but may have complex common root of any multiplicity). These
spaces can be regarded as one of generalizations of the spaces defined
and studied by Arnold and Vassiliev [17], and they may be also con-
sidered as the real analogues of the spaces studied by B. Farb and J.
Wolfson [4]. In this paper, we shall determine their homotopy types
explicitly and generalize the previous results obtained in [17] and [11].
1 Introduction
Spaces of polynomials and the motivation. The principal motivation
for this paper derived from the two results obtained by Vassiliev [17] and
Farb-Wolfson [4]. Vassiliev [17] described a general method for calculating
cohomology of certain spaces of polynomials (more precisely, “complements
of discriminants”) by using a spectral sequence (to which and its variants we
shall refer as the Vassiliev spectral sequence). The most relevant example
for us is the following. For K = R or C, let Pdn(K) denote the space of all K-
coefficients monic polynomials f(z) ∈ K[z] of degree d which have no real root
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of multiplicity ≥ n (but may have complex ones of arbitrary multiplicity).
By identifying S1 = R ∪ {∞} and C = R2, we have the jet map
(1.1) jd,1n,K : P
d
n(K)→ Ω[d]2RPd(K)n−1 ≃ ΩSd(K)n−1
defined by
jd,1n,K(f(z))(α) =
{
[f(α) : f(α) + f ′(α) : · · · : f(α) + f (n−1)(α)] if α ∈ R
[1 : 1 : 1 : · · · : 1] if α =∞
for (f(z), α) ∈ Pdn(K) × S1, where [d]2 ∈ {0, 1} is the integer d mod 2, and
d(K) denotes the positive integer defined by
(1.2) d(K) = dimR K =
{
1 if K = R
2 if K = C
For K = R, Vassiliev [17] obtained the following result:
Theorem 1.1 ([17] (cf. [6], [11])). The jet map jd,1n,R : P
d
n(R)→ Ω[d]2RPn−1 is
a homotopy equivalence through dimension (⌊ d
n
⌋+1)(n−2)−1 for n ≥ 4 and
a homology equivalence through dimension ⌊d
3
⌋ for n = 3, where ⌊x⌋ denotes
the integer part of a real number x.
Remark 1.2. Remark that a map f : X → Y is called a homotopy equiv-
alence (resp. a homology equivalence) through dimension N if the induced
homomorphism
f∗ : πk(X)→ πk(Y ) (resp. f∗ : Hk(X,Z)→ Hk(Y,Z))
is an isomorphism for any integer k ≤ N . Similarly, when G is a group and
f : X → Y is a G-equivariant map between G-spaces X and Y , the map f is
called a G-equivariant homotopy equivalence through dimension N (resp. a
G-equivariant homology equivalence through dimension N) if the restriction
map fH = f |XH : XH → Y H is a homotopy equivalence through dimension
N (resp. a homology equivalence through dimension N) for any subgroup
H ⊂ G, where WH denote the H-fixed subspace of a G-space W given by
WH = {x ∈ W : h · x = x for any h ∈ H}.
Next, recall the recent result obtained by Farb and Wolfson [4]. For
positive integersm, n ≥ 1 with (m,n) 6= (1, 1) and a field F with its algebraic
closure F, let Polyd,mn (F) denote the space of m-tuples (f1(z), · · · , fm(z)) ∈
F[z]m of F-coefficients monic polynomials of the same degree d such that,
the polynomials {fk(z)}mk=1 have no common root in F with multiplicity ≥
2
n. They studied the spaces Polyd,mn (F) from the point of view of algebraic
geometry in the case when F = C or F is a finite field Fq. If n = 1 and F = C,
the space Polyd,m1 (C) can be identified with the space Rat
∗
d(CP
1,CPm−1) of
all based rational maps f : CP1 → CPm−1 of the degree d (It is well known
that in this case, rational maps coincide with holomorphic ones). The space
of holomorphic maps appears in various applications and has been quite
extensively studied (eg. [7], [16]).
In a different context, the same is true for the space Polyd,1n (C) (for m =
1) of monic polynomials f(z) ∈ C[z] of the degree d without n-fold roots.
This space can be viewed as the space of polynomial functions “without
complicated singularities” and thus plays an important role in singularity
theory ([2], [17]). The fact that these two spaces were closely related was
noted and it was shown in [17] and [3] that they were stably homotopy
equivalent. Recently this result was much improved and it was proved in [13]
(cf. [7]) that there is a homotopy equivalence
(1.3) Polyd,mn (F) ≃ Poly⌊
d
n
⌋,mn
1 (F) for F = C and mn ≥ 3.
Farb and Wolfson showed that some of these topological results have
algebraic analogues when F is a finite field Fq. This leads them to ask if
these spaces in (1.3) are isomorphic as algebraic varieties over arbitrary fields
F. The affirmative answer would imply that that the underlying topological
spaces in the cases F = C and F = R are homeomorphic. Curtis McMullen
indeed has shown that this is true in the simplest non-trivial case (d, n) =
(1, 2) by constructing an explicit isomorphism.
Moreover, if F = R and n = 1, the space Polyd,m1 (R) is precisely the
space Rat∗d(FP
1,FPm−1) of real rational functions considered by Segal in [16].
This space is an algebraic variety over R and one can ask if it is isomorphic
(homeomorphic or homotopy equivalent?) to the variety Polymd,1m (R) of real
monic polynomials of degree md without m fold complex roots. Of course,
the affirmative answer to the Farb-Wolfson question would also imply this.
However, we have not been able to establish even homotopy equivalence in
this case, and we will not consider this problem here.
On the other hand, there is another space of real rational maps which can
be viewed as the real analogue of the space of complex ones and it was first
studied by Mostovoy in [14]. Every such maps can be represented by n-tuples
of monic real polynomials of the same degree d without a common real roots
(but possibly may have common non-real roots).1 This space contains Segal’s
1Although it seems very likely to be true, it has not been proved that the space of
rational maps and the space of tuples of polynomials are homotopy equivalent except in
the case m = 1.
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space of rational functions and its closure is in the space of all continuous
maps. By the analogy with the complex case, one can expect that this space
will be homotopy equivalent to the space of real monic polynomials of degree
nd which do not have real roots of multiplicity ≥ n. This is indeed true and it
was shown in [11] (cf. [19]). The spaces involved are not algebraic varieties; so
the result is not implied by the positive answer to the Farb-Wolfson question.
Then the main purpose of this article is to generalize this result given in
[11] for the space Qd,mn (K), of m-tuples (f1(z), · · · , fm(z)) ∈ K[z]m of monic
K-coefficients polynomials of the same degree d, without n-fold common
real roots (for K = C of R). We will also prove that an analogue of the
homotopy equivalence (1.3) holds for the space Qd,mn (K) (see Theorem 1.9
for the details).
Basic definitions and notations. For connected spaces X and Y , let
Map(X, Y ) (resp. Map∗(X, Y )) denote the space consisting of all continuous
maps (resp. base-point preserving continuous maps) from X to Y with the
compact-open topology, and let RPN (resp. CPN ) denote the N -dimensional
real projective (resp. complex projective) space.
Note that Map(S1,RPN) has two path-components Mapǫ(S
1,RPN) for
ǫ ∈ {0, 1} when N ≥ 2. It is well-known that any map f ∈ Mapǫ(S1,RPN)
lifts to the map F ∈ Map(S1, SN) such that F (−x) = (−1)ǫF (x) for any
x ∈ S1. For each ǫ ∈ {0, 1}, let ΩǫRPN denote the path component given by
ΩǫRP
N = Mapǫ(S
1,RPN) ∩Map∗(S1,RPN ).
From now on, let K = R or C, let d,m, n ≥ 1 be positive integers such
that (m,n) 6= (1, 1), and we always assume that z is a variable. Let Pd(K)
denote the space of all K-coefficients monic polynomials f(z) = zd+a1z
d−1+
· · ·+ ad ∈ K[z] of the degree d.
Definition 1.3. (i) Let Qd,mn (K) be the space ofm-tuples (f1(z), · · · , fm(z)) ∈
Pd(K)m of K-coefficients monic polynomials of the same degree d such that
the polynomials f1(z), · · · , fm(z) have no common real root of multiplicity
≥ n (but they may have a common complex root of any multiplicity).
(ii) Let (f1(z), · · · , fm(z)) ∈ Pd(K)m be an m-tuple of monic polynomials
of the same degree d. Then it is easy to see that (f1(z), · · · , fm(z)) ∈ Qd,mn (K)
iff the derivative polynomials {f (k)j (z) : 1 ≤ j ≤ m, 0 ≤ k < n} have no
common real root. Thus, by identifying S1 = R ∪∞, one can define define
the jet map
(1.4) jd,mn,K : Q
d,m
n (K)→ Ω[d]2RPd(K)mn−1 ≃ ΩSd(K)mn−1 by
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(1.5) jd,mn,K (f1(z), · · · , fm(z))(α) =
{
[f1(α) : · · · : fm(α)] if α ∈ R
[1 : 1 : · · · : 1] if α =∞
for (f1(z), · · · , fm(z)) ∈ Qd,mn (K), where we identify C = R2 in (1.5) ifK = C,
and fk(z) (k = 1, · · · , m) is the n-tuple of monic polynomials of the same
degree d defined by
(1.6) fk(z) = (fk(z), fk(z) + f
′
k(z), fk(z) + f
′′
k (z), · · · , fk(z) + f (n−1)k (z)).
Note that Pdn(K) = Q
d,1
n (K), and that the map j
d,m
n,K coincides the map j
d,1
n,K
given in (1.1) for m = 1.2 Similarly, one can define a natural map
(1.7) id,mn,K : Q
d,m
n (K)→ Qd,mn1 (K) by
(1.8) id,mn,K(f1(z), · · · , fm(z)) =
(
f1(z), · · · , fm(z)
)
.
It is well-known that there is a homotopy equivalence ([9])
(1.9) ΩSN+1 ≃ SN ∪ e2N ∪ e3N ∪ · · · ∪ ekN ∪ e(k+1)N ∪ · · · .
We will denote the kN -skeleton of ΩSN+1 by Jk(ΩS
N+1), i.e.
(1.10) Jk(ΩS
N+1) ≃ SN ∪ e2N ∪ e3N ∪ · · · ∪ e(k−1)N ∪ ekN .
This space is usually called the k-stage James filtration of ΩSN+1.
Related known results. Let D(d;m,n,K) denote the positive integer
defined by
D(d;m,n,K) = (d(K)mn− 2)(
⌊d
n
⌋
+ 1)− 1(1.11)
=
{
(2mn− 2)(⌊ d
n
⌋+ 1)− 1 if K = C,
(mn− 2)(⌊ d
n
⌋+ 1)− 1 if K = R.
Recall the following known results for the case m = 1 or n = 1.
Theorem 1.4 ([11], [14], [17], [19]). (i) If d(K)m ≥ 4 and n = 1, the jet
map
jd,m1,K : Q
d,m
1 (K)→ ΩdRPd(K)m−1 ≃ ΩSd(K)m−1
is a homotopy equivalence through dimension D(d;m, 1,K).
2Note that the space Qd,mn (K) is also denoted by Q
d
(m)(K) for n = 1 in [11].
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(ii) If d(K)n ≥ 4 and m = 1, the jet map
jd,1n,K : Q
d,1
n (K) = P
d
n(K)→ Ω[d]2RPd(K)n−1 ≃ ΩSd(K)n−1
is a homotopy equivalence through dimension D(d; 1, n,K).
(iii) If d(K)m ≥ 4 and d(K)n ≥ 1, there are homotopy equivalences
Qd,1n (K) = P
d
n(K) ≃ J⌊ d
n
⌋(ΩS
d(K)n−1) and Qd,m1 (K) ≃ Jd(ΩSd(K)m−1).
Thus, there is a homotopy equivalence Qd,1n (K) = P
d
n(K) ≃ Q⌊
d
n
⌋,n
1 (K).
(iv) In particular, if (K, m) = (R, 3) and d ≥ 1 is an odd integer, there is
a homotopy equivalence Qd,31 (R) ≃ Jd(ΩS2).
Note that the conjugation on C naturally induces a Z/2-action on the
space Qd,mn (C). From now on, we regard RP
N as the Z/2-space with trivial
Z/2-action, and recall the following result given in [11].
Theorem 1.5 ([11]). (i) If m ≥ 4, then the jet map
jd,m1,C : Q
d,m
1 (C)→ Ω[d]2RP2m−1 ≃ ΩS2m−1
is a Z/2-equivariant homotopy equivalence through dimension D(d;m, 1,R).
(ii) If n ≥ 4, then the jet map
jd,1n,C : Q
d,1
n (C) = P
d
n(C)→ Ω[d]2RP2n−1 ≃ ΩS2n−1
is a Z/2-equivariant homotopy equivalence through dimension D(d; 1, n,R).
The main results. The main purpose of this paper is to determine the
homotopy type of the space Qd,mn (K) explicitly and generalize the above two
theorems (Theorems 1.4 and 1.5) for the case m ≥ 2 and the case n ≥ 2.
More precisely, the main results are stated as follows.
Theorem 1.6. If d(K)mn ≥ 4, the jet map
jd,mn,K : Q
d,m
n (K)→ Ω[d]2RPd(K)mn−1 ≃ ΩSd(K)mn−1
is a homotopy equivalence through dimension D(d;m,n,K).
Note that the conjugation on C naturally induces the Z/2-action on the
space Qd,mn (C). Since the map j
d,m
n,C is a Z/2-equivariant map and (j
d,m
n,C )
Z/2 =
jd,mn,R , we also obtain the following result.
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Corollary 1.7. If mn ≥ 4, the jet map
jd,mn,C : Q
d,m
n (C)→ Ω[d]2RP2mn−1 ≃ ΩS2mn−1
is a Z/2-equivariant homotopy equivalence through dimension D(d;m,n,R).
Corollary 1.8. If d(K)mn ≥ 4, the jet embedding
id,mn,K : Q
d,m
n (K)→ Qd,mn1 (K)
is a homotopy equivalence through dimension D(d;m,n,K).
Finally we have the following result.
Theorem 1.9. If d(K)mn ≥ 4, there is a homotopy equivalence
Qd,mn (K) ≃ J⌊ d
n
⌋(ΩS
d(K)mn−1).
Hence, in this situation, there are homotopy equivalences
Qd,mn (K) ≃ Qd,1mn(K) ≃ Q⌊
d
n
⌋,mn
1 (K).
This paper is organized as follows. In §2 we recall the simplicial resolu-
tions and in §3 we construct the Vassiliev spectral sequences induced from
the non-degenerate simplicial resolutions. In §4, we recall the stabilization
maps and prove the key unstable result (Theorem 4.3) by using the Vassiliev
spectral sequence. In §5 we prove the stability result (Theorem 4.5) by using
the horizontal scanning map. Finally in §6 we give the proof of the main
results (Theorem 1.6, Corollary 1.8, Theorem 1.9).
2 Simplicial resolutions
In this section, we give the definitions of and summarize the basic facts about
non-degenerate simplicial resolutions ([17], [18], (cf. [15])).
Definition 2.1. (i) For a finite set v = {v1, · · · , vl} ⊂ RN , let σ(v) denote
the convex hull spanned by v . Let h : X → Y be a surjective map such that
h−1(y) is a finite set for any y ∈ Y , and let i : X → RN be an embedding.
Let X∆ and h∆ : X∆ → Y denote the space and the map defined by
(2.1) X∆ = {(y, u) ∈ Y ×RN : u ∈ σ(i(h−1(y)))} ⊂ Y ×RN , h∆(y, u) = y.
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The pair (X∆, h∆) is called the simplicial resolution of (h, i). In particular,
(X∆, h∆) is called a non-degenerate simplicial resolution if for each y ∈ Y
any k points of i(h−1(y)) span (k − 1)-dimensional simplex of RN .
(ii) For each k ≥ 0, let X∆k ⊂ X∆ be the subspace given by
(2.2) X∆k =
{
(y, u) ∈ X∆ : u ∈ σ(v), v = {v1, · · · , vl} ⊂ i(h−1(y)), l ≤ k
}
.
Wemake identificationX = X∆1 by identifying x ∈ X with (h(x), i(x)) ∈ X∆1 ,
and we note that there is an increasing filtration
∅ = X∆0 ⊂ X = X∆1 ⊂ X∆2 ⊂ · · · ⊂ X∆k ⊂ X∆k+1 ⊂ · · · ⊂
∞⋃
k=0
X∆k = X∆.
Since the map h∆ is a proper map, it extends the map h∆+ : X∆+ →
Y+ between one-point compactifications, where X+ denotes the one-point
compactification of a locally compact space X .
Theorem 2.2 ([17], [18] (cf. [12], [15])). Let h : X → Y be a surjective map
such that h−1(y) is a finite set for any y ∈ Y, i : X → RN an embedding,
and let (X∆, h∆) denote the simplicial resolution of (h, i).
(i) If X and Y are semi-algebraic spaces and the two maps h, i are semi-
algebraic maps, then h∆+ : X∆+ ≃→ Y+ is a homology equivalence.Moreover,
there is an embedding j : X → RM such that the associated simplicial
resolution (X˜∆, h˜∆) of (h, j) is non-degenerate.
(ii) If there is an embedding j : X → RM such that its associated simpli-
cial resolution (X˜∆, h˜∆) is non-degenerate, the space X˜∆ is uniquely
determined up to homeomorphism and there is a filtration preserving
homotopy equivalence q∆ : X˜∆ ≃→ X∆ such that q∆|X = idX .
Remark 2.3. It is known that h∆+ is actually a homotopy equivalence [18,
page 156]. However, in this paper we do not need this stronger assertion.
3 The Vassiliev spectral sequence
In this section we construct a spectral sequence similar to the one frequently
used by Vassiliev in [17] (which will will call simply “the Vassiliev spectral
sequence” ) converging to the homology of Qd,mn (K) and compute it explicitly.
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Definition 3.1. (i) Let K = R or C, and let Σd,mn,K denote the discriminant
of Qd,mn (K) in P
d(K)m given by the complement
Σd,mn,K = P
d(K)m \Qd,mn (K)
= {(f1, · · · , fm) ∈ Pd(K)m : f 1(x) = · · · = f m(x) = 0 for some x ∈ R}.
(ii) Let Zd,mn,K ⊂ Σd,mn,K × R denote the tautological normalization of Σd,mn,K
given by
Zd,mn,K =
{
((f1(z), · · · , fm(z), x) ∈ Σd,mn,K × R : f1(x) = · · · = fm(x) = 0
}
.
Let πd,mn,K : Z
d,m
n,K → Σd,mn,K denote the map given by the projection to the first
factor, and let (X d, π∆ : X d(K) → Σd,mn,K) be the non-degenerate simplicial
resolutions of πd,mn,K as in Theorem 2.2. Note that there is a natural increasing
filtration
∅ = X d0 ⊂ X d1 ⊂ X d2 ⊂ · · · · · · ⊂
∞⋃
k=0
X dk = X d(K).
Since any (f1(z), · · · , fm(z)) ∈ Σd,mn,K has at most ⌊ dn⌋ distinct common real
roots of multiplicity n, the following equality holds:
(3.1) X dk = X d(K) if k ≥
⌊d
n
⌋
.
By Theorem 2.2, the map π∆+ : X d(K)+ ≃→ (Σd,mn,K)+ is a homology equiv-
alence. Since X dk +/X dk−1+ ∼= (X dk \ X dk−1)+, we have a spectral sequence{
Ek,st;d , dt : E
k,s
t;d → Ek+t,s+1−tt;d
}⇒ Hk+sc (Σd,mn,K ,Z),
such that Ek,s1;d = H˜
k+s
c (X dk \ X dk−1,Z), where Hkc (X,Z) denotes the cohomol-
ogy group with compact supports given by Hkc (X,Z) = H
k(X+,Z).
Since there is a homeomorphism Pd(K)m ∼= Rd(K)md, by Alexander duality
there is a natural isomorphism
(3.2) H˜k(Q
d,m
n (K),Z)
∼= Hd(K)md−k−1c (Σd,mn,K ,Z) for any k.
By reindexing we obtain a spectral sequence{
Et;dk,s, d
t : Et;dk,s → Et;dk+t,s+t−1
}⇒ Hs−k(Qd,mn (K),Z),(3.3)
where E1;dk,s = H
d(K)md+k−s−1
c (X dk \ X dk−1,Z).
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For a space X , let F (X, k) ⊂ Xk denote the ordered configuration space
of distinct k points in X given by
(3.4) F (X, k) = {(x1, · · · , xk) ∈ Xk : xi 6= xj if i 6= j}.
Let Sk be the symmetric group of k letters. Then the group Sk acts on
F (X, k) by permuting coordinates and let Ck(X) denote the orbit space
(3.5) Ck(X) = F (X, k)/Sk.
Lemma 3.2. If 1 ≤ k ≤ ⌊ d
n
⌋, X dk \ X dk−1 is homeomorphic to the total space
of a real affine bundle ξd,k over Ck(R) of rank
(3.6) ld,k = d(K)m(d− nk) + k − 1.
Proof. The argument is exactly analogous to the one in the proof of [1,
Lemma 4.4]. Namely, an element of X dk \ X dk−1 is represented by an (m+ 1)-
tuple (f1(z), · · · , fm(z), u), where (f1(z), · · · , fm(z)) is an m-tuple of monic
polynomials of the same degree d in Σd,mn,K and u is an element of the interior
of the span of the images of k distinct points {x1, · · · , xk} ∈ Ck(R) such that
{xj}kj=1 are common roots of {fi(z)}mk=1 of multiplicity n under a suitable
embedding. Since the k distinct points {xj}kj=1 are uniquely determined
by u, by the definition of the non-degenerate simplicial resolution, there are
projection maps πk,d : X dk \ X dk−1 → Ck(R) defined by ((f1, · · · , fm), u) 7→
{x1, · · · , xk}.
Now suppose that 1 ≤ k ≤ ⌊ d
n
⌋ and 1 ≤ i ≤ m. Let c = {xj}kj=1 ∈ Ck(R)
be any fixed element and consider the fibre π−1k,d(c). It is easy to see that the
condition for a polynomial fi(z) ∈ Pd(K) to be divisible by the polynomial∏k
j=1(z − xj)n, is equivalent to the following:
(3.7) f
(t)
i (xj) = 0 for 0 ≤ t < n, 1 ≤ j ≤ k.
In general, for each 0 ≤ t < n and 1 ≤ j < k, the condition f (t)i (xj) = 0
gives one linear condition on the coefficients of fi(z), and determines an affine
hyperplane in Pd(K). For example, if we set fi(z) = z
d +
∑d
s=1 asz
d−s, then
fi(xj) = 0 for all 1 ≤ j ≤ k if and only if
1 x1 x
2
1 x
3
1 · · · xd−11
1 x2 x
2
2 x
3
2 · · · xd−12
...
. . .
. . .
. . .
. . .
...
1 xk x
2
k x
3
k · · · xd−1k
 ·

ad
ad−1
...
a1
 = −

xd1
xd2
...
xdk

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Similarly, f ′i(xj) = 0 for all 1 ≤ j ≤ k if and only if
0 1 2x1 3x
2
1 · · · (d− 1)xd−21
0 1 2x2 3x
2
2 · · · (d− 1)xd−22
...
...
. . .
. . .
. . .
...
0 1 2xk 3x
2
k · · · (d− 1)xd−2k
 ·

ad
ad−1
...
a1
 = −

dxd−11
dxd−12
...
dxd−1k

and f ′′i (xj) = 0 for all 1 ≤ j ≤ k if and only if
0 0 2 6x1 · · · (d− 1)(d− 2)xd−31
0 0 2 6x2 · · · (d− 1)(d− 2)xd−32
...
...
. . .
. . .
. . .
...
0 0 2 6xk · · · (d− 1)(d− 2)xd−3k
 ·

ad
ad−1
...
a1
 = −

d(d− 1)xd−21
d(d− 1)xd−12
...
d(d− 1)xd−2k

and so on. Since 1 ≤ k ≤ ⌊ d
n
⌋ and {xj}kj=1 ∈ Ck(R), it follows from the prop-
erties of Vandermonde matrices that the the condition (3.7) gives exactly nk
affinely independent conditions on the coefficients of fi(z). Hence it follows
that the space of m-tuples (f1(z), · · · , fm(z)) ∈ Pd(K)m of monic polynomi-
als which satisfy the condition (3.7) for each 1 ≤ i ≤ m is the intersection
of mnk affine hyperplanes in general position, and has codimension mnk in
Pd(K)m. Therefore, the fibre π−1k,d(c) is homeomorphic to the product of an
open (k− 1)-simplex with the real affine space of dimension d(K)m(d− nk).
Furthermore,it is easy to check that the space X dk \ X dk−1 is a locally trivial
real affine bundle over Ck(R) of rank ld,k = d(K)m(d− nk) + k − 1.
Lemma 3.3. There is a natural isomorphism
E1;dk,s
∼=
{
Z if s = (d(K)mn− 1)k and 1 ≤ k ≤ ⌊ d
n
⌋, or (k, s) = (0, 0),
0 otherwise.
Proof. If k ≤ 0, the assertion is trivial. If k > ⌊ d
n
⌋, the assertion easily follows
from (3.1). So suppose that 1 ≤ k ≤ ⌊ d
n
⌋. Then, by Lemma 3.2, there is
a homeomorphism (X dk \ X dk−1)+ ∼= T (ξd,k), where T (ξd,k) denotes the Thom
space of ξd,k. Since (d(K)md+ k − s− 1)− ld,k = d(K)mnk − s and there is
a homeomorphism Ck(R) ∼= Rk, by using the Thom isomorphism there is a
natural isomorphism
E1;dk,s
∼= H˜d(K)md+k−s−1(T (ξd,k),Z) ∼= Hd(K)mnk−sc (Ck(R),Z)
∼=
{
Z if s = (d(K)mn− 1)k
0 otherwise
and this completes the proof.
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Corollary 3.4. If d(K)mn ≥ 3, there is an isomorphism
Hk(Q
d,m
n (K),Z)
∼=
{
Z if k = (d(K)mn− 2)i, 0 ≤ i ≤ ⌊ d
n
⌋
0 otherwise.
Proof. Consider the spectral sequence
{Et,dk,s, dt : Et,dk,s → Et,dk+t,s+t−1} ⇒ Hs−k(Qd,mn (K),Z)
Then, for dimensional reasons and by Lemma 3.3, it is easy to see that
E1,d∗∗ = E
∞,d
∗∗ and the result follows.
4 Stabilization maps
Definition 4.1. Let sd,mn,K : Q
d,m
n (K) → Qd+1,mn (K) denote the stabilization
map (up to homotopy) given by adding points from the infinity.
Note that the map sd,mn,K clearly extends to a map P
d(K)m → Pd+1(K)m
and its restriction gives a stabilization map s˜d,mn,K : Σ
d,m
n,K → Σd+1,mn,K between
discriminants, which clearly also extends to an open embedding
(4.1) s˜d,mn,K : Σ
d,m
n,K ×Km → Σd+1,mn,K .
Since one-point compactification is contravariant for open embeddings, it
induces a map
(4.2) s˜d,mn,K+ : (Σ
d+1,m
n,K )+ → (Σd,mn,K ×Km)+ = (Σd,mn,K)+ ∧ Sd(K)m
between one-point compactifications. Thus, we obtain the following commu-
tative diagram
(4.3)
H˜k(Q
d,m
n (K),Z)
sd,m
n,K∗−−−→ H˜k(Qd+1,mn (K),Z)
Al
y∼= Aly∼=
H
d(K)dm−k−1
c (Σ
d,m
n,K ,Z)
s˜d,m∗n+−−−→ Hd(K)(d+1)m−k−1c (Σd+1,mn,K ,Z)
where Al denotes the Alexander duality isomorphism and s˜d,m∗n+ the composite
of the the suspension isomorphism with the homomorphism (sd,mn,K)
∗,
H2dm−k−1c (Σ
d,m
n,K ,Z)
∼=−→ H2(d+1)m−k−1c (Σd,mn,K×Cm,Z)
(s˜d,m
n,K+
)∗−→ H2(d+1)m−k−1c (Σd+1,mn,K ,Z).
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Note that the map s˜d,mn,K induces the filtration preserving map
(4.4) sˆd,mn,K : X d(K)×Km → X d+1(K)
and it induces the homomorphism of spectral sequences
(4.5) {θtk,s : Et;dk,s → Et;d+1k,s }.
Lemma 4.2. If d(K)mn ≥ 4 and 1 ≤ k ≤ ⌊ d
n
⌋, θ∞k,s : E∞;dk,s
∼=→ E∞;d+1k,s is an
isomorphism for any s.
Proof. Suppose that 1 ≤ k ≤ ⌊ d
n
⌋. If we set sˆd,mn;k = sˆd,mn,K|X dk \ X dk−1, it
follows from the construction of the map sˆd,mn,K that the following diagram is
commutative:
(X dk \ X dk−1)×Km
πk,d−−−→ Ck(R)
sˆd,m
n;k
y ‖
X d+1k \ X d+1k−1
πk,d+1−−−→ Ck(R)
Hence, θ1k,s is an isomorphism. However, since the degree of the differential
dt is (t, t − 1), it follows from Lemma 3.3 and dimensional reasons that the
spectral sequence collapses at E1-term. Hence, E1;d+ǫ∗∗ = E
∞;d+ǫ
∗∗ for ǫ ∈ {0, 1}
and the assertion follows.
Now we prove the main key result.
Theorem 4.3. If d(K)mn ≥ 3, the stabilization map
sd,mn,K : Q
d,m
n (K)→ Qd+1,mn (K)
is a homology equivalence for ⌊ d
n
⌋ = ⌊d+1
n
⌋, and it is a homology equivalence
through dimension D(d;m,n,K) for ⌊ d
n
⌋ < ⌊d+1
n
⌋.
Proof. First, consider the case ⌊ d
n
⌋ = ⌊d+1
n
⌋. In this case, by using Lemma 3.3
and Lemma 4.2 we easily see that θ∞k,s : E
∞;d
k,s
∼=−→ E∞;d+1k,s is an isomorphism
for any (k, s). Since θtk,s is induced from sˆ
d,m
n,K, it follows from (4.3) that the
map sd,mn,K is a homology equivalence.
Next assume that ⌊ d
n
⌋ < ⌊d+1
n
⌋, i.e. ⌊d+1
n
⌋ = ⌊ d
n
⌋ + 1. In this case, by
considering the differential dt : Et;d+ǫk,s → Et;d+ǫk+t,s+t−1 (ǫ ∈ {0, 1}), Lemma 4.2
and Lemma 3.3, we easily see that θ∞k,s : E
∞;d
k,s → E∞;d+1k,s is an isomorphism for
any (k, s) as long as the condition s− k ≤ D(d;m,n,K) is satisfied. Hence,
the map sd,mn,K is a homology equivalence through dimension D(d;m,n,K).
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Definition 4.4. Let Q∞,mn (K) denote the colimit lim
d→∞
Qd,mn (K) constructed
from the stabilization maps sd,mn,K . Then the maps j
d,m
n,K induce a map
(4.6) j∞,mn,K : Q
∞,m
n (K)→ lim
d→∞
Ω[d]2RP
d(K)mn−1 ≃ ΩSd(K)mn−1.
The proof of the following result will be given in the next section.
Theorem 4.5. If d(K)mn ≥ 3, the map j∞,mn,K : Q∞,mn (K) ≃−→ ΩSd(K)mn−1 is
a homology equivalence.
Corollary 4.6. If d(K)mn ≥ 3, the jet map jd,mn,K : Qd,mn (K)→ ΩSd(k)mn−1 is
a homology equivalence through dimension D(d;m,n,K).
Proof. The assertion follows from Theorem 4.3 and Theorem 4.5.
5 Horizontal scanning maps
In this section, we prove Theorem 4.5 by using “horizontal scanning maps”.
We continue to assume that K = R or C.
Definition 5.1. For a space X let SPd(X) denote the d-th symmetric prod-
uct defined by the quotient space
(5.1) SPd(X) = Xd/Sd,
where the symmetric group Sd of d-letters acts on X
d by the permutation of
coordinates. Since F (X, d) is a Sd-invariant subspace of X
d and Cd(X) =
F (X, d)/Sd, there is a natural inclusion
(5.2) Cd(X) ⊂ SPd(X).
Remark 5.2. It is easy to see that an element α ∈ SPd(X) may be identified
with the formal linear combination
(5.3) α =
k∑
i=1
dixi,
where {xi}ki=1 ∈ Ck(X) and
∑k
i=1 di = d. We shall refer to α as a configura-
tion of points, the point xi having a multiplicity di.
14
Definition 5.3. (i) Note that there is a natural homeomorphism
(5.4) ϕd : P
d(C)
∼=−→ SPd(C)
given by ϕd(
∏k
i=1(z − αi)di) =
∑k
i=1 diαi. Since there is a natural inclusion
Pd(R) ⊂ Pd(C), one can define a subspace SPdR ⊂ SPd(C) as the image
(5.5) SPdR = ϕd(P
d(R)).
Note that restriction gives a homeomorphism
(5.6) ϕd|Pd(R) : Pd(R)
∼=−→ SPdR.
(ii) For a subspace X ⊂ C, let SPd
R
(X) ⊂ SPd(X) denote the subspace of
SPd(X) given by
(5.7) SPd
R
(X) = SPd
R
∩ SPd(X).
Define subspaces Qd,mn,R (X) ⊂ Qd,mn,C (X) of SPd(X)m by
(5.8)
{
Qd,mn,C (X) = {(ξ1, · · · , ξm) ∈ SPd(X)m : (∗)},
Qd,mn,R (X) = {(ξ1, · · · , ξm) ∈ SPdR(X)m : (∗)},
where the condition (∗) is given by
(∗) (∩mi=1ξi) ∩ R does not contain any point of multiplicity ≥ n.
Remark 5.4. Note that there is a homeomorphism
(5.9) Qd,mn (K)
∼= Qd,mn,K(C) for X = C and K ∈ {R,C}.
Definition 5.5. For a subspace X ⊂ C and a closed subspace A ⊂ X , let
Qd,mn,K(X,A) be the quotient space
(5.10) Qd,mn,K(X,A) = Q
d,m
n,K(X)/ ∼,
where the equivalence relation “∼”is defined by
(ξ1, · · · , ξm) ∼ (η1, · · · , ηm) if ξi ∩ (X \ A) = ηi ∩ (X \ A)
for each 1 ≤ i ≤ m. Thus, points in A are “ignored”. When A 6= ∅, there is
a natural inclusion
(5.11) Qd,mn,K(X,A) ⊂ Qd+1,mn,K (X,A)
given by adding points in A. Thus, when A 6= ∅, one can define Qmn,K(X,A)
as the union
(5.12) Qmn,K(X,A) =
⋃
d≥1
Qd,mn,K(X,A).
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Remark 5.6. As sets Qd,mn,K(X,A) and the disjoint union
⋃
d≥1
Qd,mn,K(X \A) are
equivalent (bijective)but they are not homeomorphic topological spaces. For
example, if X is connected, then Qd,mn,K(X,A) is connected while the disjoint
union is, in general, disconnected.
We need two kinds of horizontal scanning maps. First, we define the
scanning map for configuration space of particles. From now on, we identify
C = R2 in the usual way.
Definition 5.7. Let I denote the interval I = [−1, 1], and let ǫ > 0 be a
fixed real number. For each x ∈ R, let V (x) be the set defined by
(5.13)
V (x) = {w ∈ C : |Re(w)− x| < ǫ, |Im(w)| < 1} = (x− ǫ, x+ ǫ)× (−1, 1),
and let’s identify I × I = I2 with the closed unit rectangle {t+ s√−1 ∈ C :
−1 ≤ t, s ≤ 1} in C. Now define the horizontal scanning map
(5.14) scd,mn : Q
d,m
n,K(C)→ ΩdQmn,K(I2, ∂I × I)
as follows. For each m-tuple α = (ξ1, · · · , ξm) ∈ Qd,mn,K(C) of configurations,
let scd,mn (α) : S
1 = R ∪∞→ Qd,mn,K(I2, ∂I × I) denote the map given by
x 7→ (ξ1 ∩ V (x), · · · , ξm ∩ V (x)) ∈ Qmn,K(V (x), ∂V (x)) ∼= Qmn,K(I2, ∂I × I)
for x ∈ R, where we set V (x) = [x − ǫ, x + ǫ] × (−1, 1), and we use the
canonical identification ≃ (I2, ∂I × I).
Since lim
x→∞
scd,mn (α)(x) = (∅, · · · , ∅) and lim
x→−∞
scd,mn (α)(x) = (∅, · · · , ∅),
by setting scd,mn (α)(∞) = (∅, · · · , ∅) we obtain a based map scd,mn (α) ∈
ΩQmn,K(I
2, ∂I × I). Since the space Qd,mn,K(C) is connected, the image of scd,mn
is contained in some path-component of Ω2Qmn,K(I
2, ∂I×I), which we denote
by ΩdQ
m
n,K(I
2, ∂I × I). Hence, finally we obtain the map scd,mn : Qd,mn,K(C) →
ΩdQ
m
n,K(I
2, ∂I × I).
If we identify Qd,mn (K) = Q
d,m
n,K(C) as in (5.9) and by setting S = lim
d→∞
scd,mn ,
there is the stable horizontal scanning map
(5.15) S : Q∞,mn (K)→ lim
d→∞
ΩdQ
m
n,K(I
2, ∂I × I) ≃ Ω0Qmn,K(I2, ∂I × I).
Theorem 5.8 ([6], [16]). If n ≥ 2, the stable horizontal scanning map
S : Q∞,mn (K)
≃−→ Ω0Qmn,K(I2, ∂I × I)
is a homology equivalence.
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Proof. This can be proved by means of an argument similar to the one used
to prove [16, Lemma 3.3]. Alternatively, we can prove this in exactly the
same way as in [6, page 99-100]
Definition 5.9. (i) Let Pd(K) denote the space of (not necessarily monic)
all polynomials f(z) =
∑d
i=0 aiz
i ∈ K[z] of degree exactly d and let Polyd,mn,K
denote the space of all m-tuples (f1(z), · · · , fm(z)) ∈ Pd(K)m such that
polynomials {f1(z), · · · , fm(z)} have no common real root of multiplicity
≥ n.
(ii) For each nonempty subset X ⊂ C, let Polymn,K(X) denote the space
of all m-tuples (f1(z), · · · , fm(z)) ∈ K[z]m of the same degree sand not iden-
tically zero such that polynomials {f1(z), · · · , fm(z)} have no common real
root in X of multiplicity ≥ n. When X = C, we write
(5.16) Polymn,K = Polyd,mn,K (C).
Remark 5.10. It is easy to see that there are homeomorphisms
Pd(K) ∼= K∗ × Pd(K) and Polyd,mn,K (C) ∼= TmK ×Qd,mn (K),
where we set K∗ = K \ {0} and Tm
K
= (K∗)m.
Next we consider horizontal scanning for algebraic maps.
Definition 5.11. (i) Let
(5.17) U = {w ∈ C : |Re(w)| < 1, |Im(w)| < 1} = (−1, 1)× (−1, 1)
and define the horizontal scanning map for Polyd,mn,K ,
(5.18) scd,mn : Polyd,mn,K → Map(R,Polyd,mn,K (U)) by
scd,mn (f1(z), · · · , fm(z))(x) = (f1|V (x), · · · , fm|V (x))
for ((f1(z), · · · , fm(z), x) ∈ Polyd,mn,K × R, where we also use the canonical
identification U ∼= V (x).
(ii) Let q : Polymn,K(C) → Qmn,K(I2, ∂I × I) denote the map given by
assigning to an m-tuples of polynomials their corresponding roots in U .
Lemma 5.12. The map q : Polymn,K(C)→ Qmn,K(I2, ∂I×I) is a quasifibration
with fibre Tm
K
.
Proof. This may be proved by using the well-known criterion of Dold-Thom
as in the proof of [16, Lemma 3.3].
17
Definition 5.13. (i) Let ev0 : Polymn,K(U)→ Kmn\{0} denote the evaluation
map at z = 0 given by
ev0(f1(z), · · · , fm(z)) = (f1(0), f2(0) · · · , fm(0))
for (f1(z), · · · , fm(z)) ∈ Polyd,mn,K (U).
(ii) Let G be a group and X a G-space. Then we denote by X//G the
homotopy quotient of X by G, X//G = EG×G X .
Remark 5.14. Let Tm
K
= (K∗)m and consider the diagonal Tm-action on the
spaces Polymn,K(U) and Kmn \ {0} given by{
(g1, · · · , gm) · (f1(z), · · · , fm(z)) = (g1f1(z), · · · , gmfm(z))
(g1, · · · , gm) · (x1, · · · , xm) = (g1x1, · · · , gmxm)
for (g1, · · · , gm)) ∈ TmK and {x i}mi=1 ⊂ Kn. It is easy to see that ev0 is a
Tm
K
-equivariant map.
Lemma 5.15. The map ev0 : Polymn,K(U)→ Kmn \ {0} is a homotopy equiv-
alence.
Proof. Form = 1, this was shown in [6, page 107]. By using the same method
with [8, Prop. 1], one can deal with the case m ≥ 2.
Now we can prove Theorem 4.5.
Proof of Theorem 4.5. Note that the group Tm
K
does not act on (K∗)mn \{0}
freely so we have to consider the homotopy quotient of the action, which fits
into a commutative diagram
Polyd,mn,K
scd,mn−−−−→ Map(R,Polymn,K(U))
ev0−−−−→
≃
Map(R,Kmn \ {0})
q1
y q2y q3y
Polyd,mn,K/TmK −−−−→ Map(R,Polymn,K(U)/TmK )
e˜v0−−−−→
≃
Map(R, (Kmn \ {0})//Tm
K
)
∼=
y q′y≃
Qd,mn (K)
scd,mn−−−−→ Map(R,Qmn,K(I2, ∂I × I))
where the vertical maps qi (i = 1, 2, 3) are induced from the corresponding
group actions, and q′ is induced map from the map q.
The map q′ is a homotopy equivalence by Lemma 5.12. Since the map
ev0 is T
m
K
-equivariant and a homotopy equivalence by Lemma 5.15, the map
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e˜v0 is also a homotopy equivalence. Moreover, the maps q2 and q3 are also
homotopy equivalences after imposing the base point condition at ∞.
Now consider the map γ given by the second row of the above diagram
after imposing the base point condition at∞. If d→∞, scd,mn is a homology
equivalence by Theorem 5.8. So the map γ is a homology equivalence if
d → ∞. However, since the map q3 induces a homotopy equivalence after
imposing the base point condition at∞, this map coincides the map j∞,mn,K (if
d → ∞) up to homotopy equivalence. Hence, the map j∞,mn,K is a homology
equivalence.
6 Proof of the main results
In this section, we give the proofs of the main results (Theorem 1.6, Corollary
1.8 and Theorem 1.9).
Lemma 6.1. If d(K)mn ≥ 4, the space Qd,mn (K) is simply connected.
Proof. By the same method as in [5, §5. Appendix] we can show that
π1(Q
d,m
n (K)) is an abelian group. If d(K)mn ≥ 4, D(d;m,n,K) ≥ 2⌊ dn⌋+1 ≥
1, by Corollary 4.6 there is an isomorphism
π1(Q
d,m
n (K))
∼= H1(Qd,mn (K),Z) ∼= H1(ΩSd(K)mn−1,Z) = 0.
Hence the space Qd,mn (K) is simply connected.
Now we are ready to prove Theorem 1.6, Corollary 1.8 and Theorem 1.9.
Proof of Theorem 1.6. Suppose that d(K)mn ≥ 4. Note that the two spaces
Qd,mn,K and ΩS
d(K)mn−1 are simply connected (by Lemma 6.1). Hence, it follows
from Corollary 4.6 that the jet map jd,mn,K is a homotopy equivalence through
dimension D(d;m,n,K) and this completes the proof.
Proof of Corollary 1.8. It is easy to see that the following diagram is com-
mutative:
Qd,mn (K)
jd,m
n,K−−−→ ΩSd(K)mn−1
id,m
n,K
y ‖
Qd,mn1 (K)
jd,mn
1,K−−−→ ΩSd(K)mn−1
By Theorem 1.6 the two maps jd,mn,K and j
d,mn
1,K are homotopy equivalences
through dimension D(d;m,n,K) and D(d;mn, 1,K), respectively. Since
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D(d;m,n,K) < D(d;mn, 1,K), it follows from the above commutative dia-
gram that the map id,mn,K is a homotopy equivalence through dimensionD(d;m,n,K).
Proof of Theorem 1.9. Suppose that d(K)mn ≥ 4. It suffices to prove the
first assertion. Since Qd,mn (K) is simply connected (by Lemma 6.1), it follows
from Corollary 3.4 and the cellular approximation theorem that there is a
map f : Qd,mn (K) → J⌊ d
n
⌋(ΩS
d(k)mn−1) such that the following diagram is
homotopy commutative:
Qd,mn (K)
jd,m
n,K−−−→ ΩSd(K)mn−1
f
y ‖
J⌊ d
n
⌋(ΩS
d(k)mn−1)
i−−−→
⊂
ΩSd(K)mn−1
where i is the natural inclusion map. Since the maps id,mn,K and i are homo-
topy equivalences through dimension D(d;m,n,K), the map f is a homotopy
equivalence through dimension D(d;m,n,K), too. Note that Hk(Q
d,m
n,K ,Z) =
Hk(J⌊ d
n
⌋(ΩS
d(k)mn−1),Z) = 0 for any k > D(d;m,n,K). Hence, the map f is
a homology equivalence. Since the spaces Qd,mn (K) and J⌊ d
n
⌋(ΩS
d(k)mn−1) are
simply connected, the map f is indeed a homotopy equivalence.
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