Abstract-We consider the computation time of a threedimensional Gabor-frame-based spatial-spectral integral equation solver for scattering from dielectric objects embedded in a multilayer medium. Based on the Gabor frame, a new set of basis functions is proposed, together with a set of equidistant Dirac-delta test functions. Using this construction, we approximate the operations of Fourier transformation and pointwise multiplication by a method that is significantly faster than the original method. A numerical example is included where the computation time is reduced by a factor of 15, while preserving accuracy.
I. INTRODUCTION
S PATIAL-SPECTRAL solvers for computing the scattering from dielectric objects embedded in a multilayered medium are presented in [1] - [3] . These methods rely on the Gabor frame and a discretization in both the spatial and the spectral domain. In the spectral domain, a deformation to a complex manifold is employed on which the Green function is smooth enough to allow for a Gabor-frame representation. The main advantage of the Gabor frame is that the Fourier transformation is represented analytically by a simple transposition of the Gabor-coefficient matrix. The downside of the Gabor frame is that the operation of multiplication is represented through an operator that contains a large number of small-sized fast fourier transforms (FFTs) and considerable overhead in reordering coefficients [4] .
In general, a fast matrix-vector product requires a suitable discretization method. In particular, this method should allow for both a rapid multiplication of functions and a rapid Fourier transformation to and from the spectral domain. A fast multiplication can be achieved when products of basis functions are biorthogonal to the test functions since that allows for a coefficient-wise multiplication. Conversely, when they are not biorthogognal, each multiplication between two basis functions requires testing with multiple test functions, which is undesirable. The products of Gabor-frame functions and the dual Gabor-frame functions as test function are not biorthogonal. Second, a fairly rapid Fourier transformation can be achieved when the test functions are all identical and spaced uniformly since that allows the use of FFTs. Additionally, the basis functions should also decay sufficiently fast to allow a truncation to a small region in the spatial and spectral domain.
We show how the electric field and contrast current density can be represented by a set of basis functions that are related to a Gabor frame and a set of Dirac-delta test functions related to the same Gabor frame that together satisfy the above conditions. In a numerical example, we demonstrate the decrease in computation time and compare results for both discretization methods with comparable accuracy.
II. GABOR FRAME-DEFINITIONS
We define the Gabor frame [5] , starting with the Fourier transformφ
For the Gabor frame, we follow the definition in [6] , i.e.,
with m, n ∈ Z and where we use the window function
Here, X = 2π K is the spacing of the window functions in the spatial domain for an exact frame. In this letter, we assume a rational oversampling with α = β = p/q, and choose p = 2 and q = 3, as was used in [1] - [3] , with a benchmarked 10 −3 relative error level. The dual window, γ(x), is calculated with the aid of the Moore Penrose pseudo-inverse and the method described in [5] and [6] . When we have chosen a frame and a dual window, we can calculate the Gabor coefficients of a (square-integrable) function f as
and function values from Gabor coefficients via
In practice, the number of Gabor coefficients is truncated to m ∈ {−M, . . . , M} and n ∈ {−N, . . . , N}, which yields a total number of 2L + 1 coefficients. By taking the Fourier transformation of the frame function g m n (x), a spectral frame is defined asĝ 
III. BASIS FUNCTIONS

A. Representation Using Lists
In [6] , Bastiaans describes the fast Gabor transformation B, which calculates the Gabor coefficients of a function from an uniformly sampled function. This algorithm can also be inverted to obtain B −1 to calculate a list of uniformly sampled function values from a set of Gabor coefficients. The uniformly sampled lists will be denoted in boldface. Since the lists are defined in connection with a particular Gabor frame, the sampling is restricted, i.e., the sampling operator S samples a function according to that Gabor frame
where Δ x depends on the the Gabor frame via
B. Shape of the Basis Functions
A continuous function is approximated by a set of weighted basis functions. In the context of Gabor frames, the most obvious choice for a basis is the frame functions of (2), which were used in [1] - [4] . However, here we will not use the Gabor frame directly as a basis. Instead, we derive the basis functions from the fast Gabor transformation B of entries to uniformly sampled lists. Since the list representation is tied to the Gabor frame via B, we can compute the Gabor coefficients for each list. The coefficients (in 2 (R)) are related to a continuous function (in L 2 (R)) via (5). Therefore, we define basis functions corresponding to the list b i = {0, . . . , 1, . . . , 0} with one at position i, which can be found by means of
In Fig. 1 , we have plotted several of these basis functions. Several interesting features can be observed about these functions. The basis functions have zeroes at the Δ x grid, except at x = iΔ x , where they are one for i < pN/q. The reason is that the forward and backward Gabor transformations (B and B −1 ) are defined on the Δ x grid. Another observation is that, for high index i, the basis functions are very small. This is caused by the redundancy in the Gabor frame. We also observe that, although these basis functions look similar, they are not one function that is merely shifted in position. There are subtle differences between the basis functions. The final observation that we mention is that b i (x) resembles a sinc function, which decays slowly. However, outside the simulation domain, b i (x) decays much faster than the sinc function. In Fig. 2(a) and (b) , we have also plotted several basis functions in the spectral domain, where it is clearly visible how these basis functionsb i (k x ) resemble truncated complex exponentials. It is interesting to notice that the truncation has a smooth transition, so the b i functions rapidly decay to zero at the ends of the simulation domain in the spatial domain.
C. Testing Functions and Inner Products
In the Gabor-frame discretization, we used the dual Gabor frame as test functions, which works well since the dual Gabor frame is dual to the Gabor frame with respect to the L 2 (R) norm. For the set of b i (x) basis functions, we use Dirac delta test functions on the Δ x lattice, a set that is dual with respect to the L 2 (R) norm as well. An L 2 (R)-based inner product was employed for the Gaborframe-based method. The computation of an L 2 -based inner product was not used here since all basis functions are slightly different, i.e., they are not simply shifted copies of each other. This means that b i |b j L 2 (R) has a different value for each i and j and there is, for example, no translation symmetry in the sense
With the Dirac-delta testing procedure, the test functions are t i (x) = δ(x − iΔ x ). As we mentioned before, the basis functions are such that b i |t j L 2 (R) = δ ij , i.e., they are biorthogonal. Since b i (x) and t j (x) are biorthogonal, we choose the 2 inner product
with f and h discretized from smooth functions f (x) and h(x), respectively, by (7). Clearly, (10) is equivalent to numerically evaluating the integral in the L 2 inner product between f (x) and h(x) by N equidistant samples. Therefore, (10) converges to the L 2 inner product when N increases.
IV. OPERATIONS
A. Multiplication
First, we emphasize that the multiplication operation is nonlinear. Consequently, when two functions can be represented well in a Gabor frame, their product is not necessarily well represented in the same Gabor frame. The reason for this is that a spatial multiplication is equivalent to a spectral convolution. For that reason, the product of two functions potentially has twice the spectral support of the original functions.
An approximation has to be made to fit the product in the space spanned by the Gabor frame of the original functions. In the Gabor-frame formulation [4] , an (almost) exact multiplication was implemented, but in the end the spectral range is truncated. This is equivalent to an exact multiplication followed by testing with a finite number of test functions.
We apply this procedure to find a multiplication operation with the basis b i (x) and test functions t i (x). The procedure for multiplying lists f and g then becomes
where we used the property that b i (jΔ x ) = δ ij . We would like to emphasize that it is the choice of the test function that yields this simple form of multiplication.
B. Fourier Transformation
The advantage of a uniformly sampled list-based approach is that multiplication is a very fast operation. However, now the Fourier transformation is slower. It is possible to implement the Fourier transformation by successively applying a fast Gabor transformation B, a Fourier transformation F on Gabor coefficients, and then an inverse Gabor transformationB −1 , i.e.,
The main drawback is the use of the relatively slow operations B andB −1 . For a more optimized method, we exploit the fact that without truncation
and therefore we can write its Fourier transformation in x as
Now, the Fourier transformation of a function f can be approximated bŷ
In this expression, we recognize the Gabor transformation (4) as the integral over x, which is replaced by a sum in the second line. This approximation holds when the sampling in (7) approximates f well. This discretized Gabor transformation equals the operator B. The fact that we wroteĝ nm (k x )e 2π jαβ m n instead of g m n (x) exactly represents the Fourier transformation operator F. Finally, the summation over m, n represents the inverse Gabor transformation of (5). The integral in (15) is evaluated on the uniform grid k x ∈ {−LΔ k , . . . , LΔ k }, and therefore the m, n summation equalsB −1 , i.e., the inverse Gabor transformation operator in the spectral domain. Here, Δ k = K/α (2N + 1) is the spectral-domain counterpart of Δ x . Hence, we identified all operators of (12) in (15), and both are equal up to the discretization error in f .
When we apply the discretized version of (14) to the second line of (15), we can writê
which looks similar to a discrete Fourier transformation. However, it is the oversampling factor p/q that makes the difference.
In case (2L + 1)/p ∈ N, this can be calculated as the FFT of size q/p(2L
Since this FFT is of smaller size than the list f , it is extended to the full size, 2L + 1, by periodically expandingf † . There is a subtle difference between (12) and (16). The difference is that in (13) an infinite sum is taken over m and n. When this sum is truncated, as is done in (12), this yields a good approximation of a Dirac delta function only for a part of the domain of x and x that is as wide as the region where the b i (x) peak is close to one [see Fig. 1(b) ]. Hence, this sets the coefficients f i for large |i| to zero. The main cause of differences between the Gabor-based Fourier transformation and the FFT-based Fourier transformation is the periodic continuation of functions at the edges of the domain in the region where the basis functions are close to zero.
To demonstrate the range over which the approximated Gabor transform is accurate, we apply the Fourier transformation operator on the modulated and shifted Gaussian pulse exp{(x − x 0 ) 2 + jk 0 x}. This pulse function is localized around (x 0 , k 0 ) in spatial-spectral plane. We compare the discretized pulse function with a pulse function transformed to and from the spectral domain via (16). In Fig. 3 , the relative error is shown as a function of the location of the pulse (x 0 , k 0 ) in the x − k plane. Clearly, there is a four-digit accuracy over most of the domain, which corresponds to the accuracy up to which the dual window γ(x) was computed. For large k 0 and x 0 , the accuracy is lower because of the oversampling and the periodic continuation of functions. Therefore, we conclude that Fig. 4 . Scaling of the computation time and accuracy with the number of unknowns for different samplings in the xy plane, realized by truncating the Gabor frame at N ∈ {1, 4, 7, 10}. The relative error is computed against a JCMWave [7] reference calculation as described in [3] . The dashed lines indicate linear scaling of computation time.
modulated Gaussian pulses can be accurately transformed back and forth from the spectral domain, and since a discretization based on Gabor frames that consist of Gaussian pulses delivers accurate results, this method will be accurate as well.
V. APPLICATION TO A THREE-DIMENSIONAL SCATTERING PROBLEM
We exchanged the Gabor-frame discretization in [3] with the proposed list-based discretization. The Green function and the contrast function are not continuous enough to discretize by simply sampling them according to (7) . Note that list-based representations of these functions are only calculated during the initialization of the algorithm, not during each iteration of the iterative solver. Therefore, the computation time of these lists is not very critical. We find a better approximation for these functions by taking the Gabor coefficients as they were calculated in [3] and transform them to the list-based representation through B −1 . The convergence of this method was tested on the first test case of [3] , a dielectric cube embedded in a layered medium. Timing and accuracy results are displayed in Fig. 4 for the two methods of Fourier transformation in (12) and (16). Both employ the multiplication in (11). Clearly, the latter Fourier transformation requires much less computation time, while the results are very close in terms of accuracy. In the example, the difference between the results with different Fourier transformations is smaller than the error from the simulations itself, as indicated in Fig. 4 . This implies that it is the discretization that governs the accuracy, not the type of Fourier transformation that is applied.
To show the applicability of this method to a larger problem, we compute the far field due to scattering from a finite grating consisting of 12 bars of relative permittivity ε r = 2.25 in vacuum placed on a half-space with ε r = 20.21-1.8j with a normal incident plane wave of unit amplitude as depicted in Fig. 5(a) . A Gabor frame with a window width of 1 μm was used that was truncated at M = 7 and N = 16 in both the xand y-directions, i.e., for 5, 145, 525 unknowns. In Fig. 5(b) and (c), the near and far fields are depicted. In the far field, the relative L 2 (R 2 ) difference between results obtained with (16) and the algorithm in [3] was estimated at settings where the latter reached a 3 × 10 −3 relative error. The present method required a computation time of 105 min and 13 GB, using the Fourier transform in (12) it was 54 h and 13 GB, and by employing a Gabor-based multiplication [1] it was estimated to exceed 40 days based on the time required for a single multiplication. All computation times pertain to a single core of a 3.1 GHz Intel Xeon E5 2687W processor.
VI. CONCLUSION
A point-wise multiplication and FFT-based Fourier transform operation were proposed based on a discretization by Gabor frames. An improvement to the algorithm in [3] is proposed that is at least 15 times faster for two represntative computational examples. Numerical evidence was shown that the approximation error is negligible compared to the discretization error.
