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1. Introduction 
This paper is devoted to a study of the backward beam method of Buzbee & Carasso [2,3] for the 
numerical solution of parabolic problems for preceding times. Such problems are ill-posed. In [2,3] the 
method is discussed in the setting of fill abstract Hilbert space. We consider the finite dimensional ODE 
system 
(1.l) 
which is assumed to represent a continuous time, semi-discrete approximation to the parabolic PDE 
problem under consideration (method of lines). Given an innerproduct norm on or, it is supposed that 
( 1.1) is dissipative for this norm, by which we mean that the Jacobian matrix F'(t;) satisfies the loga-
rithmic norm inequality 
(1.2) 
on [O, T], where v is a constant (not depending on the grid spacing used in the discretization of the space 
variables). For any two solutions U,U of (1.1) it then holds that ([4], [5] ch.10; see also [7] for conver-
gence questions) 
(1.3) 
i.e., exponential stability. Inequality (1.3) reflects the smoothing property of the parabolic equation. 
Throughout our paper, U(t),O.,;;;;t .,;;;;T, represents a sufficiently smooth, exact solution of (1.1). The 
backward problem we examine consists of finding U on [O,T] given the terminal value U(T). This prob-
lem is ill-posed. Allthough the exact solution U(t),0.,;;;;1.,;;;;T, is a smooth function, arbitrarily small per-
turbations U(T) of U(T) bring in very large extraneous high frequencies. As the spatial mesh is refined, 
these extraneous solution components may be amplified without bound as time evolves backwards, even 
within arbitrarily small time intervals. To overcome the ill-posedness it is necessary to add a constraint 
on the set of admissible solutions. A feasible approach lies in the use of an a priori bound condition on 
the unknown initial vector U(O) (see [2,3,6] for details). Following this approach our backward problem 
for ( 1.1) is recasted into the initial-terminal value problem: find all solutions U (t ),O.,;;;;t .,;;;; T, satisfying 
the constraints 
II U(T)- U(T)ll .,;;;;{3, 
llU(O)- U(O)ll.,;;;;M. 
(l.4a) 
(l.4b) 
The terminal bound (l.4a) is meant for imprecision in the exact data U(T).M is supposed to be known 
from the physics of the problem. It is assumed of course that these conditions are compatible. If they are, 
the solutions U and U can then be proven to satisfy the continuous dependence inequality 
1-..!... ..!... 
llU(t)-U(t)ll.,;;;;M r13r, o.,;;;;1.,;;;;r, (1.5) 
provided the problem is linear with F(t ,U)=AU +G(t), A constant. This inequality is a consequence of 
the fact that llU(t)-U(t)ll is logarithmically convex [6]. One can say that due to the constraints (1.4) 
the unstable backward problem for (l.l) is changed into a stable initial-terminal value problem. The 
problem studied in [2,3] (linear problem in abstract Hilbert space) is of this type. 
In our setting the backward beam method of Buzbee and Carasso may be interpreted as a standard 
finite difference method for two-point boundary value problems for second order ODE systems 
U =H(t ,U), O<t <T, H(T,U)=F1(t ,U)+ F '(t ,U)F(t ,U). (1.6) 
The finite difference method is given by 
un+ 1-2un +un- 1=T1H(tn,Un), n =l(l)N, (1.7) 
where N is "a given integer, T= T / (N + 1 ), and un is meant to approximate U Un) being the exact solu-
tion of the first order system (1.3) at time t =tn =nT. Suppose first that the true values U(O), U(T) are 
used as boundary values, u 0 = U(O) and UN +i = U(T). The approximation { un} to the restriction 
, 
{ U (tn)} of the smooth solution U is now second order consistent and, as usual, stability then must 
render second order ·convergence. In the actual application estimates U° and (JN+ 1 must be imple-
mented. Here, (JN+ 1 _is considered as a pertubation of U (T) as in the formulation above, while U° 
stands for a more crude estimate of the unknown initial vector U(O). In what follows the estimates 
(JN+ 1 and 0° are supposed to satisfy (1.4). In actual application we thus have time integration errors 
0 11 - U (t") consisting of two parts, one part being due to truncation and the other caused by using the 
wrong boundary values. The motivation for this approach is that the errors due to using the wrong boun-
dary values are damped away when going into the interior of [O, T]. 
Theoretically these numerical boundary errors should obey stability inequalities similar to (1.5) for the 
continuous time backward problem. For interesting classes of linear problems Buzbee and Carasso 
indeed succeeded in deriving error bounds which differ from the fundamental uncertainty (1.5) only by 
the contribution due to the truncation. Among others, for the linear problem 
U =AU+ G (t ), A symmetric negative definite, (1.8) 
where A is assumed to be independent of t, they recovered the inequality (1.5) for the numerical boun-
dary errors (see [2], p.253 or [3], p.132). Their analysis is based on the spectral shift transformation 
V(t)=ekt U(t), k EIR, (1.9) 
which transforms (1.8) into 
V=(A +kl)V +ek1 G(t). (1.10) 
An analytical stability analysis on the corresponding second order form (the backward beam equation) 
then leads to the numerical continuous dependence inequality if the shift parameter k is chosen as 
k=_llnM· (l.11) 
T f3 
The purpose of this paper is to show that this optimal expression for k, being optimal in the sense 
that it yields the maximal overall damping of the boundary errors, can also be found via a numerical sta-
bility analysis of the forward and backward recurrence involved. Our alternative derivation of (1.11) is 
longer than that in [2,3]. However, the stability analysis of the forward and backward recurrence provides 
more insight into the numerical process, and the role of the transformation (1.9) therein. Among others, 
it shows that the shift renders no real practical advantage if k is not larger than minus the spectral abscis 
of A. We also derive a dependence inequality like (1.5) for the discrete variables. As opposed to that of 
[2], where T is supposed to be sufficiently small, our derivation is valid for any T>O. 
2. The backward beam analysis 
By way of comparison we shall first sketch the so-called backward beam derivation as presented in 
[2,3]. Let 0°, (JN+ be the estimates to the exact values U(O), U(T) which lie on an exact solution U(t), 
O~t~T, of the linear problem (1.8). Let U(t)=exp(-kt)V(t), O~t~T, where Vis the exact solution 
of the two point boundary value problem 
V=(A +kl)2V+ inh. term, V(0)=0°, V(T)=ekT(JN+I. (2.1) 
Likewise, we consider the two point problem for V(t)=exp(kt)U(t), i.e., 
V=(A +kl)2V + inh. term, V(O)= U(O), V(T)=ekT U(T). (2.2) 
Let 11· 11 2 be the Euclidean norm and <-; > 2 the standard innerproduct. Then W = V - V satisfies 
d
2
2 llW(t)ll}=211W(t)ll}+2<(A +kI)2W(t),W(t)>2 ;;;;.: 0, (2.3) dt 
i.e., W is norm-convex. The convexity implies that 
(2.4) 
or, equivalently, 
3 
(2.5) 
provided 0° and [JN+J satisfy the co~straints (1.4). Substitution of the expression (l.11) fork yields 
T-t t 
- -
llU(t)-U(t)ll2o;;;;M T /3 r, o.;;;;1.;;;;T, (2.6) 
i.e., the numerical continuous dependence inequality similar to (1.5). It is emphasized that here 0 is 
related to the exact solution V of (2.1 ). 
In conclusion, if we are able to solve the two point problem (2.1) sufficiently accurately, we end up 
with a numerical solution on to the initial-terminal value problem for (1.8) which satisfies the stability 
inequality (2.6), except for truncation errors. Throughout it is assumed that these latter ones can be made 
sufficiently small. Here we should mention that the spectral shift transformation usually leads to larger 
truncation <(rrors. In practice this means that the transformation may force us to use smaller values of the 
time step 'T. Buzbee and Carasso did employ the difference sheme (1.7) for the numerical solution of 
(2.1 ). Other numerical techniques may also be considered. 
3. The forward and backward recurrence 
Let yn ,vn ,n = l(l)N, be the numerical approximations, defined by the finite difference method (1.7), 
to the exact solutions V(tn ), V(tn) of the two point problems (2.1), (2.2). Let wn = vn - vn; wn satisfies 
wn + 1-2wn + wn-I =-r1(A +kI)2Wn, n = l(l)N, (3.1) 
w°= [JO_ U(O), wN+J =ekT([JN+I _ U(T)). 
The total numerical error to be examined is given by 
e -kt. yn - U(tn )=e -kt. wn +e -kt.(Vn - U(tn )), (3.2) 
the second part of which is due to truncation and the first part due to using the wrong boundary values 
U°, [JN+J. In what follows we shall examine the propagation of the boundary errors e-kt.wn by study-
ing the stability of the forward and backward recurrence which arise in the solution of (3.1 ). 
Firstly, (3.1) is rewritten to the tridiagonal block matrix form 
-2 
-2 
E= ·. 
-2 
1 -2 
(E ©I --r1 diag (A +kI)2)W=R, 
W= 
NXN 
wi 
wi 
R= 
-ekT([JN+J_ U(T)) 
0 
0 
-(0°- U(O)) 
(3.3) 
where we have reversed the order of W 1' W2, ••• 'wN. Secondly, we decompose the matrix in (3.3) as 
LU, viz., 
I 
L= , U= ·. 
I 
. 
.. (3.4) 
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where the m X m matrices Dn are given by 
D1 = -21 --?(A +kl)2, (3.5) 
Dn +1 = -2/ --?(A +kI)2-Dn- 1, n = l(l)N -1. 
Next we write (3.3) as LY=R, UW= Y where Y=[(YNl, · · ·, (Y 1lf, so that we arrive at the 
backward recurrence (decreasing n) 
yN = -ekT([JN+l_ U(T)), 
r=-D,:f.!_nyn+I, n=N-1(-1)2, 
yl = -DN-.!_I y2-([JO_ U(O)), 
followed by the forward recurrence (increasing n ) 
(3.6) 
W 1=D,:{ 1Y1, (3.7) 
Wn =-DN-.!_n+1Wn- 1+D,:f.!_n+1Yn, n =2(l)N. 
These two recurrences describe the propagation of the intermediate boundary errors wn in the interior of 
[O,T]. There remains to carry out the back trarisformation exp(-ktn)Wn. Let wn =exp(-ktn)Wn and 
yn =exp( - ktn) yn . Then the final backward recurrence reads 
yN =-([JN+l_U(T)), 
yn = -(ekTDii.!_n)fn+i, n =N -1(-1)2, 
y-1 =(ekTDN-.!_I )Y2-e-kT([JO_ U(O)), 
and the final forward recurrence is given by 
W1=DN- 1Y 1, 
wn = -(Dii.!_n +1e-k')wn-I + DN-~n+I yn' n =2(l)N. 
(3.8) 
(3.9) 
We see that the propagation of the terminal error [JN+ 1 - U ( T) takes place in the backward and forward 
recurrence, whilst the initial error U° - U (0) is propagated only in the forward direction. Oberve that the 
recurrence (3.5) for the amplification matrices is well-defined, as A is symmetric negative definite. 
4. The discrete dependence inequality 
We shall derive a dependence inequality for the internal boundary errors wn which is analogous to 
(2.6). The interest of this derivation, in comparison to that of section 2 and of [2], p.253, is that the 
dependence inequality turns out to be valid for any value of T>O. 
Consider the backward recurrence (3.8). There holds 
AN II Y 112:;;:.;;,B, 
II yn 112:;;:.;;ekTllDN-.!_n llzll yn + 1llz, n =N -1(-1)2, 
II f 1112:;;:.;;ehllD,:/ ~ 1 11211 Y2112 +e -kT M. 
(4.1) 
As A is symmetric, each matrix Dn- 1 is symmetric so that its spectral norm is equal to its spectral radius. 
It thus follows that 
llD- 111 ,;:::_n_ 
n 2""' n + 1' n =l(l)N, (4.2) 
with equality if -k is an eigenvalue of A (the eigenvalues of Dn satisfy recurrence (3.5), too). Substitu-
tion of (4.2) into (4.1) yields 
llYn,Jl2:;;:.;;ekT(N-n) N-~+l' n=N(-1)2, (4.3) 
llY111 2:;;:.;;eh(N-J) lJi+e-kTM, 
for the intermediate variables yn. 
Next consider the forward recurrence (3.9). Substitution of (4.2), (4.3) gives 
llW111 ,,;;;;~llY 1 11 ,,;;;;ek-r(N-l)_{}_+e-k'T~M 2 N+l 2 • N+l N+l ' 
11wn11,,;;;;N-n+le-kTllWn-i112+ekT<N-nJ /3 , n=2(l)N. 2 N-n+2 N-n+2 
An elementary computation then delivers 
ll Wnll,,;::: -nkTN-n+l M+ (N-n)kT_n_a r"e N + 1 e N + 1 ,_,, 
:s;;;,e-nk'TN-n + 1 M +e<N-n+l)kT_n_f.1 n =O(l)N + 1, 
N +l N +l ,_,, 
if k ;;;;i,o. Substitution of tn =nT, where T=T /(N + 1), yields 
T-t t 
11wn lb:s;;;,e-k1·TM +ek<T-t.) ;/3, n =O(l)N + 1. 
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(4.4) 
(4.5) 
(4.6) 
This formula is equivalent to (2.5), so that, after substitution of k = r- 11n(M / /3)>0, we arrive at the 
discrete dependence inequality 
T-t. t. 
11wn lb:s;;;,M T /3 T, n =O(l)N + 1. (4.7) 
The inequalities (4.6), and (2.5), indicate that due to a positive shift the forward damping may 
improve, but also that the terminal error may be amplified. Because /3 is supposed to be smaller than M, 
some backward amplification is allowed. This leads us to the problem of determining the optimal value 
of k which is simply the maximal value under the constraint just mentioned. As it turned out, 
k = T- 1ln(M / /3) is optimal in the sense that for this value the discrete dependence on data inequality 
(4.7) holds for any T>O. \ 
This result does not necessiraly imply that for this particular value of k the true overall damping of 
boundary errors is always benefitted by the transformation (1.9). In the remainder of this paper we shall 
try to provide insight in this matter by carrying out a precise spectral analysis of the recurrences (3.8), 
(3.9). Among others, we show that for problem (1.8) the transformation renders no real advantage if 
k ,,;;;;; - a[A ], a[A ] being the spectral abscis of A . 
5. The propagation of the boundary errors 
The symmetric negative definiteness of A implies that A is orthogonally similar to its eigenvalue 
matrix diag (81)=X-
1AX with all 81 <0. This is also true for all matrices Dn. Hence we may proceed 
with the eigencomponent recurrences (backward) 
YN = -£.N+h (5.1) 
A - ( kTd -I \' Yn-- e N-nJYn+h n=N-1(-1)2, 
A - ( kTd - I \A -kT y,- - e N-1 JY2-e £.o, 
and (forward) 
A d-1 A w,= N Y1> (5.2) 
A - (d-1 -kT)' +d-1 A Wn - - N-n +le Wn-1 N-n +tYn• n =2(l)N. 
To distinguish from the vector case we here use subscripts instead of superscripts. The eigenvalues dn of 
Dn satisfy 
(5.3) 
8 being generic for 81 , j = 1(1 )m (note that the eigencomponent wn is the j -th component of x-
1 wn if 
8 = 81 ). The propagation of the boundary errors, now represented by the eigencomponents f.o and f.N +" is 
6 
fully described by (5.1)-(5.3). The eigenvalues dn determine the damping or amplification of t:0 and £N+I· 
Consider recurrence (5.3). Each dn is a continued fraction in -2-T2(13+k)2 and thus converges (see, 
e.g., (l], p.19) to a limit d, as n~oo, which satisfies the quadratic equation d 2 +(2+i2(13+k)2)d+l=O. 
As i2(13+k)2;:.;;a.o, we find 
(5.4) 
The convergence of dn to dis monotone and 0<-dn- 1<-d- 1:;;:;;1 for all n =l(l)N and all i2(13+k)2. 
This means that the amplification factors -ekTdN-}_n in (5.1) and -e-kTdN}_n+I in (5.2) are majorized 
by -ekTd- 1 and -e-kTd- 1, respectively. 
It is emphasized that the rate of convergence of dn to d depends on the size of T2( /3 + k )2. The larger 
this number the faster the convergence, so that it is slowest for /3 = - k. A consequence is that for values 
of /3 close to - k the insertion of the upper bound - d-· 1 for - dn - 1 into the recurrences will lead to 
somewhat too pessimistic conclusions.His also of interest to note that -d- 1 monotonically decreases as 
T2( /3 + k )2 increases. This also holds for - dn - I for all n . This property trivially implies that for k = 0 
high frequent error components are faster damped than low frequent ones (in both directions; note that 
-d- 1<1 for T2132 >0). Hence for k=O the spectral abscis of A will be decisive for the damping of the 
boundary errors in (3.6) and (3.7). · 
The limit value d satisfies the asymptotic relation 
-d-1 =e-Tlll+kl +O(T3113+k 13) ,'T~o. 
This leads us to the definitions of the asymptotic forward amplification factor 
FAF =eT<-k-lll+kl>, 
and the asymptotic backward amplification factor 
BAF =eT(k -lll+klJ. 
(5.5) 
(5.6) 
(5.7) 
For values of /3 not too close to -k, FAF and BAF are accurate substitutes for the true amplification 
factors in almost all stages n = 1,2, · · · . For n close to N (near the terminal point T) these factors may 
be a bit crude due to the fact that for these stages dN -n is still too far away from d. However, recall that 
-d- 1;:.;;a.-dn-I for all n. This is true for all T2(13+k)2;;;.0, so that if /3 !'.:::::'. -k the asymptotic factor will 
overestimate the true factors. Consequently, in all cases F AF and BAF are safe substitutes, provided 'T is 
sufficiently small. These factors are useful for illustrating the effect of the transformation (1.9) on the 
boundary error propagation. 
6. The effect of the spectral shift transformation 
In this section we examine FAF and BAF for 13+k >0 and 13+k <0. As we mentioned, for /3 close to 
-k the true factors may be smaller implying that in this range the conclusions are a bit loose. 
We first examine F AF. There holds 
{
e-T/l-2Tk' 13+k >0, 
FAF= eTll, l3+k:;;:;;O. 
It follows that for /3 + k <0, the shift has no influence on the forward damping. 
change if /3 + k >0. There holds 
eT<-ll-2k)=eTlleT(-21l-2k)<eTll if 13+k >0, 
(6.1) 
However, there is a 
(6.2) 
which implies that the damping is accelerated for all 13,k satisfying /3 + k >0. The acceleration factor is 
exp( - 2T( /3 + k) ). Concerning the forward damping, for problem ( 1.8) the shift only renders real advan-
tage if k >-a[A ]>0, and the larger k the more acceleration. 
In the backward direction the situation is less favourable. We have 
.. 
{ 
e-Tll, 13+k >0, 
BAF= eT(ll+2k>, 13+k:;;:;;O. (6.3) 
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Hence for problem (1.8) the shift influences the backward damping of all error components £N+I· Those 
components for which 8 + k >0 are now amplified with the factor e -·di (without shift they are damped 
with the factor e ... 8). The components for which 8+k <0, are propagated with the factor e'T(H2k>. So, for 
k <0 we get an improved backwar~ damping. Unfortunately, for k <0 the forward damping remains 
unchanged. To sum up, for k >0 part of the spectrum (8> - 2k) will suffer from backward amplifica-
tion. Figure 1 illustrates the situation for k > - a[A ]. 
-2k -k a[A] 0 
no change no change acceleration 
} FORWARD 
acceleration amplification amplification } BACKWARD 
Figure 1 
We see that for a given k the backward amplification is maximal for that eigencomponent which 
corresponds to the eigenvalue closest to -k. Suppose 8=-k, then BAF=e ... k and the amplified back-
ward error at t =O, using BAF, is 
e'l"k(N +l)l{N +ii =ekTl{N +ii· (6.4) 
If we require that this error is smaller than or equal to 1£01, we find the condition 
K~_lln~, 
T l£N+1I 
(6.5) 
which is similar to ( 1.11 ). 
Let us summarize the results of sections 5 and 6. Concerning the forward damping, which is crucial in 
order to damp the initial error 0° - U (0) sufficiently fast, the shift renders only real advantage if 
-k <a[A ]. The maximal value of FAF on the spectrum of A is 
e'T(-a[AJ-2k>, 
FAFmax= e'l"a[AJ 
' 
-k<a[A], 
- k ;;;;oa[A ]. (6.6) 
For T sufficiently small and k not too close to a[A ], this factor determines the decay of the initial error 
0° - u0 at all points tn, exept for a few close to t = T. The maximal value of BAF on the spectrum of A 
is 
BAFmax= e'T(a[AJ+2k) 
' 
-k<a[A], (6.7) 
-k;;;;oa[A]. 
Hence the shift causes backward amplification, unless k <-4a[A ]. However, in applications this range 
of k is of no use. The shift parameter should approximately lie in the interval 
-a[A ]<k ~_lln M T p (6.7) 
in order to improve noticeably upon the overall damping of the boundary errors without shifting. The 
lower bound for k is necessary to accelerate the forward damping, while the upperbound prevents the 
terminat error of growing too fast in the backward recurrence. Although these amplified errors are 
damped again in the forward direction, there is no advantage in choosing a too large value of k. To con-
clude, the optimal value fork is r- 11n(M //3). However, if r- 11n(M /p)<-a[A], not much will be 
8 
gained in comparison to the choice k =O (no shift). 
For illustrating purposes we have solved the backward problem for the simple scalar equation 
U=8(U-1), O~t~T, U(l)=l, (6.7) 
with exact solution U(t)=l, O~t~T. We used the estimates 0°=.9, (JN+ 1=.999 so that 
kopt =ln(I00}::::::'.4.6. For the range of shift values k =0(1)8 table 1 shows some results for 8= -1 and -5, 
respectively. Here we used the very small stepsize T=.005 to prevent possible interference of truncation 
errors. Note that for 8= -5 nothing is gained in comparison to k =O(kopt <5). This is in full agreement 
with our asymptotic spectral analysis. For 8 = - 1 the relative gain in accuracy is clearly noticeable. 
However, for k >kopt the boundary errors do not increase again, but remain more or less on the same 
leveL This indicates that on a large part of the interval BAF is too pessimistic. 
8=-1 
t\k 0 1 2 3 4 5 6 7 8 
.2 1.12 1.18 1.29 1.43 1.58 1.74 1.89 2.04 2.19 
.4 1.26 1.39 1.59 1.85 2.12 2.36 2.55 2.69 2.80 
.6 1.45 1.64 1.93 2.27 2.56 2.73 2.82 2.87 2.91 
.8 1.75 2.00 2.34 2.65 2.84 2.90 2.93 2.94 2.96 
8=..:_5 
t\k 0 1 2 3 4 5 6 7 8 
.2 1.43 1.43 1.43 1.43 1.42 1.40 1.38 1.36 1.36 
.4 1.87 1.87 1.86 1.85 1.83 1.80 l.77 1.77 1.77 
.6 2.30 2.29 2.28 2.27 2.24 2.20 2.18 2.18 2.20 
.8 2.71 2.70 2.68 2.65 2.63 2.61 2.60 2.60 2.61 
Table 1 
Results for problem (6.7). The entries in the table 
represent -1010g (absolute error) 
In connection with the foregoing the following remark is of interest. Suppose that for the nonlinear 
problem (1.1) the parameters v,T,M and /3 satisfy 
T -11 M n73<-v. (6.8) 
Then, as a consequence of (1.3), the continuous dependence inequality (1.5) is automatically satisfied for 
any pair of solutions satisfying only (1.4b). This is in line with our observation, that if kopt >-a[A] the 
spectral shift has not much effect. If (6.8) holds, the initial-terminal problem can in fact be solved by any 
accurate, stable forward in time integration starting in U°. 
The above has led us to the conjecture that when the backward beam method is applied without shift, 
the numerical backward beam solution itself very often can be approximated to a high degree of com-
parison by any stable forward numerical in time integration starting in 0°. We verified this with success 
on three backward heat problems, one linear and two nonlinear. The explanation lies in the fact that in 
such cases the initial error decay is determined mainly by the stability of the problem, a property which 
the backward beam method shares with any stable integration formula [5]. 
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