Efforts to harness computer fingerprint databases to perform studies relevant to fingerprint identification have tended to focus on 10-print, rather than latent print, identification or on the inherent individuality of fingerprint images. This paper reports on three experiments that measure the accuracy of a computer fingerprint matcher at identifying the source of simulated latent prints. The first experiment used rolled prints supplied by the National Institute of Standards and Technology (NIST) to simulate latent prints. The second experiment used our own manufactured latent prints. The third experiment used latent prints supplied by NIST. An Automated Fingerprint Identification System (AFIS) was used to simulate the task that a human latent print examiner is typically asked to perform as part of ordinary casework. The AFIS performed this task, for which it was not designed, fairly well. However, there are non-mate images that scored very highly on the AFIS's similarity measure. These images would be susceptible to erroneous conclusions that would be given with a very high degree of confidence. Not surprisingly, the same was also true of the simulated latents which contained less information. We suggest that measuring the accuracy and potential for erroneous conclusions for AFISs might provide a basis for comparison between human examiners and automated systems at performing various identification tasks. Such comparisons might stimulate competition, innovation and improvement in the performance of these tasks.
Introduction
Latent print individualization is a forensic technique that endeavours to attribute a 'mark' 1 (a crime scene or 'latent' print) to the 'friction ridge skin' (the corrugated skin that covers human fingers, palms and soles) of an individual. Such attributions are currently achieved through a visual comparison of the mark with an exemplar 'print' whose origin is known. These attributions are made by human latent print examiners (LPEs). Computer algorithms (Automated Fingerprint Identification Systems or AFIS) are often used to search large databases for 'candidate' prints to present to the examiner, but there is neither an agency or a jurisdiction that currently allows a computer system to make latent print attributions nor an algorithm that claims an ability to make such attributions. This is not the case for 10-print attributions, in which the source of a set of 10 'inked', or intentionally recorded, prints is attributed. Such attributions are sometimes made by computer algorithms (Cherry & Imwinkelried, 2006) .
Professional LPEs are restricted to three conclusions: individualization, inconclusive and exclusion (Scientific Working Group on Friction Ridge Analysis Study and Technology, 2003) . Thus, the only 'inclusionary' conclusion-i.e. the only conclusion that implicates a suspect-is the conclusion of 'individualization'. 'Individualization', in turn, is defined as the claim that a particular area of friction ridge skin is the only possible source of a particular mark (Scientific Working Group on Friction Ridge Analysis Study and Technology, 2003) . In other words, all other possible sources have been eliminated as possible sources of the mark. This is obviously an enormously ambitious knowledge claim, and it necessarily raises at least three important empirical questions. One question concerns accuracy. How often are latent print individualizations correct? Does the accuracy vary predictably in response to particular variables, such as, say, the amount of information contained in the mark or the skill level of the examiner? A second question concerns sufficiency. How much consistent friction ridge detail is it necessary to find, in order to support a conclusion of individualization? A third question concerns individuality. How rare are the various friction ridge features used in latent print analysis within various populations? How rare are various combinations of friction ridge features? How similar are the most similar areas of friction ridge skin, of some specified size?
There have been essentially no empirical studies addressing the accuracy questions (Haber & Haber, 2003 , although some preliminary studies are now beginning to be undertaken (Wertheim et al., 2006; Langenburg, 2004; Haber & Haber, 2006) . Purported answers to the sufficiency question are known to have been legislated rather than derived from empirical data (Champod, 1995; Evett & Williams, 1996; Cole, 1999) . Current professional guidelines developed in the United States mandate an essentially circular definition of 'sufficiency': 'Sufficiency is the examiner's determination that adequate unique details of the friction skin source area are revealed in the impression' (Scientific Working Group on Friction Ridge Analysis Study and Technology, 2002, Section 1.5). The most sustained scholarly attention has been devoted to individuality, but much of it has focused on demonstrating or asserting the mere fact of the absolute non-duplication of complete fingertip-sized areas of friction ridge skin, rather than on measuring the degree of variability. This is true of both of the two major strands of fingerprint research. Statistical research focused on estimating the probability that exact duplicate areas of friction ridge skin (usually complete fingertips) exist (Pankanti et al., 2002; Stoney, 2001) . Anatomical research focused on detailing the formation of friction ridge skin, while occasionally commenting that this process was sufficiently complex to 167 support an assumption of non-duplication as a 'working principle' (Cummins & Midlo, 1943; Wilder & Wentworth, 1918; Wertheim & Maceo, 2002) .
Nonetheless, defenders of latent print individualization have tended to seek to shift the debate to individuality when pressed concerning accuracy, a tendency that one of us has elsewhere called 'the fingerprint examiner's fallacy', the argument that the accuracy of a source attribution technique may be inferred from the uniqueness or variability of the target object (Cole, 2004 (Cole, , 2006 . As an evidentiary matter, knowledge about individuality is perhaps necessary, but certainly not sufficient, to evaluate the probative value of a conclusion of individualization. This is because there might be conditions of robust individuality and low accuracy (such as eyewitness identification). The legal issue surrounding the admissibility of latent print attribution evidence has often been misunderstood as concerning the individuality of friction ridge skin (e.g. Pankanti et al., 2002) , whereas, in fact, it concerns the accuracy of those attributions. In response to legal challenges to the admissibility of latent print evidence, the government has never introduced data concerning the accuracy of latent print source attributions, focusing instead on the question of the individuality of friction ridge skin. Although this legal strategy has proven overwhelmingly successful (Faigman et al., 2002; Cole, 2004; Haber & Haber, 2008) , at least one court has now demanded data on accuracy as a condition of admissibility (Maryland v. Rose, 2007) .
However, aside from being unresponsive to the question of accuracy, the individuality issue is problematic in its own right (Saks & Koehler, 2008) . It is commonly said that the 'individuality' or 'uniqueness' of friction ridge skin is one of the 'fundamental premises' of latent print individualization (Moenssens, 1999) . Such discussions generally treat this premise as one that has been satisfied-i.e. the 'individuality' of friction ridge skin is 'known' or 'proven'. By this, it would appear that fingerprint proponents mean that the exact duplication of any area of friction ridge skin is extremely unlikely. But such an assertion has little meaning without knowing the conditions under which extreme similarity would be considered 'duplication', what scale of area of friction ridge skin is being discussed and at what level of resolution friction ridge skin is observed. Assertions of 'uniqueness' or 'individuality' could, for all we know, mean nothing more than that, when analysed at the level of molecules, no two areas of friction ridge skin will duplicate exactly. Such a statement is undoubtedly true not only of friction ridge skin, as well as many other objects in the world, but also of little value in measuring how accurately source attributions can be made from those objects by human experts using visual analysis.
Obviously, what is wanted is not the mere assertion of non-duplication, but, rather, measurements of the variability of different areas of friction ridge skin and, crucially, multiple images derived from the same areas of friction ridge skin. In short, the issue is not so much the individuality of an area of friction ridge skin itself, but rather the range of variability of legible impressions that can be produced by a given area of friction ridge skin relative to the range of impressions that could be produced by analogous areas of friction ridge skin from different individuals.
Perhaps most importantly, it makes little sense to discuss the 'individuality', or even the 'variability', of 'fingerprints' as if it were a quality that inhered in friction ridge skin. These qualities can only exist in conjunction with some sort of perceptual system, whether human or mechanical.
Obviously, the most relevant perceptual system is human: the professional LPE, however that is defined (Boston, 2001 ). As the above discussion indicates, the relevant question for the forensic use of fingerprint data is to what extent human examiners may perceive marks to be similar enough to non-source prints to generate erroneous conclusions of 'individualization'. However, as noted above, no empirical studies that go to this question yet exist (Haber & Haber, 2003 may be because the courts of law, in which forensic applications of fingerprint data are primarily deployed, have not required such studies as a condition of admissibility (Faigman et al., 2002) . Given that LPEs are currently permitted to testify that latent print individualizations are 'positive' or '100% identifications', LPEs and the prosecutors who employ their services only stand to lose from studies of this kind. Moreover, since LPEs operate in an adversarial legal environment, they may understandably be wary of participating in studies whose results may potentially be used to impeach their testimony. Some researchers have now had success performing studies on LPEs, although they are studies of bias or perception, not of general accuracy Dror et al., , 2005 Busey & Vanderkolk, 2005) .
Given the difficulty of conducting accuracy studies on professional LPEs, one alternative is to use more compliant (and cheaper) lay human subjects. Some such studies have been undertaken (Vokey et al., in press; Tangen et al., 2000; Torry & Vokey, 2005; Vokey et al., 2004) , but they have the drawback that lay subjects may perform differently from professional LPEs.
Faced with the paucity of research on the fundamental empirical questions posed by latent print individualization, the possibility of using computer-based databases and the proprietary algorithms used to search them for law enforcement purposes presents itself. Although a significant amount of research using such technologies has been performed, relatively little of it directly addresses the fundamental empirical questions posed by latent print individualization. The bulk of research has focused on measuring the accuracy of various proprietary systems at searching and retrieving 10-print matches (Cappelli et al., 2006; Maio et al., 2002; Wilson et al., 2004) . But identifying 10-prints is a different task from identifying latent prints.
Researchers have long used biometric systems in performing statistical studies designed to estimate the likelihood of friction ridge skin duplication (Pankanti et al., 2002; Neumann et al., 2006 Neumann et al., , 2007 see Stoney, 2001 , for a historical review). But these studies address the question of individuality in the friction ridge skin itself, not in a latent print perceived by a matching system.
The 50K study
Another study of individuality has often been misconstrued as a study of accuracy, perhaps because it was conducted in order to be used in court to defend against a challenge to the claimed accuracy of latent print individualization. (It was indeed used for that purpose; Epstein, 2002; United States v. Mitchell, 2004; .) The '50K study' (Meagher et al., 1999) was conducted by the U.S. Federal Bureau of Investigation (FBI) and Lockheed Martin, using proprietary AFISs. The FBI selected 50 000 prints of the same general pattern type (left loops) and originating from individuals with common demographic characteristics (white males) from its database. Each of these prints was searched against the database of 50 000 using two different AFISs, and each comparison generated a 'similarity score'. The similarity scores generated by the two different AFISs were then 'mathematically fused' using a third software package, generating a single similarity score for each print-to-print comparison (as opposed to each AFIS search). The FBI converted these data into a 'statistical measure of separability' known as a 'sample Z score'. 2 The FBI reported that Z scores generated by comparisons of prints to themselves were outside the range of Z scores generated by comparisons of prints to other prints.
The FBI repeated the experiment using the same prints but masking them in order to reduce them to approximately 21.7% of their original area. This figure is derived from the FBI's estimate of the average portion of a complete rolled print comprised by a typical casework mark. The same procedure was followed, and, again, Z scores of mate comparisons were well outside the range of Z scores of non-mate comparisons.
Based on these data, the study drew conclusions about the likelihood of duplicate areas of friction ridge skin existing, concluding that the likelihood that a duplicate area of the size of a rolled fingerprint exists was 1 in 10 97 and the likelihood that a duplicate area of the size of a typical mark exists was 1 in 10 27 . These impressive figures have been misunderstood by some to refer to the probability of misidentification (Moenssens, 2003; United States v. Mitchell, 2004) . 3 In fact, they purport to refer to the probability of exact duplication, as one of the study's authors has made clear (Meagher, 2004) . Even for these purposes, the figures have been criticized for (1) using an assumption of normality to generate such low probabilities where a distribution with 'heavier tails', such as the Student's t distribution, would have been more appropriate, and (2) using the assumption of independence between Z scores where clear correlations exist due to the fact that the experiment reports comparisons between all pairs of prints (Kaye, 2003; Wayman, 2000; Zabell, 2005) .
Most importantly, however, the study focuses on the individuality of single impressions of friction ridge skin, rather than on the variability of different impressions derived from the same area of friction ridge skin. The study was criticized on precisely these grounds (Kaye, 2003; Pankanti et al., 2002; Stoney, 2001; Wayman, 2000; Zabell, 2005; Champod & Evett, 2001) . It was noted that any forensic (or biometric, for that matter) use of latent prints (or, for that matter, any form of impression evidence) necessarily entails the comparison of one impression deriving from the source object to another impression deriving from the source object (Stoney, 2001) . Further, the measurement of the ability of a matcher to match images with themselves seems insufficient. A preferable approach would have been to compare each print with a mate-a different impression deriving from the same source-and compare the scores generated by mate and non-mate comparisons. Indeed, so accepted is this principle, that the U.S. National Institute for Standards and Technology (NIST) makes available 'mated pairs' of fingerprints for research. We use these pairs in our study.
Interestingly, the FBI inadvertently performed just such a study. Because several individuals were apparently accidentally represented in the database more than once, the study generated a small number of mate-to-mate comparisons with accompanying Z scores. While the FBI treated these data as anomalies, they show that the Z scores of mate-to-mate comparisons, while quite different from those generated by comparisons of images to themselves, were 'well within the distribution of Z scores for prints from different fingers' (Stoney, 2001 ). Thus, the study suggests that different sources may indeed generate impressions that are nearly 'as similar' to one another as impressions deriving from the same source, a more interesting finding than the one emphasized in the report of the study that was submitted to the court.
Experiment 1

Methods
This inadvertent finding of the 50K study served as the model for our study. We deliberately set out to measure the frequency with which two images derived from different donors will be judged by an 170 S. A. COLE ET AL. AFIS system to be more similar to one another than two different images of a single area of friction ridge skin. Further, we used simulated latent prints rather than cropped inked prints.
Another AFIS-based study that utilizes simulated latent prints has been conducted by Egli et al. (2006) . Their analysis differs from ours in that they use likelihood ratios instead of a logistic regression analysis. Likelihood ratios require that one specifies the probability distributions for the true and false matches (Egli et al. have used a Weibull and a log-normal distribution for these quantities). It should be noted that the results, such as classification accuracy, will be sensitive to the quality of the fit of the observed data to these theoretical distributions. In particular, outlier data cases that are located far away from the decision boundary between true and false matches can have a significant impact on the fit of these distributions and as such on the likelihood ratio. Logistic regression (Agresti, 2002) on the other hand fits a linear decision boundary to the data by minimizing the classification error between true and false matches. The decision boundary almost exclusively depends on the 'hard' data cases located near this decision region while the 'clear-cut' data cases are largely ignored. This method is thus based on fewer assumptions on the precise shape of the component probability distributions and as such more robust against making the wrong modelling assumptions. Figure 2 shows a strong 'saturation effect' for the scores returned by the AFIS system. This is due to the fact that the AFIS system has a built-in maximum similarity score that cannot be exceeded. A likelihood-ratio approach would require modelling this distribution of scores accurately, something that would clearly be very challenging. On the contrary, the logistic regression approach we have followed almost entirely ignores the saturated scores because they represent true matches with the highest possible matching score which are located very far away from the decision boundary between true and false matches.
Using an AFIS for making pairwise comparisons of multiple images has a number of advantages. First, using AFIS saves time and money if one has access to the relevant software and hardware. AFISs work quickly and can be programmed to work continuously, generating relatively large amounts of data quickly and cheaply. When using AFIS, it is not necessary to compensate the LPE or her employer for the time spent participating in a study. Second, AFISs are more 'transparent' than human examiners, in that the basis for their judgment in each comparison (the 'match score') is recorded and is therefore available to researchers for analysis. (In a deeper sense, a proprietary AFIS such as the one we used is still not fully transparent to the researcher because the match score only represents the output of an algorithm whose nature remains proprietary and, so far as the researcher is concerned, obscure.)
The central disadvantage of using an AFIS in our study is one of ecological validity. There is no AFIS in the real world that is yet trusted to render judgments on forensic tasks using latent prints. 4 Therefore, the accuracy rates generated here may be higher or lower than those of the human examiners who ordinarily perform this task. Our data should also be viewed with caution because we are asking AFIS to perform a task which it was not designed to do and for which its manufacturers have advanced no claim concerning its ability to perform. The AFIS is designed to serve as a search aid for a human examiner performing forensic or biometric tasks. The candidate list produced by AFIS is not intended as a conclusion that the top-ranked candidate is the source of the latent print.
Two thousand and seven hundred individuals are represented in NIST Special Database 14. Each individual contributed two 10-print cards, each containing the impressions of 10 fingers, for a total of 54 000 prints or 27 000 sets of mated prints. The prints are stored on a CD-ROM in a standard format.
These prints were entered into a commercial AFIS. The AFIS allows operators to encode minutiae (ridge endings and bifurcations) manually using a computer mouse and also has an 'auto-extract' feature by which the AFIS itself will encode and label minutiae. We solely used the auto-extract feature and did not 'correct' or otherwise revise the AFIS's encoding decisions. The AFIS provides databases for 10-print and latent records. Although the NIST database consisted of 10-print cards, the entire complement of prints were entered into the database as latents.
The NIST database of 54 000 prints is divided into four sets of 6750 mated prints. We selected set 1 and searched each of the prints against the remaining 53 999 prints in the database. The system does not search a queried image against itself, though it does compare queried prints to mates.
Each search generated a candidate list consisting of up to 10 prints from the database. Each candidate generated a 'match score'. The software also generates a corresponding number of minutiae for each comparison that is independent of the 'match score'. These are the minutiae that human analysts utilize (in addition to other detail). Our searches generated some non-mate comparisons that generated relatively high numbers of corresponding minutiae (up to 16, which has historically been considered a relatively high number well above the threshold at which conclusions of individualization are reached; Evett & Williams, 1996; Champod, 1995; European Fingerprint Standards, 2002) . One of these is displayed in Fig. 1 .
The candidate list is generated by the 'match score'. A match score represents the AFIS algorithm's view of the similarity of the images. The vendor's documentation states:
Although a very high match score often accompanies a candidate that is eventually verified as a true matching print, match scores on their own do not indicate that the prints match. Match scores will vary greatly depending on a number of variables, but primarily the accuracy of the pattern of points of match found in each image. (The number of matching points is often less important than the accuracy of the matching pattern.) Because of this, the difference between the first candidate and all other candidates in the list is more important than the match score itself [original emphasis].
Therefore, as a measure of print similarity, we used neither the number of corresponding ridge characteristics identified by the AFIS nor the 'match score', but rather the difference between the top match score and the average of the scores ranked 2-10.
Although 6750 searches were run, seven searches malfunctioned or reported anomalous results and were discarded. Therefore, the results of 6743 experiments are reported in Table 1 and Figs 2 and 3. As stated in the vendor's documentation, 'the difference between the first candidate and all FIG. 3 . Logistic regression decision curve for rolled prints. Solid line indicates the probability of predicting a log-relative score (-axis) to be a genuine match. Dashed lines correspond to 10 decision curves on bootstrap samples. Crosses (top) represent true matches and circles (bottom) indicate false matches. Vertical displacement of crosses and circles is random and for visualization purposes only. Dashed curves are hard to discern because they are located close to the mean (solid) curve.
other candidates in the list is more important than the match score itself '. This observation led us to transform the raw scores into 'log-relative scores' using the following procedure 5 : This procedure improved the overall classification results reported below. Moreover, this transformation procedure produced histograms of true matches and false matches (see Fig. 2 ) that were closer to normally distributed than any other transformation that we tried (up to saturation of the score.)
Results
Figure 2 provides a set of three histograms for rolled prints. The left panel of Fig. 2 shows the histogram of true matches (i.e. those scores for which the highest ranked score was a true match). The middle panel shows the histogram for the false matches which were ranked outside of the top 10. The right panel shows the histogram of the false matches ranked between 2 and 10. Table 1 shows that the true match scored highest 75% of the time, ranked between 2 and 10, 4% of the time and was not in the top 10, 21% of the time. If we treat AFIS's top-ranked candidates as source attributions, i.e. we always declare the print with the highest score as a true match, the AFIS would have a total hit rate of 75% and a classification error of 25% (for definitions of various error measures, see Appendices A and B). Moreover, 97% of the false matches generated log-relative scores higher than the lowest log-relative score generated by a true match. Likewise, 39% of the true matches generated log-relative scores lower than the highest false match.
To test the reliability of AFIS, we trained a logistic regression classifier on these data. 6 The result is shown in Fig. 3 . The height of the curve should be interpreted as the probability of predicting a particular input score to correspond to a true match. To assess the uncertainty in this classification probability (as reported below), we repeated the experiment on 100 bootstrap samples 7 of the original data set and plotted 10 of them as thin dashed curves. There is very little variability meaning that confidence in the predicted probability is high. Using a probability of 1/2 as a decision threshold, we obtain 2.4 ± 0.1% classification error on the training data. The classification error on a held-out test set is indistinguishable from the training error because we only fit two parameters (offset and width) to 6743 data items implying there is no over-fitting. In the same figure, we have also plotted the transformed scores as '•'s (false matches) and '+'s (true matches). The vertical displacement is arbitrary and drawn for illustrative purposes only.
To further characterize the systems performance, we plot the receiver operating characteristic (ROC) curve in Fig. 4 . The fat solid line represents the ROC curve on the training data, while the thin dashed lines correspond to 10 ROC curves computed on bootstrap samples of the original data set of the same size. The variability in these curves represents a measure of uncertainty due to finite sample effects.
Discussion
We would like to draw attention to the false match outliers, 8 i.e. the false matches (red circles) with high log-relative scores to the right in Fig. 3 . These outliers are predicted to be true matches with very high confidence. For instance, the outlier with the highest log-relative score has probability 0.9990 ± 0.0003 to be classified as a true match by the logistic regression classifier. Alternatively, we can compute the number of outliers we expect to see with log-relative scores of 13 or higher under the assumption that the log-relative scores are normally distributed. Using the sample mean of 10.27 and the sample standard deviation of 0.85 we expect to see seven out of 10 000 outliers. The fact that we observe seven out of 1691 (40 out of 10 000) outliers means that the tail of the distribution is longer than expected. 9 The probability of observing seven or more outliers with values larger than 13 from a sample of 1691 items which are normally distributed with mean 10.27 and standard deviation 0.85 can be computed to be P = 1.6 × 10 −4 , supporting this conclusion. In forensic work, it is these mistakes that might lead to false source attribution, given with a high degree of confidence.
Our initial run of the data produced two extreme outliers with log-relative scores higher than 15. Upon further investigation, we discovered that these scores were generated by a duplicate image that was inadvertently included in the NIST data set. One 10-print card contained the same finger in the boxes for middle and ring fingers. Since each of these images was searched, they each generated very high matching scores in their comparisons to one another (thus generating two outliers). Further investigation revealed one additional duplicate print within set 1 in the NIST data set. This generated an outlier with a log-relative score higher than 13. Curiously, the reverse comparison did not generate as high a score. These duplicates were reported to, and confirmed by, NIST, and they were removed from our data.
The results by Egli et al. (2006) are somewhat better than ours in terms of error rates (but in the same ballpark). There are several possible explanations for this difference: (1) their data may have been of a different quality than ours, (2) they use a separate model for a different number of minutiae, while we have ignored this information and (3) they use a separate model for each individual's between-finger variability while we use a single model across all individuals (but like us they use a shared model for the within-finger variability). Although we think that likelihood ratios are a better modelling framework to assess and combine evidence for a true source attribution, it would have unnecessarily complicated our analysis (certainly in light of the saturation effects in our AFIS system) and would have almost surely not affected the point that we want to make, namely, that although an AFIS system generally performs well there are also outliers that can lead to the wrong conclusion with high confidence.
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In an odd way, our study was the converse of the 50K study. Whereas the 50K study sought to compare images to themselves but inadvertently compared a small number of mate images, our study sought to compare mate images but inadvertently compared a small number of images to themselves. It is interesting to note that the log-relative scores generated by comparisons of images to themselves, though extremely high, were below the maximum.
It should be noted that in this experiment, we have essentially used inked prints as stand-ins for latent prints. The results presented here are based on inked-to-inked print comparisons, and yet we are seeking to draw inferences about latent-to-inked print comparisons. Because latent prints are generally considered to be of lower quality and smaller size than inked prints, the results here presumably understate the problem of potential misattribution for latent prints.
In Experiment 1, we used an automated fingerprint searching system and matched pairs of inked prints to simulate the accuracy such a system would achieve were it to be used to reach conclusions of identification, rather than merely functioning as a search tool. Experiment 1 showed that such a system would be reasonably accurate and that, consistent with the manufacturer's claim, an important variable is the difference between the match score of the top candidate and the average of the next nine highest match scores. However, not surprisingly, no threshold measurement was found above which the top candidate was always the true source of the searched print. In other words, even using inked prints to simulate latent prints, there was no identifiable threshold above which the system could claim, as human LPEs do, '100% accuracy'.
Experiment 2
Methods
For convenience, Experiment 1 used NIST inked prints as a proxy for latent prints. However, inked prints are generally thought to be of higher quality than most latent prints. In order to better replicate the forensic task involving latent prints, in Experiment 2, we collected our own database of matched latent and inked prints. Twenty-three university students were selected to be research assistants; they received course credit for their participation. The assistants were trained by one of the authors, a retired police officer with training and experience in collecting both latent and rolled inked prints and in teaching the collection of rolled prints. During this process the assistants were taught to keep the subject's hand loose and to roll each finger with even pressure from the outside left side to the outside right side of each finger.
Refresher training was conducted midway through the research project. In fact, around halfway through data collection we retrained the student assistants in an effort to increase the quality of the latent prints. This retraining consisted of repeating the instruction the assistants had already been given and urging them to try to improve the quality of latent prints recovered. It should be noted that the quality of latent prints in this collection effort was highly dependent on the degree of deliberation taken by the donor in producing the latent. The retraining effort proved successful; the number of 'points' (friction ridge details) that the AFIS found in the latent prints nearly doubled after retraining. (Curiously, the number of 'points' found in the rolled inked prints decreased slightly.) Subject selection was achieved by registering the study with the university's human subjects pool in the Social Science Laboratory. Three hundred and sixty-six females and 157 males volunteered to be subjects. Most subjects (over 95%) were compensated with extra credit in a course; some subjects received no compensation.
Upon a subject's arrival at the designated study site, information and consent forms were handed out and signed. Subjects were then told that they were about to participate in an experiment regarding the use of latent and rolled fingerprints. The students were advised that all prints taken would be kept confidential, filed under their assigned university ID number and would remain under lock and key at the university with access only granted to researchers.
Once a signature was given on the consent form and a very short demographic form filled out, students were asked to touch two items, generally a CD case and a glass jar. The prints left behind would be used as the simulated latent prints. We then lifted all prints that appeared to be legible. In many cases, more than one latent print per item was lifted because more than one finger produced a latent print. As results we recovered 1634 latent prints, slightly more than three latent print per subject. However, the latent prints were obviously not evenly distributed among the subjects. Wearing latex gloves, the research assistants dusted the area where the subject left their prints using black graphite powder and a powder brush. The assistant then carefully lay tape across the print and applied a modest amount of pressure to flatten the tape over the print. In this manner, the print was transferred to the tape. The tape was lifted off the object and the print was moved with the tape. The tape was then smoothed out onto the glossy side of a 'latent lift card'.
While one assistant 'lifted' the latent print, the subject moved a second station where another assistant inked their fingers and rolled their prints onto a '10-print' card. As each subject completed all the steps, they were asked if they had any questions and if so, these questions were answered in full.
All rolled and latent prints were scanned into the computer utilizing the same commercial AFIS used in Experiment 1. This data collection produced 525 sets of 10-prints, comprising a total of 5250 prints and 1634 latent prints. Each print was subjected to 'auto-extraction' to identify points of identification. The AFIS was used to search each of the latent prints against the database of 5250 rolled prints. The true source of each latent was known to us. As with Experiment 1, each search generated a candidate list of up to 10 database prints, each with an associated match score.
In Experiment 2, we performed latent-to-inked print comparisons. As noted above, we searched 1634 latent prints against a database of 525 10-print records containing the true source of each latent print. Five hundred and two of the latent prints (around 30%) generated no candidate matches at all, despite the fact that the true source was in the database. This was presumably due to the poor quality of the latent prints, even though the latent prints were (a) taken deliberately under laboratory conditions (i.e. not during the commission of a crime) and (b) deposited on hard, smooth surfaces considered ideal substrates for latent prints. On the other hand, they were recovered by amateur assistants.
Results
After converting to log-relative scores, we found that in 42% of the remaining experiments the true match was ranked first, in 6% the true match was ranked between 2 and 10, while in the remaining 52% of the experiments the true match was not in the top 10 (see Fig. 5 ). Hence, if we treat the AFIS's top-ranked candidates as source attributions, AFIS would have a total hit rate of 42% and a classification error of 58%. Moreover, 87% of the false matches generated log-relative scores higher than the lowest log-relative score generated by a true match, while 36% of the true matches generated log-relative scores lower than the highest false match.
Following the same paradigm as in Experiment 1, a logistic regression classifier resulted in 4.5 ± 0.4% classification error. Uncertainty is again assessed using 100 bootstrap samples of the same size as the original data set. Results are shown in Fig. 6 where the solid thick line depicts the fit on the data, while the 10 dashed curves correspond to the fits on (a subset of) the bootstrapped samples. We have also plotted the ROC curve in Fig. 7 (thick solid line) together with 10 ROC curves on bootstrap samples of the same size (thin dashed lines).
Discussion
From Fig. 6 , we see that the most extreme outlier has a log-relative score of 11.7. This outlier is classified as a true match with probability 0.94 ± 0.01 by the logistic regression classifier. Alternatively, we can compute the expected number of samples with log-relative scores larger than 11. Using a sample mean of 8.1 and a sample standard deviation of 1.5, we expect to see 24 in 1000 samples in this regime. In this data set, we find four outliers on a total of 652 false matches which is about six outliers per 1000 samples-a factor of 4 less than expected.
In comparing Experiments 1 and 2, we conclude that, the performance of the AFIS system drops as the quality of the prints degrades. Whereas for non-latent prints 75% of all the true matches received the highest score, this figure dropped to 42% for latent prints. The performance of the classifier and the quality of the ROC curves are also affected: classification error increased from 2.4 to 4.5% when we used latent prints rather than inked prints. The outliers in the distribution of the false matches with high scores are also relevant. We found that six times more outliers were observed than predicted under the assumption of normality for non-latent prints. On the other hand, a factor of 4 less outliers were observed for latent prints. It should be noted that the results on the latent prints FIG. 6 . Logistic regression decision curve for latent prints. Solid line indicates the probability of predicting a log-relative score (x-axis) to be a genuine match. Dashed lines correspond to 10 decision curves on bootstrap samples. Crosses (top) represent true matches, while circles (bottom) indicate false matches. Vertical displacement of crosses and circles is random and for visualization purposes only. were generated by searching a database containing 525 10-prints, an extremely small database by real-world standards.
In Experiment 2, we again used an automated fingerprint searching system to simulate the task of making conclusions as to source of latent prints. In contrast to Experiment 1, which used inked prints to simulate latent prints, in Experiment 2, we used actual latent prints manufactured in our own laboratory. As in Experiment 1, we found that difference between the top candidate's match score and the match scores generated by the nine next highest ranked candidates was a strong predictor of the top candidate being the true source of the searched latent print. However, as in Experiment 1, there was again no threshold difference above which such predictions were always correct. Again, there was no threshold above which the automated system could claim, as human experts do, '100% accuracy'. Although it is by no means certain that our student assistants, having undergone training by a retired police officer certified to train line law enforcement officers in fingerprint recovery were necessarily operating at a skill level below the norm in everyday law enforcement in some jurisdictions, it is also possible that skill level of the assistants negatively impacted the qualify of the simulated latent prints used in Experiment 2. Therefore, in Experiment 3, we used a source of latent prints that presumably were recovered by professionals.
Experiment 3
Methods
The results of Experiment 2 might have been affected by the fact that the latent prints were produced by student researchers. In Experiment 3, we followed the same procedures as in Experiment 2, except that we used latent prints provided by NIST that were professionally produced. NIST Special Database 27 contains 258 professionally produced latent prints and mate inked prints. (National Institute of Standards and Technology, 2000) . The prints are divided by NIST into three approximately equal groups according to an assessment of image quality 'subjectively assigned to every latent image in the database by experienced FBI latent fingerprint examiners ', labelled 'good', 'bad' and 'ugly'. 
Results
In contrast to Experiment 2, in which around 30% of the simulated latents were of too poor quality to generate any candidate matches at all, only one print in this data set generated no candidates. (Oddly, this latent was classified by NIST as 'good'.) As shown in Fig. 8 , for approximately 70% of the latent prints in this data set, the true match appeared in the first position in a search of the latent print against all the rolled prints in the data set. For another 12%, the true match appeared in positions 2 through 10. For approximately 18% of the latent prints, the true match did not appear on the candidate list. Hence, if we treat the AFIS's top-ranked candidates as source attributions, AFIS would have a total hit rate of 70% and a classification error of 30%.
An analysis of the results for the latent prints labelled 'good', 'bad' and 'ugly' by NIST shows that these categories do appear to have measured fairly well the relative quality of the latent prints (Fig. 9) .
Because the AFIS returned less than 10 matches for another five prints, we removed them from the subsequent analysis as well. Transforming to log-relative scores and following the same procedure as in previous sections, we observe that in this case all false matches have a higher score than the lowest scoring true match while about 34% of the true matches were scoring lower than the maximum scoring false match. A histogram of the distribution of log-relative scores is provided in Fig. 10 .
Following the same paradigm as in Experiments 1 and 2, a logistic regression classifier trained and resulted in 5.4 ± 1.0% classification error. Uncertainty is assessed using 100 bootstrap samples of the same size as the original data set. Results are shown in Fig. 11 where the solid thick line depicts the fit on the data, while the 10 dashed curves correspond to the fits on (a subset of) the bootstrapped samples. The ROC curve is again plotted in Fig. 12 (thick solid line) together with 10 ROC curves on bootstrap samples of the same size (thin dashed lines).
Discussion
From Fig. 11 , we observe that the most extreme outlier has a log-relative score of 11.4. This outlier is classified as a true match with probability 0.96 ± 0.02 by the logistic regression classifier. The expected number of samples with log-relative scores larger than 11 is about six out of 1000 (based on a sample mean of 8.86 and a sample standard deviation of 0.9 for false matches), while we observe about eight out of 1000 which is about right.
In comparing Experiments 2 and 3, we find that the classification results did not significantly improve in Experiment 3 (in fact, they deteriorated from 4.5 to 5.4% classification error) despite the fact that the number of true matches was much higher (42 versus 70%). This result implies that our statistical analysis for deciding whether the top-scoring match is a true match is relatively insensitive to the number of true matches and hence the quality of the latent prints. In other words, the only effect of a lower quality latent print is a lower likelihood of finding a true match, but it does not impact the accuracy of predicting whether the top-scoring candidate is a true match or a false match. Note, however, that for latent prints, about 5% of the false matches are still classified as true matches, some of them with high confidence. This represents approximately twice as many errors as for rolled prints. 
Discussion experiments
In Table 2 , we provide an overview of the classification errors measured in Experiments 1, 2 and 3. The first row shows the classification error if one would always declare the top-scoring candidate as a true match. In this case, none of the true matches would be identified as a false match implying that the false non-match rate would be 0. However, all false matches would be classified as a true match resulting in a false match rate of 1. Hence, this corresponds to the rightmost point on the ROC curves drawn in Figs 4, 7 and 12. The second row shows the classification error after we computed a decision threshold using logistic regression. This method minimizes the total number of errors and provides a probability of true match for every input score. We conclude that the number of classification errors can be dramatically reduced by computing an optimal decision threshold.
In terms of outliers, we see relatively few outliers in the distribution of false matches for latent prints. In Experiments 2 and 3, we found that the number of outliers is less or equal than what we expect under the assumption of a normal distribution. This stands in sharp contrast to rolled prints where we found many more outliers in the distribution of false matches. This supports our case that one cannot simply use rolled prints in a statistical analysis to study real (and hence latent) prints.
The results of these experiments suggest that the quality of the NIST prints is higher than that of our manufactured latent prints. Our prints are apparently even 'uglier' than NIST's 'ugly' prints. Although the NIST prints are clearly of higher quality, it is not possible to determine which set of prints is more ecologically valid. Perhaps, the NIST prints were selected according to FBI examiners' subjective assessment of the quality of a representative set of 258 latent prints. Or, perhaps NIST prints were selected as relatively good quality prints. It is important to emphasize that even the apparently poor quality prints in Experiment 2 were left deliberately under controlled experimental conditions on surfaces considered ideal for capturing latent prints. Lacking any data on the quality of latent prints used in casework, it is impossible to tell which data set is more representative of the quality of latent prints used in casework. 10 Moreover, lacking any objective standards as to what quality of latent print is required for a print to be analysed, we cannot assume that evaluation of the poorer quality prints used in Experiment 2 is never attempted.
In Experiment 3, we used a third approach to simulating latent prints. In Experiment 1, we used inked prints to simulate latent prints; in Experiment 2, we used latent prints manufactured under ideal conditions in our laboratory and recovered by relatively inexperienced student assistants. In Experiment 3, we used latent prints made available by NIST. These latent prints were presumably recovered by professionals, not students. The quality of these prints was higher than those manufactured in our laboratory. Again, we simulated using an automated fingerprint searching system to identify the source of latent prints. Again, the difference between the top candidate's match score and the average match score of the nine next most highly ranked candidates was a strong predictor of whether the most highly ranked candidate was derived from the same source as the latent print.
Again, however, there was no threshold above which it would be possible to predict with absolute accuracy that the top candidate was derived from the same source as the latent print.
Conclusion
Our experiments demonstrate that one cannot interpret very high scoring matches, or even very high differentials between the first and the averaged scores ranked 2-10, from an AFIS as irrefutable evidence for a true match. Were one to do so, one would have a high number of correct results, but a small number of erroneous attributions that would be made with very high confidence. Those erroneous attributions would be indistinguishable from the correct results. Another way of putting this is that some areas of friction ridge skin can produce images that are 'more similar' by the metric of the AFIS to images produced by non-donors than to images produced by the donor herself. We found this result in three different experiments, each using a different approach to simulate latent prints. In Experiment 1, we used inked prints, which almost certainly exceeded the quality of most latent prints used in casework. In Experiment 2, we used manufactured latent prints recovered by trained student assistants. It is possible that these prints were of lower quality than most latent prints used in casework, but on the other hand the prints were created deliberately in a laboratory, rather than inadvertently during the commission of a crime. In Experiment 3, we used latent prints made available by NIST and apparently recovered by professionals. Because latent prints obviously vary greatly in their quality and in the amount of information they contain and because there are no standardized measurements of latent print quality, it is difficult to ascertain which of these methods most closely approximates the 'typical' latent print used in casework. At this stage of research, all we can say is that the accuracy of latent print attribution, whether performed by an automated system or a human examiner, is likely to depend greatly on the amount of information in the latent print.
An obvious question is the extent to which our findings are relevant to the performance of human examiners. It is commonly asserted that human matchers are 'more accurate' than AFISs (Meagher, 2005) . This remains an untested assumption. 11 In these experiments, we have demonstrated that non-mate prints can sometimes appear more similar than mate print pairs to an identification system that otherwise achieves a reasonable degree of accuracy. Whether this would hold more or less true for human expert system is a question that cannot be answered without comparable data on human examiners. Such data do not yet exist. We hope that the results we present here will encourage others to conduct the equivalent research on human experts. In terms of these, we then define PHR = Positive hit rate = #TPs/(#TPs + #FNs). FNMR = False non-match rate = 1 − PHR = #FNs/(#TPs + #FNs). NHR = Negative hit rate = #TNs/(#FPs + #TNs). FMR = 1 − NHR = False match rate:#FPs/(#FPs + #TNs). THR = Total hit rate = (#TPs + #TNs)/(#TPs + #TNs + #FPs + #FNs). CE = Classification error = 1 − THR = (#FPs + #FNs)/(#TPs + #TNs + #FPs + #FNs).
In the main text, we report the classification error that would result if we would always accept the highest scoring match to be the true source. This error is equal to the classification error if we set the threshold to minus infinity. In that case, we will always declare an event to be a match which implies that #TNs = 0 and #FNs = 0 while #TPs = #TMs and #FPs = #FMs.
