Abstract-The state-of-the-art eigenvalue-based spectrum sensing methods only consider the partial information of eigenvalues, such as the maximum, minimum, and mean values to make detection, which does not make full use of the eigenvalues to catch correlation. In this paper, we focus on all the eigenvalues of sample covariance matrix in multi-antenna cognitive radio networks and propose eigenvalue weighting-based detection schemes. According to the Neyman-Pearson criterion, the globally optimal weighting solution is the likelihood ratio test (LRT). Hence, we analyze and derive the eigenvalue-based LRT (E-LRT). Utilizing the random matrix theory, a simple closedform expression for the E-LRT is obtained, which is exactly the optimal eigenvalue weighting scheme. Although the E-LRT is optimal, it is infeasible in practice due to its dependence on the knowledge of primary users and noise powers. Hence, we further analyze suboptimal methods and design maximum likelihood estimation-based approximation weighting approach. Under the approach, both semi-blind (only the noise power is known) and totally-blind methods are correspondingly proposed. In addition, the theoretical performance analysis of these proposed methods are provided. Simulation results are presented to verify the efficiency of the proposed algorithms.
more serious. On the other hand, the allocated spectrum is vastly underutilized. Hence, these two phenomena lead to the problem of spectrum crisis. In order to solve the conflict between the shortage of spectrum resource and the underutilization of licensed spectrum, cognitive radio (CR) was proposed as a promising technology [1] , [2] . Spectrum sensing, which is a fundamental task of CR, is aimed at obtaining the awareness of licensed spectrum usage and existence of primary users (PUs) in a specific geographical location [3] [4] [5] [6] [7] [8] . To achieve this, the secondary system is required to frequently explore the spectrum holes for the secondary users (SUs) by detecting the presence of primary users, such that the SUs can share the licensed spectrum. On the other hand, considering the actual scenario of exploring the TV White Space (TVWS), SUs should have the knowledge of spectrum occupancy for avoiding any harmful interference to primary services in TVWS. Geo-location database and spectrum sensing are two common approaches to make SUs aware of the spectrum occupancy [9] . A geo-location database can be utilized to improve the accuracy of spectrum sensing while it can only protect the registered users; spectrum sensing is able to protect unregistered applications and provide instant channel occupancy information, but it may cause interference to some reserved channels. Hence, some works have been researched on the combination of spectrum sensing and geo-location database [9] [10] [11] [12] [13] [14] [15] , that is, spectrum detection schemes based on geo-location or database, which improve the performance of spectrum detection in TVWS for CR networks dramatically. Hence, spectrum sensing has attracted tremendous researches.
During the past decade, there have been many schemes and solutions for spectrum sensing [16] , each having different operational requirements, advantages and disadvantages. Of these methods, the estimator-correlator detector (E-C) [17] , cyclostationary detection (CSD) [18] , [19] and matched filtering (MF) detection [20] [21] [22] can achieve optimal performance while requiring both source signal and noise power information, which is not available if there is no cooperation between the primary and secondary users. For example, the cyclostationary detection requires the knowledge of cyclic frequencies of the primary users, and the matched filtering needs to know the waveforms and channels of the primary users. Energy detection (ED) [17] , [23] , unlike the other methods, does not require any information of the primary signal and thus it is regarded as the most commonly chosen scheme for study and implementation due to its relatively low complexity and satisfactory performance under low signalto-noise ratio (SNR) environment. However, there are two main drawbacks for ED: a) while ED is optimal for detecting independent and identically distributed (i.i.d.) signal [17] , it is not optimal for detecting correlated signal, which is the case for most practical applications. b) ED heavily relies on the accuracy of the knowledge of noise power which is generally changing over time. This so called noise uncertainty problem [24] can significantly degrade the performance of ED algorithm.
To overcome these shortcomings, the eigenvalue based methods have been proposed and intensively studied recently. These methods have different requirements for implementation and accordingly can be classified into two general categories: methods requiring only noise power information (semi-blind detection), and methods requiring no information on source signal or noise power (totally-blind detection). If the noise power is known, the maximum eigenvalue detection (MED) [25] is a smart method. In addition, the famous generalized likelihood ratio test (GLRT) [17] is an important and efficient approach and can be used to make detection. For example, GLRT based signal-subspace eigenvalues (SSE) method [26] is able to capture the correlation and thus can obtain much better performance than ED for highly correlated signals. On the other hand, in order to overcome the noise uncertainty problem, the totally-blind methods, such as, maximum-minimum eigenvalue (MME) detection [27] , energy with minimum eigenvalue (EME) detection [27] , blindly combined energy detection (BCED) [28] and GLRT based arithmetic to geometric mean (AGM) detection [26] are proposed without any prior information and can achieve relatively outstanding performance.
However, most algorithms only consider partial information of eigenvalues, such as maximum, minimum and mean values, which does not make full use of all the eigenvalues to catch signal correlation. Motivated by this, we focus on all the eigenvalues of sample covariance matrix in multi-antenna systems and propose eigenvalue weighting based detection schemes. The main contributions of this paper include (1) Different from the traditional LRT for samples in time,
we conduct a novel LRT [17] in the eigenvalue domain, that is, eigenvalue based likelihood ratio test (E-LRT). Utilizing the random matrix theory (RMT), a simple closed-form expression for E-LRT is obtained, which is the optimal eigenvalue weighting detection. (2) To make the detection more practical, we further analyze the suboptimal methods and design MLE based approximation weighting approach. Under this framework, both semi-blind (only noise power is known) and totally-blind methods are correspondingly proposed. (3) Unlike existing eigenvalue based detections, the proposed detection algorithms carry out the detection by using all the eigenvalues, thus fully exploiting the signal correlation to achieve a better performance. In addition, we also derive the theoretical closed-form expressions of probability of false alarm (PFA) and the detection thresholds for the proposed detection methods.
The remainder of the paper is organized as follows. Section II explains the system model. The optimal eigenvalue weighting detection is studied in Section III. In Section IV, we investigate the suboptimal detection schemes and propose both semi-blind and totally-blind eigenvalue weighting detection methods. Section V provides a theoretical analysis for the proposed algorithms, while simulation results are shown in Section VI. Section VII finally presents the conclusion of the paper. Some notation used in the paper is listed as follows: superscripts T and H stand for transpose and Hermitian (transpose-conjugate), respectively. I q and 0 q denote the identity matrix and zero matrix of order q, respectively. Fig. 1 illustrates a classical multi-antenna spectrum sensing scenario with some randomly distributed primary users (PU in Fig. 1 ) and secondary users (SU in Fig. 1 ). Once PUs begin to communicate, the surrounding SUs can receive the PU signals and then capture the samples to carry out the spectrum sensing.
II. SYSTEM MODEL
According to Fig. 1 , each SU is equipped with M-element antenna array. We assume that there are D(D ≤ M) PU signals arriving in the antenna array. In this case, the sensing problem at each multi-antenna SU receiver can be written as [16] , [27] :
where i = 1, 2, · · · , M represents the i -th receiving antenna and
is the sample of the i -th receiving antenna. h i j is the Rayleigh flat fading channel gain between the j -th PU signal s j (k) and the i -th receiving antenna, which follows the Rayleigh distribution. n i (k) is the circularly symmetric complex Gaussian (CSCG) noise with zero mean, variance σ 2 n . Stacking the samples at the same time into vectors, we can get the following receiving vector of antenna array:
where the sample vector x(k), s(k) and n(k) are regarded as the observation vector, signal vector and noise vector, respectively.
Hence, the formula (1) can be rewritten as:
where H ∈ C M×D is the Rayleigh flat fading channel gain matrix between PUs and the receiving antennas of SU.
III. OPTIMAL EIGENVALUE WEIGHTING DETECTION
Based on (3), the corresponding covariance matrix of observation vector, signal vector and noise vector can be written as follows:
Hence, we can rewrite the covariance matrix of observation vector R x as [16] , [27] :
Let
represent the eigenvalues of R x and HR s H H , respectively. Obviously, when PUs are present, we can obtain λ i = ρ i +σ 2 n ; When PUs are absent, that is, R x = R n , we then have
n . Based on the analysis above, we can carry out the detection by utilizing the eigenvalues. Considering the effect of finite number of samples in practice, we can only obtain the sample covariance matrix, instead of the precise covariance matrix. Hence, the R x is replaced by
Stacking all the eigenvalues of R x (N) into an eigenvalue-set diagonal matrix:
, we can rewrite the likelihood ratio test of as [17] :
where p( ; H 1 ) and p( ; H 0 ) denote the joint probability density function (PDF) of all the eigenvalues in under H 1 and H 0 , respectively. Since the LRT is derived in the eigenvalue domain and thus we can call it eigenvalue-based LRT (that is, E-LRT). In the subsequent discussion, we will analyze the joint PDF of eigenvalues and derive the E-LRT expression.
In this paper, we assume that the noise and signal samples have CSCG distributions, that is, n(k) ∼ CN (0, R n ) and s(k) ∼ CN (0, R s ). Then we can express the distribution of observation vector x(k) as [31] :
It is shown that the observation vector x(k) is independent in the time, that is,
Thus the corresponding sample covariance matrix R x (N) in (8) can be regarded as a central complex Wishart matrix [30] , [31] and its distribution can be expressed as: 
Considering the correlation of signals, the corresponding covariance matrix is not a diagonal matrix any more and thus the joint distribution of eigenvalues is rather complex. Therefore, we need to first make decorrelation for x(k) to attain a diagonal matrix-form covariance matrix , and then we can finally obtain the joint distribution of eigenvalues under H 1 .
Instead of expressing the test statistic in terms of x(k), it is advantageous to let
where V ∈ C M×M is a unitary matrix. Hence, we can obtain the following property. 1 
Property 1 Decorrelation:
The observation vector x(k) is able to be decorrelated through the linear transformation y(k) = V H x(k), that is, the corresponding covariance matrix R x turns to an eigenvalue-diagonal matrix R y after the linear transformation y(k) = V H x(k).
Proof: When PUs are present, we have [17]
where
is the diagonal matrix consisting of signal eigenvalues. Hence, R y|H 1 is a diagonal matrix. Similarly, when PUs are absent, it is obvious R y|H 0 = σ 2 n I M . Hence, y(k) is composed of uncorrelated random variables and thus x(k) is decorrelated by the unitary matrix V.
According to Property 1, we note that R y is a diagonal matrix and its elements are the eigenvalues of R x . Hence, we can obtain the distribution of y(k) given by
Note that the covariance matrix of y(k) is always a diagonal matrix, no matter whether the PUs are present or not. On the other hand, according to (14) , it is shown that y(k) is a time independent Gaussian random vector. Therefore, the corresponding sample covariance matrix:
is a Wishart matrix with diagonal covariance matrix R y . In this case, the distribution of R y (N) can be expressed as:
On the other hand, according to (8), (12) and (15), it is obvious that R y (N) = V H R x (N)V. Hence, similar to Property 1, we can also attain the property of sample covariance matrices:
Property 2 Invariant Eigenvalue: The unitary matrix V can keep the eigenvalue invariant, that is, the sample covariance matrices R x (N) and R y (N) have the same eigenvalues [29] , which can be expressed as:
where λ i (·) represents the i -th eigenvalue of the matrix. Hence, we can analyze the joint distribution of eigenvalues
utilizing the eigenvalues joint PDF of Wishart random matrix R y (N), which is described in the following theorem [30] .
Then the joint PDF of the ordered positive eigenvalues 2 of R y (N),λ 1 ≥λ 2 ≥ · · · ≥ λ M > 0, equals [30] :
2 There are generally two existing expressions of joint PDF of eigenvalues: ordered eigenvalues' PDF (ORE-PDF) expression and unordered eigenvalues' PDF (UNE-PDF) expression [31] . We choose to use the ORE-PDF for its relatively simple expression and matching with the descending order of the proposed weighting schemes.
(a − i + 1) denotes the complex multivariate gamma function. The complex hypergeometric function of two complex matrices 0 F 0 (− , NR y −1 ) is defined in [30] .
Based on Theorem 1, the E-LRT in (9) can be expressed as that in (15) . Note that the complex hypergeometric function (19) , shown at the bottom of the page, is an important expression and can be simplified using the following property.
Property 3: If A, B ∈ C M×M are two diagonal complex matrices, then the complex hypergeometric function of them can be simplified as:
where etr denotes the exponential of the trace, that is, etr (·) = exp(tr(·)).
Proof: See Appendix A. Based on the above discussion, we can retain only the datadependent terms and obtain the following expression:
Taking logarithm and ignoring constants, we can express the E-LRT in (9) equivalently as:
Hence, the optimal E-LRT can be regarded as a type of optimal eigenvalues weighting scheme. For simplification, we can merge the noise variance σ 2 n to the threshold; thus we finally obtain the test statistic of the optimal eigenvalues weighting (OEW) detection:
Remark 1: Note that although the expression of joint eigenvalue distribution is rather complex under both
H 1 and H 0 , the ratio of these two distributions can be obtained and written as a simple expression. On the other hand, the test statistic expression of the proposed OEW detection T O E W can be proved to be equivalent to estimator-correlator detector [17] , which also verifies the efficiency of the proposed optimal eigenvalue weighting detection.
IV. PRACTICAL SUBOPTIMAL DETECTION SCHEMES
Although the OEW detection is optimal, it is infeasible in practice as it needs the priori information of the channel, signal and noise. In the subsequent discussion, we will try to estimate them from the received samples. One useful solution is to obtain the maximum likelihood estimation (MLE) of the unknown parameters. Hence, we can design the MLE based approximation weighting approach, that is, utilizing the MLE method to obtain the weighting coefficients when the noise power is known or unknown at the receiver. Under this framework, both semi-blind (only noise power is known) and totally-blind methods are correspondingly proposed in the following.
A. Semi-Blind Suboptimal Detection
In this subsection, a detector is obtained by assuming that the noise power σ 2 n is known; however the signal eigenvalue ρ i is unknown and thus the signal statistical covariance matrix P s has to be estimated by using MLE.
According to (15) , the log-likelihood function (LLF) of the joint PDF of eigenvalues under H 1 with known parameter σ 2 n and unknown parameter P s can be expressed as [26] :
Hence, to obtain the MLE of P s , we must make the LLF achieve the maximum, which is equivalent to minimizing the following expression:
Note that this problem can be solved by the Lagrangian multiplier method, from which we have first-order partial differentiation:
where 1 ≤ j ≤ M is an arbitrary number. Letting
= 0, we can finally obtain the MLE estimation of P s :
orρ
as long asρ i > 0. If, however,ρ i ≤ 0, then the MLE iŝ ρ i = 0. This is in accordance with the parameter constraint ρ i ≥ 0. Hence, the MLE iŝ
where (x) + = max(0, x). Since the SNR of spectrum sensing is rather low (that is, less than −20d B), which leads to
Hence, substituting the MLE of signal eigenvalue into (23), we can express the approximated optimal eigenvalue weighting (AOEW) detection as
B. Totally-Blind Suboptimal Detection
In this subsection, a detector is obtained by assuming that the noise power is unknown. In this case, the LLF under H 0 of the unknown parameter σ 2 n can be expressed as [26] :
Hence, in order to obtain the MLE of σ 2 n , we must make the LLF achieve the maximum, which is equivalent to minimizing the following expression:
Letting the first-order partial differentiation of J (σ 2 n ) be zero, we can get the following expression:
Thus we can obtain the MLE of noise power:
However, we note that this MLE is only valid by estimating when PUs are not present. On the other hand, it is reasonable that the number of antennas is larger than the number of arriving PU signals. Thus, we have: Hence, if the number of PUs or the maximum number of PUs is known, the MLE in (34) can be modified as [32] : (36) or if the number of PUs is unknown [27] ,
Therefore, we can substitute (36) or (37) into (30) and get the similar result. On the other hand, since the proposed method should be totally blind, we merge noise variance to the test statistic and finally obtain the blind eigenvalue weighting (BEW) detection:
where theσ 2 n * is defined in (36) 
and (37).
Remark 2: Similar to the proposed optimal eigenvalue weighting detection, the suboptimal detection methods try to obtain the accuracy estimation of the optimal weighting coefficients with the loss of priori information of the channel, signal and even noise. By using the estimated weighting coefficients, the proposed AOEW and BEW may achieve relatively high performance. As a summary, we present the eigenvalue weighting schemes in Table I and the corresponding  algorithm steps in Table II .
V. THEORETICAL ANALYSIS AND DETECTION THRESHOLD
In practice, since the number of samples is finite, the sample covariance matrix may be substantially different from the statistical covariance matrix. In this case, the distribution of eigenvalues becomes very complicated. Generally, there are two analysis approaches in RMT, that is, asymptotic (limiting) analysis and non-asymptotic (exact) analysis. As for large number of samples, the asymptotic analysis is mathematically tractable and can achieve good performance. On the other hand, the non-asymptotic analysis is able to present an exact estimation, while it is much more complicated. In this section, we will theoretically analyze the probability of false alarm and detection thresholds for proposed methods by using both asymptotic and non-asymptotic analysis approaches.
When PUs are absent, the sample covariance matrix R x (N) is turned into a Wishart matrix
with the distribution of
Hence, the probability of false alarm can be defined as:
where the subscript ξ represents different detection algorithms. Hence, if the PDF of test statistic is obtained, then we can finally derive the PFA and the corresponding threshold.
A. Optimal Eigenvalue Weighting Detection
In this case, according to (18) , the joint PDF of the ordered positive eigenvalues of R n (N) can be written as:
Since the test statistic T O E W is a single function of multiple random variables, we can use the method of Jacobian determinant to obtain the marginal PDF, which can be expressed as (see the proof in the Appendix B) [39] and [40] :
Note that this is a multi-dimensional integral, which is difficult to get the closed-form result and can only be obtained by the numerical integration. Hence, we just analyze the special case when the number of antenna M = 2. It is shown in the following:
where c =
. Based on the PDF of T O E W , we can finally obtain the PFA by non-asymptotic analysis:
Note that the non-asymptotic expression is available for small number of samples while it cannot be calculated for the large number of samples due to high computational complexity. Hence, we also provide the asymptotic analysis in the subsequent analysis. When M = 2, there are only two eigenvalues in the matrix and thus we can directly use the existing asymptotic analysis of maximum and minimum eigenvalue to derive the PFA [27] .
converges (with probability one) to the Tracy-Widom distribution of order 2, where μ = ( 2 (with probability one).
Based on the theorems, we can then derive the PFA by asymptotic analysis as shown in equation (46), as shown at the top of the next page, where F 2 (·) is the cumulative distribution function (CDF) of the Tracy-Widom distribution of order 2.
B. Suboptimal Eigenvalue Weighting Detection
Different from the OEW detection, the weighting coefficients for suboptimal detection methods are dependent on the eigenvalues of the sample covariance matrix, which makes the non-asymptotic analysis more difficult. On the other hand, the existing RF can support high sampling rate and thus the CR system is able to collect sufficiently many samples within short time. Hence, we will try to derive the PFA by asymptotic analysis approach in the following discussion.
According to the test statistic expression in (30) , the most intractable point is how to estimate the parameter
Note that the Marchenko-Pastur (M-P) law analyzes the asymptotic distribution of eigenvalues as described in the following theorem [31] , [33] . 
where a = (1 − √ β) 2 and b = (1 + √ β) 2 are the limit of largest and smallest eigenvalue, respectively. By taking derivative of f β (λ), we find the maximum value is achieved when λ * = On the other hand, the limits of largest and smallest eigenvalue are 1-symmetry. Hence, we can get the following expression:
Based on (48), we can then obtain the approximation: i > γ decreases with the increasing number of samples, and they tend to the same when N tends to infinity. Hence, we can use the later expression to replace the former expression when analyzing the probability of false alarm and the threshold.
Since N is large, the central limit theorem tells us that ς(N) can be approximated by the Gaussian distribution with mean 2Mσ 2 n and variance 2 when N is large. Hence, the PFA of AOEW can be expressed as:
+∞ t e −u 2 /2 du. Correspondingly, we give the expression of the threshold:
VI. SIMULATIONS AND DISCUSSIONS
In this section, we will provide some simulation results using a multi-antenna array to evaluate the performance of the proposed detection algorithms: OEW, AOEW and BEW detections. Without loss of generality, two signal models are used to construct the statistical covariance matrix of the source signals [34] :
(1): Independent identically distributed model:
Without special notes, we assume that there are two PU source signals transmitting in Rayleigh fading channel in the presence of AWGN and they are arriving into a 4-element multi-antenna receiver system (M = 4, D = 2), which is as defined by (1) . The number of samples is N = 1000 and the PFA is set at 0.1, which has been specified as the maximum allowable PFA by the WRAN 802.22 working group. All the results are averaged over 10000 Monte Carlo realizations (for each realization, random channel, random noise and signal inputs are generated).
First, we evaluate the detection performance of the proposed methods. Since the proposed methods have different requirements for the prior information, we compare these proposed methods to classical semi-blind detections (that is, SSE, MED and ED methods) and totally-blind detections (that is, AGM and MME methods) 3 . The results in terms of detection probability for independent identically distributed (i.i.d.) model and exponential correlation model with η = 0.5 are shown in Fig. 2 and Fig. 3 , respectively. It is observed that the proposed OEW always performs the best, since it is the optimal detector when assuming perfect knowledge of the received primary signal covariance and the noise variance. If only the noise variance is known, the proposed AOEW performs better than other existing semi-blind SSE, ED and MED methods. For example, the proposed AOEW exceeds nearly 20% detection probability in terms of SNR = -16 dB with SSE method. To make the detections more practical, we also study the totally-blind detection and design BEW method. It is shown that, when compared with the totally-blind AGM and MME methods, the proposed BEW also achieves a slight improvement in detection performance. In addition, by comparing Fig. 2 and Fig. 3 , we can also find that the probability of detection (PD) under the correlated signal model input is higher than that under the i.i.d. signal model, which means that the correlation of signal indeed contributes to the improvement of probability of detection. Hence, different from traditional methods, our designed methods are able to achieve higher detection probability by taking advantage of all the eigenvalues weighting.
Correspondingly, Fig. 4 and Fig. 5 present the Receiver Operating Characteristics (ROC) curves, each of which constitutes all the achievable probability pairs of PFA and PD for each sensing algorithm. Again, it is shown that the proposed eigenvalue weighting methods (OEW, AOEW and BEW) outperform the existing detection methods. On the other hand, by comparing these two figures with different types of input signals, it is also observed that the eigenvalue based methods can achieve a higher PD with exponential correlation model with η = 0.5 than the i.i.d. model.
In order to verify the validation of the simulation results, we try to analyze the algorithms from the aspect of weighting scheme and then provide the theoretical support for the simulation results. Note that the weighting factors of these proposed OEW, AOEW and BEW detection methods are made proportional to the signal eigenvalue component and inversely proportional to the noise level. Hence, the proposed methods are quite similar to the idea of maximum ratio combining (MRC) weighting scheme [35] , [36] . Besides, the fundamental of the equal gain combining (EGC) and selection combining (SC) schemes can also be applied into the eigenvalue based detection [35] , [36] . Hence, according to the theory of weighting scheme, we classify these algorithms in Table III .
Note that the proposed OEW, AOEW and BEW detection methods can be regarded as a kind of MRC weighting scheme. The other eigenvalue based methods belong to the EGC or SC weighting schemes. Hence, the performance of these methods should follow the weighting performance relationship [35] , [36] : M RC > E GC > SC. In addition, ED can not catch the correlations of signals and thus the performance is lower than the other eigenvalue based semiblind methods. Therefore, the theoretical results are then presented in Fig. 6 . In the simulations of Fig. 2-5 , it is indeed that the results match very well with the theoretical analysis, which verifies the validation of these results.
In addition, since blind detection is one of the critical advantages of the eigenvalue based detections, it is necessary to make separate simulations specially for the blind detection methods. Considering BCED is also an important blind eigenvalue based detection method, we add it to the simulations. On the other hand, as the BEW detection scheme has two noise estimation approaches, we also add them into the simulations. Therefore, the blind detection algorithms are specially discussed and evaluated in Fig. 7-10 , where BEW and BEW* refer to the BEW detection with and without the information of PUs, respectively. It is observed that if the number of PUs is known, BEW can achieve a slightly better performance; otherwise, it turns to the BEW* and the corresponding performance will drop a little. Hence, the information of number of PUs contributes to the estimation of noise covariance and can be used to further improve the detection performance. In addition, the BCED also presents a relatively better performance among the blind algorithms.
To test the impact of the number of samples, we fix the SNR at -20dB and vary the number of samples from 1000 to 10000. Fig. 11 presents the PD with different number of samples. According to Fig. 11 , a more interesting phenomenon can be found, that is, with the increasing number of samples, the PD of the proposed AOEW detection increases and shifts from the relatively lower detection level (closing to BEW detection at N=1000) to a higher detection level (approaching to OEW detection when N=10000), which seems to be a kind of lower and upper bounds for the detection performance of AOEW. If we consider the performance-complexity tradeoff, the proposed AOEW can be selected as an alternative for its low complexity and relatively better performance. Hence, the AOEW detection may be more suitable for the application in reality. Similarly, we analyze the impact of the number of antennas in Fig. 12 . It is observed that the increasing number of antennas can boost the PD dramatically. As a summary, since the increasing number of samples or antennas can make the sample covariance matrix approach the ideal statistical covariance matrix gradually, the probability of detection should increase with the number of samples or antennas, which is verified in the simulation results.
Now we turn to compare the theoretical PFA with the actual values for AOEW detection. We should first set a theoretical PFA, and then we obtain the actual value of PFA with the corresponding threshold based on (51). TABLE IV shows the comparison results with the theoretical PFA varying from 0.02 to 0.1. The results show that the actual PFA (denoted by PFA_a) is always less than the theoretical value (denoted by PFA_t), which meets the requirements of the CR system.
Since the weighting coefficients have effects on the detection performance of the proposed methods, it is of great importance to study the approximation degree (or estimation error) of the weighting coefficients with optimal solution for the proposed methods. Note that the mean squared error (MSE) of the weighting coefficients is able to measure the estimation error. By varying the number of samples from 10 to 10000, Fig. 13 presents the MSE of weighting coefficients between AOEW and OEW, BEW and OEW, respectively. On one hand, the small number of samples may aggravate the divergency of the weighting coefficients and lead to the higher MSE. On the other hand, when the number of samples tends to infinite, the sample covariance matrix tends to an identity matrix and thus the weighting coefficients of both AOEW and BEW should tend to the same values. In addition, the proposed AOEW method can obtain the accuracy noise covariance and thus it achieves a lower MSE compared with BEW.
At the end, the computational complexity is analyzed. According to the requirements of computational complexity, we summarize the computational complexity of these discussed algorithms in Table V . It is shown that ED needs the minimum computational complexity for it only has the basic operations. As for the eigenvalue based algorithms, besides the computation of covariance matrix and eigenvalue decomposition, the left complexity is almost the same for all the methods.
VII. CONCLUSION
This paper has focused on the problem of the eigenvalue weighting based spectrum sensing in cognitive radio networks. According to the Neyman-Pearson criterion, we have analyzed eigenvalue based-likelihood ratio test and derived a simple closed-form expression, which is the optimal eigenvalue weighting detection. To make the detection more practical, we have further analyzed the suboptimal methods and designed maximum likelihood estimation based approximation weighting schemes: semi-blind AOEW detection and totallyblind BEW detection. In addition, the theoretical performance analysis of these proposed methods has been correspondingly provided. Finally, simulation results have been presented to verify that the proposed algorithms achieve better detection performance when compared with existing eigenvalue based methods. 
where A, B ∈ C M×M and κ denotes summation over all partitions κ of k. C κ (Z) = χ [κ] (1)χ [κ] (Z) represents the complex zonal polynomials of matrix Z with the dimension of the representation [κ] of the symmetric group [37] :
and the character of the representation [κ] of the linear group [38] : 
On the other hand, it is verified in [30] that ( 
Thus, the inverse mapping g −1 is of the form:
Hence, we can obtain the Jacobian determinant-form expression of joint PDF of x [39] , [40] :
Let x 1 = t and then integrate, we can finally obtain the marginal PDF expression of T O E W as shown in (43).
