Abstract-For an uncoded, -transmit, -receive antenna coherent narrow-band communication system employing a decorrelating decision feedback detector (D-DFD), the exact average (over channel realizations) joint error probability (JEP) as well as the average per-symbol error probabilities (SEPs) are derived without making any simplifying assumptions on error propagation. It is proved that the diversity orders of the JEP and the SEP (of every symbol) is limited by error propagation to + 1. Based on our exact error probability analysis, however, we suggest an optimization of JEP over nonnegative quadrature amplitude modulation (QAM) constellation sizes (rates) and average powers across transmitters which yield significant improvements over the usual equal power and equal rate assignment. In fact, the JEP of such an optimized design has the much improved diversity order of (which is also the diversity order obtained through the optimum maximum-likelihood (ML) detector). Morover, it is seen that these simple optimized designs can achieve a significant fraction of the -outage capacity even without outer codes. It is also known-but only through simulations-that when the symbols are detected in certain channel realization-dependent orders it is possible to improve substantially over fixed-order detection in the case of the equal rate and equal power assignment. We provide an analysis for a recently proposed channel-dependent ordering rule and show that it does not provide an improvement of the diversity order of the JEP beyond +1. Another ordering rule that was proposed earlier to maximize the worst case post-detection signal-tonoise ratio (SNR) under the perfect feedback assumption is shown to be optimal under a more compelling criterion that does not involve that simplifying assumption. While efficiently computable, this ordering rule is seen to perform almost as well as the optimal channel-dependent ordering rule that minimizes the conditional JEP (and hence the JEP). Nevertheless, a multiple-input multipleoutput (MIMO) system with an optimized rate and power allocation and a fixed order of detection is not only less complex but also has a significantly lower JEP than that of the equal-power, equal-rate system, where transmitters are detected in a channel-dependent order, optimal or otherwise.
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I. INTRODUCTION
W E consider the problem of transmitting uncoded quadrature amplitude modulation (QAM) symbols over multiple-input multiple-output (MIMO), rich scattering, slow Rayleigh-fading channels. In such channels, it is reasonable to estimate the channel state accurately enough to assume that all transmit-receive path gains are perfectly known at the receiver. The channel model is, therefore, applicable to narrow-band multiuser communications with diversity reception depicted in Fig. 1 , where all users use the same (minimum-bandwidth) signature waveform, as well as to uncoded single-user space-time communications with multiple transmit and receive antennas shown in Fig. 2 . In [1] , it was shown that such channels have large capacities and [2] proposed an architecture called BLAST (Bell Laboratories layered space-time) to exploit the huge capacity promised. The nulling and canceling (zero-forcing) detector used in BLAST was originally proposed in [3] as the decorrelating decision feedback detector (D-DFD) in the multiuser detection context. A complete analysis of the D-DFD for the code-division multiple-access (CDMA) multiuser channel is given in [4] for fixed and linearly independent waveforms without making any simplifying assumption on error propagation (in particular, the perfect feedback assumption). That analysis, however, viewed in the context of the space-time or narrow-band multiuser channels, is inadequate since it amounts to obtaining the joint error probability (JEP) and per-symbol error probability (SEP) performance of the D-DFD for a fixed-channel realization. In this paper, we obtain performance averaged over the fading realizations and characterize the high-signal-to-noise ratio (SNR) behavior of these error rates in terms of the diversity order. The diversity orders of both the JEP and the SEP (for all transmitters) are shown to be limited by error propagation to which contradicts previous suggestions, based on the perfect feedback assumption, that the diversity order of the SEP is higher for transmitters detected later [5] , [6] . The SEP is particularly important in multiuser channels because it gives the error rate for every user whereas the JEP characterizes overall performance in both narrow-band multiuser and single-user space-time channels. Moreover, the model we consider is general in that it allows for different constellation sizes and powers across the transmitters.
As an application of our analysis, we suggest the minimization of the JEP over the QAM constellation sizes, the average transmit powers, and over the number of active antennas at a specified SNR under the constraints imposed by a given total power and a fixed sum rate. We show that these optimized constellation sizes and powers yield significant improvements over the equal power and equal constellation size design. In fact, the resulting JEP has a much improved diversity order of which is also the diversity order of the maximum-likelihood (ML) detector (cf. [7] ). Furthermode, these optimized designs, even without outer codes, enable us to achieve a significant portion (about 47% in one example) of the -outage capacity [1] .
If the order in which the transmitters are detected can be computed based on the channel realization, it is known that significant improvements in performance can be achieved over a fixed order of detection for the equal-rate and equal-power assignment. Several works on the D-DFD over space-time channels have suggested ordering rules but an assessment of the performance of these rules was restricted by making the simplifying assumption of perfect feedback and/or to simulations of the JEP [8] - [10] . [8] uses the ordering rule suggested earlier in [11] to improve the performance and proves a certain min-max optimality of that rule assuming perfect feedback, whereas based on simulation results, [9] shows that the performance of the D-DFD is limited by error propagation.
In this paper, an analysis for the suboptimal channel-dependent ordering rule of [10] is given and it is shown that it does not provide an improvement of the diversity order of the JEP beyond . The ordering rule in [8] , which maximizes the worst case post-detection SNR under the perfect feedback assumption, is shown to be optimal under the more compelling criterion of minimizing, at each stage, the joint conditional error probability of the previous and current transmitters, without the perfect feedback assumption. While efficiently computed, this ordering rule is shown to perform almost as well as the optimal channel-dependent ordering rule that minimizes the conditional JEP (and hence the JEP) for any given finite SNR, the determination of which, however, requires an exhaustive minimization over all orderings. One general conclusion that can be drawn from this work, among others, is that an optimized rate and power allocation (including possibly the assignment of zero rate and power to a subset of transmit antennas) and a fixed order of detection is not only less complex but also has a significantly lower JEP, especially for high SNR, than the usual equal-power, equal-rate system where transmitters are detected in some (even optimal) channel-dependent order.
In the following, matrices are represented by boldface upper case letters and vectors using boldface lower case letters. The superscript denotes the transpose operation whereas denotes the conjugate transpose operation.
II. CHANNEL MODEL
In uncoded space-time communication, each one of transmitters transmits independent QAM symbols using the same waveform during the same time interval. At the receiver array comprising of antenna elements, we assume that each transmitter's signal arrives on independently and slowly fading diversity paths. We assume Rayleigh fading and that the amplitudes of the copies of the signal are independent, zero-mean, circularly symmetric complex Gaussian random variables. Henceforth, such random variables will be referred to simply as being complex Gaussian. We further assume that perfect channel estimates are available at the receiver to allow coherent detection. The discrete received -dimensional signal vector in the th time-interval can be written as where is a complex Gaussian random vector of fading amplitudes for transmitter with and is the th complex-valued data symbol of transmitter and belongs to the th transmitter's normalized (unit average energy) QAM constellation of size . For the sake of simplicity, we assume for some positive integer so that the minimum distance in the th constellation is given by . is the average power transmitted from transmitter . Also, is the total average received power due to that transmitter. is complex Gaussian noise with covariance . We let the matrix , , and let be a diagonal matrix of , so that
The symbol vector belongs to , where . We assume that , so that the matrix has rank with probability one. Since we will be considering symbol-by-symbol detection, we will drop the notational dependence on the time-index to obtain the channel model as (2) With our normalizations, the average received SNR per receiver per symbol interval is In this paper, in order to examine the high-SNR behavior of the error probabilities, we let . We will compute the diversity orders, which are absolute values of the high-SNR slopes of error probability curves plotted on a log-log scale. Unless otherwise specified, the rates ( i.e., constellation sizes) and the powers are assumed to be invariant to . In Section V, however, the rates as well as the powers are obtained by optimizing the JEP at each and the resulting diversity order is referred to as the diversity order of the optimized JEP.
III. DECORRELATING DECISION FEEDBACK DETECTOR (D-DFD)
In order to develop the D-DFD, we obtain a quadratic residue (QR) decomposition [12] of the matrix as (3) where the matrix satisfies and the matrix is lower triangular. The diagonal elements of are, without loss of generality, taken to be positive real numbers. It can be noted that (4) is also the Cholesky factorization of . We then multiply the received vector by to obtain the vector as
where has covariance . Then the decision statistic of the th transmitter for with the D-DFD is obtained as (6) where denotes the decision made for the th transmitter.
for are the feedback coefficients of transmitter which mitigate the intereference contributed by the already decoded transmitters. Let for where , , and are the data symbol, decision, and error corresponding to transmitter , respectively. Then the decision statistic (6) can be simplified as (7) where the noise variable is zero mean, complex normal, with variance . The decision rule for the th transmitter is given by (8) IV. JOINT ERROR PROBABILITY (JEP) ANALYSIS
In this section, we derive the exact average JEP, i.e., the probability that not all detected symbols are correct, where the average is taken over the fading coefficients. We then show that the diversity order of the JEP of a system with receivers and transmitters, employing the D-DFD is equal to . In the following analysis, we assume that the order of detection is in the increasing order of the transmitter indexes, i.e., the transmitter 1 is detected first, and so on. The analysis is applicable to any arbitrary but fixed order of detection where, by fixed, we mean that the order is kept the same across the different channel realizations.
We first expand the average JEP, denoted as , as where is the conditional JEP, conditioned on the fading parameters. Now, can be written as where is the probability of the event of making all correct decisions, conditioned on the fading matrix .
We will use the simple but key observation that the two events that denote all correct decisions with or without the perfect feedback assumption are identical [4] so that the true conditional JEP is the same as the conditional JEP with perfect feedback. With perfect feedback, the decision statistics for transmitter can be written as (9) Letting denote the event of making a correct decision for transmitter under perfect feedback, we can write the event of making all correct decisions as , which gives us . Since conditioned on (hence, on and ), the noise components in (9) are statistically independent, and we have Let where , the conditional SEP of transmitter under perfect feedback. Since is just the error probability of QAM in an additive white Gaussian noise (AWGN) channel, using [13] , we have (10) where and Now is given as (11) Note that as depends on the fading parameters only through the matrix it is convenient to take the expectation over . Now, the matrix has the complex Wishart distribution and the Cholesky decomposition of a Wishart (distributed) matrix is known as the Bartlett decomposition. 1 Using results from [14] , [15] , we have that the off-diagonal elements of are i.i.d., zero-mean, unit variance, complex normal, and the squares of 1 Strictly speaking, the Bartlett decomposition deals with real Wishart matrices where the elements of C C C are real independent and identically distributed (i.i.d.) zero-mean Gaussian. Extension to the complex Wishart case is straightforward and is obtained in [14] . Henceforth, we will refer to the Cholesky decomposition even for the complex Wishart case as the Bartlett decomposition.
the diagonal elements of , say , are chi-squared distributed with degrees of freedom, and are independent of each other and of the off-diagonal elements. The probability density function of is given by (12) where . Using these facts we have (13) where is given by (10) . The above expression actually gives the probability that all symbols are detected correctly conditioned on , which in turn is, however, independent of and hence is also equal to . Now, since , and using results from [16] developed in the context of maximal ratio combining in single transmit antenna systems, we can write as (14) where and (15) We can now state the following theorem which gives the exact JEP.
Theorem 1:
The JEP for the uncoded MIMO Rayleighfading channel with receive and transmit antennas, employing the D-DFD, is given by (16) where is given by (14) .
Next, we characterize the high-SNR behavior of this JEP by computing its diversity order. Again, the rates as well as the powers are invariant to .
Corollary 1:
The diversity order of the JEP (16) is equal to . Further, this diversity order is invariant to any arbitrary but fixed order of detection of the transmitters.
Proof: Using the high-SNR analysis of (14) found in [16] , the diversity order of , defined as is easily shown to be equal to be for each . Now, since , we have . Thus, the diversity order of is an upper bound on the diversity order of the JEP which implies that the diversity order of is less than or equal to . Further, since we see that as , the upper bound is dominated by and has a diversity order equal to . Hence, is upper and lower bounded by terms with diversity orders , and the result follows.
In Fig. 3 , we consider a five-transmit, five-receive antenna system employing the D-DFD, with and each transmitter transmitting symbols from a 4-QAM constellation thus yielding a total rate of 10 bits per channel use. We plot the simulated as well as the analytical JEPs. There is a perfect match between the simulated and the analytical values.
V. OPTIMUM ALLOCATION OF POWERS AND QAM CONSTELLATIONS
Given the system parameters , , , and a total rate (in bits per channel use) to be achieved, we propose to minimize the JEP (16) over the nonnegative transmit powers under a sum power constraint. This minimization is done for each assignment of QAM constellations to transmitters such that the sum of the rates over the different transmitters in bits per channel use is . The optimal allocation is the allocation of QAM constellations, along with its optimized transmit powers, which yields the minimum JEP. Since the JEP is derived for square QAM constellations with sizes of the form , we restrict our search to such constellations (nonsquare constellations could also be included to further improve performance but the JEP (SEP) expressions for these schemes are more tedious to derive and we do not include them here). Further, we allow allocations where only transmitters, where , are used and the rest are kept silent. In this case, without loss of optimality, we assume that transmitters 1 to are not used and we set . Letting denote the sum power, the JEP minimization problem for a particular assignment of QAM constellations with active transmitters is given by (17) where is given by (14) . Note that since when , for each we can define the equivalent problem (18) The following theorem establishes that (18) is a convex optimization problem so that a globally optimum solution can be determined through numerical optimization.
Theorem 2:
The maximization problem defined in (18) is a convex optimization problem.
Proof: For convenience, we let . The proof with any other follows directly with minor changes. Noting that the constraints are convex so that we proceed to verify that the objective function is a concave function of when each . Note that if is a concave function of when for , then, clearly, the objective function is a concave function of . Further, if for each , the positive-valued function is a concave function of then is also log-concave (i.e., is concave in ). Thus, we can establish that (18) is a convex optimization problem by proving that is concave in for , or equivalently, by proving that is convex in . A direct test of convexity of the expression for in (14) appears to be difficult. Consequently, we expand as Then, since for , using a result from [17] we have that if is convex in for each , then is convex in , where again . Then using lemma 1 proved in Appendix A we can conclude that is convex in so that (18) is a convex optimization problem.
The following theorem shows that the optimized JEP achieves a diversity order of . Note that for the uncoded case with rates and powers invariant to , even the ML detector yields a diversity order equal to (cf. [7] ).
Theorem 3:
The JEP optimized over the rates and powers has a diversity order equal to .
Proof: For each
, let denote the set of rate allocations possible through a choice of QAM constellations ( denotes the (finite) cardinality of this set), where each is a -tuple of rates yielding a sum rate of bits per channel use and with its first components equal to zero and the rest being strictly positive. Then, for each , let denote the JEP optimized over the transmit powers as in (18) . Optimizing over the rate allocations, we define
The optimum JEP, denoted by , is therefore,
Now for each , let denote the JEP obtained by setting and note, using Theorem 1, that . Consequently, the optimized JEP can be lower-bounded as (20) Then noting that is invariant to , using results in Section IV, we can verify that TABLE I  THREE-TRANSMIT, THREE-RECEIVE ANTENNAS POWER ALLOCATION   TABLE II  THREE-TRANSMIT, THREE-RECEIVE ANTENNAS RATE ALLOCATION   where . Thus, using (19) , (20) , and (22) we can conclude that (24) and, therefore, we have that the diversity order of the optimized JEP is equal to , i.e.,
Further for the uncoded case, it can be shown that even with the ML detector, the diversity order of any optimized JEP, where the optimization at each is over finitely many QAM rate tuples and over transmit powers under a sum power constraint imposed by a (fixed) , is no greater than . This fact can be proved by showing that the worst case pair-wise error probability for each rate-tuple has a diversity order no greater than .
In Fig. 4 we plot the minimum JEP for a three-transmit and three-receive antenna example for a total rate of 12 bits per channel use. In Tables I and II , we report the results obtained by minimizing the JEP jointly over the rate and power allocations. Table I provides the power allocation for the three transmit antennas for various values of the average received SNR. Note that in each column, for the th transmitter, we list the fraction where with denoting the average SNR in decibels. Table II provides the corresponding rate allocation (in bits per channel use). Note that if all transmitters employ the same fixed QAM constellation, minimizing the JEP yields a decreasing sequence of average powers , since on an average, the quality of the channel seen by transmitter 1 is the worst, that seen by transmitter 2 is the second worst, and so on. Similarly, for fixed and equal (average) transmit powers, one would obtain an increasing sequence of constellation sizes to counter the unequal quality of channels seen by the transmitters. In Tables I and II , however, we show the powers and rates (constellation sizes) which jointly optimize the JEP and, therefore, the power (rate) allocations need not be in decreasing (increasing) order. It is also noteworthy that at high SNRs, the optimal allocation uses only two of the three available transmit antennas. In fact, from Theorem 3 in the limit of high SNR, it would be optimal to switch off all but one transmit antenna. This diversity-multiplexing tradeoff is optimal for finite SNR but is, of course, particular to the D-DFD. Finally, we note that at the JEP of , the optimized design yields a gain of about 6 dB over the equal power and equal rate design, i.e., where and each transmitter employs a 16-QAM constellation. The gain increases with increasing SNR. As remarked earlier, the JEP optimization represents a simple method to achieve a significant fraction of the outage capacity. In this example, at 32 dB, the optimal rate and power allocation given in Tables I and II , respectively, yield a frame error probability (FEP) of for a frame of length 100 symbol intervals. For that frame length, to achieve the same FEP, the equal rate and power design requires about 42.5 dB. The -outage capacities at 32 and 42.5 dB are about 25.3 and 35.5 bits per channel use, respectively. Thus, the optimized design achieves nearly 47% of the -outage capacity as opposed to its equal rate/power counterpart which achieves about 34% of the outage capacity. Note that the additional requirement to implement the optimized design is that the transmitter would have to (roughly) know the average received SNR.
In Fig. 5 the JEP minimization is done for a five-transmit and five-receive antenna example with the total rate being 20 bits per channel use. Tables III and IV provide the optimum power and rate allocations, respectively. The discussion of the threeantennas example applies here as well. In this case, however, at the JEP of the optimized design yields a gain of about 9 dB over the equal power and equal rate design. Further, the optimized design has a diversity order of whereas the diversity order of the equal rate/power design is .
Obtaining optimum allocations of rates and powers for the minimum mean-square error decision feeedback detector (MMSE-DFD) is still an unsolved problem since an exact formula for the JEP of the MMSE-DFD seems intractable. However, since the decorrelator is recognized as the high-SNR version of the MMSE linear detector [18] , the optimum rates and powers obtained for the D-DFD should be well suited for the MMSE-DFD [19] as well, particularly in the high-SNR regime. In Fig. 6 , we again consider the JEP of a five-transmit, five-receive antenna example with a total rate of 20 bits/channel use. We plot the JEP obtained by the MMSE-DFD for an equal power and equal rate design and also the JEPs obtained by the Tables III and IV) . We see that the MMSE-DFD for those powers and rates improves substantially on the JEP of the MMSE-DFD for the equal-rate and equal-power assignment and performs almost identical to the optimized D-DFD.
MMSE-DFD and the D-DFD, both for the powers and rates optimized for the D-DFD (given in

VI. SYMBOL ERROR PROBABILITY (SEP)
In this section, the main focus is on deriving the exact SEP of the D-DFD. We assume that the rates and powers are invariant to . The SEP in the narrow-band multiuser channel can be used, for instance, to guarantee a certain quality of service (QoS) for each user.
As a by-product of our SEP analysis, we disprove the popular notion (cf. [5] , [6] ), based on the perfect feedback assumption, that the diversity order of the SEP of transmitter would be , i.e., that it is higher for transmitters detected later (and, in particular, that the transmitter detected last would have full diversity ). On the contrary, the analysis that follows proves that the diversity orders of the SEPs of all the transmitters are equal to due to error propagation. Before deriving the SEP of transmitter , we first provide a few facts proved in [14] , [15] . We recall that since , the matrix has rank with probability one. Further, was factored (QR decomposition) as . Using a result from [15] , we have that the columns of are part of an isotropically distributed random unitary matrix and that is statistically independent of . Now the zero-mean, complex normal noise vector in (2) is independent of both and and, hence, the noise vector in (5) is independent of . Also, since a complex normal vector is unitarily invariant we have that is a vector with i.i.d. zero-mean complex normal elements. Hence, for our analysis, we work with the model in (5) where the fading parameters determine and is an independent complex normal noise vector.
We focus on the SEP of transmitter denoted as , where . Since where is the SEP of transmitter conditioned on , the matrix determined by the fading coefficients and is the expectation over , we first obtain an expression for by extending the result in [4] where the term will now be computed for the decision statistic (32). Now, is just the error probability for QAM in an AWGN channel (with noise ), hence, using results from [13] , we have (14) replaced by . Evaluation of the term , where , is considered in Appendix B. We summarize the SEP analysis in the following theorem.
Theorem 4:
In a MIMO Rayleigh-fading channel with receive and transmit antennas, each using QAM modulation, the SEP of transmitter is given by (31) with the component terms given in (33), as well as in (51), and (56) in Appendix B.
In the following corollary, we characterize the high-SNR behavior of the SEP.
Corollary 2:
In a MIMO Rayleigh-fading channel with receive and transmit antennas, each using QAM modulation, the SEP of every transmitter obtained with the D-DFD has a diversity order equal to . Proof: For the transmitter detected first for which there is no feedback, the result is proved in [7] and [18] . Consider transmitter where
. Since the JEP , we can invoke Theorem 1 and conclude that diversity order of is greater than or equal to . Now in the summation in (31) consider any term (35) with a pair , such that . Then, from our preceding discussion, we observe that the noise variance seen by transmitter where , is at least . Thus, as , and floor (i.e., approach their respective nonzero limits) and, hence, the diversity order of (35) is equal to the diversity order of which is . Since all the terms in (31) are positive and as shown, (31) has at least one term with diversity order , the diversity order of is . 
VII. ORDERING RULES FOR THE D-DFD
Improvements in the JEP and SEP performance of the equal power and rate design can also be obtained by detecting the symbols of the transmitters using the D-DFD in an order determined by the channel realizations. While simulations have shown that significant performance improvements can be achieved this way, deriving the exact JEP and the SEP for these cases is much more difficult. In the following subsections, we analyze the so-called vertical BLAST (V-BLAST) ordering rule (algorithm) suggested in [8] , [11] and the ordering rule of [10] . Moreover, we show that it is also possible to obtain an optimal ordering rule which minimizes the conditional JEP conditioned on the channel realization (and, hence, the JEP).
However, there appears to be no way of computing this optimal order efficiently.
A. Diversity Order Analysis of a Sub-Optimal Instantaneous Ordering Scheme
We first analyze the suboptimal ordering proposed in [10] for the D-DFD and prove that it does not increase the diversity order of the JEP beyond . This rule was suggested for the equal power and equal rate case and so we let and . It orders transmitters according to the nonincreasing order of the column norms of , i.e., the transmitter corresponding to the column of with the largest norm is detected first, that with the second largest column norm, second, and so on.
Since the order of detection varies from one channel realization to the other, it is convenient to analyze the error probability of different "stages." We say that transmitter for a particular channel realization belongs to the first stage if it is detected first. In order to examine the diversity order, we concentrate on the error probability of the first stage, denoted as . Since the JEP is lower-bounded by , the diversity order of is an upper bound on the diversity order of the JEP obtained with this ordering. Note that since the order of detection is a function of the channel realization, the Bartlett decomposition cannot be directly employed. We thus define to be a discrete random variable such that (with ) when the th column of has the maximum norm. For the fading model considered, we readily have that . Then we can expand as (36)
Now consider the term . Recall from the fixedorder SEP analysis that the conditional SEP of the transmitter detected first depends on , the th element of the matrix obtained through the appropriate QR decomposition. Then, for the case in hand, the main task is to compute the density function of conditioned on the event . Although a closed-form expression for seems intractable, through a series of bounds, the following theorem establishes that the diversity order of and hence is upper-bounded by :
The diversity order of and hence the JEP is no greater that . Proof: See Appendix C.
B. V-BLAST Ordering Rule
Let and . Let the vector denote the order determined by the following algorithm where the th element is the index of the transmitter to be detected at the th stage. Then, for a given fading realization , determine as where
At the th stage, , obtain the matrix by retaining only those columns of whose indexes are present in the sequence . The elements of are 2 and appear in increasing order. Then letting , is given by
where is the th element of . Note that, at the th stage we have where the lower triangular matrix is obtained through the Cholesky decomposition . Evidently, this greedy rule successively chooses the transmitter (among those not already chosen) that maximizes post-detection SNR under the assumption of perfect feedback.
The above ordering rule was first proposed for the D-DFD in the context of the Gaussian multiple-access channel (GMAC) in [11] (where is a matrix whose columns are the signature signal vectors of the users). In [20] , it was shown (again for the GMAC) without making the perfect feedback assumption 2 For two sets A and B, we let A=B = A \ B .
that for linearly independent signal vectors, the D-DFD with users detected in that order would achieve a better performance in terms of asymptotic effective energy than the decorrelator (without feedback) for every user. The same ordering rule was later suggested in [8] for the MIMO Rayleigh-fading channel, where it was shown that it maximizes the worst case post-detection SNR under the perfect feedback assumption among all possible orderings. We shall henceforth refer to the above ordering rule simply as the V-BLAST ordering rule.
Interestingly, the argument in [8] and the fact that the conditional JEP with and without perfect feedback are equal, can be used to easily show that the V-BLAST ordering rule maximizes the symmetric energy for the GMAC. However, in the case of the MIMO Rayleigh-fading channel, since it is the effect of error propagation that limits the performance (diversity order) at any stage, the maximum worst case SNR criterion under the perfect feedback assumption is of questionable value. We show, however, that the problem is not with the V-BLAST ordering rule of [11] (simulation results in [8] and [9] show that although no diversity order gain is achieved, the V-BLAST ordering results in significant improvements in both the JEP and the SEP) but it is with the optimality criterion used to show its optimality in [8] .
In the following theorem, we provide an alternate description of, and rationale for, the V-BLAST ordering rule which does not make the assumption of perfect feedback.
Theorem 6: For any given channel realization, the V-BLAST ordering rule orders the transmitters as follows. Select the first transmitter (denoting its index by ) as one that has the lowest conditional SEP among all transmitters when each transmitter is detected first by the D-DFD. Then, at step , select the th transmitter (denoting its index by ) as the one which minimizes the conditional JEP of the group of transmitters indexed by . Proof: The theorem is a simple consequence of a result proved in [4] . Let be any ordering of the transmitters and let and denote the events of making an error for the th transmitter using the D-DFD and its genie-aided (perfect feedback) counterpart. Then, conditioned on a channel realization, it can be shown that [4] (38) Now consider the group . Using (38) and the statistical independence of the noise components, we have (39) Further, it can be verified that, at the th stage selecting the transmitter using (37) is equivalent to selecting the transmitter such that its conditional symbol error probability under perfect feedback is the lowest among the remaining transmitters, when all transmitters transmit at equal rates and with equal powers.
Note also that unlike the ordering rule specified in [8] , the optimality in terms of the conditional group error probability criterion provided in Theorem 6 for the V-BLAST ordering rule also applies to the more general case when the transmitters transmit at different rates with possibly different powers.
Simulation results suggest that the V-BLAST ordering rule does not result in any diversity order gain for the JEP. In order to obtain the diversity order analytically, consider again , the error probability of the first stage. For a given realization , transmitter is selected to be detected first if where is given by . Unfortunately, the joint distribution of the diagonal elements of the complex inverse Wishart matrix does not have a workable form, so that the diversity order analysis for the general V-BLAST ordering rule appears to be intractable.
For a two-transmitter case with , however, it is easily shown that the V-BLAST ordering rule does not improve on the diversity order of . The proof simply involves showing that the V-BLAST ordering rule for coincides with the suboptimal ordering analyzed in the previous section. In order to show this we note that, transmitter 1 is chosen as the first transmitter detected if . Let be the Cholesky decomposition for the case when transmitter 1 is detected first. We expand as (40) and since , we have
Now, the condition is the same as which is also the condition required for detecting transmitter 1 first in the suboptimal algorithm.
C. Optimal Ordering Rule
We now provide a method to determine the optimal ordering rule which minimizes the JEP at each SNR value. We let denote the permutations of and let be the matrix obtained by permuting the columns of according to . Let be the Cholesky decomposition of with the lower triangular matrix having positive diagonal elements. We let denote the th element of the matrix . Further, let and denote the permutations of the constellation sizes and the average powers corresponding to with and denoting the th element of and , respectively. Then, conditioned on the channel realization, we can write the exact conditional JEP for the permutation , denoted by , as
where Then minimizing (42) over all the permutations we obtain the optimal ordering for the given SNR as the one which yields the minimum. Clearly, this exhaustive search is only feasible for small values of .
In Fig. 9 , we plot the average JEPs of the D-DFD corresponding to the optimum, the V-BLAST, and the suboptimal [10] ordering rules respectively, for a four-transmit, four-receive MIMO system with each transmitter using 4-QAM with equal power. We also include the JEP of the D-DFD for a fixed oder of detection. The JEP of the V-BLAST rule is practically indistinguishable from the JEP of the optimum ordering and this is not surprising in view of Theorem 6. This behavior was observed for various values of the total rate for up to six transmit antennas. Note also that the suboptimal ordering rule is about 3 dB inferior to the V-BLAST (or optimal) ordering rule. None of the ordering rules appear to yield a diversity gain. We, of course, know this to be true for the suboptimal rule.
Finally, Fig. 10 shows a comparison of the JEP of the D-DFD for optimized powers/rates and for the equal power and equal rate design with symbols detected in the order specified by the V-BLAST ordering rule. Note that the D-DFD implemented for the fixed order of detection (with optimized powers and rates) is computationally more efficient of the two and yet it performs significantly better, particularly for high SNRs.
VIII. CONCLUSION
A comprehensive analysis of the D-DFD in a coherent space-time Rayleigh-fading channel is provided in terms of the symbol and joint error probabilities. A general model is considered where transmitters can have different average powers and constellation sizes. For a system with receivers and transmitters, the SEP as well as the JEP obtained with the D-DFD is shown to have a diversity order equal to . Based on the exact error probability analysis, optimized constellation sizes and powers were obtained which yield significant improvements over the usual equal-power and equal-rate designs previously considered. Further, it was shown that the JEP of such an optimized design has a diversity order equal to . A diversity order analysis for a channel-dependent ordering scheme is provided and a compelling justification of the V-BLAST ordering rule is given. Moreover, a method for determining the optimal channel-dependent ordering scheme that minimizes JEP is given. The analysis tools developed in the process are expected to extend to coded systems in which decoders are specified to be of the decision feedback type for computational efficiency. Particular attention must be paid to error propagation when designing codes that are to be decoded using decision feedback.
APPENDIX A JEP OPTIMIZATION
Lemma 1:
is a convex function of (where ) for each . Now for the derivative of is which implies that it is monotonically decreasing with for so that we have which using (47), (46), and (45) establishes that for and proves the lemma.
APPENDIX B SEP EVALUATION
We consider the term , where . We will compute this term for a specific case with . The other cases follow similarly. Since the QAM constellations considered here are carved out of the lattice, we have that based on the decision regions the detected symbols can be divided into three sets , , representing the corner points, the boundary points (excluding the corner points), and the interior points, respectively. This assumption is valid since the size of the constellation of each transmitter was assumed to be of the form and is not restrictive since the results can be extended for other QAM constellations. The double integral can be reduced to a single integral by first manipulating (54) as (55) where Now using a result from [16] we obtain (56) where (57) The condition required here can always be met since . The rest of the terms with arbitrary and are computed along similar lines. In the special case when all transmitters employ QPSK (4-QAM) modulation, the integrals involved can be solved analytically and numerical computation can be avoided.
APPENDIX C PROOF OF THEOREM 5
We note that is invariant to further conditioning on the order of the rest of the columns and compute it by conditioning on the particular order of columns given by the permutation (58) Let denote the matrix obtained by permuting the columns of according to (58), and let be its where is a constant. Now, using results from [16] we have that (69) where and . Further, it is easily shown that the function of the form given in the right-hand side of (69), denoted as has a high-SNR form [13] where we say if Thus, the diversity order of (65) will be determined by the term corresponding to in (67) and be equal to , provided that is nonzero. Now, is given by (70) The term is the cumulative distribution function evaluated at so we have with equality iff . Therefore, since the is strictly positive for , we conclude that is strictly greater than zero. Thus, the diversity order of and hence that of the JEP is upper-bounded by and hence the suboptimal algorithm offers no diversity order gain.
