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Form factors and complete spectrum of XXX antiperiodic higher spin chains by
quantum separation of variables
G. Niccoli1
Abstract The antiperiodic transfer matrix associated to higher spin representations of the rational 6-vertex Yang-Baxter
algebra is analyzed by generalizing the approach introduced recently in [1], for the cyclic representations, in [2], for
the spin-1/2 highest weight representations, and in [3], for the spin 1/2 representations of the reflection algebra. Here,
we derive the complete characterization of the transfer matrix spectrum and we prove its simplicity in the framework of
Sklyanin’s quantum separation of variables (SOV). Then, the characterization of local operators by Sklyanin’s quantum
separate variables and the expression of the scalar products of separates states by determinant formulae allow to compute
the form factors of the local spin operators by one determinant formulae similar to the scalar product ones. Finally, let us
comment that these results represent the SOV analogous in the antiperiodic higher spin XXX quantum chains of the results
obtained for the periodic chains in [4] in the framework of the algebraic Bethe ansatz.
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2
1 Introduction
The lattice quantum integrable models associated by the quantum inverse scattering method (QISM) [5]-[18] to the representa-
tions of the rational 6-vertex Yang-Baxter algebra on higher spin-s quantum chains (s any positive half-integer) with antiperiodic
boundary conditions are analyzed. Under the homogeneous limit, such analysis allows to describe the spin-s XXX quantum
chain with antiperiodic boundary conditions. Then, it is worth recalling that under periodic boundary conditions2 these quan-
tum models have been investigated by using the algebraic Bethe ansatz3 (ABA) and results are known both for the spectrum
characterization and for the correlation functions [31, 4]. In the papers [32, 33], the analysis of the spectrum under general
toroidal boundary conditions has been developed thanks to the extension4 to these quantum models of the ABA method. It is
also relevant to comment that similarly, by using the Baxter’s gauge transformation technique [34], the spectrum of the open
XXX quantum spin chains with general non-diagonal integrable boundary conditions has been analyzed by ABA in [35, 36]
and also by the functional version of Sklyanin’s quantum separation of variables (SOV) [37]-[39] in [40, 41].
Here, we show how to apply an approach based on Sklyanin’s SOV to the special case of antiperiodic boundary conditions5,
which allows to achieve the complete characterization of the spectrum and the computation of the matrix elements of local
operators on the transfer matrix eigenstates. It is natural to consider the analysis here presented as the generalization to the
SOV-framework of the Lyon group method [44]-[57] implemented in the ABA framework6. This approach has been first
developed7 in [1, 77] for the lattice quantum sine-Gordon model [6, 18] and for the τ2-model8 [82]. In particular, in [1, 77] the
reconstruction of local operators by quantum separate variables and one determinant formulae for the scalar products of separate
states9 have been derived and used to compute matrix elements of local operators in determinant form. Further key quantum
integrable models have been analyzed by this approach getting the same type of universal results. In [2] the antiperiodic10 XXZ
spin 1/2 quantum chain [85]-[93] has been considered while for the spin 1/2 representations of the reflection algebra [94]-[102]
with non-diagonal boundaries the SOV setup has been implemented in [3] and there also the matrix elements of some string of
local operators have been computed.
Let us finally comment that our interest toward the SOV method of Sklyanin is due to the fact that it allows to overcome several
problems which affect others methods like for example the coordinate Bethe ansatz [86], [34] and [103], the Baxter Q-operator
method [34], the algebraic Bethe ansatz [5]-[6], the analytic Bethe ansatz [104]-[105]. Indeed, SOV applies for a large class
of integrable quantum models to which others Bethe ansatz methods do not apply; both the eigenvalues and the eigenstates are
constructed and under simple conditions these spectrum characterizations are complete. Moreover, in all the models analyzed
in the series of papers [61]-[64], [2], [3] and [106] in the SOV framework the non-degeneracy of the transfer matrix spectrum
has been proven.
2See [19]-[25], [15] and [26] for the first studies of the integrable spin-s XXZ quantum spin chains. The spin-1 Hamiltonian was first given in [19]; Bethe
ansatz equations for the spin-s models with periodic boundary conditions were obtained and studied in [22, 25, 27], see also [28]-[30].
3See [5]-[6] and reference therein.
4In fact, the analysis developed in these papers also generalizes the (nested) ABA for the integrable quantum models associated to rational higher rank
Yang-Baxter algebras for these general boundary conditions.
5Let us recall that in [42] has been developed the analysis by the functional SOV of the related but more general spin-boson model introduced and first
analyzed by ABA in [43].
6See [58]-[60] for the extension of this method and of the corresponding results to the open spin 1/2 quantum chains with diagonal boundary conditions.
7Let us comment that these papers use as required setup the series of papers [61]-[64] where the complete spectrum has been characterized for the lattice
quantum sine-Gordon model and for the τ2-model and the chiral Potts model [65]-[76], respectively.
8See the series of works [78]-[81] for previous analysis by SOV method of the τ2-model.
9See Section 5 for the definition of these states in our current model.
10Let us comment that previous results for this model under antiperiodic boundary condition were based on the Baxter Q-operator [83] and the functional
separation of variables of Sklyanin developed first in [38] for the XXX spin chain and later in [84] for the XXZ spin chain.
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2 Antiperiodic 6-vertex models
2.1 Higher spin representations
Let S±n and Szn be the generators of the sl(2) algebra:
[Sz, S±] = ±S±, [S+, S−] = 2Sz, (2.1)
and let R(sn) ≃ C2sn+1 be linear spaces (local quantum spaces) of dimension (2sn + 1) with 2sn ∈ Z>0. A spin-sn represen-
tation of the sl(2) algebra is associated to any linear space R(sn) by defining:
Szn = diag(sn, sn − 1, . . . ,−sn), S+n =
(
S−n
)t
=

0 xn(1)
.
.
.
.
.
.
.
.
. xn(2sn)
0
 , (2.2)
where xn(j) ≡
√
j(2sn + 1− j). Then, to each local quantum space R(sn) is associated a so-called Lax operator:
L
(1/2,sn)
0n (λ) ≡
(
λ+ η(1/2 + Szn) ηS
−
n
ηS+n λ+ η(1/2− S
z
n)
)
0
∈ End(V (1/2)0 ⊗ V (sn)n ), (2.3)
which satisfies the Yang-Baxter equation:
R12(λ− µ)L
(1/2,sn)
1n (λ)L
(1/2,sn)
2n (µ) = L
(1/2,sn)
2n (µ)L
(1/2,sn)
1n (λ)R12(λ − µ), (2.4)
w.r.t. the rational 6-vertex R-matrix:
R12(λ) = L
(1/2,1/2)
12 (λ) ≡

λ+ η 0 0 0
0 λ η 0
0 η λ 0
0 0 0 λ+ η
 . (2.5)
Now, we are in the position to define the so-called monodromy matrix:
M
(1/2)
0 (λ) ≡
(
A(λ) B(λ)
C(λ) D(λ)
)
≡ L
(1/2,sN)
0N (λ− ηN) · · · L
(1/2,s1)
01 (λ − η1) ∈ End(R
(1/2)
0 ⊗
N
n=1 R
(sn)
n ), (2.6)
where the ηn are the so-called inhomogeneities parameters. Then the monodromy matrix M(1/2)0 (λ) is itself solution of the
Yang-Baxter equation:
R12(λ− µ)M
(1/2)
1 (λ)M
(1/2)
2 (µ) = M
(1/2)
2 (µ)M
(1/2)
1 (λ)R12(λ− µ), (2.7)
w.r.t. the rational 6-vertex R-matrix.
2.1.1 Yang-Baxter algebra representations on vector and covector spaces
Let |k, n〉 be a vector in R(sn)n characterized by:
Szn|k, n〉 = (k − sn)|k, n〉, k ∈ {0, 1, ..., 2sn}, (2.8)
i.e. the set of |k, n〉 defines a Szn-eigenbasis of the local space R
(sn)
n , and let us denote with L(sn)n the linear space dual of R(sn)n
and with 〈k, n| a covector defined by:
〈k, n|k′, n〉 ≡ δk,k′ ∀k, k
′ ∈ {0, ..., 2sn}, (2.9)
4
i.e. the covectors 〈k, n| define the Szn-eigenbasis in the dual linear space Ln. We can naturally introduce a scalar product w.r.t.
the covector-vector basis by setting:
(|k, n〉, |k′, n〉) ≡ 〈k, n|k′, n〉. (2.10)
In the left (covectors) and right (vectors) linear spaces:
LN ≡ ⊗
N
n=1L
(sn)
n , RN ≡ ⊗
N
n=1R
(sn)
n , (2.11)
the representations of the local sl(2) generators induce left and right spin-{s1, ..., sN} representations of dimension dN ≡∏N
n=1(2sn + 1) with N inhomogeneities of the rational 6-vertex Yang-Baxter algebra; i.e. the quadratic algebra defined by
the set of commutation relations of the monodromy matrix elements A(λ), B(λ), C(λ) and D(λ) encoded in the Yang-Baxter
equation satisfied by M(1/2)0 (λ).
2.1.2 Rational 6-vertex higher spin transfer matrices
Let us remark that the rational 6-vertex R-matrix satisfies the following GL(2,C) symmetry:
R12(λ)W1 ⊗W2 =W2 ⊗W1R12(λ), (2.12)
where W is any invertible 2× 2 matrix. Then, we have that for any W we can define a monodromy matrix:
M
(1/2,W )
0 (λ) ≡W0M
(1/2)
0 (λ), (2.13)
which is a solution of the Yang-Baxter equations (2.4) w.r.t. the same rational 6-vertex R-matrix. This imply that the transfer
matrix:
T
(W )(λ) = tr0[W0M
(1/2)
0 (λ)], (2.14)
defines a one-parameter family of commuting operators. Moreover, let us recall that the quantum determinant:
det
q
M
(1/2,W )
0 (λ) ≡ detW detq
M
(1/2)
0 (λ) (2.15)
where
det
q
M
(1/2,σx)
0 (λ) ≡ B(λ)C(λ/q) − A(λ)D(λ/q) (2.16)
is a central element11 of the Yang-Baxter algebra (2.4) which explicit reads:
det
q
M
(1/2,σx)
0 (λ) ≡ detq
M¯
(1/2)(x) = a(λ)d(λ − η), (2.17)
where12:
a(λ) = −
N∏
n=1
(
λ− η−n + snη
)
, d(λ) =
N∏
n=1
(
λ− η−n − snη
)
, (2.18)
and we have used the notation λ± ≡ λ± η/2.
In the following, we solve the spectral problem for the quantum integrable models characterized in the framework of the
quantum inverse scattering method by the following antiperiodic transfer matrix:
T¯(λ) ≡ B(λ) + C(λ) = T(W=σ
x)(λ). (2.19)
Lemma 2.1. I) If η ∈ iR and {η1, ..., ηN}∈ RN, T¯(λ) is a one parameter family of normal operators and:
iT¯(λ) (2.20)
is self-adjoint for any λ ∈ C such that λ− λ∗ + η = 0.
II) If η ∈ R and {η1, ..., ηN}∈ (iR)N, T¯(λ) is a one parameter family of normal operators and:
ieNT¯(λ), (2.21)
where eN = {1 for N even,0 for N odd}, is self-adjoint for any λ ∈ C such that λ+ λ∗ + η = 0.
11See [107] and [108] for an historical note.
12Note that a(λ) has zeros at λ = η−n − snη, and d(λ) has zeros at λ = η−n + snη for all j = 1, . . . ,N.
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Proof. I) L(1/2,sn)0n (λ) satisfies the following Hermitian conjugation property:
L
(1/2,sn)
0n (λ)
† ≡ σy0L
(1/2,sn)
0n (λ
∗ − η)σy0 , (2.22)
as it can be verified by direct computations. Here † implements the transposition on the local quantum space n and the complex
conjugation, then it holds:
M(λ)† ≡
(
A
†(λ) B†(λ)
C
†(λ) D†(λ)
)
=
(
D(λ∗ − η) −C(λ∗ − η)
−B(λ∗ − η) A(λ∗ − η)
)
, (2.23)
for {η1, ..., ηN}∈ RN and so T¯(λ) is normal for any λ ∈ C and the statements in I) follow.
II) It is simple to observe that:
L
(1/2,sn)
0n (λ)
† ≡ −σy0L
(1/2,sn)
0n (−(λ
∗ + η))σy0 , (2.24)
then, it holds:
M(λ)† ≡
(
A
†(λ) B†(λ)
C
†(λ) D†(λ)
)
= (−1)
N
(
D(−(λ∗ + η)) −C(−(λ∗ + η))
−B(−(λ∗ + η)) A(−(λ∗ + η))
)
, (2.25)
for {η1, ..., ηN} ∈ (iR)N and so T¯(λ) is normal for any λ ∈ C and the statements in II) follow.
2.2 Antiperiodic 6-vertex quantum integrable higher spin chains
2.2.1 Fusion procedure for 6-vertex representations
The fusion procedure was first developed in [26] for the case of the rational 6-vertex representations of the type analyzed here
and later in [27] for the trigonometric ones. Our interest in the fusion procedure is related to its use to reconstruct local operators
in terms of the Yang-Baxter algebra generators and the fused transfer matrix. This result was first derived in the case of the
periodic transfer matrix (W = I2×2) in [45]; here we will extend that result in the case of the antiperiodic (W = σx) transfer
matrices.
The fusion procedure can be used to construct monodromy matrices with auxiliary spaces of dimension higher than 2 starting
from the one with 2-dimensional auxiliary space. We illustrate this procedure in the antiperiodic case following a presentation
similar to that of [109]. Let us remark that the following commutation relations hold:
[L
(1/2,sa)
0a (λ), σ
x
0 ⊗ Σ
x
a] = 0, ∀a ∈ {1, ...,N} (2.26)
where Σxa is the (2sa + 1) × (2sa + 1) matrix with elements all zeros except those along the antidiagonal which are 1. The
above property is a consequence of the commutation relations:
S±a Σ
x
a = Σ
x
aS
∓
a , S
z
aΣ
x
a = −Σ
x
aS
z
a (2.27)
where S±a and Sza are the generators of the spin-(2sa + 1) representation of sl(2). Form (2.26), we have also:
[M
(1/2)
0 (λ), σ
x
0 ⊗ Σ
x] = 0, ∀a ∈ {1, ...,N} (2.28)
where:
Σx ≡ ⊗Na=1Σ
x
a. (2.29)
Let us now define the antiperiodic monodromy matrices:
M¯
(1/2)
0 (λ) ≡ σ
x
0M
(1/2)
0 (λ) ∈ End(R
(1/2)
0 ⊗RN), M¯
(sa)
a (λ) ≡ Σ
x
aM
(sa)
a (λ) ∈ End(R(sa)a ⊗RN), (2.30)
and denoted with R(s)〈12〉 and R
(s−1)
(12) the linear spaces of dimension 2s+ 1 and 2s− 1 defined by the following decomposition
R(s−
1
2 )
1 ⊗ R
( 12 )
2 ≃ R
(s)
〈12〉 ⊕ R
(s−1)
(12) , (2.31)
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of the tensor product of R(
1
2 )
2 and R
(s− 12 )
1 , linear spaces of dimension 2 and 2s, respectively. This tensor product decomposition
allows to define the operator:
P12 = P
+
〈12〉 ⊕ P
−
(12) , (2.32)
as the direct sum of the projector P+〈12〉 in R(s)〈12〉 and the projector P−(12) in R(s−1)(12) . Then the fusion of the monodromy matrices
M¯
(sa)
a (λ) has the same form as for the periodic case and it reads:
P12M¯
(1/2)
1 (λ
− + sη)M¯
(s−1/2)
2 (λ
−)P12 =
(
M¯
(s)
〈12〉(λ) 0
∗ M¯
(s−1)
(12) (λ − η) detq M¯
(1/2)(λ+ (s− 1)η)
)
, (2.33)
where now the quantum determinant of the antiperiodic monodromy matrix M¯(1/2)(λ) appears. Note that to any (higher)
monodromy matrix M¯(s)0 (λ) we can associate the one-parameter family of higher transfer matrix:
T¯
(s)(λ) = tr0M¯
(s)
0 (λ) ∈ End(RN) ∀λ ∈ C, (2.34)
which define commuting families of operators:
[T¯(s1)(λ), T¯(s2)(µ)] = 0 ∀2s1, 2s2 ∈ Z
>0. (2.35)
The formula (2.33) implies in particular the following recursion relations:
T¯
(s)(λ) = T¯(1/2)(λ− + sη)T¯(s−1/2)(λ−)− det
q
M¯
(1/2)(λ+ (s− 1)η)T¯(s−1)(λ− η), (2.36)
for antiperiodic higher transfer matrices.
2.2.2 Antiperiodic higher spin XXX quantum chains
It is worth pointing out that the analysis of the antiperiodic transfer matrix T¯(1/2)(λ) allows in particular to describe the
XXX higher spin-s quantum chains in the special case of the homogeneous limit (ηn → 0) and under homogeneous spin-s
representations (sn = s for any n ∈ {1, ...,N}). Indeed, the Hamiltonian of the XXX spin-s quantum chain is obtain by
logarithmic derivative of the transfer matrix associated to the fundamental monodromy matrix M¯(s)(λ):
H = T¯(s)(λ)−1
d
dλ
T¯
(s)(λ)
∣∣∣∣
λ=0
, (2.37)
with the following boundary conditions:
Sz
N+1 = −S
z
1 , S
±
N+1 = S
∓
1 . (2.38)
Note that the transfer matrix T¯(s)(λ) used to construct the XXX spin-s Hamiltonian is obtained in terms of the transfer matrix
T¯(λ) by using the recursion relations (2.36). This point together with the simplicity of the spectrum of the transfer matrix T¯(λ)
(which we will show in the following) implies that it is enough to characterize the spectrum of this last transfer matrix to have
in particular the solution of the XXX spin-s quantum chain.
3 SOV-representations
A separation of variable (SOV) representation [37, 38, 39] for the T¯-spectral problem is associated to a representation for which
the commutative family of operators D(λ) (or A(λ)) is diagonal and with simple spectrum.
Theorem 3.1. If the inhomogeneities {η1, ..., ηN} ∈ C N satisfy the conditions:
ηa 6= ηb mod η ∀a 6= b ∈ {1, ...,N} (3.1)
then D(λ) and A(λ) are diagonalizable and with simple spectrum and the T¯-spectral problem admits separate variable repre-
sentations.
In the next subsection we construct explicitly the D-eigenbasis in this way proving the Theorem 3.1.
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3.1 Construction of SOV-representation in D-eigenbasis
Let
〈0| ≡ ⊗Nn=1〈1, n| and |0〉 ≡ ⊗Nn=1|1, n〉, (3.2)
be the left (covector) and right (vector) references states, where:
〈1, n| = (1, 0, ..., 0)1,2sn+1 , |1, n〉 =

1
0
.
.
.
0

2sn+1,1
, (3.3)
then:
Theorem 3.2. I) Left D(λ) SOV-representations If (3.1) are verified, the states 〈h| ≡ 〈h1, ..., hN|, defined by:
〈h| ≡ 1
N
〈0|
N∏
n=1
hn−1∏
kn=0
C(η
(kn)
n )
d(η
(kn+1)
n )
, (3.4)
where
N =
∏
1≤b<a≤N
(η(0)a − η
(0)
b )
1/2, (3.5)
hn ∈ {0, ..., 2sn} for all the n ∈ {1, ...,N} and:
η(kn)n ≡ η
−
n + (sn − kn)η, (3.6)
define a D-eigenbasis of LN:
〈h|D(λ) = dh(λ)〈h|, (3.7)
where:
dh(λ) ≡
N∏
n=1
(λ− η(hn)n ) and h ≡ (h1, ..., hN). (3.8)
Moreover it holds:
〈h|C(λ) =
N∑
a=1
∏
b6=a
λ− η
(hb)
b
η
(ha)
a − η
(hb)
b
d(η
(ha+1−βha )
a )〈h|T+a , (3.9)
〈h|B(λ) =
N∑
a=1
∏
b6=a
λ− η
(hb)
b
η
(ha)
a − η
(hb)
b
a(η
(ha−1+αha )
a )〈h|T−a , (3.10)
where:
αha ≡ (2sa + 1)δha,0, βha ≡ (2sa + 1)δha,2sa , 〈h1, ..., ha, ..., hN|T
±
a = 〈h1, ..., ha ± 1, ..., hN|. (3.11)
Finally, A(λ) is uniquely defined by the quantum determinant relation.
II) Right D(λ) SOV-representations If (3.1) are verified, the states |h〉 ≡ |h1, ..., hN〉, defined by:
|h〉 ≡ 1
N
N∏
n=1
hn−1∏
kn=0
B(η
(kn)
n )
a(η
(kn)
n )
|0〉, (3.12)
where hn ∈ {0, ..., 2sn} for all the n ∈ {1, ...,N}, define a D-eigenbasis of RN:
D(λ)|h〉 = dh(λ)|h〉. (3.13)
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Moreover, it holds:
C(λ)|h〉 =
N∑
a=1
T−a |h〉
∏
b6=a
λ− η
(hb)
b
η
(ha)
a − η
(hb)
b
d(η(ha)a ), (3.14)
B(λ)|h〉 =
N∑
a=1
T+a |h〉
∏
b6=a
λ− η
(hb)
b
η
(ha)
a − η
(hb)
b
a(η(ha)a ), (3.15)
where:
T±a |h1, ..., ha, ..., hN〉 = |h1, ..., ha ± 1, ..., hN〉. (3.16)
Finally, A(λ) is uniquely defined by the quantum determinant relation.
Proof. The proof of the theorem is based on Yang-Baxter commutation relations and on the fact that the left and right references
states are D-eigenstates:
〈0|A(λ) = a(λ)〈0|, 〈0|D(λ) = d(λ)〈0|, 〈0|B(λ) = 0
¯
, 〈0|C(λ) 6= 0
¯
, (3.17)
and
A(λ)|0〉 = a(λ)|0〉, D(λ)|0〉 = d(λ)|0〉, C(λ)|0〉 = 0
¯
, B(λ)|0〉 6= 0
¯
. (3.18)
Indeed, to prove that (3.4) and (3.12) are left and right eigenstates of D(λ) as stated in (3.7) and (3.13), we have just to repeat
the standard computations in algebraic Bethe ansatz [13] as done in the proof of Theorem 3.2 of [2].
Note that representations of the type (3.9)-(3.10) and (3.14)-(3.15) for the generators of the 6-vertex Yang-Baxter algebra are
also derived from the original representations by the change of basis associated to the factorizing F -matrices [110]. These
matrices give explicit representations of the Drinfel’d’s twist of quasi-triangular quasi-Hopf algebras [111]-[113] and their
connection with Sklyanin’s quantum separation of variables was pointed out in [114] providing the factorizing F -matrices for
general Yangian Y (sl(2)).
3.2 SOV-decomposition of the identity
The following proposition holds:
Proposition 3.1. Let 〈h| be the generic left D-eigenstate and |k〉 be the generic right D-eigenstate, then the action of the
covector 〈h| on the vector |k〉 reads:
〈h|k〉 =
N∏
c=1
δhc,kc
∏
1≤b<a≤N
1
η
(ha)
a − η
(hb)
b
. (3.19)
Proof. The identity:
(dh(λ) − dk(λ))〈h|k〉 = 0 ∀λ ∈ C, (3.20)
obtained by computing 〈h|D(λ)|k〉 implies:
〈h|k〉 = 0 ∀h 6= k ∈ {0, ..., 2s1} × ....× {0, ..., 2sN}, (3.21)
then we have just to compute 〈h|h〉. In order to do so we compute θa ≡ 〈h1, ..., ha − 1, ..., hN|C(η(ha−1)a )|h1, ..., ha, ..., hN〉,
where 1 ≤ ha ≤ 2sa and a ∈ {1, ...,N}. In our SOV-representation the left action of C(η(ha−1)a ) reads:
θa = d(η
(ha)
a )〈h1, ..., ha, ..., hN|h1, ..., ha, ..., hN〉, being βha−1 = 0 for 1 ≤ ha ≤ 2sa, (3.22)
while the right action plus the identity (3.21) imply:
θa =
N∏
b6=a,b=1
η
(ha−1)
a − η
(hb)
b
η
(ha)
a − η
(hb)
b
d(η(ha)a )〈h1, ..., ha − 1, ..., hN|h1, ..., ha − 1, ..., hN〉, (3.23)
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and so:
〈h1, ..., ha, ..., hN|h1, ..., ha, ..., hN〉
〈h1, ..., ha − 1, ..., hN|h1, ..., ha − 1, ..., hN〉
=
N∏
b6=a,b=1
η
(ha−1)
a − η
(hb)
b
η
(ha)
a − η
(hb)
b
. (3.24)
This result implies:
〈h1, ..., hN|h1, ..., hN〉
〈0|0〉/N2
=
∏
1≤b<a≤N
η
(0)
a − η
(0)
b
η
(ha)
a − η
(hb)
b
, (3.25)
then the definition (3.5) of the normalization N and the fact that:
〈0|0〉 = 1, (3.26)
imply (3.19).
From the previous result and from the fact that D(λ) is diagonalizable and with simple spectrum we get the following decom-
position of the identity I:
I ≡
2s1∑
h1=0
...
2sN∑
hN=0
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )|h1, ..., hN〉〈h1, ..., hN|. (3.27)
4 T¯-spectrum characterization by SOV
Let
Ceven[λ]N−1 for N odd, Codd[λ]N−1 for N even, (4.1)
be the linear spaces in the field C of the polynomials of degree N − 1 in the variable λ even or odd as stated in the subscript,
then, the set of the eigenvalue functions t(λ) of T¯(λ), Σ
T¯
is contained in (4.1) and moreover it holds:
Theorem 4.1. Under the conditions (3.1), the spectrum of T¯(λ) is simple and Σ
T¯
coincides with the set of solutions of the
discrete system of equations:
det
2sn+1
Dn = 0, ∀n ∈ {1, ...,N}, (4.2)
in (4.1). Here, Dn is the (2sn + 1)× (2sn + 1) tridiagonal matrix:
Dn ≡

t(η
(0)
n ) −a(η
(0)
n ) 0 . . . 0 0
−d(η
(1)
n ) t(η
(1)
n ) −a(η
(1)
n ) . . . 0 0
0
.
.
.
.
.
.
.
.
.
.
.
. 0 . . . −d(η
(2sn−1)
n ) t(η
(2sn−1)
n ) −a(η
(2sn−1)
n )
0 . . . 0 . . . 0 −d(η
(2sn)
n ) t(η
(2sn)
n )

. (4.3)
I) Up to an overall normalization, the right T¯-eigenstate corresponding to t(λ) ∈ Σ
T¯
reads:
|t〉 =
2s1∑
h1=0
...
2sN∑
hN=0
N∏
a=1
Qt(η
(ha)
a )
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )|h1, ..., hN〉, (4.4)
where:
Qt(η
(ha+1)
a ) =
t(η
(ha)
a )
d(η
(ha+1)
a )
Qt(η
(ha)
a )−
a(η
(ha−1)
a )
d(η
(ha+1)
a )
Qt(η
(ha−1)
a ), ∀ha ∈ {1, ..., 2sa − 1}, (4.5)
Qt(η
(1)
a ) = Qt(η
(0)
a )t(η
(0)
a )/d(η
(1)
a ). (4.6)
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II) Up to an overall normalization, the left T¯-eigenstate corresponding to t(λ) ∈ Σ
T¯
reads:
〈t| =
2s1∑
h1=0
...
2sN∑
hN=0
N∏
a=1
Q¯t(η
(ha)
a )
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )〈h1, ..., hN|, (4.7)
where:
Q¯t(η
(ha+1)
a ) =
t(η
(ha)
a )
a(η
(ha)
a )
Q¯t(η
(ha)
a )−
d(η
(ha)
a )
a(η
(ha)
a )
Q¯t(η
(ha−1)
a ), ∀ha ∈ {1, ..., 2sa − 1}, (4.8)
Q¯t(η
(1)
a ) = Q¯t(η
(0)
a )t(η
(0)
a )/a(η
(0)
a ). (4.9)
Proof. The wave-functions:
Ψt(h) ≡ 〈t|h〉, (4.10)
which are the coefficients of 〈t|, T¯-eigenstate corresponding to the eigenvalue t(λ) ∈ Σ
T¯
, in the SOV-decomposition of the
identity (3.27), satisfy the following discrete system of dN ≡
∏N
n=1(2sn + 1) Baxter-like equations:
t(η(hn)n )Ψt(h) = a(η(hn)n )Ψt(T+n (h)) + d(η(hn)n )Ψt(T−n (h)), (4.11)
for anyn ∈ {1, ...,N} and h∈ ⊗Nn=1{0, ..., 2sn}, where:
T
±
n (h) ≡ (h1, . . . , hn ± 1, . . . , hN). (4.12)
Now observing that:
a(η(2sn)n ) = d(η
(0)
n ) = 0, (4.13)
we can rephrase the previous system by the homogeneous system of equations:
Dn

Ψt(· · · , hn = 0, · · · )
Ψt(· · · , hn = 1, · · · )
.
.
.
.
.
.
Ψt(· · · , hn = 2sn, · · · )

(2sn+1)×1
=

0
.
.
.
.
.
.
.
.
.
0

(2sn+1)×1
∀n ∈ {1, ...,N}. (4.14)
From t(λ) ∈ Σ
T¯
follows that the determinants of the (2sn + 1) × (2sn + 1) matrix Dn must be zero for anyn ∈ {1, ...,N},
i.e. we get the system of equations (4.2). Let det (Dn)i,j be the minor obtained by eliminating the row i and the column j from
the matrix Dn, then being:
det (Dn)1,2sn+1 =
2sn∏
hn=1
d(η(hn)n ) 6= 0, (4.15)
the matrices Dn have rank 2sn and then the solution of (4.14) is unique up to an overall normalization. Then for any t(λ) ∈ ΣT¯
there exist (up to normalization) one and only one T¯-eigenstate 〈t| characterized by:
Ψt(h1, ..., hn + 1, ..., h1)
Ψt(h1, ..., hn, ..., h1)
=
Q¯t(η
(hn+1)
n )
Q¯t(η
(hn)
n )
, (4.16)
for anyn ∈ {1, ...,N}, hn ∈ {0, ..., 2sn − 1} and hm 6=n ∈ {0, ..., 2sm} as the equations (4.8)-(4.9) fix uniquely the ratios on
the r.h.s. of the above equations; this proves the simplicity of the T¯-spectrum.
Vice versa, let t(λ) be a solution of (4.2) in (4.1), then the state | t 〉 constructed by (4.7)-(4.9) satisfies:
〈t|T¯(η(hn)n )|h1, ..., hN〉 = t(η
(hn)
n )〈t|h1, ..., hN〉 ∀n ∈ {1, ...,N} (4.17)
for any D-eigenstate 〈h1, ..., hN|. This implies:
〈h1, ..., hN|T¯(λ)| t 〉 = t(λ)〈h1, ..., hN| t 〉, (4.18)
that is t(λ) ∈ Σ
T¯
and | t 〉 is the corresponding T¯-eigenstate as T¯(λ) is a polynomials of degree N− 1 in λ, even or odd for N
odd or even.
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Note that the Baxter Q-operator construction given in [109] can be adapted in particular to the representation here considered
and it represents an interesting issue as allows to reformulate by functional equations the SOV characterization of T¯-spectrum.
5 T¯-decomposition of the identity
As previously introduced in [1, 2] and [3], we recall the definition of separate covector 〈α| and vector |β〉 in the SOV represen-
tations:
〈α| =
2s1∑
h1=0
· · ·
2sN∑
hN=0
N∏
a=1
αa(η
(ha)
a )
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )〈h1, ..., hN|, (5.1)
|β〉 =
2s1∑
h1=0
· · ·
2sN∑
hN=0
N∏
a=1
βa(η
(ha)
a )
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )|h1, ..., hN〉, (5.2)
and we show that also for the model under consideration the following results hold:
Proposition 5.1. The generic separate covector 〈α| acts on the generic separate vector |β〉 according to the following formula:
〈α|β〉 = det
N
||M
(α,β)
a,b || with M
(α,β)
a,b ≡
2sa∑
h=0
αa(η
(h)
a )βa(η
(h)
a )
(
η(h)a
)b−1
. (5.3)
Proof. The proof is a consequence of formula (3.19) which implies:
〈α|β〉 =
2s1∑
h1=0
· · ·
2sN∑
hN=0
V (η
(h1)
1 , ..., η
(hN)
N
)
N∏
a=1
αa(η
(ha)
a )βa(η
(ha)
a ), (5.4)
where V (x1, ..., xN) ≡
∏
1≤b<a≤N(xa−xb) is the Vandermonde determinant, and of the multilinearity of the determinant.
The scalar product introduced in Section 2.1.1 allows to characterize 〈α| as the dual of a vector (〈α|)† ∈ RN, then the previous
formula represents also the scalar product of two states in RN. Indeed, from the Hermitian conjugation properties (2.23) and
(2.25), it follows that (〈α|)† is a separate vector w.r.t. the A-decomposition of the identity. Finally, let us remark that for
the transfer matrix the orthogonality of eigenstates corresponding to different eigenvalues can be proven directly by using the
previous scalar product formula:
Corollary 5.1. Let us take t(λ) and t′(λ) ∈ Σ
T¯
and let 〈t| and |t′〉 be the corresponding T¯-eigenstates characterized in
Theorem 4.1, then for t(λ) 6= t′(λ) the N × N matrix ||M(t,t
′)
a,b || has rank equal or smaller than N − 1. Indeed, the non-zero
N× 1 vector V(t,t
′) of components:
V(
t,t′)
b ≡ c
′
b − cb ∀b ∈ {1, ...,N}, (5.5)
where:
t(λ) =
N∑
b=1
cbλ
b−1, t′(λ) =
N∑
b=1
c′bλ
b−1, (5.6)
is an eigenvector of ||M(t,t
′)
a,b || corresponding to the eigenvalue zero.
Proof. By the definition (5.5), (5.6) and the definition of M(t,t
′)
a,b in (5.3), it holds:
N∑
b=1
M
(t,t′)
a,b V
(t,t′)
b =
2sa∑
h=0
Qt′(η
(h)
a )Q¯t(η
(h)
a )(t
′(η(h)a )− t(η
(h)
a )), (5.7)
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then by using the Baxter relations (4.5)-(4.6) and (4.8)-(4.9) we can write:
Qt′(η
(h)
a )Q¯t(η
(h)
a )(t
′(η(h)a )− t(η
(h)
a )) = (d(η
(h+1−βh)
a )Qt′(η
(h+1)
a ) + a(η
(h−1+αh)
a )Qt′(η
(h−1)
a ))Q¯t(η
(h)
a )
− (a(η(h)a )Q¯t(η
(h+1)
a ) + d(η
(h)
a )Q¯t(η
(h−1)
a ))Qt′(η
(h)
a ), (5.8)
and by substituting them in (5.7) we get our result:
N∑
b=1
M
(t,t′)
a,b V
(t,t′)
b = 0 ∀a ∈ {1, ...,N}. (5.9)
The normality of T¯(λ) and the simplicity of its spectrum imply the following decomposition of the identity:
I =
∑
t(λ)∈Σ
T¯
|t〉〈t|
〈t|t〉
with 〈t|t〉 = det
N
||M
(t,t)
a,b ||, (5.10)
where for the T¯-eigenstates 〈t| and |t〉 we are using the characterization given in Theorem 4.1.
6 Reconstruction of local spin generators
6.1 Antiperiodic solution of the quantum inverse problem
Here we show how to write the solution of the quantum inverse problem in the case of the antiperiodic XXX spin {s1, ..., sN}-
chain. The solution here presented is a simple consequence of the results derived in [45, 4] for the periodic chain.
Proposition 6.1. In the XXX spin {s1, ..., sN}-chain, the generic local operator Xn ∈End(V (sn)n ) at any quantum site n ∈
{1, ...,N} admits the following reconstruction:
Xn =
n−1∏
k=1
T¯
(sk)(ηk)tr0n
(
X0nM¯
(sn)
0n
(ηn)
) n∏
k=1
(
T¯
(sk)(ηk)
)−1
, (6.1)
where the auxiliary space 0n is isomorphic to R(sn)n . Moreover, for Xn ≡ Sαn and α ≡ ±, z, the following decompositions hold:
tr0n
(
Sα0nM¯
(sn)
0n
(ηn)
)
=
2sn∑
k=1
T¯
(sn−
k
2 )
(
ηn +
kη
2
)
tr0
(
Sα0 M¯
(1/2)
0 (η
−
n + (k − sn)η)
)
× T¯(
k−1
2 )
(
η−n +
(k − 2sn)η
2
)
, (6.2)
=
2sn∑
k=1
T¯
( k−12 )
(
η−n +
(k − 2sn)η
2
)
tr0
(
Sα0 M¯
(1/2)
0 (η
−
n + (k − sn)η)
)
× T¯(sn−
k
2 )
(
ηn +
kη
2
)
, (6.3)
in terms of the fused transfer matrix and the matrix elements of the basic M¯(1/2)0 (λ) monodromy matrix.
Proof. From Proposition 1 of the article [45], it holds:
Xn =
n−1∏
k=1
T
(sk)(ηk)tr0n
(
X0nM
(sn)
0n
(ηn)
) n∏
k=1
(
T
(sk)(ηk)
)−1
, (6.4)
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then it holds:
Σ(x)n =
n−1∏
k=1
T
(sk)(ηk)T¯
(sn)(ηn)
n∏
k=1
(
T
(sk)(ηk)
)−1
. (6.5)
So, we can use (6.5) to write:
c∏
b=1
Σ
(x)
b =
c∏
b=1
T¯
(sb)(ηb)
c∏
b=1
(
T
(sb)(ηb)
)−1
(6.6)
=
c∏
b=1
T
(sb)(ηb)
c∏
b=1
(
T¯
(sb)(ηb)
)−1
, (6.7)
where the second equality follows from:
c∏
b=1
Σ
(x)
b =
c∏
b=1
(
Σ
(x)
b
)−1
(6.8)
being:
Σ
(x)
b Σ
(x)
b = Ib where Ib is the identity matrix in R
(sb)
b . (6.9)
The result (6.1) is derived computing:
Xn =
n−1∏
b=1
Σ
(x)
b X˜n
n∏
b=1
Σ
(x)
b with X˜n = XnΣ
(x)
n (6.10)
and using the reconstruction (6.4) for X˜n and the reconstruction in (6.6) for the first product of Σ(x)b while the reconstruction
in (6.7) for the second product of Σ(x)b . The formula (6.2) can be proven following step by step the proof given in [45] only
changing the periodic objects with the antiperiodic ones. In the same way we can prove formula (6.3) following step by step
the proof given in [4].
7 Form factors of local operators
Proposition 7.1. Let 〈t| and |t′〉 be two eigenstates of the transfer matrix T¯(λ), then it holds:
〈t|S−n |t
′〉 =
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
det
N+1
(||S
(−,t,t′)
a,b ||) (7.1)
where ||S(−,t,t
′)
a,b || is the (N+ 1)× (N+ 1) matrix:
S
(−,t,t′)
a,b ≡ M
(t,t′)
a,b for a ∈ {1, ...,N}, b ∈ {1, ...,N+ 1}, (7.2)
S
(−,t,t′)
N+1,b ≡
2sn∑
k=1
t(sn−
k
2 )
(
η¯
(sn+(k+1)/2)
n
)
t′(
k−1
2 )
(
η¯
(k/2)
n
) (η¯(k)n )b−1 , b ∈ {1, ...,N+ 1}, (7.3)
where we have used the notation:
η¯(kn)n ≡ ηn + (kn − (sn + 1/2))η. (7.4)
Proof. We can compute the action of S−n , by using the reconstruction:
S−n =
n−1∏
k=1
T¯
(sk)(ηk)
2sn∑
k=1
T¯
(sn−
k
2 )
(
η¯(sn+(k+1)/2)n
)
D(η¯(k)n )T¯
( k−12 )
(
η¯(k/2)n
) n∏
k=1
(
T¯
(sk)(ηk)
)−1
, (7.5)
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so it holds:
〈t|S−n |t
′〉 =
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
2sn∑
k=1
t(sn−
k
2 )
(
η¯
(sn+(k+1)/2)
n
)
t′(
k−1
2 )
(
η¯
(k/2)
n
) 〈t|D(η¯(k)n )|t′〉. (7.6)
Now from the right SOV representation, we have:
D(η¯(k)n )|t
′〉 =
2s1∑
h1=0
· · ·
2sN∑
hN=0
N∏
a=1
(η¯(k)n − η
(ha)
a )Qt′(η
(ha)
a )
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )|h1, ..., hN〉, (7.7)
and we can rewrite the coefficient as:
N∏
a=1
Qt′(η
(ha)
a )V (η
(h1)
1 , ...., η
(hN)
N
, η¯(k)n ), (7.8)
where V () is the determinant of the (N+ 1)× (N+ 1) Vandermonde matrix ‖Vi,j‖ defined by:
Vi,j ≡
(
η
(hi)
i
)j−1
∀i ∈ {1, ...,N}, VN+1,j ≡
(
η¯(k)n
)j−1
∀j ∈ {1, ...,N+ 1}. (7.9)
Now taking the scalar product and resumming we get the result.
Proposition 7.2. Let 〈t| and |t′〉 be two eigenstates of the transfer matrix T¯(λ), then it holds:
〈t|Szn|t
′〉 = det
N+1
(||S
(z,t,t′)
a,b ||) (7.10)
where ||S(z,t,t
′)
a,b || is the (N+ 1)× (N+ 1) matrix:
S
(z,t,t′)
a,b ≡M
(t,t′)
a,b for a ∈ {1, ...,N}, b ∈ {1, ...,N} (7.11)
S
(z,t,t′)
N+1,b ≡
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
2sn−1∑
h=0
t(h/2)
(
η
((h+1)/2)
n
)
t′(sn−
(h+1)
2 )
(
η
(h/2+sn)
n
) (η(h)n )b−1 for b ∈ {1, ...,N} (7.12)
S
(z,t,t′)
a,N+1 ≡
2sa∑
ha=0
Qt′(η
(ha)
a )Q¯t(η
(ha−1)
a )d(η
(ha)
a ) for a ∈ {1, ...,N}, (7.13)
S
(z,t,t′)
N+1,N+1 ≡ −sn. (7.14)
Proof. We can compute the action of Szn, by using the reconstruction:
Szn =
n−1∏
k=1
T¯
(sk)(ηk)
2sn−1∑
h=0
T¯
(h/2)(η
( h+12 )
n )
(
C(η
(h)
n )−B(η
(h)
n )
2
)
T¯
(sn−
(h+1)
2 )
(
η(h/2+sn)n
) n∏
k=1
(
T¯
(sk)(ηk)
)−1
, (7.15)
so it holds:
〈t|Szn|t
′〉 =
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
2sn−1∑
h=0
t(h/2)
(
η
((h+1)/2)
n
)
t′(sn−
(h+1)
2 )
(
η
(h/2+sn)
n
)〈t|C(η(h)n )|t′〉 − sn〈t|t′〉. (7.16)
Here we have used the property:
2sn−1∑
h=0
T¯
(h)
(
η
(h+12 )
n
)
T¯
(
η(h)n
)
T¯
(sn−
(h+1)
2 )
(
η(h/2+sn)n
)
= 2snT¯
(sn) (ηn) , (7.17)
which is proven showing that it holds for the eigenvalues following step by step the proof given for the formula (A.3) in [4].
Now from the right SOV representation of C(ηn), we have:
C(η(h)n )|t
′〉 =
N∑
a=1
2s1∑
h1=0
· · ·
2sN∑
hN=0
N∏
b=1
Qt′(η
(hb)
b )
N∏
b6=a,b=1
[
η
(h)
n − η
(hb)
b
η
(ha)
a − η
(hb)
b
d(η(ha)a )
]
×
∏
1≤b<a≤N
(η(ha)a − η
(hb)
b )|h1, ..., ha − 1, ..., hN〉, (7.18)
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and so we can write:
〈t|C(η(h)n )|t
′〉 =
N∑
a=1
(−1)N+1+a
2s1∑
h1=0
· · ·
2sN∑
hN=0
V̂a(η
(h1)
1 , ...., η
(hN)
N
, η(h)n )
×Qt′(η
(ha)
a )Q¯t(η
(ha−1)
a )d(η
(ha)
a )
N∏
b6=a,b=1
Qt′(η
(hb)
b )Q¯t(η
(hb)
b ), (7.19)
where (−1)N+1+aV̂a(η(h1)1 , ...., η
(hN)
N
, η
(h)
n ) is the cofactor (a,N+ 1) of the (N+ 1)× (N+ 1) Vandermonde matrix:
Vi,j ≡
(
η
(hi)
i
)j−1
∀i ∈ {1, ...,N}, VN+1,j ≡
(
η(h)n
)j−1
∀j ∈ {1, ...,N+ 1}. (7.20)
It is trivial to remark that the above sum is the develop of the determinant of a (N+ 1)× (N+ 1) matrix and then:
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
2sn−1∑
h=0
t(h/2)
(
η
((h+1)/2)
n
)
t′(sn−
(h+1)
2 )
(
η
(h/2+sn)
n
)〈t|C(η(h)n )|t′〉 = det
N+1
||S
(t,t′)
a,b || (7.21)
with:
S
(t,t′)
a,b ≡M
(t,t′)
a,b for a ∈ {1, ...,N}, b ∈ {1, ...,N} (7.22)
S
(t,t′)
N+1,b ≡
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
2sn−1∑
h=0
t(h/2)
(
η
((h+1)/2)
n
)
t′(sn−
(h+1)
2 )
(
η
(h/2+sn)
n
) (η(h)n )b−1 for b ∈ {1, ...,N} (7.23)
S
(t,t′)
a,N+1 ≡
2sa∑
ha=0
Qt′(η
(ha)
a )Q¯t(η
(ha−1)
a )d(η
(ha)
a ) for a ∈ {1, ...,N}, (7.24)
S
(t,t′)
N+1,N+1 ≡ 0. (7.25)
Then if we rewrite:
〈t|t′〉 = det
N+1
||N
(t,t′)
a,b ||, (7.26)
where we have defined the matrix:
N
(t,t′)
a,b ≡M
(t,t′)
a,b for a ∈ {1, ...,N}, b ∈ {1, ...,N} (7.27)
N
(t,t′)
N+1,b ≡
∏n−1
h=1 t
(sh)(ηh)∏n
h=1 t
′(sn)(ηh)
2sn−1∑
h=0
t(h/2)
(
η
((h+1)/2)
n
)
t′(sn−
(h+1)
2 )
(
η
(h/2+sn)
n
) (η(k)n )b−1 for b ∈ {1, ...,N} (7.28)
N
(t,t′)
a,N+1 ≡ 0 for a ∈ {1, ...,N}, (7.29)
N
(t,t′)
N+1,N+1 ≡ 1. (7.30)
we finally get our determinant formula.
8 Conclusion and outlook
For the higher spin representations of the rational 6-vertex Yang-Baxter algebra we have completely characterized the transfer
matrix spectrum by separation of variables and proven its simplicity. Moreover, we have provided the SOV-reconstruction of
all local operators and determinant formulae for the scalar product of separate states. Finally, we were able to compute the form
factors of the local spin operators getting one determinant formulae similar to those of the scalar products.
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The relevance of these findings is clear as it represents the first fundamental step to characterize the dynamics of this quantum
model. Indeed, the decomposition of the identity (5.10) allows to expand any m-point function:
〈t|Xr1 · · ·Xrg+1 |t〉
〈t|t〉
=
∑
t1(λ),...,tg(λ)∈ΣT¯
〈t|Xr1 |t1〉〈tg|Xrg |t〉
∏g
j=2〈tj−1|Xrj |tj〉
〈t|t〉
∏g
j=1〈tj |tj〉
with Xn ∈ End(R(sn)n ), (8.1)
in terms of the form factors 〈t|On|t′〉. Then m-point functions can be potentially analyzed by extending and adapting to the
current model the tools that were developed13 in [122]-[128] for the spin 1/2 XXZ quantum chains in the ABA framework.
We would like to underline that the results presented in this paper provide a further confirmation of the universality in the charac-
terization of form factors of local operators of integrable quantum models when described by our approach in SOV framework.
In particular, the comparison of the current results with those obtained previously by the same approach in [1], for the cyclic
representations of the trigonometric 6-vertex Yang-Baxter algebra, in [2], for the spin-1/2 h.w. representations of the same
algebra, and in [3], for the spin 1/2 representations of the 6-vertex trigonometric reflection algebra, makes clear this universal
picture. Indeed, a part from model dependent features, like the nature of the spectrum of the quantum separate variables and
the SOV-reconstruction of local operators, the form factors admit always the same type of determinant representations whose
matrix elements are “convolutions” over the spectrum of the separate variables of Baxter equations solutions plus contributions
coming from the local operators. The same type of statements will be proven for the SOS model with antiperiodic boundary
conditions and for the XYZ spin-1/2 quantum chain with periodic boundary conditions. In particular, in [106] the SOV char-
acterization of the spectrum and the determinant formulae for the scalar products of separate states will be derived allowing
in [129] to get determinant formulae for the form factors of local operators. It is worth recalling that in the literature there
exist previous results on matrix elements of local operators which can be related to separation of variable methods. Of special
interest is the Smirnov’s paper [130] for the quantum integrable Toda chain [37] where the form factors of a conjectured14 basis
of local operators are derived in the Sklyanin’s SOV framework by determinant formulae which respect the universal picture
above outlined.
Finally, let us anticipate that the extension of the results derived in this paper to the antiperiodic XXZ spin s quantum chains
is currently under analysis. Note that while the SOV characterization of the spectrum and the scalar product formulae can
be re-derived trivially along the same line described in this paper the main technical point to address remains the solution of
the inverse problem for the local spin generators in a similar form to that presented in Section 6. Indeed, by using these type
of reconstruction the form factors of the local spin generators will be derived following mainly the same steps presented in
Section 7. The relevance of this project is evidenced by remarking that the XXZ spin-s quantum chain is strictly related to
the lattice discretization of the sine-Gordon model which is a fundamental prototype of integrable quantum field theory and
then the solution of the XXZ spin-s quantum chain can provide a further way to solve the sine-Gordon quantum field theory
according to the microscopic approach to integrable quantum field theories (IQFTs) described in the introduction of [1]. Our
interest toward integrable microscopic approach to IQFTs is due to need to define an exact framework where to use the SOV
reconstruction of local fields to overcome the longstanding problem of their identifications15 in the S-matrix formulation16.
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13Note that physical observable as the dynamical structure factors [115]-[121] were accessible by this numerical approach.
14Note that in Smirnov’s paper is the lack of a direct SOV reconstruction of local operators which forces the use of a conjecture on the basis of local operators.
A reconstruction has been later presented in [131] not in the original Sklyanin’s quantum separate variables but it was defined by a change of variables leading
to a new set of quantum separate variables.
15Let us point out that many results are known which confirm the characterization of massive IQFTs as superrenormalizable perturbations by relevant local
fields [132]-[135] of conformal field theories [136]-[140]; see for example [141]-[145] and the series of works [146]-[149], where the local field content of
massive theories has been classified by that of the associated ultraviolet CFTs. However, these interesting results on the global operator structure of massive
IQFTs do not solve completely the problem of the identification of specific local fields in the S-matrix formulation.
16See [150]-[153] and [154] for a review and references therein.
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