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p-adic exponential ring, p-adic Schanuel’s
conjecture and decidability
Nathanaël Mariaule
Abstract
Let exp(x) be the power series
∑
xn/n!. Then Ep(x) := exp(px) (if
p 6= 2, we set E2(x) = exp(4x)) is well-defined on Zp and determines
a structure of exponential ring. In this paper, we prove that if a p-adic
version of Schanuel’s conjecture is true then the theory of (Zp,+, ·, 0, 1, Ep)
is decidable.
1 Introduction
Exponential rings and fields are well-established topics in model-theory. While
the real exponential field Rexp and the complex exponential field Cexp have
been studied by many people, there is pretty much nothing known about the
p-adic numbers in the context of exponential fields. Note that there is no clear
structure of exponential field attached to Qp. It is not hard to show that the
natural exponential map exp(x) determined by the power series
∑
xn/n! is
convergent iff vp(x) > 1/(p−1). As there is no analytic continuation for analytic
functions in Qp, we cannot extend exp(x) to a natural exponential function on
Qp. However, we can use exp(x) to define a structure of exponential ring on
Zp: let Ep be the map x 7−→ exp(px) (if p 6= 2, we set E2(x) = exp(4x)). Then
Ep is convergent on Zp and (Zp,+, ·, 0, 1, Ep) is an exponential ring i.e. Ep is a
morphism of group from (Zp,+, 0) to (Z
×
p , ·, 1). Let us remark that the choice of
Ep is not really canonical: we could have taken exp(tx) for any t with positive
valuation.
Let Lexp be the language (+, ·, 0, 1, Ep) and Zp,exp be the Lexp-structure with
underlying set Zp and natural interpretation for the elements of the language.
We call this stucture the p-adic exponential ring. Zp,exp can be thought as a p-
adic equivalent to the structures Cexp and Rexp (or to be more precise we should
consider these structure with the domain of the exponential map reduced to a
compact set). Very few results are known about Zp,exp. In [2][3], A. Macintyre
investigates for the first time the stucture of p-adic exponential ring. He solves
some decisions problem (decision problem for the positive universal part of the
theory and for one variable existential sentences). In [1], he also gives a result
of model-completeness whose an effective version was proved in [7] and will be
usefull for this paper.
In this paper, we consider the question of the full decidability of the theory
of Zp,exp. It is well-known that the theory of Cexp is undecidable. Indeed, using
the kernel of the exponential map, one can define the structure (Z,+, ·, 0, 1)
inside Cexp. On the other side, the decidability problem for the theory of Rexp
remains open. In [4], A. Macintyre and A. Wilkie highlight the role of Schanuel’s
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conjecture in this problem. More precisely, they prove that if Schanuel’s conjec-
ture is true then the theory of Rexp is decidable. The main result of this paper
is along this line:
Main theorem. Assume that the p-adic version of Schanuel’s conjecture is
true. Then the theory of the p-adic exponential ring is decidable.
The outline of the proof is the same that in the real case: first we reduce
the decidability of the full theory to the case of existential sentences. In the
real case, it relies (among other things) on the effective model-completeness
of the theory of the reals in the language of ordered fields with the restricted
exponential function. In the p-adic case, it is not known if the theory of Zp,exp
is model-complete. So, we will use the expansion of language LpEC introduced
in [1]. In this language the theory of Zp is effectively model-complete. We recall
the definition of this language in the beginning of section 4. While this language
introduces new functions, it is not so different from the language Lexp from the
point of view of the decision problem for existential sentences. Indeed, the new
functions can be written as polynomial combination of exponentials in a suitable
finite algebraic extension of Qp. Therefore, in section 3, we will show that one
can solve the decision problem for the positive existential Lexp-sentences. Then
in section 4, we will see how one can adapt the arguments to a general existential
LpEC -sentence.
Let ψ be an existential Lexp-sentence. It is sufficient to find a procedure
that will return true when ψ is true in Zp (and may runs forever when ψ is
false as by effective model-completeness the negation of ψ is also an existential
LpEC -sentence). An easy case is when ψ is a formula of the type
∃x1, · · · , xnP1(x,Ep(x)) = · · · = Pn(x,Ep(x)) = 0 6= J(x)
where J denote the Jacobian of the system.
In the real case, one can check that such a system of n exponential equations
with n variables has a solution in R using Newton algorithm. In our case, we
will use an analytic version of Hensel’s lemma.
Theorem 1.1 (Analytic Hensel’s lemma). Let f = (f1, · · · , ft) be a system
of elements in Zp{X1, · · · , Xt}. Let Jf (X) denote the Jacobian matrix of the
system. Assume that there is a ∈ Ztp such that
det Jf (a) 6= 0 and v(f(a)) > 2v(det Jf (a)) + r,
where r is any nonnegative integer. Then, there is a unique b ∈ Znp such that
v(b − a) > v(det Jf (a)) + r and f(b) = 0.
Assume that the formula ψ is realised in Zp, one can check it using Hensel’s
lemma:
1. Let k1, k2, · · · be an enumeration of Z
n.
2. For all i, check if det Jf (ki) 6= 0 and v(f(ki)) > 2v(det Jf (ki)).
3. If this is the case for some i, stops the procedure: the formula ψ is satisfied
in Znp by Hensel’s lemma.
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Let us remark that whenever the formula ψ is true, we can always find such a
tuple ki as Z
n is dense in Znp .
We will reduce the general case to a procedure of this kind. More precisely,
let FP (x) = P (X,Ep(x)) be an exponential polynomial with coefficients in Z.
Assume that the formula ∃x FP (x) = 0 is realised in Zp. Then in section
2, we will prove a desingularization theorem i.e. that there are exponential
polynomials P1(x,Ep(x)), · · · , Pn(x,Ep(x)) and a non-singular solution of the
system which also a zero of FP . While checking that the system has a non-
singular solution is easy, it is not obvious that the solution we find is indeed
the zero of FP given by the theorem. Furthermore, we don’t know any effective
procedure to compute P1(x,Ep(x)) = · · · = Pn(x,Ep(x)). This is where we
need a p-adic version of Schanuel’s conjecture. We will see in section 4 that if
we assume the p-adic Schanuel’s conjecture, we can actually assume that P is
(roughly) in the ideal generated by P1, · · ·Pn. This will allow us to overcome
the issues mentionned and give a positive answer to the decision problem for
existential LpEC -sentences.
Notations. Let K be a valued field. We denote its valuation ring by OK and
its maximal ideal by MK . We will denote the p-adic valuation by v. We will
denote the set of nonzero elements of a ring A by A∗.
2 Desingularization theorem
Let F be a subset of Zp{X}. Let LF be the language (+, ·, 0, 1, Pn, f ;n ∈ N, f ∈
F ) where Pn is a unary predicate interpreted in Zp by the set of nth powers.
We assume that the set of LF -terms is closed under derivation. The example
of our interest is the case where F is the set of trigonometric functions (in the
sense of [1], we recall the definition later in this paper) and Ep.
In this section, we consider a system of equations f = (f1, · · · , fn) where
the f ′is are LF -terms with m variables. Assuming that the above system has
a solution in Zp, we want to show that there exists a system of LF -terms g =
(g1, · · · , gm) such that there is a non-singular zero of the system g which is also
a zero of the system f . We will actually prove the result for all finite algebraic
extensions of Qp. This result is the p-adic version of theorem 5.1 in [8]. We will
work with Noetherian differential rings like in [8]. The outline of the proof is
actually the same that in the real case.
Within this section, K will denote a finite algebraic extension of Qp. The
implicit function theorem will play an important role in our proof. We state
now this result in the p-adic context.
Let f : U × V −→ Km be an analytic map (where U × V is an open subset
of Kn ×Km). Let A = Df(a, b) be its differential at (a, b). We set
Ax =

∂f1
∂x1
(a, b) · · · ∂f1
∂xn
(a, b)
...
...
∂fm
∂x1
(a, b) · · · ∂xn
∂ym
(a, b)
 and Ay =

∂f1
∂y1
(a, b) · · · ∂f1
∂ym
(a, b)
...
...
∂fm
∂y1
(a, b) · · · ∂fm
∂ym
(a, b)

Theorem 2.1 (Implicit function theorem). Let f : U×V → Km be an analytic
map (where U × V is an open subset of Kn × Km) such that f(a, b) = 0 for
some (a, b) ∈ U × V . Let A = Df(a, b). Assume Ay invertible. Then, there
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exist U1 ⊂ U and U2 ⊂ V , both open and containing a and b respectively, such
that for all x ∈ U1 there is a unique y ∈ U2 with f(x, y) = 0.
Furthermore, the map g defined by g(x) = y from U1 to U2 is analytic and
satisfies g(a) = b, f(x, g(x)) = 0 for all x ∈ U1 and Dg(x) = −A−1y Ax.
Let us remark that if the function f and the open sets U, V are definable, then
so is the function g. Indeed, we can assume that the Ui’s are open balls and the
function g is determined by the relations (x, g(x)) ∈ U1×U2 and f(x, g(x)) = 0.
Also, the derivatives of g are definable via the relation Dg(x) = −A−1y Ax.
We are now given a system f1, · · · , fn of LF -terms. We first observe that
such a system can be reduced to a single equation in K : indeed, as v(OK) =
1
e
Z
for some e ∈ N:
for all x, y ∈ K, (x, y) = (0, 0) iff x2 + piy2 = 0,
where pi is an element of minimal positive valuation. So, we can consider systems
with a single LF -term. We viewK as a LF -structure (where f ∈ F is interpreted
by the map restricted to the valuation ring, i.e. the interpretation of f takes
value f(x) for x ∈ OK and value 0 for x /∈ OK). We also add to the language
LF constant symbols for a basis of K over Qp (such that this basis is also a
basis of OK over Zp). We are interested by the local behaviour of the definable
analytic maps (especially, in what happens in the valuation ring). We consider
the ring of such maps where we identify two maps which coincide on a open set
i.e. the ring of germs:
Definition 2.2. Given a neighbourhood system N in Kn (i.e. a non-empty
collection of non-empty open LF -definable subsets of Kn closed under finite
intersection), G(n)(N )− is the set of all 〈f, U〉 where U ∈ N and f : U −→ K
is a LF -definable function such that f is analytic on U .
We define an equivalence relation on G(n)(N )− by: 〈f1, U1〉 ∼ 〈f2, U2〉 iff f1
and f2 coincide on a neighbourhood i.e. there is U ∈ N such that U ⊆ U1 ∩ U2
and for all x ∈ U , f1(x) = f2(x). We denote by [f, U ] the class of 〈f, U〉.
The ring of germs is the set G(n)(N ) = G(n)(N )−/∼ equipped with the
natural operations of addition and multiplication.
Let us remark that G(n)(N ) is a unital differential ring.
As a special case of neighbourhood system, we have the collection of all
definable open neighbourhoods of a point P . We denote the ring of germs in
this case by G(n)(P ). Let P ∈ K l and Q ∈ Km and let f1, · · · , fm be analytic
maps in G(l+m)(P,Q). Let f = (f1, · · · , fm). Assume that f(P,Q) = 0 and det
Jf (P,Q) 6= 0 i.e. fi(P,Q) = 0 for all i and
det

∂f1
∂xl+1
(P,Q) · · · ∂f1
∂xl+m
(P,Q)
...
...
∂fm
∂xl+1
(P,Q) · · · ∂fm
∂xl+m
(P,Q)
 6= 0,
i.e. fi(P,Q) = 0 for all i and the vectors(
∂f1
∂xl+1
(P,Q), · · · ,
∂f1
∂xl+m
(P,Q)
)
, · · · ,
(
∂fm
∂xl+1
(P,Q), · · · ,
∂fm
∂xl+m
(P,Q)
)
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areK-linearly independent. We denote these vectors by dP,Qfi. By the analytic
implicit function theorem, there are UP × UQ ⊂ U and Φ′ = (Φl+1, · · · ,Φl+m)
analytic from UP to UQ such that fi(x,Φl+1(x), · · · ,Φl+m(x)) = 0 for all x ∈
UP . As the fi’s and U are definable, this guarantees that the map Φ
′ is definable
analytic. Therefore, Φ′ determines a germ in G(l)(P ).
Let Φ(x) = (Φ1(x), · · · ,Φl+m(x)) where Φi(x) = xi for i ≤ l and Φl+i as
above. We denote the morphism of rings
G
(l+m)(P,Q) −→ G(l)(P )
[f, U ] 7−→ [f(Φ), U ]
bŷ. The kernel of this map is the set of germs which vanish (locally) on the
set of zeros of the system (f1, · · · , fm) around (P,Q). In particular, fˆi ≡ 0 (and
therefore, ∂fˆi
∂xj
≡ 0) in G(l)(P ).
Lemma 2.3. Let f1, · · · , fm, (P,Q) as above. For all g ∈ G
(l+m)(P,Q),
dP,Qf1, · · · dP,Qfm, dP,Qg are linearly independent over K iff dP gˆ 6= 0.
The proof of this lemma is word to word the same that lemma 4.7 in [8]. We
fix now some notations: let f1, · · · , fm : U −→ K be analytic functions (where
U ⊂ Kn open). Then,
V (f1, · · · , fm) = {P ∈ U | f1(P ) = · · · = fm(P ) = 0},
V ns(f1, · · · , fm) = {P ∈ V (f1, · · · , fm) | dP f1, · · · , dP fm are K-linearly independent}.
Proposition 2.4. Let P ∈ Kn and let M be a Noetherian subring of G(n)(P )
closed under differentiation. Let m ∈ N and [f1, U1], · · · , [fm, Um] ∈ M . As-
sume P ∈ V ns(f1, · · · , fm). Then, exactly one of the following is true:
(a) n=m; or,
(b) m<n and for all [h,W ] ∈M with h(P ) = 0, h vanishes on U∩V ns(f1, · · · , fm)
for some U open neighbourhood of P ; or,
(c) m<n and for some [h,W ] ∈M , P ∈ V ns(f1, · · · , fm, h).
Again the proof is similar to the real case [8]. Note that for this proposi-
tion, we need to consider analytic functions in our case (instead of infinitely
differentiable functions in [8]).
Proof. If m < n, say n = l +m, then the vectors dP f1, · · · , dP fm are linearly
independent. Without loss of generality, we will assume that the matrix A(P ) =(
∂fi
∂xj
(P )
)
1≤i≤m,l+1≤j≤n
is invertible. Let λ be the map x 7−→det A(x). On a
neighbourhood U of P , this map is invertible. Let Λ = [λ, U ]. We define
M∗ := M [Λ−1]. Assume P = (P1, P2) ∈ K l×m. We define the ̂-map as
before. Then, M̂∗, the image of M∗ by this map, is Noetherian. And, by the
implicit function theorem, we have
∂Φl+1
∂xr
...
∂Φn
∂xr
 = −Λ−1

∂f1
∂xr
...
∂fm
∂xr
 ,
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which means that ∂Φi
∂xj
∈ M∗. Therefore using the chain rule, we find that M̂∗
is closed under differentiation.
Let I = {g ∈ M̂∗ | g(P1) = 0}.
1. If I = {0}. Suppose g = [h,W ] ∈ M and h(P ) = 0. Then, gˆ(P1) = 0 and
therefore gˆ ∈ I i.e. gˆ = 0. By definition of the map̂, it exactly means
that h is vanishing on a neighbourhood of P in V ns(f1, · · · , fm).
2. If I 6= {0}, I is not closed under differentiation. Otherwise for all g ∈ I, the
partial derivatives of g vanish at P1. This implies that all the coefficients
of the power series defining g around P are zero and therefore g = 0 in
M̂∗. So, there is g ∈ M∗ such that gˆ ∈ I and ∂gˆ
∂xi
/∈ I. It means that
gˆ(P1) = 0 (i.e. g(P ) = 0) and
∂gˆ
∂xi
(P1) 6= 0. But, for some integer s,
Λsg ∈M . Let f = Λsg. Then, f(P ) = 0 and
∂fˆ
∂xi
(P1) =
(
sΛˆs−1(P1)
∂Λˆ
∂xi
gˆ(P1)
)
+
(
λˆs(P1)
∂gˆ
∂xi
(P1)
)
6= 0.
So, dP fˆ 6= 0 and therefore by lemma 2.3, P ∈ V ns(f1, · · · , fm, f).
We are now able to state the desingularization theorem:
Let U be an open definable neighbourhood of the origin contained in OnK .
Then, {U} forms a neighbourhood system. We denote the correspondent ring
of germs by G(n)(U). Let us recall that we may assume K = Qp(α1, · · · , αs)
and that for this choice of α1, · · · , αs, Z(α1, · · · , αs) is dense in the valuation
ring of K.
Theorem 2.5. Let M be a Noetherian subring of G(n)(U) which contains
Z(α)[x1, · · · , xn], is closed under differentiation and such that for all g ∈ M ,
the germ of g is equivalent to a definable analytic function given by a power
series with coefficients in the valuation ring.
Let f ∈ M . Assume that S is a non-empty definable subset of V (f), open
in V (f). Then, there exist f1, · · · , fn ∈M such that S ∩ V ns(f1, · · · , fn) 6= ∅.
Proof. First, for all Q ∈ S, we set IQ = {g ∈ M | g(Q) = 0}. As M is
Noetherian, there is some R in S such that IR is maximal within the collection
of all IQ. Let g1, · · · , gN be generators of IR and g =
∑
i pi
2(i−1)g2i (where pi is
a prime element of K which can be assumed to be one of the αi). So, g(x) = 0
iff gi(x) = 0 for all i. Then, R ∈ V (g) ∩ S and for all Q ∈ V (g) ∩ S, IR = IQ.
Choose m maximal such that for some f1, · · · , fm ∈M , R ∈ V ns(f1, · · · , fm).
By contradiction, assume that m < n; say n = m+ l.
Note that up to a Z(α)-linear change of variables, we may assume R as close
to the origin as we will need (more precisely, we need that the neighbourhood
WR below contains the origin). First, we will now prove that V (g) ∩ S and
V ns(f1, · · · , fm) locally coincide.
(a) V (g) ∩ S ⊆ V ns(f1, · · · , fm):
Indeed, R ∈ V ns(f1, · · · , fm). So, fi ∈ IR for all i and det E /∈ IR (where
E denotes the matrix
(
∂fi
∂xj
)
with K-linearly independent vectors). As, for
all Q ∈ V (g) ∩ S, IQ = IR, it means that fi ∈ IQ and det E /∈ IQ. So,
Q ∈ V ns(f1, · · · , fm).
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(b) Let Q ∈ V (g) ∩ S, h ∈M then Q /∈ V ns(f1, · · · , fm, h):
If we assume Q ∈ V ns(f1, · · · , fm, h), arguing like in (a), we would find
R ∈ V ns(f1, · · · , fm, h) which contradicts the maximality of m.
(c) For all Q ∈ V (g) ∩ S, there is WQ an open neighbourhood of Q such that
WQ ∩ V (g) ∩ S =WQ ∩ V ns(f1, · · · , fm):
By the point (b) and the proposition 2.4, the only possibility is that there is
W ′ open neighbourhood of Q such that g vanishes onW ′∩V ns(f1, · · · , fm).
As f ∈ IR, it means that V (f) ⊇ V (g) and therefore that f vanishes on
W ′ ∩ V ns(f1, · · · , fm). So, W ′ ∩ V ns(f1, · · · , fm) ⊆W ′ ∩ V (g) ∩ V (f). We
have that S is open in V (f). So, for some W ′′ open neighbourhood of Q,
W ′′ ∩ S =W ′′ ∩ V (f). Take WQ =W ′ ∩W ′′ and we are done.
We are given f1, · · · , fm. Without loss of generality, we may assume that
the matrix ∆ =
(
∂fi
∂xj
)
1≤i≤m;l+1≤j≤n
has non-vanishing determinant at R =
(P,Q). Let Φl+1(x), · · · ,Φn(x) given by the implicit function theorem and let
Φi(x) = xi for i ≤ l.
First, let us remark that up to a change of variables, we can assume that
Φi(P ) and
∂Φi
∂xj
(P ) (where i > l ≥ j) lies in the maximal ideal MK . Indeed,
by a change of variables of the type (X1, · · · , Xn) 7−→ (X1 −N1, · · · , Xn −Nn)
(where Ni ∈ N(α) is a suitable approximation of Pi, Qi), we can assume that the
implicit functions are defined on a neighbourhood of 0. This means that we can
assume v(P ) > t and v(Φi(P )) = v(Q) > t (where t could be any nonnegative
integer). Also, we know that for all r ≤ l

∂Φl+1
∂xr
...
∂Φn
∂xr
 (X) = −∆−1

∂f1
∂xr
...
∂fm
∂xr
 (X,Φl+1(X), · · · ,Φn(X)). (1)
We consider the change of variables
(X1, · · · , Xl, Xl+1, · · · , Xn) 7−→ (X1, · · · , Xl, Xl+1/pi
t, · · · , Xn/pi
t).
Denote by f˜ the function obtained after this change of variables. Then, for all
i ≤ m,
∂f˜i
∂xj
(P˜ , Q˜) =
{
∂fi
∂xj
(P,Q) for j ≤ l
pi−t ∂fi
∂xj
(P,Q) for l + 1 ≤ j ≤ n,
where (P˜ , Q˜) = (P, pitQ). So, ∆˜(P˜ , Q˜) = 1
pit
∆(P,Q). For t large enough,
∆˜(P˜ , Q˜) has negative valuation. Therefore, by the relation (1),
v
(
∂Φ˜i
∂xj
(P˜ , Q˜)
)
> 0.
Without loss of generality, we will assume that such a changement has be done
and will denote (P˜ , Q˜) by (P,Q) and similarly for the functions.
Let hN (X) :=
∑
(Xi − Ni)2 for all N = (N1, · · · , Nn) ∈ Z[α1, · · · , αs]n.
We want to apply Hensel’s lemma to the functions
(
∂hˆN
∂X1
, · · · , ∂hˆN
∂Xl
)
. Our goal
7
is to prove that for a point (P ′, Q′), close enough from (P,Q), the vectors
d(P ′,Q′)f1, · · · , d(P ′,Q′)fm, d(P ′,Q′)hN are linearly dependent. For this, by lemma
2.3, it is sufficient to check that the above partial derivatives vanish at P ′.
We want to prove that if we choose N carefully, for all i, ∂hˆN
∂Xi
(P ) has valu-
ation at least 2v( det J(P )) + ε+ 1 where J is the Jacobian of the system, ε is
the radius of the open set WR given in (c). Then, the analytic Hensel’s lemma
gives us a root P ′, ε-close from P .
Claim 1. det J(P ) 6= 0.
Proof. We compute the following derivatives using the chain rule :
gi :=
∂hˆN
∂Xi
(P ) =
∑
1≤k≤n
2 ·
(
Φk(P )−Nk
)∂Φk
∂Xi
(P ).
∂gi
∂Xj
(P ) =
∂2hˆN
∂Xj∂Xi
(P ) =
∑
k
2·
(∂Φk
∂Xi
(P )·
∂Φk
∂Xj
(P )
)
+2·
(
Φk(P )−Nk
) ∂2Φk
∂Xj∂Xi
(P ).
We want to prove that the Jacobian of g = (g1, · · · gn) is non vanishing at
P . In the above sum, let us denote
∑
k 2 ·
∂Φk
∂Xi
(P ) · ∂Φk
∂Xj
(P ) by Bij and the other
terms
∑
k 2 ·
(
Φk(P )−Nk
)
∂2Φk
∂Xj∂Xi
(P ) by Cij . Then, let Sl be the permutation
group of {1, · · · , l} and sgn(σ) be the signature of an element σ ∈ Sl. We have:
det Jg(P ) =
∑
σ∈Sl
sgn(σ)
∏
Jiσ(i)
=
∑
sgn(σ)
∏
(Biσ(i) + Ciσ(i))
= det B + (· · · ),
where in the sum (· · · ), each element contains at least one factor of the form(
Φk(P )−Nk
)
.
If det B 6= 0, then, for Nk a suitable approximation of Φk(P ), the valuation
of det Jg(P ) is given by the valuation of det B (let us remark that in this case
this valuation does not depend on N). And therefore, det Jg(P ) 6= 0.
We remark that for all k ≤ l, ∂Φk
∂Xi
· ∂Φk
∂Xj
= δijk (δ is the Kronecker delta).
So, if we denote by Dij the sum over k > l in Bij/2, we have:
1
2B = Id+D and
1
2
det B =
∑
σ∈Sr
sgn(σ).
∏(
δiσ(i) +Diσ(i)
)
=
(
det D −
∏
Dii
)
+
∏(
1 +Dii
)
.
Now, assume by contradiction that det B = 0. Let us recall that for all
i > l, for all k,
v
(
∂Φi
∂Xk
(P )
)
> 0 (∗).
Therefore, v(Dii) > 0 and as det B = 0,
v
(
det D −
∏
Dii
)
= v
(∏
(1 +Dii)
)
= 0.
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We deduce from these relations that v( det D) = 0. This is a contradiction with
(∗).
This completes the proof of the claim.
Now, for Nk ∈ Z[α1, · · · , αs] a suitable approximation of Φk(P ), gi(P ) has
valuation at least 2v( det J(P )) + ε+ 1 (as we have seen the valuation of J(P )
does not depend on N in this case). So, by Hensel’s lemma, there exists P ′
(ε-close from P ) such that for all i, gi(P
′) = 0 i.e dP ′ hˆN = 0.
Let Q′ = (Φl+1(P
′), · · · ,Φn(P ′)). Then, (P ′, Q′) ∈ V ns(f1, · · · , fm) and
by lemma 2.3, d(P ′,Q′)f1, · · · , d(P ′,Q′)fm, d(P ′,Q′)hN are linearly dependent over
K. But, as (P ′, Q′) is in WR (if we pick ε small enough), we have that
(P ′, Q′) ∈ V ns(f1, · · · , fm) ∩WR ⊆ V (g) ∩ S. Then, by an argument similar to
the proof of (a), d(P,Q)f1, · · · , d(P,Q)fm, d(P,Q)hN are also linearly dependent for
all N suitable approximation of Φ(P ). As d(P,Q)f1, · · · , d(P,Q)fm are linearly
independent, it implies that d(P,Q)hN lies in the linear span of the other vectors.
Let N ′ = (N1, · · · , Ni−1, Ni + p
ti , Ni+1, · · · , Nn), then N
′ is also a suit-
able approximation of Φ(P ) (for all ti large enough) and therefore d(P,Q)hN ′
lies in the same vector space. But then, (0, · · · , pti , 0, · · · , 0) = (d(P,Q)hN ′ −
d(P,Q)hN )/2 lies in the linear span of d(P,Q)f1, · · · , d(P,Q)fm for all i, which
contradicts that m < n.
Our desingularization result is an immediate corollary of this theorem:
Corollary 2.6. Let F ⊂ OK{X}. Assume that the set of LF -terms is closed
under derivation and that for any finite collection of LF -terms, the ring gener-
ated by these terms, their subterms and their derivatives is Noetherian. Let f
be a LF -term and assume that the formula ∃x1 · · · ∃xnf(x) = 0 is satisfied in
OK . Then there are f1, · · · , fn LF -terms such that the formula
∃x f(x) = f1(x) = · · · = fn(x) = 0 6= det J(f1,··· ,fn)(x)
is satisfied in OK .
Proof. Let f be a LF -term. Then, we apply the theorem 2.5 with U = OK , M
the ring generated over Z(α) by the subterms of f and their derivatives. We
take S = V (f). The theorem exactly says that if V (f) 6= ∅, then there are
f1, · · · , fn ∈M and a ∈ OnK such that
f(a) = f1(a) = · · · = fn(a) = 0 6= det J(f1,··· ,fn)(a).
Finally, let us remark that as the set of LF -terms is closed under derivation,
any element of M is a LF -term.
Corollary 2.7. Let P (X1, · · · , Xn, Y1, · · · , Yn) ∈ Z[X,Y ]. Assume that f(X) =
P (X,Ep(X)) has a root in Zp. Then there is P1, · · · , Pn ∈ Z[X,Y ] and b ∈ Znp
such that
P (b, Ep(b)) = P1(b, Ep(b)) = · · · = P (b, Ep(b)) = 0 6= det J(P1,···Pn)(b).
Proof. Apply theorem 2.5 with U = Zp,M = Z[X,Ep(X)] and S = V (P (X,Ep(X))).
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3 Decidability of positive existential sentences
It is easy to see that any existential Lexp-sentence is (effectively) equivalent to
a disjunction of sentences of the type:
∃x1 · · · ∃xn
∧
j
Fj(x) = 0 ∧
∧
j
Gj(x) 6= 0,
where Fi and Gj are in Z[x1, · · · , xn, e
px1 , · · · , epxn ]. Note that unlike the real
case, we cannot remove the inequalities (in the real case, we can remove inequal-
ity at the price of new varibles because nonzero elements are invertible).
Let us remark that to any such exponential polynomial F corresponds a poly-
nomial in Z[x1, · · · , x2n]. And conversely, to a polynomial P ∈ Z[x1, · · · , x2n]
corresponds a unique element of Z[x1, · · · , xn, epx1 , · · · , epxn ]. We will denote
by FP this exponential polynomial.
We start with the case where only equalities are involved. Once again, as
for all x, y ∈ Zp (x, y) = (0, 0) iff x
2 + py2 = 0, we are reduced to the case of
a single exponential polynomial, say FP (x1, · · · , xn). First, note that it is not
hard to check that a given positive existential sentence is false in Zp:
Lemma 3.1. Let U = a + ptZnp be an open set (where a ∈ Z
n, t ∈ N) and let
g = (g1, · · · , gk) be k exponential functions. Then, there is a recursive procedure
which returns yes if there is no zero of g inside U .
Proof. We just have to check that the valuation of g is bounded on U .
Let us remark that if there is y ∈ U such that g(y) = 0, then for all s ≥ t,
there are b0i, · · · , bsi ∈ {0, · · · , p− 1}, i ≤ n such that
ai ≡
∑
j
bjip
j mod pt and g
(∑
bj1p
j , · · · ,
∑
bjkp
j
)
≡ 0 mod ps+1.
Actually, the bji’s are the digits of bi a suitable approximation of yi.
So, the converse states that: if there is s ≥ t such that for all b0i, · · · , bsi ∈
{0, · · · , p− 1} such that for all i ≤ n
ai ≡
∑
j
bjip
j mod pt,
we have
g
∑
j
bj1p
j , · · · ,
∑
j
bjkp
j
 6≡ 0 mod ps+1,
then, there is no y ∈ U such that g(y) = 0.
But these last conditions are recursively enumerable. The following algo-
rithm does the job:
Algorithm 1. Given U = a+ ptZnp , g = (g1, · · · , gk).
Proceed to an enumeration of all s ∈ N, s ≥ t. Check if for all b1, · · · , bn ∈
Z/psZ with v(a − b) ≥ t, gi(b) 6≡ 0 mod p
s+1 for all i. If yes, return true.
Otherwise go to the next step.
This completes the proof of the lemma.
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Let us remark that this algorithm never stops if the system has a root in U .
Note that we are able to do the basic computations in the above lemma (and in
the rest of the paper) effectively. Indeed, we are able to compute the valuation
of an exponential polynomial evaluated at a given integer.
Let f ∈ Z[x1, · · ·xn, epx1 , · · · , epxn ] and a tuple of integer t. Then, we are
able to determine if f(t) = 0 and compute the valuation of f(t): Let us remark
that we can assume that f(t) is a finite sum of the form
f(t) = s
∑
aie
pi
where the ai’s are integer and s ∈ Z
∗
p. As, e
p is transcendental over Q (theorem
due to Malher [5]), f(t) = 0 iff ai = 0 for all i. If this is not the case, using
the Taylor expansion, we can determine the remainder of f(t) modulo pn for
all n. The valuation of f(t) is determined by the smallest n such that f(t) 6≡ 0
mod pn.
Let ψ ≡ ∃x FP (x) = 0 be a positive exisential formula. The above lemma
gives us a procedure which stops and returns true if ψ is false in Zp. It runs
forever if ψ is true in Zp. To complete the proof of the decidability of the set
of positive existential formula, we just have to give a procedure that returns
true whenever FP has a root in Zp (and may runs forever otherwise). Actually,
using the desingularization theorem, we can almost already determine if FP has
a root in Zp:
Assume that FP admits a root a in Z
n
p , then we know by the corollary 2.7
that there are FP1 , · · · , FPn and b such that FP (b) = 0 and b is a non-singular
zero of the system G = (FP1 , · · · , FPn). Now, by Hensel’s lemma, we can check
if the system G has a non-singular solution in Zp. However, there is two issues:
first, the system G is not given explicitely in the proof of the desingularization
theorem (i.e. may not be computable). Second, there is no guarantee that the
non-singular solution of the system G computed by Hensel’s lemma is indeed a
solution of FP .
The two issues can be solved if P is in the ideal generated by P1, · · · , Pn.
Indeed, in that case, b determines a zero of each Pi:
Pi(b1, · · · , bn, e
pb1 , · · · , epbn) = 0 iff FPi(b1, · · · , bn) = 0.
And conversely, any zero b1, · · · , bn, epb1 , · · · , epbn of the system P1, · · · , Pn is a
zero of P . Furthermore, we can find P1, · · · , Pn by enumerating all polynomials
in Z[X ] (see later for more details).
The next lemma will give us exactly what we need : up to multiplication by a
polynomialQ (such thatQ does not vanish at (b1, · · · , bn, epb1 , · · · , epbn)), P is in
the ideal generated by some Q1, · · · , Qn like above. The key point of this lemma
is that we can determine the transcendence degree ofQ(b1, · · · , bn, e
pb1 , · · · , epbn)
over Q. This is where Schanuel’s conjecture turns out to be helpful.
The first thing to observe is that as b is a non-singular zero of the system
G, we certainly have that
trdegQQ(b1, · · · , bn, e
pb1 , · · · , epbn) ≤ n.
We will actually need equality which can be obtained using a p-adic version of
Schanuel’s conjecture:
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Conjecture (p-adic Schanuel’s Conjecture). Let n ≥ 1 and t1, · · · , tn in Cp
(with valuation at least 1/(p− 1)) linearly independent over Q.
Then, the field Q(t1, · · · , tn, e
t1 , · · · , etn) has transcendence degree at least n
over Q.
Using the p-adic version of Schanuel’s conjecture, like in [4], we can prove:
Lemma 3.2. Let n ≥ 1, P ∈ Z[x1, · · · , x2n].
Assume that FP = P (x1, · · · , xn, epx1 , · · · , epxn) has a zero and that for all
zeros a of FP , its components a1, · · · , an are Q-linearly independent.
Then, there exist b1, · · · , bn ∈ Zp and Q,Q1, · · · , Qn, S1, · · ·Sn ∈ Z[x1, · · · , x2n]
such that b is a zero of FP and a non-singular zero of G = (FQ1 , · · · , FQn), that
FQ(b) 6= 0 and that QP =
∑
iQiSi.
This lemma guarantees the existence of a system such that the non-singular
zeros of this system are roots of FP .
Proof. Let P1, · · · , Pn given by corollary 2.7 and b ∈ V (FP )∩V ns(FP1 , · · · , FPn).
By the above discussion, the transcendence degree ofQ(b1, · · · , bn, epb1 , · · · , epbn)
over Q is exactly n. We apply the following claim with m = 2n, r = n and
I = {h ∈ Z[x1, · · · , x2n] | h(b1, · · · , bn,pb1 , · · · , epbn) = 0}:
Claim 2. Let m, r ≥ 1, I prime ideal of Z[x1, · · · , xm] with I ∩ Z = {0} and
trdegQ Frac (Z[x1, · · · , xm]/I) = r. Then, there is Q ∈ Z[x] with Q /∈ I such
that QI is generated by m− r elements.
As trdeg Frac(Z[x]/I) = trdegQQ(b1, · · · , bnEp(b1), · · · , Ep(bn)) = n (by
Schanuel’s conjecture), we can apply the claim.
Let Q1, · · · , Qn be generators of QI. Then, the properties of the lemma are
satisfied except that b may be a singular zero of our system. But, as Pi ∈ I,
QPi =
∑
SijQj for some Sij ∈ Z[x]. Using the chain rule on this relation, we
find that
FQ(b) ·
∂FPi
∂xj
(b) =
∑
k
FSik(b)
∂FQk
∂xj
(b).
As FQ(b) 6= 0, we deduce that b is a non-singular zero of G.
Proposition 3.3. If Schanuel’s conjecture is true, the positive existential theory
of the structure (Zp,+, ·, 0, 1, Ep) is decidable.
Proof. Let ϕ be a positive existential sentence of our theory. Without loss of
generality, we can assume that
ϕ ≡ ∃x1 · · ·xn FP (x) = 0
for some P ∈ Z[X1, · · · , X2n].
First, we give an algorithm that returns true if the sentence is satisfied (and
never stop otherwise). We are given FP and we want to know if this function
admits a solution in Znp . Assume that this is the case. Then, lemma 3.2 gives us
the existence of exponential polynomial functions G = (FQ1 , · · · , FQn) such that
any non-singular zero of G is a zero of FP . So, proceed to an enumeration over
all possible system G and polynomials Q, Sij like in the lemma. Using Hensel’s
lemma, we can determine if G has a non-singular root in an open U . If our
sentence is satisfied, there exists such an open set U which contains a solution
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of G and does not contain a root of FQ. So, we proceed to an enumeration of
all open set of the type U = a+ ptZnp for all a ∈ N
n, t ∈ N and on each such a
set we check if the conditions of Hensel’s lemma are satisfied for some tuple in
U and if FQ has no root in U (via lemma 3.1).
We give now the algorithm. If Schanuel’s conjecture is true, this algorithm
returns true whenever FP has at least one root in Z
n
p and the components of
any of its roots are linearly independent. If these conditions are not satisfied,
this algorithm may run forever.
Algorithm 2. Given n ≥ 1, P ∈ Z[x1, · · · , x2n].
Proceed to an enumeration of Q,Q1, · · · , Qn, S1, · · · , Sn ∈ Z[x1, · · · , x2n] and
all a1, · · · , an, t, s ∈ N, s ≥ t
Given such a 3n+3-uple, first check if QP =
∑
QiSi. If not go to the next step
(of the enumeration).
Otherwise, check if
det
(
∂FQi
∂xj
)
(a) 6= 0,
and if
v(FQi)(a) > v
(
det
(
∂FQi
∂xj
)
(a)
)
+ t.
If not, go to the next step.
If this is the case (there is a root of the system G in U := a + ptZnp ), for all
bij ∈ {0, · · · , p − 1}, where 0 ≤ j ≤ s, 1 ≤ i ≤ n, let bi =
∑
bijp
j check if
whenever v(b− a) ≥ t, we have
FQ(b) 6≡ 0 mod p
s+1.
If yes (FQ does not admit root in U), return true. Otherwise, go to the next
step.
Finally, let us recall that in the above algorithm, we need to assume that
the components of any root of FP are linearly independent. But, without loss
of generality, we can assume that this is the case:
Indeed, let FP be an exponential polynomial. We proceed to an enumeration
over all possible relations of Z-linear dependence between the variables and we
run in parallel the following procedure:
For each relation, we remove one of the variable according to this relation.
Let F˜P be the exponential polynomial obtained after this transformation. We
remark that F˜P has a root iff FP has a root that satisfies the Z-linear relation
used to construct F˜P . We apply the algorithm 2 with entry F˜P . If the compo-
nents of any root of F˜P are linearly independent, then algorithm 2 returns true
(in the case where F˜P has a root) and the truth of our formula is determined.
If F˜P has a root with components linearly dependent, we restart the procedure
with FP := F˜P .
This procedure stops and returns true in the case where FP has a root in
Zp.
Now, we can determine the truth of a positive existential sentence : we run
in parallel the algorithm 1 and algorithm 2 with entries P . If FP has no root in
Znp , the algorithm 1 stops and we return false. If not, then FP has a root and
algorithm 2 stops, in which case, we return true.
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Remark. It is not hard to see that the algorithms 1 and 2 can be adapted to
determine the truth of positive existential sentences in (OK ,+, ·, 0, 1, Ep) where
K is a finite algebraic extension of Qp.
Let us also remark that the algorithm 2 can be easily modified to take as
entries general existential sentences. Indeed, such a sentence has the form
∃x1 · · · ∃xnFP (x) = 0 ∧
∧
j
FRj (x) 6= 0.
Therefore, we just have to check that FRj has no root in U (exactly like we
did for FQ). However, it is not clear that we can find a procedure that stops if
such a sentence is false. One could proof that the negation of the above formula
is equivalent to a (computable) Lexp-existential sentence. It is not known if
such a model-completeness result exists. In order to avoid this issue, we extend
proposition 3.3 to the expansion of language LpEC of [1]. In this language, the
theory of Zp is effectively model-completene. The decidability of the full theory
is then clear: apply the above procedure in parallel for the sentence and (the
LpEC -existential sentence equivalent to) its negation. One of the two procedure
has to stop and therefore determines the truth of the sentence in Zp.
4 Decidability of the LpEC-sentences
First, let us recall the definition of the language used in [1] to obtain the model-
completeness result. Let K = Qp(α) be a finite algebraic extension of degree
d (where we assume α has nonnegative valuation and is algebraic over Q). We
want to expand Lexp by function symbols so that the function Ep : Zp(α) −→
Zp(α) is definable in our language. As usual, one can define the ring Zp(α) in Zp
by identifying the former ring with its structure of Zp-module. So, it is sufficient
to be able to decompose Ep(y) in the basis of K over Qp for all y ∈ Zp(α). By
the multiplicative property of Ep we actually just need to decompose Ep(xα
i)
for all i < d and for all x ∈ Zp. We set
Ep(xα
i) = c0,i(x) + c1,i(x)α + · · ·+ cd−1,i(x)α
d−1.
The elements ci,j(x) define functions from Zp → Zp such that ci,j(X) ∈ Zp{X}.
We call these functions the decomposition functions of Ep in K. Note that these
functions does not depend on the choice of the basis. Indeed, let σ ∈ Gal(K/Qp)
(the Galois group of K over Qp) then
Ep(xσ(α)
i) = c0,i(x) + c1,i(x)σ(α) + · · ·+ cd−1,i(x)σ(α)
d−1 .
In fact, just like the function sin and cos in C, the functions ci can be expressed
as a polynomial combination of Ep(xσ(α)). Indeed, from the above equalities,
we find that:  c0,i(x)...
cd−1,i(x)
 = V −1
 Ep(xσ0(α))...
Ep(xσd−1(α))
 (∗),
where V is the Vandermonde matrix of the roots of the minimal polynomial of
α and σi are the elements of Gal(Kd/Qp).
We fix a tower of finite algebraic extensions K1 ⊂ K2 ⊂ · · · so that
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• Kn is the splitting field ofQn(X) polynomial of degreeNn with coefficients
in Q;
• Kn = Qp(βn) for all βn root of Qn;
• any extension of degree n is contained in Kn and its valuation ring is
contained in Zp[βn].
Note that by Krasner lemma, such a family of extension exists. We denote by
cijn the decomposition functions of Ep in Kn. Let LpEC = Lexp ∪ {cijn : i <
Nj , j, n ∈ N}. We will say the functions cijn are the trigonometric functions.
Let ZpEC be the structure with underlying set Zp and natural interpretations
for the language LpEC . In [7], it is proved that
Theorem 4.1. Th(ZpEC) is effectively strongly model-complete.
Therefore, if we are able to solve the decision problem for LpEC -existential
sentences then the theory of Zp,exp is decidable.
Let ϕ be an existential LpEC -sentence with n quantifiers. Then, there is N
such that any term of the formula has the form
f(x) = P (x, epx, c0,1,N(x), · · · , cdN−1,dN−1,N (x)) =: FP (x)
for some P (x, y0, · · · , yLN ) ∈ Z[x, y0, · · · , yLN ] (where LN = d
2
N − dN ). Let us
remark that the ring generated by the exponential and trigonometric functions
is closed under derivation. Therefore, we can apply theorem 2.5:
Let f be a LpEC -term. Assume that V (f) 6= ∅. Then, there existQ1, · · · , Qn ∈
Z[x, y0, · · · , yLN ] such that V
ns(FQ1 , · · ·FQn) ∩ V (f) 6= ∅. This implies that
there is a root a of f such that:
trdegQQ(a1, · · · , an, e
pa1 , · · · , epan , c0,1,dN (a1), · · · , cdN−1,dN−1,N (an))
= trdegQQ(a1, · · · , an, e
pa1 , · · · , epan , epa1βN · · · , epanβ
dN−1
N ) ≤ dN · n,
where the first equality holds, as by (*), the trigonometric functions can be ex-
pressed as a polynomial combinations ofEp(xβ
k
N ). Let us remark that 1, βN , · · · , β
dN−1
N
are Qp-linearly independent. Using the p-adic Schanuel’s conjecture, we find
that the above relation is actually an equality (if a1, · · · , an are Q-linearly in-
dependent). With this, we prove as before:
Lemma 4.2. Let n ≥ 1, P ∈ Z[X,Y 0, · · · , Y LN ].
Assume that FP = P (x1, · · · , xn, epx1 , · · · , epxn , c0,1,N(x1), · · · , cN,dN−1,dN−1(xn))
has a zero in Zp and that the components of any zero of FP are Q-linearly in-
dependent.
Then, there exist a1, · · · , an ∈ Zp and R,R1, · · · , RTN , S1, · · ·STN ∈ Z[X,Y 0, · · · , Y LN ]
(where TN = (LN − dN + 2) · n) such that a is a zero of FP and a non-
singular zero of a subsystem of G = (FR1 , · · · , FRTN ), that FR(a) 6= 0 and
that RP =
∑
iRiSi.
Proof. We apply claim 2 with
I = {h ∈ Z[X,Y 0, · · · , Y LN ] | h(a,Ep(a), c0,1,N (a), · · · , cdN−1,dN−1,N (a)) = 0},
m = (L2N + 2) · n and r = dN · n. Then, by the claim, there exist R 6∈ I,
R1, · · · , RTN generators of RI (where TN = m− r) and S1, · · · , STN such that
RP =
∑
RiSi. Also, as Qi ∈ I for all i, like in lemma 3.2, it implies that
a ∈ V ns(F
R˜1
, · · · , F
R˜n
) for some R˜1 · · · , R˜n ∈ {R1, · · · , RTN }.
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If we are given ϕ an existential LpEC -sentence of the form:
∃x1, · · · , xnFP (x) = 0 ∧
∧
i
FAi(x) 6= 0,
it is quite easy to adapt the algorithm 2 to construct an algorithm that returns
yes if the sentence is true in Zp (and never stops otherwise):
1. Enumerate all R,R1, · · · , RTN , S1, · · ·STN and B = a+ p
kZnp .
2. If RP =
∑
RiSi, check if a subsystem R˜1 · · · , R˜n has a unique non-
singular root in B using Hensel’s lemma.
3. If this is the case, use the algorithm 2 to determine if the following formula
is true in VN :
∃x x ∈ B ∧ x ∈ V ns(R˜1 · · · , R˜n) ∧ x ∈ V (R1, · · · , RTN ).
We use the version of algorithm 2 for formulas in KN and in the above
formula, we replace the trigonometric functions by their polynomial ex-
pression in exponential terms. Note that this procedure never stops if the
above formula is false but it doesn’t matter.
4. If the above formula is true, then the system R1, · · · , RTN has a root in
Znp ∩ B. So, FP has a root in Z
n
p ∩ B. It remains to check that FAi and
FR have no root in B. If this is the case, ϕ is true.
Now, we use theorem 4.1 to obtain a sentence ψ equivalent to the negation of
the sentence ϕ. Surely, our algorithm stops either for ϕ or ψ. We can therefore
determine the truth value of ϕ in Zp by running in parallel the algorithm for ϕ
and ψ.
The main theorem follows:
Theorem 4.3. Assume that the p-adic version of Schanuel’s conjecture is true.
Then, the theory of ZpEC is decidable.
Remark. • By the remark after proposition 3.3, it is not hard to extend
the above theorem to finite algebraic extensions of Qp.
• In the above theorem, we actually use the p-adic Schanuel’s conjecture for
point in the algebraic closure of Qp (i.e. we don’t need the case where the
αi’s are proper points of Cp).
• For sentences in one variable, one can solve the decision problem uncon-
ditionally (see [6]).
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