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Resumo
Na Teoria dos Semigrupos e´ extremamente importante o papel dos semigrupos de trans-
formac¸o˜es. De facto, estes desempenham o papel, na Teoria dos Semigrupos, correspondente
ao dos grupos de permutac¸o˜es, na Teoria dos Grupos. Esta˜o ainda presentes de modo crucial
na Teoria dos Auto´matos e Linguagens Formais, tendo assim aplicabilidade na Computac¸a˜o
Teo´rica e na Lingu´ıstica, bem como em muitas outras a´reas do conhecimento.
As cardinalidades e as caracter´ısticas de diversas classes de semigrupos de transformac¸o˜es
(totais, parciais, parciais injectivas, que preservam a ordem, a orientac¸a˜o ou uma relac¸a˜o de
equivaleˆncia) teˆm sido objecto de pesquisa de um nu´mero considera´vel de autores. Na primeira
parte desta dissertac¸a˜o apresentamos a nossa contribuic¸a˜o para este estudo calculando as car-
dinalidades e as caracter´ısticas de alguns mono´ides de transformac¸o˜es sobre uma cadeia finita
que preservam uma partic¸a˜o uniforme.
A segunda parte deste trabalho e´ dedicada a uma construc¸a˜o de semigrupos, o produto se-
midirecto bilateral, introduzida para grupos por Zappa e estudada para semigrupos por Kunze.
Usando va´rias estrate´gias, decompomos certos mono´ides de transformac¸o˜es como quocientes
de um produto semidirecto bilateral de dois dos seus submono´ides. Um dos procedimentos
que utilizamos resulta de um processo geral para obter produtos semidirectos bilaterais, o qual
consiste na construc¸a˜o de um produto semidirecto bilateral de dois mono´ides livres que, sob
determinadas condic¸o˜es, induz um produto semidirecto bilateral de dois mono´ides definidos por
apresentac¸o˜es associadas a esses mono´ides livres. Como aplicac¸a˜o, deduzimos decomposic¸o˜es
de alguns mono´ides de transformac¸o˜es sobre uma cadeia finita, entre os quais salientamos o
mono´ide das transformac¸o˜es crescentes. Os resultados obtidos teˆm aplicabilidade imediata a`s
pseudovariedades geradas pelos mono´ides em questa˜o permitindo-nos em particular concluir
que a pseudovariedade O, gerada pela famı´lia dos mono´ides de transformac¸o˜es totais e cres-
centes sobre uma cadeia com n elementos, esta´ propriamente contida no produto semidirecto
bilateral da pseudovariedade J, dos mono´ides J -triviais, por ela pro´pria.
Palavras chave: mono´ides; transformac¸o˜es; ordem; orientac¸a˜o; equivaleˆncias; produto
semidirecto bilateral.
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Abstract
In Semigroup Theory, the role played by transformation semigroups is extremely important. In
fact, they play the corresponding role of permutation groups, in Group Theory. They are also
present in a crucial way in Automata and Formal Language Theory and thus have applications
in Theoretical Computer Science and in Linguistics, as well as many other areas of knowledge.
The cardinalities and the ranks of several classes of transformation semigroups (total, par-
tial, partial injective, order, orientation or equivalence-preserving) have been the subject of
research by several authors. In the first part of this work we present our contribution to this
study by calculating the cardinalities and the ranks of some monoids of transformations on a
finite chain that preserve a uniform partition.
The second part of this work is devoted to a semigroup construction, the bilateral semi-
direct product, introduced for groups by Zappa and studied for semigroups by Kunze. Using
several strategies, we decompose certain monoids of transformations as quotients of a bilateral
semidirect product of two of their special submonoids. For instance, we developed a general
method which consists in the construction of a bilateral semidirect product of two free mo-
noids that, under certain conditions, induces a bilateral semidirect product of two monoids
defined by presentations associated to these free monoids. As an application, we deduce de-
compositions of some monoids of full transformations on a finite chain, namely the monoid of
all order-preserving full transformations. All these decompositions yield immediate results at
the pseudovariety level. In particular, we conclude that the pseudovariety O, generated by the
family of all monoids of order-preserving full transformations on a finite chain, is properly con-
tained in the bilateral semidirect product of the pseudovariety J, the pseudovariety of J -trivial
monoids, by itself.
Keywords: monoids; transformations; order-preserving; orientation-preserving; equivalence-
preserving; bilateral semidirect products.
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Introduc¸a˜o
O estudo dos semigrupos de transformac¸o˜es e´ um assunto particularmente relevante em A´lgebra,
em especial na Teoria dos Semigrupos. Esta´ ainda intimamente interligado com a Teoria dos
Auto´matos e Linguagens: dado um auto´mato sobre um certo alfabeto, esta´ definida para cada
letra do alfabeto uma func¸a˜o de transic¸a˜o; a um auto´mato esta´ enta˜o naturalmente associado um
semigrupo de transformac¸o˜es sobre os estados do auto´mato que, num certo sentido puramente
alge´brico, reconhece a linguagem aceite pelo auto´mato. A origem da Teoria dos Auto´matos
remonta a um trabalho de Kleene de ha´ cerca de 50 anos motivado originalmente pelo estudo
de redes neuronais (“neural networks”). Desde enta˜o, diferentes problemas de diversas a´reas,
nomeadamente da Computac¸a˜o Teo´rica e da Lingu´ıstica, teˆm sido estudados usando diversos
tipos de auto´matos.
Do ponto de vista alge´brico, os semigrupos de transformac¸o˜es desempenham, na Teoria dos
Semigrupos, o papel correspondente ao dos grupos sime´tricos, na Teoria dos Grupos. A justi-
ficac¸a˜o desta afirmac¸a˜o passa pelo bem conhecido resultado, ana´logo ao Teorema de Cayley para
grupos, que estabelece que todo o semigrupo e´, a menos de um isomorfismo, um subsemigrupo
de um semigrupo de transformac¸o˜es totais sobre um conjunto conveniente. No universo dos
semigrupos finitos, estes resultados podem ser estabelecidos com semigrupos de transformac¸o˜es
sobre conjuntos finitos.
Resultados sobre semigrupos finitos acrescentam relevaˆncia aos semigrupos de transforma-
c¸o˜es. Simon em [66] prova que uma linguagem racional e´ testa´vel por pedac¸os se e so´ se o
seu semigrupo sinta´ctico e´ J -trivial, estabelecendo assim uma dualidade entre a variedade das
linguagens testa´veis por pedac¸os e a pseudovariedade J dos semigrupos J -triviais. E´ bem
conhecido que a pseudovariedade J e´ gerada por todos os semigrupos de transformac¸o˜es to-
tais extensivas e crescentes sobre uma cadeia finita [60]. Surge assim a questa˜o, formulada
por J.-E. Pin em 1987 no colo´quio “Szeged International Semigroup Colloquium”, acerca da
decidibilidade da pseudovariedade O, gerada pela famı´lia {On | n ∈ N}, dos semigrupos de
transformac¸o˜es totais e crescentes sobre uma cadeia com n elementos. Apesar desta questa˜o
continuar sem resposta, foram feitos alguns progressos. A possibilidade de as pseudovariedades
O e A (pseudovariedade dos semigrupos aperio´dicos) serem iguais foi afastada apo´s Higgins, em
[39], ter mostrado que existem semigrupos R-triviais finitos que na˜o dividem nenhum On. No
mesmo artigo Higgins provou que O e´ auto-dual e que conte´m toda a banda finita. Este u´ltimo
resultado foi generalizado por Vernitskii e Volkov em [70] ao mostrarem que todo o semigrupo
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finito cujos idempotentes formam um ideal esta´ na pseudovariedade O. Em [16] Fernandes prova
que a pseudovariedade POI gerada por todos os semigrupos de transformac¸o˜es parciais injecti-
vas e crescentes sobre uma cadeia com n elementos, POIn, e´ uma subpseudovariedade pro´pria
de O e em [21] o mesmo autor mostra que O conte´m todos os produtos semidirectos CoPOIn
sendo C uma cadeia (considerada como um semireticulado). Mais recentemente, Fernandes e
Volkov em [32] generalizaram este resultado provando que todo o produto semidirecto de uma
cadeia por um semigrupo que pertenc¸a a O tambe´m pertence a O. Em [3] Almeida e Volkov
provaram que o intervalo [O,A] do reticulado de todas as pseudovariedades de semigrupos tem
a cardinalidade do cont´ınuo e, em [62], Repnitskii e Volkov mostraram que a pseudovariedade
O na˜o e´ finitamente baseada. De facto, mais do que isso, mostraram que qualquer pseudova-
riedade de semigrupos V tal que POI ⊆ V ⊆ O ∨ R ∨ L, sendo R e L as pseudovariedades dos
semigrupos R-triviais e L-triviais, respectivamente, na˜o e´ finitamente baseada.
No entanto, o interesse pelos mono´ides On surge muito antes, nos anos sessenta. De facto,
em 1962, Aıˇzensˇtat [1, 2] provou que as congrueˆncias de On sa˜o exactamente as congrueˆncias
de Rees e forneceu uma apresentac¸a˜o para On, com 2n− 2 geradores idempotentes, a partir da
qual pode ser deduzido que o u´nico automorfismo na˜o trivial de On, com n > 1, e´ o dado por
conjugac¸a˜o pela permutac¸a˜o (1 n)(2 n−1) · · · (bn/2c dn/2e+ 1). Ainda em relac¸a˜o ao mono´ide
On, em 1971, Howie [41] calculou o seu cardinal,
(
2n−1
n−1
)
, e o nu´mero de idempotentes e mais tarde
(1992), juntamente com Gomes [36], determinou que n e´ a sua caracter´ıstica e que 2n−2 e´ a sua
caracter´ıstica idempotente. Em [71] Yang obteve a classificac¸a˜o dos subsemigrupos maximais de
On. Mais recentemente, Fernandes et al. [26] descreveram os endomorfismos do semigrupo On
mostrando que existem treˆs tipos de endomorfismos: automorfismos, constantes e um certo tipo
de endomorfismo com dois idempotentes na imagem. Obtemos uma extensa˜o do mono´ide On
ao considerarmos todas as transformac¸o˜es totais mono´tonas (crescentes ou decrescentes) sobre
uma cadeia com n elementos. Denotamos este mono´ide por ODn. Uma apresentac¸a˜o para ODn
com n geradores e 1
2
(n2 +n+ 2) relac¸o˜es foi encontrada por Fernandes, Gomes e Jesus em [24].
Os mesmos autores, em [23], mostraram que ODn possui 2n congrueˆncias e estabeleceram que
o seu cardinal e´ 2
(
2n−1
n−1
) − n e, para n ≥ 2, que a sua caracter´ıstica e´ dn
2
e + 1. Os mono´ides
de transformac¸o˜es parciais crescentes sobre uma cadeia com n elementos e parciais mono´tonas
sobre uma cadeia com n elementos sa˜o denotados, respectivamente, por POn e PODn. Em [36]
Gomes e Howie mostraram que o cardinal de POn e´ dado pela expressa˜o
∑n
i=1
(
n
i
)(
n+i−1
i
)
+ 1
(ver tambe´m os artigos de Laradji e Umar [54, 55]), que a sua caracter´ıstica e´ 2n−1 e que a sua
caracter´ıstica idempotente e´ 3n− 2. Em [23] Fernandes, Gomes e Jesus estudaram a estrutura
do mono´ide POn que, assim como o mono´ide On, e´ aperio´dico e tem como congrueˆncias apenas
as n + 1 congrueˆncias de Rees. Uma apresentac¸a˜o para este mono´ide com 3n − 2 geradores
idempotentes e 1
2
(7n2 − n− 4) relac¸o˜es pode ser vista em [20] (ver tambe´m o artigo de Popova
[61]). Em relac¸a˜o ao mono´ide PODn, ainda em [23] os autores provaram que o seu cardinal
e´
∑n
i=1
(
n
i
) (
2
(
n+i−1
i
)− n) + 1, que a sua caracter´ıstica e´ n + 1 e que, tal como ODn, tem 2n
congrueˆncias. Os mesmo autores em [24] forneceram uma apresentac¸a˜o para PODn com dn/2e+
n geradores e 1
4
(
7n2 + 2n+ 3
2
[1− (−1)n]) relac¸o˜es. O mono´ide POIn foi objecto de estudo de
2
va´rias publicac¸o˜es de Fernandes [16, 17, 19, 21, 20], de Cowan e Reilly [11], de Ganyushkin e
Mazorchuk [34] e tambe´m de Dimitrova e Koppitz [15]. Em [19] Fernandes estudou propriedades
estruturais do mono´ide POIn, obtendo, por exemplo, que as suas u´nicas congrueˆncias sa˜o as de
Rees e que a sua caracter´ıstica e´ n. Determinou ainda uma sua apresentac¸a˜o com n geradores
e 1
2
(n2 + 5n − 4) relac¸o˜es. Em [35] Garba estabeleceu o cardinal de POIn como sendo
(
2n
n
)
(ver tambe´m [16]). Em [34] Ganyushkin e Mazorchuk descreveram os subsemigrupos maximais,
subsemigrupos inversos maximais, subsemigrupos nilpotentes maximais e os automorfismos de
POIn e em [15] Dimitrova e Koppitz caracterizaram os subsemigrupos maximais dos seus
ideais. Uma apresentac¸a˜o para o mono´ide PODIn, o mono´ide de todas as transformac¸o˜es
parciais injectivas e mono´tonas sobre uma cadeia com n elementos, com 1
2
(n2 + 7n−2) relac¸o˜es
e n geradores foi obtida por Fernandes, Gomes e Jesus em [22], artigo onde provaram tambe´m
que a caracter´ıstica de PODIn e´ dn2 e + 1. Em [23] os mesmos autores descreveram as 2n
congrueˆncias de PODIn e em [24] mostraram que o cardinal deste mono´ide e´ 2
(
2n
n
) − n2 − 1.
Dimitrova e Koppitz em [14] caracterizaram os subsemigrupos maximais de PODIn.
A noc¸a˜o de transformac¸a˜o que preserva a orientac¸a˜o foi introduzida por McAlister em [59]
e independentemente por Catarino e Higgins em [8]. Va´rias propriedades dos mono´ides de
transformac¸o˜es totais sobre uma cadeia com n elementos que preservam a orientac¸a˜o, OPn, e
dos mono´ides de transformac¸o˜es totais sobre uma cadeia com n elementos que preservam ou re-
vertem a orientac¸a˜o, ORn, foram estudadas nestes dois artigos, onde se provou tambe´m que as
cardinalidades de OPn e de ORn sa˜o n
(
2n−1
n−1
)−n(n−1) e n(2n
n
)− n2
2
(n2−2n+5)+n, respectiva-
mente. As congrueˆncias de OPn e ORn foram descritas por Fernandes, Gomes e Jesus em [25]
e os subsemigrupos locais maximais e maximais de OPn gerados por idempotentes foram carac-
terizados por Zhao, Bo e Mei em [74] e por Zhao em [73], respectivamente. Mais recentemente,
em [13], Dimitrova, Fernandes e Koppitz descreveram os subsemigrupos maximais de OPn e
ORn. Uma apresentac¸a˜o para o mono´ide OPn com 2n − 1 geradores foi obtida por Catarino
em [7] e melhorada por Arthur e Rusˇkuc em [6] que forneceram uma nova apresentac¸a˜o para o
mesmo mono´ide com 2 geradores (a caracter´ıstica do mono´ide) e n+ 2 relac¸o˜es, e outra para o
mono´ide ORn com 3 geradores (a sua caracter´ıstica) e n+ 6 relac¸o˜es. Denotamos por POPn e
PORn os mono´ides das transformac¸o˜es parciais que preservam a orientac¸a˜o sobre uma cadeia
com n elementos e das transformac¸o˜es parciais que preservam ou revertem a orientac¸a˜o sobre
uma cadeia com n elementos, respectivamente. Resultados estruturais sobre estes mono´ides
foram obtidos por Fernandes, Gomes e Jesus em [25]. Nesse artigo os autores provam ainda
que os cardinais de POPn e PORn sa˜o, respectivamente, 1 + (2n − 1)n +
∑n
k=2 k
(
n
k
)2
2n−k e
1 + (2n−1)n+ 2(n
2
)2
2n−2 +
∑n
k=3 2k
(
n
k
)2
2n−k, que POPn tem caracter´ıstica 3 e que PORn tem
caracter´ıstica 4. Apresentac¸o˜es para POPn com 3 geradores e 4n + 2 relac¸o˜es e para PORn
com 4 geradores e 4n + 7 relac¸o˜es foram obtidas por Fernandes, Gomes e Jesus em [24]. O
mono´ide de todas as transformac¸o˜es parciais injectivas que preservam a orientac¸a˜o sobre uma
cadeia com n elementos e´ denotado por POPIn. Va´rias propriedades deste mono´ide foram
estudadas por Fernandes em [18]. Nesse artigo, Fernandes descreveu os ideais e as congrueˆncias
de POPIn, calculou o seu cardinal, 1 + n2
(
2n
n
)
, determinou a sua caracter´ıstica, 2, e exibiu
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duas apresentac¸o˜es para POPIn, uma com n + 1 geradores e 12(n2 + 7n − 2) relac¸o˜es e, a
partir desta, obteve outra apresentac¸a˜o com o mesmo nu´mero de relac¸o˜es mas apenas 2 gera-
dores. O mono´ide PORIn, das transformac¸o˜es parciais injectivas que preservam ou revertem
a orientac¸a˜o sobre uma cadeia com n elementos foi igualmente analisado por Fernandes, jun-
tamente com Gomes e Jesus, em [22] e [25]. Em [22] e´ provado que o cardinal de PORIn e´
1 + n
(
2n
n
) − n2
2
(n2 − 2n + 3), que a sua caracter´ıstica e´ 3 e e´ exibida uma apresentac¸a˜o para
PORIn com 3 geradores e 2n+ 4 relac¸o˜es. As congrueˆncias do mono´ide PORIn aparecem em
[25]. A estrutura dos mono´ides POPn, PORn, POPIn e PORIn e´ semelhante, em particular,
sa˜o todos mono´ides regulares e as suas J -classes sa˜o os conjuntos de todos os elementos com a
mesma caracter´ıstica.
Por outro lado, o mono´ide Tρ(X) de todas as transformac¸o˜es totais que preservam uma
relac¸a˜o de equivaleˆncia ρ num conjunto X foi estudado em 2005 por Huisheng [44]. Mais
tarde (2009), o mesmo autor juntamente com Zhou [47] analisou o seu correspondente parcial,
PT ρ(X), em relac¸a˜o a`s mesmas propriedades: elementos regulares e descric¸a˜o das relac¸o˜es de
Green. Ainda em relac¸a˜o ao mono´ide Tρ(X), para o caso de X infinito, novamente Huisheng,
desta vez com Deng, em [45] estabeleceu, em termos da relac¸a˜o de equivaleˆncia ρ, as condic¸o˜es
para as quais as relac¸o˜es de Green J e D sa˜o iguais. O mono´ide das transformac¸o˜es totais
sobre um conjunto X com mn elementos que preservam uma m-partic¸a˜o uniforme (partic¸a˜o
com m classes em que todas as classes teˆm a mesma cardinalidade) de X, Tm×n, e´ um caso par-
ticular do mono´ide Tρ(X) de especial interesse. Em relac¸a˜o a` caracter´ıstica de Tm×n, primeiro,
Huisheng [43] provou que e´ menor ou igual a 6 e, mais tarde, Arau´jo e Schneider [5] melhoraram
este resultado mostrando que, para m,n ≥ 2, a caracter´ıstica de Tm×n e´ exactamente 4. As
caracter´ısticas dos mono´ides PT m×n e Im×n, das transformac¸o˜es parciais sobre um conjunto
com mn elementos que preservam uma m-partic¸a˜o uniforme e das transformac¸o˜es parciais in-
jectivas sobre um conjunto com mn elementos que preservam uma m-partic¸a˜o uniforme, foram
determinadas por Cicalo`, Fernandes e Schneider em [10] e sa˜o, respectivamente, 5 e 3 + bn/2c.
Em [46] Huisheng e Dingyu descrevem os elementos regulares e as relac¸o˜es de Green do sub-
mono´ide de Tm×n das transformac¸o˜es crescentes, Om×n. Uma descric¸a˜o dos elementos regulares
e das relac¸o˜es de Green do submono´ide OPm×n de Tm×n constitu´ıdo pelas transformac¸o˜es que
preservam a orientac¸a˜o foi feita por Sun, Huisheng e Zhengxing em [69].
Uma abordagem comum para estudar um semigrupo consiste em decompo-lo noutros para
os quais seja mais fa´cil obter informac¸a˜o. Em [48] Kunze estudou o produto semidirecto bila-
teral, uma construc¸a˜o introduzida para grupos por Zappa em 1940. Nesse artigo, abordou as
aplicac¸o˜es do produto semidirecto bilateral, nomeadamente, a relac¸a˜o entre o produto semidi-
recto bilateral e as extenso˜es de semigrupos, as congrueˆncias no produto semidirecto bilateral, o
produto semidirecto bilateral na Teoria de Grupos, aplicac¸o˜es do produto semidirecto bilateral
a semigrupos, decomposic¸o˜es de semigrupos e Teoria dos Auto´matos. Podemos ainda ver as
aplicac¸o˜es deste produto a` Teoria dos Auto´matos em [49] e [50]. Em [56] Lavers estabeleceu
condic¸o˜es atrave´s das quais um produto semidirecto bilateral de dois mono´ides finitamente
apresenta´veis e´ finitamente apresenta´vel e exibiu explicitamente a apresentac¸a˜o sujeita a essas
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condic¸o˜es. Ainda neste artigo a extensa˜o de Bruck-Reilly de um mono´ide e´ obtida, como caso
particular, de um produto semidirecto bilateral. Em [51] Kunze provou que Tn, o semigrupo
das transformac¸o˜es totais sobre um conjunto com n elementos, e´ um quociente de um produto
semidirecto bilateral do grupo sime´trico Sn e de On. Ainda no mesmo artigo, Kunze mostrou
que On e´ um quociente de um produto semidirecto bilateral dos seus subsemigrupos O+n das
transformac¸o˜es extensivas e O−n das transformac¸o˜es co-extensivas. Estes resultados, assim como
aplicac¸o˜es a`s Linguagens Formais, foram tambe´m discutidos por Kunze em [52].
Ate´ agora fizemos uma revisa˜o de alguns resultados que motivaram o estudo desenvolvido
neste trabalho, cujos resultados originais constituem uma tentativa de levar adiante a Teoria
dos Mono´ides de Transformac¸o˜es. A maioria dos resultados que apresentamos nesta tese surgiu
ou vai surgir em quatro artigos [27, 28, 29, 30]. No entanto, salientamos que este trabalho na˜o
e´ uma compilac¸a˜o dos artigos. De facto, a ordem pela qual os assuntos aparecem aqui na˜o
corresponde a` dos artigos pois estes foram escritos a` medida que a investigac¸a˜o foi progredindo.
No primeiro cap´ıtulo apresentamos os conceitos e resultados gerais da Teoria de Semigrupos
necessa´rios para se compreender os cap´ıtulos seguintes.
A partir desse cap´ıtulo, a dissertac¸a˜o divide-se implicitamente em duas partes.
A primeira parte deste trabalho e´ constitu´ıda pelos cap´ıtulos 2 e 3 onde obtemos as car-
dinalidades e as caracter´ısticas de alguns mono´ides de transformac¸o˜es. Para conseguirmos as
caracter´ısticas desses mono´ides, fornecemos conjuntos geradores que provamos serem de car-
dinal mı´nimo. Dada a complexidade desta tarefa nos mono´ides abordados e´ tecnicamente
conveniente usar a descric¸a˜o, em termos do produto em coroa, do mono´ide Tm×n obtida por
Arau´jo e Schneider em [5]. Usa´mos tambe´m algumas ferramentas computacionais. O uso do
computador permitiu tratar inu´meros exemplos que ajudaram a criar a intuic¸a˜o necessa´ria que
levou a` formulac¸a˜o de conjecturas que depois foram provadas e constituem alguns dos resultados
mais importantes destes dois cap´ıtulos. Os sistemas usados foram o programa de MacAlister
[57] e o GAP [33]. Refiro ainda a importaˆncia de poder usar em interacc¸a˜o com o GAP os pa-
cotes ”monoid”[58] (que permitiu tornar os ca´lculos mais ra´pidos) e ”sgpviz”[12] (que permitiu
visualizar exemplos).
Assim, no Cap´ıtulo 2, estabelecemos fo´rmulas para o cardinal e para a caracter´ıstica do
mono´ideODm×n, das transformac¸o˜es totais mono´tonas sobre uma cadeia commn elementos que
preservam uma m-partic¸a˜o uniforme, e de alguns seus submono´ides. Denotamos porO+m×n e por
O−m×n os submono´ides de Om×n das transformac¸o˜es extensivas e co-extensivas, respectivamente.
Os cardinais de Om×n, O+m×n (O−m×n) e ODm×n podem ser encontrados, respectivamente, nos
Teoremas 2.2.1, 2.2.8 e 2.2.2. No Teorema 2.3.7 mostramos que, para m,n ≥ 2, a caracter´ıstica
de Om×n e´ igual a 2mn− n e no Teorema 2.3.4 provamos que, para m,n ≥ 2, a caracter´ıstica
de O+m×n (O−m×n) e´ igual a 2mn−m− n. A caracter´ıstica de ODm×n, para m,n ≥ 2, aparece
no Teorema 2.3.14 e e´ igual a dmn
2
e+ d (m−1)n
2
e+ 1.
No Cap´ıtulo 3, determinamos as cardinalidades e caracter´ısticas do mono´ide OPm×n e do
mono´ide ORm×n, que e´ o mono´ide das transformac¸o˜es sobre uma cadeia com mn elementos
que preservam uma m-partic¸a˜o uniforme e preservam ou revertem a orientac¸a˜o. Obtemos
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tambe´m conjuntos geradores e as caracter´ısticas (Proposic¸a˜o 3.1.3) de certos subsemigrupos
de imagem restringida de OPn, que nos va˜o ser u´teis para calcularmos a caracter´ıstica de
OPm×n. Fo´rmulas para os cardinais OPm×n e ORm×n podem ser encontradas nos Teorema
3.3.1 e Teorema 3.3.2, respectivamente. Podemos ver no Teorema 3.4.9 que, para n ≥ 2, a
caracter´ıstica de OPm×n e´ igual a 2n+ dn−12 e+ 1, para m > 2, e que a caracter´ıstica de OP2×n
e´ igual a n+ dn−1
2
e+ 1. Em relac¸a˜o ao mono´ide ORm×n, no Teorema 3.4.16 estabelecemos que,
para n ≥ 2, a sua caracter´ıstica e´ igual a 2dn
2
e+ dn−1
2
e+ 2, para m > 2, e que a caracter´ıstica
de OR2×n e´ igual a dn2 e+ dn−12 e+ 2.
A segunda parte desta dissertac¸a˜o, composta pelo Cap´ıtulo 4, e´ dedicada ao produto semi-
directo bilateral.
Comec¸amos por decompor os mono´ides POIn, como quociente de um produto semidirecto
bilateral dos seus submono´ides POI−n e POI+n das transformac¸o˜es co-extensivas e extensivas
respectivamente (Proposic¸a˜o 4.1.3), e PODIn, como quociente de um produto semidirecto
(Proposic¸a˜o 4.1.5) e de um produto semidirecto reverso (Proposic¸a˜o 4.1.7) do seu submono´ide
POIn e do grupo c´ıclico C2 de ordem 2. O que fazemos para ambos os mono´ides e´ definir
directamente aplicac¸o˜es que nos permitem estabelecer um produto semidirecto bilateral de
POI−n e POI+n , um produto semidirecto e um produto semidirecto reverso de POIn e C2.
Apresentamos tambe´m o mono´ide Om×n como quociente dos seus submono´ides O−m×n e O+m×n
(Teorema 4.2.4). Este resultado generaliza a decomposic¸a˜o do mono´ide On atrave´s de um
produto semidirecto bilateral dos seus submono´ides O−n e O+n , obtida por Kunze [51]. Como
estrate´gia usamos as acc¸o˜es definidas por Kunze em O−mn e O+mn para induzir uma acc¸a˜o es-
querda de O+m×n em O−m×n e uma acc¸a˜o direita de O−m×n em O+m×n. Observamos que tambe´m o
mono´ide ODm×n pode obter-se usando um quociente de um produto semidirecto (Proposic¸a˜o
4.2.5) ou de um produto semidirecto reverso (Proposic¸a˜o 4.2.6) dos seus submono´ides Om×n e
C2. De seguida, desenvolvemos um me´todo geral para obter produtos semidirectos bilaterais
que consiste na construc¸a˜o de um produto semidirecto bilateral de dois mono´ides livres que,
sob determinadas condic¸o˜es, induz um produto semidirecto bilateral de dois mono´ides definidos
por apresentac¸o˜es associadas a esses mono´ides livres. Este me´todo e´ aplicado para obter de-
composic¸o˜es dos mono´ides On, ODn, OPn e ORn e, consequentemente, das pseudovariedades
por eles geradas. Em particular obtemos uma nova demonstrac¸a˜o, claramente mais simples, do
resultado de Kunze [51] acima mencionado.
Terminamos esta dissertac¸a˜o formulando algumas questo˜es que julgamos em aberto.
Esta tese foi escrita de acordo com a antiga ortografia.
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo apresentamos sucintamente as definic¸o˜es e os resultados que sera˜o necessa´rios
para os cap´ıtulos seguintes. As definic¸o˜es e os resultados cla´ssicos da Teoria dos Semigrupos
podem ser encontrados por exemplo em [38], [42], [53] ou [60]. Os resultados mais espec´ıficos
esta˜o referenciados. Os semigrupos e mono´ides que iremos considerar ao longo deste trabalho
sa˜o finitos ou livres.
1.1 Relac¸o˜es
Se A e´ um conjunto denotamos por |A| o cardinal de A.
Sejam A e B conjuntos. Uma relac¸a˜o de A em B e´ um subconjunto R do produto cartesiano
A×B. Dizemos que a esta´ R-relacionado com b se (a, b) ∈ R. Se A = B dizemos que R e´ uma
relac¸a˜o em A. Salientamos duas relac¸o˜es especiais: a relac¸a˜o universal, A × B e, no caso de
A = B, a relac¸a˜o identidade, 1A = {(a, a) | a ∈ A}.
Para uma relac¸a˜o R de A em B e a um elemento de A definimos a imagem de a por meio
de R como sendo o conjunto {b ∈ B | (a, b) ∈ R} que denotamos por (a)R ou simplesmente
por aR. Dado um subconjunto A′ de A chamamos imagem de A′ por meio de R, ao conjunto
(A′)R = {b ∈ B | (a, b) ∈ R para certo a ∈ A′} e, imagem de R, ao conjunto ImR = (A)R.
Designamos o subconjunto {a ∈ A | (a, b) ∈ R para certo b ∈ B} de A por domı´nio de R e
denotamos por DomR.
Definimos a relac¸a˜o inversa de R como sendo a relac¸a˜o R−1 = {(b, a) | (a, b) ∈ R} de B em
A. Observemos que ImR−1 = DomR e DomR−1 = ImR.
Uma relac¸a˜o R de A em B diz-se: injectiva se, para quaisquer x, y ∈ A, se xR∩yR 6= ∅ enta˜o
x = y; sobrejectiva se ImR = B; e bijectiva se for simultaneamente injectiva e sobrejectiva.
Sejam R1 uma relac¸a˜o de A em B e R2 uma relac¸a˜o de B em C para certos conjuntos A, B
e C. Definimos a composic¸a˜o das relac¸o˜es R1 e R2 como sendo a relac¸a˜o
R1R2 = {(a, c) ∈ A× C | (a, b) ∈ R1 e (b, c) ∈ R2, para certo b ∈ B}
de A em C.
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Uma relac¸a˜o ρ em A diz-se uma relac¸a˜o de equivaleˆncia (ou simplesmente, uma equivaleˆncia)
se for reflexiva, i.e. (a, a) ∈ ρ, para qualquer a ∈ A, sime´trica, i.e. se (a, b) ∈ ρ enta˜o (b, a) ∈ ρ,
para quaisquer a, b ∈ A, e transitiva, i.e. se (a, b) ∈ ρ e (b, c) ∈ ρ enta˜o (a, c) ∈ ρ, para quaisquer
a, b, c ∈ A. Neste contexto, e´ usual escrevermos aρb em vez de (a, b) ∈ ρ.
Sejam ρ uma relac¸a˜o de equivaleˆncia em A e a ∈ A. A classe de equivaleˆncia de a ou ρ-classe
de a e´ a imagem de a por meio de ρ, ou seja, aρ = {x ∈ A | xρa}. Ao conjunto das ρ-classes
de A, i.e. a A/ρ = {aρ | a ∈ A}, chamamos conjunto quociente de A por ρ. Dado que cada
elemento de A pertence a uma e uma so´ ρ-classe, A/ρ constitui uma partic¸a˜o de A.
Uma aplicac¸a˜o parcial de A em B e´ uma relac¸a˜o ϕ de A em B tal que |aϕ| ≤ 1, para
qualquer a ∈ A, ou seja, tal que |aϕ| = 1, para qualquer a ∈ Domϕ. Dado a ∈ Domϕ e sendo
b o (u´nico) elemento de aϕ, e´ usual escrever-se aϕ = b. Notemos que se ϕ e´ uma aplicac¸a˜o
parcial injectiva, enta˜o ϕ−1 e´ tambe´m uma aplicac¸a˜o parcial injectiva (de B em A). Ale´m disso,
temos ϕϕ−1 = 1Domϕ e ϕ−1ϕ = 1Imϕ.
Uma aplicac¸a˜o (total) de A em B e´ uma aplicac¸a˜o parcial ϕ tal que Domϕ = A. Para
indicar que ϕ ⊆ A × B e´ uma aplicac¸a˜o escrevemos usualmente ϕ : A → B. Observemos
que a relac¸a˜o identidade em A e´ uma aplicac¸a˜o, a qual naturalmente tambe´m designamos por
aplicac¸a˜o identidade.
Uma aplicac¸a˜o ϕ : A→ B diz-se invert´ıvel se a relac¸a˜o ϕ−1 for uma aplicac¸a˜o de B em A.
Claramente, uma aplicac¸a˜o e´ invert´ıvel se e so´ se for bijectiva.
Se ϕ : A → C e ψ : B → C sa˜o duas aplicac¸o˜es tais que B ⊆ A e, para qualquer b ∈ B,
temos bϕ = bψ, enta˜o dizemos que ϕ estende ψ, ou que ψ e´ a restric¸a˜o de ϕ a B. Neste caso,
denotamos ψ por ϕ|B .
Associada a uma aplicac¸a˜o ϕ : A→ B temos a relac¸a˜o de equivaleˆncia em A definida por
Kerϕ = {(a, a′) ∈ A× A | aϕ = a′ϕ},
que se designa por nu´cleo de ϕ.
1.2 Noc¸o˜es ba´sicas de semigrupos
Um semigrupo e´ um par (S, ·) formado por um conjunto S na˜o vazio designado por suporte do
semigrupo e por uma operac¸a˜o bina´ria · sobre S (i.e. uma aplicac¸a˜o · : S×S −→ S) associativa,
i.e. para quaisquer a, b, c ∈ S, temos (a · b) · c = a · (b · c), em que a · b representa a imagem por
· do par (a, b). Dado que vamos utilizar a linguagem multiplicativa, denominamos a operac¸a˜o
bina´ria · por multiplicac¸a˜o e em geral na˜o usamos nenhum s´ımbolo para a designar. Na˜o
havendo risco de confusa˜o, representamos o semigrupo pelo seu suporte. Chamamos semigrupo
dual de S = (S, ·) ao semigrupo Sr = (S, ·r) em que a multiplicac¸a˜o esta´ definida por s ·r t = t ·s,
para quaisquer s, t ∈ S.
Dizemos que um semigrupo S e´ comutativo se a multiplicac¸a˜o for uma operac¸a˜o comutativa,
ou seja se, para quaisquer a, b ∈ S, ab = ba.
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1.2. Noc¸o˜es ba´sicas de semigrupos
Num semigrupo S um elemento e ∈ S diz-se idempotente se e2 = e. Denotamos o conjunto
dos elementos idempotentes de S por E(S). Um semigrupo pode na˜o ter elementos idempo-
tentes (por exemplo, o conjunto dos nu´meros inteiros positivos com a adic¸a˜o usual). Por outro
lado, pode ter alguns idempotentes com propriedades especiais. Assim, se e e´ um elemento de
S tal que ea = a [respectivamente, ae = e] para qualquer a ∈ S, enta˜o e diz-se uma identidade
esquerda [respectivamente, identidade direita] de S. Se e ∈ S e´ simultaneamente uma identi-
dade esquerda e uma identidade direita de S enta˜o dizemos que e e´ uma identidade de S (a
qual e´ necessariamente u´nica). A um semigrupo com identidade damos o nome de mono´ide.
Usualmente designamos a identidade de um mono´ide S por 1S ou, na˜o havendo ambiguidade,
simplesmente por 1. Se o semigrupo S na˜o tem identidade e´ fa´cil juntar-lhe um elemento extra
para formar um mono´ide. Para tal basta acrescentarmos a S um elemento 1 6∈ S e definirmos
1 · 1 = 1 e 1 · a = a · 1 = a, para qualquer a ∈ S. O conjunto S ∪{1} com a multiplicac¸a˜o assim
definida e´ um mono´ide. Definimos
S1 =
{
S se S tem identidade
S ∪ {1} caso contra´rio.
Dizemos que um elemento u ∈ S e´ um zero esquerdo [respectivamente, zero direito] de S se,
para qualquer s ∈ S, us = u [respectivamente, su = u]. Um elemento que seja simultaneamente
um zero esquerdo e um zero direito de S diz-se um zero de S (o qual e´ necessariamente u´nico)
e representa-se usualmente por 0.
Seja G um mono´ide. Se para qualquer g ∈ G existe g′ ∈ G tal que gg′ = g′g = 1, diz-se
que G e´ um grupo. Dado g ∈ G, existe um u´nico elemento g′ nas condic¸o˜es anteriores. Se a
multiplicac¸a˜o definida no grupo G for comutativa enta˜o G diz-se um grupo comutativo ou grupo
abeliano.
Designamos por semigrupo [respectivamente, mono´ide, grupo] trivial um semigrupo [respec-
tivamente, mono´ide, grupo] constitu´ıdo por um u´nico elemento.
Para A e B subconjuntos de um semigrupo S definimos
AB = {ab | a ∈ A e b ∈ B}.
Se b ∈ S enta˜o representamos A{b} e {b}A simplesmente por Ab e bA, respectivamente.
Sejam S um semigrupo e S ′ um subconjunto na˜o vazio de S. Dizemos que S ′ e´ um subsemi-
grupo de S se for fechado para a operac¸a˜o bina´ria definida em S, i.e. se ab ∈ S ′, para quaisquer
a, b ∈ S ′. Se S e´ um mono´ide, enta˜o um submono´ide de S e´ um subsemigrupo de S que conte´m
a identidade de S. Um subsemigrupo de S que e´ um grupo (para a operac¸a˜o induzida) diz-se
um subgrupo de S. Observamos que, com estas definic¸o˜es, um subgrupo de S pode na˜o ser um
submono´ide de S. Num mono´ide S um elemento a que verifique aa′ = a′a = 1 para algum
a′ ∈ A diz-se uma unidade. As unidades de S formam um grupo (para a operac¸a˜o induzida)
que designamos por grupo das unidades de S.
Seja A um subconjunto na˜o vazio de um semigrupo S. O subsemigrupo S ′ de S gerado por
A e´ o menor (para a relac¸a˜o de inclusa˜o) subsemigrupo de S que conte´m A. E´ fa´cil ver que S ′
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e´ composto por todos os elementos de S que podem ser expressos como produto de um nu´mero
finito de elementos de A. Se S ′ = S dizemos que A e´ um conjunto gerador de S ou que A gera S.
Observemos que todo o semigrupo tem pelo menos um conjunto gerador – o conjunto de todos
os elementos do semigrupo. De um modo ana´logo, se S e´ um mono´ide, definimos submono´ide
gerado por um subconjunto A de S como sendo o menor submono´ide de S que conte´m A.
Chamamos caracter´ıstica de um semigrupo [respectivamente, de um mono´ide] S ao mı´nimo
dos cardinais dos conjuntos geradores de S. Se um semigrupo [respectivamente, mono´ide] S e´
gerado pelo seu conjunto de idempotentes designamos por caracter´ıstica idempotente de S ao
mı´nimo dos cardinais dos conjuntos geradores de S constitu´ıdos por elementos idempotentes.
Estamos agora em condic¸o˜es de apresentar duas famı´lias de grupos que usaremos no Cap´ıtulo
4: os grupos c´ıclicos e os grupos diedrais. Se G e´ um grupo finito e g ∈ G, enta˜o existe k ∈ N
tal que gk = 1. Chamamos ordem de g ao nu´mero natural min{k ∈ N | gk = 1}.
Exemplo 1.2.1 Sejam G um grupo finito, g um elemento de G de ordem n e G′ o subsemigrupo
de G gerado por g. Temos enta˜o que
G′ = {1, g, g2, . . . , gn−1}
e´ um grupo que designamos por grupo c´ıclico de ordem n e representamos por Cn.
Exemplo 1.2.2 Seja G um grupo gerado por dois elementos g e h de ordens n e 2, respecti-
vamente. Se hg = gn−1h enta˜o
G = {1, g, g2, . . . , gn−1, h, hg, hg2, . . . , hgn−1}
e dizemos que G e´ um grupo diedral de ordem 2n, que representamos por D2n.
Dados dois semigrupos S e T dizemos que uma aplicac¸a˜o ϕ : S → T e´ um homomorfismo
[respectivamente, anti-homomorfismo] (de semigrupos) se (ab)ϕ = (aϕ)(bϕ) [respectivamente,
(ab)ϕ = (bϕ)(aϕ)], para quaisquer a, b ∈ S. Neste caso, Sϕ e´ um subsemigrupo de T e
a Sϕ chamamos imagem homomorfa de S por meio de ϕ. Se S = T diz-se que ϕ e´ um
endomorfismo. Denotamos por End(S) o conjunto dos endomorfismos de S. Observemos que,
para a composic¸a˜o de aplicac¸o˜es e com a aplicac¸a˜o identidade, End(S) e´ um mono´ide. Se S e T
sa˜o mono´ides, dizemos que um homomorfismo [respectivamente, anti-homomorfismo] ϕ : S → T
e´ um homomorfismo de mono´ides [respectivamente, anti-homomorfismo de mono´ides] se ϕ
preserva a identidade, isto e´, se 1ϕ = 1. Um homomorfismo bijectivo ϕ : S → T designa-se por
isomorfismo. Neste caso, os semigrupos S e T dizem-se isomorfos e escreve-se S ∼= T . Notemos
que, se ϕ e´ um isomorfismo, enta˜o a aplicac¸a˜o inversa, ϕ−1 : T → S, tambe´m e´ um isomorfismo.
Um semigrupo S diz-se uma cobertura de um semigrupo T se existe um homomorfismo
sobrejectivo ϕ : S → T que separa idempotentes, i.e. se eϕ = fϕ enta˜o e = f , para quaisquer
e, f ∈ E(S).
Uma relac¸a˜o de equivaleˆncia ρ num semigrupo S diz-se compat´ıvel a` esquerda [respectiva-
mente, compat´ıvel a` direita] com a multiplicac¸a˜o de S se a ρ b implica ca ρ cb [respectivamente,
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ac ρ bc], para quaisquer a, b, c ∈ S. Dizemos que ρ e´ uma relac¸a˜o de congrueˆncia de S se ρ e´
compat´ıvel a` esquerda e a` direita com a multiplicac¸a˜o de S.
Exemplo 1.2.3 Um exemplo muito importante de relac¸a˜o de congrueˆncia e´ a congrueˆncia
aritme´tica ≡n (n ≥ 1) sobre Z com a adic¸a˜o usual, a qual e´ definida por, para a, b ∈ Z, a ≡n b
se e so´ se n divide b−a, i.e. se e so´ se existe k ∈ Z tal que b−a = kn. Para a, b ∈ Z, escrevemos
usualmente a ≡ b (mod n) para representar que a ≡n b e dizemos que a e b sa˜o congruentes
mo´dulo n. E´ fa´cil verificar que qualquer inteiro e´ congruente mo´dulo n com um e um so´ dos
inteiros na˜o negativos 0, 1, 2, . . . , n− 1. Assim, o conjunto quociente Z/≡n tem exactamente n
classes.
Sendo ρ uma relac¸a˜o de congrueˆncia de S, no conjunto quociente S/ρ definimos, de um
modo natural, uma operac¸a˜o bina´ria associativa: (aρ)(bρ) = (ab)ρ, para quaisquer a, b ∈ S.
Deste modo S/ρ possui uma estrutura de semigrupo induzida por S. Ale´m disso, temos um
homomorfismo sobrejectivo
ρ\ : S −→ S/ρ
a 7−→ aρ
usualmente designado por homomorfismo cano´nico. Observemos que
Ker ρ\ = {(a, b) ∈ S × S | aρ\ = bρ\} = {(a, b) ∈ S × S | aρb} = ρ.
Portanto, uma congrueˆncia ρ num semigrupo S conduz de forma natural a um homomorfismo
ρ\ e um homomorfismo de semigrupos ϕ : S → T define uma relac¸a˜o de congrueˆncia Kerϕ em
S.
Teorema 1.2.4 (Teorema do Homomorfismo) [42, Teorema 1.5.2]
Sejam S e T dois semigrupos, ϕ : S → T um homomorfismo e ρ = Kerϕ. Enta˜o existe um
homomorfismo injectivo α : S/ρ→ T com Imα = Imϕ tal que o seguinte diagrama
S
ϕ //
ρ\

T
S/ρ
α
>>
e´ comutativo, isto e´, tal que ϕ = ρ\α.
Sejam S e T dois semigrupos e ϕ : S → T um homomorfismo sobrejectivo. Com base no
Teorema do Homomorfismo dizemos que o semigrupo T e´ um quociente do semigrupo S.
No semigrupo S definimos as seguintes relac¸o˜es de equivaleˆncia: para quaisquer a, b ∈ S,
(a) aR b se e so´ se aS1 = bS1;
(b) aL b se e so´ se S1a = S1b;
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(c) a J b se e so´ se S1aS1 = S1bS1.
As relac¸o˜es R e L sa˜o compat´ıveis com a multiplicac¸a˜o, respectivamente, a` esquerda e a`
direita. Por outro lado, as relac¸o˜es R e L sa˜o permuta´veis, isto e´, RL = LR, pelo que RL e´
a menor relac¸a˜o de equivaleˆncia de S que conte´m simultaneamente R e L, a qual designamos
por D. Por u´ltimo, definimos a relac¸a˜o H em S como sendo a intersecc¸a˜o das relac¸o˜es R e L.
No caso em que as relac¸o˜es sa˜o distintas entre si, temos o seguinte diagrama respeitante a`
relac¸a˜o de inclusa˜o:
 
 
H
@
@
RL @
@
 
 
•J
D
•
••
•
As relac¸o˜es H, R, L, D e J designam-se por relac¸o˜es de Green. Estas relac¸o˜es, muito
importantes na Teoria dos Semigrupos, foram introduzidas e estudadas por J. A. Green em
1951.
Se S e´ um semigrupo finito temos D = J.
Seja K um dos s´ımbolos H, R, L, D ou J. Denotamos por Ka a K-classe de um elemento
a ∈ S. Dizemos que S e´ K-trivial se K e´ a relac¸a˜o identidade de S.
No que respeita a H-classes conve´m ter presente o seguinte resultado:
Proposic¸a˜o 1.2.5 [60, Corola´rio 1.7]
Sejam S um semigrupo e H uma sua H-classe. As seguintes condic¸o˜es sa˜o equivalentes:
(a) H conte´m um idempotente;
(b) Existem a, b ∈ H tais que ab ∈ H;
(c) H e´ um subgrupo maximal em S.
Observemos que qualquer subgrupo de um semigrupo S esta´ necessariamente contido numa
H-classe de S, donde os subgrupos maximais de S sa˜o exactamente as H-classes de S que
conteˆm um idempotente. Ale´m disso, temos que:
Proposic¸a˜o 1.2.6 [60, Proposic¸a˜o 1.8]
Dois subgrupos maximais de um semigrupo S que estejam contidos numa mesma D-classe
sa˜o isomorfos.
Dizemos que um semigrupo S e´ aperio´dico se os seus subgrupos sa˜o triviais.
Proposic¸a˜o 1.2.7 [60, Proposic¸a˜o 4.2]
Seja S um semigrupo finito. As seguintes condic¸o˜es sa˜o equivalentes:
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(a) S e´ aperio´dico;
(b) Para qualquer a ∈ S, existe n ∈ N tal que an = an+1;
(c) Existe m ∈ N tal que, para qualquer a ∈ S, am = am+1;
(d) S e´ H-trivial.
1.3 Semigrupos livres e apresentac¸o˜es
Seja A um conjunto na˜o vazio. Neste contexto, o conjunto A e´ designado por alfabeto e os
seus elementos por letras. Denotamos por A+ e A∗ o semigrupo livre sobre A e o mono´ide
livre sobre A, respectivamente, que sa˜o constru´ıdos da seguinte forma: os elementos de A+ sa˜o
todas as sequeˆncias na˜o vazias de letras e que designamos por palavras, e os elementos de A∗
sa˜o os elementos de A+ juntamente com a sequeˆncia vazia, que designamos por palavra vazia e
representamos por 1. Para simplificar a notac¸a˜o, representamos uma sequeˆncia (a1, a2, . . . , an)
de A+ (com n ∈ N) justapondo ordenadamente os seus elementos: a1a2 · · · an. O produto de
duas palavras a1a2 · · · an e b1b2 · · · bm de A+ e´ a palavra
(a1a2 · · · an)(b1b2 · · · bm) = a1a2 · · · anb1b2 · · · bm,
obtida por concatenac¸a˜o.
Seja w ∈ A∗. O nu´mero de letras de w (incluindo repetic¸o˜es) designa-se por comprimento
de w e denota-se por |w|. Por exemplo, no alfabeto A = {a, b}, a palavra w = aba2 tem
comprimento 4.
Algebricamente, a importaˆncia dos mono´ides (ou mais geralmente, dos semigrupos) livres
reside na propriedade universal sobre A que enunciamos a seguir. Denotamos por ι a inclusa˜o
natural de A em A∗, i.e. a aplicac¸a˜o ι : A→ A∗ definida por aι = a.
Teorema 1.3.1 [53, Proposic¸a˜o 2.4.1]
Sejam A um alfabeto, M um mono´ide, θ : A → M uma aplicac¸a˜o e ι : A → A∗ a inclusa˜o
natural. Enta˜o existe um u´nico morfismo ϕ : A∗ →M tal que o seguinte diagrama
A
θ //
ι

M
A∗
ϕ
==
e´ comutativo, isto e´, tal que θ = ιϕ.
No teorema anterior a propriedade do diagrama ser comutativo significa que ϕ coincide com
θ no conjunto A, ou seja ϕ estende θ. Um resultado ana´logo e´ va´lido para semigrupos, com A+
no lugar de A∗.
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Se A e´ um conjunto de geradores de um mono´ide M enta˜o, pela propriedade universal,
obtemos um homomorfismo sobrejectivo de mono´ides ϕ de A∗ em M . Logo, pelo Teorema do
Homomorfismo, M ∼= A∗/Ker(ϕ). Portanto qualquer mono´ide e´, a menos de um isomorfismo,
um quociente de um mono´ide livre.
Seja A um alfabeto. Uma apresentac¸a˜o de mono´ide e´ um par ordenado 〈A | R〉, em que R e´
um subconjunto de A∗×A∗. Designamos um elemento (u, v) de R por relac¸a˜o e representamo-lo
usualmente por u = v. Para evitar ambiguidade, dados u, v ∈ A∗, escrevemos u ≡ v, em vez de
u = v, sempre que queiramos afirmar que u e v sa˜o exactamente a mesma palavra de A∗.
Dizemos que um mono´ide M e´ definido pela apresentac¸a˜o 〈A | R〉 se M e´ isomorfo a A∗/ρR,
em que ρR denota a menor congrueˆncia de A
∗ que conte´m R. Frequentemente, identificamos as
palavras de A∗ com os elementos de M que estas representam. Neste contexto, para w,w′ ∈ A∗,
dizer que w = w′ em M significa que (w,w′) ∈ ρR. Se w = w′ em M enta˜o w ≡ w′ ou existe
uma sequeˆncia
w ≡ w0 → w1 → · · · → wn ≡ w′
de transic¸o˜es elementares de R, i.e. para cada i ∈ {0, 1, . . . , n − 1}, existem x, y ∈ A∗ e
(u = v) ∈ R tais que wi ≡ xuy e wi+1 ≡ xvy ou wi ≡ xvy e wi+1 ≡ xuy. Dizemos que a
apresentac¸a˜o 〈A | R〉 e´ irredundante nas letras se a 6= 1 em M e a = b em M se e so´ se a ≡ b,
para a, b ∈ A.
Sejam M um mono´ide e A um seu conjunto de geradores. Seja s um elemento de M . Defini-
mos o comprimento de s em relac¸a˜o a A como sendo o mı´nimo do conjunto de nu´meros inteiros
positivos {n ∈ N | s = a1 · · · an, para certos a1, . . . , an ∈ A}, se s na˜o e´ a identidade, ou zero,
caso contra´rio. Denotamos este inteiro na˜o negativo por |s|A ou, se na˜o houver ambiguidade,
simplesmente por |s|. Naturalmente, este nu´mero coincide com a noc¸a˜o usual de comprimento
de uma palavra num mono´ide livre.
Conceitos similares podem ser estabelecidos para semigrupos. Para mais detalhes veja-se
[53] ou [64].
1.4 Semigrupos de transformac¸o˜es
Seja X um conjunto. Designamos por PT (X) o conjunto de todas as transformac¸o˜es parciais
sobre X, i.e. o conjunto de todas as aplicac¸o˜es parciais de X em X. Chamamos caracter´ıstica
de um elemento s ∈ PT (X) ao cardinal do conjunto Im(s). Se munirmos o conjunto PT (X)
com a operac¸a˜o de composic¸a˜o de relac¸o˜es obtemos um semigrupo: dados s, t ∈ PT (X), o
produto st e´ a transformac¸a˜o parcial definida do seguinte modo
(a) Dom(st) = (Im(s) ∩Dom(t))s−1,
(b) Im(st) = (Im(s) ∩Dom(t))t
e, para qualquer x ∈ Dom(st), (x)st = ((x)s)t.
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Denotamos por T (X) o conjunto de todas as transformac¸o˜es totais sobre um conjunto X,
i.e. o conjunto de todas as aplicac¸o˜es de X em X. Temos que T (X) e´ um subsemigrupo de
PT (X). A aplicac¸a˜o identidade sobre X e´ a identidade de PT (X) e pertence a T (X), pelo
que PT (X) e´ um mono´ide e T (X) e´ um submono´ide de PT (X).
Dado um conjunto X, um subsemigrupo S de T (X) diz-se um semigrupo de transformac¸o˜es
totais . E´ fa´cil ver que se S e´ um semigrupo de transformac¸o˜es totais e s, t, r ∈ S sa˜o tais que
s = tr enta˜o Ker t ⊆ Ker s e Im s ⊆ Im r. Se ale´m disso X for finito e as transformac¸o˜es s e t
[respectivamente, s e r] tiverem a mesma caracter´ıstica enta˜o Ker s = Ker t [respectivamente,
Im s = Im r].
Denotamos por I(X) o conjunto de todas as transformac¸o˜es parciais injectivas sobre X.
Obviamente, a aplicac¸a˜o identidade e´ uma transformac¸a˜o injectiva e a composic¸a˜o de duas
transformac¸o˜es parciais injectivas e´ ainda uma transformac¸a˜o injectiva, pelo que I(X) e´ um
submono´ide de PT (X).
Consideremos um conjunto Xn com n elementos. Em geral tomamos Xn = {1, . . . , n}.
Designamos T (Xn) por Tn, PT (Xn) por PT n e I(Xn) por In. Em relac¸a˜o a estes semigrupos
interessa referir que, para n ≥ 3, as caracter´ısticas de Tn, PT n e In sa˜o, respectivamente, 3, 4
e 3, como podemos ver, por exemplo, em [42].
Definimos de seguida os mono´ides de transformac¸o˜es sobre Xn que sera˜o objecto de nosso
estudo, apresentando alguns resultados conhecidos que nos sera˜o u´teis neste trabalho.
Por vezes sem perigo de ambiguidade, designaremos simplesmente por transformac¸a˜o, uma
transformac¸a˜o parcial ou total.
1.4.1 Os mono´ides On, O+n , O−n e ODn
Seja Xn uma cadeia com n elementos, Xn = {1 < 2 < · · · < n}. Uma transformac¸a˜o parcial
s ∈ PT n diz-se extensiva [respectivamente, co-extensiva] se x ≤ xs [respectivamente, xs ≤ x],
para todo x ∈ Dom(s). Denotamos por T +n [respectivamente, T −n ] o submono´ide de Tn de todas
as transformac¸o˜es totais extensivas [respectivamente, co-extensivas].
Uma transformac¸a˜o s de PT n diz-se crescente [respectivamente, decrescente] se x ≤ y im-
plica xs ≤ ys [respectivamente, xs ≥ ys], para quaisquer x, y ∈ Dom(s). Uma transformac¸a˜o
crescente ou decrescente diz-se mono´tona. E´ claro que o produto de duas transformac¸o˜es cres-
centes ou de duas transformac¸o˜es decrescentes e´ uma transformac¸a˜o crescente e o produto
de uma transformac¸a˜o crescente por uma transformac¸a˜o decrescente, ou vice-versa, e´ uma
transformac¸a˜o decrescente. Designamos por On o submono´ide de Tn constitu´ıdo por todas as
transformac¸o˜es totais crescentes e por O+n [respectivamente, O−n ] o submono´ide de On das trans-
formac¸o˜es extensivas [respectivamente, co-extensivas], ou seja, O+n = On∩T +n [respectivamente,
O−n = On ∩ T −n ].
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Exemplo 1.4.1 Sejam
r =
(
1 2 3 4 5 6
1 2 2 4 6 6
)
, s =
(
1 2 3 4 5 6
3 3 3 5 6 6
)
e t =
(
1 2 3 4 5 6
1 1 3 3 5 6
)
.
Temos que r ∈ O6 mas r /∈ O+6 e r /∈ O−6 , s ∈ O+6 e t ∈ O−6 .
Observemos que os mono´ides O−n e O+n sa˜o isomorfos. De facto, a aplicac¸a˜o
ϕ : O−n −→ O+n
s 7−→ s¯ : Xn −→ Xn
x 7−→ n+ 1− (n+ 1− x)s
e´ um isomorfismo de mono´ides. Ale´m disso, On = O+nO−n = O−nO+n . Com efeito, para s ∈ On,
temos s = s1s2 = s2s1 com (por exemplo) s1 e s2 as transformac¸o˜es definidas por
xs1 =
{
xs se xs ≤ x
x se xs ≥ x e xs2 =
{
xs se x ≤ xs
x se x ≥ xs ,
para qualquer x ∈ Xn. Notemos que, apesar das igualdades anteriores, em geral, os elementos
de O+n e O−n na˜o comutam.
Recordamos alguns factos bem conhecidos acerca dos mono´ides On, O+n e O−n , que podemos
encontrar nos artigos de Aı˘zensˇtat [1], Gomes e Howie [36] e Solomon [67]. Sejam
aj =
(
1 · · · j j + 1 j + 2 · · · n
1 · · · j j j + 2 · · · n
)
e bj =
(
1 · · · j − 1 j j + 1 · · · n
1 · · · j − 1 j + 1 j + 1 · · · n
)
,
para j ∈ {1, . . . , n − 1}. Temos que A = {aj | 1 ≤ j ≤ n − 1}, B = {bj | 1 ≤ j ≤ n − 1} e
A∪B sa˜o conjuntos de geradores idempotentes de O−n , O+n e On, respectivamente. Ale´m disso,
A ∪ B e´ um conjunto gerador idempotente de On com um nu´mero mı´nimo de elementos, do
que resulta o seguinte teorema de Gomes e Howie:
Teorema 1.4.2 [36, Teorema 2.8]
Para n ≥ 2, a caracter´ıstica idempotente de On e´ 2n− 2.
Uma apresentac¸a˜o para On com conjunto gerador A ∪ B foi obtida por Aı˘zensˇtat em [2].
Dado que nos e´ conveniente teˆ-la presente na Subsecc¸a˜o 4.4.1, opta´mos por a exibir a´ı.
Por outro lado, e´ fa´cil verificar que as transformac¸o˜es a1, . . . , an−1 e b1, . . . , bn−1 sa˜o elemen-
tos indecompon´ıveis (i.e. na˜o sa˜o produtos de elementos distintos de eles pro´prios) de O−n e de
O+n , respectivamente. Conclu´ımos que quer a caracter´ıstica quer a caracter´ıstica idempotente
de O−n e de O+n sa˜o iguais a n − 1. Apresentac¸o˜es para estes mono´ides com estes conjuntos
geradores foram obtidas por Solomon em [67] e, pelas razo˜es acima mencionadas, aparecem
tambe´m neste trabalho na Subsecc¸a˜o 4.4.1.
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A seguir, consideremos a transformac¸a˜o
c =
(
1 2 3 · · · n
1 1 2 · · · n− 1
)
∈ O−n .
Gomes e Howie provaram que {b1, . . . , bn−1, c} e´ um conjunto gerador de On com um nu´mero
mı´nimo de elementos obtendo assim, para n ≥ 2, o teorema:
Teorema 1.4.3 [36, Teorema 2.7]
Para n ≥ 2, a caracter´ıstica de On e´ n.
No que respeita a subgrupos, o mono´ide On so´ tem subgrupos triviais. Chegamos enta˜o a
um resultado que, apesar de evidente, e´ de extrema importaˆncia.
Proposic¸a˜o 1.4.4 O mono´ide On e´ aperio´dico.
Ao tomarmos transformac¸o˜es que podem ser crescentes ou decrescentes (transformac¸o˜es
mono´tonas) conseguimos classes mais vastas de mono´ides. Deste modo, obtemos o mono´ide
ODn constitu´ıdo por todas as transformac¸o˜es totais mono´tonas. Consideremos a seguinte
permutac¸a˜o (reflexa˜o) de Xn
h =
(
1 2 · · · n− 1 n
n n− 1 · · · 2 1
)
.
Observemos que h ∈ ODn e, se s e´ uma transformac¸a˜o decrescente, enta˜o hs e´ uma trans-
formac¸a˜o crescente e s = h2s = h(hs). Temos assim que ODn e´ gerado pelo seu submono´ide
On juntamente com a permutac¸a˜o h e podemos tomar o conjunto A ∪B ∪ {h} como conjunto
gerador de ODn. Uma apresentac¸a˜o para o mono´ide ODn com o conjunto gerador A∪B ∪{h}
e n2 + n+ 1 relac¸o˜es foi obtida por Fernandes, Gomes e Jesus em [24, Teorema 2.2]. Mais uma
vez por convenieˆncia, exibimos esta apresentac¸a˜o na Subsecc¸a˜o 4.4.2.
No entanto, a caracter´ıstica de ODn e´, em geral, inferior a n.
Dado x ∈ R, denotamos por dxe o menor inteiro maior ou igual a x.
Temos o seguinte resultado de Fernandes, Gomes e Jesus:
Teorema 1.4.5 [23, Teorema 1.5]
Para n ≥ 2, o mono´ide ODn tem caracter´ıstica dn2 e+ 1.
Ainda dos mesmos autores, temos a seguinte proposic¸a˜o que caracteriza os subgrupos ma-
ximais de ODn.
Proposic¸a˜o 1.4.6 [23, Proposic¸a˜o 1.2]
Seja s um elemento de ODn tal que | Im(s)| ≥ 2. Enta˜o |Hs| = 2. Ale´m disso, os subgrupos
maximais das J-classes de ODn dos elementos de caracter´ıstica pelo menos 2 sa˜o c´ıclicos de
ordem 2.
Em particular, o grupo das unidades de ODn, que e´ gerado pela transformac¸a˜o h, e´ um
grupo c´ıclico de ordem 2.
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1.4.2 Os mono´ides OPn e ORn
Uma sequeˆncia a = (a1, a2, . . . , at) de t (t ≥ 0) elementos de Xn diz-se c´ıclica [respectiva-
mente, anti-c´ıclica] se na˜o existir mais do que um ı´ndice i ∈ {1, . . . , t} tal que ai > ai+1
[respectivamente, ai < ai+1], convencionando que at+1 = a1. Observemos que uma sequeˆncia a
e´ c´ıclica [respectivamente, anti-c´ıclica] se e so´ se a e´ constante ou existe um e um so´ ı´ndice
i ∈ {1, . . . , t} tal que ai > ai+1 [respectivamente, ai < ai+1]. Isto ainda equivale a di-
zer que uma sequeˆncia a e´ c´ıclica [respectivamente, anti-c´ıclica] se e so´ se e´ vazia ou existe
i ∈ {0, 1, . . . , t − 1} tal que ai+1 ≤ ai+2 ≤ · · · ≤ at ≤ a1 ≤ · · · ≤ ai [respectivamente,
ai+1 ≥ ai+2 ≥ · · · ≥ at ≥ a1 ≥ · · · ≥ ai]. Nas condic¸o˜es anteriores, o ı´ndice i ∈ {0, 1, . . . , t− 1}
e´ u´nico, excepto se a for constante e t ≥ 2. E´ claro que nesta definic¸a˜o estamos a subentender
que no caso i = 0, a sequeˆncia verifica a1 ≤ · · · ≤ at [respectivamente, a1 ≥ · · · ≥ at].
Em relac¸a˜o a subsequeˆncias de sequeˆncias c´ıclicas temos a seguinte proposic¸a˜o:
Proposic¸a˜o 1.4.7 [18, Proposic¸a˜o 2.1]
Qualquer subsequeˆncia de uma sequeˆncia c´ıclica tambe´m e´ c´ıclica.
Seja s ∈ Tn. Dizemos que a transformac¸a˜o s preserva a orientac¸a˜o [respectivamente, reverte
a orientac¸a˜o] se a sequeˆncia das suas imagens (1s, . . . , ns) e´ c´ıclica [respectivamente, anti-
c´ıclica]. E´ fa´cil mostrar que o produto de duas transformac¸o˜es que preservam a orientac¸a˜o ou de
duas transformac¸o˜es que revertem a orientac¸a˜o e´ uma transformac¸a˜o que preserva a orientac¸a˜o
e o produto de uma transformac¸a˜o que preserva a orientac¸a˜o por uma transformac¸a˜o que reverte
a orientac¸a˜o, ou vice-versa, e´ uma transformac¸a˜o que reverte a orientac¸a˜o. Denotamos por OPn
o submono´ide de Tn constitu´ıdo por todas as transformac¸o˜es totais que preservam a orientac¸a˜o.
Exemplo 1.4.8 As transformac¸o˜es
r =
(
1 2 3 4 5 6
4 5 5 1 3 3
)
, s =
(
1 2 3 4 5 6
2 3 4 5 6 1
)
, t =
(
1 2 3 4 5 6
1 2 2 4 6 6
)
pertencem a OP6 mas a transformac¸a˜o u =
(
1 2 3 4 5 6
3 2 1 1 2 3
)
na˜o pertence a OP6.
Seja g a permutac¸a˜o
(
1 2 · · · n− 1 n
2 3 · · · n 1
)
. Temos a seguinte factorizac¸a˜o, obtida por
Catarino e Higgins, para um elemento s ∈ OPn:
Teorema 1.4.9 [8, Teorema 2.6]
Qualquer elemento s ∈ OPn admite uma factorizac¸a˜o do tipo s = grt, com 0 ≤ r ≤ n− 1 e
t ∈ On, que e´ u´nica se s na˜o for constante. Em particular, OPn = CnOn.
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Do teorema anterior podemos concluir que A∪B∪{g} gera OPn, sendo A e B os conjuntos
definidos na secc¸a˜o anterior. Uma apresentac¸a˜o para o mono´ide OPn com o conjunto gerador
A ∪ B ∪ {g} foi fornecida por Catarino em [7, Teorema 3.2] e podemos encontra´-la nesta
dissertac¸a˜o na Subsecc¸a˜o 4.4.3. A caracter´ıstica de OPn na˜o depende de n. De facto, temos:
Teorema 1.4.10 [7, Teorema 2.1]
O mono´ide OPn e´ gerado por 2 elementos.
Catarino mostrou que OPn e´ gerado por {g, s} com s ∈ OPn um elemento idempotente
(qualquer) que verifique | Im s| = n− 1. Uma nova apresentac¸a˜o para OPn com 2 geradores e
n+ 2 relac¸o˜es foi obtida por Arthur e Rusˇkuc em [6, Teorema 3.1].
Passamos de seguida aos subgrupos maximais de OPn, que se encontram caracterizados de
acordo com a proposic¸a˜o:
Proposic¸a˜o 1.4.11 [8, Corola´rio 3.6]
Os subgrupos maximais das D-classes dos elementos de OPn de caracter´ıstica r sa˜o c´ıclicos
de ordem r. Em particular, todo o subgrupo de OPn e´ c´ıclico.
Em particular, o grupo das unidades de OPn, que e´ gerado pela permutac¸a˜o g, e´ um grupo
c´ıclico de ordem n.
Em [8] podemos ainda encontrar va´rios resultados estruturais de OPn que iremos precisar
no Cap´ıtulo 3. Salientamos os seguintes:
• Todas as classes do nu´cleo de uma transformac¸a˜o de OPn sa˜o intervalos a` excepc¸a˜o da
que conte´m o elemento 1, que ou e´ um intervalo ou uma unia˜o de dois intervalos;
• O nu´mero de nu´cleos distintos (que coincide com o nu´mero de imagens distintas) de
transformac¸o˜es de OPn de caracter´ıstica igual a r e´
(
n
r
)
;
• O nu´mero de transformac¸o˜es de OPn de caracter´ıstica igual a r e´ r
(
n
r
)2
.
Consideremos agora o mono´ide ORn constitu´ıdo por todas as transformac¸o˜es totais que pre-
servam ou revertem a orientac¸a˜o. A` semelhanc¸a da relac¸a˜o existente entre On e ODn, tambe´m
temos que, dado s ∈ Tn, enta˜o s ∈ ORn se e so´ se s ∈ OPn ou hs ∈ OPn. Assim, obtemos um
conjunto de geradores de ORn juntando a um conjunto de geradores de On as permutac¸o˜es g
e h consideradas atra´s. Ale´m disso, a caracter´ıstica de ORn e´ 3. Uma apresentac¸a˜o de ORn
com 3 geradores e n+ 6 relac¸o˜es foi obtida por Arthur e Rusˇkuc e encontra-se em [6, Teorema
4.1].
No que se refere aos subgrupos maximais de ORn, temos a caracterizac¸a˜o seguinte:
Proposic¸a˜o 1.4.12 [8, Teorema 5.9]
Para r ≥ 3 os subgrupos maximais das D-classes dos elementos de OPn de caracter´ıstica r
sa˜o grupos diedrais de ordem 2r.
Em particular, o grupo das unidades de ORn, que e´ gerado pelas permutac¸o˜es g e h, e´ um
grupo diedral de ordem 2n.
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1.4.3 Os mono´ides POIn, POI+n , POI−n e PODIn
Passamos agora a`s transformac¸o˜es parciais injectivas. Denotamos por POIn o mono´ide de
todas as transformac¸o˜es parciais injectivas e crescentes em Xn. Acerca dos elementos de POIn
temos o seguinte facto imediato:
Lema 1.4.13 [16, Lema 2.1]
Dois elementos de POIn sa˜o iguais se e so´ se teˆm a mesma imagem e o mesmo domı´nio.
Conclu´ımos deste lema que os elementos de POIn ficam bem definidos atrave´s do seu
domı´nio e da sua imagem.
A caracter´ıstica de POIn e´ n [19, Proposic¸a˜o 2.8] e uma apresentac¸a˜o para este mono´ide
com n geradores pode ser encontrada em [19, Teorema 3.16]. Estes resultados foram obtidos
por Fernandes.
Designamos por POI+n [respectivamente, POI−n ] o submono´ide de POIn de todas as trans-
formac¸o˜es parciais extensivas [respectivamente, co-extensivas].
Temos que os submono´ides POI−n e POI+n de POIn sa˜o anti-isomorfos. De facto, a func¸a˜o
de POI−n em POI+n que aplica cada transformac¸a˜o parcial s ∈ POI−n na transformac¸a˜o parcial
s−1 de POI+n , ou seja, na transformac¸a˜o definida por Dom s−1 = Im s e Im s−1 = Dom s, e´ um
anti-homomorfismo de mono´ides.
Juntando a POIn as transformac¸o˜es parciais decrescentes e injectivas, obtemos o mono´ide
PODIn das transformac¸o˜es parciais injectivas e mono´tonas.
Uma apresentac¸a˜o para este mono´ide com n geradores e 1
2
(n2 + 5n− 4) relac¸o˜es foi obtida
por Fernandes, Gomes e Jesus e pode ser encontrada em [22, Teorema 3].
No entanto, a caracter´ıstica de PODIn e´, em geral, inferior a n. De facto, como mostram
os mesmos autores, e´ igual a` caracter´ıstica de ODn, ou seja, e´ igual a dn2 e+ 1. Este resultado,
assim como um conjunto gerador com dn
2
e+ 1 elementos, aparece em [22, Teorema 4].
1.4.4 Os mono´ides Om×n, O+m×n, O−m×n e ODm×n
Seja ρ uma relac¸a˜o de equivaleˆncia em X. Denotamos por Tρ(X) o submono´ide de T (X) de
todas as transformac¸o˜es que preservam a relac¸a˜o de equivaleˆncia ρ, i.e.
Tρ(X) = {α ∈ T (X) | (aα, bα) ∈ ρ, para qualquer (a, b) ∈ ρ}.
Sejam m,n ∈ N e ρ a relac¸a˜o de equivaleˆncia em Xmn definida por
ρ = (A1 × A1) ∪ (A2 × A2) ∪ · · · ∪ (Am × Am),
em que Ai = {(i−1)n+1, (i−1)n+2, . . . , in}, para qualquer i ∈ {1, . . . ,m}. Fazemos notar que
as ρ-classes Ai, com 1 ≤ i ≤ m, formam uma partic¸a˜o de Xmn com m classes de equivaleˆncia
em que cada classe e´ um intervalo com n elementos. Designamos esta partic¸a˜o por m-partic¸a˜o
uniforme (em intervalos) de Xmn.
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Denotamos por Tm×n o submono´ide Tρ(Xmn) de Tmn e por T +m×n [respectivamente, T −m×n] o
submono´ide de Tm×n das transformac¸o˜es extensivas [respectivamente, co-extensivas]. Comec¸a-
mos por salientar que os mono´ides T1×n e Tn×1 sa˜o isomorfos a Tn.
Em relac¸a˜o a` caracter´ıstica do mono´ide Tm×n, para m,n ≥ 2, Huisheng provou (em 2005)
que era menor ou igual a 6 [43, Corola´rio 3.8]. Actualmente a caracter´ıstica e´ conhecida e foi
obtida por Arau´jo e Schneider em 2008 [5, Teorema 1.1].
Teorema 1.4.14 Para m,n ≥ 2, a caracter´ıstica de Tm×n e´ 4.
Consideremos as transformac¸o˜es crescentes de Tm×n. Obtemos assim o submono´ide de Tm×n
de todas as transformac¸o˜es crescentes que preservam uma m-partic¸a˜o uniforme e que denotamos
por Om×n. Por sua vez, considerando as transformac¸o˜es de T +m×n ∩ Omn [respectivamente,
T −m×n ∩Omn], obtemos os mono´ides O+m×n [respectivamente, O−m×n] de todas as transformac¸o˜es
crescentes e extensivas [respectivamente, co-extensivas] que preservam a m-partic¸a˜o uniforme.
Exemplo 1.4.15 Sejam
r=
(
1 2 3 4 5 6 7 8 9 10 11 12
1 3 3 2 9 12 10 10 5 6 6 8
)
, s=
(
1 2 3 4 5 6 7 8 9 10 11 12
5 5 5 6 6 6 6 7 10 11 11 11
)
,
t=
(
1 2 3 4 5 6 7 8 9 10 11 12
1 3 3 4 9 9 10 10 10 11 11 12
)
eu=
(
1 2 3 4 5 6 7 8 9 10 11 12
1 1 2 2 3 3 4 4 5 6 8 8
)
.
Temos: r ∈ T3×4 mas r 6∈ O3×4; s ∈ O3×4 mas s 6∈ O+3×4 e s 6∈ O−3×4; t ∈ O+3×4 e u ∈ O−3×4.
Concentramos agora a nossa atenc¸a˜o na aplicac¸a˜o ϕ e nas transformac¸o˜es s1 e s2 definidas
na Subsecc¸a˜o 1.4.1. Tomando mn em vez de n, a aplicac¸a˜o ϕ define um isomorfismo de O−mn
em O+mn. Ale´m disso, neste caso, O−m×nϕ ⊆ O+m×n. De facto, tomando s ∈ O−m×n e, para cada
1 ≤ i ≤ m, sendo i¯ o elemento de {1, . . . ,m} tal que Ais ⊆ Ai¯, temos Ais¯ ⊆ Am+1−(m+1−i).
Logo ϕ induz um isomorfismo de O−m×n em O+m×n. Podemos igualmente supor que, para cada
s ∈ Omn, temos as transfomac¸o˜es s1 e s2 definidas em Xmn. E´ fa´cil mostrar que, se s ∈ Om×n
enta˜o s1 ∈ O−m×n, s2 ∈ O+m×n e s = s1s2 = s2s1. Acaba´mos de justificar a proposic¸a˜o seguinte:
Proposic¸a˜o 1.4.16 Os submono´ides O−m×n e O+m×n de Om×n sa˜o isomorfos. Ale´m disso, temos
Om×n = O−m×nO+m×n = O+m×nO−m×n.
Ao considerarmos transformac¸o˜es de Tm×n crescentes ou decrescentes obtemos o mono´ide
ODm×n = Tm×n ∩ ODmn de todas as transformac¸o˜es totais mono´tonas que preservam uma
m-partic¸a˜o uniforme.
Seja h a permutac¸a˜o de ODmn definida por
h =
(
1 2 · · · mn− 1 mn
mn mn− 1 · · · 2 1
)
.
21
1. Preliminares
Observemos que h e´ uma permutac¸a˜o de ordem dois que preserva a partic¸a˜o {A1, . . . , Am}.
Temos ainda que se s ∈ Tm×n enta˜o s = h2s = h(hs) e que s e´ uma transformac¸a˜o decrescente
se e so´ se hs e´ uma transformac¸a˜o crescente. E´ assim claro que o mono´ide ODm×n e´ gerado
por Om×n ∪{h}. Ale´m disso, o grupo c´ıclico C2 = {1, h} de ordem 2 e´ o grupo das unidades de
ODm×n.
1.4.5 Os mono´ides OPm×n e ORm×n
Designamos por OPm×n o mono´ide Tm×n ∩ OPmn de todas as transformac¸o˜es totais que pre-
servam a orientac¸a˜o e uma m-partic¸a˜o uniforme.
Exemplo 1.4.17 As transformac¸o˜es
s1=
(
1 2 3 4 5 6 7 8 9 10 11 12
9 10 10 12 1 1 2 3 3 3 4 4
)
, s2=
(
1 2 3 4 5 6 7 8 9 10 11 12
6 6 7 7 7 7 8 8 5 5 5 6
)
,
s3=
(
1 2 3 4 5 6 7 8 9 10 11 12
11 11 11 11 12 12 10 10 10 10 11 11
)
pertencem a OP3×4, enquanto que as transformac¸o˜es
s4=
(
1 2 3 4 5 6 7 8 9 10 11 12
11 11 11 12 12 7 7 8 9 9 10 10
)
, s5=
(
1 2 3 4 5 6 7 8 9 10 11 12
8 8 8 8 7 5 6 7 7 7 8 8
)
na˜o pertencem a OP3×4. De facto, s4 /∈ T3×4 e s5 /∈ OP12.
Consideremos as permutac¸o˜es de Xmn
g =
(
1 2 · · · mn− 1 mn
2 3 · · · mn 1
)
∈ OPmn e
f = gn =
(
1 · · · n n+ 1 · · · mn− n mn− n+ 1 · · · mn
n+ 1 · · · 2n 2n+ 1 · · · mn 1 · · · n
)
∈ OPm×n.
Fazemos notar que a transformac¸a˜o g na˜o preserva (em geral) a partic¸a˜o e assim g na˜o e´ um
elemento de OPm×n. Por outro lado, a transformac¸a˜o f = gn preserva a partic¸a˜o. Ale´m disso,
e´ fa´cil ver que as u´nicas permutac¸o˜es de OPmn que preservam a partic¸a˜o sa˜o as poteˆncias de f ,
pelo que o grupo das unidades de OPm×n e´ gerado por f e assim isomorfo ao grupo c´ıclico de
ordem m. No entanto, ao contra´rio do que poder´ıamos julgar por analogia com o que se passa
com OPmn, o mono´ide OPm×n na˜o e´ gerado por Om×n ∪ {gn}, como veremos no Cap´ıtulo 3.
Abrangendo transformac¸o˜es que preservam ou que revertem a orientac¸a˜o em Tm×n, temos o
mono´ide ORm×n = Tm×n∩ORmn de todas as transformac¸o˜es totais que preservam ou revertem
a orientac¸a˜o e preservam uma m-partic¸a˜o uniforme.
Observemos que s ∈ ORm×n se e so´ se s ∈ OPm×n ou hs ∈ OPm×n. Assim, o mono´ide
ORm×n e´ gerado por OPm×n ∪ {h}.
E´ fa´cil verificar que o grupo das unidades de ORm×n e´ gerado por {f, h} e e´ isomorfo ao
grupo diedral D2m de ordem 2m.
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1.5 Produtos semidirectos
Dados dois semigrupos S e T , designa-se por produto directo de S e T o semigrupo de suporte
S×T e multiplicac¸a˜o definida por (s, t)(r, u) = (sr, tu), para todos os pares (s, t), (r, u) ∈ S×T .
Esta definic¸a˜o pode ser estendida, de um modo natural, a um nu´mero n ∈ N arbitra´rio de
semigrupos S1, . . . , Sn. Para n ∈ N denotamos por Sn o produto directo de n co´pias do
semigrupo S.
Se S e T sa˜o mono´ides enta˜o S×T e´ um mono´ide em que (1S, 1T ) e´ o elemento identidade.
Sejam S e T dois semigrupos e
ϕ : T 1 −→ End(S)
t 7−→ tϕ : S −→ S
s 7−→ t  s
um anti-homomorfismo de mono´ides, ou seja, ϕ satisfaz as condic¸o˜es:
1. t  (sr) = (t  s)(t  r);
2. (tu)  s = t  (u  s);
3. 1  s = s,
para quaisquer s, r ∈ S e t, u ∈ T 1. Neste contexto, dizemos que ϕ define uma acc¸a˜o esquerda
de T sobre S. A este anti-homomorfismo associamos o semigrupo SoϕT de suporte S × T e
multiplicac¸a˜o definida por
(s, t)(r, u) = (s(t  r), tu),
para quaisquer s, r ∈ S e t, u ∈ T . Designamos o semigrupo SoϕT por produto semidirecto
(associado a ϕ) e, se na˜o houver ambiguidade, denotamo-lo simplesmente por SoT .
Podemos tambe´m definir, dualmente, o produto semidirecto reverso. Assim, sejam S e T
dois semigrupos e
ψ : S1 −→ End(T )
s 7−→ sψ : T −→ T
t 7−→ ts
um homomorfismo de mono´ides, ou seja, ψ satisfaz as condic¸o˜es:
1. (tu)s = (ts)(us);
2. tsr = (ts)r;
3. t1 = t,
para quaisquer s, r ∈ S1 e t, u ∈ T . Neste contexto, dizemos que ψ define uma acc¸a˜o direita de
S sobre T . Ao homomorfismo ψ associamos o semigrupo SnψT de suporte S×T e multiplicac¸a˜o
definida por
(s, t)(r, u) = (sr, (tr)u),
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para quaisquer s, r ∈ S e t, u ∈ T . Designamos o semigrupo SnψT por produto semidirecto
reverso (associado a ψ) e denotamo-lo, se na˜o houver ambiguidade, simplesmente por SnT .
Se S e T sa˜o mono´ides e a acc¸a˜o ϕ [respectivamente, ψ] satisfaz a condic¸a˜o t  1 = 1, para
qualquer t ∈ T [respectivamente, 1s = 1, para qualquer s ∈ S] dizemos que a acc¸a˜o e´ monoidal.
Se a acc¸a˜o ϕ [respectivamente, ψ] e´ monoidal enta˜o SoT [respectivamente, SnT ] e´ um mono´ide
com identidade (1S, 1T ).
Sejam S e T dois semigrupos (ou mono´ides) para os quais esta´ definido um produto semidi-
recto SoT . Enta˜o tambe´m podemos definir, de forma natural, um produto semidirecto SroT .
De facto, para tal basta apenas considerarmos a acc¸a˜o esquerda definida da mesma forma que
em SoT . Ale´m disso, podemos ainda obter um produto semidirecto reverso T rnSr definindo
st = ts, para cada s ∈ S e t ∈ T . Facilmente se prova que SoT e´ isomorfo a (T rnSr)r. Se
T for comutativo, a acc¸a˜o esquerda de T sobre S pode ser considerada uma acc¸a˜o direita de
T sobre S e podemos assim definir um produto semidirecto reverso TnS. Neste caso, temos
enta˜o que TnS e´ isomorfo a (SroT )r.
Observemos que o produto directo de dois semigrupos e´ um caso particular de um produto
semidirecto (associado a uma acc¸a˜o trivial, ou seja, ao (anti-)homomorfismo que transforma
todos os elementos na identidade).
O produto em coroa e, em particular, o produto em coroa em semigrupos de transformac¸o˜es,
e´ um exemplo de um produto semidirecto. Arau´jo e Schneider usaram-no em [5] para mostrar
que a caracter´ıstica de Tm×n, para m,n ≥ 2, e´ quatro. Esta abordagem vai ser igualmente
muito u´til neste trabalho. Por convenieˆncia, opta´mos por uma definic¸a˜o do produto em coroa
em semigrupos de transformac¸o˜es com a notac¸a˜o simplificada.
Sejam S um mono´ide qualquer e T um submono´ide de Tm. Definimos o produto em coroa
do mono´ide S pelo mono´ide T , que denotamos por S o T , como sendo o produto semidirecto
SmoT associado a` acc¸a˜o esquerda definida por
t  (s1, . . . , sm) = (s1t, . . . , smt)
para quaisquer t ∈ T e s1, . . . , sm ∈ S. Observemos que, dados elementos (s1, . . . , sm; t) e
(r1, . . . , rm;u) de S
m × T , temos (em S o T )
(s1, . . . , sm; t)(r1, . . . , rm;u) = (s1r1t, . . . , smrmt; tu).
Apresentamos agora a caracterizac¸a˜o de Tm×n, atrave´s do produto em coroa, de Arau´jo e
Schneider. Para m,n ∈ N, recordemos a relac¸a˜o de equivaleˆncia ρ em Xmn definida por
ρ = (A1 × A1) ∪ (A2 × A2) ∪ · · · ∪ (Am × Am),
em queAi = {(i−1)n+1, (i−1)n+2, . . . , in}, para qualquer i ∈ {1, . . . ,m} (cf. Subsecc¸a˜o 1.4.4).
Seja s ∈ Tm×n e seja t a aplicac¸a˜o (quociente de s por ρ) definida por: para j ∈ {1, . . . ,m},
(j)t e´ o elemento de {1, . . . ,m} tal que (Aj)s ⊆ A(j)t. Para cada j ∈ {1, . . . ,m}, definimos
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uma transformac¸a˜o sj ∈ Tn por
ksj = ((j − 1)n+ k)s− ((j)t− 1)n,
para k ∈ {1, . . . , n}. Seja s = (s1, s2, . . . , sm; t) ∈ T mn × Tm. Com esta notac¸a˜o, a aplicac¸a˜o
ψ : Tm×n −→ Tn o Tm
s 7−→ s
e´ um isomorfismo [5, Lema 2.1]. Fazemos notar que, para cada i ∈ {1, . . . ,m} e cada k ∈ Ai
temos
ks = (k − (i− 1)n)si + ((i)t− 1)n.
Exemplo 1.5.1 Consideremos a transformac¸a˜o
s =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 3 3 2 9 12 10 10 5 6 6 8
)
∈ T3×4.
Sendo t =
(
1 2 3
1 3 2
)
, s1 =
(
1 2 3 4
1 3 3 2
)
, s2 =
(
1 2 3 4
1 4 2 2
)
e s3 =
(
1 2 3 4
1 2 2 4
)
,
temos s = (s1, s2, s3; t).
Dado que Tm×n ∼= Tn o Tm podemos imediatamente concluir que a cardinalidade de Tm×n e´
nnmmm.
1.6 Produtos semidirectos bilaterais
Sejam S e T dois semigrupos. Sejam
δ : T −→ T (S)
u 7−→ δu : S −→ S
s 7−→ u  s
um anti-homomorfismo de semigrupos e
ϕ : S −→ T (T )
s 7−→ ϕs : T −→ T
u 7−→ us
um homomorfismo de semigrupos tais que:
(SPR) (uv)s = uvsvs, para quaisquer s ∈ S e u, v ∈ T (Sequential Processing Rule); e
(SCR) u  (sr) = (u  s)(us  r), para quaisquer s, r ∈ S e u ∈ T (Serial Composition Rule).
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Neste contexto, dizemos que δ e´ uma acc¸a˜o esquerda de T em S e que ϕ e´ uma acc¸a˜o direita
de S em T . Ale´m disso, o conjunto S × T e´ um semigrupo em relac¸a˜o a` seguinte operac¸a˜o:
(s, u)(r, v) = (s(u  r), urv),
para quaisquer s, r ∈ S e u, v ∈ T . Denotamos este semigrupo por SδonϕT (ou, se na˜o houver
ambiguidade, simplesmente por SonT ) e designamo-lo por produto semidirecto bilateral de S e
T associado a`s acc¸o˜es δ e ϕ. O produto semidirecto bilateral foi introduzido para grupos por
Zappa [72] e estudado para semigrupos por Kunze [48].
Se S e T sa˜o dois mono´ides, dizemos que a acc¸a˜o δ [respectivamente, ϕ] preserva a identidade
se 1s = s, para qualquer s ∈ S [respectivamente, u1 = u, para qualquer u ∈ T ] e que e´ monoidal
se u  1 = 1, para qualquer u ∈ T [respectivamente, 1s = 1, para qualquer s ∈ S]. Se S e T sa˜o
mono´ides e ambas as acc¸o˜es δ e ϕ preservam a identidade e sa˜o monoidais enta˜o SonT , com a
operac¸a˜o atra´s definida, e´ um mono´ide com identidade (1S, 1T ).
Neste trabalho consideramos apenas produtos semidirectos bilaterais de mono´ides associados
a acc¸o˜es monoidais que preservam a identidade.
Observemos que, se a acc¸a˜o direita ϕ e´ a acc¸a˜o trivial (i.e. (S)ϕ = {1T}) enta˜o temos que
S on T = SoT e´ um produto semidirecto usual, se a acc¸a˜o esquerda δ e´ a acc¸a˜o trivial (i.e.
(T )δ = {1S}) enta˜o S on T coincide com um produto semidirecto reverso SnT e se ambas as
acc¸o˜es sa˜o triviais enta˜o SonT e´ o produto directo usual S×T . Notemos tambe´m que o produto
semidirecto bilateral e´ significativamente diferente do produto semidirecto duplo definido por
Rhodes e Tilson [63], onde a multiplicac¸a˜o na segunda componente e´ sempre como no produto
directo.
1.7 Pseudovariedades
Uma pseudovariedade de mono´ides e´ uma classe de mono´ides finitos fechada para produtos
directos finitos, submono´ides e imagens homomorfas. Dada uma classe C de mono´ides finitos,
a menor pseudovariedade de mono´ides que conte´m C e´ a classe de todas as imagens homo-
morfas de submono´ides de um produto directo de um nu´mero finito de elementos de C. Esta
pseudovariedade de mono´ides diz-se a pseudovariedade de mono´ides gerada por C. O produto
semidirecto VoW das pseudovariedades de mono´ides V e W e´ a pseudovariedade de mono´ides
gerada por todos os produtos semidirectos monoidais MoN , com M ∈ V e N ∈ W. Analoga-
mente definimos o produto semidirecto reverso VnW e o produto semidirecto bilateral VonW
das pseudovariedades de mono´ides V e W. Claramente temos VoW ⊆ VonW e VnW ⊆ VonW.
Nesta dissertac¸a˜o fazemos refereˆncia a`s seguintes pseudovariedades de mono´ides:
1. Ecom, a pseudovariedade de todos os mono´ides finitos cujos idempotentes comutam;
2. J, a pseudovariedade de todos os mono´ides J-triviais;
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3. L, a pseudovariedades de todos os mono´ides L-triviais;
4. R, a pseudovariedades de todos os mono´ides R-triviais;
5. A, a pseudovariedade de todos os mono´ides aperio´dicos;
6. Ab, a pseudovariedade de mono´ides de todos os grupos abelianos;
7. Ab2, a pseudovariedade de mono´ides gerada por C2;
8. O, a pseudovariedade de mono´ides gerada por {On | n ∈ N};
9. OD, a pseudovariedade de mono´ides gerada por {ODn | n ∈ N};
10. OP, a pseudovariedade de mono´ides gerada por {OPn | n ∈ N};
11. OR, a pseudovariedade de mono´ides gerada por {ORn | n ∈ N};
12. Dih, a pseudovariedade de mono´ides gerada por {D2n | n ∈ N};
13. POI, a pseudovariedade de mono´ides gerada por {POIn | n ∈ N};
14. PODI, a pseudovariedade de mono´ides gerada por {PODIn | n ∈ N}.
Para justificar a pertineˆncia dos resultados obtidos no Cap´ıtulo 4 que envolvem estas pseu-
dovariedades, selecciona´mos certos factos acerca de algumas das pseudovariedades descritas
em cima que mencionamos aqui. E´ bem conhecido que a pseudovariedade R e´ gerada por
{T +n | n ∈ N} e que a pseudovariedade J e´ gerada pelos mono´ides sinta´cticos das linguagens
testa´veis por pedac¸os e e´ tambe´m gerada por {O+n | n ∈ N} [60]. Temos ainda que as pseu-
dovariedades R e J, assim como a pseudovariedade O, esta˜o contidas na pseudovariedade A.
Por outro lado, a pseudovariedade O e´ auto-dual e na˜o conte´m todos os semigrupos R-triviais
embora toda a banda finita pertenc¸a a O [39]. Na realidade, todo o semigrupo finito cujos
idempotentes formam um ideal esta´ contido na pseudovariedade O [70]. Temos ainda que a
pseudovariedade POI esta´ propriamente contida na pseudovariedade O [16, 40] e todo o produto
semidirecto de uma cadeia (i.e. um semireticulado que forma uma cadeia para a ordem usual)
por um semigrupo de O tambe´m pertence a O [32]. Finalmente, a pseudovariedade O na˜o e´
finitamente baseada [62].
Em relac¸a˜o a` pseudovariedade OP, sabemos que esta pseudovariedade e´ auto-dual e que
conte´m todos os semigrupos comutativos [9].
Terminamos estas considerac¸o˜es referindo que a pseudovariedade J ∩ Ecom e´ gerada pelos
mono´ides {POI+n | n ∈ N}, como foi provado em [40].
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Cap´ıtulo 2
Mono´ides de transformac¸o˜es totais
mono´tonas que preservam uma
partic¸a˜o uniforme numa cadeia finita
Neste cap´ıtulo determinamos os cardinais e as caracter´ısticas dos mono´ides Om×n, O+m×n, O−m×n
eODm×n. Comec¸amos por observar que, para m = 1 ou n = 1, os mono´idesOm×n, O+m×n, O−m×n
eODm×n coincidem, respectivamente, com os mono´idesOmn, O+mn, O−mn eODmn. Relembramos
que o cardinal de On e´
(
2n−1
n−1
)
e foi determinado por Howie em [41], que, juntamente com Gomes
em [36], obteve a caracter´ıstica de On, que e´ n. Por sua vez, o cardinal de O+n (que e´ igual
ao de O−n ) e´ o n-e´simo nu´mero de Catalan, i.e. 1n+1
(
2n
n
)
, e pode ser encontrado em [53], e as
caracter´ısticas de O+n e de O−n sa˜o n − 1 (cf. Subsecc¸a˜o 1.4.1). Por fim, o cardinal de ODn
e´ 2
(
2n−1
n−1
) − n e a sua caracter´ıstica e´ dn
2
e + 1. Estas expresso˜es foram obtidas por Fernandes,
Gomes e Jesus em [23]. Assim, neste cap´ıtulo, consideramos m,n ≥ 2.
Na primeira secc¸a˜o usamos o produto em coroa para caracterizar alguns destes mono´ides.
Seguidamente, na segunda secc¸a˜o, fornecemos expresso˜es para os cardinais dos mono´ides men-
cionados e terminamos, com a terceira secc¸a˜o, onde estabelecemos as caracter´ısticas de Om×n,
O+m×n, O−m×n e ODm×n. Estes resultados encontram-se em [28], [29] e [30].
2.1 O produto em coroa
Tendo por objectivo neste cap´ıtulo encontrar os cardinais e as caracter´ısticas dos mono´ides
Om×n, O+m×n, O−m×n e ODm×n, dedicamos esta secc¸a˜o ao produto em coroa. Comec¸amos por
recordar o isomorfismo entre Tm×n e Tn oTm estabelecido por Arau´jo e Schneider em [5] e referido
na Secc¸a˜o 1.5. Depois, usamos este isomorfismo para caracterizar o mono´ides Om×n, O+m×n e
O−m×n.
Sejam α ∈ Tm×n e β ∈ Tm a aplicac¸a˜o definida por: para cada j ∈ {1, . . . ,m}, jβ e´ o
elemento de {1, . . . ,m} tal que Ajα ⊆ Ajβ. Para cada j ∈ {1, . . . ,m}, seja αj ∈ Tn definida
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por
kαj = ((j − 1)n+ k)α− (jβ − 1)n,
com k ∈ {1, . . . , n}. Sendo α = (α1, α2, . . . , αm; β) ∈ T mn × Tm, a func¸a˜o
ψ : Tm×n −→ Tn o Tm
α 7−→ α
e´ um isomorfismo.
Observamos que a restric¸a˜o de ψ a Om×n na˜o e´, em geral, um isomorfismo de Om×n no
produto semidirecto On o Om. Por exemplo, para m = n = 2, tomemos α = (α1, α2; β),
com α1 =
(
1 2
2 2
)
, α2 =
(
1 2
1 1
)
e β =
(
1 2
1 1
)
. Enta˜o α ∈ O2 o O2 e αψ−1 =(
1 2 3 4
2 2 1 1
)
/∈ O2×2.
De facto, o mono´ide Om×n na˜o e´, em geral, isomorfo a Om o On. Por exemplo, podemos
mostrar que |O2×2| = 19 enquanto |O2 o O2| = 27.
Consideremos
Om×n = {(α1, . . . , αm; β) ∈ Omn ×Om | jβ = (j + 1)β implica nαj ≤ 1αj+1,
para todo o j ∈ {1, . . . ,m− 1}}.
Notemos que, se (α1, . . . , αm; β) ∈ Om×n e 1 ≤ i < j ≤ m sa˜o tais que iβ = jβ, enta˜o
nαi ≤ 1αj.
Proposic¸a˜o 2.1.1 Om×n e´ um submono´ide de Tn o Tm (e de On o Om) isomorfo a Om×n.
Demonstrac¸a˜o. O que faremos e´ demonstrar que Om×n = Om×nψ. Em particular obte-
mos que Om×n e´ um submono´ide de On o Om. Seja (α1, . . . , αm; β) ∈ Om×n e tomemos
α = (α1, . . . , αm; β)ψ
−1 ∈ Tm×n. Sejam x, y ∈ {1, . . . ,mn} tais que x ≤ y. Enta˜o x ∈ Ai
e y ∈ Aj, para alguns 1 ≤ i ≤ j ≤ m. Assim, xα = (x − (i − 1)n)αi + (iβ − 1)n e
yα = (y − (j − 1)n)αj + (jβ − 1)n. Se i = j enta˜o
x ≤ y ⇒ x− (j − 1)n ≤ y − (j − 1)n
⇒ (x− (j − 1)n)αj ≤ (y − (j − 1)n)αj
⇒ xα = (x− (j − 1)n)αj + (jβ − 1)n ≤ (y − (j − 1)n)αj + (jβ − 1)n = yα .
Se i < j e iβ < jβ enta˜o xα ≤ (iβ)n ≤ (jβ − 1)n < (jβ − 1)n+ 1 ≤ yα.
Finalmente, se i < j e iβ = jβ, enta˜o (x− (i− 1)n)αi ≤ nαi ≤ 1αj ≤ (y − (j − 1)n)αj, donde
xα = (x−(i−1)n)αi+(iβ−1)n ≤ (y−(j−1)n)αj+(iβ−1)n = (y−(j−1)n)αj+(jβ−1)n = yα.
Consequentemente, α e´ uma transformac¸a˜o crescente e portanto Om×n ⊆ Om×nψ.
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Reciprocamente, sejam α ∈ Om×n e (α1, . . . , αm; β) = αψ.
Comec¸amos por mostrar que β ∈ Om. Sejam i, j ∈ {1, . . . ,m} tais que i ≤ j. Como in ∈ Ai
e Aiα ⊆ Aiβ, temos (in)α ∈ Aiβ. Analogamente, (jn)α ∈ Ajβ. Por outro lado, i ≤ j implica
in ≤ jn e assim (in)α ≤ (jn)α. Conclu´ımos que iβ ≤ jβ.
A seguir, provamos que αj ∈ On, para qualquer 1 ≤ j ≤ m. Sejam j ∈ {1, . . . ,m} e
x, y ∈ {1, . . . , n} tais que x ≤ y. Enta˜o (j − 1)n + x ≤ (j − 1)n + y, donde ((j − 1)n + x)α ≤
((j− 1)n+ y)α e assim xαj = ((j− 1)n+x)α− (jβ− 1)n ≤ ((j− 1)n+ y)α− (jβ− 1)n = yαj.
Finalmente, seja j ∈ {1, . . . ,m− 1} tal que jβ = (j + 1)β. Enta˜o, como α ∈ Omn, temos
nαj = ((j − 1)n+ n)α− (jβ − 1)n = (jn)α− (jβ − 1)n
≤ (jn+ 1)α− (jβ − 1)n = (jn+ 1)α− ((j + 1)β − 1)n = 1αj+1.
Portanto, Om×nψ ⊆ Om×n e assim Om×n = Om×nψ, como pretend´ıamos demonstrar.
Consideremos
T +m×n = {(α1, . . . , αm; β) ∈ T mn × T +m | jβ = j implica αj ∈ T +n , para todo o j ∈ {1, . . . ,m}}.
Observemos que, como β ∈ T +m implica mβ = m, enta˜o T +m×n ⊆ T m−1n × T +n × T +m .
Proposic¸a˜o 2.1.2 T +m×n e´ um submono´ide de Tn o Tm isomorfo a T +m×n.
Demonstrac¸a˜o. Com a finalidade de mostrar que T +m×n ⊆ T +m×nψ, seja (α1, . . . , αm; β) um
elemento de T +m×n e tomemos α = (α1, . . . , αm; β)ψ−1. Pretendemos provar que α ∈ T +mn. Seja
x ∈ {1, . . . ,mn} e tomemos j ∈ {1, . . . ,m} tal que x ∈ Aj. Enta˜o xα ∈ Ajβ e, como β ∈ T +m ,
temos j ≤ jβ. Se j < jβ enta˜o j ≤ jβ − 1 e assim x ≤ jn ≤ (jβ − 1)n < (jβ − 1)n+ 1 ≤ xα.
Se jβ = j enta˜o αj ∈ T +m e assim x = x− (j−1)n+(j−1)n ≤ (x− (j−1)n)αj +(j−1)n = xα.
Donde, conclu´ımos que α ∈ T +mn.
Reciprocamente, sejam α ∈ T +m×n e αψ = (α1, . . . , αm; β).
Primeiro, observemos que, para todo o j ∈ {1, . . . ,m}, como Ajα ⊆ Ajβ e α ∈ T +m×n, temos
jn ≤ (jn)α ≤ (jβ)n e assim j ≤ jβ. Donde β ∈ T +m .
Seja j ∈ {1, . . . ,m} tal que jβ = j e tomemos k ∈ {1, . . . , n}. Enta˜o
kαj = ((j − 1)n+ k)α− (jβ − 1)n ≥ (j − 1)n+ k − (jβ − 1)n = (j − 1)n+ k − (j − 1)n = k.
Logo, αj ∈ T +n e assim T +m×nψ ⊆ T +m×n, como quer´ıamos demonstrar e temos imediatamente
provada a afirmac¸a˜o da proposic¸a˜o.
Seja
O+m×n = Om×n ∩ T +m×n
= {(α1, . . . , αm; β) ∈ Om−1n ×O+n ×O+m | jβ = (j + 1)β implica nαj ≤ 1αj+1 e
jβ = j implica αj∈O+n , para todo o j∈{1, . . . ,m− 1}}.
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Como ψ e´ injectiva, pelas Proposic¸o˜es 2.1.1 e 2.1.2, temos
O+m×n = Om×nψ ∩ T +m×nψ = (Om×n ∩ T +m×n)ψ = O+m×nψ,
pelo que:
Corola´rio 2.1.3 O+m×n e´ um submono´ide de Tn o Tm (e de On o Om) isomorfo a O+m×n.
Analogamente, sendo
O−m×n = {(α1, . . . , αm; β) ∈ O−n ×Om−1n ×O−m | (j − 1)β = jβ implica nαj−1 ≤ 1αj e
jβ = j implica αj∈O−n , para todo o j∈{2, . . . ,m}},
temos:
Proposic¸a˜o 2.1.4 O−m×n e´ um submono´ide de Tn o Tm (e de On o Om) isomorfo a O−m×n.
2.2 Cardinais
Nesta secc¸a˜o usamos as bijecc¸o˜es anteriores para obter fo´rmulas para o nu´mero de elementos
dos mono´ides Om×n, ODm×n, O+m×n e O−m×n.
Os cardinais de Om×n e de ODm×n
Para contarmos os elementos de Om×n, por um lado, para cada transformac¸a˜o β ∈ Om, deter-
minamos o nu´mero de sequeˆncias (α1, . . . , αm) ∈ Omn tais que (α1, . . . , αm; β) ∈ Om×n e, por
outro lado, fazemos notar que este nu´mero depende apenas do nu´cleo de β (e na˜o propriamente
de β).
Com este propo´sito, seja β ∈ Om. Suponhamos que Im β = {b1 < b2 < · · · < bt}, para
algum 1 ≤ t ≤ m, e definamos ki = |biβ−1|, para i = 1, . . . , t. Sendo β uma transformac¸a˜o
crescente, a sequeˆncia (k1, . . . , kt) determina o nu´cleo de β: efectivamente, temos
{k1 + · · ·+ ki−1 + 1, . . . , k1 + · · ·+ ki}β = {bi},
para qualquer i = 1, . . . , t (considerando k1 + · · ·+ ki−1 + 1 = 1, com i = 1).
Chamamos tipo de nu´cleo de β a` sequeˆncia (k1, . . . , kt). Observemos que 1 ≤ ki ≤ m, para
qualquer i = 1, . . . , t, e k1 + k2 + · · ·+ kt = m.
Recordamos que o nu´mero de sequeˆncias crescentes de comprimento k de elementos de uma
cadeia com n elementos e´
(
n+k−1
k
)
=
(
n+k−1
n−1
)
(ver [37], por exemplo). Este nu´mero coincide com
o nu´mero de combinac¸o˜es de k elementos com repetic¸a˜o sobre um conjunto com n elementos.
Notemos ainda que, como a sequeˆncia (α1, . . . , αk) ∈ Okn satisfaz a condic¸a˜o nαj ≤ 1αj+1,
para quaisquer 1 ≤ j ≤ k − 1, se e so´ se a sequeˆncia obtida por concatenac¸a˜o da sequeˆncia
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das imagens da transformac¸a˜o α1, . . . , αk (por esta ordem) e´ uma sequeˆncia crescente, enta˜o o
conjunto
{(α1, . . . , αk) ∈ Okn | nαj ≤ 1αj+1, para todo o 1 ≤ j ≤ k − 1}
tem
(
n+kn−1
n−1
)
elementos.
Como (α1, . . . , αm; β) ∈ Om×n se e so´ se, para todo o 1 ≤ i ≤ t, αk1+···+ki−1+1, . . . , αk1+···+ki
sa˜o ki transformac¸o˜es crescentes tais que a concatenac¸a˜o da sequeˆncia das suas imagens (por esta
ordem) ainda e´ uma sequeˆncia crescente, enta˜o temos precisamente
∏t
i=1
(
kin+n−1
n−1
)
elementos
em Om×n cuja (m+ 1)-e´sima componente e´ β.
Finalmente, tambe´m e´ claro que, se β e β′ sa˜o dois elementos de Om com o mesmo tipo
de nu´cleo, enta˜o (α1, . . . , αm; β) ∈ Om×n se e so´ se (α1, . . . , αm; β′) ∈ Om×n. Assim, como o
nu´mero de transformac¸o˜es β ∈ Om com tipo de nu´cleo de comprimento t (1 ≤ t ≤ m) coincide
com o nu´mero de combinac¸o˜es (sem repetic¸a˜o) de t elementos de um conjunto com m elementos,
i.e.
(
m
t
)
, temos:
Teorema 2.2.1 Para m,n ≥ 2, temos |Om×n| =
∑
1≤k1,...,kt≤m
k1+···+kt=m
1≤t≤m
(
m
t
) t∏
i=1
(
kin+ n− 1
n− 1
)
.
A tabela seguinte transmite-nos uma ideia do tamanho dos mono´ides Om×n.
m \ n 1 2 3 4 5 6
1 1 3 10 35 126 462
2 3 19 156 1555 17878 225820
3 10 138 2845 78890 2768760 115865211
4 35 1059 55268 4284451 454664910 61824611940
5 126 8378 1109880 241505530 77543615751 34003513468232
6 462 67582 22752795 13924561150 13556873588212 19134117191404027
Tendo em vista o Teorema 2.2.1, determinar o cardinal de ODm×n na˜o e´ dif´ıcil. Recordemos
a permutac¸a˜o (reflexa˜o)
h =
(
1 2 · · · mn− 1 mn
mn mn− 1 · · · 2 1
)
definida na Subsecc¸a˜o 1.4.4. Observemos que h ∈ ODm×n e, dado α ∈ Tm×n, temos α ∈
ODm×n se e so´ se α ∈ Om×n ou hα ∈ Om×n. Por outro lado, como manifestamente |Om×n| =
|hOm×n| e |Om×n ∩ hOm×n| = |{α ∈ Om×n | | Im(α)| = 1}| = mn, segue-se imediatamente que:
Teorema 2.2.2 Para m,n ≥ 2, temos
|ODm×n| = 2|Om×n| −mn = 2
∑
1≤k1,...,kt≤m
k1+···+kt=m
1≤t≤m
(
m
t
) t∏
i=1
(
kin+ n− 1
n− 1
)
−mn.
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Os cardinais de O+m×n e de O−m×n
Vamos descrever um processo para contar o nu´mero de elementos de O+m×n.
Primeiro, recordemos que o cardinal de O+n e´ o n-e´simo nu´mero de Catalan, i.e. |O+n | =
1
n+1
(
2n
n
)
(ver [67]).
Vai ser igualmente u´til considerar os seguintes nu´meros:
θ(n, i) = |{α ∈ O+n | 1α = i}|,
para qualquer 1 ≤ i ≤ n. Claramente, temos |O+n | =
∑n
i=1 θ(n, i). Ale´m disso, para qualquer
2 ≤ i ≤ n− 1, temos
θ(n, i) = θ(n, i+ 1) + θ(n− 1, i− 1).
De facto, {α ∈ O+n | 1α = i} = {α ∈ O+n | 1α = i < 2α} ∪˙ {α ∈ O+n | 1α = 2α = i} e, como
veremos a seguir, |{α ∈ O+n | 1α = i < 2α}| = θ(n, i + 1) e |{α ∈ O+n | 1α = 2α = i}| =
θ(n− 1, i− 1). Consideremos a func¸a˜o
ζ : {α ∈ O+n | 1α = i < 2α} −→ {α ∈ O+n | 1α = i+ 1}
β 7−→
(
1 2 . . . n
i+ 1 2β . . . nβ
)
.
Temos que ζ e´ bijectiva. A injectividade e´ imediata. No que se refere a` sobrejectividade, para
α ∈ O+n tal que 1α = i + 1, temos 1 ≤ i < i + 1 ≤ 2α. Logo α e´ a imagem atrave´s de ζ da
transformac¸a˜o
(
1 2 . . . n
i 2α . . . nα
)
de O+n .
Consideremos agora a func¸a˜o
η : {α ∈ O+n−1 | 1α = i− 1} −→ {α ∈ O+n | 1α = 2α = i}
β 7−→
(
1 2 3 . . . n− 1 n
i i 2β + 1 . . . (n− 2)β + 1 (n− 1)β + 1
)
.
A func¸a˜o η tambe´m e´ uma bijecc¸a˜o. E´ fa´cil constatar que η e´ injectiva. Para mostrarmos a
sobrejectividade, consideremos α ∈ O+n tal que 1α = 2α = i. Enta˜o i− 1 ≤ 3α− 1. Donde α e´
a imagem da transformac¸a˜o
(
1 2 . . . n− 1
i− 1 3α− 1 . . . nα− 1
)
de O+n−1.
Consequentemente obtemos
θ(n, i) = |{α ∈ O+n | 1α = i < 2α}|+ |{α ∈ O+n | 1α = 2α = i}|
= |{α ∈ O+n | 1α = i+ 1}|+ |{α ∈ O+n−1 | 1α = i− 1}|
= θ(n, i+ 1) + θ(n− 1, i− 1).
Ale´m disso, a partir da definic¸a˜o de θ(n, i), com 1 ≤ i ≤ n− 1, facilmente se veˆ que θ(n, 2) =
θ(n, 1) = |O+n−1|.
Podemos agora demonstrar:
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Lema 2.2.3 Para todo o 1 ≤ i ≤ n, θ(n, i) = i
n
(
2n−i−1
n−i
)
= i
n
(
2n−i−1
n−1
)
.
Demonstrac¸a˜o. Demonstramos o lema por induc¸a˜o em n.
Para n = 1, e´ claro que θ(1, 1) = 1 = 1
1
(
2−1−1
1−1
)
.
Seja n ≥ 2 e suponhamos que a fo´rmula e´ va´lida para n − 1. Provamos a fo´rmula para n,
por induc¸a˜o em i.
Para i = 1, como foi observado atra´s, temos θ(n, 1) = |O+n−1| = 1n
(
2n−2
n−1
)
.
Para i = 2, temos
θ(n, 2) = θ(n, 1) =
1
n
(
2n− 2
n− 1
)
=
2
n
(2n− 2)!
(n− 1)!(n− 1)!
n− 1
2n− 2 =
2
n
(2n− 3)!
(n− 1)!(n− 2)! =
2
n
(
2n− 3
n− 1
)
.
Suponhamos agora que a fo´rmula e´ va´lida para i − 1, com 3 ≤ i ≤ n. Enta˜o, usando a
hipo´tese de induc¸a˜o em i e em n na segunda igualdade, temos
θ(n, i) = θ(n, i− 1)− θ(n− 1, i− 2)
= i−1
n
(
2n−i
n−1
)− i−2
n−1
(
2n−i−1
n−2
)
= i−1
n
(2n−i)!
(n−1)!(n−i+1)! − i−2n−1 (2n−i−1)!(n−2)!(n−i+1)!
= i−1
n
(2n−i)!
(n−1)!(n−i+1)! − i−22n−i (2n−i)!(n−1)!(n−i+1)!
= i(n−i+1)
n(2n−i)
(2n−i)!
(n−1)!(n−i+1)!
= i
n
(2n−i−1)!
(n−1)!(n−i)!
= i
n
(
2n−i−1
n−1
)
,
como quer´ıamos demonstrar.
Recordemos que (α1, . . . , αm; β) ∈ O+m×n se e so´ se β ∈ O+m, αm ∈ O+n , α1, . . . , αm−1 ∈ On e,
para todo o j ∈ {1, . . . ,m− 1}, jβ = (j + 1)β implica nαj ≤ 1αj+1 e jβ = j implica αj ∈ O+n .
Seja β ∈ O+m. Assim, tal como para o mono´ide Om×n, temos como objectivo contar o
nu´mero de sequeˆncias (α1, . . . , αm) ∈ Omn tais que (α1, . . . , αm; β) ∈ O+m×n.
Seja (k1, . . . , kt) o tipo de nu´cleo de β. Seja Ki = {k1 + · · · + ki−1 + 1, . . . , k1 + · · · + ki},
para qualquer i = 1, . . . , t. Enta˜o, para qualquer i = 1, . . . , t, β fixa um ponto em Ki se e so´ se
β fixa k1 + · · ·+ ki. Segue-se que (α1, . . . , αm; β) ∈ O+m×n se e so´ se, para todo o 1 ≤ i ≤ t:
1. Se β na˜o fixa um ponto em Ki, enta˜o αk1+···+ki−1+1, . . . , αk1+···+ki sa˜o ki transformac¸o˜es
crescentes tais que a concatenac¸a˜o das sequeˆncias das suas imagens (por esta ordem) ainda
e´ uma sequeˆncia crescente (neste caso, as subsequeˆncias (αk1+···+ki−1+1, . . . , αk1+···+ki)
poss´ıveis sa˜o
(
kin+n−1
n−1
)
);
2. Se β fixa um ponto em Ki, enta˜o αk1+···+ki−1+1, . . . , αk1+···+ki−1 sa˜o ki − 1 transformac¸o˜es
crescentes tais que a concatenac¸a˜o das sequeˆncias das suas imagens (por esta ordem)
ainda e´ uma sequeˆncia crescente, nαk1+···+ki−1 ≤ 1αk1+···+ki e αk1+···+ki ∈ O+n (neste caso,
temos
∑n
j=1
(
(ki−1)n+j−1
j−1
)
θ(n, j) subsequeˆncias (αk1+···+ki−1+1, . . . , αk1+···+ki) poss´ıveis).
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Definimos
d(β, i) =
{ (
kin+n−1
n−1
)
, se (k1 + · · ·+ ki)β 6= k1 + · · ·+ ki∑n
j=1
j
n
(
2n−j−1
n−1
)(
(ki−1)n+j−1
j−1
)
, se (k1 + · · ·+ ki)β = k1 + · · ·+ ki,
para qualquer 1 ≤ i ≤ t.
Logo temos:
Proposic¸a˜o 2.2.4 Para m,n ≥ 2, temos |O+m×n| =
∑
β∈O+m
t∏
i=1
d(β, i).
De seguida, vamos obter uma fo´rmula para o cardinal de O+m×n que na˜o depende de O+m.
Para tornar mais claro o que vamos fazer, intercalamos o texto com exemplos.
Seja β um elemento de O+m com tipo de nu´cleo (k1, . . . , kt). Definimos a sequeˆncia sβ =
(s1, . . . , st) ∈ {0, 1}t−1×{1} por si = 1 se e so´ se (k1 + · · ·+ ki)β = k1 + · · ·+ ki, para qualquer
1 ≤ i ≤ t− 1.
Exemplo 2.2.5 Consideremos a transformac¸a˜o
β =
(
1 2 3 4 5 6 7 8 9 10 11 12 13
4 4 4 5 5 7 10 10 11 12 12 13 13
)
.
Enta˜o o tipo de nu´cleo de β e´ a sequeˆncia (3, 2, 1, 2, 1, 2, 2) e sβ = (0, 1, 0, 0, 0, 0, 1).
Sejam 1 ≤ t, k1, . . . , kt ≤ m tais que k1 + · · · + kt = m e seja (s1, . . . , st) ∈ {0, 1}t−1 × {1}.
Para k = (k1, . . . , kt) e s = (s1, . . . , st), definimos
∆(k, s) = |{β ∈ O+m | β tem tipo de nu´cleo k e sβ = s}|.
Pretendemos obter uma fo´rmula para ∆(k, s). Com esse objectivo, para β ∈ O+m com tipo
de nu´cleo k e sβ = s, o que faremos e´ contar o nu´mero de restric¸o˜es distintas a unio˜es de classes
de partic¸a˜o do nu´cleo de β que correspondem a subsequeˆncias maximais de zeros consecutivos
de s.
Seja β um elemento de O+m com tipo de nu´cleo k e tal que sβ = s.
Primeiro, notemos que, dado i ∈ {1, . . . , t}, se si = 1 enta˜o Kiβ = {k1 + · · ·+ki} e se si = 0
enta˜o o (u´nico) elemento de Kiβ pertence a Kj, para algum i < j ≤ t.
Sejam i ∈ {1, . . . , t} e r ∈ {1, . . . , t− i} tais que sj = 0, para qualquer j ∈ {i, . . . , i+ r− 1},
si+r = 1 e, se i > 1, si−1 = 1 (i.e. (si, . . . , si+r−1) e´ uma subsequeˆncia maximal de zeros
consecutivos de s). Enta˜o
(Ki ∪ · · · ∪Ki+r−2 ∪Ki+r−1)β ⊆ Ki+1 ∪ · · · ∪Ki+r−1 ∪ (Ki+r \ {k1 + · · ·+ ki+r}).
Seja `j = |Ki+j ∩ (Ki ∪ · · · ∪ Ki+r−1)β|, para qualquer 1 ≤ j ≤ r. Temos `1, . . . , `r−1 ≥ 0,
`r ≥ 1, `1 + · · ·+ `r = r e 0 ≤ `1 + · · ·+ `j ≤ j, para qualquer 1 ≤ j ≤ r − 1.
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Exemplo 2.2.6 Tendo em conta a transformac¸a˜o β do Exemplo 2.2.5, temos K1 = {1, 2, 3},
K2 = {4, 5}, K3 = {6}, K4 = {7, 8}, K5 = {9}, K6 = {10, 11} e K7 = {12, 13}. Assim, para
i = 3, temos `1 = |K4 ∩ (K3 ∪K4 ∪K5 ∪K6)β| = |{7, 8} ∩ {7, 10, 11, 12}| = 1. Analogamente,
`2 = |K5 ∩ (K3 ∪ K4 ∪ K5 ∪ K6)β| = 0, `3 = |K6 ∩ (K3 ∪ K4 ∪ K5 ∪ K6)β| = 2 e `4 =
|K7 ∩ (K3 ∪K4 ∪K5 ∪K6)β| = 1.
Por outro lado, dados `1, . . . , `r tais que `1, . . . , `r−1 ≥ 0, `r ≥ 1, `1 + · · · + `r = r e
0 ≤ `1 + · · ·+ `j ≤ j, para todo o 1 ≤ j ≤ r − 1, temos precisamente(
ki+1
`1
)(
ki+2
`2
)
· · ·
(
ki+r−1
`r−1
)(
ki+r − 1
`r
)
=
(
ki+r − 1
`r
) r−1∏
j=1
(
ki+j
`j
)
restric¸o˜es distintas a Ki ∪ · · · ∪ Ki+r−1 de transformac¸o˜es β de O+m, com tipo de nu´cleo k e
sβ = s, tais que `j = |Ki+j∩(Ki∪· · ·∪Ki+r−1)β|, para qualquer 1 ≤ j ≤ r. Consequentemente,
o nu´mero de restric¸o˜es distintas a Ki ∪ · · · ∪Ki+r−1 de transformac¸o˜es β de O+m com tipo de
nu´cleo k e sβ = s e´ ∑
`1+···+`r=r
0≤`1+···+`j≤j, 1≤j≤r−1
`1,...,`r−1≥0, `r≥1
(
ki+r − 1
`r
) r−1∏
j=1
(
ki+j
`j
)
.
Exemplo 2.2.7 Seja r = 3. Para `1, `2 e `3 tais que `1, `2 ≥ 0, `3 ≥ 1, `1 + `2 + `3 = 3 e
0 ≤ `1 + · · ·+ `j ≤ j, para todo o 1 ≤ j ≤ 2, temos as seguintes possibilidades:
`1 `2 `3
p1 1 1 1
p2 1 0 2
p3 0 2 1
p4 0 1 2
p5 0 0 3
.
A subsequeˆncia maximal de zeros sβ e´ (. . . , 1, 0, 0, 0, 1, . . .), com o primeiro zero na i-e´sima
posic¸a˜o. Enta˜o, obtemos os seguintes casos
(Ki)β ⊆ (Ki+1)β ⊆ (Ki+2)β ⊆
p1 Ki+1 Ki+2 Ki+3\{maxKi+3}
p2 Ki+1 Ki+3\{maxKi+3} Ki+3\{maxKi+3}
p3 Ki+2 Ki+2 Ki+3\{maxKi+3}
p4 Ki+2 Ki+3\{maxKi+3} Ki+3\{maxKi+3}
p5 Ki+3\{maxKi+3} Ki+3\{maxKi+3} Ki+3\{maxKi+3}
,
que correspondem a`s possibilidades
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p1
(
ki+1
1
)(
ki+2
1
)(
ki+3−1
1
)
p2
(
ki+1
1
)(
ki+2
0
)(
ki+3−1
2
)
p3
(
ki+1
0
)(
ki+2
2
)(
ki+3−1
0
)
p4
(
ki+1
0
)(
ki+2
1
)(
ki+3−1
2
)
p5
(
ki+1
0
)(
ki+2
0
)(
ki+3−1
3
)
.
Seja agora p o nu´mero de subsequeˆncias maximais distintas de zeros consecutivos de s.
Claramente, se p = 0 enta˜o ∆(k, s) = 1. Suponhamos que temos p ≥ 1 e sejam
1 ≤ u1 < v1 < u2 < v2 < · · · < up < vp ≤ t tais que
{j ∈ {1, . . . , t} | sj = 0} =
p⋃
i=1
{ui, . . . , vi − 1}
(i.e. (sui , . . . , svi−1), com 1 ≤ i ≤ p, sa˜o as p subsequeˆncias maximais distintas de zeros
consecutivos de s). Enta˜o, sendo ri = vi − ui, para qualquer 1 ≤ i ≤ p, temos
∆(k, s) =
p∏
i=1
∑
`1+···+`ri=ri
0≤`1+···+`j≤j 1≤j≤ri−1
`1,...,`ri−1≥0, `ri≥1
(
kui+ri − 1
`ri
) ri−1∏
j=1
(
kui+j
`j
)
.
Finalmente, observemos que, se β e β′ sa˜o dois elementos de O+m com tipo de nu´cleo k =
(k1, . . . , kt) tais que sβ′ = sβ, enta˜o d(β, i) = d(β
′, i), para qualquer 1 ≤ i ≤ t. Assim, definindo
Λ(k, s) =
t∏
i=1
d(β, i),
sendo β e´ uma transformac¸a˜o arbitra´ria de O+m com tipo de nu´cleo k e sβ = s, temos:
Teorema 2.2.8 Para m,n ≥ 2, temos |O+m×n| =
∑
k=(k1,...,kt)
1≤k1,...,kt≤m
k1+···+kt=m
1≤t≤m
∑
s∈{0,1}t−1×{1}
∆(k, s)Λ(k, s).
Terminamos esta subsecc¸a˜o com uma tabela que nos permite ter uma ideia do tamanho dos
mono´ides O+m×n.
m \ n 1 2 3 4 5 6
1 1 2 5 14 42 132
2 2 8 35 306 2401 21232
3 5 42 569 10024 210765 5089370
4 14 252 8482 410994 25366480 1847511492
5 42 1636 138348 18795636 3547275837 839181666224
6 132 11188 2388624 913768388 531098927994 415847258403464
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Apesar de manifestamente complicada, a fo´rmula anterior possibilita-nos calcular o cardinal
de O+m×n, mesmo para m e n “grandes”. Por exemplo, temos
|O+10×10| = 47016758951069862896388976221392645550606752244 e
|O10×10| = 50120434239662576358898758426196210942315027691269.
Observemos que O+10×10, O10×10 ⊆ T100 e |T100| = 10200.
Dado que os mono´ides O+m×n e O−m×n sa˜o isomorfos, os seus cardinais sa˜o iguais. Podemos
enta˜o usar a fo´rmula do Teorema 2.2.8 para obter o cardinal de O−m×n.
2.3 Caracter´ısticas
A nossa finalidade nesta secc¸a˜o e´ determinar as caracter´ısticas dos mono´ides Om×n, O+m×n,
O−m×n e ODm×n.
Relembramos os geradores de O+n , definidos na Subsecc¸a˜o 1.4.1:
bj =
(
1 · · · j − 1 j j + 1 · · · n
1 · · · j − 1 j + 1 j + 1 · · · n
)
,
com 1 ≤ j ≤ n− 1.
Para quaisquer i ∈ {1, . . . ,m} e j ∈ {1, . . . , n− 1}, consideremos a transformac¸a˜o de O+m×n
bi,j =
(
1 · · · (i− 1)n (i− 1)n+ 1 · · · (i− 1)n+ j − 1
1 · · · (i− 1)n (i− 1)n+ 1 · · · (i− 1)n+ j − 1
(i− 1)n+ j (i− 1)n+ j + 1 · · · in in+ 1 · · · mn
(i− 1)n+ j + 1 (i− 1)n+ j + 1 · · · in in+ 1 · · · mn
)
,
Observemos que, para 1 ≤ i ≤ m e 1 ≤ j ≤ n− 1,
bi,j = bi,jψ = (1, . . . , 1, bj, 1, . . . , 1; 1) ∈ O+m×n,
com bj ∈ O+n na i-e´sima componente e em que 1 representa a aplicac¸a˜o identidade (de Tn ou
de Tm).
A seguir, para i ∈ {1, . . . ,m− 1} e j ∈ {1, . . . , n}, seja
ti,j =
(
1 · · · (i− 1)n (i− 1)n+ 1 · · · in− j + 1 in− j + 2 · · · in
1 · · · (i− 1)n in+ 1 · · · in+ 1 in+ 2 · · · in+ j
in+ 1 · · · in+ j in+ j + 1 · · · (i+ 1)n (i+ 1)n+ 1 · · · mn
in+ j · · · in+ j in+ j + 1 · · · (i+ 1)n (i+ 1)n+ 1 · · · mn
)
∈ Om×n.
Para 1 ≤ j ≤ n, sendo
sj =
(
1 · · · n− j + 1 n− j + 2 · · · n
1 · · · 1 2 · · · j
)
∈ O−n e tj =
(
1 · · · j j + 1 · · · n
j · · · j j + 1 · · · n
)
∈ O+n
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(notemos que sn = 1 e tn e´ a aplicac¸a˜o constante de imagem n), temos
ti,j = ti,jψ = (1, . . . , 1, sj, tj, 1, · · · , 1; bi) ∈ O+m×n,
com bi ∈ O+m (notemos que podemos sem ambiguidade usar a mesma notac¸a˜o para os geradores
de O+m e O+n ) e com sj na i-e´sima componente.
Exemplo 2.3.1 Para o mono´ide O+2×4, temos:
b1,1 =
(
1 2 3 4 5 6 7 8
2 2 3 4 5 6 7 8
)
, t1,1 =
(
1 2 3 4 5 6 7 8
5 5 5 5 5 6 7 8
)
,
b1,2 =
(
1 2 3 4 5 6 7 8
1 3 3 4 5 6 7 8
)
, t1,2 =
(
1 2 3 4 5 6 7 8
5 5 5 6 6 6 7 8
)
,
b1,3 =
(
1 2 3 4 5 6 7 8
1 2 4 4 5 6 7 8
)
, t1,3 =
(
1 2 3 4 5 6 7 8
5 5 6 7 7 7 7 8
)
,
b2,1 =
(
1 2 3 4 5 6 7 8
1 2 3 4 6 6 7 8
)
, t1,4 =
(
1 2 3 4 5 6 7 8
5 6 7 8 8 8 8 8
)
,
b2,2 =
(
1 2 3 4 5 6 7 8
1 2 3 4 5 7 7 8
)
,
b2,3 =
(
1 2 3 4 5 6 7 8
1 2 3 4 5 6 8 8
)
.
e
b1,1 = (b1, 1; 1), b1,2 = (b2, 1; 1), b1,3 = (b3, 1; 1),
b2,1 = (1, b1; 1), b2,2 = (1, b2; 1), b2,3 = (1, b3; 1),
t1,1 = (s1, t1; b
′
1), t1,2 = (s2, t2; b
′
1), t1,3 = (s3, t3; b
′
1), t1,4 = (s4, t4; b
′
1)
com b′1 =
(
1 2
2 2
)
e
b1 =
(
1 2 3 4
2 2 3 4
)
= t2, b2 =
(
1 2 3 4
1 3 3 4
)
, b3 =
(
1 2 3 4
1 2 4 4
)
,
s1 =
(
1 2 3 4
1 1 1 1
)
, s2 =
(
1 2 3 4
1 1 1 2
)
, s3 =
(
1 2 3 4
1 1 2 3
)
,
s4 = 1 = t1, t3 =
(
1 2 3 4
3 3 3 4
)
, t4 =
(
1 2 3 4
4 4 4 4
)
.
Seja M = {α ∈ O+m×n | Aiα ⊆ Ai, para todo o 1 ≤ i ≤ m}. Enta˜o temos
Mψ = {(α1, . . . , αm; 1) | α1, . . . , αm ∈ O+n },
que e´ claramente um mono´ide isomorfo a (O+n )m. Como o conjunto {bj | 1 ≤ j ≤ n − 1}
gera O+n , enta˜o o conjunto {bi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n − 1} gera Mψ e assim o conjunto
{bi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1} gera o submono´ide M de O+m×n.
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Lema 2.3.2 O mono´ide O+2×n e´ gerado por {b1,j, b2,j, t1,` | 1 ≤ j ≤ n− 1, 1 ≤ ` ≤ n}.
Demonstrac¸a˜o. Seja N o submono´ide de O+2×n gerado por
{b1,j, b2,j, t1,` | 1 ≤ j ≤ n− 1, 1 ≤ ` ≤ n}.
Vamos mostrar que N = O+2×n.
Observemos que, um elemento de O+2×n tem a forma (α1, α2; 1), com α1, α2 ∈ O+n , ou a
forma (α1, α2; β), com β =
(
1 2
2 2
)
, nα1 ≤ 1α2, α1 ∈ On e α2 ∈ O+n . De acordo com a observac¸a˜o
anterior ao lema, os elementos da primeira forma pertencem a N . Assim resta-nos mostrar que
os elementos da segunda forma tambe´m pertencem a N . Vamos considerar primeiro dois casos
particulares. Notemos que t1,` = (s`, t`; β), para qualquer 1 ≤ ` ≤ n.
caso 1. Seja α = (α1, tj; β), com 1 ≤ j ≤ n e α1 ∈ On tal que Imα1 = {1, . . . , j}.
Enta˜o, e´ fa´cil ver que nα1 = j e, para qualquer 1 ≤ i ≤ n− 1, iα1 ≤ (i+ 1)α1 ≤ iα1 + 1.
Tomemos s′j =
(
1 2 · · · j j + 1 · · · n
n− j + 1 n− j + 2 · · · n n · · · n
)
∈ O+n e seja θ = α1s′j.
Claramente, θ ∈ On. Ale´m disso, θ ∈ O+n . De facto, para qualquer 1 ≤ i ≤ n, como
iα1 ≤ j, enta˜o iθ = iα1s′j = n − j + iα1. Como nθ = n, se θ 6∈ O+n , enta˜o podemos encontrar
i ∈ {1, . . . , n− 1} tal que iθ < i < (i+ 1)θ (podemos tomar o primeiro ı´ndice da direita para a
esquerda tal que iθ < i), donde n− j + iα1 < i < n− j + (i+ 1)α1 e assim iα1 + 1 < (i+ 1)α1,
o que e´ uma contradic¸a˜o. Enta˜o, temos que (θ, 1; 1) ∈ N e, como α1s′jsj = α1, conclu´ımos que
α = (α1, tj; β) = (θsj, tj; β) = (θ, 1; 1)(sj, tj; β) = (θ, 1; 1)t1,j ∈ N.
caso 2. Seja α = (α1, tnα1 ; β), com α1 ∈ On.
Suponhamos que Imα1 = {i1 < i2 < · · · < ij = nα1}, com 1 ≤ j ≤ n. Tomemos θ como
sendo o u´nico elemento de On tal que Im θ = {1, . . . , j} e Ker θ = Kerα1 (i.e. (ikα−11 )θ = {k},
para qualquer 1 ≤ k ≤ j). Como k ≤ ik, para qualquer 1 ≤ k ≤ j, a transformac¸a˜o
θ′ =
(
1 2 · · · j · · · ij ij + 1 · · · n
i1 i2 · · · ij · · · ij ij + 1 · · · n
)
pertence a O+n . Sejam x ∈ {1, . . . , n} e k ∈ {1, . . . , j}. Como x ∈ ikα−11 se e so´ se xθ = k,
deduzimos que θθ′ = α1. Ale´m disso, claramente tjθ′ = tnα1 . Donde, como (θ
′, θ′; 1) ∈ N e,
pelo caso 1, (θ, tj; β) ∈ N , temos
α = (α1, tnα1 ; β) = (θθ
′, tjθ′; β) = (θ, tj; β)(θ′, θ′; 1) ∈ N.
caso geral. Seja α = (α1, α2; β), com nα1 ≤ 1α2, α1 ∈ On e α2 ∈ O+n .
Consideremos a decomposic¸a˜o cano´nica (cf. Subsecc¸a˜o 1.4.1) α1 = θ1ε1, sendo as trans-
formac¸o˜es θ1 ∈ O+n e ε1 ∈ O−n definidas por
iθ1 =
{
i se iα1 ≤ i
iα1 se iα1 ≥ i
e iε1 =
{
iα1 se iα1 ≤ i
i se iα1 ≥ i ,
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para qualquer 1 ≤ i ≤ n. Como nε1 = nα1 ≤ 1α2, enta˜o temos α2tnε1 = α2. Logo, visto que
(θ1, α2; 1) ∈ N e, pelo caso caso 2, (ε1, tnε1 ; β) ∈ N , conclu´ımos que
α = (α1, α2; β) = (θ1ε1, α2tnε1 ; β) = (θ1, α2; 1)(ε1, tnε1 ; β) ∈ N,
como quer´ıamos demonstrar.
De seguida, para k ∈ {1, . . . ,m− 1}, consideremos o submono´ide de O+m×n
Tk = {α ∈ O+m×n | (Ak ∪ Ak+1)α ⊆ Ak ∪ Ak+1 e xα = x, para todo o x ∈ Xmn \ (Ak ∪ Ak+1)}.
E´ claro que, Tk e´ isomorfo a O+2×n e assim, tendo em vista o Lema 2.3.2, e´ gerado por
{bk,j, bk+1,j, tk,` | 1 ≤ j ≤ n− 1, 1 ≤ ` ≤ n}.
Podemos agora demonstrar que:
Proposic¸a˜o 2.3.3 Para m,n ≥ 2, o conjunto
B = {bi,j, tk,` | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1, 1 ≤ k ≤ m− 1, 1 ≤ ` ≤ n}
gera O+m×n.
Demonstrac¸a˜o. Denotemos por N o submono´ide de O+m×n gerado por B. Ja´ mostra´mos que
os submono´ides T1, . . . , Tm−1,M de O+m×n esta˜o contidos em N . Para cada α ∈ O+m×n, seja
d(α) = |{i ∈ {1, . . . ,m} | Aiα 6⊆ Ai}|. Vamos mostrar que O+m×n ⊆ N por induc¸a˜o em d(α).
Seja α ∈ O+m×n tal que d(α) = 0. Enta˜o α ∈M e assim α ∈ N .
Seja p ≥ 0 e suponhamos, por hipo´tese de induc¸a˜o, que α ∈ N , para todo o α ∈ O+m×n com
d(α) = p. Seja α ∈ O+m×n tal que d(α) = p+ 1. Seja i ∈ {1, . . . ,m− 1} o menor ı´ndice tal que
Aiα 6⊆ Ai e seja k ∈ {i+ 1, . . . ,m} tal que Aiα ⊆ Ak. Tomemos
α1 =
(
1 · · · (i− 1)n (i− 1)n+ 1 · · · in in+ 1 · · · mn
1α · · · ((i− 1)n)α (i− 1)n+ 1 · · · in (in+ 1)α · · · (mn)α
)
e
α2 =
(
1 · · · (k − 2)n (k − 2)n+ 1 · · · (k − 1)n
1 · · · (k − 2)n ((i− 1)n+ 1)α · · · (in)α
(k − 1)n+ 1 · · · (in)α (in)α + 1 · · · kn kn+ 1 · · · mn
(in)α · · · (in)α (in)α + 1 · · · kn kn+ 1 · · · mn
)
.
Enta˜o α1 ∈ O+m×n e d(α1) = p, donde α1 ∈ N , por hipo´tese de induc¸a˜o. Ale´m disso, tambe´m
temos α2 ∈ N , visto que α2 ∈ Tk−1. Finalmente, tendo em conta que
ti,n · · · tk−2,n =
(
1 · · · (i− 1)n (i− 1)n+ 1 (i− 1)n+ 2 · · · in
1 · · · (i− 1)n (k − 2)n+ 1 (k − 2)n+ 2 · · · (k − 1)n
in+ 1 · · · (i+ 1)n (i+ 1)n+ 1 · · · mn
(k − 1)n · · · (k − 1)n (i+ 1)n+ 1 · · · mn
)
,
enta˜o α = α1ti,n · · · tk−2,nα2, pelo que α ∈ N , como pretend´ıamos demonstrar.
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Observemos que |B| = 2mn −m − n. Provamos de seguida que B e´ um conjunto gerador
de O+m×n com um nu´mero mı´nimo de elementos.
Teorema 2.3.4 Para m,n ≥ 2, a caracter´ıstica de O+m×n e´ 2mn−m− n.
Demonstrac¸a˜o. Basta mostrar que todos os elementos de Bψ sa˜o indecompon´ıveis em O+m×n.
Sejam i ∈ {1, . . . ,m} e j ∈ {1, . . . , n − 1}. Recordemos que bi,j = (1, . . . , 1, bj, 1, . . . , 1; 1),
com bj ∈ O+n na i-e´sima componente. Como a identidade e´ indecompon´ıvel (em O+n e em O+m)
e bj e´ indecompon´ıvel em O+n , temos que bi,j e´ indecompon´ıvel em O+m×n.
Sejam 1 ≤ i ≤ m − 1 e 1 ≤ j ≤ n. Provamos que ti,j = (1, . . . , 1, sj, tj, 1, . . . , 1; bi)
tambe´m e´ indecompon´ıvel em O+m×n (notemos que sj e´ a i-e´sima componente de ti,j). Sejam
α = (α1, . . . , αi, αi+1, . . . , αm; β), α
′ = (α′1, . . . , α
′
i, α
′
i+1, . . . , α
′
m; β
′) ∈ O+m×n tais que ti,j =
αα′ = (α1α′1β, . . . , αiα
′
iβ, αi+1α
′
(i+1)β, . . . , αmα
′
mβ; ββ
′). Como β, β′ ∈ O+m e ββ′ = bi, temos
β, β′ ∈ {1, bi}. Donde, ti,j = (α1α′1, . . . , αiα′iβ, αi+1α′i+1, . . . , αmα′m; bi) e assim αk = α′k = 1,
para qualquer k ∈ {1, . . . ,m} \ {i, i+ 1}, αi+1α′i+1 = tj e αi+1, α′i+1 ∈ O+n . Observemos que, da
igualdade αi+1α
′
i+1 = tj deduzimos que {j, . . . , n} = Im tj ⊆ Imα′i+1.
Suponhamos que β = bi. Enta˜o iβ = i + 1, donde αiα
′
i+1 = sj e assim temos {1, . . . , j} =
Im sj ⊆ Imα′i+1. Conclu´ımos que Imα′i+1 = {1, . . . , n}, o que implica que α′i+1 = 1. Por
conseguinte, αi = sj e αi+1 = tj e assim α = ti,j.
Por outro lado, admitamos que β = 1. Enta˜o β′ = bi, αi ∈ O+n e αiα′i = sj.
Primeiro, demonstramos que α′i = sj. Como αi ∈ O+n , temos enta˜o que 1 = (n− j + 1)sj =
(n−j+1)αiα′i ≥ (n−j+1)α′i, donde (n−j+1)α′i = 1. Para ale´m disso, da igualdade αiα′i = sj
deduzimos que {1, . . . , j} = Im sj ⊆ Imα′i e assim temos α′i = sj.
Finalmente, provamos que α′i+1 = tj. Como αi ∈ O+n , temos nαi = n e assim j = nsj =
nαiα
′
i = nα
′
i ≤ 1α′i+1, pelo que Imα′i+1 ⊆ {j, . . . , n}. Conclu´ımos assim que Imα′i+1 =
{j, . . . , n}. Ale´m disso, como αi+1, α′i+1 ∈ O+n , temos j ≤ jαi+1 ≤ jαi+1α′i+1 = jtj = j,
donde j = jαi+1 e assim jα
′
i+1 = jαi+1α
′
i+1 = jtj = j. Portanto, temos que α
′
i+1 = tj.
Conclu´ımos que, se β = 1, enta˜o α′ = ti,j. Assim ti,j e´ indecompon´ıvel em O+m×n, como
quer´ıamos demonstrar.
Recordamos que o mono´ide O−m×n e´ isomorfo a O+m×n. Logo O−m×n tem caracter´ıstica igual
a 2mn−m−n e um conjunto gerador de O−m×n com um nu´mero mı´nimo de elementos pode ser
obtido de B por isomorfismo. A seguir, descrevemos explicitamente um tal conjunto gerador
de O−m×n.
Para i ∈ {1, . . . ,m} e j ∈ {1, . . . , n− 1}, seja
ai,j =
(
1 · · · (i− 1)n (i− 1)n+ 1 · · · (i− 1)n+ j
1 · · · (i− 1)n (i− 1)n+ 1 · · · (i− 1)n+ j
(i− 1)n+ j + 1 (i− 1)n+ j + 2 · · · in in+ 1 · · · mn
(i− 1)n+ j (i− 1)n+ j + 2 · · · in in+ 1 · · · mn
)
∈ O−m×n.
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Para i ∈ {1, . . . ,m− 1} e j ∈ {1, . . . , n}, seja
si,j =
(
1 · · · (i− 1)n (i− 1)n+ 1 · · · in− j + 1 in− j + 2 · · · in
1 · · · (i− 1)n (i− 1)n+ 1 · · · in− j + 1 in− j + 1 · · · in− j + 1
in+ 1 in+ 2 · · · in+ j · · · (i+ 1)n (i+ 1)n+ 1 · · · mn
in− j + 1 in− j + 2 · · · in · · · in (i+ 1)n+ 1 · · · mn
)
∈ O−m×n.
Enta˜o, A = {ai,j, sk,` | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1, 1 ≤ k ≤ m− 1, 1 ≤ ` ≤ n} e´ um conjunto
gerador com um nu´mero mı´nimo de elementos de O−m×n.
Exemplo 2.3.5 Para o mono´ide O−2×4, temos:
a1,1 =
(
1 2 3 4 5 6 7 8
1 1 3 4 5 6 7 8
)
, s1,1 =
(
1 2 3 4 5 6 7 8
1 2 3 4 4 4 4 4
)
,
a1,2 =
(
1 2 3 4 5 6 7 8
1 2 2 4 5 6 7 8
)
, s1,2 =
(
1 2 3 4 5 6 7 8
1 2 3 3 3 4 4 4
)
,
a1,3 =
(
1 2 3 4 5 6 7 8
1 2 3 3 5 6 7 8
)
, s1,3 =
(
1 2 3 4 5 6 7 8
1 2 2 2 2 3 4 4
)
,
a2,1 =
(
1 2 3 4 5 6 7 8
1 2 3 4 5 5 7 8
)
, s1,4 =
(
1 2 3 4 5 6 7 8
1 1 1 1 1 2 3 4
)
,
a2,2 =
(
1 2 3 4 5 6 7 8
1 2 3 4 5 6 6 8
)
,
a2,3 =
(
1 2 3 4 5 6 7 8
1 2 3 4 5 6 7 7
)
.
A seguir, para i ∈ {1, . . . ,m}, tomemos
ci =
(
1 · · · (i− 1)n (i− 1)n+ 1 (i− 1)n+ 2 (i− 1)n+ 3 · · · in
1 · · · (i− 1)n (i− 1)n+ 1 (i− 1)n+ 1 (i− 1)n+ 2 · · · in− 1
in+ 1 · · · mn
in+ 1 · · · mn
)
∈ O−m×n.
Por exemplo, em O−2×4, temos
c1 =
(
1 2 3 4 5 6 7 8
1 1 2 3 5 6 7 8
)
e c2 =
(
1 2 3 4 5 6 7 8
1 2 3 4 5 5 6 7
)
.
Concentramos agora a nossa atenc¸a˜o no mono´ide Om×n.
Como observa´mos na Subsecc¸a˜o 1.4.4, temos que Om×n = O−m×nO+m×n, donde A ∪ B e´ um
conjunto gerador de Om×n.
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Seja i ∈ {1, . . . ,m}. Claramente,
Si = {α ∈ Om×n | Aiα ⊆ Ai e xα = x, para todo o x ∈ Xmn \ Ai}
e´ um submono´ide de Om×n isomorfo a On. Como {aj, bj | 1 ≤ j ≤ n− 1} e {c, b1, . . . , bn−1} sa˜o
conjuntos geradores de On (ver Subsecc¸a˜o 1.4.1), enta˜o os conjuntos {ai,j, bi,j | 1 ≤ j ≤ n− 1}
e {ci, bi,j | 1 ≤ j ≤ n− 1} geram Si. Assim, o conjunto
{ci, sk,` | 1 ≤ i ≤ m, 1 ≤ k ≤ m− 1, 1 ≤ ` ≤ n} ∪B
gera Om×n.
Por outro lado, e´ fa´cil verificar que tk,1 = sk,ntk,n, sk,1 = tk,nsk,n e
sk,` = (bk,n−`+1 · · · bk,2)(bk,n−`+2 · · · bk,3) · · · (bk,n−1 · · · bk,`)(bk+1,` · · · bk+1,2)(bk+1,`+1 · · · bk+1,3) · · ·
· · · (bk+1,n−1 · · · bk+1,n−`+1)tk,n−`+1sk,n ,
para quaisquer 1 ≤ k ≤ m− 1 e 2 ≤ ` ≤ n− 1. De facto, para 1 ≤ i ≤ l − 1, sendo bk,n−`+i a
transformac¸a˜o(
1 · · · mn (k − 1)n+ 1 · · · (k − 1)n+ n− `+ i− 1 (k − 1)n+ n− `+ i
1 · · · mn (k − 1)n+ 1 · · · (k − 1)n+ n− `+ i− 1 (k − 1)n+ n− `+ i+ 1
(k − 1)n+ n− `+ i+ 1 · · · kn (m− 1)n+ 1 · · · mn
(k − 1)n+ n− `+ i+ 1 · · · kn (m− 1)n+ 1 · · · mn
)
,
bk,n−`+i−1 a transformac¸a˜o(
1 · · · mn (k − 1)n+ 1 · · · (k − 1)n+ n− `+ i (k − 1)n+ n− `+ i− 1
1 · · · mn (k − 1)n+ 1 · · · (k − 1)n+ n− `+ i (k − 1)n+ n− `+ i
(k − 1)n+ n− `+ i · · · kn (m− 1)n+ 1 · · · mn
(k − 1)n+ n− `+ i · · · kn (m− 1)n+ 1 · · · mn
)
,
e bk,i+1 a transformac¸a˜o(
1 · · · mn (k − 1)n+ 1 · · · (k − 1)n+ i (k − 1)n+ i+ 1
1 · · · mn (k − 1)n+ 1 · · · (k − 1)n+ i (k − 1)n+ i+ 2
(k − 1)n+ i+ 2 · · · kn (m− 1)n+ 1 · · · mn
(k − 1)n+ i+ 2 · · · kn (m− 1)n+ 1 · · · mn
)
,
temos que bk,n−`+i · · · bk,i+1 e´ a transformac¸a˜o(
1 · · · (k − 1)n (k − 1)n+ 1 · · · (k − 1)n+ i (k − 1)n+ i+ 1 (k − 1)n+ i+ 2 · · ·
1 · · · (k − 1)n (k − 1)n+ 1 · · · (k − 1)n+ i (k − 1)n+ i+ 2 (k − 1)n+ i+ 3 · · ·
· · · (k − 1)n+ n− `+ i (k − 1)n+ n− `+ i+ 1 · · · kn kn+ 1 · · · mn
· · · (k − 1)n+ n− `+ i+ 1 (k − 1)n+ n− `+ i+ 1 · · · kn kn+ 1 · · · mn
)
,
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pelo que, o produto (bk,n−`+1 · · · bk,2)(bk,n−`+2 · · · bk,3) · · · (bk,n−1 · · · bk,`) e´ a transformac¸a˜o(
1 · · · (k − 1)n (k − 1)n+ 1 (k − 1)n+ 2 (k − 1)n+ 3 · · ·
1 · · · (k − 1)n (k − 1)n+ 1 (k − 1)n+ `+ 1 (k − 1)n+ `+ 2 · · ·
· · · (k − 1)n+ n− `+ 1 · · · kn kn+ 1 · · · mn
· · · kn · · · kn kn+ 1 · · · mn
)
.
Para 0 ≤ j ≤ n− `− 1, temos que bk+1,`+j · · · bk+1,j+2 e´ a transformac¸a˜o(
1 · · · kn kn+ 1 · · · kn+ j + 1 kn+ j + 2 kn+ j + 3 · · ·
1 · · · kn kn+ 1 · · · kn+ j + 1 kn+ j + 3 kn+ j + 4 · · ·
· · · kn+ `+ j kn+ `+ j + 1 · · · (k + 1)n (k + 1)n+ 1 · · · mn
· · · kn+ `+ j + 1 kn+ `+ j + 1 · · · (k + 1)n (k + 1)n+ 1 · · · mn
)
,
donde, o produto (bk+1,` · · · bk+1,2)(bk+1,`+1 · · · bk+1,3) · · · (bk+1,n−1 · · · bk+1,n−`+1) e´ a transforma-
c¸a˜o(
1 · · · kn kn+ 1 kn+ 2 kn+ 3 · · ·
1 · · · kn kn+ 1 kn+ n− `+ 2 kn+ n− `+ 3 · · ·
· · · kn+ ` · · · (k + 1)n (k + 1)n+ 1 · · · mn
· · · (k + 1)n · · · (k + 1)n (k + 1)n+ 1 · · · mn
)
.
Assim, salientando no produto
`−1∏
i=1
(bk,n−`+i · · · bk,i+1)
n−`−1∏
j=0
(bk+1,`+j · · · bk+1,j+2) e na transforma-
c¸a˜o tk,n−`+1 as imagens dos conjuntos Akn e A(k+1)n (as outras sa˜o fixas por estas transformac¸o˜es)
obtemos as transformac¸o˜es(
· · · (k − 1)n+ 1 (k − 1)n+ 2 (k − 1)n+ 3 · · · kn− `+ 1 · · · kn
· · · (k − 1)n+ 1 (k − 1)n+ `+ 1 (k − 1)n+ `+ 2 · · · kn · · · kn
kn+ 1 kn+ 2 kn+ 3 · · · kn+ ` · · · (k + 1)n · · ·
kn+ 1 (k + 1)n− `+ 2 (k + 1)n− `+ 3 · · · (k + 1)n · · · (k + 1)n · · ·
)
e (
· · · (k − 1)n+ 1 · · · (k − 1)n+ ` (k − 1)n+ `+ 1 · · · kn
· · · kn+ 1 · · · kn+ 1 kn+ 2 · · · (k + 1)n− `+ 1
kn+ 1 · · · (k + 1)n− `+ 1 (k + 1)n− `+ 2 · · · (k + 1)n · · ·
(k + 1)n− `+ 1 · · · (k + 1)n− `+ 1 (k + 1)n− `+ 2 · · · (k + 1)n · · ·
)
,
respectivamente. Recordando que
sk,n =
(
1 · · · (k − 1)n (k − 1)n+ 1 · · · kn
1 · · · (k − 1)n (k − 1)n+ 1 · · · (k − 1)n+ 1
kn+ 1 kn+ 2 · · · (k + 1)n (k + 1)n+ 1 · · · mn
(k − 1)n+ 1 (k − 1)n+ 2 · · · kn (k + 1)n+ 1 · · · mn
)
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e´ agora fa´cil constatar que obtemos a igualdade pretendida.
Portanto, prova´mos que:
Proposic¸a˜o 2.3.6 Para m,n ≥ 2, o conjunto
C = {ci, bi,j, sk,n, tk,` | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1, 1 ≤ k ≤ m− 1, 2 ≤ ` ≤ n}
gera Om×n.
Observemos que |C| = 2mn− n. Mostramos agora que C e´ um conjunto gerador de Om×n
com um nu´mero mı´nimo de elementos.
Teorema 2.3.7 Para m,n ≥ 2, a caracter´ıstica de Om×n e´ igual a 2mn− n.
Demonstrac¸a˜o. Primeiro, provamos que um conjunto gerador de Om×n conte´m pelo menos
(m− 1)n elementos distintos de caracter´ıstica (m− 1)n. Com esse fim, definimos
Qi,j = {α ∈ Om×n | | Imα| = (m− 1)n e (in)α = (in+ 1)α = (k − 1)n+ j, para algum 1 ≤ k ≤ m}
para quaisquer i ∈ {1, . . . ,m− 1} e j ∈ {1, . . . , n}.
Notemos que e´ muito fa´cil constatar que a famı´lia {Qi,j | 1 ≤ i ≤ m − 1, 1 ≤ j ≤ n}
consiste em (m − 1)n subconjuntos de Om×n, na˜o vazios e disjuntos dois a dois: sejam i, i′ ∈
{1, . . . ,m− 1} e j, j′ ∈ {1, . . . , n} tais que (i, j) 6= (i′, j′). E´ claro que, se i = i′ e j 6= j′ enta˜o
Qi,j∩Qi′,j′ = ∅. Por outro lado, se i 6= i′ enta˜o, para α ∈ Qi,j∩Qi′,j′ ter´ıamos (Ai ∪ Ai+1)α ⊆ Ak
e (Ai′ ∪ Ai′+1)α ⊆ At para alguns 1 ≤ k, t ≤ m, pelo que | Imα| < (m− 1)n, o que contradiz a
definic¸a˜o de Qi,j.
Sejam agora i ∈ {1, . . . ,m − 1} e j ∈ {1, . . . , n}. Seja α ∈ Qi,j. Enta˜o, a caracter´ıstica de
α e´ (m − 1)n e existe k ∈ {1, . . . ,m} tal que (in)α = (in + 1)α = (k − 1)n + j. Suponhamos
que α = α′α′′, para certos α′, α′′ ∈ Om×n. Pretendemos mostrar que α′ ∈ Qi,j ou α′′ ∈ Qi,j.
Tomemos αψ = (α1, . . . , αm; β), α
′ψ = (α′1, . . . , α
′
m; β
′) e α′′ψ = (α′′1, . . . , α
′′
m; β
′′). Ob-
servemos que nαi = j = 1αi+1, Im(αi) = {1, . . . , j}, Im(αi+1) = {j, . . . , n} e α` = 1, para
` ∈ {1, . . . ,m} \ {i, i + 1}. Ale´m disso, temos α` = α′`α′′`β′ , para qualquer ` ∈ {1, . . . ,m}. Por
outro lado, β = β′β′′, a partir do que se conclui que β′ tem caracter´ıstica m − 1 ou β′′ tem
caracter´ıstica m− 1, visto que a caracter´ıstica de β e´ m− 1. Prosseguimos considerando dois
casos.
Primeiro, admitamos que β′ tem caracter´ıstica m− 1. Enta˜o α′ tem caracter´ıstica (m− 1)n
e assim Ker(α′) = Ker(α). Donde, Ker(α′i) = Ker(αi) e Ker(α
′
i+1) = Ker(αi+1), o que implica
que | Im(α′i)| = | Im(αi)| = j e | Im(α′i+1)| = | Im(αi+1)| = n− j + 1. Logo nα′i ≥ j e 1α′i+1 ≤ j.
Por outro lado, a igualdade Ker(α′) = Ker(α) tambe´m implica que (in)α′ = (in + 1)α′, donde
nα′i = 1α
′
i+1. Enta˜o nα
′
i = 1α
′
i+1 = j e assim (in)α
′ = (in+ 1)α′ = (iβ′ − 1)n+ j. Conclu´ımos
assim que α′ ∈ Qi,j.
Por outro lado, suponhamos que β′ tem caracter´ıstica m. Temos que β′ = 1. Enta˜o β′′ = β
e portanto iβ′′ = (i + 1)β′′ o que implica que nα′′i ≤ 1α′′i+1. Ale´m disso, temos tambe´m que
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α′′ tem caracter´ıstica (m− 1)n. Como α′iα′′i = αi, enta˜o {1, . . . , j} = Im(αi) ⊆ Im(α′′i ), donde
nα′′i ≥ j. Analogamente, como α′i+1α′′i+1 = αi+1, temos que {j, . . . , n} = Im(αi+1) ⊆ Im(α′′i+1)
e obtemos 1α′′i+1 ≤ j. Logo, j ≤ nα′′i ≤ 1α′′i+1 ≤ j, i.e. nα′′i = 1α′′i+1 = j, pelo que (in)α′′ =
(in+ 1)α′′ = (iβ′′ − 1)n+ j. Portanto, α′′ ∈ Qi,j.
Por induc¸a˜o em t, e´ agora fa´cil demonstrar que para escrever um elemento de Qi,j como
produto de t elementos de Om×n precisamos ter um factor em Qi,j, para quaisquer 1 ≤ i ≤ m−1
e 1 ≤ j ≤ n. Assim, um conjunto gerador de Om×n conte´m pelo menos (m−1)n transformac¸o˜es
distintas de caracter´ıstica (m− 1)n.
Para terminarmos a demonstrac¸a˜o, observemos que, para i ∈ {1, . . . ,m}, os elementos de
Siψ sa˜o da forma (1, . . . , 1, αi, 1, . . . , 1; 1), com αi ∈ On na i-e´sima componente. Enta˜o, como
a identidade e´ indecompon´ıvel (em On e em Om), dados α ∈ Si e α′, α′′ ∈ Om×n, e´ claro que
α = α′α′′ implica α′, α′′ ∈ Si. Por outro lado, visto que On tem caracter´ıstica n e Si e´ isomorfo a
On, de forma a gerar em Om×n todos os elementos de Si, precisamos de pelo menos n elementos
distintos (diferentes da identidade) de Si, para qualquer i ∈ {1, . . . ,m}. Assim, cada conjunto
gerador de Om×n tem pelo menos mn elementos distintos cuja caracter´ıstica e´ superior ou igual
(m− 1)n+ 1.
Portanto, prova´mos que cada conjunto gerador de Om×n tem pelo menos (m − 1)n + mn
elementos distintos e assim, tendo em vista a Proposic¸a˜o 2.3.6, conclu´ımos que Om×n tem
caracter´ıstica 2mn− n, como pretend´ıamos demonstrar.
Passamos agora para o mono´ide ODm×n.
Voltemos a considerar a permutac¸a˜o reflexa˜o
h =
(
1 2 · · · mn− 1 mn
mn mn− 1 · · · 2 1
)
.
Recordemos que o mono´ide ODm×n e´ gerado por Om×n ∪ {h} (cf. Subsecc¸a˜o 1.4.4). Por outro
lado, provou-se na Proposic¸a˜o 2.3.6 que o conjunto
C = {ci, bi,j, sk,n, tk,` | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1, 1 ≤ k ≤ m− 1, 2 ≤ ` ≤ n}
e´ um conjunto gerador do mono´ide Om×n com 2mn−n elementos. Donde C∪{h} gera ODm×n.
Com o objectivo de reduzir o nu´mero de geradores, para m ı´mpar e 1 ≤ j ≤ dn
2
e, consideremos
a transformac¸a˜o uj ∈ Om×n de caracter´ıstica mn− 1, cuja imagem e´ {1, . . . ,mn} \ {m−12 n+ j}
e o nu´cleo e´ definido pela partic¸a˜o{{1} , . . . ,{m−12 n+ ⌈n2 ⌉− j} ,{m−12 n+ ⌈n2 ⌉− j + 1, m−12 n+ ⌈n2 ⌉− j + 2} ,{
m−1
2 n+
⌈
n
2
⌉− j + 3} , . . . , {mn}} .
Exemplo 2.3.8 Em OD3×5 temos:
u1 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 2 3 4 5 7 8 9 9 10 11 12 13 14 15
)
,
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u2 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 2 3 4 5 6 8 8 9 10 11 12 13 14 15
)
,
u3 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 2 3 4 5 6 6 7 9 10 11 12 13 14 15
)
.
Lema 2.3.9 As igualdades seguintes sa˜o verdadeiras:
1. ci = hbm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,1h, para qualquer 1 ≤ i ≤ m;
2. bi,1 = hbm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,2cm−i+1h, para qualquer 1 ≤ i ≤ m;
3. bi,j = hbm−i+1,n−jbm−i+1,n−j−1 · · · bm−i+1,2cm−i+1bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,n−j+1h,
para quaisquer 1 ≤ i ≤ m e 2 ≤ j ≤ n− 1;
4. bm+1
2
,j = udn2 e−j+1uj, para m ı´mpar e qualquer 1 ≤ j ≤ dn2 e;
5. bm+1
2
,n−j = hudn2 e−j+1uj+1h, para m ı´mpar e qualquer 1 ≤ j ≤ n− dn2 e − 1;
6. ti,j = hsm−i,jh, para quaisquer 1 ≤ i ≤ m− 1 e 1 ≤ j ≤ n;
7. ti,j = c
n−j
i hb
′
2 · · · b′jhsi,n−j+1hsm−i,nh, com b′` = bm−i,n−j+`−1bm−i,n−j+`−2 · · · bm−i,`, para
quaisquer 2 ≤ ` ≤ j, 1 ≤ i ≤ m− 1 e 2 ≤ j ≤ n− 1.
Demonstrac¸a˜o. 1. Seja 1 ≤ i ≤ m. Nas transformac¸o˜es bm−i+1,n−1, bm−i+1,n−2 e bm−i+1,1
os elementos de Xmn na˜o representados sa˜o fixos pela transformac¸a˜o. Tendo em conta que a
transformac¸a˜o bm−i+1,n−1 e´ igual a(
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n− 1 (m− i+ 1)n · · ·
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n (m− i+ 1)n · · ·
)
,
a transformac¸a˜o bm−i+1,n−2 e´ igual a(
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n− 2 (m− i+ 1)n− 1 (m− i+ 1)n · · ·
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n− 1 (m− i+ 1)n− 1 (m− i+ 1)n · · ·
)
e a transformac¸a˜o bm−i+1,1 e´ igual a(
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n · · ·
· · · (m− i)n+ 2 (m− i)n+ 2 · · · (m− i+ 1)n · · ·
)
,
efectuando o produto bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,1 obtemos a transformac¸a˜o(
· · · (m− i)n+ 1 · · · (m− i)n+ n− j + 1 · · · (m− i+ 1)n− 1 (m− i+ 1)n · · ·
· · · (m− i)n+ 2 · · · (m− i)n+ n− j + 2 · · · (m− i+ 1)n (m− i+ 1)n · · ·
)
.
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Evidenciando, na transformac¸a˜o h, as imagens dos elementos do conjunto Ai temos
h =
(
· · · (i− 1)n+ 1 · · · (i− 1)n+ j · · · in · · ·
· · · (m− i+ 1)n · · · (m− i)n+ n− j + 1 · · · (m− i)n+ 1 · · ·
)
,
donde o produto hbm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,1 e´ igual a` transformac¸a˜o(
1 · · · (i− 1)n+ 1 (i− 1)n+ 2 · · · (i− 1)n+ j · · · in · · · mn
mn · · · (m− i+ 1)n (m− i+ 1)n · · · (m− i)n+ n− j + 2 · · · (m− i)n+ 2 · · · 1
)
.
Salientando agora, na transformac¸a˜o h, as imagens dos elementos do conjunto Am−i+1, i.e.
h =
(
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i)n+ n− j (m− i)n+ n− j + 1
· · · in in− 1 · · · (i− 1)n+ j + 1 (i− 1)n+ j
(m− i)n+ n− j + 2 · · · (m− i+ 1)n · · ·
(i− 1)n+ j − 1 · · · (i− 1)n+ 1 · · ·
)
,
e´ fa´cil ver que obtemos a igualdade pretendida.
2. Seja 1 ≤ i ≤ m. Novamente omitimos os elementos de Xmn que sa˜o fixos pelas seguintes
treˆs transformac¸o˜es: bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,2, bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,2cm−i+1 e
cm−i+1.
O produto bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,2 e´ igual a` transformac¸a˜o(
· · · (m− i)n+ 1 (m− i)n+ 2 (m− i)n+ 3 · · · (m− i+ 1)n− 1 (m− i+ 1)n · · ·
· · · (m− i)n+ 1 (m− i)n+ 3 (m− i)n+ 4 · · · (m− i+ 1)n (m− i+ 1)n · · ·
)
.
Recordando que
cm−i+1 =
(
· · · (m− i)n+ 1 (m− i)n+ 2 (m− i)n+ 3 · · · (m− i+ 1)n · · ·
· · · (m− i)n+ 1 (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n− 1 · · ·
)
,
obtemos que a transformac¸a˜o bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,2cm−i+1 e´ igual a(
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n− 1 (m− i+ 1)n · · ·
· · · (m− i)n+ 1 (m− i)n+ 2 · · · (m− i+ 1)n− 1 (m− i+ 1)n− 1 · · ·
)
.
Consequentemente o produto hbm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,2cm−i+1 e´ a transformac¸a˜o(
1 · · · (i− 1)n+ 1 (i− 1)n+ 2 (i− 1)n+ 3 · · · in · · · mn
mn · · · (m− i+ 1)n− 1 (m− i+ 1)n− 1 (m− i+ 1)n− 2 · · · (m− i)n+ 1 · · · 1
)
.
Multiplicando a transformac¸a˜o anterior a` direita por h obtemos enta˜o a transformac¸a˜o bi,1.
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3. Sejam 1 ≤ i ≤ m e 2 ≤ j ≤ n−1. Continuando com o mesmo crite´rio de na˜o representar
os elementos que sa˜o fixados, desta vez pelas transformac¸o˜es:
bm−i+1,n−j bm−i+1,n−j−1 · · · bm−i+1,2, bm−i+1,n−1 bm−i+1,n−2 · · · bm−i+1,n−j+1 e
bm−i+1,n−j bm−i+1,n−j−1 · · · bm−i+1,2 cm−i+1 bm−i+1,n−1 bm−i+1,n−2 · · · bm−i+1,n−j+1, temos que
a transformac¸a˜o bm−i+1,n−jbm−i+1,n−j−1 · · · bm−i+1,2 e´ igual a(
· · · (m− i)n+ 1 (m− i)n+ 2 · · ·
· · · (m− i)n+ 1 (m− i)n+ 3 · · ·
· · · (m− i)n+ n− j (m− i)n+ n− j + 1 · · · (m− i+ 1)n · · ·
· · · (m− i)n+ n− j + 1 (m− i)n+ n− j + 1 · · · (m− i+ 1)n · · ·
)
;
a transformac¸a˜o bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,n−j+1 e´ igual a(
· · · (m− i)n+ 1 · · · (m− i)n+ n− j (m− i)n+ n− j + 1 · · ·
· · · (m− i)n+ 1 · · · (m− i)n+ n− j (m− i)n+ n− j + 2 · · ·
· · · (m− i+ 1)n− 1 (m− i+ 1)n · · ·
· · · (m− i+ 1)n (m− i+ 1)n · · ·
)
e assim bm−i+1,n−jbm−i+1,n−j−1 · · · bm−i+1,2cm−i+1bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,n−j+1 e´ igual a(
· · · (m− i)n+ 1 · · · (m− i)n+ n− j (m− i)n+ n− j + 1
· · · (m− i)n+ 1 · · · (m− i)n+ n− j (m− i)n+ n− j
(m− i)n+ n− j + 2 · · · (m− i+ 1)n · · ·
(m− i)n+ n− j + 2 · · · (m− i+ 1)n · · ·
)
.
Dado que hbm−i+1,n−jbm−i+1,n−j−1 · · · bm−i+1,2cm−i+1bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,n−j+1 e´ igual
a (
1 · · · (i− 1)n+ 1 · · · (i− 1)n+ j (i− 1)n+ j + 1
mn · · · (m− i+ 1)n · · · (m− i)n+ n− j (m− i)n+ n− j
(i− 1)n+ j + 2 · · · in · · · mn
(m− 1)n+ n− j − 1 · · · (m− i)n+ 1 · · · 1
)
,
enta˜o hbm−i+1,n−jbm−i+1,n−j−1 · · · bm−i+1,2cm−i+1bm−i+1,n−1bm−i+1,n−2 · · · bm−i+1,n−j+1h e´ igual a
bi,j.
4. Seja m ı´mpar. Temos de considerar treˆs casos. Omitiremos os elementos fixos pelas
transformac¸o˜es que aparecem na igualdade. Se j < dn
2
e− j+1, enta˜o a transformac¸a˜o udn
2
e−j+1
e´ igual a(
· · · m−12 n+ 1 · · · m−12 n+ j m−12 n+ j + 1 · · ·
· · · m−12 n+ 1 · · · m−12 n+ j m−12 n+ j · · ·
· · · m−12 n+ dn2 e − j + 1 m−12 n+ dn2 e − j + 2 · · · m+12 n · · ·
· · · m−12 n+ dn2 e − j m−12 n+ dn2 e − j + 2 · · · m+12 n · · ·
)
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e a transformac¸a˜o uj e´ igual a
(
· · · m−12 n+ 1 · · · m−12 n+ j − 1 m−12 n+ j · · ·
· · · m−12 n+ 1 · · · m−12 n+ j − 1 m−12 n+ j + 1 · · ·
· · · m−12 n+ dn2 e − j + 1 m−12 n+ dn2 e − j + 2 · · · m+12 n · · ·
· · · m−12 n+ dn2 e − j + 2 m−12 n+ dn2 e − j + 2 · · · m+12 n · · ·
)
.
Se j > dn
2
e − j + 1, enta˜o a transformac¸a˜o udn
2
e−j+1 e´ igual a
(
· · · m−12 n+ 1 · · · m−12 n+ dn2 e − j m−12 n+ dn2 e − j + 1 · · ·
· · · m−12 n+ 1 · · · m−12 n+ dn2 e − j m−12 n+ dn2 e − j + 2 · · ·
· · · m−12 n+ j m−12 n+ j + 1 · · · m+12 n · · ·
· · · m−12 n+ j + 1 m−12 n+ j + 1 · · · m+12 n · · ·
)
e a transformac¸a˜o uj e´ igual a
(
· · · m−12 n+ 1 · · · m−12 n+ dn2 e − j + 1 m−12 n+ dn2 e − j + 2 · · ·
· · · m−12 n+ 1 · · · m−12 n+ dn2 e − j + 1 m−12 n+ dn2 e − j + 1 · · ·
· · · m−12 n+ j m−12 n+ j + 1 · · · m+12 n · · ·
· · · m−12 n+ j − 1 m−12 n+ j + 1 · · · m+12 n · · ·
)
.
Se j = dn
2
e − j + 1, enta˜o temos que udn
2
e−j+1 = uj = bm+1
2
,j. Claramente, em qualquer dos
casos, obtemos bm+1
2
,j = udn2 e−j+1uj.
5. Temos novamente treˆs casos a considerar. Analogamente ao que temos feito, omitiremos
os elemento fixos nas va´rias transformac¸o˜es que constam da igualdade. Se j < dn
2
e − j + 1,
enta˜o a transformac¸a˜o uj+1 e´ igual a
(
· · · m−12 n+ 1 · · · m−12 n+ j m−12 n+ j + 1 · · ·
· · · m−12 n+ 1 · · · m−12 n+ j m−12 n+ j + 2 · · ·
· · · m−12 n+ dn2 e − j m−12 n+ dn2 e − j + 1 · · · m+12 n · · ·
· · · m−12 n+ dn2 e − j + 1 m−12 n+ dn2 e − j + 1 · · · m+12 n · · ·
)
.
Se j > dn
2
e − j + 1, enta˜o a transformac¸a˜o uj+1 e´ igual a
(
· · · m−12 n+ 1 · · · m−12 n+ dn2 e − j m−12 n+ dn2 e − j + 1 · · ·
· · · m−12 n+ 1 · · · m−12 n+ dn2 e − j m−12 n+ dn2 e − j · · ·
· · · m−12 n+ j + 1 m−12 n+ j + 2 · · · m+12 n · · ·
· · · m−12 n+ j m−12 n+ j + 2 · · · m+12 n · · ·
)
.
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Se j = dn
2
e − j + 1, enta˜o uj+1 e´ a transformac¸a˜o
(
· · · m−12 n+ 1 · · · m−12 n+ j − 1 m−12 n+ j
· · · m−12 n+ 1 · · · m−12 n+ j − 1 m−12 n+ j − 1
m−1
2 n+ j + 1
m−1
2 n+ j + 2 · · · m+12 n · · ·
m−1
2 n+ j
m−1
2 n+ j + 2 · · · m+12 n · · ·
)
.
Assim, em todos os casos, o produto udn
2
e−j+1uj+1 e´ igual a
(
· · · m−12 n+ 1 · · · m−12 n+ j − 1 m−12 n+ j
· · · m−12 n+ 1 · · · m−12 n+ j − 1 m−12 n+ j
m−1
2 n+ j + 1
m−1
2 n+ j + 2 · · · m+12 n · · ·
m−1
2 n+ j
m−1
2 n+ j + 2 · · · m+12 n · · ·
)
.
Evidenciando, na transformac¸a˜o h, a imagem dos elementos do conjunto Am+1
2
temos
(
· · · (m+12 − 1)n+ 1 · · · m+12 n− j − 1 m+12 n− j
· · · m+12 n · · · m−12 n+ j + 2 m−12 n+ j + 1
m+1
2 n− j + 1 m+12 n− j + 2 · · · m+12 n · · ·
m−1
2 n+ j
m−1
2 n+ j − 1 · · · m−12 n+ 1 · · ·
)
.
Donde a transformac¸a˜o hum+1
2
,dn
2
e−j+1um+1
2
,j+1 e´ igual a
(
· · · (m+12 − 1)n+ 1 · · · m+12 n− j − 1 m+12 n− j
· · · m+12 n · · · m−12 n+ j + 2 m−12 n+ j
m+1
2 n− j + 1 m+12 n− j + 2 · · · m+12 n · · ·
m−1
2 n+ j
m−1
2 n+ j − 1 · · · m−12 n+ 1 · · ·
)
.
E´ agora fa´cil ver que, ao multiplicarmos esta transformac¸a˜o a` direita por h, obtemos a igualdade
pretendida.
6. Sejam 1 ≤ i ≤ m− 1 e 1 ≤ j ≤ n. Recordemos a transformac¸a˜o sm−i,j onde omitimos os
elementos fixos(
· · · (m− i− 1)n+ 1 · · · (m− i)n− j + 1 (m− i)n− j + 2 · · · (m− i)n
· · · (m− i− 1)n+ 1 · · · (m− i)n− j + 1 (m− i)n− j + 1 · · · (m− i)n− j + 1
(m− i)n+ 1 (m− i)n+ 2 · · · (m− i)n+ j · · · (m− i+ 1)n · · ·
(m− i)n− j + 1 (m− i)n− j + 2 · · · (m− i)n · · · (m− i)n · · ·
)
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e mais uma vez a transformac¸a˜o h salientando desta vez as imagens dos conjuntos Ai e Ai+1(
1 · · · (i− 1)n+ 1 · · · in− j + 1 · · · in− 1 in
mn · · · (m− i+ 1)n · · · (m− i)n+ j · · · (m− i)n+ 2 (m− i)n+ 1
in+ 1 · · · in+ j − 1 in+ j · · · (i+ 1)n · · · mn
(m− i)n · · · (m− i)n− j + 2 (m− i)n− j + 1 · · · (m− i− 1)n+ 1 · · · 1
)
.
Temos que o produto hsm−i,j e´ igual a(
1 · · · (i− 1)n+ 1 · · · in− j + 1 · · · in− 1 in
mn · · · (m− i)n · · · (m− i)n · · · (m− i)n− j + 2 (m− i)n− j + 1
in+ 1 · · · in+ j − 1 in+ j · · · (i+ 1)n · · · mn
(m− i)n− j + 1 · · · (m− i)n− j + 1 (m− i)n− j + 1 · · · (m− i− 1)n+ 1 · · · 1
)
.
E´ agora fa´cil ver que a igualdade ti,j = hsm−i,jh e´ verdadeira.
7. Sejam 2 ≤ ` ≤ j, 1 ≤ i ≤ m − 1 e 2 ≤ j ≤ n − 1. Sera˜o omitidos todos os
elementos fixos pelas transformac¸o˜es envolvidas na igualdade. Temos que a transformac¸a˜o
b′` = bm−i,n−j+`−1bm−i,n−j+`−2 · · · bm−i,` e´ igual a(
· · · (m− i− 1)n+ 1 · · · (m− i− 1)n+ `− 1 (m− i− 1)n+ ` · · ·
· · · (m− i− 1)n+ 1 · · · (m− i− 1)n+ `− 1 (m− i− 1)n+ `+ 1 · · ·
· · · (m− i− 1)n+ n− j + `− 1 (m− i− 1)n+ n− j + ` · · · (m− i)n · · ·
· · · (m− i− 1)n+ n− j + ` (m− i− 1)n+ n− j + ` · · · (m− i)n · · ·
)
.
O produto b′2 · · · b′j e´ a transformac¸a˜o(
· · · (m− i− 1)n+ 1 (m− i− 1)n+ 2 (m− i− 1)n+ 3 · · ·
· · · (m− i− 1)n+ 1 (m− i− 1)n+ j + 1 (m− i− 1)n+ j + 2 · · ·
· · · (m− i)n− j + 1 · · · (m− i)n · · ·
· · · (m− i)n · · · (m− i)n · · ·
)
,
donde a transformac¸a˜o hb′2 · · · b′jh e´ igual a(
· · · in+ 1 · · · in+ j in+ j + 1 · · · (i+ 1)n− 1 (i+ 1)n · · ·
· · · in+ 1 · · · in+ 1 in+ 2 · · · (i+ 1)n− j (i+ 1)n · · ·
)
.
Temos que a transformac¸a˜o ci
n−j e´ igual a(
· · · (i− 1)n+ 1 · · · (i− 1)n+ n− j + 1 (i− 1)n+ n− j + 2 · · · in · · ·
· · · (i− 1)n+ 1 · · · (i− 1)n+ 1 (i− 1)n+ 2 · · · (i− 1)n+ j · · ·
)
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e assim o produto ci
n−jhb′2 · · · b′jh e´ a transformac¸a˜o(
· · · (i− 1)n+ 1 · · · in− j + 1 in− j + 2 · · · in
· · · (i− 1)n+ 1 · · · (i− 1)n+ 1 (i− 1)n+ 2 · · · (i− 1)n+ j
in+ 1 · · · in+ j in+ j + 1 · · · (i+ 1)n− 1 (i+ 1)n · · ·
in+ 1 · · · in+ 1 in+ 2 · · · (i+ 1)n− j (i+ 1)n · · ·
)
.
Recordando a transformac¸a˜o
si,n−j+1 =
(
· · · (i− 1)n+ 1 · · · (i− 1)n+ j · · · in
· · · (i− 1)n+ 1 · · · (i− 1)n+ j · · · (i− 1)n+ j
in+ 1 in+ 2 · · · (i+ 1)n− j + 1 · · · (i+ 1)n · · ·
(i− 1)n+ j (i− 1)n+ j + 1 · · · in · · · in · · ·
)
e notando que, por 6., a transformac¸a˜o hsm−i,nh e´ igual a` transformac¸a˜o t1,n que relembramos
aqui (
· · · (i− 1)n+ 1 (i− 1)n+ 2 · · · in in+ 1 · · · (i+ 1)n · · ·
· · · in+ 1 in+ 2 · · · (i+ 1)n (i+ 1)n · · · (i+ 1)n · · ·
)
,
obtemos que o produto si,n−j+1hsm−i,nh e´ igual a(
· · · (i− 1)n+ 1 · · · (i− 1)n+ j · · · in
· · · in+ 1 · · · in+ j · · · in+ j
in+ 1 in+ 2 · · · (i+ 1)n− j + 1 · · · (i+ 1)n · · ·
in+ j in+ j + 1 · · · (i+ 1)n · · · (i+ 1)n · · ·
)
.
Multiplicando agora ci
n−jhb′2 · · · b′jh por si,n−j+1hsm−i,nh a` esquerda, chegamos a` igualdade
pretendida.
Seja D o conjunto{
ci, bi,j, sk,`, sm
2
,r, st,n, h | 1 ≤ i ≤ m
2
, 1 ≤ j ≤ n− 1, 1 ≤ k ≤ m
2
− 1, 2 ≤ ` ≤ n− 1,
n−
⌈n
2
⌉
+ 1 ≤ r ≤ n− 1, 1 ≤ t ≤ m− 1
}
,
se m e´ par, e o conjunto{
ci, bi,j, uk, si,`, st,n, h|1 ≤ i ≤ m− 1
2
, 1 ≤ j ≤ n− 1, 1 ≤ k ≤
⌈n
2
⌉
, 2 ≤ ` ≤ n− 1, 1 ≤ t ≤ m− 1
}
,
se m e´ ı´mpar. Temos que:
Proposic¸a˜o 2.3.10 Para m,n ≥ 2, o conjunto D gera o mono´ide ODm×n. Ale´m disso, |D| =
dmn
2
e+
⌈
(m−1)n
2
⌉
+ 1.
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Demonstrac¸a˜o. Usando as igualdades do Lema 2.3.9, vamos mostrar que qualquer elemento
de C e´ um produto de elementos de D.
Seja 〈D〉 o submono´ide de ODm×n gerado pelo conjunto D.
Suponhamos que m e´ par.
Seja 1 ≤ i ≤ m. Comec¸amos por verificar que ci ∈ 〈D〉. Se 1 ≤ i ≤ m2 enta˜o ci ∈ D. Para
quaisquer m
2
+1 ≤ i ≤ m e 1 ≤ j ≤ n−1, temos que bm−i+1,j ∈ D, dado que 1 ≤ m− i+1 ≤ m2 .
Assim, pelo Lema 2.3.9 (1) conclu´ımos que ci ∈ 〈D〉.
Sejam 1 ≤ i ≤ m e 1 ≤ j ≤ n − 1. Vejamos agora que bi,j ∈ 〈D〉. Se 1 ≤ i ≤ m2 e
1 ≤ j ≤ n − 1 enta˜o bi,j ∈ D. Para qualquer m2 + 1 ≤ i ≤ m temos que bi,1 ∈ 〈D〉, pelo Lema
2.3.9 (2) e, para 2 ≤ j ≤ n− 1, bi,j ∈ 〈D〉, pelo Lema 2.3.9 (3).
Os elementos si,n, com 1 ≤ i ≤ m− 1, pertencem ao conjunto D.
Sejam 1 ≤ i ≤ m − 1 e 2 ≤ j ≤ n. Terminamos o caso m par conferindo que as trans-
formac¸o˜es ti,j tambe´m pertencem a 〈D〉. Observemos que ti,n ∈ 〈D〉, pelo Lema 2.3.9 (6).
Se m
2
+ 1 ≤ i ≤ m − 1 e 2 ≤ j ≤ n − 1 enta˜o sm−i,j ∈ D visto que 1 ≤ m − i ≤ m2 − 1.
Donde, novamente pelo Lema 2.3.9 (6) temos que ti,j ∈ 〈D〉. Seja i = m2 . Para qualquer
n−dn
2
e+1 ≤ j ≤ n−1, como sm
2
,j ∈ D, enta˜o, mais uma vez pelo Lema 2.3.9 (6), tm
2
,j ∈ 〈D〉. Su-
ponhamos agora que i = m
2
e 2 ≤ j ≤ n−dn
2
e. Enta˜o (n− dn
2
e+ 1 ≤) dn
2
e+1 ≤ n−j+1 ≤ n−1
e assim sm
2
,n−j+1 ∈ D. Usando (7) do Lema 2.3.9 temos que ti,j ∈ 〈D〉. Por fim, sejam
1 ≤ i ≤ m
2
− 1 e 2 ≤ j ≤ n− 1. E´ fa´cil ver que sm
2
,n−j+1 ∈ D e consequentemente, pelo Lema
2.3.9 (7), ti,j pertence a 〈D〉.
Suponhamos agora que m e´ ı´mpar.
Sejam 1 ≤ i ≤ m e 1 ≤ j ≤ n− 1. Comec¸amos por mostrar que bi,j ∈ 〈D〉. Se 1 ≤ i ≤ m−12
e 1 ≤ j ≤ n− 1 enta˜o bi,j ∈ D. Suponhamos que m+12 + 1 ≤ i ≤ m e 1 ≤ j ≤ n− 1. Temos que
1 ≤ m − i + 1 ≤ m−1
2
, donde cm−i+1, bm−i+1,j ∈ D e pelo Lema 2.3.9 (2), para j = 1, e Lema
2.3.9 (3), para j ≥ 2, conclu´ımos que bi,j ∈ 〈D〉. Sejam i = m+12 e 1 ≤ j ≤ n − 1. Pelo Lema
2.3.9 (5), se 1 ≤ j ≤ dn
2
e e Lema 2.3.9 (6), se dn
2
e+ 1 ≤ j ≤ n− 1, obtemos que bm+1
2
,j ∈ 〈D〉.
Seja 1 ≤ i ≤ m. Verificamos agora que ci ∈ 〈D〉. Se 1 ≤ i ≤ m−12 temos que ci ∈ D.
Suponhamos que m−1
2
+ 1 ≤ i ≤ m. Usando (1) do Lema 2.3.9, obtemos que ci ∈ 〈D〉.
Notemos que, tambe´m no caso m ı´mpar, os elementos si,n, com 1 ≤ i ≤ m− 1, pertencem
ao conjunto D.
Sejam 1 ≤ i ≤ m− 1 e 2 ≤ j ≤ n. Terminamos a demonstrac¸a˜o verificando que ti,j ∈ 〈D〉.
Usando o Lema 2.3.9 (6), obtemos que ti,n ∈ 〈D〉. Se 1 ≤ i ≤ m−12 e 2 ≤ j ≤ n − 1, pelo
Lema 2.3.9 (7), temos que ti,j ∈ 〈D〉. Para quaisquer m−12 + 1 ≤ i ≤ m− 1 e 2 ≤ j ≤ n, dado
que 1 ≤ m − i ≤ m−1
2
sabemos que sm−i,j ∈ D e assim pelo Lema 2.3.9 (6) conclu´ımos que
ti,j ∈ 〈D〉.
Omitimos a demonstrac¸a˜o da segunda parte da proposic¸a˜o dado ser fa´cil verificar que |D| =
dmn
2
e+
⌈
(m−1)n
2
⌉
+ 1.
Exemplo 2.3.11 No que respeita aos mono´ides OD4×4 e OD3×4 temos que OD4×4 e´ gerado
pelo conjunto {h, c1, b1,1, b1,2, b1,3, c2, b2,1, b2,2, b2,3, s1,2, s1,3, s1,4, s2,3, s2,4, s3,4} e OD3×4 e´ gerado
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pelo conjunto {h, c1, b1,1, b1,2, b1,3, u1, u2, s1,2, s1,3, s1,4, s2,4}.
Seguidamente, pretendemos mostrar que a caracter´ıstica do mono´ide ODm×n e´ precisamente
dmn
2
e+
⌈
(m−1)n
2
⌉
+ 1.
Seja U um (qualquer) conjunto gerador de ODm×n.
Primeiro, observemos que, como h e´ a u´nica permutac¸a˜o diferente da identidade em ODm×n,
enta˜o h ∈ U .
Por outro lado, recordemos que, na demonstrac¸a˜o de [23, Teorema 1.5], Fernandes et al.
mostraram que um conjunto gerador do mono´ide ODn, para qualquer n ≥ 2, tem pelo menos
dn
2
e elementos de caracter´ıstica n − 1. Um argumento semelhante permite-nos concluir que
U precisa de ter pelo menos dmn
2
e elementos de caracter´ıstica mn − 1. De facto, tomemos
Ki = {1, 2, . . . ,mn} \ {i}, para qualquer 1 ≤ i ≤ mn, e sejam ξ1, . . . , ξk todos os elementos de
U de caracter´ıstica mn − 1. Enta˜o k ≥ 1 e, para todo o 1 ≤ i ≤ k, existe 1 ≤ `i ≤ mn tal
que Im(ξi) = K`i . Dado um elemento α ∈ ODm×n de caracter´ıstica mn− 1, temos α = ξξi ou
α = ξξih, para alguns ξ ∈ ODm×n e 1 ≤ i ≤ k. Assim, Im(α) = Im(ξi) = K`i ou Im(α) =
Im(ξih) = Kmn−`i+1. Como temos mn imagens distintas poss´ıveis para uma transformac¸a˜o de
ODm×n de caracter´ıstica mn− 1, o conjunto {K`1 , . . . , K`k , Kmn−`1+1, . . . , Kmn−`k+1} tem pelo
menos mn elementos (distintos). Segue-se que 2k ≥ mn e assim k ≥ dmn
2
e.
Portanto, prova´mos que:
Lema 2.3.12 Qualquer conjunto gerador de ODm×n conte´m h e pelo menos dmn2 e elementos
distintos de caracter´ıstica mn− 1.
No que respeita a geradores de caracter´ıstica (m− 1)n, temos:
Lema 2.3.13 Qualquer conjunto gerador de ODm×n conte´m pelo menos
⌈
(m−1)n
2
⌉
elementos
distintos de caracter´ıstica (m− 1)n.
Demonstrac¸a˜o. Vimos, na demonstrac¸a˜o do Teorema 2.3.7, que a famı´lia {Qi,j | 1 ≤ i ≤
m − 1, 1 ≤ j ≤ n} consiste em (m − 1)n subconjuntos de Om×n na˜o vazios e disjuntos dois a
dois tais que, dados α1, α2 ∈ Om×n, se α1α2 ∈ Qi,j enta˜o α1 ∈ Qi,j ou α2 ∈ Qi,j, para quaisquer
1 ≤ i ≤ m− 1 e 1 ≤ j ≤ n. Por outro lado, dado α ∈ Tmn, e´ fa´cil ver que
α ∈ Qi,j se e so´ se hαh ∈ Qm−i,n−j+1 (2.1)
e, consequentemente,
hα ∈ Qi,j se e so´ se αh ∈ Qm−i,n−j+1, (2.2)
para quaisquer 1 ≤ i ≤ m − 1 e 1 ≤ j ≤ n. Com vista a mostrarmos a equivaleˆncia (2.1),
suponhamos que α ∈ Qi,j. Observemos que | Im(hαh)| = | Imα|. Temos que
(in)α = (in+ 1)α = (k − 1)n+ j ⇔ (in)αh = (in+ 1)αh = mn− (k − 1)n− j + 1
= (m− k)n+ n− j + 1
⇔ ((m− i)n)hαh = ((m− i)n+ 1)hαh
= (m− k)n+ n− j + 1,
57
2. Os mono´ides Om×n, O+m×n, O−m×n e ODm×n
o que significa que hαh ∈ Qm−i,n−j+1.
A seguir, para 1 ≤ i ≤ m− 1 e 1 ≤ j ≤ n, definimos
Ti,j = {α ∈ ODm×n | α ∈ Qi,j ∪Qm−i,n−j+1 ou hα ∈ Qi,j ∪Qm−i,n−j+1}.
Observemos que, temos claramente Ti,j = Tm−i,n−j+1, para quaisquer 1 ≤ i ≤ m − 1 e
1 ≤ j ≤ n. Ale´m disso, se 1 ≤ i, i′ ≤ m − 1 e 1 ≤ j, j′ ≤ n sa˜o tais que Ti,j ∩ Ti′,j′ 6= ∅ enta˜o
(i′, j′) = (i, j) ou (i′, j′) = (m−i, n−j+1). De facto, suponhamos que existe α ∈ Ti,j∩Ti′,j′ . Se
α ∈ Om×n enta˜o α ∈ (Qi,j ∪Qm−i,n−j+1) ∩ (Qi′,j′ ∪Qm−i′,n−j′+1). Por outro lado, se α 6∈ Om×n
enta˜o hα ∈ (Qi,j∪Qm−i,n−j+1)∩(Qi′,j′∪Qm−i′,n−j′+1). Assim, em ambos os casos, Qi,j∩Qi′,j′ 6= ∅
ou Qi,j ∩Qm−i′,n−j′+1 6= ∅ ou Qm−i,n−j+1 ∩Qi′,j′ 6= ∅ ou Qm−i,n−j+1 ∩Qm−i′,n−j′+1 6= ∅, a partir
do que se conclui que (i′, j′) = (i, j) ou (i′, j′) = (m − i, n − j + 1), tendo em conta que
{Qi,j | 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n} tem (m− 1)n elementos distintos dois a dois.
Assim, podemos deduzir que a famı´lia {Ti,j | 1 ≤ i ≤ m − 1, 1 ≤ j ≤ n} consiste em⌈
(m−1)n
2
⌉
subconjuntos de ODm×n na˜o vazios e disjuntos dois a dois.
Provando agora que um conjunto gerador arbitra´rio de ODm×n conte´m pelo menos um
elemento de Ti,j, para todo o 1 ≤ i ≤ m − 1 e 1 ≤ j ≤ n, a demonstrac¸a˜o do lema fica
conclu´ıda. Para atingirmos este objectivo, mostramos que, para quaisquer 1 ≤ i ≤ m − 1 e
1 ≤ j ≤ n, dados α1, . . . , αk ∈ ODm×n (k ∈ N) tais que α1 · · ·αk ∈ Ti,j, temos αt ∈ Ti,j,
para algum t ∈ {1, . . . , k}. Observemos que, de forma a provarmos esta u´ltima afirmac¸a˜o, por
induc¸a˜o em k, e´ suficiente considerar k = 2.
Primeiro, notemos que, dado α ∈ Tmn, como consequeˆncia de (2.1) e (2.2) temos que
{α, hαh, αh, hα} ⊆ Ti,j ou {α, hαh, αh, hα} ∩ Ti,j = ∅, (2.3)
para quaisquer 1 ≤ i ≤ m− 1 e 1 ≤ j ≤ n.
Sejam 1 ≤ i ≤ m−1, 1 ≤ j ≤ n e α1, α2 ∈ ODm×n tais que α1α2 ∈ Ti,j. A seguir, mostramos
que α1 ∈ Ti,j ou α2 ∈ Ti,j, considerando quatro casos, o que termina a demonstrac¸a˜o.
caso 1. Se α1, α2 ∈ Om×n, enta˜o α1α2 ∈ Qi,j ∪ Qm−i,n−j+1 e assim, pela observac¸a˜o no in´ıcio
da demonstrac¸a˜o, temos α1 ∈ Qi,j ∪ Qm−i,n−j+1 ou α2 ∈ Qi,j ∪ Qm−i,n−j+1, donde α1 ∈ Ti,j ou
α2 ∈ Ti,j.
caso 2. Se α1 6∈ Om×n e α2 6∈ Om×n, enta˜o (α1h)(hα2) = α1α2 ∈ Ti,j e α1h, hα2 ∈ Om×n e
assim, pelo caso 1, α1h ∈ Ti,j ou hα2 ∈ Ti,j. Donde, por (2.3), α1 ∈ Ti,j ou α2 ∈ Ti,j.
caso 3. Se α1 6∈ Om×n e α2 ∈ Om×n, enta˜o hα1 ∈ Om×n e α2 ∈ Om×n e, por (2.3), (hα1)α2 =
h(α1α2) ∈ Ti,j. Assim, pelo caso 1, hα1 ∈ Ti,j ou α2 ∈ Ti,j e assim, novamente por (2.3),
α1 ∈ Ti,j ou α2 ∈ Ti,j.
caso 4. Finalmente, se α1 ∈ Om×n e α2 6∈ Om×n, enta˜o α1 ∈ Om×n e α2h ∈ Om×n e, por (2.3),
α1(α2h) = (α1α2)h ∈ Ti,j. Donde, pelo caso 1, α1 ∈ Ti,j ou α2h ∈ Ti,j e assim, mais uma vez
por (2.3), α1 ∈ Ti,j ou α2 ∈ Ti,j, como pretend´ıamos demonstrar.
Pela Proposic¸a˜o 2.3.10 e os Lemas 2.3.12 e 2.3.13, o resultado que quer´ıamos obter e´ ime-
diato.
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Teorema 2.3.14 Para m,n ≥ 2, a caracter´ıstica de ODm×n e´ igual a dmn2 e+ d (m−1)n2 e+ 1.
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Cap´ıtulo 3
Mono´ides de transformac¸o˜es totais que
preservam uma partic¸a˜o uniforme e
preservam ou revertem a orientac¸a˜o
numa cadeia finita
Neste cap´ıtulo estabelecemos os cardinais e as caracter´ısticas dos mono´ides OPm×n e ORm×n.
Fazemos notar que, para m = 1 ou n = 1 os mono´ides OPm×n e ORm×n sa˜o, respectivamente,
iguais ao mono´idesOPmn eORmn. Voltamos a lembrar que foi provado por McAlister em [59] e,
independentemente, por Catarino e Higgins em [8], que o cardinal de OPn e´ n
(
2n−1
n−1
)−n(n−1)
e o cardinal de ORn e´ n
(
2n
n
) − n2
2
(n2 − 2n + 5) + n. Catarino provou ainda em [7] que a
caracter´ıstica de OPn e´ 2, do que se deduz facilmente que a caracter´ıstica de ORn e´ 3 (cf.
Subsecc¸a˜o 1.4.2). Neste cap´ıtulo consideramos enta˜o m,n ≥ 2.
Comec¸amos por, na primeira secc¸a˜o, determinar um conjunto de geradores do semigrupo
com imagem restringida OPn,r, o qual ira´ ser usado na secc¸a˜o seguinte. A` semelhanc¸a do que
foi feito no cap´ıtulo anterior, na segunda secc¸a˜o usamos o produto em coroa para caracterizar
o mono´ide OPm×n. Prosseguimos na terceira secc¸a˜o determinando os cardinais de OPm×n
e ORm×n e, na quarta secc¸a˜o, obtemos as caracter´ısticas destes mono´ides. Estes resultados
podem ser encontrados em [29] e [30].
3.1 Os semigrupos OPn,r
Sejam X um conjunto e Y um subconjunto de X. Consideremos o subsemigrupo com imagem
restringida
T (X, Y ) = {α ∈ T (X) | Xα ⊆ Y }
de T (X). Este semigrupo foi introduzido e estudado em 1975 por Symon [68] que descreveu
os automorfismos de T (X, Y ) e provou que, se T (X1, Y1) e T (X2, Y2) sa˜o isomorfos, enta˜o
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|Y1| = |Y2| e, ainda, que a afirmac¸a˜o rec´ıproca e´ verdadeira no caso finito. Dado que T (X, Y ),
na˜o e´, em geral, um semigrupo regular, em [65] Sanwong e Sommanee obtiveram o seu maior
subsemigrupo regular e mostraram que este subsemigrupo determina as relac¸o˜es de Green de
T (X, Y ), que foram tambe´m caracterizadas neste artigo. Resultados ana´logos a estes para os
subsemigrupos com imagem restringida de PT (X), PT (X, Y ) = {α ∈ PT (X) | Xα ⊆ Y }
e I(X, Y ) = PT (X, Y ) ∩ I(X), foram obtidos por Fernandes e Sanwong em [31]. Estes au-
tores provaram que, a` semelhanc¸a de T (X, Y ), tambe´m temos que, se X for finito, enta˜o
PT (X1, Y1) [respectivamente, I(X1, Y1)] e PT (X2, Y2) [respectivamente, I(X2, Y2)] sa˜o iso-
morfos se e so´ se |Y1| = |Y2|. Assim, se X for finito, e´ suficiente estudar os semigrupos Tn,r =
T ({1, . . . , n}, {1, . . . , r}), PT n,r = PT ({1, . . . , n}, {1, . . . , r}) e In,r = I({1, . . . , n}, {1, . . . , r}),
com 1 ≤ r ≤ n e n ∈ N. Ainda em [31] Fernandes e Sanwong estabelecem que, para n ≥ 2 e
1 ≤ r ≤ n− 1, as caracter´ısticas de Tn,r e de PT n,r sa˜o, respectivamente, S(n, r) (o nu´mero de
Stirling de segunda ordem) e S(n + 1, r + 1) e que, para n ≥ 2, a caracter´ıstica de In,r e´
(
n
r
)
,
se r ∈ {1, 2}, e (n
r
)
+ 1, se 3 ≤ r ≤ n − 1. Recordemos que, para n ≥ 3, as caracter´ısticas de
Tn = Tn,n, PT n = PT n,n e In = In,n sa˜o, respectivamente, 3, 4 e 3 (cf. Secc¸a˜o 1.4).
Sejam n ∈ N e 1 ≤ r ≤ n. Consideremos agora o subsemigrupo de OPn com imagem
restringida
OPn,r = {α ∈ OPn | Im(α) ⊆ {1, . . . , r}} = OPn ∩ Tn,r.
Observemos que na˜o e´, em geral, verdadeiro que, para X finito, se |Y1| = |Y2| enta˜o OP(X1, Y1)
e OP(X2, Y2) sa˜o isomorfos (ver a terceira questa˜o do apeˆndice “Questo˜es em Aberto”).
A nossa intenc¸a˜o nesta secc¸a˜o e´, como ja´ referimos, a de obter um conjunto de geradores de
OPn,r que iremos usar na pro´xima secc¸a˜o. Ale´m disso, deduzir que OPn,r tem caracter´ıstica
igual a
(
n
r
)
, para qualquer 2 ≤ r ≤ n− 1.
Notemos que, como OPn,1 e´ um semigrupo trivial e OPn,n = OPn, no que se segue consi-
deramos 2 ≤ r ≤ n− 1.
Comec¸amos por mostrar que OPn,r e´ gerado pelos seus elementos de caracter´ıstica r.
Lema 3.1.1 Qualquer transformac¸a˜o de OPn,r de caracter´ıstica igual a k, com 1 ≤ k < r, e´
um produto de elementos de OPn,r de caracter´ıstica igual a k + 1.
Demonstrac¸a˜o. Seja α =
(
I1 I2 · · · Ik
a1 a2 · · · ak
)
um elemento de OPn,r de caracter´ıstica igual
a k, 1 ≤ k < r, onde I1, I2, . . . , Ik sa˜o as classes do nu´cleo de α tais que min Ii < min Ii+1,
para i = 1, . . . , k − 1. Observemos que I2, . . . , Ik sa˜o intervalos e I1 e´ um intervalo se e so´ se
n ∈ Ik, caso contra´rio I1 e´ uma unia˜o de dois intervalos (cf. Subsecc¸a˜o 1.4.2). Notemos ainda
que (a1, a2, . . . , ak) e´ um k-ciclo. Por outro lado, como k < n, enta˜o existe j ∈ {1, . . . , k} tal
que |Ij| > 1.
Consideremos γ =
(
1 · · · k − j k − j + 1 · · · k k + 1 · · · n
aj+1 · · · ak a1 · · · aj aj · · · aj
)
. Temos que
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γ ∈ OPn,r e tem caracter´ıstica igual a k. Se 2 ≤ j ≤ k, tomemos
β =
(
I1 · · · Ij−1 min Ij Ij\{min Ij} Ij+1 · · · Ik
k − j + 1 · · · k − 1 k k + 1 1 · · · k − j
)
;
se j = 1 e n ∈ Ik, tomemos
β =
(
1 2 · · · max I1 I2 · · · Ik
k k + 1 · · · k + 1 1 · · · k − 1
)
;
e, se j = 1 e n ∈ I1, tomemos
β =
(
I ′1 I2 · · · Ik I ′′1
k + 1 1 · · · k − 1 k
)
,
onde I ′1 e I
′′
1 sa˜o intervalos tais que I
′
1 ∪ I ′′1 = I1 e max I ′1 < min I ′′1 (notemos que, tambe´m
temos max Ik < min I
′′
1 ). Em todos os casos, e´ fa´cil verificar que β e´ um elemento de OPn,r de
caracter´ıstica igual a k + 1 tal que α = βγ.
Seja (b1, . . . , bk) o k-ciclo (aj+1, . . . , ak, a1, . . . , aj). Observemos que
γ =
(
1 · · · k k + 1 · · · n
b1 · · · bk bk · · · bk
)
.
Tomemos b ∈ {1, . . . , r}\ Im(γ). Se bk < b < b1 ou b1 < bk < b, tomemos
γ1 =
(
1 · · · k k + 1 · · · n
1 · · · k k + 1 · · · k + 1
)
e γ2 =
(
1 · · · k k + 1 k + 2 · · · n
b1 · · · bk bk b · · · b
)
.
Por outro lado, se bi < b < bi+1 ou b < bi+1 < bi ou bi+1 < bi < b, para algum i ∈ {1, . . . , k−1},
tomemos
γ1 =
(
1 · · · i− 1 i i+ 1 · · · k k + 1 · · · n
k − i+ 2 · · · k k + 1 1 · · · k − i k − i+ 1 · · · k − i+ 1
)
e
γ2 =
(
1 · · · k − i k − i+ 1 k − i+ 2 · · · k + 1 k + 2 · · · n
bi+1 · · · bk bk b1 · · · bi b · · · b
)
(notemos que k < n−1, donde k+2 ≤ n). Enta˜o, em ambos os casos, temos que γ1, γ2 ∈ OPn,r,
γ1 e γ2 teˆm caracter´ıstica igual a k + 1 e γ = γ1γ2.
Portanto, prova´mos que α = βγ1γ2, com β, γ1 e γ2 elementos de OPn,r de caracter´ıstica
igual a k + 1, como pretend´ıamos.
De seguida, seja gn,r =
(
1 2 · · · r − 1 r r + 1 · · · n
2 3 · · · r 1 1 · · · 1
)
∈ OPn,r. Assim, temos:
Lema 3.1.2 Sejam α e β dois elementos OPn,r de caracter´ıstica igual a r tais que Ker(β) =
Ker(α). Enta˜o β = αgkn,r, para algum k ∈ {0, . . . , r − 1}.
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Demonstrac¸a˜o. Sejam α =
(
I1 I2 · · · Ir
a1 a2 · · · ar
)
e β =
(
I1 I2 · · · Ir
b1 b2 · · · br
)
, onde I1,I2,. . . ,Ir
sa˜o as classes do nu´cleo de α e β tais que min Ii < min Ii+1, para i = 1, . . . , r− 1. Enta˜o, como
(a1, a2, . . . , ar) e (b1, b2, . . . , br) sa˜o dois r-ciclos de {1, . . . , r} formados por elementos distintos
dois a dois, temos (a1, . . . , ar) = (i + 1, . . . , r, 1, . . . , i) e (b1, . . . , br) = (j + 1, . . . , r, 1, . . . , j),
para alguns 1 ≤ i, j ≤ r. Donde
α =
(
I1 I2 · · · Ir−i Ir−i+1 Ir−i+2 · · · Ir
i+ 1 i+ 2 · · · r 1 2 · · · i
)
e
β =
(
I1 I2 · · · Ir−j Ir−j+1 Ir−j+2 · · · Ir
j + 1 j + 2 · · · r 1 2 · · · j
)
.
Tomemos k = j− i, se i ≤ j, e k = r− i+j, caso contra´rio. Temos enta˜o que k ∈ {0, . . . , r−1},
gj−in,r =
(
1 2 · · · i · · · r − j + i r − j + i+ 1 · · · r
j − i+ 1 j − i+ 2 · · · j · · · r 1 · · · j − i
r + 1 · · · n
j − i · · · j − i
)
e gr−i+jn,r =
(
1 2 · · · i− j i− j + 1 · · · i · · · r
r − i+ j + 1 r − i+ j + 2 · · · r 1 · · · j · · · r − i+ j
r + 1 · · · n
r − i+ j · · · r − i+ j
)
.
Ale´m disso, e´ fa´cil ver que β = αgkn,r, como quer´ıamos demonstrar.
Observemos que o nu´mero de nu´cleos distintos de transformac¸o˜es de OPn,r de caracter´ıstica
igual a r coincide com o nu´mero de nu´cleos distintos de transformac¸o˜es de OPn de caracter´ıstica
igual a r, os quais sa˜o precisamente
(
n
r
)
(cf. Subsecc¸a˜o 1.4.2). Iremos agora provar o resultado
anunciado.
Teorema 3.1.3 O semigrupo OPn,r, para 2 ≤ r ≤ n − 1, e´ gerado por qualquer subconjunto
de transformac¸o˜es de caracter´ıstica igual a r contendo gn,r e pelo menos um elemento de cada
nu´cleo distinto. Ale´m disso, OPn,r tem caracter´ıstica igual a
(
n
r
)
.
Demonstrac¸a˜o. A partir do Lema 3.1.1, por induc¸a˜o na caracter´ıstica das transformac¸o˜es,
podemos deduzir que OPn,r e´ gerado pelos seus elementos de caracter´ıstica igual a r. Por
outro lado, pelo Lema 3.1.2 conclu´ımos que desses elementos apenas precisamos de gn,r e de
um representante de cada nu´cleo distinto num conjunto gerador de OPn,r. Obtemos assim
a primeira afirmac¸a˜o do teorema. Seja α e´ um elemento de OPn,r de caracter´ıstica igual a
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r. Sejam α1, α2 ∈ OPn,r tais que α = α1α2. Enta˜o α1 e α2 teˆm caracter´ıstica igual a r e
Ker(α1) = Ker(α). Assim, qualquer conjunto gerador de OPn,r tem de conter pelo menos um
elemento de cada nu´cleo distinto. Logo a caracter´ıstica de OPn,r e´ igual ao nu´mero de nu´cleos
distintos de transformac¸o˜es deOPn,r de caracter´ıstica igual a r que, pelo que observa´mos acima,
e´
(
n
r
)
.
Exemplo 3.1.4 As transformac¸o˜es(
1 2 3 4 5
1 1 1 2 3
)
;
(
1 2 3 4 5
3 1 1 1 2
)
;
(
1 2 3 4 5
1 2 3 1 1
)
;
(
1 2 3 4 5
1 1 2 3 1
)
;(
1 2 3 4 5
1 1 2 2 3
)
;
(
1 2 3 4 5
3 1 1 2 2
)
;
(
1 2 3 4 5
2 3 1 1 2
)
;
(
1 2 3 4 5
2 2 3 1 1
)
;(
1 2 3 4 5
1 2 2 3 1
)
; g5,3;
geram o semigrupo OP5,3.
3.2 O produto em coroa
Nesta secc¸a˜o usamos o produto em coroa para caracterizar o mono´ide OPm×n.
Sejam m,n ≥ 2. Seja α ∈ Tm×n e tomemos (α1, α2, . . . , αm; β) = αψ ∈ T mn × T m, onde
ψ e´ o isomorfismo de Tm×n em Tn o Tm definido na Secc¸a˜o 1.5. Recordemos que sendo Ai =
{(i − 1)n + 1, (i − 1)n + 2, . . . , in}, para qualquer i ∈ {1, . . . ,m}, enta˜o {A1, . . . , Am} e´ uma
partic¸a˜o uniforme de Xmn. Ale´m disso, para cada j ∈ {1, . . . ,m} temos Ajα ⊆ Ajβ e
kαj = ((j − 1)n+ k)α− (jβ − 1)n, (3.1)
para qualquer k ∈ {1, . . . , n}.
Observemos que, de (3.1), resulta
kαj < `αj se e so´ se ((j − 1)n+ k)α < ((j − 1)n+ `)α, (3.2)
para quaisquer 1 ≤ k, ` ≤ n e j ∈ {1, . . . ,m}. Ale´m disso, se para algum j ∈ {1, . . . ,m − 1},
jβ = (j + 1)β, enta˜o
nαj < 1αj+1 se e so´ se (jn)α < (jn+ 1)α. (3.3)
Ainda, se mβ = 1β, enta˜o
nαm < 1α1 se e so´ se (mn)α < 1α. (3.4)
Admitamos agora que a transformac¸a˜o α preserva a orientac¸a˜o. Enta˜o:
1. 1α ≤ · · · ≤ (mn)α; ou
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2. (r+1)α ≤ · · · ≤ (mn)α ≤ 1α ≤ · · · ≤ rα e rα > (r+1)α, para certo r ∈ {1, . . . ,mn−1}.
No primeiro caso (notemos que α e´ crescente), temos que αj ∈ On, para qualquer j ∈
{1, . . . ,m}. Suponhamos agora que α satisfaz a segunda condic¸a˜o. Se r ∈ Aj \ {jn}, para
algum j ∈ {1, . . . ,m}, enta˜o αj ∈ OPn \ On e αi ∈ On, para qualquer i ∈ {1, . . . ,m} \ {j}.
Ale´m disso, Im(α) ⊆ Ajα, donde β e´ constante. Caso contra´rio, (i.e. r = jn, para algum
j ∈ {1, . . . ,m− 1}), temos claramente αi ∈ On, para qualquer i ∈ {1, . . . ,m}.
Por outro lado, ainda como consequeˆncia de (3.1), se (in)α ≤ (jn)α enta˜o iβ ≤ jβ, para
quaisquer 1 ≤ i, j ≤ m. De facto, suponhamos que iβ > jβ, para certos 1 ≤ i, j ≤ m. Enta˜o,
iβ = jβ + t, para algum t ≥ 1, e assim (iβ)n = (jβ)n+ tn. Donde
(in)α = ((i− 1)n+ n)α = nαi + (iβ − 1)n = nαi + (jβ − 1)n+ tn
> nαj + (jβ − 1)n = ((j − 1)n+ n)α = (jn)α,
como pretend´ıamos. Se α e´ uma transformac¸a˜o que preserva a orientac¸a˜o enta˜o, como qual-
quer subsequeˆncia de uma sequeˆncia c´ıclica tambe´m e´ c´ıclica (cf. Subsecc¸a˜o 1.4.2), a sequeˆncia
(nα, (2n)α, . . . , (mn)α) e´ c´ıclica e assim, pelo que observamos atra´s, a sequeˆncia (1β, 2β, . . . ,mβ)
tambe´m e´ c´ıclica, i.e. β ∈ OPm.
Relembremos que foi mostrado na Proposic¸a˜o 2.1.1, que
Om×nψ = {(α1, . . . , αm; β) ∈ Omn ×Om | jβ = (j + 1)β implica nαj ≤ 1αj+1,
para todo o j ∈ {1, . . . ,m− 1}}. (3.5)
Considerando a adic¸a˜o mo´dulo m (em particular, m+ 1 = 1), para OPm×n, temos:
Proposic¸a˜o 3.2.1 Um (m+ 1)-uplo (α1, α2, . . . , αm; β) de T mn ×Tm pertence a OPm×nψ se e
so´ se satisfaz uma das treˆs condic¸o˜es seguintes:
1. β e´ uma transformac¸a˜o na˜o constante de OPm,
para qualquer i ∈ {1, . . . ,m}, αi ∈ On e,
para qualquer j ∈ {1, . . . ,m}, jβ = (j + 1)β implica nαj ≤ 1αj+1;
2. β e´ uma transformac¸a˜o constante,
para qualquer i ∈ {1, . . . ,m}, αi ∈ On e
existe quanto muito um ı´ndice j ∈ {1, . . . ,m} tal que nαj > 1αj+1;
3. β e´ uma transformac¸a˜o constante,
existe um ı´ndice i ∈ {1, . . . ,m} tal que αi ∈ OPn \ On e,
para qualquer j ∈ {1, . . . ,m} \ {i}, αj ∈ On e,
para qualquer j ∈ {1, . . . ,m}, nαj ≤ 1αj+1.
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Demonstrac¸a˜o. Comec¸amos por supor que o (m+ 1)-uplo (α1, . . . , αm; β) satisfaz 1, 2 ou 3.
Enta˜o, sendo α ∈ Tm×n tal que αψ = (α1, . . . , αm; β), vamos mostrar que α ∈ OPm×n.
caso 1. Suponhamos que a afirmac¸a˜o 1 da proposic¸a˜o e´ satisfeita. Enta˜o, como β ∈ OPn,
temos (j + 1)β ≤ · · · ≤ mβ ≤ 1β ≤ · · · ≤ jβ, para certo j ∈ {1, . . . ,m} (recordemos que
estamos a considerar a adic¸a˜o mo´dulo m e assim m+ 1 = 1). Dado que αi ∈ On, para qualquer
i ∈ {1, . . . ,m}, enta˜o 1αi ≤ 2αi ≤ · · · ≤ nαi, para qualquer i ∈ {1, . . . ,m}. Atendendo a (3.2)
temos que ((i − 1)n + 1)α ≤ ((i − 1)n + 2)α ≤ · · · ≤ (in)α, para qualquer i ∈ {1, . . . ,m}.
Por outro lado, para cada i ∈ {1, . . . ,m} \ {j} temos iβ ≤ (i + 1)β. Se iβ < (i + 1)β, como
(in)α ∈ Aiβ e (in+ 1)α ∈ A(i+1)β, enta˜o (in)α < (in+ 1)α. Se iβ = (i+ 1)β enta˜o nαi ≤ 1αi+1
e assim por (3.3), no caso de i < m, e por (3.4), no caso de i = m, obtemos (in)α ≤ (in+ 1)α.
Conclu´ımos que,
(jn+ 1)α ≤ · · · ≤ ((j + 1)n)α ≤ ((j + 1)n+ 1)α ≤ · · · ≤ (mn)α ≤ 1α ≤ · · · ≤ (jn)α.
Donde, α ∈ OPm×n.
caso 2. Suponhamos agora que a afirmac¸a˜o 2 e´ verdadeira. Enta˜o β e´ constante. Comec¸amos
por observar que, se nαj ≤ 1αj+1, para qualquer j ∈ {1, . . . ,m}, enta˜o α e´ constante. De
facto, dado que, para qualquer i ∈ {1, . . . ,m}, temos αi ∈ On, se nαj ≤ 1αj+1, para qualquer
j ∈ {1, . . . ,m}, obtemos 1α1 ≤ 2α1 ≤ · · · ≤ nα1 ≤ 1α2 ≤ · · · ≤ nαm ≤ 1α1 e assim
1α1 = 2α1 = · · · = nα1 = 1α2 = · · · = nαm = 1α1. Donde α e´ constante. Seja j ∈ {1, . . . ,m}
tal que nαj > 1αj+1. Temos que 1αj+1 ≤ . . . ≤ nαj+1 ≤ 1αj+2 ≤ . . . ≤ nαj. Por (3.2), (3.3) e
(3.4) obtemos
(jn+ 1)α ≤ · · · ≤ ((j + 1)n)α ≤ ((j + 1)n+ 1)α ≤ · · · ≤ (mn)α ≤ 1α ≤ · · · ≤ (jn)α.
Logo, α ∈ OPm×n.
caso 3. Finalmente, suponhamos que a afirmac¸a˜o 3 e´ verdadeira. Temos mais uma vez que β e´
constante. Seja i ∈ {1, . . . ,m} tal que αi ∈ OPn\On. Enta˜o, para qualquer j ∈ {1, . . . ,m}\{i},
αj ∈ On e, para qualquer j ∈ {1, . . . ,m}, nαj ≤ 1αj+1. Logo (r + 1)αi ≤ · · · ≤ nαi ≤ 1αi+1 ≤
· · · ≤ nαm ≤ 1α1 ≤ · · · ≤ rαi, com rαi > (r + 1)αi, para certo r ∈ {1, . . . , n}. Em termos de
α, atendendo a (3.2), (3.3) e (3.4), conclu´ımos que
((i− 1)n+ r + 1)α ≤ · · · ≤ (in)α ≤ (in+ 1)α ≤ · · · ≤ (mn)α ≤ 1α ≤ · · · ≤ ((i− 1)n+ r)α,
ou seja, α ∈ OPm×n.
Reciprocamente, seja α ∈ OPm×n tal que α = αψ = (α1, . . . , αm; β).
Se α e´ crescente enta˜o, por (3.5), (α1, . . . , αm; β) ∈ Omn ×Om e, para qualquer 1 ≤ j ≤ m−1,
jβ = (j + 1)β implica nαj ≤ 1αj+1. Ale´m disso temos que nαm ≥ 1α1. Se β na˜o e´ constante,
enta˜o mβ 6= 1β e assim o (m+ 1)-uplo α satisfaz 1. Caso contra´rio, α satisfaz 2.
Por outro lado, suponhamos que (r+ 1)α ≤ · · · ≤ (mn)α ≤ 1α ≤ · · · ≤ rα e rα > (r+ 1)α,
para algum r ∈ {1, . . . ,mn − 1}. Se r ∈ Aj \ {jn}, para algum j ∈ {1, . . . ,m}, enta˜o αj ∈
67
3. Os mono´ides OPm×n e ORm×n
OPn \ On e αi ∈ On, para qualquer i ∈ {1, . . . ,m} \ {j}. Ale´m disso, rα, (r + 1)α ∈ Ajα, pelo
que Im(α) ⊆ Ajα, donde β e´ constante. Neste caso, conclu´ımos que α satisfaz 3. Se r = jn,
para algum j ∈ {1, . . . ,m − 1}, temos αi ∈ On, para qualquer i ∈ {1, . . . ,m}. Logo, se β e´
constante enta˜o nαj > 1αj+1 e, por (3.3) e (3.4), para qualquer i ∈ {1, . . . ,m} \ {j}, temos
nαi ≤ 1αi+1. Portanto, α satisfaz 2. Caso contra´rio, como observa´mos atra´s, β ∈ OPm. Para
qualquer i ∈ {1, . . . ,m}, se iβ = (i + 1)β, por (3.3) e (3.4), temos que nαi ≤ 1αi+1. Donde, α
satisfaz 1.
Seja α ∈ OPm×n. Para i ∈ {1, 2, 3}, dizemos que α e αψ sa˜o do tipo i se αψ satisfaz a
condic¸a˜o i da proposic¸a˜o anterior. Relembremos que, se (α1, . . . , αm; β) = αψ e´ do tipo 2 e,
para qualquer j ∈ {1, . . . ,m}, nαj ≤ 1αj+1, enta˜o α tem de ser uma transformac¸a˜o constante.
Ale´m disso, como claramente o produto de (m+ 1)-uplos dos tipos 1 ou 2 [respectivamente,
2 ou 3] na˜o pode ser um (m + 1)-uplo do tipo 3 [respectivamente, 1], enta˜o o subconjunto M
[respectivamente, N ] de OPm×nψ de todos os (m+ 1)-uplos dos tipos 1 ou 2 [respectivamente,
2 ou 3] e´ um submono´ide [respectivamente, subsemigrupo] de OPm×nψ.
Seja M = Mψ−1. Enta˜o M e´ o submono´ide de OPm×n cujos elementos sa˜o as trans-
formac¸o˜es crescentes juntamente com as transformac¸o˜es α ∈ OPm×n tais que (jn + 1)α ≤
· · · ≤ (mn)α ≤ 1α ≤ · · · ≤ (jn)α e (jn)α > (jn + 1)α, para algum j ∈ {1, . . . ,m − 1}. Em
particular, M conte´m Om×n.
Relembremos que, sendo gn o n-ciclo
(
1 2 · · · n− 1 n
2 3 · · · n 1
)
∈ OPn (designado por g na
Subsecc¸a˜o 1.4.2), cada elemento s ∈ OPn admite a factorizac¸a˜o s = gjnu, com 0 ≤ j ≤ n− 1 e
u ∈ On, que e´ u´nica a menos que s seja constante (cf. Subsecc¸a˜o 1.4.2).
Terminamos esta secc¸a˜o com dois lemas que sera˜o u´teis nas Secc¸o˜es 3.3 e 3.4.
Consideremos as permutac¸o˜es (de {1, . . . ,mn})
g = gmn =
(
1 2 · · · mn− 1 mn
2 3 · · · mn 1
)
∈ OPmn e
f = gn =
(
1 · · · n n+ 1 · · · mn− n mn− n+ 1 · · · mn
n+ 1 · · · 2n 2n+ 1 · · · mn 1 · · · n
)
∈ OPm×n.
Seja α ∈M \Om×n e tomemos j ∈ {1, . . . ,m− 1} tal que (jn)α > (jn+ 1)α. Enta˜o, como
(jn+ 1)α ≤ · · · ≤ (mn)α ≤ 1α ≤ · · · ≤ (jn)α, e´ claro que f jα ∈ Om×n. Assim, temos:
Lema 3.2.2 Cada elemento α ∈ M admite uma factorizac¸a˜o α = f jγ, com 0 ≤ j ≤ m − 1 e
γ ∈ Om×n, a qual e´ u´nica a menos que α seja constante. Em particular, o mono´ide M e´ gerado
por Om×n e f .
Observemos que, a unicidade afirmada no lema anterior e´ consequeˆncia imediata do facto
de f ser uma poteˆncia de g e do resultado mencionado atra´s.
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Seja N = Nψ−1. Temos que N e´ o subsemigrupo de OPm×n cujos elementos sa˜o as trans-
formac¸o˜es α ∈ OPm×n tais que Im(α) ⊆ Aj, para algum j ∈ {1, . . . ,m}.
O resultado que apresentamos a seguir justifica o estudo feito na secc¸a˜o anterior. Assim,
comecemos por observar que OPmn,n e´ um subsemigrupo de N . Para j ∈ {1, . . . ,m}, seja
νj = (1, γ2, . . . , γm; βj), sendo γ2 = · · · = γm =
(
1 · · · n
n · · · n
)
e βj =
(
1 · · · m
j · · · j
)
. Enta˜o
νj ∈ N , para qualquer j ∈ {1, . . . ,m}. Seguidamente, seja α = (α1, . . . , αm; βj) ∈ N , com
j ∈ {1, . . . ,m}. Logo γ = (α1, . . . , αm; β1) ∈ OPmn,nψ e α = γ νj. Por outro lado, notando que
fψ = (1, . . . , 1; gm), tambe´m temos que α(fψ)
m−j+1 = γ, i.e. α = γ(fψ)j−1.
Assim, sendo νj o elemento de N tal que νjψ = νj, com j ∈ {1, . . . ,m}, temos:
Lema 3.2.3 O semigrupo N e´ gerado por OPmn,n∪{ν2, . . . , νm}. Ale´m disso, todo o elemento
de N e´ um produto de um elemento de OPmn,n por uma poteˆncia de f .
3.3 Cardinais
Nesta secc¸a˜o, obtemos os cardinais de OPm×n e ORm×n.
Para contarmos o nu´mero de elementos do mono´ide OPm×n, comec¸amos por recordar que
acaba´mos de ver no Lema 3.2.2 que cada elemento α pertencente a M admite uma factorizac¸a˜o
α = f jγ, com 0 ≤ j ≤ m − 1 e γ ∈ Om×n, que e´ u´nica a menos que α seja constante. Donde
temos precisamente m(|Om×n|−mn) transformac¸o˜es na˜o constantes de M e mn transformac¸o˜es
constantes (estas u´ltimas sa˜o elementos do tipo 2 de OPm×n).
Seja α uma transformac¸a˜o de OPm×n do tipo 3. Como α na˜o e´ constante, pode ser facto-
rizada de maneira u´nica como grγ, para algum r ∈ {0, . . . ,mn − 1} \ {jn | 0 ≤ j ≤ m − 1} e
alguma transformac¸a˜o crescente na˜o constante γ de {1, . . . ,mn} em Ai, para certo 1 ≤ i ≤ m.
Como apenas os elementos de OPm×n do tipo 3 admitem factorizac¸o˜es desta forma e o nu´mero
de sequeˆncias crescentes na˜o constantes de comprimento mn de uma cadeia com n elementos e´
igual a
(
mn+n−1
n−1
)− n, temos precisamente m(mn−m) ((mn+n−1
n−1
)− n) elementos do tipo 3 em
OPm×n. Enta˜o |OPm×n| = m|Om×n| + m2(n − 1)
(
mn+n−1
n−1
) −mn(mn − 1) e assim, tendo em
conta o Teorema 2.2.1, obtemos o teorema seguinte.
Teorema 3.3.1 Para m,n ≥ 2 temos
|OPm×n| = m
∑
1≤k1,...,kt≤m
k1+···+kt=m
1≤t≤m
(
m
t
) t∏
i=1
(
kin+ n− 1
n− 1
)
+m2(n− 1)
(
mn+ n− 1
n− 1
)
−mn(mn− 1).
Segue-se uma tabela com os cardinais do mono´ide OPm×n para alguns valores de m e n.
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m \ n 1 2 3 4 5 6
1 1 4 24 128 610 2742
2 4 46 506 5034 51682 575268
3 24 447 9453 248823 8445606 349109532
4 128 4324 223852 17184076 1819339324 247307947608
5 610 42075 5555990 1207660095 387720453255 170017607919290
6 2742 405828 136530144 83547682248 81341248206546 114804703283314542
Terminamos esta secc¸a˜o calculando o cardinal do mono´ide ORm×n. Notemos que, assim
como entre ODm×n e Om×n, temos uma relac¸a˜o semelhante entre ORm×n e OPm×n. De facto,
α ∈ ORm×n se e so´ se α ∈ OPm×n ou hα ∈ OPm×n. Visto que |OPm×n| = |hOPm×n| e
OPm×n ∩ hOPm×n = {α ∈ OPm×n | | Im(α)| ≤ 2}, temos
|ORm×n| = 2|OPm×n| − |{α ∈ OPm×n | | Im(α)| = 2}| −mn.
Resta-nos calcular o nu´mero de elementos de A = {α ∈ OPm×n | | Im(α)| = 2}.
Primeiro, contamos o nu´mero de elementos de A pertencentes a N . Seja α uma tal trans-
formac¸a˜o. Enta˜o, existe k ∈ {1, . . . ,m} tal que | Im(α)| ⊆ Ak. Claramente, neste caso, o
nu´mero de nu´cleos distintos permitidos para α coincide com o nu´mero de nu´cleos distintos
permitidos para transformac¸o˜es de OPmn de caracter´ıstica 2, ou seja
(
mn
2
)
, como recordado na
Secc¸a˜o 3.1. Por outro lado, e´ fa´cil verificar que temos m
(
n
2
)
imagens distintas para α. Ale´m
disso, para cada um deste nu´cleos e imagens poss´ıveis, temos duas transformac¸o˜es distintas de
A. Assim, o nu´mero total de elementos de A pertencentes a N e´ precisamente 2m
(
n
2
)(
mn
2
)
.
Finalmente, determinamos o nu´mero de elementos de A do tipo 1. Seja α ∈ A do tipo 1 e
suponhamos que αψ = (α1, . . . , αm; β). Enta˜o β tem caracter´ıstica 2 e assim, como β ∈ OPm,
temos 2
(
m
2
)2
possibilidades distintas para β (ver Subsecc¸a˜o 1.4.2). Ale´m disso, para cada
1 ≤ i ≤ m, αi tem de ser uma transformac¸a˜o constante de On e, para 1 ≤ i, j ≤ m, se iβ = jβ
enta˜o αi = αj. Logo, para um β fixo, como β tem caracter´ıstica 2, temos precisamente n
2
sequeˆncias (α1, . . . , αm; β) permitidas. Donde, A tem 2n
2
(
m
2
)2
elementos distintos do tipo 1.
Portanto,
|ORm×n| = 2|OPm×n| − 2m
(
n
2
)(
mn
2
)− 2n2(m
2
)2 −mn
= 2m|Om×n|+ 2m2(n− 1)
(
mn+n−1
n−1
)− 2m(n
2
)(
mn
2
)− 2n2(m
2
)2 −mn(2mn− 1).
Atendendo mais uma vez ao Teorema 2.2.1 conclu´ımos o seguinte resultado.
Teorema 3.3.2 Para m,n ≥ 2 temos
|ORm×n| = 2m
∑
1≤k1,...,kt≤m
k1+···+kt=m
1≤t≤m
(
m
t
) t∏
i=1
(
kin+n−1
n−1
)
+
+2m2(n− 1)(mn+n−1
n−1
)− 2m(n
2
)(
mn
2
)− 2n2(m
2
)2 −mn(2mn− 1).
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3.4 Caracter´ısticas
Esta e´ a secc¸a˜o na qual determinamos, para m,n ≥ 2, as caracter´ısticas dos mono´ides OPm×n
e ORm×n.
Para cada j ∈ {1, . . . , n− 1}, seja
pj =
(
1 2 · · · n− j n− j + 1 · · · n n+ 1 · · · (m− 1)n
j + 1 j + 2 · · · n 1 · · · 1 1 · · · 1
(m− 1)n+ 1 · · · mn− j mn− j + 1 · · · mn
1 · · · 1 2 · · · j + 1
)
∈ OPmn,n.
Observemos que
pi1 =
(
1 · · · n− i n− i+ 1 · · · n n+ 1 · · · (m− 1)n
i+ 1 · · · n 1 · · · i i · · · i
(m− 1)n+ 1 · · · mn− 1 mn
i · · · i i+ 1
)
,
para qualquer i ∈ {1, . . . , n− 1}, e que
pn1 =
(
1 · · · n n+ 1 · · · (m− 1)n (m− 1)n+ 1 · · · mn− 1 mn
1 · · · n n · · · n n · · · n 1
)
e´ uma identidade direita de OPmn,n.
Lema 3.4.1 Qualquer transformac¸a˜o do semigrupo OPmn,n e´ um produto de elementos do
conjunto M ∪ {pj | 1 ≤ j ≤ dn−12 e}.
Demonstrac¸a˜o. Pelo Teorema 3.1.3, e´ suficiente considerar apenas transformac¸o˜es de OPmn,n
com caracter´ıstica igual a n. Seja γ uma tal transformac¸a˜o.
passo 1. Sejam i = 1γ e α = γpn−i+11 . Enta˜o, 1α = 1γp
n−i+1
1 = ip
n−i+1
1 = 1 e γ = αp
n+i−1
1 . Se
α ∈M enta˜o γ satisfaz a afirmac¸a˜o do lema.
Suponhamos que α 6∈M . Temos que (mn)α = 1 (caso contra´rio (mn)α = n, donde α ∈ Omn
e assim α ∈ M). Seja r ∈ {1, . . . ,mn} o menor inteiro tal que {r, . . . ,mn}α = {1}. Como α
tambe´m tem caracter´ıstica igual a n e 1α = 1, enta˜o r ≥ n+ 1. Portanto, r = (t− 1)n+ k+ 1,
para certos t ∈ {2, . . . ,m} e k ∈ {1, . . . , n− 1} (observemos que, se k = 0 enta˜o α ∈M).
Seja j = ((t− 1)n)α− 1 (notemos que 0 ≤ j ≤ n− 1). Se j = 0 enta˜o
α =
(
1 · · · (t− 1)n (t− 1)n+ 1 · · · tn− 1 tn tn+ 1 · · · mn
1 · · · 1 2 · · · n 1 1 · · · 1
)
,
donde
αpn−11 =
(
1 · · · (t− 1)n (t− 1)n+ 1 · · · tn− 1 tn tn+ 1 · · · mn
n · · · n 1 · · · n− 1 n n · · · n
)
∈M
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e assim, como γ = αpn+i−11 = (αp
n−1
1 )p
i
1, neste caso γ tambe´m satisfaz a afirmac¸a˜o do lema.
Por outro lado, se j ≥ 1, seja β ∈ Tmn definida por
xβ =

mn− (j + 1− xα) se 1 ≤ x ≤ (t− 1)n
xα− j se (t− 1)n+ 1 ≤ x ≤ (t− 1)n+ k
n se (t− 1)n+ k + 1 ≤ x ≤ mn.
Enta˜o, β ∈M e α = βpj.
passo 2. De forma a nos descartarmos das transformac¸o˜es p`, com ` > dn−12 e, para um dado
j ∈ {1, . . . , n−1}, repetimos o passo 1 considerando, em particular, γ = pj. Como 1pj = j+1,
tomamos
αj = pjp
n−(j+1)+1
1 = pjp
n−j
1 =
(
1 · · · n− j n− j + 1 · · · n n+ 1 · · ·
1 · · · n− j n− j + 1 · · · n− j + 1 n− j + 1 · · ·
· · · (m− 1)n (m− 1)n+ 1 · · · mn− j mn− j + 1 · · · mn− 1 mn
· · · n− j + 1 n− j + 1 · · · n− j + 1 n− j + 2 · · · n 1
)
.
Observemos que αj 6∈ M . Pelo passo 1, existe βj ∈ M tal que αj = βjp(n−j+1)−1 = βjpn−j.
Logo, pj = αjp
j
1 = βjpn−jp
j
1, para algum βj ∈M .
Finalmente, notando que dn−1
2
e < j ≤ n − 1 implica 1 ≤ n − j ≤ dn−1
2
e, podemos deduzir
que qualquer transformac¸a˜o de OPmn,n com caracter´ıstica igual a n e´ um produto de elementos
de M ∪ {pj | 1 ≤ j ≤ dn−12 e}, como quer´ıamos demonstrar.
Prova´mos na Proposic¸a˜o 2.3.6 que o conjunto
{ci, bi,j, sk,n, tk,` | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1, 1 ≤ k ≤ m− 1, 2 ≤ ` ≤ n}
e´ um conjunto gerador para o mono´ide Om×n. Por outro lado, atendendo a que
fm−i+1 =
(
1 · · · n · · · (i− 2)n+ 1 · · · (i− 1)n
(m− i+ 1)n+ 1 · · · (m− i+ 2)n · · · (mn− 1)n+ 1 · · · mn
(i− 1)n+ 1 · · · in · · · (mn− 1)n+ 1 · · · mn
1 · · · n · · · (m− i)n+ 1 · · · (m− i+ 1)n
)
e
e f i−1 =
(
1 · · · n · · · (m− i)n+ 1 · · · (m− i+ 1)n
(i− 1)n+ 1 · · · in · · · (mn− 1)n+ 1 · · · mn
(m− i+ 1)n+ 1 · · · (m− i+ 2)n · · · (mn− 1)n+ 1 · · · mn
1 · · · n · · · (i− 2)n+ 1 · · · (i− 1)n
)
,
e´ uma questa˜o de rotina mostrar que:
1. ci = f
m−i+1c1f i−1, para qualquer 2 ≤ i ≤ m;
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2. bi,j = f
m−i+1b1,jf i−1, para qualquer 2 ≤ i ≤ m e 1 ≤ j ≤ n− 1;
3. si,n = f
m−i+1s1,nf i−1, para qualquer 2 ≤ i ≤ m− 1; e
4. ti,j = f
m−i+1t1,jf i−1, para qualquer 2 ≤ i ≤ m− 1 e 2 ≤ j ≤ n.
Estas observac¸o˜es combinadas com a Proposic¸a˜o 2.3.6 e os Lemas 3.2.2, 3.2.3 e 3.4.1, permitem-
nos deduzir o seguinte resultado.
Proposic¸a˜o 3.4.2 Para m,n ≥ 2, A = {f, c1, b1,1 . . . , b1,n−1, s1,n, t1,2 . . . , t1,n, p1, . . . , pdn−1
2
e} e´
um conjunto gerador, com 2n+ dn−1
2
e+ 1 elementos, do mono´ide OPm×n.
Exemplo 3.4.3 O mono´ide OP3×4 e´ gerado pelas transformac¸o˜es seguintes:
f =
(
1 2 3 4 5 6 7 8 9 10 11 12
5 6 7 8 9 10 11 12 1 2 3 4
)
;
c1 =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 1 2 3 5 6 7 8 9 10 11 12
)
;
b1,1 =
(
1 2 3 4 5 6 7 8 9 10 11 12
2 2 3 4 5 6 7 8 9 10 11 12
)
;
b1,2 =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 3 3 4 5 6 7 8 9 10 11 12
)
;
b1,3 =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 2 4 4 5 6 7 8 9 10 11 12
)
;
s1,4 =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 1 1 1 1 2 3 4 9 10 11 12
)
;
t1,2 =
(
1 2 3 4 5 6 7 8 9 10 11 12
5 5 5 6 6 6 7 8 9 10 11 12
)
;
t1,3 =
(
1 2 3 4 5 6 7 8 9 10 11 12
5 5 6 7 7 7 7 8 9 10 11 12
)
;
t1,4 =
(
1 2 3 4 5 6 7 8 9 10 11 12
5 6 7 8 8 8 8 8 9 10 11 12
)
;
p1 =
(
1 2 3 4 5 6 7 8 9 10 11 12
2 3 4 1 1 1 1 1 1 1 1 2
)
;
p2 =
(
1 2 3 4 5 6 7 8 9 10 11 12
3 4 1 1 1 1 1 1 1 1 2 3
)
.
A se´rie de lemas que se segue va˜o possibilitar-nos concluir que, para m > 2, A e´ um conjunto
gerador de cardinal mı´nimo de OPm×n e que A conte´m um conjunto gerador de cardinal mı´nimo
de OP2×n.
Lema 3.4.4 Qualquer conjunto gerador de OPm×n conte´m pelo menos um elemento de carac-
ter´ıstica igual a mn diferente da identidade e n elementos distintos de caracter´ıstica igual a
mn− 1.
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Demonstrac¸a˜o. Seja X um conjunto gerador de OPm×n.
Uma vez que o grupo das unidades de OPm×n e´ gerado pela permutac¸a˜o f = gn de ordem
m (cf. Secc¸a˜o 1.4.5), naturalmente X precisa conter um elemento de caracter´ıstica igual a mn,
diferente da identidade.
Por outro lado, sejam ξ1, . . . , ξk todos os elementos de X de caracter´ıstica igual a mn− 1.
Enta˜o, k ≥ 1 e qualquer elemento de OPm×n de caracter´ıstica igual a mn − 1 e´ da forma
αξjf
i, para certos j ∈ {1, . . . , k}, i ∈ {0, . . . ,m − 1} e α ∈ OPm×n. Como os elementos de
caracter´ıstica igual a mn−1 da forma anterior na˜o podem ter mais do que mk imagens distintas
e, por outro lado, temos precisamente mn imagens distintas poss´ıveis para um elemento de
OPm×n de caracter´ıstica igual a mn− 1, deduzimos que mn ≤ mk e assim k ≥ n.
Lema 3.4.5 Para m > 2, qualquer conjunto gerador de OPm×n conte´m pelo menos n elemen-
tos distintos de caracter´ıstica igual a (m− 1)n.
Demonstrac¸a˜o. Sejam
Tj = {α ∈ OPm×n | | Im(α)| = (m− 1)n e (kn)α = (kn+ 1)α = (i− 1)n+ j,
para certos 1 ≤ i, k ≤ m},
com j ∈ {1, . . . , n}. E´ fa´cil mostrar que T1, . . . , Tn sa˜o n subconjuntos na˜o vazios, disjuntos
dois a dois, de elementos de caracter´ıstica igual a (m− 1)n de OPm×n.
Seja j ∈ {1, . . . , n} e tomemos α ∈ Tj. Sejam i, k ∈ {1, . . . ,m} tais que (kn)α = (kn+1)α =
(i− 1)n+ j.
Suponhamos que α = α′α′′, para certos α′, α′′ ∈ OPm×n, e tomemos αψ = (α1, . . . , αm; β),
α′ψ = (α′1, . . . , α
′
m; β
′) e α′′ψ = (α′′1, . . . , α
′′
m; β
′′). Pretendemos mostrar que α′ ∈ Tj ou α′′ ∈ Tj.
Notemos que, α, α′ e α′′ sa˜o elementos de OPm×n do tipo 1 (donde α`, α′`, α′′` ∈ On, para
qualquer ` ∈ {1, . . . ,m}). Observemos ainda que nαk = j = 1αk+1, Im(αk) = {1, . . . , j},
Im(αk+1) = {j, . . . , n} e α` = 1, para ` ∈ {1, . . . ,m} \ {k, k + 1}. Ale´m disso, temos α` =
α′`α
′′
`β′ , para qualquer ` ∈ {1, . . . ,m} e, por outro lado, β = β′β′′. Logo | Im(β′)| = m − 1 ou
| Im(β′′)| = m− 1, visto que | Im(β)| = m− 1.
Com o objectivo de mostrar que α′ ∈ Tj ou α′′ ∈ Tj, consideramos dois casos: | Im(β′)| =
m− 1 ou | Im(β′)| = m.
Admitamos que β′ tem caracter´ıstica m− 1. Enta˜o α′ tem caracter´ıstica (m− 1)n e assim
Ker(α′) = Ker(α). Donde Ker(α′k) = Ker(αk) e Ker(α
′
k+1) = Ker(αk+1), pelo que | Im(α′k)| =
| Im(αk)| = j e | Im(α′k+1)| = | Im(αk+1)| = n − j + 1. Logo nα′k ≥ j e 1α′k+1 ≤ j, visto que
1α′k ≤ · · · ≤ nα′k e 1α′k+1 ≤ · · · ≤ nα′k+1. Por outro lado, a igualdade Ker(α′) = Ker(α)
tambe´m implica que (kn)α′ = (kn+ 1)α′, donde nα′k = 1α
′
k+1 e assim nα
′
k = 1α
′
k+1 = j. Enta˜o
(kn)α′ = (kn+ 1)α′ = (kβ′ − 1)n+ j e portanto α′ ∈ Tj.
Em segundo lugar, suponhamos que β′ tem caracter´ıstica igual a m (i.e. β′ e´ uma poteˆncia
do m-ciclo gm de OPm). Enta˜o β′′ tem de ter caracter´ıstica igual a m−1 e assim α′′ tem carac-
ter´ıstica (m−1)n. Como α′kα′′kβ′ = αk, enta˜o {1, . . . , j} = Im(αk) ⊆ Im(α′′kβ′) e portanto nα′′kβ′ ≥
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j. Analogamente, como α′k+1α
′′
(k+1)β′ = αk+1, enta˜o {j, . . . , n} = Im(αk+1) ⊆ Im(α′′(k+1)β′) e
1α′′(k+1)β′ ≤ j. Tendo em conta que β′ e´ uma poteˆncia de gm, temos (k + 1)β′ = kβ′ + 1. Logo
(kβ′ + 1)β′′ = ((k + 1)β′)β′′ = (k + 1)β = kβ = (kβ′)β′′. Portanto, j ≤ nα′′kβ′ ≤ 1α′′kβ′+1 =
1α′′(k+1)β′ ≤ j, i.e. nα′′kβ′ = 1α′′kβ′+1 = j, donde se conclui que ((kβ′)n)α′′ = ((kβ′)n + 1)α′′ =
(kβ − 1)n+ j. Logo α′′ ∈ Tj, como pretend´ıamos demonstrar.
E´ agora fa´cil concluir, por induc¸a˜o em k, que para escrever um elemento de Tj como um
produto de k elementos de OPm×n, precisamos que, pelo menos, um dos factores pertenc¸a a
Tj, para todo 1 ≤ j ≤ n. A demonstrac¸a˜o do lema fica assim terminada.
Segue-se um lema que nos sera´ u´til para encontrar o nu´mero mı´nimo de elementos de
caracter´ıstica igual a n para um conjunto gerador de OPm×n.
Lema 3.4.6 Seja (α1, . . . , αm; β) ∈ OPm×nψ tal que iβ = jβ, para certos 1 ≤ i < j ≤ m.
Enta˜o | Im(αi)| + | Im(αj)| ≤ n + 2. Ale´m disso, se | Im(αi)| + | Im(αj)| = n + 2, enta˜o
(α1, . . . , αm; β) e´ do tipo 3 e:
1. αi ∈ OPn \ On ou αj ∈ OPn \ On;
2. Im(αi) ∪ Im(αj) = Aiβ (e assim (α1, . . . , αm; β)ψ−1 e´ uma transformac¸a˜o de OPm×n de
caracter´ıstica igual a n);
3. | Im(αk)| = 1, para k ∈ {1, . . . ,m} \ {i, j}.
Demonstrac¸a˜o. Comec¸amos por demonstrar que | Im(αi)|+ | Im(αj)| ≤ n+ 2.
Suponhamos que αi, αj ∈ On. Enta˜o, como iβ = jβ, temos
1αi ≤ · · · ≤ nαi ≤ 1αj ≤ · · · ≤ nαj ou 1αj ≤ · · · ≤ nαj ≤ 1αi ≤ · · · ≤ nαi,
donde Im(αi) ∪ Im(αj) tem pelo menos | Im(αi)| + | Im(αj)| − 1 elementos distintos (notemos
que podemos ter nαi = 1αj ou nαj = 1αi). Como Im(αi) ∪ Im(αj) ⊆ Aiβ, enta˜o obtemos
| Im(αi)|+ | Im(αj)| ≤ n+ 1.
A seguir, suponhamos que αi ∈ OPn \ On. Enta˜o αj ∈ On e temos
(t+ 1)αi ≤ · · · ≤ nαi ≤ 1αj ≤ · · · ≤ nαj ≤ 1αi ≤ · · · ≤ tαi,
para certo 1 ≤ t ≤ m − 1, donde Im(αi) ∪ Im(αj) tem pelo menos | Im(αi)| + | Im(αj)| − 2
elementos distintos (notemos que podemos ter nαi = 1αj e nαj = 1αi) e assim
| Im(αi)|+ | Im(αj)| ≤ n+ 2.
Visto que o caso αj ∈ OPn \ On e´ semelhante ao anterior, conclu´ımos que
| Im(αi)|+ | Im(αj)| ≤ n+ 2.
De forma a provarmos a segunda parte do lema, admitamos que | Im(αi)|+ | Im(αj)| = n+2.
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Pela primeira parte da demonstrac¸a˜o temos que αi ∈ OPn \ On ou αj ∈ OPn \ On (e
assim (α1, . . . , αm; β) tem de ser do tipo 3). Por outro lado, como n ≥ | Im(αi) ∪ Im(αj)| ≥
| Im(αi)|+ | Im(αj)| − 2 = n, temos Im(αi) ∪ Im(αj) = Aiβ.
Suponhamos que αi ∈ OPn \ On e seja t ∈ {1, . . . ,m − 1} como definido em cima. Sejam
k ∈ {i + 1, . . . , j − 1} e ` ∈ {1, . . . ,m} \ {i, . . . , j}. Enta˜o (com a adaptac¸a˜o o´bvia se k ou `
na˜o existem) temos
(t+ 1)αi ≤ · · · ≤ nαi ≤ 1αk ≤ · · · ≤ nαk ≤ 1αj ≤ · · · ≤ nαj ≤ 1α` ≤ · · · ≤ nα` ≤ 1αi ≤ · · · ≤ tαi.
Portanto, nαi = 1αj e nαj = 1αi, caso contra´rio Im(αi) ∪ Im(αj) teria de ter pelo menos
| Im(αi)| + | Im(αj)| − 1 = n + 1 elementos distintos, o que e´ uma contradic¸a˜o. Assim, nαi =
1αk = · · · = nαk = 1αj (se k existe) e nαj = 1α` = · · · = nα` = 1αi (se ` existe). Em qualquer
dos casos, prova´mos que | Im(αk)| = 1, para k ∈ {1, . . . ,m} \ {i, j}.
De forma semelhante, se αj ∈ OPn \ On, temos | Im(αk)| = 1, para k ∈ {1, . . . ,m} \ {i, j},
como pretend´ıamos.
Lema 3.4.7 Qualquer conjunto gerador de OPm×n conte´m pelo menos dn−12 e elementos de
caracter´ıstica igual a n.
Demonstrac¸a˜o. Para 1 ≤ i ≤ dn−1
2
e, definimos
Pi = {(γ1, . . . , γm;λ) ∈ N | | Im(γk)| = n− i+ 1 e | Im(γ`)| = i+ 1,
para certos 1 ≤ k, ` ≤ m tais que k 6= `}.
Observemos que piψ ∈ Pi e, pelo Lema 3.4.6, todos os elementos de Pi sa˜o do tipo 3 e todos os
elementos de Piψ
−1 teˆm caracter´ıstica igual a n, para 1 ≤ i ≤ dn−1
2
e. Ale´m disso, P1, . . . , Pdn−1
2
e
sa˜o dn−1
2
e subconjuntos disjuntos dois a dois de OPm×nψ. De facto, suponhamos que existe
(γ1, . . . , γm;λ) ∈ Pi ∩ Pj, para alguns 1 ≤ i < j ≤ dn−12 e. Sejam 1 ≤ k, ` ≤ m, com k 6= `, tais
que | Im(γk)| = n− i + 1 e | Im(γ`)| = i + 1. Enta˜o, pelo Lema 3.4.6, temos que | Im(γt)| = 1,
para t ∈ {1, . . . ,m} \ {k, `}. Assim | Im(γk)| = n − j + 1 ou | Im(γk)| = j + 1. Se | Im(γk)| =
n − j + 1 enta˜o i = j, o que e´ uma contradic¸a˜o. Por outro lado, se | Im(γk)| = j + 1 enta˜o
n = i + j < dn−1
2
e + dn−1
2
e ≤ n
2
+ n
2
= n, e novamente obtemos uma contradic¸a˜o. Portanto,
Pi ∩ Pj = ∅, para 1 ≤ i < j ≤ dn−12 e.
Logo P1ψ
−1, . . . , Pdn−1
2
eψ
−1 sa˜o dn−1
2
e subconjuntos disjuntos de OPm×n de elementos de
caracter´ıstica n.
Seja i ∈ {1, . . . , dn−1
2
e} e tomemos γ = (γ1, . . . , γm;λ) ∈ Pi. Sejam 1 ≤ k, ` ≤ m, com k 6= `,
tais que | Im(γk)| = n− i+ 1 e | Im(γ`)| = i+ 1.
Suponhamos que γ = αψα′ψ, para certos α, α′ ∈ OPm×n, e tomemos αψ = (α1, . . . , αm; β)
e α′ψ = (α′1, . . . , α
′
m; β
′). Notemos que γj = αjα′jβ, para 1 ≤ j ≤ m. Ale´m disso, como γ e´ do
tipo 3, enta˜o α e´ do tipo 3 ou α′ e´ do tipo 3.
De seguida, o nosso objectivo e´ mostrar que αψ ∈ Pi ou α′ψ ∈ Pi.
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Comec¸amos por observar que se kβ = `β enta˜o, pelo Lema 3.4.6, temos a desigualdade
| Im(αk)|+ | Im(α`)| ≤ n+ 2 e assim, como n− i+ 1 = | Im(γk)| = |(Im(αk))α′kβ| ≤ | Im(αk)| e
i+ 1 = | Im(γ`)| = |(Im(α`))α′`β| ≤ | Im(α`)|, deduzimos que | Im(αk)| = n− i+ 1 e | Im(α`)| =
i+ 1. Vamos considerar dois casos.
Primeiro, se α e´ do tipo 3 (em particular, temos αψ ∈ N), como β e´ uma transformac¸a˜o
constante, temos kβ = `β e assim, pela observac¸a˜o anterior, podemos deduzir imediatamente
que αψ ∈ Pi.
Por outro lado, admitamos que α na˜o e´ do tipo 3. Enta˜o kβ 6= `β. De facto, se kβ = `β
enta˜o | Im(αk)| + | Im(α`)| = (n − i + 1) + (i + 1) = n + 2 e assim, pelo Lema 3.4.6, uma das
transformac¸o˜es αk ou α` na˜o e´ crescente, o que e´ uma contradic¸a˜o. Recordemos ainda que α
′
tem de ser do tipo 3, donde β′ e´ uma transformac¸a˜o constante. Em particular, (kβ)β′ = (`β)β′.
Logo, pelo Lema 3.4.6, temos | Im(α′kβ)| + | Im(α′`β)| ≤ n + 2. Ale´m disso, visto que Im(γk) =
Im(αkα
′
kβ) ⊆ Im(α′kβ) e Im(γ`) = Im(α`α′`β) ⊆ Im(α′`β), temos n− i+1 = | Im(γk)| ≤ | Im(α′kβ)|
e i + 1 = | Im(γ`)| ≤ | Im(α′`β)|. Portanto obtemos precisamente | Im(α′kβ)| = n − i + 1 e
| Im(α′`β)| = i+ 1, o que prova que α′ψ ∈ Pi.
Podemos agora, por induc¸a˜o em k, facilmente provar que para escrever um elemento de
Piψ
−1 como um produto k elementos de OPm×n, precisamos de ter um factor que pertenc¸a a
Piψ
−1, para todo 1 ≤ i ≤ dn−1
2
e. A demonstrac¸a˜o do lema fica assim conclu´ıda.
Para m > 2, dos lemas anteriores, deduzimos imediatamente que A e´ um conjunto gerador
de cardinal mı´nimo de OPm×n. Por outro lado, no que respeita a OP2×n, temos que:
Lema 3.4.8 As seguintes igualdades sa˜o verdadeiras em OP2×n:
1. s1,n = b1,1b1,2 · · · b1,n−1fpn1 ;
2. t1,j = fc
j−1
1 pj−1f , para 2 ≤ j ≤ dn−12 e+ 1
3. t1,j = c
n−1−j
1 b1,1pn−jp1
j−1f , para dn−1
2
e+ 2 ≤ j ≤ n− 2; e
4. t1,n−1 = b1,1pn−11 f e t1,n = fc1fp
n
1f .
Demonstrac¸a˜o. 1. Observemos que b1,1b1,2 · · · b1,n−1=
(
1 2 · · · n n+ 1 n+ 2 · · · 2n
n n · · · n n+ 1 n+ 2 · · · 2n
)
.
Como
f =
(
1 · · · n n+ 1 · · · 2n
n+ 1 · · · 2n 1 · · · n
)
e pn1 =
(
1 · · · n n+ 1 · · · 2n− 1 2n
1 · · · n n · · · n 1
)
,
e´ fa´cil ver que obtemos a igualdade pretendida.
2. Seja 2 ≤ j ≤ dn−1
2
e+ 1. Notemos que
cj−11 =
(
1 · · · j j + 1 · · · n n+ 1 · · · 2n
1 · · · 1 2 · · · n− j + 1 n+ 1 · · · 2n
)
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e
pj−1 =
(
1 2 · · · n− j + 1 n− j + 2 · · · n
j j + 1 · · · n 1 · · · 1
n+ 1 · · · 2n− j + 1 2n− j + 2 · · · 2n
1 · · · 1 2 · · · j
)
,
donde
fcj−11 pj−1 =
(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · n+ j n+ j + 1 · · · 2n
1 · · · 1 2 · · · j j · · · j j + 1 · · · n
)
.
Como
t1,j =
(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · n+ j n+ j + 1 · · · 2n
n+ 1 · · · n+ 1 n+ 2 · · · n+ j n+ j · · · n+ j n+ j + 1 · · · 2n
)
,
multiplicando fcj−11 pj−1 por f a` direita, obtemos t1,j = fc
j−1
1 pj−1f .
3. Seja dn−1
2
e+ 2 ≤ j ≤ n− 2. Temos que
cn−1−j1 =
(
1 · · · n− j n− j + 1 · · · n n+ 1 · · · 2n
1 · · · 1 2 · · · j + 1 n+ 1 · · · 2n
)
,
b1,1 =
(
1 2 3 · · · n n+ 1 · · · 2n
2 2 3 · · · n n+ 1 · · · 2n
)
,
pn−j =
(
1 · · · j j + 1 · · · n n+ 1 · · · n+ j n+ j + 1 · · · 2n
n− j + 1 · · · n 1 · · · 1 1 · · · 1 2 · · · n− j + 1
)
e
pj−11 =
(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · 2n− 1 2n
j · · · n 1 · · · j − 1 j − 1 · · · j − 1 j
)
.
Logo,
cn−1−j1 b1,1 =
(
1 · · · n− j n− j + 1 n− j + 2 · · · n n+ 1 · · · 2n
2 · · · 2 2 3 · · · j + 1 n+ 1 · · · 2n
)
,
cn−1−j1 b1,1pn−j =
(
1 · · · n− j + 1 n− j + 2 · · · n− 1 n
n− j + 2 · · · n− j + 2 n− j + 3 · · · n 1
n+ 1 · · · n+ j n+ j + 1 · · · 2n
1 · · · 1 2 · · · n− j + 1
)
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e
cn−1−j1 b1,1pn−jp
j−1
1 =
(
1 · · · n− j + 1 n− j + 2 · · · n
1 · · · 1 2 · · · j
n+ 1 · · · n+ j n+ j + 1 · · · 2n
j · · · j j + 1 · · · n
)
.
Mais uma vez, ao multiplicar a` direita esta transformac¸a˜o por f , obtemos a igualdade preten-
dida.
4. Tendo em conta as transformac¸o˜es
t1,n−1 =
(
1 2 3 · · · n n+ 1 · · · 2n− 1 2n
n+ 1 n+ 1 n+ 2 · · · 2n− 1 2n− 1 · · · 2n− 1 2n
)
,
pn−11 =
(
1 2 · · · n n+ 1 · · · 2n− 1 2n
n 1 · · · n− 1 n− 1 · · · n− 1 n
)
e
b1,1p
n−1
1 =
(
1 2 3 · · · n n+ 1 · · · 2n− 1 2n
1 1 2 · · · n− 1 n− 1 · · · n− 1 n
)
e´ fa´cil ver que se multiplicarmos a u´ltima transformac¸a˜o a` direita por f obtemos a transformac¸a˜o
t1,n−1. Dado que
fc1f =
(
1 2 · · · n n+ 1 n+ 2 n+ 3 · · · 2n
1 2 · · · n n+ 1 n+ 1 n+ 2 · · · 2n− 1
)
enta˜o
fc1fp
n
1 =
(
1 2 · · · n n+ 1 · · · 2n
1 2 · · · n n · · · n
)
.
Atendendo a que
t1,n =
(
1 2 · · · n n+ 1 · · · 2n
n+ 1 n+ 2 · · · 2n 2n · · · 2n
)
conclu´ımos que fc1fp
n
1f = t1,n.
Assim, como consequeˆncia da Proposic¸a˜o 3.4.2 e dos Lemas 3.4.4, 3.4.7 e 3.4.8, temos que
B = {f, c1, b1,1 . . . , b1,n−1, p1, . . . , pdn−1
2
e} e´ um conjunto gerador de cardinal mı´nimo de OP2×n.
Portanto, demonstra´mos que:
Teorema 3.4.9 A caracter´ıstica de OPm×n e´ igual a 2n+ dn−12 e+ 1, para m > 2, e e´ igual a
n+ dn−1
2
e+ 1, para m = 2.
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Passamos agora ao estudo da caracter´ıstica de ORm×n.
Relembramos que, a` semelhanc¸a de ODm×n, dado α ∈ Tmn, α e´ uma transformac¸a˜o que
reverte a orientac¸a˜o se e so´ se hα [respectivamente, αh] e´ uma transformac¸a˜o que preserva
a orientac¸a˜o. Donde, como α = h2α = h(hα), e´ claro que o mono´ide ORm×n e´ gerado por
OPm×n ∪ {h}.
De seguida, para 1 ≤ j ≤ dn
2
e, seja vj a transformac¸a˜o de Om×n (de caracter´ıstica igual a
mn− 1) de imagem {1, . . . ,mn} \ {j} e nu´cleo definido pela partic¸a˜o{{1} , . . . ,{⌈n2 ⌉− j} ,{⌈n2 ⌉− j + 1, ⌈n2 ⌉− j + 2} ,{⌈n2 ⌉− j + 3} , . . . , {mn}} .
Exemplo 3.4.10 Para m = 3 e n = 5, temos
v1 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
2 3 4 4 5 6 7 8 9 10 11 12 13 14 15
)
,
v2 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 3 3 4 5 6 7 8 9 10 11 12 13 14 15
)
,
v3 =
(
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 2 4 5 6 7 8 9 10 11 12 13 14 15
)
.
Lema 3.4.11 As seguintes igualdades sa˜o verdadeiras:
1. b1,j = vdn
2
e−j+1vj, para qualquer 1 ≤ j ≤ dn2 e;
2. b1,n−j = fm−1hvdn
2
e−j+1vj+1fm−1h, para qualquer 1 ≤ j ≤ n− dn2 e − 1;
3. c1 = hfb1,n−1b1,n−2 · · · b1,2b1,1fm−1h;
4. t1,n = f
m−2hs1,nfm−2h;
5. t1,j = c
n−j
1 hf
2b′2 · · · b′jt1,n−j+1s1,nfm−2h, com b′` = b1,n−j+`−1b1,n−j+`−2 · · · b1,`, para quais-
quer 2 ≤ ` ≤ j e 2 ≤ j ≤ n− 1.
Demonstrac¸a˜o. 1. Seja 1 ≤ j ≤ dn
2
e. Vamos considerar treˆs casos. Se j < dn
2
e − j + 1, enta˜o
vdn
2
e−j+1 =
(
1 · · · j j + 1 · · · dn
2
e − j + 1 dn
2
e − j + 2 · · · n n+ 1 · · · mn
1 · · · j j · · · dn
2
e − j dn
2
e − j + 2 · · · n n+ 1 · · · mn
)
e
vj =
(
1 · · · j − 1 j · · · dn
2
e − j + 1 dn
2
e − j + 2 · · · n n+ 1 · · · mn
1 · · · j − 1 j + 1 · · · dn
2
e − j + 2 dn
2
e − j + 2 · · · n n+ 1 · · · mn
)
.
Se j > dn
2
e − j + 1, enta˜o
vdn
2
e−j+1 =
(
1 · · · dn
2
e − j dn
2
e − j + 1 · · · j j + 1 · · · n n+ 1 · · · mn
1 · · · dn
2
e − j dn
2
e − j + 2 · · · j + 1 j + 1 · · · n n+ 1 · · · mn
)
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e
vj =
(
1 · · · dn
2
e − j + 1 dn
2
e − j + 2 · · · j j + 1 · · · n n+ 1 · · · mn
1 · · · dn
2
e − j + 1 dn
2
e − j + 1 · · · j − 1 j + 1 · · · n n+ 1 · · · mn
)
.
Se j = dn
2
e − j + 1, enta˜o temos que vdn
2
e−j+1 = vj = b1,j. E´ fa´cil ver que, em qualquer dos
casos, obtemos b1,j = vdn
2
e−j+1vj.
2. Mais uma vez consideramos treˆs casos. Se j < dn
2
e − j + 1, enta˜o
vj+1 =
(
1 · · · j j + 1 · · · dn
2
e − j dn
2
e − j + 1 · · · n n+ 1 · · · mn
1 · · · j j + 2 · · · dn
2
e − j + 1 dn
2
e − j + 1 · · · n n+ 1 · · · mn
)
.
Se j > dn
2
e − j + 1, enta˜o
vj+1 =
(
1 · · · dn
2
e − j dn
2
e − j + 1 · · · j + 1 j + 2 · · · n n+ 1 · · · mn
1 · · · dn
2
e − j dn
2
e − j · · · j j + 2 · · · n n+ 1 · · · mn
)
.
Se j = dn
2
e − j + 1, enta˜o
vj+1 =
(
1 · · · j − 1 j j + 1 j + 2 · · · n n+ 1 · · · mn
1 · · · j − 1 j − 1 j j + 2 · · · n n+ 1 · · · mn
)
.
Em todos os casos, o produto vdn
2
e−j+1vj+1 e´ igual a(
1 · · · j − 1 j j + 1 j + 2 · · · n n+ 1 · · · mn
1 · · · j − 1 j j j + 2 · · · n n+ 1 · · · mm
)
.
Dado que
fm−1 =
(
1 · · · n− j n− j + 1 · · · n n+ 1 · · · 2n · · ·
(m− 1)n+ 1 · · · mn− j mn− j + 1 · · · mn 1 · · · n · · ·
· · · (m− 1)n+ 1 · · · mn
· · · (m− 2)n+ 1 · · · (m− 1)n
)
e, recordando que
h =
(
1 2 · · · j · · · n n+ 1 · · · 2n · · ·
mn mn− 1 · · · mn− j + 1 · · · (m− 1)n+ 1 (m− 1)n · · · (m− 2)n+ 1 · · ·
· · · (m− 1)n+ 1 (m− 1)n+ 2 · · · mn− j mn− j + 1 · · · mn− 2 mn− 1 mn
· · · n n− 1 · · · j + 1 j · · · 3 2 1
)
,
temos
fm−1h =
(
1 · · · n− j − 1 n− j n− j + 1 n− j + 2 · · · n
n · · · j + 2 j + 1 j j − 1 · · · 1
n+ 1 · · · 2n · · · (m− 1)n+ 1 · · · mn
mn · · · (m− 1)n+ 1 · · · 2n · · · n+ 1
)
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e
fm−1hvdn
2
e−j+1vj+1 =
(
1 · · · n− j − 1 n− j n− j + 1 n− j + 2 · · · n
n · · · j + 2 j j j − 1 · · · 1
n+ 1 · · · 2n · · · (m− 1)n+ 1 · · · mn
mn · · · (m− 1)n+ 1 · · · 2n · · · n+ 1
)
.
E´ agora fa´cil ver que, ao multiplicarmos esta transformac¸a˜o a` direita por fm−1h, obtemos a
transformac¸a˜o
b1,n−j =
(
1 · · · n− j − 1 n− j n− j + 1 n− j + 2 · · · n n+ 1 · · · mn
1 · · · n− j − 1 n− j + 1 n− j + 1 n− j + 2 · · · n n+ 1 · · · mn
)
.
3. O produto b1,n−1b1,n−2 · · · b1,1 e´ a transformac¸a˜o(
1 2 · · · n− j + 1 · · · n− 2 n− 1 n n+ 1 · · · mn
2 3 · · · n− j + 2 · · · n− 1 n n n+ 1 · · · mn
)
,
donde
fb1,n−1b1,n−2 · · · b1,1 =
(
1 2 · · · n n+ 1 · · · (m− 1)n
n+ 1 n+ 2 · · · 2n 2n+ 1 · · · mn
(m− 1)n+ 1 (m− 1)n+ 2 · · · (m− 1)n+ n− j + 1 · · · mn− 2 mn− 1 mn
2 3 · · · n− j + 2 · · · n− 1 n n
)
e
fb1,n−1b1,n−2 · · · b1,1fm−1 =
(
1 2 · · · n n+ 1 · · · (m− 1)n
1 2 · · · n n+ 1 · · · (m− 1)n
(m− 1)n+ 1 (m− 1)n+ 2 · · · (m− 1)n+ n− j + 1 · · · mn− 2 mn− 1 mn
(m− 1)n+ 2 (m− 1)n+ 3 · · · (m− 1)n+ n− j + 2 · · · mn− 1 mn mn
)
.
Efectuando o produto hfb1,n−1b1,n−2 · · · b1,1fm−1 obtemos a transformac¸a˜o(
1 2 3 · · · j · · · n n+ 1 · · · (m− 1)n
mn mn mn− 1 · · · mn− j + 2 · · · (m− 1)n+ 2 (m− 1)n · · · n+ 1
(m− 1)n+ 1 (m− 1)n+ 2 · · · mn− j + 1 · · · mn− 2 mn− 1 mn
n n− 1 · · · j · · · 3 2 1
)
.
Ao multiplicarmos a transformac¸a˜o anterior por h a` direita obtemos a igualdade 3.
4. Sendo
fm−2 =
(
1 · · · n n+ 1 · · · 2n
(m− 2)n+ 1 · · · (m− 1)n (m− 1)n+ 1 · · · mn
2n+ 1 · · · 3n · · · (m− 1)n+ 1 · · · mn
1 · · · n · · · (m− 3)n+ 1 · · · (m− 2)n
)
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enta˜o
fm−2h =
(
1 · · · n n+ 1 · · · 2n
2n · · · n+ 1 n · · · 1
2n+ 1 · · · 3n · · · (m− 1)n+ 1 · · · mn
mn · · · (m− 1)n+ 1 · · · 3n · · · 2n+ 1
)
,
donde
s1,nf
m−2h =
(
1 · · · n n+ 1 · · · 2n
2n · · · 2n 2n · · · n+ 1
2n+ 1 · · · 3n · · · (m− 1)n+ 1 · · · mn
mn · · · (m− 1)n+ 1 · · · 3n · · · 2n+ 1
)
.
Multiplicando esta u´ltima transformac¸a˜o a` esquerda por fm−2h obtemos a transformac¸a˜o t1,n.
5. Sejam 2 ≤ ` ≤ j e 2 ≤ j ≤ n−1. Temos que a transformac¸a˜o b′`=b1,n−j+`−1b1,n−j+`−2· · · b1,`
e´ igual a(
1 · · · `− 1 ` · · · n− j + `− 1 n− j + ` · · · n n+ 1 · · · mn
1 · · · `− 1 `+ 1 · · · n− j + ` n− j + ` · · · n n+ 1 · · · mn
)
e o produto b′2 · · · b′j e´ a transformac¸a˜o(
1 2 3 · · · n− j + 1 · · · n n+ 1 · · · mn
1 j + 1 j + 2 · · · n · · · n n+ 1 · · · 2n
)
.
Considerando a transformac¸a˜o
t1,n−j+1 =
(
1 · · · j j + 1 · · · n
n+ 1 · · · n+ 1 n+ 2 · · · 2n− j + 1
n+ 1 · · · 2n− j + 1 2n− j + 2 · · · 2n 2n+ 1 · · · mn
2n− j + 1 · · · 2n− j + 1 2n− j + 2 · · · 2n 2n+ 1 · · · mn
)
enta˜o t1,n−j+1s1,nfm−2h e´ a transformac¸a˜o(
1 · · · j j + 1 · · · n− 1 n n+ 1 · · · 2n− j + 1 2n− j + 2 · · ·
2n · · · 2n 2n− 1 · · · n+ j + 1 n+ j n+ j · · · n+ j n+ j − 1 · · ·
· · · 2n− 1 2n 2n+ 1 · · · 3n · · · (m− 1)n+ 1 · · · mn
· · · n+ 2 n+ 1 mn · · · (m− 1)n+ 1 · · · 3n · · · 2n+ 1
)
.
Temos que
cn−j1 =
(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · mn
1 · · · 1 2 · · · j n+ 1 · · · mn
)
,
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logo
cn−j1 h =
(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · 2n
mn · · · mn mn− 1 · · · mn− j + 1 (m− 1)n · · · (m− 2)n+ 1
2n+ 1 · · · (m− 1)n (m− 1)n+ 1 · · · mn
(m− 2)n · · · n+ 1 n · · · 1
)
.
Como
f2 =
(
1 · · · n n+ 1 · · · 2n 2n+ 1 · · · (m− 2)n
2n+ 1 · · · 3n 3n+ 1 · · · 4n 4n+ 1 · · · mn
(m− 2)n+ 1 · · · (m− 1)n (m− 1)n+ 1 · · · mn
1 · · · n n+ 1 · · · 2n
)
enta˜o
cn−j1 hf
2 =
(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · n+ j · · · 2n
2n · · · 2n 2n− 1 · · · 2n− j + 1 n · · · n− j + 1 · · · 1
2n+ 1 · · · (m− 1)n (m− 1)n+ 1 · · · mn
mn · · · 3n+ 1 3n · · · 2n+ 1
)
e o produto cn−j1 hf
2b′2 · · · b′j e´ a transformac¸a˜o(
1 · · · n− j + 1 n− j + 2 · · · n n+ 1 · · · n+ j n+ j + 1 · · · 2n− 1 2n
2n · · · 2n 2n− 1 · · · 2n− j + 1 n · · · n n− 1 · · · j + 1 1
2n+ 1 · · · (m− 1)n (m− 1)n+ 1 · · · mn
mn · · · 3n+ 1 3n · · · 2n+ 1
)
.
Finalmente, multiplicando a transformac¸a˜o anterior por t1,n−j+1s1,nfm−2h a` direita obtemos a
transformac¸a˜o t1,j.
Proposic¸a˜o 3.4.12 O conjunto C = {f, h, s1,n, t1,2 . . . , t1,dn
2
e, p1, . . . , pdn−1
2
e, v1, . . . , vdn2 e} tem
2dn
2
e + dn−1
2
e + 2 elementos e gera ORm×n. Ale´m disso, para m = 2, o conjunto D =
{f, h, p1, . . . , pdn−1
2
e, v1, . . . , vdn2 e} tem dn2 e+ dn−12 e+ 2 elementos e gera OR2×n.
Demonstrac¸a˜o. Vamos mostrar que todo o elemento do conjunto
A = {f, c1, b1,1 . . . , b1,n−1, s1,n, t1,2 . . . , t1,n, p1, . . . , pdn−1
2
e}
e´ produto de elementos do conjunto C e que todo o elemento do conjunto
B = {f, c1, b1,1 . . . , b1,n−1, p1, . . . , pdn−1
2
e}
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e´ produto de elementos do conjunto D, o que faremos em simultaˆneo.
Sejam 〈C〉 e 〈D〉 os submono´ides deORm×n gerados pelos conjuntos C eD, respectivamente.
Seja 1 ≤ j ≤ n − 1. Temos que b1,j ∈ 〈D〉, para 1 ≤ j ≤ dn2 e, pelo Lema 3.4.11 (1) e,
para dn
2
e + 1 ≤ j ≤ n − 1, pelo Lema 3.4.11 (2). Como D ⊆ C enta˜o temos igualmente que
b1,j ∈ 〈C〉.
Vejamos agora que c1 ∈ 〈D〉. Atendendo a que, para 1 ≤ j ≤ n− 1, b1,j ∈ 〈D〉, pelo Lema
3.4.11 (3) temos que c1 ∈ 〈D〉 ⊆ 〈C〉.
Terminamos a demonstrac¸a˜o verificando que t1,j ∈ 〈C〉, para 2 ≤ j ≤ n. Se 2 ≤ j ≤ dn2 e
enta˜o t1,j ∈ C. Por outro lado, suponhamos que dn2 e+1 ≤ j ≤ n−1. Temos que 2 ≤ n−j+1 ≤
n−dn
2
e ≤ dn
2
e e assim t1,n−j+1 ∈ C. Logo, pelo Lema 3.4.11 (5), t1,j ∈ 〈C〉 e, pelo Lema 3.4.11
(4), t1,n ∈ 〈C〉.
Seguidamente, demonstramos que os conjuntos C e D do u´ltimo resultado sa˜o conjuntos
geradores de cardinal mı´nimo de ORm×n, para m > 2, e de OR2×n, respectivamente.
Comec¸amos por observar que um conjunto gerador de ORm×n tem de conter duas per-
mutac¸o˜es distintas de Xmn, uma que preserve a orientac¸a˜o e outra que reverta a orientac¸a˜o.
A seguir, consideramos transformac¸o˜es de caracter´ıstica igual a mn− 1.
Lema 3.4.13 Qualquer conjunto gerador de ORm×n conte´m pelo menos dn2 e elementos distin-
tos de caracter´ıstica igual a mn− 1.
Demonstrac¸a˜o. Para cada 1 ≤ t ≤ mn, tomemos Kt = {1, 2, . . . ,mn}\{t}. Seja U um
conjunto gerador de ORm×n e sejam ξ1, . . . , ξk todos os elementos de U de caracter´ıstica igual
a mn − 1. Enta˜o, k ≥ 1 e para 1 ≤ j ≤ k, Im(ξj) = K`j , para algum 1 ≤ `j ≤ mn. Para
1 ≤ j ≤ k e 1 ≤ i ≤ m− 1, seja `ik+j o elemento de Xmn congruente mo´dulo mn com `j + in.
De seguida, tomemos uma transformac¸a˜o γ ∈ ORm×n de caracter´ıstica igual a mn − 1.
Enta˜o, γ = αξjf
i ou γ = αξjf
ih, para certos j ∈ {1, . . . , k}, i ∈ {0, . . . ,m− 1} e α ∈ ORm×n.
Donde, Im(γ) = K`ik+j ou Im(γ) = Kmn−`ik+j+1. Como temos precisamente mn imagens
distintas poss´ıveis para uma transformac¸a˜o de ORm×n de caracter´ıstica igual a mn − 1, o
conjunto {K`1 , . . . , K`mk , Kmn−`1+1, . . . , Kmn−`mk+1} tem pelo menos mn elementos distintos.
Assim 2mk ≥ mn e portanto k ≥ dn
2
e, como quer´ıamos demonstrar.
Para as transformac¸o˜es de caracter´ıstica igual a (m− 1)n, temos:
Lema 3.4.14 Para m > 2, qualquer conjunto gerador de ORm×n conte´m pelo menos dn2 e
elementos distintos de caracter´ıstica igual a (m− 1)n.
Demonstrac¸a˜o. Para j ∈ {1, . . . , n}, consideremos
Tj = {α ∈ OPm×n | | Im(α)| = (m− 1)n e (kn)α = (kn+ 1)α = (i− 1)n+ j,
para certos 1 ≤ i, k ≤ m}.
85
3. Os mono´ides OPm×n e ORm×n
Relembramos que, na demonstrac¸a˜o do Lema 3.4.5, mostra´mos que T1, . . . , Tn sa˜o n subcon-
juntos disjuntos dois a dois de OPm×n tais que, dados α1, α2 ∈ OPm×n, se α1α2 ∈ Tj enta˜o
α1 ∈ Tj ou α2 ∈ Tj, para 1 ≤ j ≤ n. Ale´m disso, dado α ∈ Tmn, temos
α ∈ Tj se e so´ se hαh ∈ Tn−j+1 (3.6)
e, consequentemente,
hα ∈ Tj se e so´ se αh ∈ Tn−j+1, (3.7)
para qualquer 1 ≤ j ≤ n. A justificac¸a˜o da equivaleˆncia (3.6) e´ semelhante a` da (2.1) da
demonstrac¸a˜o do Lema 2.3.13, da Secc¸a˜o 2.3 do Cap´ıtulo 2 e por isso decidimos omiti-la.
Definimos
Uj = {α ∈ ORm×n | α ∈ Tj ∪ Tn−j+1 ou hα ∈ Tj ∪ Tn−j+1},
para 1 ≤ j ≤ n.
Primeiro, observemos que Uj = Un−j+1, para 1 ≤ j ≤ n. Ale´m disso, veremos a seguir
que se j, j′ ∈ {1, . . . , n} sa˜o tais que Uj ∩ Uj′ 6= ∅ enta˜o j′ ∈ {j, n − j + 1}. Suponhamos
que existe α ∈ Uj ∩ Uj′ . Se α ∈ OPm×n enta˜o α ∈ (Tj ∪ Tn−j+1) ∩ (Tj′ ∪ Tn−j′+1). Por outro
lado, se α 6∈ OPm×n enta˜o hα ∈ (Tj ∪ Tn−j+1) ∩ (Tj′ ∪ Tn−j′+1). Logo, para ambos os casos,
Tj ∩ Tj′ 6= ∅ ou Tj ∩ Tn−j′+1 6= ∅ ou Tn−j+1 ∩ Tj′ 6= ∅ ou Tn−j+1 ∩ Tn−j′+1 6= ∅, e assim j′ = j ou
j′ = n− j + 1, dado que T1, . . . , Tn sa˜o n conjuntos disjuntos dois a dois, como observa´mos no
in´ıcio da demonstrac¸a˜o. Enta˜o U1, . . . , Udn
2
e sa˜o dn2 e subconjuntos na˜o vazios disjuntos dois a
dois de ORm×n.
Em segundo lugar, notemos que, dado α ∈ Tmn, como consequeˆncia de (3.6) e (3.7) temos
que
{α, hαh, αh, hα} ⊆ Uj ou {α, hαh, αh, hα} ∩ Uj = ∅ (3.8)
para 1 ≤ j ≤ n. De seguida provamos que, para 1 ≤ j ≤ n e α1, α2 ∈ ORm×n tais que
α1α2 ∈ Uj, enta˜o α1 ∈ Uj ou α2 ∈ Uj. Sejam 1 ≤ j ≤ n e α1, α2 ∈ ORm×n tais que α1α2 ∈ Uj.
caso 1. Se α1, α2 ∈ OPm×n, enta˜o α1α2 ∈ Tj ∪ Tn−j+1 e assim, de acordo com a prova do
Lema 3.4.5, temos α1 ∈ Tj ∪ Tn−j+1 ou α2 ∈ Tj ∪ Tn−j+1, donde α1 ∈ Uj ou α2 ∈ Uj.
caso 2. Se α1 6∈ OPm×n e α2 6∈ OPm×n, enta˜o (α1h)(hα2) = α1α2 ∈ Uj e α1h, hα2 ∈ OPm×n.
Logo, pelo caso 1, α1h ∈ Uj ou hα2 ∈ Uj. Donde, por (3.8), α1 ∈ Uj ou α2 ∈ Uj.
caso 3. Se α1 6∈ OPm×n e α2 ∈ OPm×n, enta˜o hα1 ∈ OPm×n e α2 ∈ OPm×n e, por (3.8),
(hα1)α2 = h(α1α2) ∈ Uj. Pelo caso 1, hα1 ∈ Uj ou α2 ∈ Uj e assim, mais uma vez por (3.8),
α1 ∈ Uj ou α2 ∈ Uj.
caso 4. Finalmente, se α1 ∈ OPm×n e α2 6∈ OPm×n, enta˜o α1 ∈ OPm×n e α2h ∈ OPm×n e,
por (3.8), α1(α2h) = (α1α2)h ∈ Uj. Donde, pelo caso 1, α1 ∈ Uj ou α2h ∈ Uj logo, por (3.8),
α1 ∈ Uj ou α2 ∈ Uj, como era nosso objectivo mostrar.
Deduzimos por induc¸a˜o em k, que para escrever um elemento de Uj como produto de k
elementos de ORm×n, precisamos ter um factor pertencente a Uj, para 1 ≤ j ≤ dn2 e, o que
termina a demonstrac¸a˜o do lema.
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Seguidamente, lidamos com transformac¸o˜es de ORm×n de caracter´ıstica igual a n. Assim
como fizemos para OPm×n, pretendemos mostrar que, para gerar ORm×n sa˜o necessa´rias dn−12 e
transformac¸o˜es distintas de caracter´ıstica igual a n.
Para cada n ∈ N, relembramos a permutac¸a˜o reflexa˜o (designada por h na Subsecc¸a˜o
1.4.1 do Cap´ıtulo 1) hn =
(
1 2 · · · n− 1 n
n n− 1 · · · 2 1
)
de Xn. Observemos que, com esta
notac¸a˜o, temos h = hmn e, ainda, hψ = (hn, hn, . . . , hn;hm). Ale´m disso, sendo α ∈ Tm×n e
αψ = (α1, α2, . . . , αm; β), obtemos
(hαh)ψ = (hnαmhn, hnαm−1hn, . . . , hnα1hn;hmβhm). (3.9)
Ale´m disso, claramente,
| Im(hmβhm)| = | Im(β)| e | Im(hnαihn)| = | Im(αi)|, (3.10)
para 1 ≤ i ≤ m.
Recordamos os dn−1
2
e subconjuntos disjuntos dois a dois de OPm×nψ
Pi = {(γ1, . . . , γm;λ) ∈ N | | Im(γk)| = n− i+ 1 e | Im(γ`)| = i+ 1,
para certos 1 ≤ k, ` ≤ m tais que k 6= `},
com 1 ≤ i ≤ dn−1
2
e, considerados na demonstrac¸a˜o do Lema 3.4.7. Dados α ∈ Tmn, de (3.9) e
(3.10), temos imediatamente que
αψ ∈ Pi se e so´ se (hαh)ψ ∈ Pi e, consequentemente, (hα)ψ ∈ Pi se e so´ se (αh)ψ ∈ Pi,
(3.11)
para 1 ≤ i ≤ dn−1
2
e.
Provamos agora o seguinte lema:
Lema 3.4.15 Qualquer conjunto gerador de ORm×n conte´m pelo menos dn−12 e elementos dis-
tintos de caracter´ıstica igual a n.
Demonstrac¸a˜o. Usando a mesma estrate´gia dos Lemas 3.4.14 e 2.3.13, definimos
Qi = {α ∈ ORm×n | αψ ∈ Pi ou (hα)ψ ∈ Pi},
para 1 ≤ i ≤ dn−1
2
e.
Observemos que, como P1ψ
−1, . . . , Pdn−1
2
eψ
−1 sa˜o dn−1
2
e subconjuntos disjuntos dois a dois
de transformac¸o˜es de OPm×n de caracter´ıstica igual a n, e´ claro que tambe´m Q1, . . . , Qdn−1
2
e
sa˜o dn−1
2
e subconjuntos disjuntos dois a dois de transformac¸o˜es de ORm×n de caracter´ıstica
igual a n.
Por outro lado, a partir de (3.11), podemos tambe´m deduzir que
{α, hαh, αh, hα} ⊆ Qi ou {α, hαh, αh, hα} ∩Qi = ∅, (3.12)
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para α ∈ Tmn e 1 ≤ i ≤ dn−12 e. Recordemos que demonstra´mos no Lema 3.4.7 que α1α2 ∈ Piψ−1
implica α1 ∈ Piψ−1 ou α2 ∈ Piψ−1, para α1, α2 ∈ OPm×n e 1 ≤ i ≤ dn−12 e.
A` semelhanc¸a do que fizemos nas demonstrac¸o˜es dos Lemas 3.4.14 e 2.3.13, vamos verificar
que, dados α1, α2 ∈ ORm×n, se α1α2 ∈ Qi enta˜o α1 ∈ Qi ou α2 ∈ Qi, para 1 ≤ i ≤ dn−12 e.
Sejam 1 ≤ i ≤ dn−1
2
e e α1, α2 ∈ ORm×n tais que α1α2 ∈ Qi.
caso 1. Se α1, α2 ∈ OPm×n, enta˜o (α1α2)ψ ∈ Pi ou seja α1α2 ∈ Piψ−1 donde α1 ∈ Piψ−1 ou
α2 ∈ Piψ−1, e assim α1ψ ∈ Pi ou α2ψ ∈ Pi. Conclu´ımos que α1 ∈ Qi ou α2 ∈ Qi.
caso 2. Se α1 6∈ OPm×n e α2 6∈ OPm×n, enta˜o (α1h)(hα2) = α1α2 ∈ Qi e α1h, hα2 ∈ OPm×n
donde, pelo caso 1, α1h ∈ Qi ou hα2 ∈ Qi. Logo, por (3.12), α1 ∈ Qi ou α2 ∈ Qi.
caso 3. Se α1 6∈ OPm×n e α2 ∈ OPm×n, enta˜o hα1 ∈ OPm×n e α2 ∈ OPm×n e, por (3.12),
(hα1)α2 = h(α1α2) ∈ Qi. Pelo caso 1, hα1 ∈ Qi ou α2 ∈ Qi e assim, novamente por (3.12),
α1 ∈ Qi ou α2 ∈ Qi.
caso 4. Por u´ltimo, se α1 ∈ OPm×n e α2 6∈ OPm×n, enta˜o α1 ∈ OPm×n e α2h ∈ OPm×n e,
por (3.12), α1(α2h) = (α1α2)h ∈ Qi. Logo, pelo caso 1, α1 ∈ Qi ou α2h ∈ Qi donde, por
(3.12), α1 ∈ Qi ou α2 ∈ Qi, como quer´ıamos demonstrar.
Donde, por induc¸a˜o em k, conclu´ımos facilmente que para escrever um elemento de Qi como
um produto de k elementos de ORm×n, precisamos de ter um factor que pertenc¸a a Qi, para
1 ≤ i ≤ dn−1
2
e.
Finalmente, temos:
Teorema 3.4.16 A caracter´ıstica de ORm×n e´ igual a 2dn2 e+ dn−12 e+ 2, para m > 2, e e´ igual
a dn
2
e+ dn−1
2
e+ 2, para m = 2.
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Cap´ıtulo 4
Produto semidirecto bilateral
Neste cap´ıtulo constru´ımos decomposic¸o˜es de certos mono´ides de transformac¸o˜es atrave´s de pro-
dutos semidirectos bilaterais e quocientes. Por decomposic¸a˜o atrave´s de um produto semidirecto
bilateral de um mono´ide S entendemos representar S como um quociente de um produto semidi-
recto bilateral de dois mono´ides. Comec¸amos, na primeira secc¸a˜o, com a obtenc¸a˜o do mono´ide
POIn como quociente de um produto semidirecto bilateral dos seus submono´ides POI−n e
POI+n e do mono´ide PODIn como quociente de um produto semidirecto e de um produto
semidirecto reverso dos seus submono´ides POIn e C2. Na segunda secc¸a˜o, generalizando a
decomposic¸a˜o do mono´ide On obtida por Kunze em [51], obtemos o mono´ide Om×n como quo-
ciente dos seus submono´ides O−m×n e O+m×n. Obtemos ainda o mono´ide ODm×n como quociente
de um produto semidirecto e de um produto semidirecto reverso dos seus submono´ides Om×n e
C2. Na terceira secc¸a˜o, a mais importante deste cap´ıtulo, descrevemos um processo para obter
um mono´ide como quociente de um produto semidirecto bilateral de dois dos seus submono´ides.
Terminamos, na quarta secc¸a˜o, com a aplicac¸a˜o do processo descrito na secc¸a˜o anterior para a
construc¸a˜o de decomposic¸o˜es dos mono´ides de transformac¸o˜es totais On, ODn, OPn e ORn.
Os resultados a partir da segunda secc¸a˜o inclusive encontram-se publicados em [27] e [28].
4.1 Uma decomposic¸a˜o de POIn e de PODIn
Nesta secc¸a˜o decompomos os mono´ides POIn, como quociente de um produto semidirecto
bilateral dos seus submono´ides POI−n e POI+n , e PODIn, como quociente de um produto
semidirecto e de um produto semidirecto reverso dos seus submono´ides POIn e C2. O que
fazemos para ambos os mono´ides e´ definir directamente aplicac¸o˜es que nos permitam estabelecer
um produto semidirecto bilateral de POI−n e POI+n e um produto semidirecto e um produto
semidirecto reverso de POIn e C2.
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4.1.1 O mono´ide POIn
O mono´ide POIn, de todas as transformac¸o˜es parciais injectivas e crescentes em Xn, foi es-
tudado por Fernandes [16, 17, 19, 21, 20], Cowan e Reilly [11], Ganyushkin e Mazorchuk [34]
e Dimitrova e Koppitz [15]. Recordemos que em [19] Fernandes provou que os elementos de
POIn ficam bem definidos atrave´s do seu domı´nio e da sua imagem.
Consideremos as aplicac¸o˜es
δ : POI+n −→ T (POI−n )
u 7−→ δu : POI−n −→ POI−n
s 7−→ us
e ϕ : POI−n −→ T (POI+n )
s 7−→ ϕs : POI+n −→ POI+n
u 7−→ us,
com Dom(u s) = Dom(us), Im(u s) = {1, . . . , |Dom(us)|} = {1, . . . , | Im(us)|} = Dom(us),
Im(us) = Im(us), 1 s = s, u1 = u, u 1 = 1, 1s = 1, 1 1 = 1 e 11 = 1, para quaisquer
s ∈ POI−n \{1} e u ∈ POI+n \{1}.
Observemos que, a partir da definic¸a˜o destas aplicac¸o˜es, e´ imediato que
(us)us = us, (4.1)
para quaisquer u ∈ POI+n e s ∈ POI−n .
Lema 4.1.1 Sejam s, r ∈ POI−n e u, v ∈ POI+n . Enta˜o:
(a) (uv)s = u(v s);
(b) usr = (us)r.
Demonstrac¸a˜o. Se algum dos elementos s, r, u ou v for a identidade, enta˜o as igualdades
verificam-se de imediato. Suponhamos enta˜o que s, r ∈ POI−n \{1} e u, v ∈ POI+n \{1}.
(a) Dado que Dom((uv)s) = Dom(uvs) e Im((uv)s) = {1, . . . , |Dom(uvs)|} e, por outro
lado, Dom(u(vs)) = Dom(u(vs)) e Im(u(vs)) = {1, . . . , |Dom(u(vs))|, basta enta˜o mostrar
que Dom(uvs) = Dom(u(v s)). Como Dom(v s) = Dom(vs) enta˜o
Dom(uvs)=Dom(u(vs))=(Imu∩Dom(vs))u−1 =(Imu∩Dom(vs))u−1 =Dom(u(vs)), (4.2)
como quer´ıamos.
(b) Temos agora que Dom(usr) = {1, . . . , | Im(usr)|}, Im(usr) = Im(usr), Dom((us)r) =
{1, . . . , | Im(usr)|} e Im((us)r) = Im(usr). Queremos enta˜o provar que Im(usr) = Im(usr).
Dado que Im(us) = Im(us), obtemos
Im(usr) = Im((us)r) = (Im(us) ∩Dom r)r = (Im(us) ∩Dom r)r = Im(usr), (4.3)
como pretend´ıamos demonstrar.
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Lema 4.1.2 Sejam s, r ∈ POI−n e u, v ∈ POI+n . Temos:
(SPR) (uv)s = uvsvs;
(SCR) u(sr) = (us)(us r).
Demonstrac¸a˜o. Mais uma vez, se algum dos elementos s, r, u ou v for a identidade, enta˜o as
igualdades sa˜o imediatas. Assim, sejam s, r ∈ POI−n \{1} e u, v ∈ POI+n \{1}.
(SPR) Queremos mostrar que (uv)s = uvsvs. Temos que Dom((uv)s) = {1, . . . , | Im(uvs)|}
e Im((uv)s) = Im(uvs). De Im(u(v s)) ⊆ Im(v s) = {1, . . . , | Im(vs)|} conclu´ı-se que
Dom(uvsvs) = (Im(uvs) ∩Dom(vs))(uvs)−1
= (Im(u(v s)) ∩ {1, . . . , | Im(vs)|})(uvs)−1
= (Im(u(v s)))(uvs)−1 = Dom(uvs) = {1, . . . , | Im(u(v s))|}.
Por outro lado, de (4.2) deduz-se que | Im(u(vs))| = |Dom(u(vs))| = |Dom(uvs)| = | Im(uvs)|
donde Dom((uv)s) = Dom(uvsvs) e consequentemente | Im((uv)s)| = | Im(uvsvs)|. Portanto,
para provar que (uv)s = uvsvs, e´ suficiente mostrar que, por exemplo, Im(uvsvs) ⊆ Im((uv)s).
Com esta finalidade, seja ` ∈ Im(uvsvs). Enta˜o, existe k ∈ {1, . . . , | Im(uvs)|} tal que ` =
k(uvsvs), donde j = k(uvs) ∈ Im(u(vs)), pelo que j = i(u(vs)), para algum i ∈ Domu. Dado
que, por (4.1), (v s)vs = vs, temos ` = j(vs) = i(u(v s)vs) = i(uvs) e assim ` ∈ Im(uvs) =
Im((uv)s).
(SCR) Provamos agora que u(sr) = (us)(us r). Temos que Dom(u(sr)) = Dom(usr) e
Im((u(sr))) = {1, . . . , |Dom(usr)|}. Da inclusa˜o Dom(usr) ⊆ Dom(us) = {1, . . . , | Im(us)|} =
{1, . . . , |Dom(us)|} temos que
Im((us)(us r)) = (Im(us) ∩Dom(us r))(us r)
= ({1, . . . , |Dom(us)|} ∩Dom(usr))(us r)
= (Dom(usr))(us r) = Im(us r) = {1, . . . , |Dom(usr)|}.
Ale´m disso, de (4.3) conclu´ı-se que |Dom(usr)| = | Im(usr)| = | Im(usr)| = |Dom(usr)| donde
Im((u s)(us r)) = Im(u  (sr)). Assim, |Dom((u s)(us r))| = |Dom(u  (sr))| e novamente,
para provarmos neste caso que u  (sr) = (u s)(us r), basta mostrarmos, por exemplo, que
Dom((u s)(us r)) ⊆ Dom(u (sr)). Seja i ∈ Dom((u s)(us r)). Logo, i(u s) ∈ Dom(us r) =
Dom(usr), donde, por (4.1), i(us) = i(us)us ∈ Dom r, pelo que i ∈ Dom(usr).
Os dois lemas anteriores permitem que consideremos um produto semidirecto bilateral
POI−n onPOI+n . Ademais:
Proposic¸a˜o 4.1.3 O mono´ide POI−n onPOI+n e´ uma cobertura do mono´ide POIn.
Demonstrac¸a˜o. Consideremos a aplicac¸a˜o
µ : POI−n onPOI+n −→ POIn
(s, u) 7−→ su.
91
4. Produto semidirecto bilateral
Temos como objectivo mostrar que a aplicac¸a˜o µ e´ um homomorfismo sobrejectivo que separa
idempotentes. Sejam (s, u), (r, v) ∈ POI−n onPOI+n . Como (u r)ur=ur, enta˜o ((s, u)(r, v))µ=
(s(u  r), urv)µ=s(u  r)urv=surv=(s, u)µ(r, v)µ, pelo que a aplicac¸a˜o µ e´ um homomorfismo.
Seja t ∈ POIn. Enta˜o t = su, com Dom s = Dom t, Im s = {1, . . . , |Dom t|}, Domu =
{1, . . . , | Im t|} e Imu = Im t. Dado que s ∈ POI−n e t ∈ POI+n conclu´ımos que o homomorfismo
µ e´ sobrejectivo. Sejam (s, u) e (r, v) elementos idempotentes de POI−n onPOI+n . Enta˜o s =
s(u s), u = usu, r = r(v r) e v = vrv. Com o objectivo de mostrar que µ separa idempotentes,
suponhamos que (s, u)µ = (r, v)µ, i.e., su = rv. Seja k = |Dom(us)| = | Im(us)|. Temos
que k ≤ | Im s| e k ≤ |Domu|. Por outro lado temos s(us) = s, donde Im s = Im(s(us)) ⊆
Im(us) = {1, . . . , k}. Ale´m disso, de usu = u resulta Imu = Im(usu) = (Im(us)∩Domu)u, pelo
que Im(us) ∩ Domu = Domu, donde Domu ⊆ Im(us) = Im(us) ⊆ Im(s) ⊆ {1, . . . , k}. Logo,
Im s = Domu = {1, . . . , k} e, portanto Dom(su) = Dom s e Im(su) = Imu. De forma ana´loga
para r e v, sendo ` = |Dom(rv)| = | Im(rv)|, temos Im r = Dom v = {1, . . . , `} e, portanto
Dom(rv) = Dom r e Im(rv) = Im v. Como por hipo´tese su = rv enta˜o Dom s = Dom r e
Imu = Im v. Assim ` = k, donde s = r e u = v, ou seja, (s, u) = (r, v), como pretend´ıamos
demonstrar.
Recordemos que POI e J∩Ecom sa˜o as pseudovariedades de mono´ides geradas pelas famı´lias
{POIn | n ∈ N} e {POI+n | n ∈ N}, respectivamente. Assim, no que respeita a pseudovarie-
dades temos:
Corola´rio 4.1.4 POI ⊆ (J ∩ Ecom)on(J ∩ Ecom).
4.1.2 O mono´ide PODIn
Pretendemos obter uma decomposic¸a˜o atrave´s de um produto semidirecto e de um produto
semidirecto reverso do mono´ide PODIn em relac¸a˜o aos seus submono´ides POIn e C2. Re-
lembremos que C2 = {1, h} e´ um grupo c´ıclico de ordem 2 (ver o Exemplo 1.2.1). Logo dados
x, y ∈ C2 temos xy = yx e x2 = y2 = 1.
Seja
δ : C2 −→ T (POIn)
x 7−→ δx : POIn −→ POIn
s 7−→ xs = xsx.
Dados x, y ∈ C2, s ∈ POIn temos (xy) s = xysxy = xysyx = x (ysy) = x (y s) e portanto
δ e´ um anti-homomorfismo de mono´ides. Tambe´m, para quaisquer x ∈ C2, s, r ∈ POIn temos
x(sr)=xsrx=xs1rx=xsxxrx=(xs)(xr) e 1s = s. Obtemos enta˜o um produto semidirecto
POInoC2 induzido por δ. Ale´m disso:
Proposic¸a˜o 4.1.5 O mono´ide POInoC2 e´ uma cobertura do mono´ide PODIn.
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Demonstrac¸a˜o. Vamos mostrar que a aplicac¸a˜o
µ : POInoC2 −→ PODIn
(s, x) 7−→ sx
e´ um homomorfismo sobrejectivo que separa idempotentes. Dado que, para quaisquer s, r ∈
POIn e x, y ∈ C2, temos ((s, x)(r, y))µ = (s(x r), xy)µ = (sxrx, xy)µ = sxrx2y = sxry =
(s, x)µ(r, y)µ e, para qualquer t ∈ PODIn, temos que t = t1 ∈ POIn ou t = (th)h com
th ∈ POIn, enta˜o a aplicac¸a˜o µ e´ um homomorfismo sobrejectivo. Por outro lado, observemos
que, se (s, x) ∈ E(POInoC2) enta˜o x = 1. Como (s, 1)µ = (r, 1)µ implica s = r, para quaisquer
s, r ∈ POIn, enta˜o µ separa idempotentes.
Recordemos que PODI e Ab2 sa˜o as pseudovariedades de mono´ides geradas pelas famı´lias
{PODIn | n ∈ N} e C2, respectivamente. Enta˜o, como consequeˆncia da proposic¸a˜o anterior,
temos a inclusa˜o de pseudovariedades:
Corola´rio 4.1.6 PODI ⊆ POIoAb2.
Dado que C2 e´ um mono´ide comutativo, a acc¸a˜o esquerda δ pode ser considerada como uma
acc¸a˜o direita de C2 em POIn: sx = xsx, para quaisquer x ∈ C2 e s ∈ POIn. Obtemos assim
um produto semidirecto reverso C2nPOIn, o qual, de acordo com o que foi observado na Secc¸a˜o
1.5, e´ isomorfo a (POIrnoC2)r. Ale´m disso, tambe´m a aplicac¸a˜o
µ : C2n POIn −→ PODIn
(x, s) 7−→ xs
e´ um homomorfismo sobrejectivo que separa idempotentes. Donde:
Proposic¸a˜o 4.1.7 O mono´ide C2nPOIn e´ uma cobertura do mono´ide PODIn.
Para pseudovariedades temos:
Corola´rio 4.1.8 PODI ⊆ Ab2nPOI.
4.2 Uma decomposic¸a˜o de Om×n e de ODm×n
Nesta secc¸a˜o, usando um produto semidirecto bilateral, obtemos o mono´ide Om×n, de todas
as transformac¸o˜es totais crescentes em Xmn que preservam uma m-partic¸a˜o uniforme como
quociente dos seus submono´ides O−m×n e O+m×n. Este resultado generaliza a decomposic¸a˜o do
mono´ide On atrave´s de um produto semidirecto bilateral dos seus submono´ides O−n e O+n , obtida
por Kunze [51], a qual e´ tambe´m obtida, usando um processo diferente, na Subsecc¸a˜o 4.4.1.
Aqui, a nossa estrate´gia e´ usar as acc¸o˜es definidas por Kunze em O−mn e O+mn para induzir
uma acc¸a˜o esquerda de O+m×n em O−m×n e uma acc¸a˜o direita de O−m×n em O+m×n. Terminamos
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observando que tambe´m o mono´ide ODm×n, de todas as transformac¸o˜es totais mono´tonas
(crescentes ou decrescentes) em Xmn que preservam uma m-partic¸a˜o uniforme, se pode obter,
usando um produto semidirecto ou um produto semidirecto reverso, como quociente dos seus
submono´ides Om×n e C2.
Comec¸amos por recordar, com algumas adaptac¸o˜es que tornam mais simples e clara a apre-
sentac¸a˜o, a construc¸a˜o efectuada por Kunze [51], para mostrar que o mono´ideOn e´ um quociente
de um produto semidirecto bilateral de O−n e O+n .
Para i ∈ {1, . . . , n−1} e j ∈ {2, . . . , n}, definimos transformac¸o˜es σi,j ∈ O−n e εi,j ∈ O+n por
xσi,j =
{
i se i ≤ x ≤ j
x caso contra´rio
e xεi,j =
{
j se i ≤ x ≤ j
x caso contra´rio ,
para todo o x ∈ {1, . . . , n}.
Observemos que, para i 6= j e k 6= `, temos σi,j = σk,` se e so´ se i = k e j = `. Analogamente,
para i 6= j e k 6= `, temos εi,j = εk,` se e so´ se i = k e j = `.
Estas transformac¸o˜es permitem-nos representar de uma forma cano´nica os elementos de O−n
e de O+n : dados σ ∈ O−n e ε ∈ O+n , temos
σ = σ1,a1 · · ·σn−1,an−1 ,
com ai = max({1, . . . , i}σ−1), para i ∈ {1, . . . , n− 1}, e
ε = εbn,n · · · εb2,2,
com bj = min({j, . . . , n}ε−1), para j ∈ {2, . . . , n}.
Por exemplo, dados
σ =
(
1 2 3 4 5 6 7
1 1 2 2 3 5 7
)
∈ O−7 e ε =
(
1 2 3 4 5 6 7
3 3 5 6 6 7 7
)
∈ O+7 ,
temos σ = σ1,2σ2,4σ3,5σ4,5σ5,6σ6,6 e ε = ε6,7ε4,6ε3,5ε3,4ε1,3ε1,2.
Podemos enta˜o definir uma acc¸a˜o esquerda de O+n em O−n e uma acc¸a˜o direita de O−n em
O+n como se segue: dados σ = σ1,a1 · · ·σn−1,an−1 ∈ O−n e ε = εbn,n · · · εb2,2 ∈ O+n (canonicamente
representados), sejam
εσ = σ1,a′1 · · ·σn−1,a′n−1 , (4.4)
com a′i = max{i,min{ai, bai+1 − 1}} (em que assumimos que bn+1 = n+ 1 para o caso ai = n),
para 1 ≤ i ≤ n− 1, e
εσ = εb′n,n · · · εb′2,2 , (4.5)
com
b′n =
{
bn se an−1 = n− 1
n caso contra´rio
e b′j =

bj se aj−1 = j − 1
min{j, baj−1+1} se j ≤ aj−1 < aj
min{j, b′j+1} se aj = aj−1 ,
(definidos recursivamente) para 2 ≤ j ≤ n− 1.
Observemos que εσ e εσ esta˜o ambos representados na forma cano´nica.
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Exemplo 4.2.1 Sejam
σ =
(
1 2 3 4 5 6 7 8 9 10 11 12
1 1 1 1 1 6 6 6 6 6 9 12
)
= σ1,5σ2,5σ3,5σ4,5σ5,5σ6,10σ7,10σ8,10σ9,11σ10,11σ11,11 ∈ O−12 (notemos que σ 6∈ O−3×4)
e
ε =
(
1 2 3 4 5 6 7 8 9 10 11 12
5 5 8 8 8 8 8 8 12 12 12 12
)
= ε9,12ε9,11ε9,10ε9,9ε3,8ε3,7ε3,6ε1,5ε1,4ε1,3ε1,2 ∈ O+12 (notemos que ε ∈ O+3×4).
Enta˜o
εσ = σ1,2σ2,2σ3,3σ4,4σ5,5σ6,8σ7,8σ8,8σ9,9σ10,10σ11,11
=
(
1 2 3 4 5 6 7 8 9 10 11 12
1 1 3 4 5 6 6 6 9 10 11 12
)
∈ O−12 (notemos que ε  σ ∈ O−3×4)
e
εσ = ε9,12ε9,11ε9,10ε9,9ε8,8ε7,7ε3,6ε3,5ε3,4ε3,3ε2,2
=
(
1 2 3 4 5 6 7 8 9 10 11 12
1 2 6 6 6 6 7 8 12 12 12 12
)
∈ O+12 (notemos que εσ 6∈ O+3×4).
Relativamente a estas acc¸o˜es prova-se [51] que a func¸a˜o
O−n onO+n −→ On
(σ, ε) 7→ σε
e´ um homomorfismo sobrejectivo (ver tambe´m a Subsecc¸a˜o 4.4.1).
A nossa estrate´gia para construir um produto semidirecto bilateral O−m×nonO+m×n baseia-se
na observac¸a˜o geral que a seguir efectuamos.
Sejam S um mono´ide e S− e S+ dois submono´ides de S. Consideremos uma acc¸a˜o esquerda
δ de S+ em S− e uma acc¸a˜o direita ϕ de S− em S+,
δ : S+ −→ T (S−)
u 7−→ δu : S− −→ S−
s 7−→ us
e
ϕ : S− −→ T (S+)
s 7−→ ϕs : S+ −→ S+
u 7−→ us
,
tais que a func¸a˜o
S−onS+ −→ S
(s, u) 7→ su
e´ um homomorfismo.
Consideremos agora um submono´ide T de S, um submono´ide T− de S− e um submono´ide
T+ de S+. E´ uma questa˜o de rotina verificar que, se u s ∈ T− e us ∈ T+, para quaisquer
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s ∈ T− e u ∈ T+, enta˜o δ induz uma acc¸a˜o esquerda de T+ em T− e ϕ induz uma acc¸a˜o direita
de T− em T+. Se, ale´m disso, T = T−T+ enta˜o tambe´m a func¸a˜o
T−onT+ −→ T
(s, u) 7→ su (4.6)
e´ um homomorfismo sobrejectivo.
De seguida, focamos a nossa atenc¸a˜o nos mono´ides Om×n, O−m×n e O+m×n.
Primeiro, caracterizamos as formas cano´nicas dos elementos de O−m×n e de O+m×n.
Proposic¸a˜o 4.2.2 Sejam σ = σ1,a1 · · ·σmn−1,amn−1 ∈ O−mn e ε = εbmn,mn · · · εb2,2 ∈ O+mn cano-
nicamente representados. Enta˜o:
1. σ ∈ O−m×n se e so´ se i ≡ 0 (modn) implica ai ≡ 0 (modn), para i ∈ {1, . . . ,mn− 1};
2. ε ∈ O+m×n se e so´ se j ≡ 1 (modn) implica bj ≡ 1 (modn), para j ∈ {2, . . . ,mn}.
Demonstrac¸a˜o. Comec¸amos por demonstrar a propriedade 1. Suponhamos que existe um
elemento i ∈ {1, . . . ,mn − 1} tal que i ≡ 0 (modn) e ai 6≡ 0 (modn). Como σ esta´ na forma
cano´nica, temos (ai)σ ≤ i e (ai + 1)σ > i. De facto, ai = max({1, . . . , i}σ−1), pelo que
ai ∈ {1, . . . , i}σ−1 e ai + 1 /∈ {1, . . . , i}σ−1 donde aiσ ∈ {1, . . . , i} e (ai + 1)σ /∈ {1, . . . , i} e,
portanto, aiσ ≤ i e (ai + 1)σ > i. Como i ≡ 0 (modn), enta˜o (ai)σ, (ai + 1)σ 6∈ Ak, para
todo k ∈ {1, . . . ,m}. Por outro lado, como ai 6≡ 0 (modn), enta˜o ai, ai + 1 ∈ Ak, para algum
k ∈ {1, . . . ,m}. Assim σ /∈ O−m×n.
Reciprocamente, suponhamos que i ≡ 0 (modn) implica ai ≡ 0 (modn), para todo o ele-
mento i ∈ {1, . . . ,mn − 1}. Sejam x, y ∈ Xmn tais que x ≤ y. Suponhamos que xσ, yσ 6∈ Ak,
para todo k ∈ {1, . . . ,m}. Enta˜o xσ < yσ e existe i ∈ {xσ, . . . , yσ−1} tal que i ≡ 0 (modn). De
axσ = max({1, . . . , xσ}σ−1) e xσ ≤ i, resulta que x ≤ axσ ≤ ai. Por outro lado, yσ /∈ {1, . . . , i}
e assim, como ai = max({1, . . . , i}σ−1), temos que ai < y. Donde, x ≤ axσ ≤ ai < y e, pela
hipo´tese, ai ≡ 0 (modn), portanto x, y 6∈ Ak, para todo k ∈ {1, . . . ,m}. Assim σ ∈ O−m×n.
De seguida demonstramos 2. Analogamente ao que fizemos em 1, suponhamos que existe
um elemento j ∈ {2, . . . ,mn} tal que j ≡ 1 (modn) e bj 6≡ 1 (modn). De acordo com a forma
cano´nica de ε, temos (bj − 1)ε < j ≤ (bj)ε. Como j ≡ 1 (modn), enta˜o (bj − 1)ε, (bj)ε 6∈ Ak,
para todo k ∈ {1, . . . ,m}. No entanto, como bj 6≡ 1 (modn), enta˜o existe k ∈ {1, . . . ,m} tal
que bj − 1, bj ∈ Ak e assim ε /∈ O+m×n.
Para a proposic¸a˜o rec´ıproca, usamos mais uma vez o mesmo tipo de racioc´ınio que usa´mos
em 1. Suponhamos que j ≡ 1 (modn) implica bj ≡ 1 (modn), para todo j ∈ {2, . . . ,mn}.
Sejam x, y ∈ Xmn tais que x ≤ y. Suponhamos que xε, yε 6∈ Ak, para todo k ∈ {1, . . . ,m}.
Enta˜o xε < yε e existe j ∈ {xε+ 1, . . . , yε} tal que j ≡ 1 (modn). Temos que x < bj ≤ byε ≤ y
e, pela hipo´tese, bj ≡ 1 (modn), donde x, y 6∈ Ak, para todo k ∈ {1, . . . ,m} e assim ε ∈ O+m×n,
como pretend´ıamos.
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Lema 4.2.3 Sejam σ = σ1,a1 · · ·σmn−1,amn−1 ∈ O−m×n e ε = εbmn,mn · · · εb2,2 ∈ O+m×n. Enta˜o
εσ ∈ O−m×n e εσ ∈ O+m×n.
Demonstrac¸a˜o. Comec¸amos por demonstrar que ε σ ∈ O−m×n. Suponhamos que ε σ =
σ1,a′1 · · ·σmn−1,a′mn−1 tal como foi definido em (4.4). Seja i ∈ {1, . . . ,mn − 1} tal que i ≡
0 (modn). Enta˜o, como σ ∈ O−m×n, temos ai ≡ 0 (modn). Se a′i = ai ou a′i = i, enta˜o
trivialmente a′i ≡ 0 (modn). Assim, admitamos que a′i = bai+1−1. Como ai ≡ 0 (modn), enta˜o
ai + 1 ≡ 1 (modn). Agora, como ε ∈ O+m×n, enta˜o bai+1 ≡ 1 (modn) e assim a′i = bai+1 − 1 ≡
0 (modn). Logo εσ ∈ O−m×n.
Seguidamente, provamos que εσ ∈ O+m×n. Tomemos εσ = εb′mn,mn · · · εb′2,2, como definido
em (4.5). Seja j ∈ {2, . . . ,mn} tal que j ≡ 1 (modn). Assim, como ε ∈ O+m×n, enta˜o bj ≡
1 (modn). Observemos que j < mn. Analisemos os diferentes casos da definic¸a˜o de b′j.
Se aj−1 = j − 1 enta˜o b′j = bj ≡ 1 (modn).
Se j ≤ aj−1 < aj obtemos b′j = min{j, baj−1+1}. Se b′j = j, enta˜o trivialmente b′j ≡ 1 (modn).
Por outro lado admitamos que b′j = baj−1+1. Como j − 1 ≡ 0 (modn) e σ ∈ O−m×n, enta˜o
aj−1 ≡ 0 (modn), donde aj−1 + 1 ≡ 1 (modn) e assim b′j = baj−1+1 ≡ 1 (modn).
Resta-nos considerar aj = aj−1. Neste caso, b′j = min{j, b′j+1}. Se j ≤ b′j+1 enta˜o b′j = j ≡
1 (modn). Por conseguinte, admitamos que j > b′j+1. Temos b
′
j = b
′
j+1 < j.
Seja k ∈ {j, . . . ,mn− 1} o maior ı´ndice tal que ak = ak−1 = · · · = aj = aj−1.
Primeiro, mostramos que b′k+1 = b
′
k = · · · = b′j+1 = b′j. De modo a obtermos uma con-
tradic¸a˜o, suponhamos que existe t ∈ {j + 1, . . . , k + 1} tal que b′t > b′t−1 = · · · = b′j. Enta˜o,
como at−1 = at−2, temos b′t > b
′
t−1 = min{t − 1, b′t} (observemos que t − 1 ≤ k < mn), assim
j ≤ t− 1 = b′t−1 = b′j < j, o que e´ uma contradic¸a˜o.
A seguir, recordemos que aj−1 ≡ 0 (modn). Donde, ak ≡ 0 (modn). Se k = mn − 1
enta˜o, como amn−1 ≥ mn − 1 e amn−1 ≡ 0 (modn), teremos de ter amn−1 = mn e assim
j > b′j = b
′
mn = mn, o que e´ uma contradic¸a˜o. Logo k < mn − 1. Ale´m disso, temos
ak+1 > ak = ak−1 = · · · = aj = aj−1.
Se ak = k enta˜o b
′
j = b
′
k+1 = bk+1 ≡ 1 (modn), visto que k + 1 = ak + 1 ≡ 1 (modn) e
ε ∈ O+m×n.
Finalmente, suponhamos que ak+1 > ak ≥ k + 1. Enta˜o b′j = b′k+1 = min{k + 1, bak+1}. Se
k+ 1 ≤ bak+1 enta˜o j > b′j = k+ 1 ≥ j + 1, o que e´ uma contradic¸a˜o. Portanto, k+ 1 > bak+1 e
assim b′j = bak+1. De ak + 1 ≡ 1 (modn), resulta que b′j = bak+1 ≡ 1 (modn), como quer´ıamos
demonstrar.
O lema anterior permite-nos considerar o produto semidirecto bilateral O−m×nonO+m×n indu-
zido pelo produto semidirecto bilateral O−mnonO+mn. Ademais, como Om×n = O−m×nO+m×n (ver
a Subsecc¸a˜o 1.4.4), por (4.6) obtemos:
Teorema 4.2.4 O mono´ide Om×n e´ uma imagem homomorfa de O−m×nonO+m×n.
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Vimos, na Subsecc¸a˜o 1.4.4, que o mono´ide ODm×n e´ gerado por Om×n e C2. Tal como
PODIn se decompo˜e usando um produto semidirecto ou um produto semidirecto reverso
atrave´s dos seus submono´ides POIn e C2, tambe´m, de uma forma ana´loga, podemos obter
o mono´ide ODm×n como quociente de um produto semidirecto e de um produto semidirecto
reverso dos seus submono´ides Om×n e C2. Para isso, basta considerar a aplicac¸a˜o
δ : C2 −→ T (Om×n)
x 7−→ δx : Om×n −→ Om×n
s 7−→ xs = xsx.
Apesar do contexto ser diferente, as justificac¸o˜es de que a aplicac¸a˜o que definimos e´ de facto
um anti-homomorfismo de mono´ides e de que as condic¸o˜es x  (sr) = (x s)(x r) e 1 s = s
sa˜o verificadas, para quaisquer x ∈ C2 e s, r ∈ Om×n, sa˜o semelhantes a`s da decomposic¸a˜o de
PODIn e por isso decidimos omiti-las. Temos assim uma acc¸a˜o esquerda de C2 em Om×n.
Relembremos a permutac¸a˜o h =
(
1 2 · · · mn− 1 mn
mn mn− 1 · · · 2 1
)
definida na Subsecc¸a˜o
1.4.4. Dado que, para s ∈ ODm×n temos s ∈ Om×n ou s = (sh)h com sh ∈ Om×n, a aplicac¸a˜o
µ : Om×no C2 −→ ODm×n
(s, x) 7−→ sx
e´ sobrejectiva. Por outro lado, mais uma vez a` semelhanc¸a do que acontece com o mono´ide
PODIn em relac¸a˜o aos seus submono´ides POIn e C2, temos ((s, x)(r, y))µ = (s(xr), xy)µ =
(sxrx, xy)µ = sxrx2y = sxry = (s, x)µ(r, y)µ, para quaisquer s, r ∈ Om×n e x, y ∈ C2, e assim
µ e´ um homomorfismo.
Observemos agora que, se (s, x) ∈ E(Om×noC2) enta˜o x = 1. Ale´m disso, se (s, 1), (r, 1) ∈
E(Om×noC2) verificam (s, 1)µ = (r, 1)µ temos s = r. Logo, em particular, µ separa idempo-
tentes.
Conclu´ımos que:
Proposic¸a˜o 4.2.5 O mono´ide Om×noC2 e´ uma cobertura do mono´ide ODm×n.
Como C2 e´ um mono´ide comutativo, a acc¸a˜o esquerda de C2 em Om×n definida atra´s pode
ser considerada como uma acc¸a˜o direita de C2 em Om×n: sx = xsx, para quaisquer s ∈ Om×n e
x ∈ C2. Temos enta˜o um produto semidirecto reverso C2nOm×n que, de acordo com o que foi
observado na Secc¸a˜o 1.5, e´ isomorfo a (Orm×noC2)r. Ale´m disso, a aplicac¸a˜o
µ : C2n Om×n −→ ODm×n
(x, s) 7−→ xs
e´ um homomorfismo sobrejectivo que separa idempotentes. Donde:
Proposic¸a˜o 4.2.6 O mono´ide C2nOm×n e´ uma cobertura do mono´ide ODm×n.
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4.3 Construindo produtos semidirectos bilaterais
Nesta secc¸a˜o desenvolvemos um me´todo para obter produtos semidirectos bilaterais que con-
siste na construc¸a˜o de um produto semidirecto bilateral de dois mono´ides livres que, sob de-
terminadas condic¸o˜es, induz um produto semidirecto bilateral de dois mono´ides definidos por
apresentac¸o˜es associadas a esses mono´ides livres. Na secc¸a˜o seguinte, aplicamos esse me´todo a
alguns mono´ides de transformac¸o˜es. Em particular obtemos uma demonstrac¸a˜o para o resultado
de Kunze [51] do semigrupo On mencionado na secc¸a˜o anterior.
Sejam A e B dois alfabetos. Suponhamos que temos acc¸o˜es definidas nas letras a ∈ A e
b ∈ B que verificam
ba ∈ A ∪ {1}, 1a = a, b1 = 1, 11 = 1 (4.7)
e
ba ∈ B∗, b1 = b, 1a = 1, 11 = 1. (4.8)
Enta˜o primeiro, indutivamente no comprimento de u ∈ B+, para a ∈ A∪{1} e b ∈ B, definimos
(ub)a = u(ba) (4.9)
e
(ub)a = ubaba. (4.10)
Segundo, indutivamente no comprimento s ∈ A+, para u ∈ B∗ e a ∈ A, definimos
u(as) = (ua)(ua s) (4.11)
e
uas = (ua)s. (4.12)
Assim, temos aplicac¸o˜es bem definidas
δ : B∗ −→ T (A∗)
u 7−→ δu : A∗ −→ A∗
s 7−→ us
e
ϕ : A∗ −→ T (B∗)
s 7−→ ϕs : B∗ −→ B∗
u 7−→ us.
Lema 4.3.1 Sejam s ∈ A∗ e u ∈ B∗. Enta˜o:
(a) 1s = s e 1s = 1;
(b) u1 = 1 e u1 = u.
Demonstrac¸a˜o. (a) Para |s| ≤ 1 as igualdades sa˜o consequeˆncia directa de (4.7) e (4.8),
respectivamente. Agora, prosseguimos por induc¸a˜o no comprimento de s. Suponhamos que
|s| > 1 e sejam a ∈ A e s′ ∈ A+ tais que s = as′. Como 1 ≤ |s′| < |s|, por hipo´tese de induc¸a˜o,
temos 1s′ = s′ e 1s′ = 1, assim
1s = 1(as′) = (1a)(1a s′) = a(1s′) = as′ = s,
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aplicando (4.11), e
1s = 1as
′
= (1a)s
′
= 1s
′
= 1,
usando (4.12).
(b) Para |u| ≤ 1 as igualdades sa˜o novamente consequeˆncia directa de (4.7) e (4.8), respec-
tivamente. Usaremos agora induc¸a˜o no comprimento de u. Suponhamos que |u| > 1 e sejam
b ∈ B e u′ ∈ B+ tais que u = u′b. Dado que 1 ≤ |u′| < |u|, por hipo´tese de induc¸a˜o, temos
u′ 1 = 1 e u′1 = u′, donde
u1 = (u′b)1 = u′ (b1) = u′ 1 = 1,
aplicando (4.9), e
u1 = (u′b)1 = u′b1b1 = u′1b = u′b = u,
usando (4.10).
Provamos agora que δ e ϕ verificam SPR e SCR.
Lema 4.3.2 Sejam s, r ∈ A∗ e u, v ∈ B∗. Enta˜o:
(SCR) u(sr) = (us)(us r);
(SPR) (uv)s = uvsvs.
Demonstrac¸a˜o. (SCR) Se s = 1 ou r = 1, a igualdade decorre do Lema 4.3.1 (b). Assim,
admitimos que s, r ∈ A+ e prosseguimos por induc¸a˜o no comprimento de s. Se |s| = 1 a
igualdade resulta de (4.11). Enta˜o, seja s = as′, com a ∈ A e s′ ∈ A+. Visto que 1 ≤ |s′| < |s|,
temos
u(sr) = u(as′r)
= (ua)(ua (s′r)) (por (4.11))
= (ua)(ua s′)((ua)s′ r) (por hipo´tese de induc¸a˜o)
= (u(as′))(uas′ r) (por (4.11) e (4.12))
= (us)(us r) .
(SPR) Primeiro, para u ∈ B∗ e a ∈ A, mostramos que (uv)a = uvava. Se u = 1 esta
igualdade decorre de (4.8) (observemos que v a ∈ A ∪ {1}). Assim, suponhamos que |u| ≥ 1.
Continuamos por induc¸a˜o no comprimento de v. Se v = 1 esta igualdade e´ consequeˆncia de
(4.7) e (4.8) e se |v| = 1 e´ consequeˆncia de (4.10). Tendo isto em conta, seja v = v′b, com
v′ ∈ B+ e b ∈ B. Enta˜o, como 1 ≤ |v′| < |v| e ba ∈ A ∪ {1}, temos
(uv)a = (uv′b)a
= (uv′)baba (por (4.10))
= uv
′(ba)v′baba (por hipo´tese de induc¸a˜o)
= u(v
′b)a(v′b)a (por (4.9) e (4.10))
= uvava .
100
4.3. Construindo produtos semidirectos bilaterais
Demonstramos agora a igualdade para s ∈ A∗ por induc¸a˜o no comprimento de s. Estando
o caso |s| ≤ 1 provado, tomemos s = as′, com a ∈ A e s′ ∈ A+. Enta˜o, como 1 ≤ |s′| < |s| e
v a ∈ A ∪ {1}, obtemos
(uv)s = (uv)as
′
= ((uv)a)s
′
(por (4.12))
= (uvava)s
′
(pelo caso |s| = 1)
= (uva)v
as′(va)s
′
(por hipo´tese de induc¸a˜o)
= u(va)(v
as′)vas
′
(por (4.12) e Lema 4.3.1 (b))
= uv(as
′)vas
′
(por (4.11))
= uvsvs ,
como pretend´ıamos.
Lema 4.3.3 Sejam s, r ∈ A∗ e u, v ∈ B∗. Enta˜o:
(a) (uv)s = u(v s);
(b) usr = (us)r.
Demonstrac¸a˜o. (a) Primeiro demonstramos que (uv) a = u (v a), para a ∈ A ∪ {1}, por
induc¸a˜o no comprimento de v. Para |v| ≤ 1 a igualdade resulta directamente de (4.7) e (4.9).
Enta˜o, suponhamos que |v| > 1 e sejam b ∈ B e v′ ∈ B+ tais que v = v′b. Como 1 ≤ |v′| < |v|
e ba ∈ A ∪ {1}, por (4.9) e pela hipo´tese de induc¸a˜o, temos
(uv)a = (uv′b)a = (uv′)(ba) = u(v′ (ba)) = u((v′b)a) = u(v a).
Continuamos por induc¸a˜o no comprimento de s. Suponhamos que |s| > 1 e sejam a ∈ A e
s′ ∈ A+ tais que s = as′. Enta˜o, como 1 ≤ |s′| < |s|, temos
(uv)s = (uv)(as′)
= ((uv)a)((uv)a s′) (por (4.11))
= (u(v a))((uvava)s′) (pelo caso |s| = 1 e (SPR))
= (u(v a))(uva (va s′)) (por hipo´tese de induc¸a˜o)
= u((v a)(va s′)) (por (SCR))
= u(v (as′)) (por (4.11))
= u(v s) .
(b) Se s = 1 ou r = 1, a igualdade e´ consequeˆncia imediata do Lema 4.3.1(b). Admitamos que
s, r ∈ A+. Prosseguimos por induc¸a˜o no comprimento de s. Se |s| = 1 a igualdade vem de
(4.12). Assim, seja s = as′, com a ∈ A e s′ ∈ A+. Visto que 1 ≤ |s′| < |s|, temos
usr = uas
′r = (ua)s
′r = ((ua)s
′
)r = (uas
′
)r = (us)r,
aplicando (4.12) nas segunda e quarta expresso˜es e a hipo´tese de induc¸a˜o na terceira.
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Proposic¸a˜o 4.3.4 As aplicac¸o˜es δ e ϕ sa˜o as u´nicas acc¸a˜o esquerda de B∗ em A∗ e direita de
A∗ em B∗, respectivamente, que estendem as acc¸o˜es dadas nas letras.
Demonstrac¸a˜o. Deduz-se imediatamente dos Lemas 4.3.1-4.3.3 que as operac¸o˜es definidas por
(4.7)-(4.12) sa˜o uma acc¸a˜o esquerda de B∗ em A∗ e uma acc¸a˜o direita de A∗ em B∗. Resta-nos
apenas provar a unicidade.
Sejam δ′ e ϕ′ uma acc¸a˜o esquerda de B∗ em A∗ e uma acc¸a˜o direita de A∗ em B∗, res-
pectivamente, tais que (a)δ′b = (a)δb e (b)ϕ
′
a = (b)ϕa, para quaisquer a ∈ A e b ∈ B. Sejam
s ∈ A∗ e u ∈ B∗. Pretendemos mostrar que (s)δ′u = (s)δu e (u)ϕ′s = (u)ϕs. Se s = 1 ou u = 1,
enta˜o, por definic¸a˜o, ambas as igualdades sa˜o va´lidas. Admitamos que s ∈ A+ e u ∈ B+.
Prosseguimos por induc¸a˜o no comprimento de s. Suponhamos que |s| = 1. Enta˜o, por induc¸a˜o
no comprimento de u, mostramos que (a)δ′u = (a)δu e (u)ϕ
′
a = (u)ϕa, para quaisquer a ∈ A e
u ∈ B+. Se |u| = 1 temos precisamente a nossa hipo´tese principal. Assim, tomemos u = vb,
com b ∈ B e v ∈ B+. Seja a′ = (a)δ′b = (a)δb. Observemos que a′ ∈ A ∪ {1}. Enta˜o
(a)δ′u = (a)δ
′
vb = ((a)δ
′
b)δ
′
v = (a
′)δ′v = (a
′)δv = ((a)δb)δv = (a)δvb = (a)δu e
(u)ϕ′a= (vb)ϕ
′
a= (v)ϕ
′
(a)δ′b
(b)ϕ′a= (v)ϕ
′
a′(b)ϕ
′
a= (v)ϕa′(b)ϕa= (v)ϕ(a)δb(b)ϕa= (vb)ϕa= (u)ϕa,
aplicando em ambas as cadeias de igualdades a hipo´tese de induc¸a˜o na quarta expressa˜o. Su-
ponhamos, por hipo´tese de induc¸a˜o, que (r)δ′u = (r)δu e (u)ϕ
′
r = (u)ϕr, para qualquer u ∈ B+
e qualquer r ∈ A+ tal que 1 ≤ |r| < |s|. Tomemos u ∈ B+ e s = ar com a ∈ A e r ∈ A+.
Portanto temos
(s)δ′u = (ar)δ
′
u = (a)δ
′
u(r)δ
′
(u)ϕ′a = (a)δ
′
u(r)δ
′
(u)ϕa = (a)δu(r)δ(u)ϕa = (ar)δu = (s)δu
e
(u)ϕ′s = (u)ϕ
′
ar = ((u)ϕ
′
a)ϕ
′
r = ((u)ϕa)ϕ
′
r = ((u)ϕa)ϕr = (u)ϕar = (u)ϕs,
como quer´ıamos demonstrar.
Dualmente, suponhamos que temos definidas acc¸o˜es nas letras a ∈ A e b ∈ B satisfazendo
ba ∈ A∗, 1a = a, b1 = 1, 11 = 1 (4.13)
e
ba ∈ B ∪ {1}, b1 = b, 1a = 1, 11 = 1. (4.14)
Enta˜o primeiro, indutivamente no comprimento de s ∈ A+, para a ∈ A e b ∈ B∪{1}, definimos
bas = (ba)s (4.15)
e
b(as) = (ba)(ba s). (4.16)
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Segundo, indutivamente no comprimento de u ∈ B+, para s ∈ A∗ e b ∈ B, definimos
(ub)s = ubsbs (4.17)
e
(ub)s = u(bs). (4.18)
De forma ana´loga temos:
Proposic¸a˜o 4.3.5 As aplicac¸o˜es definidas por (4.13)-(4.18) sa˜o as u´nicas acc¸a˜o esquerda de
B∗ em A∗ e acc¸a˜o direita de A∗ em B∗ que estendem as acc¸o˜es dadas nas letras.
Se tivermos (4.7) e (4.14), enta˜o as acc¸o˜es definidas por (4.9)-(4.12) e por (4.15)-(4.18)
coincidem.
Observemos ainda que, como casos particulares de ambas as Proposic¸o˜es 4.3.4 e 4.3.5,
obtemos construc¸o˜es de produtos semidirectos A∗oB∗ e de produtos semidirectos reversos
A∗nB∗ apenas definindo acc¸o˜es nas letras (sem qualquer restric¸a˜o para o caso de produtos
semidirectos reversos, pela Proposic¸a˜o 4.3.4, e para produtos semidirectos, pela Proposic¸a˜o
4.3.5; e com a restric¸a˜o (4.7) para produtos semidirectos, pela Proposic¸a˜o 4.3.4, e a restric¸a˜o
(4.14) para produtos semidirectos reversos, pela Proposic¸a˜o 4.3.5).
Sejam δ uma acc¸a˜o esquerda de B∗ em A∗ e ϕ uma acc¸a˜o direita de A∗ em B∗.
Dizemos que δ [respectivamente, ϕ] preserva letras se δ satisfaz (4.7) [respectivamente,
(4.14)], i.e. a acc¸a˜o de uma letra noutra letra e´ uma letra ou a palavra vazia.
Sejam R um conjunto de relac¸o˜es em A∗ e U um conjunto de relac¸o˜es em B∗. Sejam S
e T mono´ides definidos pelas apresentac¸o˜es 〈A | R〉 e 〈B | U〉, respectivamente. Assumimos
que estas apresentac¸o˜es sa˜o irredundantes nas letras, i.e. letras distintas representam geradores
distintos.
Dizemos que a acc¸a˜o δ [respectivamente, ϕ] preserva as apresentac¸o˜es 〈A | R〉 e 〈B | U〉 se
bs = br em S [respectivamente, bs = br em T ],
para quaisquer (s = r) ∈ R e b ∈ B, e
ua = v a em S [respectivamente ua = va em T ],
para quaisquer (u = v) ∈ U e a ∈ A.
Para os pro´ximos dois lemas fixamos uma acc¸a˜o esquerda de B∗ em A∗ e uma acc¸a˜o direita de
A∗ em B∗, que preservam letras e preservam as apresentac¸o˜es irredundantes nas letras 〈A | R〉
e 〈B | U〉. Pretendemos mostrar que estas acc¸o˜es nos mono´ides livres induzem um produto
semidirecto bilateral SonT .
Lema 4.3.6 Sejam z ∈ A∗ e w1, w2 ∈ B∗ tais que w1 = w2 em T . Enta˜o, temos w1 z = w2 z
em S e wz1 = w
z
2 em T .
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Demonstrac¸a˜o. E´ claro que, para z = 1 o lema e´ consequeˆncia da definic¸a˜o. Assim, supomos
que z ∈ A+ e prosseguimos por induc¸a˜o no comprimento de z.
Primeiro, observemos que, como a acc¸a˜o esquerda preserva letras e a apresentac¸a˜o 〈A | R〉
e´ irredundante nas letras, temos que u a = v a em S se e so´ se u a ≡ v a, para quaisquer
u, v ∈ B∗ e a ∈ A ∪ {1}.
Seja a ∈ A. Temos como objectivo provar que w1 a = w2 a em S (i.e. w1 a ≡ w2 a)
e w1
a = w2
a em T . E´ uma questa˜o de rotina mostrar que e´ suficiente considerar transic¸o˜es
elementares. Portanto, sem perda de generalidade, sejam w1 ≡ guh e w2 ≡ gvh, com g, h ∈ B∗
e (u = v) ∈ U . Seja a′=ha ∈ A ∪ {1}. Temos que ua′=v a′ em S e assim ua′≡v a′, donde
g (ua′) ≡ g (v a′), i.e. w1 a ≡ w2 a. Por outro lado, gua′ ≡ gva′ e ua′ = va′ em T , donde
wa1 ≡ gu(ha)uhaha ≡ gua
′
ua
′
ha = gva
′
va
′
ha ≡ gv(ha)vhaha ≡ wa2 .
Seja z = az′, com a ∈ A e z′ ∈ A+. Como wa1 = wa2 em T e 1 ≤ |z′| < |z|, por hipo´tese de
induc¸a˜o, temos wa1 z′ = wa2 z′ em S e (wa1)z
′
= (wa2)
z′ em T . Logo
wz1 ≡ waz
′
1 ≡ (wa1)z
′
= (wa2)
z′ ≡ waz′2 ≡ wz2
e, como tambe´m w1 a = w2 a em S,
w1 z ≡ w1 (az′) ≡ (w1 a)(wa1 z′) = (w2 a)(wa2 z′) ≡ w2 (az′) ≡ w2 z,
como pretend´ıamos.
Analogamente, por dualidade, temos:
Lema 4.3.7 Sejam z1, z2 ∈ A∗ e w ∈ B∗ tais que z1 = z2 em S. Enta˜o, temos w z1 = w z2
em S e wz1 = wz2 em T .
De seguida combinamos os dois lemas anteriores. Tomemos enta˜o z1, z2 ∈ A∗ e w1, w2 ∈ B∗
tais que z1 = z2 em S e w1 = w2 em T . De w1 = w2 em T resulta, pelo Lema 4.3.6, que
w1z1 = w2z1 em S e w1z1 = w2z1 em T . Usando agora o Lema 4.3.7, de z1 = z2 em S obtemos
w2 z1 = w2 z2 em S e w2z1 = w2z2 em T . Enta˜o w1 z1 = w2 z2 em S e w1z1 = w2z2 em T .
Prova´mos assim:
Teorema 4.3.8 Se uma acc¸a˜o esquerda de B∗ em A∗ e uma acc¸a˜o direita de A∗ em B∗ pre-
servam letras e preservam as apresentac¸o˜es irredundantes nas letras 〈A | R〉 e 〈B | U〉 dos
mono´ides S e T respectivamente, enta˜o induzem uma acc¸a˜o esquerda de T em S e uma acc¸a˜o
direita de S em T , ou seja, induzem um produto semidirecto bilateral SonT .
Sejam M um mono´ide e S e T dois submono´ides de M . Sejam A e B conjuntos de geradores
de S e T , respectivamente. Suponhamos que temos definido um produto semidirecto bilateral
SonT .
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Dizemos que a acc¸a˜o esquerda [respectivamente, direita] de T em S [respectivamente, de S
em T ] preserva A [respectivamente, B] se ba ∈ A ∪ {1} [respectivamente, ba ∈ B ∪ {1}], para
quaisquer a ∈ A e b ∈ B. Notemos que, se a acc¸a˜o esquerda preserva A enta˜o ua ∈ A ∪ {1},
para quaisquer a ∈ A e u ∈ T . Analogamente, se a acc¸a˜o direita preserva B enta˜o bs ∈ B∪{1},
para quaisquer b ∈ B e s ∈ S. Nestas condic¸o˜es, temos:
Lema 4.3.9 Se ba = (ba)ba em M , para quaisquer a ∈ A e b ∈ B, e a acc¸a˜o esquerda preserva
A ou a acc¸a˜o direita preserva B, enta˜o us = (us)us em M , para quaisquer s ∈ S e u ∈ T .
Demonstrac¸a˜o. Demonstramos o lema admitindo que a acc¸a˜o esquerda preserva A. O outro
caso e´ semelhante.
Sejam s ∈ S e u ∈ T . Comec¸amos por efectuar induc¸a˜o no comprimento de s em relac¸a˜o
a A (cf. definic¸a˜o na pa´gina 14). Se |s| = 0 enta˜o a igualdade e´ consequeˆncia imediata da
definic¸a˜o. Precisamos tambe´m de provar o caso |s| = 1, i.e. ua = (ua)ua, para a ∈ A e u ∈ T .
Se |u| = 0 ou |u| = 1 a igualdade e´ consequeˆncia da definic¸a˜o ou da hipo´tese principal,
respectivamente. Assim, prosseguindo por induc¸a˜o no comprimento de u (em relac¸a˜o a B),
admitimos a igualdade para 1 ≤ |u| < k. Seja u ∈ T tal que |u| = k. Enta˜o u = bv, para algum
b ∈ B e algum v ∈ T com comprimento k − 1. Seja a′ = v a ∈ A ∪ {1}. Donde
ua = b(va) = b((v a)va)= (ba′)va= (ba′)ba′va= (b(v a))bvava= ((bv)a)(bv)a= (ua)ua,
aplicando a hipo´tese de induc¸a˜o na segunda expressa˜o e (SPR) na sexta expressa˜o.
Por hipo´tese de induc¸a˜o, suponhamos que us = (u  s)us, para u ∈ T e s ∈ S tal que
1 ≤ |s| < n. Sejam s um elemento de S com comprimento n e u ∈ T . Temos que s = ra, para
algum a ∈ A e algum r ∈ S com comprimento n− 1. Seja v = ur ∈ T . Assim temos
us=(ur)a=((ur)ur)a=(ur)(va)=(ur)(v a)va=(ur)(ur a)(ur)a=(u(ra))ura=(us)us,
aplicando a hipo´tese de induc¸a˜o na segunda expressa˜o, o caso |s| = 1 na quarta expressa˜o e
(SCR) na sexta expressa˜o.
Podemos agora demonstrar o resultado principal desta secc¸a˜o.
Teorema 4.3.10 Sejam M um mono´ide e S e T dois submono´ides de M gerados por A e B,
respectivamente. Seja SonT um produto semidirecto bilateral de S e T tal que a acc¸a˜o esquerda
preserva A ou a acc¸a˜o direita preserva B. Se A ∪ B gera M e ba = (b a)ba em M , para
quaisquer a ∈ A e b ∈ B, enta˜o M e´ uma imagem homomorfa de SonT .
Demonstrac¸a˜o. Vamos demonstrar que a aplicac¸a˜o
µ : SonT −→ M
(s, u) 7−→ su
e´ um homomorfismo sobrejectivo.
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Comec¸amos por mostrar que µ e´ um homomorfismo. Sejam (s, u), (r, v) ∈ SonT . Enta˜o
(s, u)µ(r, v)µ = surv = s(ur)urv = (s(ur), urv)µ = ((s, u)(r, v))µ ,
aplicando o Lema 4.3.9 na segunda expressa˜o.
Vejamos que µ e´ sobrejectiva. Seja x ∈ M . Como A ∪ B gera M , podemos escrever
x = s1u1 · · · skuk, para certos s1, . . . , sk ∈ S e u1, . . . , uk ∈ T . Podemos tambe´m admitir que k
e´ o menor inteiro positivo para o qual tal decomposic¸a˜o existe. Suponhamos que k ≥ 2. Enta˜o,
aplicando o Lema 4.3.9, temos
x = s1u1 · · · sk−1(uk−1sk)uk = s1u1 · · · sk−1(uk−1 sk)uskk−1uk ,
o que contradiz a minimalidade de k, visto que sk−1(uk−1 sk) ∈ S e uskk−1uk ∈ T . Conclu´ımos
assim que k = 1 e, portanto, µ e´ sobrejectiva.
Veremos de seguida como podemos obter este u´ltimo resultado de outra forma. Em [56]
Lavers estabelece condic¸o˜es atrave´s das quais uma apresentac¸a˜o para um produto semidirecto
bilateral de dois mono´ides finitamente apresenta´veis e´ finitamente apresenta´vel e fornece apre-
sentac¸o˜es sujeitas a essas condic¸o˜es. Recordamos aqui alguns conceitos que podem ser encon-
trados em [56].
Sejam S e T dois mono´ides definidos pelas apresentac¸o˜es 〈A | R〉 e 〈B | U〉, respectivamente.
Suponhamos que temos definido um produto semidirecto bilateral SonT . A acc¸a˜o direita de S
em T induz uma acc¸a˜o direita de A∗/ρR em B∗/ρU e a acc¸a˜o esquerda de T em S induz uma
acc¸a˜o esquerda de B∗/ρU em A∗/ρR de modo que A∗/ρRonB∗/ρU e´ isomorfo a SonT . Sejam S ′ e
T ′ conjuntos de representantes de ρR e ρU , respectivamente. Seja η a aplicac¸a˜o que transforma
uma palavra de A∗ no u´nico elemento de S ′ com o qual e´ congruente e, analogamente, υ a
aplicac¸a˜o que transforma uma palavra de B∗ no u´nico elemento de T ′ com o qual e´ congruente.
Para s ∈ A∗ e t ∈ B∗ denotamos por ts [respectivamente, ts] o elemento de S ′ [respectivamente,
T ′] que representa a classe de congrueˆncia de [t]ρU [s]ρR [respectivamente, [t]
[s]ρR
ρU ]. Para X ⊆ A∗
e Y ⊆ B∗ seja Y X = {y x | x ∈ X, y ∈ Y }. Observemos que Y X ⊆ S ′.
Definimos uma famı´lia de subconjuntos de A∗ de forma recursiva que designamos por cadeia
orbital de B em A:
A1 = {aη | a ∈ A},
Ai = B Ai−1 ∪ Ai−1, i ≥ 2.
Claramente, esta famı´lia forma uma cadeia para a relac¸a˜o de inclusa˜o:
A1 ⊆ A2 ⊆ · · · ⊆ Ai ⊆ · · · .
Para cada i ≥ 1, seja
Pi = {(ba, (ba)ba) | a ∈ Ai, b ∈ Bυ}.
Tomemos tambe´m P∞ = ∪∞i=1Pi.
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Dizemos que a cadeia {Ai | i ≤ 1} e´ do´cil se para todo o i ≥ 1 as relac¸o˜es de Pi+1 sa˜o
consequeˆncia das relac¸o˜es R ∪ U ∪ Pi.
Dualmente podemos definir uma cadeia orbital do´cil de A em B.
Estamos agora em condic¸o˜es de enunciar o Teorema 3 de [56].
Teorema 4.3.11 Se os mono´ides S e T definidos por apresentac¸o˜es 〈A | R〉 e 〈B | U〉, res-
pectivamente, formam um produto semidirecto bilateral SonT tal que a cadeia orbital de A em
B ou a cadeia orbital de B em A e´ do´cil, enta˜o o mono´ide SonT e´ definido pela apresentac¸a˜o
〈A ∪B | R,U, ba = (ba)ba, a ∈ A, b ∈ B〉.
E´ evidente que, se a acc¸a˜o esquerda preserva A, i.e. ba ∈ A ∪ {1}, para quaisquer a ∈ A
e b ∈ B [respectivamente, a acc¸a˜o direita preserva B, i.e. ba ∈ B ∪ {1}, para quaisquer a ∈ A
e b ∈ B], enta˜o a cadeia orbital de B em A [respectivamente, de A em B] e´ do´cil e, pelo
Teorema 4.3.11, SonT e´ definido pela apresentac¸a˜o 〈A ∪ B | R,U, ba = (ba)ba, a ∈ A, b ∈ B〉.
Logo, se M , S e T forem mono´ides nas condic¸o˜es do Teorema 4.3.10 tais que S e T esta˜o
definidos por apresentac¸o˜es 〈A | R〉 e 〈B | U〉, respectivamente, enta˜o as relac¸o˜es R, U e
ba = (ba)ba, para quaisquer a ∈ A e b ∈ B, sa˜o va´lidas em M . Ale´m disso, pela observac¸a˜o
anterior, estamos nas condic¸o˜es do Teorema 4.3.11, pelo que SonT e´ definido pela apresentac¸a˜o
〈A ∪ B | R,U, ba = (ba)ba, a ∈ A, b ∈ B〉. Donde M e´ uma imagem homomorfa de SonT , ou
seja, daqui conclu´ımos o Teorema 4.3.10.
Como caso particular do Teorema 4.3.10, para produtos semidirectos, temos:
Corola´rio 4.3.12 Sejam M um mono´ide e S e T dois submono´ides de M gerados por A e B,
respectivamente. Seja SoT [respectivamente, SnT ] um produto semidirecto [respectivamente,
um produto semidirecto reverso] de S e T . Se A ∪ B gera M e ba = (ba)b [respectivamente,
ba = aba] em M , para quaisquer a ∈ A e b ∈ B, enta˜o M e´ uma imagem homomorfa de SoT
[respectivamente, SnT ].
4.4 Aplicac¸o˜es
Nesta secc¸a˜o, constru´ımos decomposic¸o˜es dos mono´ides On, ODn, OPn e ORn, atrave´s de um
produto semidirecto bilateral, usando a te´cnica apresentada na u´ltima secc¸a˜o.
4.4.1 O mono´ide On
A nossa primeira aplicac¸a˜o e´ uma nova demonstrac¸a˜o para a decomposic¸a˜o de Kunze [51]
atrave´s de um produto semidirecto bilateral do mono´ide On de todas as transformac¸o˜es totais
crescentes de Xn, em termos dos seus submono´ides O−n e O+n .
Recordamos aqui as transformac¸o˜es definidas na Subsecc¸a˜o 1.4.1.
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Para i ∈ {1, . . . , n− 1} tomemos
ai =
(
1 2 · · · i i+ 1 i+ 2 · · · n
1 2 · · · i i i+ 2 · · · n
)
e bi =
(
1 2 · · · i− 1 i i+ 1 · · · n
1 2 · · · i− 1 i+ 1 i+ 1 · · · n
)
.
Sejam A = {a1, . . . , an−1} e B = {b1, . . . , bn−1}. Relembramos que A e B sa˜o conjuntos
geradores de O−n e O+n , respectivamente. Ale´m disso, sendo R− o conjunto de relac¸o˜es
• a2i = ai, para 1 ≤ i ≤ n− 1,
• aiai+1ai = ai+1aiai+1 = ai+1ai, para 1 ≤ i ≤ n− 2, e
• aiaj = ajai, para 1 ≤ i, j ≤ n− 1 e |i− j| ≥ 2,
e R+ o conjunto de relac¸o˜es
• b2i = bi, para 1 ≤ i ≤ n− 1,
• bibi+1bi = bi+1bibi+1 = bibi+1, para 1 ≤ i ≤ n− 2, e
• bibj = bjbi, para 1 ≤ i, j ≤ n− 1 e |i− j| ≥ 2,
os mono´ides O−n e O+n sa˜o definidos pelas apresentac¸o˜es 〈A | R−〉 e 〈B | R+〉, respectivamente.
Por outro lado, o mono´ide On e´ gerado por A ∪ B e e´ definido pela apresentac¸a˜o 〈A ∪ B | R〉,
em que R e´ o conjunto de relac¸o˜es
• aibi = biai−1, para 2 ≤ i ≤ n− 1,
• biai = aibi+1, para 1 ≤ i ≤ n− 2,
• aibi = bi, para 1 ≤ i ≤ n− 1,
• biai = ai, para 1 ≤ i ≤ n− 1,
• bjai = aibj, para 1 ≤ i, j ≤ n− 1 e j /∈ {i, i+ 1},
• an−1an−2an−1 = an−1an−2, e
• b1b2b1 = b1b2.
Esta apresentac¸a˜o foi obtida por Aı˘zensˇtat em 1962 [1]. Ver tambe´m [20, 67].
Aplicando a Proposic¸a˜o 4.3.4 (ou 4.3.5), consideremos as acc¸o˜es esquerda δ de B∗ em A∗ e
direita ϕ de A∗ em B∗ que estendem as seguintes acc¸o˜es nas letras:
bj ai =
{
1 se j = i+ 1
ai caso contra´rio
e baij =
{
1 se j = i
bj caso contra´rio,
para 1 ≤ i, j ≤ n− 1.
Notemos que quer δ quer ϕ preservam letras. Por outro lado, e´ claro que ambas as apre-
sentac¸o˜es 〈A | R−〉 e 〈B | R+〉 sa˜o irredundantes nas letras (quando consideramos os elementos
de O−n e O+n que correspondem a`s letras de A e B, respectivamente). Ale´m disso, temos:
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Lema 4.4.1 As acc¸o˜es δ e ϕ preservam as apresentac¸o˜es 〈A | R−〉 e 〈B | R+〉.
Demonstrac¸a˜o. Temos que provar as seguintes relac¸o˜es:
(i) Para 1 ≤ j ≤ n− 1,
bj a2i = bj ai, para 1 ≤ i ≤ n− 1,
bj (aiai+1ai) = bj (ai+1aiai+1) = bj (ai+1ai), para 1 ≤ i ≤ n− 2,
bj (aiak) = bj (akai), para 1 ≤ i, k ≤ n− 1 e |i− k| ≥ 2,
b
a2i
j = b
ai
j , para 1 ≤ i ≤ n− 1,
b
aiai+1ai
j = b
ai+1aiai+1
j = b
ai+1ai
j , para 1 ≤ i ≤ n− 2,
baiakj = b
akai
j , para 1 ≤ i, k ≤ n− 1 e |i− k| ≥ 2;
(ii) E, para 1 ≤ i ≤ n− 1,
b2j ai = bj ai, para 1 ≤ j ≤ n− 1,
(bjbj+1bj)ai = (bj+1bjbj+1)ai = (bj+1bj)ai, para 1 ≤ j ≤ n− 2,
(bjbk)ai = (bkbj)ai, para 1 ≤ j, k ≤ n− 1 e |j − k| ≥ 2,
(b2j)
ai = baij , para 1 ≤ j ≤ n− 1,
(bjbj+1bj)
ai = (bj+1bjbj+1)
ai = (bj+1bj)
ai , para 1 ≤ j ≤ n− 2,
(bjbk)
ai = (bkbj)
ai , para 1 ≤ j, k ≤ n− 1 e |j − k| ≥ 2.
Comec¸amos por demonstrar (i). Seja 1 ≤ j ≤ n− 1. Enta˜o:
para 1 ≤ i ≤ n− 1,
bj a2i = (bj ai)(baij ai) =

1(bj ai) se j = i+ 1
ai(1ai) se j = i
ai(bj ai) caso contra´rio
=

1 se j = i+ 1
a2i se j = i
a2i caso contra´rio
=
{
1 se j = i+ 1
ai caso contra´rio
= bj ai ;
para 1 ≤ i ≤ n− 2,
bj (aiai+1ai) = (bj ai)(baij (ai+1ai)) =

1(bj (ai+1ai)) se j = i+ 1
ai(ai+1ai) se j = i
ai(bj (ai+1ai)) caso contra´rio
=

(bj ai+1)(bai+1j ai) se j = i+ 1
aiai+1ai se j = i
ai(bj ai+1)(bai+1j ai) caso contra´rio
=

ai+1(1ai) se j = i+ 1
aiai+1ai se j = i
ai(bj ai+1)(bj ai) caso contra´rio
=

ai+1ai se j = i+ 1
aiai+1ai se j = i
ai1ai se j = i+ 2
aiai+1ai caso contra´rio
=
{
ai se j = i+ 2
ai+1ai caso contra´rio
= (bj ai+1)(bai+1j ai) = bj (ai+1ai)
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e, da mesma forma se mostra que bj (ai+1aiai+1) = bj (ai+1ai);
para 1 ≤ i, k ≤ n− 1 e |i− k| ≥ 2,
bj (aiak) = (bj ai)(baij ak) =

1(bj ak) se j = i+ 1
aiak se j = i
ai(bj ak) caso contra´rio
=

ak se j = i+ 1
ai se j = k + 1
aiak caso contra´rio
=

ak se j = i+ 1
ai se j = k + 1
akai caso contra´rio
= (bj ak)(bakj ai) = bj (akai) ;
para 1 ≤ i ≤ n− 1,
b
a2i
j = (b
ai
j )
ai =
{
1 se j = i
bj caso contra´rio
= baij ;
para 1 ≤ i ≤ n− 2,
b
aiai+1ai
j = ((b
ai
j )
ai+1)ai =
{
1 se j = i ou j = i+ 1
bj caso contra´rio
= (b
ai+1
j )
ai = b
ai+1ai
j
e, analogamente se prova que b
ai+1aiai+1
j = b
ai+1ai
j ;
para 1 ≤ i, k ≤ n− 1 e |i− k| ≥ 2,
baiakj = (b
ai
j )
ak =
{
1 se j = i ou j = k
bj caso contra´rio
= (bakj )
ai = bakaij ,
como pretend´ıamos.
Passamos agora a` demonstrac¸a˜o de (ii).
Seja 1 ≤ i ≤ n− 1. Enta˜o:
para 1 ≤ j ≤ n− 1,
b2j ai = bj (bj ai) =
{
1 se j = i+ 1
ai caso contra´rio
= bj ai;
para 1 ≤ j ≤ n− 2,
(bjbj+1bj)ai = bj (bj+1 (bj ai)) =
{
1 se j = i+ 1 ou j = i
ai caso contra´rio
= bj (bj+1 ai) = (bjbj+1)ai
e, identicamente se mostra que (bj+1bjbj+1)ai = (bjbj+1)ai;
para 1 ≤ j, k ≤ n− 1 e |j − k| ≥ 2,
(bjbk)ai = bj (bk ai) =
{
1 se k = i+ 1 ou j = i+ 1
ai caso contra´rio
= bk (bj ai) = (bkbj)ai,
para 1 ≤ j ≤ n− 1,
(b2j)
ai = b
bj ai
j b
ai
j =

b1jb
ai
j se j = i+ 1
1 se j = i
baij b
ai
j caso contra´rio
=

b2j se j = i+ 1
1 se j = i
b2j caso contra´rio
=
{
1 se j = i
bj caso contra´rio
= baij ;
110
4.4. Aplicac¸o˜es
para 1 ≤ j ≤ n− 2,
(bjbj+1bj)
ai = (bjbj+1)
bj aibj
ai =

(bjbj+1)
ai1 se j = i
(bjbj+1)bj se j = i+ 1
(bjbj+1)
aibj caso contra´rio
=

b
bj+1ai
j bj+1
ai1 se j = i
bjbj+1bj se j = i+ 1
b
bj+1ai
j bj+1
aibj caso contra´rio
=

b1jbj+1
ai se j = i
bjbj+1bj se j = i+ 1
baij bj+1
aibj caso contra´rio
=

bjbj+1 se j = i ou j = i+ 1
bj
ai1bj se j = i− 1
bjbj+1bj caso contra´rio
=
{
bj se j = i− 1
bjbj+1 caso contra´rio
= bj
bj+1aibj+1
ai = (bjbj+1)
ai
e, da mesma forma se prova que (bj+1bjbj+1)
ai = (bjbj+1)
ai ;
finalmente, para 1 ≤ j, k ≤ n− 1 e |j − k| ≥ 2,
(bjbk)
ai = bj
bkaibaik =

baij 1 se i = k
bjbk se i = k − 1
baij bk caso contra´rio
=

bj se i = k
bk se i = j
bjbk caso contra´rio
=

bj se i = k
bk se i = j
bkbj caso contra´rio
= bk
bj aibaij = (bkbj)
ai
como quer´ıamos demonstrar.
Agora, de acordo com o Teorema 4.3.8, temos um produto semidirecto bilateral O−n onO+n
induzido pelas acc¸o˜es δ e ϕ. Ale´m disso temos:
Lema 4.4.2 Para quaisquer 1 ≤ i, j ≤ n− 1, bjai = (bj ai)baij em On.
Demonstrac¸a˜o. Sejam 1 ≤ i, j ≤ n − 1. Se j = i enta˜o biai = ai = ai1 = (bi  ai)baii e se
j = i+ 1 enta˜o 1 ≤ i ≤ n−2 e bi+1ai = ai+1bi+1 = bi+1 = 1bi+1 = (bi+1 ai)baii+1. Caso contra´rio,
bjai = aibj = (bj  ai)baij , como pretend´ıamos demonstrar.
Como a acc¸a˜o esquerda em O−n onO+n preserva A (de facto, tambe´m a acc¸a˜o direita preserva
B) e A∪B gera On, enta˜o todas as hipo´teses do Teorema 4.3.10 sa˜o satisfeitas e assim temos:
Teorema 4.4.3 O mono´ide On e´ uma imagem homomorfa de O−n onO+n .
Recordemos que O e J sa˜o as pseudovariedades de mono´ides geradas por {On | n ∈ N}
e {O+n | n ∈ N} (ou {O−n | n ∈ N}), respectivamente (cf. Secc¸a˜o 1.7). Relembramos que J
e´ a pseudovariedade dos mono´ides J-triviais, que sa˜o gerados pelos mono´ides sinta´cticos das
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linguagens testa´veis por pedac¸os. Ale´m disso, sendo J, L, R e A as pseudovariedades de todos os
mono´ides J-triviais, L-triviais, R-triviais e de todos os mono´ides aperio´dicos (i.e. H-triviais),
respectivamente, e´ fa´cil mostrar que JonJ ⊆ A. De facto, sejam S e T dois mono´ides J-triviais.
Pretendemos mostrar que SonT e´ H-trivial. Sejam (s, u), (r, v) ∈ SonT tais que (s, u)H(r, v).
Dado que (s, u)L(r, v), enta˜o existem (a, x), (b, y) ∈ S on T tais que (b, y)(s, u) = (r, v) e
(a, x)(r, v) = (s, u). Assim, (b ys, ys u) = (r, v) e (a xr, xr v) = (s, u), donde v = ysu, u = xrv,
pelo que uLv em T . Como T ∈ J e L ⊆ J, conclu´ımos que u = v. Analogamente, de (s, u)R(r, v),
S ∈ J e R ⊆ J resulta s = r. Logo, Jon J ⊆ A, como pretend´ıamos. Observemos que ainda
na˜o sabemos se esta inclusa˜o e´ estrita (ver a primeira conjectura do apeˆndice “Questo˜es em
Aberto”).
Como consequeˆncia imediata do Teorema 4.4.3, temos O ⊆ Jon J. Por outro lado, Higgins
[39] mostrou que R * O e, como uma instaˆncia particular de um resultado de Almeida e Weil
[4, Corollary 8.6], temos a igualdade JoJ = JoR, pelo que R ⊆ JoR = JoJ ⊆ Jon J. Donde
JonJ * O.
Assim, temos:
Corola´rio 4.4.4 O ⊂ JonJ ⊆ A.
4.4.2 O mono´ide ODn
Recordamos que em [24] Fernandes, Gomes e Jesus mostraram que ODn e´ gerado pelo seu
submono´ide On juntamente com a permutac¸a˜o reflexa˜o
h =
(
1 2 · · · n− 1 n
n n− 1 · · · 2 1
)
.
Ale´m disso, sendo A, B e R os conjuntos definidos na Subsecc¸a˜o 4.4.1, juntando a R as relac¸o˜es
• h2 = 1,
• hai = bn−ih, para 1 ≤ i ≤ n− 1, e
• an−1an−2 · · · a1h = an−1an−2 · · · a1b1b2 · · · bn−1,
obtemos uma apresentac¸a˜o de ODn com geradores A ∪ B ∪ {h}. Observemos que, como
b1b2 · · · bn−1=an−1an−2 · · · a1b1b2 · · · bn−1 em On, podemos substituir a relac¸a˜o an−1an−2 · · · a1h=
an−1an−2 · · · a1b1b2 · · · bn−1 pela relac¸a˜o mais simples an−1an−2 · · · a1h = b1b2 · · · bn−1, o que sera´
u´til na Subsecc¸a˜o 4.4.4.
Recordemos que podemos tomar C2 como sendo o submono´ide de ODn gerado pela trans-
formac¸a˜o h. Ale´m disso, uma vez que C2 e´ um grupo c´ıclico de ordem dois, enta˜o e´ definido
pela apresentac¸a˜o 〈h | h2 = 1〉.
Temos por objectivo construir decomposic¸o˜es de ODn atrave´s de um produto semidirecto e
de um produto semidirecto reverso dos seus submono´ides C2 e On.
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Primeiro, aplicando a Proposic¸a˜o 4.3.4 (ou 4.3.5), e considerando a acc¸a˜o direita trivial,
seja δ1 a acc¸a˜o esquerda de {h}∗ em (A ∪B)∗ que estende a acc¸a˜o nas letras seguinte:
hai = bn−i e hbi = an−i,
para quaisquer 1 ≤ i ≤ n− 1.
Observemos que δ1 preserva letras (assim como a acc¸a˜o direita) e as apresentac¸o˜es 〈A∪B | R〉
(de On) e 〈h | h2 = 1〉 (de C2) sa˜o irredundantes nas letras. Temos ainda:
Lema 4.4.5 A acc¸a˜o δ1 preserva as apresentac¸o˜es 〈A ∪B | R〉 e 〈h | h2 = 1〉.
Demonstrac¸a˜o. (i) Queremos mostrar que
h(aibi) = h(biai−1), para 2 ≤ i ≤ n− 1,
h(biai) = h(aibi+1), para 1 ≤ i ≤ n− 2,
h(aibi) = hbi, para 1 ≤ i ≤ n− 1,
h(biai) = hai, para 1 ≤ i ≤ n− 1,
h(bjai) = h(aibj), para 1 ≤ i, j ≤ n− 1 e j /∈ {i, i+ 1},
h(an−1an−2an−1) = h(an−1an−2), e
h(b1b2b1) = h(b1b2);
(ii) E, para 1 ≤ i ≤ n− 1, que{
h2 ai = 1ai, e
h2 bi = 1bi.
(i) Comec¸amos por provar que h(aibi)=h(biai−1), para 2≤ i≤n−1. Seja i∈{2, . . . , n−1}.
Temos que h  (aibi) = (h  ai)(hai  bi) = bn−ian−i = an−ibn−i+1 = (h  bi)(hbi  ai−1) = h  (biai−1).
Analogamente, se prova que h(biai) = h(aibi+1), para 1 ≤ i ≤ n− 2.
Seja agora 1 ≤ i ≤ n − 1. Enta˜o, como vimos atra´s, h (aibi) = bn−ian−i = an−i = h bi e
analogamente se mostra que h(biai) = hai.
De seguida provamos que h(bjai) = h(aibj), para 1 ≤ i, j ≤ n− 1 e j /∈ {i, i+ 1}. Temos
que n − j /∈ {n − i, n − i + 1} e assim h  (bjai) = (h bj)(hbj ai) = an−jbn−i = bn−ian−j =
(hai)(hai bj) = h(aibj).
Finalmente, h  (an−1an−2an−1) = (h  an−1)(han−1  an−2)(han−1an−2  an−1) = b1b2b1 =
b1b2 = (h  an−1)(han−1  an−2) = h  (an−1an−2). De forma semelhante, mostramos que
h  (b1b2b1) = h  (b1b2).
(ii) Seja i ∈ {1, . . . , n − 1}. Enta˜o h2 ai = h(hai) = hbn−i = ai = 1ai. Analogamente
provamos que h2 bi = 1bi.
Assim, pelo Teorema 4.3.8 (considerando a acc¸a˜o direita trivial), temos um produto semi-
directo Ono C2 induzido pela acc¸a˜o δ1. Por outro lado, temos hai = bn−ih em ODn, para
qualquer 1 ≤ i ≤ n − 1, e destas relac¸o˜es e h2 = 1, conclui-se tambe´m que hbi = an−ih em
ODn, para qualquer 1 ≤ i ≤ n− 1. Assim, temos:
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Lema 4.4.6 Para 1 ≤ i ≤ n− 1, hai = (hai)h e hbi = (hbi)h em ODn.
Pelo Corola´rio 4.3.12, obtemos:
Teorema 4.4.7 O mono´ide ODn e´ uma imagem homomorfa de OnoC2.
Relembremos que OD e´ a pseudovariedade de mono´ides gerada por {ODn | n ∈ N} e que
Ab2 e´ a pseudovariedade de mono´ides gerada por C2, a qual e´ tambe´m uma pseudovariedade de
grupos abelianos (cf. Secc¸a˜o 1.7). Enta˜o:
Corola´rio 4.4.8 OD ⊆ OoAb2.
Como C2 e´ um mono´ide comutativo, a acc¸a˜o esquerda de C2 em On pode tambe´m ser
considerada como uma acc¸a˜o direita (que coincide com a acc¸a˜o induzida pela acc¸a˜o direita de
{h}∗ em (A∪B)∗ que estende a acc¸a˜o nas letras seguinte: ahi = bn−i e bhi = an−i, para qualquer
1 ≤ i ≤ n − 1) e assim temos um produto semidirecto reverso C2nOn. Como aih = hbn−i
e bih = han−i em ODn, i.e. aih = hahi e bih = hbhi em ODn, para qualquer 1 ≤ i ≤ n − 1,
novamente pelo Corola´rio 4.3.12, temos:
Teorema 4.4.9 O mono´ide ODn e´ uma imagem homomorfa de C2nOn.
E, consequentemente:
Corola´rio 4.4.10 OD ⊆ Ab2nO.
4.4.3 O mono´ide OPn
Um apresentac¸a˜o para o mono´ide OPn de todas as transformac¸o˜es totais que preservam a
orientac¸a˜o em Xn foi fornecida por Catarino em [7]. Sejam A ∪ B o conjunto de geradores de
On considerado atra´s e g a permutac¸a˜o(
1 2 · · · n− 1 n
2 3 · · · n 1
)
.
Enta˜o A ∪B ∪ {g} gera OPn (ver Subsecc¸a˜o 1.4.2) e, juntando as relac¸o˜es
• gn = 1,
• aig = gai+1, para 1 ≤ i ≤ n− 2,
• big = gbi+1, para 1 ≤ i ≤ n− 2,
• an−1g = bn−1bn−2 · · · b1,
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• bn−1g = g2a1a2 · · · an−1, e
• gan−1an−2 · · · a1 = an−1an−2 · · · a1,
a qualquer conjunto de relac¸o˜es sobre o conjunto gerador A ∪ B que defina On, obtemos uma
apresentac¸a˜o para OPn com conjunto de geradores A ∪B ∪ {g}. Veja-se [59, 8, 6].
Recordamos que Cn e´ um grupo c´ıclico de ordem n definido pela apresentac¸a˜o 〈g | gn = 1〉
e pode ser considerado como o submono´ide de OPn gerado pela permutac¸a˜o g (ver Subsecc¸a˜o
1.4.2).
O nosso objectivo e´, usando um produto semidirecto bilateral, obter uma decomposic¸a˜o do
mono´ide OPn em relac¸a˜o aos seus submono´ides Cn e On.
Por convenieˆncia, consideramos a apresentac¸a˜o (obviamente irredundante nas letras)
〈C | N〉 = 〈g1, . . . , gn−1 | gn1 = 1, gk1 = gk, 2 ≤ k ≤ n− 1〉
de Cn (com g1 = g, como elemento de Cn) e, tomando dois s´ımbolos an e bn na˜o pertencentes a
A ∪B e R como definido atra´s, consideramos a apresentac¸a˜o
〈X | R′〉 = 〈A ∪B ∪ {an, bn} | R, a1a2 · · · an−1 = an, bn−1bn−2 · · · b1 = bn〉
de On. Observemos que, como elementos de On, temos
an = c =
(
1 2 3 · · · n
1 1 2 · · · n− 1
)
e bn =
(
1 2 · · · n− 1 n
2 3 · · · n n
)
,
sendo c o elemento definido na Subsecc¸a˜o 1.4.1. Logo 〈X | R′〉 e´ tambe´m irredundante nas
letras.
Consideremos a acc¸a˜o esquerda δ2 de X
∗ em C∗ e a acc¸a˜o direita ϕ2 de C∗ em X∗ que
estendem, pela Proposic¸a˜o 4.3.4 (ou 4.3.5), as seguintes acc¸o˜es nas letras:
ai gk =

1 se k = 1 e i ∈ {n− 1, n}
gk−1 se k ≥ 2 e i ∈ {n− k, n}
gk caso contra´rio,
bi gk =

1 se k = n− 1 e i ∈ {1, n}
gk+1 se k < n− 1 e i ∈ {n− k, n}
gk caso contra´rio,
agki =

ai+k se i < n− k
bn se i = n− k
ai+k−n se n− k + 1 ≤ i ≤ n− 1
bk se i = n,
bgki =

bi+k se i < n− k
an se i = n− k
bi+k−n se n− k + 1 ≤ i ≤ n− 1
ak se i = n,
para 1 ≤ i ≤ n e 1 ≤ k ≤ n− 1.
Notemos que δ2 e ϕ2 preservam letras. Ale´m disso, temos:
Lema 4.4.11 As acc¸o˜es δ2 e ϕ2 preservam as apresentac¸o˜es 〈C | N〉 e 〈X | R′〉.
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Demonstrac¸a˜o. Comec¸amos por mostrar que as acc¸o˜es preservam 〈C | N〉.
(1) Primeiro, provamos que xgk1 = xgk em Cn, para x ∈ X e 2 ≤ k ≤ n − 1, por induc¸a˜o
em k. Sejam k ≥ 2 e i ∈ {1, . . . , n}. Enta˜o
ai gk1 = (ai g1)(ag1i gk−11 ) =

1(b1 gk−11 ) se i = n
1(bn gk−11 ) se i = n− 1
g1(ai+1 gk−11 ) caso contra´rio
=

b1 gk−11 se i = n
bn gk−11 se i = n− 1
g1(ai+1 gk−11 ) caso contra´rio .
Assim, para k = 2, temos
ai g21 =

b1 g1 se i = n
bn g1 se i = n− 1
g1(ai+1 g1) caso contra´rio
=

g1 se i = n
g2 se i = n− 1
g11 se i = n− 2
g21 caso contra´rio
=
{
g1 se i = n ou i = n− 2
g2 caso contra´rio
= ai g2 .
De forma ana´loga se prova que bi g21 = bi g2.
De seguida, admitimos por hipo´tese de induc¸a˜o que, para 2 ≤ k < n − 1, xgk1 = xgk em
Cn, para qualquer x ∈ X. Enta˜o
ai gk+11 =

b1 gk1 se i = n
bn gk1 se i = n− 1
g1(ai+1 gk1) caso contra´rio
=

b1 gk se i = n
bn gk se i = n− 1
g1(ai+1 gk) caso contra´rio
=

gk se i = n
gk+1 se i = n− 1
g1gk−1 se i = n− (k + 1)
g1gk caso contra´rio
=
{
gk se i = n ou i = n− (k + 1)
gk+1 caso contra´rio
= ai gk+1 .
Mais uma vez a demonstrac¸a˜o de bi gk+11 = bi gk+1 e´ ana´loga.
(2) A seguir, provamos que xgn1 = x1(= 1) em Cn, para x ∈ X. Seja i ∈ {1, . . . , n}. Enta˜o,
usando as relac¸o˜es que prova´mos atra´s, temos
ai gn1 =

b1 gn−11 se i = n
bn gn−11 se i = n− 1
g1(ai+1 gn−11 ) caso contra´rio
=

b1 gn−1 se i = n
bn gn−1 se i = n− 1
g1(ai+1 gn−1) caso contra´rio
=
{
1 se i = n ou i = n− 1
g1gn−1 caso contra´rio
= 1 = ai 1
e, do mesmo modo, mostramos que bi gn1 = 1 = bi 1.
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(3) Neste item provamos que xg
k
1 = xgk em On, para x ∈ X e 2 ≤ k ≤ n − 1, por induc¸a˜o
em k. Sejam k ≥ 2 e i ∈ {1, . . . , n}. Enta˜o
b
gk1
i = (b
g1
i )
gk−11 =

a
gk−11
1 se i = n
a
gk−11
n se i = n− 1
b
gk−11
i+1 caso contra´rio .
Assim, para k = 2, temos
b
g21
i =

ag11 se i = n
ag1n se i = n− 1
bg1i+1 caso contra´rio
=

a2 se i = n
b1 se i = n− 1
an se i = n− 2
bi+2 caso contra´rio
= bg2i
e, analogamente, a
g21
i = a
g2
i .
De seguida, admitimos por hipo´tese de induc¸a˜o que, para 2 ≤ k < n− 1, xgk1 = xgk em On,
para x ∈ X. Enta˜o
b
gk+11
i =

a
gk1
1 se i = n
a
gk1
n se i = n− 1
b
gk1
i+1 caso contra´rio
=

agk1 se i = n
agkn se i = n− 1
bgki+1 caso contra´rio
=

ak+1 se i = n
bk se i = n− 1
bi+k+1−n se n− k ≤ i ≤ n− 2
an se i = n− (k + 1)
bi+k+1 caso contra´rio
=

ak+1 se i = n
bi+k+1−n se n− k ≤ i ≤ n− 1
an se i = n− (k + 1)
bi+k+1 caso contra´rio
= b
gk+1
i
e, de forma ana´loga, se prova que a
gk+11
i = a
gk+1
i .
(4) Finalmente, provamos que xg
n
1 = x1(= x) em On, para x ∈ X. Seja i ∈ {1, . . . , n}.
Enta˜o, usando as relac¸o˜es provadas atra´s, temos
b
gn1
i =

a
gn−11
1 se i = n
a
gn−11
n se i = n− 1
b
gn−11
i+1 caso contra´rio
=

a
gn−1
1 se i = n
agn−1n se i = n− 1
b
gn−1
i+1 caso contra´rio
= bi = b
1
i
e, analogamente, a
gn1
i = ai = a
1
i .
Agora, resta apenas demonstrar que as acc¸o˜es preservam a apresentac¸a˜o 〈X | R′〉. Seja
1 ≤ k ≤ n− 1.
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(i) Relac¸o˜es aibi = biai−1, com 2 ≤ i ≤ n− 1:
(aibi)gk = ai (bi gk) =
{
ai gk+1 se k < n− 1 e i = n− k
ai gk caso contra´rio
=
{
gk+1 se k < n− 1 e i = n− k
gk caso contra´rio
=

gk se 2 ≤ k ≤ n− 1 e i = n− k + 1
gk+1 se k < n− 1 e i = n− k
gk caso contra´rio
=
{
bi gk−1 se k ≥ 2 e i = n− k + 1
bi gk caso contra´rio
= bi (ai−1 gk) = (biai−1)gk
e, como a1b1 = b1 = anbn e a1an = an = anan−1 em On,
(aibi)
gk = abigki b
gk
i =
{
a
gk+1
i b
gk
i se k < n− 1 e i = n− k
agki b
gk
i caso contra´rio
=

a1an se k < n− 1 e i = n− k
ai+kbi+k se i < n− k
ai+k−nbi+k−n caso contra´rio
=

anan−1 se i = n− k
bi+kai+k−1 se i < n− k
anbn se k ≥ 2 e i = n− k + 1
bi+k−nai+k−n−1 caso contra´rio
=

bgki a
gk
i−1 se i < n− k + 1
b
gk−1
n−k+1a
gk
n−k se k ≥ 2 e i=n− k + 1
bgki a
gk
i−1 caso contra´rio
= b
ai−1gk
i a
gk
i−1 = (biai−1)
gk .
Para 1 ≤ i ≤ n − 2, as demonstrac¸o˜es de (biai) gk = (aibi+1) gk e (biai)gk = (aibi+1)gk sa˜o
semelhantes. Na demonstrac¸a˜o de (biai)
gk = (aibi+1)
gk usam-se as igualdades bn−1bn = bn = bnb1
e bn−1an−1 = an−1 = bnan, va´lidas em On.
(ii) Relac¸o˜es aibi = bi, para 1 ≤ i ≤ n− 1:
(aibi)gk = ai (bi gk) =

ai 1 se k = n− 1 e i = 1
ai gk+1 se k < n− 1 e i = n− k
ai gk caso contra´rio
=

1 se k = n− 1 e i = 1
gk+1 se k < n− 1 e i = n− k
gk caso contra´rio
= bi gk.
e, como a1an = an em On,
(aibi)
gk = abigki b
gk
i =

a1an se k ≤ n− 1 e i = n− k
ai+kbi+k se i < n− k
ai+k−nbi+k−n caso contra´rio
=

an se i = n− k
bi+k se i < n− k
bi+k−n caso contra´rio
= bgki .
Analogamente, (biai)  gk = ai  gk, (biai)gk = agki , para 1 ≤ i ≤ n − 1, usando desta vez a
igualdade bn−1bn = bn de On.
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(iii) Relac¸o˜es bjai = aibj, para 1 ≤ i, j ≤ n− 1 e j /∈ {i, i+ 1}:
(bjai)gk = bj (ai gk) =

bj 1 se k = 1 e i = n− 1
bj gk−1 se k ≥ 2 e i = n− k
bj gk caso contra´rio
=

1 se k = 1, i = n− 1 e j 6= n− 1
gk−1 se k ≥ 2, i = n− k, j 6= n− k e j 6= n− k + 1
1 se k = n− 1, i 6= 1 e j = 1
gk+1 se k < n− 1, j = n− k, i 6= n− k e i 6= n− k − 1
gk caso contra´rio
=

ai 1 se k = n− 1 e j = 1
ai gk+1 se k < n− 1 e j = n− k
ai gk caso contra´rio
= ai (bj gk) = (aibj)gk
e, como para 1 ≤ j ≤ n− 2, bjbn = bnbj+1 e anai = ai+1an em On,
(bjai)
gk = baigkj a
gk
i =

b1jbn se k = 1 e i = n− 1
b
gk−1
j bn se k ≥ 2 e i = n− k
bgkj ai+k se k ≥ 1 e i < n− k
bgkj ai+k−n se k ≥ 1 e n− k + 1 ≤ i ≤ n− 1
=

bjbn se k = 1, i = n− 1 e j 6= n− 1
bj+k−1bn se k ≥ 2, i = n− k e j < n− k
bj+k−n−1bn se k ≥ 2, i = n− k e n− k + 2 ≤ j ≤ n− 1
bj+kai+k se k ≥ 1, i, j < n− k e j /∈ {i, i+ 1}
anai+k se k ≥ 2, i < n− k − 1 e j = n− k
bj+k−nai+k se k ≥ 1, i < n− k e n− k + 1 ≤ j ≤ n− 1
bj+kai+k−n se k ≥ 1, n− k + 1 ≤ i ≤ n− 1 e j < n− k
anai+k−n se k ≥ 2, n− k + 1 ≤ i ≤ n− 1 e j = n− k
bj+k−nai+k−n se k ≥ 1, n− k + 1 ≤ i ≤ n− 1, n− k + 1 ≤ j ≤ n− 1 e j /∈ {i, i+ 1}
=

bnbj+k se k ≤ n− 1, i = n− k e j < n− k
bnbj+k−n se k ≤ n− 1, i = n− k e n− k + 2 ≤ j ≤ n− 1
ai+kbj+k se k ≤ n− 1, i, j < n− k e j /∈ {i, i+ 1}
ai+k+1an se k < n− 1, i < n− k − 1 e j = n− k
ai+kbj+k−n se k ≤ n− 1, i < n− k e n− k + 1 < j ≤ n− 1
ai+k−nbj+k se k ≤ n− 1, n− k + 1 ≤ i ≤ n− 1 e j < n− k
ai+k−n+1an se k < n− 1, n− k + 1 ≤ i ≤ n− 1 e j = n− k
aian se k = n− 1, j = 1 e i 6= 1
ai+k−nbj+k−n se k ≤ n− 1, n− k + 1 ≤ i ≤ n− 1, n− k + 1 ≤ j ≤ n− 1 e j /∈ {i, i+ 1}
=

agki bj+k se k ≤ n− 1 e j < n− k
agki bj+k−n se k ≤ n− 1 e n− k + 1 ≤ j ≤ n− 1
a
gk+1
i an se k < n− 1 e j = n− k
aian se k = n− 1 e j = 1
= a
bj gk
i b
gk
j = (aibj)
gk .
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(iv) Relac¸o˜es an−1an−2an−1 = an−1an−2:
(an−1an−2an−1)gk = an−1 (an−2 (an−1 gk)) =
{
an−1 (an−2 1) se k = 1
an−1 (an−2 gk) caso contra´rio
=

1 se k = 1
an−1 gk−1 se k = 2
an−1 gk caso contra´rio
=
{
1 se k ∈ {1, 2}
gk caso contra´rio
= an−1 (an−2 gk) = (an−1an−2)gk.
e, como an−1an−2bn = bnan−1 e b2na1 = b
2
n em On,
(an−1an−2an−1)gk = (an−1an−2)an−1gka
gk
n−1 = a
(an−2an−1)gk
n−1 a
an−1gk
n−2 a
gk
n−1
=

an−1an−2bn se k = 1
a
gk−1
n−1 a
gk
n−2a
gk
n−1 se k = 2
agkn−1a
gk
n−2a
gk
n−1 caso contra´rio
=

an−1an−2bn se k = 1
b2na1 se k = 2
ak−1ak−2ak−1 caso contra´rio
=

bnan−1 se k = 1
b2n se k = 2
ak−1ak−2 caso contra´rio
= a
an−2gk
n−1 a
gk
n−2 = (an−1an−2)
gk .
Do mesmo modo, se prova que (b1b2b1) gk = (b1b2) gk e, usando o facto de a2nbn−1 = a2n e
b1b2an = anb1 em On, tambe´m temos (b1b2b1)gk = (b1b2)gk .
(v) Relac¸a˜o a1a2 · · · an−1 = an:
(a1a2 · · · an−1)gk = a1 (a2 (· · ·(an−1 gk))) =
{
1 se k = 1
gk−1 caso contra´rio
= an gk .
Para 2 ≤ i ≤ n− 1, temos
(ai · · · an−1)gk =

1 se k = 1
gk−1 se 2 ≤ k ≤ n− i
gk caso contra´rio
e
ai−1(ai···an−1)gk =

ai−1 se k = 1
ai+k−2 se 2 ≤ k ≤ n− i
ai+k−n−1 caso contra´rio
.
Assim, usando as relac¸o˜es R temos,
(a1a2 · · · an−1)g1 = a(a2···an−1)g11 a(a3···an−1)g12 · · · aan−1g1n−2 ag1n−1 = a1a2 · · · an−2bn = b1 = ag1n .
e, para 2 ≤ k ≤ n− 1,
(a1a2 · · · an−1)gk = a(a2···an−1)gk1 a(a3···an−1)gk2 · · · a(an−k···an−1)gkn−k−1 a(an−k+1···an−1)gkn−k
a
(an−k+2···an−1)gk
n−k+1 · · · aan−1gkn−2 agkn−1
= akak+1 · · · an−2bna1a2 · · · ak−2ak−1 = bk = agkn .
De forma ana´loga se prova que (bn−1bn−2 · · · b1)  gk = bn  gk e (bn−1bn−2 · · · b1)gk = bgkn ,
usando desta vez as igualdades va´lidas em On, anbn−1 · · · b3b2 = a1 e, para 2 ≤ k ≤ n − 1,
bkbk−1 · · · b2anbn−1 · · · bk+2bk+1 = ak.
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Aplicando o Teorema 4.3.8, temos um produto semidirecto bilateral CnonOn induzido pelas
acc¸o˜es δ2 e ϕ2. Temos ainda que:
Lema 4.4.12 Para 1 ≤ i ≤ n, aig = (ai g)agi e big = (bi g)bgi em OPn.
Demonstrac¸a˜o. Seja 1 ≤ i ≤ n. Se i = n temos ang = a1a2 · · · an−2an−1g = a1a2 · · · an−2bn =
b1 = 1b1 = (an g)agn e bng = bn−1bn−2 · · · b1g = bn−1gbn−1 · · · b2 = g2anbn−1 · · · b2 = g2a1 =
g2a1 = (bn g)bgn. Se i = n− 1 enta˜o an−1g = bn = 1bn = (an−1 g)agn−1 e bn−1g = g2an = g2an =
(bn−1 g)bgn−1. Para 1 ≤ i ≤ n− 2 temos aig = gai+1 = (ai g)agi e big = gbi+1 = (bi g)bgi .
De acordo com as condic¸o˜es do Teorema 4.3.10 so´ precisamos que uma das acc¸o˜es (direita ou
esquerda) preserve letras. Como a acc¸a˜o direita em CnonOn preserva X, podemos enta˜o tomar
X como conjunto gerador de On e {g} como conjunto gerador de Cn. Ale´m disso, {g}∪X gera
OPn e o Lema 4.4.12 e´ va´lido. Pelo Teorema 4.3.10, temos:
Teorema 4.4.13 O mono´ide OPn e´ uma imagem homomorfa de CnonOn.
Recordemos que OP e´ a pseudovariedade de mono´ides gerada por {OPn | n ∈ N} e Ab e´ a
pseudovariedade (de mono´ides) de todos os grupos abelianos (cf. Secc¸a˜o 1.7). Enta˜o:
Corola´rio 4.4.14 OP ⊆ AbonO.
4.4.4 O mono´ide ORn
Relembramos que, juntando a um conjunto de geradores de On a permutac¸a˜o g e a permutac¸a˜o
h, obtemos um conjunto gerador de ORn. Assim On, ODn, OPn, C2 e Cn sa˜o submono´ides
de ORn. Recordemos tambe´m que o grupo diedral de ordem 2n e´ definido pela apresentac¸a˜o
〈g, h | h2 = 1, gn = 1, hg = gn−1h〉 e pode ser considerado como o submono´ide de ORn gerado
pelas permutac¸o˜es g e h (ver Subsecc¸a˜o 1.4.2).
Nesta subsecc¸a˜o obtemos o mono´ide ORn como va´rios quocientes de produtos semidirectos
bilaterais envolvendo os seus submono´ides C2, Cn, D2n, On, ODn e OPn.
Comec¸amos por D2n e On. Por convenieˆncia, consideramos a apresentac¸a˜o irredundante
nas letras
〈D | N ′〉 = 〈g1, . . . , gn−1, h | h2 = 1, gn1 = 1, hg1 = gn−1h, gk1 = gk, 2 ≤ k ≤ n− 1〉
de D2n e novamente a apresentac¸a˜o tambe´m irredundante nas letras 〈X | R′〉 de On.
Seja δ3 a acc¸a˜o esquerda de X
∗ em D∗ e ϕ3 a acc¸a˜o direita de D∗ em X∗ que estendem,
pela Proposic¸a˜o 4.3.4 (ou 4.3.5), as acc¸o˜es nas letras seguintes:
• x h e xh como em {h}∗n (A ∪ B)∗ (que induz o produto semidirecto reverso C2nOn
considerado no Teorema 4.4.9), para x ∈ A ∪B;
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• an h = bn h = h (assim xh = h, para x ∈ X), ahn = bn e bhn = an;
• xgk e xgk como em C∗onX∗ (que induz CnonOn), para x ∈ X e 1 ≤ k ≤ n− 1.
Observemos que as acc¸o˜es δ3 e ϕ3 preservam letras. Temos tambe´m que:
Lema 4.4.15 As acc¸o˜es δ3 e ϕ3 preservam as apresentac¸o˜es 〈D | N ′〉 e 〈X | R′〉.
Demonstrac¸a˜o. Pelo Lema 4.4.11 e pelo dual do Lema 4.4.5 (ver o para´grafo entre o Corola´rio
4.4.8 e o Teorema 4.4.9), resta mostrar que:
(i) (a1 · · · an−1)h = an h, (bn−1 · · · b1)h = bn h, (a1 · · · an−1)h = ahn e (bn−1 · · · b1)h = bhn;
(ii) an h2 = an 1, bn h2 = bn 1, ah
2
n = a
1
n e b
h2
n = b
1
n; e
(iii) x(hg1) = x(gn−1h) e xhg1 = xgn−1h, x ∈ X.
As primeiras duas relac¸o˜es de (i) sa˜o o´bvias (visto que w h = h, para w ∈ X∗). Por outro
lado,
(a1a2 · · · an−1)h = a(a2···an−1)h1 a(a3···an−1)h2 · · · aan−1hn−2 ahn−1 = ah1ah2 · · · ahn−2ahn−1
= bn−1bn−2 · · · b2b1 = bn = ahn.
Analogamente, se prova que (bn−1 · · · b1)h = bhn. As relac¸o˜es de (ii) sa˜o fa´ceis de demonstrar.
De seguida, demonstramos as relac¸o˜es de (iii), para x ∈ {a1, . . . , an}. Para x ∈ {b1, . . . , bn} a
demonstrac¸a˜o e´ semelhante. Assim, para i = 1, temos
a1 (hg1) = (a1 h)(ah1 g1) = h(bn−1 g1) = hg2 = gn−2h = (a1 gn−1)(a
gn−1
1 h) = a1 (gn−1h)
e
ahg11 = (a
h
1)
g1 = bg1n−1 = an = b
h
n = (a
gn−1
1 )
h = a
gn−1h
1 .
Para 2 ≤ i ≤ n− 1, temos
ai (hg1) = (ai h)(ahi g1) = h(bn−i g1) = hg1 = gn−1h = (ai gn−1)(a
gn−1
i h) = ai (gn−1h)
e
ahg1i = (a
h
i )
g1 = bg1n−i = bn−i+1 = a
h
i−1 = (a
gn−1
i )
h = a
gn−1h
i .
Finalmente, para i = n, temos
an (hg1) = (an h)(ahn g1) = h(bn g1) = hg2 = gn−2h = (an gn−1)(agn−1n h) = an (gn−1h)
e
ahg1n = (a
h
n)
g1 = bg1n = a1 = b
h
n−1 = (a
gn−1
n )
h,
como pretend´ıamos demonstrar.
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Novamente, aplicando o Teorema 4.3.8, temos um produto semidirecto bilateral D2nonOn
induzido pelas acc¸o˜es δ3 e ϕ3. Ale´m disso, como anh = hbn (e bnh = han), temos anh =
(an h)(ahn) e bnh = (bn h)(bhn) em ORn. Assim, tendo em considerac¸a˜o o Lema 4.4.12 e a
observac¸a˜o anterior ao Teorema 4.4.9, e´ imediato que:
Lema 4.4.16 Para qualquer x ∈ X, xg = (xg)xg e xh = (xh)xh em ORn.
Como a acc¸a˜o direita em D2nonOn preserva X e {g, h}∪X gera ORn, pelo Teorema 4.3.10,
temos:
Teorema 4.4.17 O mono´ide ORn e´ uma imagem homomorfa de D2nonOn.
Consequentemente, relembrando que OR e Dih sa˜o as pseudovariedades de mono´ides geradas
por {ORn | n ∈ N} e {D2n | n ∈ N}, respectivamente (cf. Secc¸a˜o 1.7), temos:
Corola´rio 4.4.18 OR ⊆ DihonO.
De seguida, consideramos os submono´ides Cn e ODn de ORn, juntamente com as apre-
sentac¸o˜es irredundantes nas letras 〈C | N〉 de Cn e
〈Y | R1〉 = 〈X ∪ {h} | R′, h2 = 1, an−1an−2 · · · a1h = b1b2 · · · bn−1, hai = bn−ih, 1 ≤ i ≤ n− 1〉
de ODn.
Sejam δ4 a acc¸a˜o esquerda de Y
∗ em C∗ e ϕ4 a acc¸a˜o direita de C∗ em Y ∗ que estendem,
pela Proposic¸a˜o 4.3.4 (ou 4.3.5), as acc¸o˜es nas letras seguintes:
• xgk e xgk definidas como em C∗onX∗ (que induz CnonOn), para x ∈ X e 1 ≤ k ≤ n− 1;
• hgk = gn−k e hgk = h, para 1 ≤ k ≤ n− 1.
Notemos que, ambas as acc¸o˜es δ4 e ϕ4 preservam letras. Ale´m disso, temos:
Lema 4.4.19 As acc¸o˜es δ4 e ϕ4 preservam as apresentac¸o˜es 〈C | N〉 e 〈Y | R1〉.
Demonstrac¸a˜o. Pelo Lema 4.4.11, resta mostrar que:
(i) hgk1 = hgk e hg
k
1 = hgk , para 2 ≤ k ≤ n− 1;
(ii) hgn1 = h1 e hg
n
1 = h1;
(iii) h2 gk = 1gk e (h2)gk = 1gk , para 1 ≤ k ≤ n− 1;
(iv) (hai)gk = (bn−ih)gk e (hai)gk = (bn−ih)gk , para 1 ≤ i, k ≤ n− 1;
(v) (an−1an−2 · · · a1h) gk = (b1b2 · · · bn−1) gk e (an−1an−2 · · · a1h)gk = (b1b2 · · · bn−1)gk , para
1 ≤ k ≤ n− 1.
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Comec¸amos por demonstrar as primeiras igualdades de (i), (ii), (iii), (iv) e (v).
Primeiro provamos que hgk1 = hgk, para 2 ≤ k ≤ n − 1, por induc¸a˜o em k. Para k = 2,
temos
hg21 = (hg1)(hg1 g1) = gn−1(hg1) = gn−1gn−1 = gn−1gn−1 = gn−2 = gn−2 = hg2.
De seguida, suponhamos por hipo´tese de induc¸a˜o que h gk−11 = h gk−1, para 2 < k ≤ n − 1.
Enta˜o
hgk1 = (hg1)(hg1 gk−11 ) = gn−1(h  gk−11 ) = gn−1(h  gk−1) = gn−1gn−k+1 = gn−1gn−k+1
= gn−k = gn−k = h  gk.
Para terminar a prova de (ii), temos:
hgn1 = (hg1)(hg1 gn−11 ) = gn−1(h  gn−11 ) = gn−1(hgn−1) = gn−1g1 = gn−1g = 1 = h1.
A fim de provar (iii), seja 1 ≤ k ≤ n− 1. Enta˜o h2 gk = h(hgk) = hgn−k = gk = 1gk.
Agora, provamos (iv): para 1 ≤ i, k ≤ n− 1, temos
(hai)gk = h(ai gk) =

h1 se k = 1, i = n− 1
hgk−1 se k ≥ 2, i = n− k
hgk caso contra´rio
=

1 se k = 1, i = n− 1
gn−k+1 se k ≥ 2, i = n− k
gn−k caso contra´rio
=

1 se n− k = n− 1, n− i = 1
gn−k+1 se n− k ≤ n− 2, n− i = k
gn−k caso contra´rio
= bn−i gn−k = bn−i (hgk) = (bn−ih)gk.
Finalmente, provamos a primeira igualdade de (v). Seja 1 ≤ k ≤ n− 1. Enta˜o
(an−1an−2 · · · a1h)gk = an−1 (an−2 (· · ·(a1 (hgk))))
= an−1 (an−2 (· · ·(a1 gn−k)))
= an−1 (an−2 (· · ·(ak gn−k)))
= an−1 (an−2 (· · ·(ak+1 gn−(k+1))))
= an−1 g1 = 1 = b1 gn−1
= b1 (b2 (· · ·(bn−(k+1) gk+1)))
= b1 (b2 (· · ·(bn−k gk)))
= b1 (b2 (· · ·(bn−1 gk)))
= (b1b2 · · · bn−1)gk,
como pretend´ıamos demonstrar.
No que se refere a`s segundas igualdades, observemos que, como hgk = h, para 1 ≤ k ≤ n−1,
facilmente se veˆ que as de (i), (ii) e (iii) sa˜o verdadeiras.
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Assim, comec¸amos por provar que (hai)
gk = (bn−ih)
gk , para 1 ≤ i, k ≤ n − 1. Sejam
1 ≤ i, k ≤ n− 1. Temos
(hai)
gk = haigkagki = ha
gk
i =

hai+k se i < n− k
hbn se i = n− k
hai+k−n se n− k + 1 ≤ i ≤ n− 1
=

bn−i−kh se k + 1 ≤ n− i ≤ n− 1
anh se n− i = k
bn−i+n−kh se n− i < k
= b
gn−k
n−i h = b
hgk
n−ih
gk = (bn−ih)
gk .
Terminamos esta demonstrac¸a˜o provando que, para 1 ≤ k ≤ n − 1, (an−1an−2 · · · a1h)gk =
(b1b2 · · · bn−1)gk . Seja 1 ≤ k ≤ n− 1. Para k = 1 temos
(an−1an−2 · · · a1h)g1 = an−1(an−2an−3···a1h)g1an−2(an−3···a1h)g1 · · · a2(a1h)g1a1hg1hg1
= an−1(an−2an−3···a1)gn−1an−2(an−3···a1)gn−1 · · · a2a1gn−1a1gn−1h
= bn−1n h = a
n−1
n
= b1
(b2b3···bn−1)g1b2
(b3···bn−1)g1 · · · bn−2bn−1g1bn−1g1
= (b1b2 · · · bn−1)g1 .
Se 2 ≤ k ≤ n− 1 enta˜o
(an−1an−2 · · · a1h)gk = an−1(an−2an−3···a1h)gkan−2(an−3···a1h)gk · · · a2(a1h)gka1hgkhgk
= an−1(an−2an−3···a1)gn−kan−2(an−3···a1)gn−k · · · a2a1gn−ka1gn−kh
= bn−kn an−1an−2 · · · an−k+1h = an−kn b1b2 · · · bk−1
= b1
(b2b3···bn−1)gkb2
(b3···bn−1)gk · · · bn−2bn−1gkbn−1gk
= (b1b2 · · · bn−1)gk ,
como quer´ıamos demonstrar.
Assim, pelo Teorema 4.3.8, temos um produto semidirecto bilateral Cn on ODn induzido
pelas acc¸o˜es δ4 e ϕ4. Por outro lado, como hg = g
n−1h, enta˜o hg = (hg)hg em ORn e assim,
tomando tambe´m em considerac¸a˜o o Lema 4.4.12, temos imediatamente que:
Lema 4.4.20 Para qualquer x ∈ Y , xg = (xg)xg.
Como a acc¸a˜o direita em CnonODn preserva Y e {g} ∪ Y gera ORn, pelo Teorema 4.3.10,
temos:
Teorema 4.4.21 O mono´ide ORn e´ uma imagem homomorfa de CnonODn.
Consequentemente:
Corola´rio 4.4.22 OR ⊆ AbonOD.
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Finalmente, consideremos os submono´ides C2 e OPn de ORn e as apresentac¸o˜es irredun-
dantes nas letras 〈h | h2 = 1〉 de C2 e
〈Z | R2〉 = 〈A ∪B ∪ C | R,N, an−1g1 = bn−1bn−2 · · · b1, g1an−1an−2 · · · a1 = an−1an−2 · · · a1,
bn−1g1 = g2a1a2 · · · an−1, aig1 = g1ai+1, big1 = g1bi+1,
1 ≤ i ≤ n− 2〉
de OPn.
Aplicando a Proposic¸a˜o 4.3.4, ou 4.3.5, e considerando uma acc¸a˜o direita trivial, seja δ5 a
acc¸a˜o esquerda de {h}∗ em Z∗ que estende a acc¸a˜o nas letras seguinte:
• h ai = bn−i e h bi = an−i, para 1 ≤ i ≤ n − 1 (como a acc¸a˜o esquerda δ1 de {h}∗ em
(A ∪B)∗);
• hgk = gn−k, para 1 ≤ k ≤ n− 1.
Observemos que δ5 preserva letras (assim como a acc¸a˜o direita). Ale´m disso, temos:
Lema 4.4.23 A acc¸a˜o δ5 preserva as apresentac¸o˜es 〈Z | R2〉 e 〈h | h2 = 1〉.
Demonstrac¸a˜o. Pelo Lema 4.4.5, resta mostrar que:
(i) h2 gk = 1gk, para 1 ≤ k ≤ n− 1;
(ii) hgn1 = h1;
(iii) hgk1 = hgk, para 2 ≤ k ≤ n− 1;
(iv) h(an−1g1) = h(bn−1bn−2 · · · b1);
(v) h(g1an−1an−2 · · · a1) = h(an−1an−2 · · · a1);
(vi) h(bn−1g1) = h(g2a1a2 · · · an−1);
(vii) h(aig1) = h(g1ai+1) e h(big1) = h(g1bi+1), para 1 ≤ i ≤ n− 2.
As igualdades de (i) a (iii) encontram-se provadas na demonstrac¸a˜o do Lema 4.4.19.
Quanto a (iv), como b1gn−1 = a1a2 · · · an−1 em OPn, temos
h(an−1g1) = (han−1)(han−1 g1) = b1(hg1) = b1gn−1 = a1a2 · · · an−1
= (hbn−1)(hbn−2) · · · (hb1)
= (hbn−1)(hbn−1 bn−2)(hbn−1bn−2  bn−3) · · · (hbn−1bn−2···b2  b1)
= h(bn−1bn−2 · · · b1).
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De seguida, como b1b2 · · · bn−1 = gn−1b1b2 · · · bn−1 (notemos que b1b2 · · · bn−1 =
(
1 2 ··· n
n n ··· n
)
e´
um zero direito em OPn), enta˜o
h(g1an−1an−2 · · · a1) = (hg1)(hg1  an−1)(hg1an−1 an−2) · · · (hg1an−1···a2 a1)
= (hg1)(han−1)(han−2) · · · (ha1)
= gn−1b1b2 · · · bn−1 = b1b2 · · · bn−1
= (han−1)(han−2) · · · (ha1)
= (han−1)(han−1 an−2) · · · (han−1···a2 a1)
= h(an−1an−2 · · · a1),
o que prova (v).
Agora, demonstramos (vi), usando o facto de que a1gn−1 = gn−2bn−1 · · · b1 em OPn. Enta˜o,
h(bn−1g1) = (hbn−1)(hbn−1 g1) = a1gn−1 = gn−2bn−1...b1
= (hg2)(ha1)(ha2) · · · (han−1)
= (hg2)(hg2 a1)(hg2a1 a2) · · · (hg2a1···an−2 an−1)
= h(g2a1a2 · · · an−1).
Finalmente, como bn−ign−1 = gn−1bn−i−1 e an−ign−1 = gn−1an−i−1, para 1 ≤ i ≤ n − 2, em
OPn, temos que
h(aig1) = (hai)(hai g1) = bn−ign−1 = gn−1bn−i−1 = (hg1)(hg1 ai+1) = h(g1ai+1)
e
h(big1) = (hbi)(hbi g1) = an−ign−1 = gn−1an−i−1 = (hg1)(hg1 bi+1) = h(g1bi+1),
para 1 ≤ i ≤ n− 2, o que prova a u´ltima igualdade.
Por conseguinte, pelo Teorema 4.3.8 (considerando a acc¸a˜o direita trivial), temos um pro-
duto semidirecto OPnoC2 induzido pela acc¸a˜o δ5. Por outro lado, temos hgk = gn−kh donde
hgk = (hgk)h, para 1 ≤ k ≤ n − 1. Enta˜o, tendo em considerac¸a˜o o Lema 4.4.6, conclu´ımos
imediatamente que:
Lema 4.4.24 Para x ∈ A ∪B ∪ C, hx = (hx)h em ORn.
Pelo Corola´rio 4.3.12, temos:
Teorema 4.4.25 O mono´ide ORn e´ uma imagem homomorfa de OPnoC2.
E, portanto:
Corola´rio 4.4.26 OR ⊆ OPoAb2.
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Mais uma vez, como C2 e´ um mono´ide comutativo, a acc¸a˜o esquerda de C2 em OPn pode
tambe´m ser considerada como uma acc¸a˜o direita (que coincide com a induzida pela acc¸a˜o
direita de {h}∗ em (A∪B ∪C)∗ que estende a acc¸a˜o nas letras seguinte: ahi = bn−i e bhi = an−i,
ghi = gn−i, para 1 ≤ i ≤ n−1). Assim tambe´m temos um produto semidirecto reverso C2nOPn.
Dado que, para 1 ≤ i ≤ n− 1, temos aih = hbn−i, bih = han−i e gih = hgn−i, enta˜o xh = hxh
em ORn, para qualquer x ∈ A ∪B ∪ C. Logo, novamente pelo Corola´rio 4.3.12, temos:
Teorema 4.4.27 O mono´ide ORn e´ uma imagem homomorfa de C2nOPn.
Por conseguinte:
Corola´rio 4.4.28 OR ⊆ Ab2nOP.
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Apeˆndice A
Questo˜es em aberto
Questa˜o 1. Determinar os cardinais e as caracter´ısticas de mono´ides de transformac¸o˜es par-
ciais sobre uma cadeia com mn elementos que preservam uma m-partic¸a˜o uniforme e a ordem
ou a orientac¸a˜o.
Questa˜o 2. Encontrar apresentac¸o˜es para mono´ides de transformac¸o˜es crescentes sobre uma
cadeia com mn elementos que preservam uma m-partic¸a˜o uniforme. Seguindo a estrate´gia
de Solomon em [67] comec¸a´mos por tentar obter uma apresentac¸a˜o para o mono´ide O+m×n.
Assim, com os geradores descritos na Secc¸a˜o 2.3, exibimos de seguida um conjunto de relac¸o˜es
satisfeitas pelo mono´ide O+m×n que julgamos serem suficientes para o definirem. Este e´ ainda
um trabalho em progresso.
bi,j
2 = bi,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1,
bi,jbk,` = bk,`bi,j , 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1, |`− j| ≥ 2 ou k 6= i,
bi,jbi,j+1bi,j = bi,jbi,j+1, 1 ≤ i ≤ m, 1 ≤ j ≤ n− 2,
bi,j+1bi,jbi,j+1 = bi,jbi,j+1, 1 ≤ i ≤ m, 1 ≤ j ≤ n− 2,
bi,jtk,` =

tk,` k = i, 1 ≤ j ≤ n− `,
k = i− 1, 2 ≤ j + 1 ≤ ` ≤ n,
tk,`bi+1,p k = i, j = n− (`− p), com 2 ≤ p < ` < n ou 1 ≤ p < ` = n,
tk,`bi,j , k = i, 1 ≤ ` ≤ n− j ≤ n− 1,
k = i− 1, 1 ≤ ` < j ≤ n− 1,
k 6= i− 1, i, 1 ≤ j ≤ n− 1, 1 ≤ ` ≤ n,
1 ≤ i ≤ m,
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ti,jbi,` = ti,j , 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n, 1 ≤ ` ≤ n− 1,
ti,jti,2 = ti,jbi+1,1, 1 ≤ i ≤ m− 2, 1 ≤ j ≤ n− 1,
ti,nti,2 = bi,1ti,n, 1 ≤ i ≤ m− 1,
ti,jti,1 = ti,j , 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n,
ti,jti,` = ti,1ti,`, 1 ≤ i ≤ m− 1, 2 ≤ j ≤ ` ≤ n,
ti,jti+1,` = ti,1ti+1,`, 1 ≤ i ≤ m− 2, 2 ≤ j ≤ n, 1 ≤ ` ≤ n− j + 1 ≤ n,
ti,jtk,` = tk,`ti,j , 1 ≤ i, k ≤ m− 1, 1 ≤ j, ` ≤ n, k 6= i− 1, i, i+ 1,
ti+1,jti,1ti+1,1 = ti,1ti+1,j , 1 ≤ i ≤ m− 2, 1 ≤ j ≤ n,
ti,jti,kti,` = ti,jti,k, 1 ≤ i ≤ m− 1,
j = 1, 2 ≤ ` < k ≤ n,
j 6= 1 2 ≤ ` < k < j ≤ n,
ti,jti+1,kti,` = ti,jti+1,k, 1 ≤ i ≤ m− 2,
j = 1, 1 ≤ k, ` ≤ n,
2 ≤ j ≤ n, n− j + 2 ≤ k ≤ n, 1 ≤ ` ≤ n,
ti+1,jti,1ti+1,1 = ti,1ti+1,j , 1 ≤ i ≤ m− 2, 1 ≤ j ≤ n,
ti+1,jti,nti+1,` = ti,tti+1,u, 1 ≤ i ≤ m− 2, 1 ≤ j ≤ n 2 ≤ ` ≤ n,
j ≤ ` enta˜o t = n, u = l,
` < j enta˜o t = n− j + `, u = j,
bi+1,jti,jbi+1,j = ti,jbi+1,j , 1 ≤ i ≤ m− 1, 1 ≤ j ≤ n− 1,
bi,1...bi,n−jti,` = ti,`ti,`−j+1, 1 ≤ i ≤ m− 1, 1 ≤ j ≤ ` ≤ n, j 6= n,


ti,n−1bi+1,n−1...bi+1,1 = ti,nbi+1,1,
bi,2ti,n−1bi+1,n−1...bi+1,2 = ti,nbi+1,2,
.
.
.
bi,n−1...bi,2ti,n−1bi+1,n−1 = ti,nbi+1,n−1,
ti,n−2bi+1,n−2...bi+1,1 = ti,n−1bi+1,1,
bi,3ti,n−2bi+1,n−2...bi+1,2 = ti,n−1bi+1,2,
.
.
.
bi,n−1...bi,3ti,n−2bi+1,n−2 = ti,n−1bi+1,n−2,
.
.
.
ti,1bi+1,1 = ti,2bi+1,1,
1 ≤ i ≤ m− 1,
ti,1bi+1,1...bi+1,n−1 = ti,1ti,n, 1 ≤ i ≤ m− 1.
Questa˜o 3. Determinar a relac¸a˜o entre os subsemigrupos
OP(Xn, Y ) = {α ∈ OPn | (Xn)α ⊆ Y }
de OPn com imagem restrita Y ⊆ Xn. Notemos que os semigrupos OPn,r definidos na Secc¸a˜o
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3.1 constituem um caso particular destes. Na˜o e´, em geral, verdadeiro que, se |Y1| = |Y2| enta˜o
OP(Xn, Y1) e´ isomorfo a OP(Xn, Y2). A t´ıtulo de exemplo apresentamos dois diagramas das
D-classes de semigrupos OP(X5, Y ) com |Y | = 3. O primeiro diagrama corresponde a`s D-
classes das transformac¸o˜es do semigrupo {α ∈ OP5 | Imα ⊆ {3, 4, 5}} e o segundo diagrama
corresponde a`s D-classes das transformac¸o˜es do semigrupo {α ∈ OP5 | Imα ⊆ {2, 4, 5}}.
Atrave´s destes diagramas constatamos facilmente que estes dois semigrupos na˜o sa˜o isomorfos.
Estes diagramas foram obtidos usando o pacote SgpViz [12] do programa GAP [33].
Questa˜o 4. Usar o me´todo descrito na Secc¸a˜o 4.3 para decompor, atrave´s de um produto semi-
directo bilateral, certos mono´ides de transformac¸o˜es parciais sobre uma cadeia com n elementos,
nomeadamente os mono´ides POn, PODn, POPn, PORn, POPIn e PORIn.
Questa˜o 5. Usando produtos semidirectos bilaterais, decompor os mono´ides OPm×n e ORm×n.
Terminamos formulando algumas conjecturas que derivam da Secc¸a˜o 4.4.
Conjectura 1. JonJ ⊂ A.
Conjectura 2. OD = Ab2nO = OoAb2.
Observemos que a conjectura anterior e´ baseada no seguinte resultado:
Lema. O mono´ide OnoC2 pertence a` pseudovariedade OD.
Demonstrac¸a˜o. Prova-se que a aplicac¸a˜o
µ : OnoC2 −→ ODn × C2
(s, u) 7−→ (su, u),
e´ um homomorfismo injectivo.
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Analogamente, tambe´m temos que C2nOn ∈ OD.
Conjectura 3. OP = AbonO.
Conjectura 4. OR = DihonO = AbonOD = Ab2nOP = OPoAb2.
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