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h i g h l i g h t s
• Asymptotic theory for mildly integrated AR(1) process with drift is discussed.
• There is degeneracy in mildly stationary side, but normality in mildly explosive case.
• Empirical implication in the bubble modeling is also addressed.
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a b s t r a c t
Some asymptotic results are given for first-order autoregressive (AR(1)) time series with two features: (i).
a nonzero constant intercept (ii). a root moderately deviating from unity. Both stationary and explosive
sides are studied. It is shown that the inclusion of intercept will change drastically the large sample
properties of the least-squares (LS) estimator obtained in Phillips and Magdalinos (2007, PM hereafter).
For near-stationary case, only an unusual convergence of a linear combination of intercept and AR
coefficient can be derived. For near-explosive case, on the other hand, the limiting distributions of two
estimators will be independent and Gaussian, with conventional t-test for both of them keeping valid.
Empirical implication of these limit theory is also discussed.
© 2017 Elsevier B.V. All rights reserved.
1. Introduction
Past several decades have witnessed a huge amount of econo-
metric literature devoted to autoregressive (AR) time seriesmodel.
This simple yet powerful model has also been widely used in
empirical researches. In the present paper, we focus our attention
on a special case of first-order autoregression defined by
yt = d+ ρnyt−1 + ut , t = 1, . . . , n (1)
Throughout this paper, we impose following assumptions on
model (1).
Assumption 1.1. For model (1) above, we assume that,
(i) AR coefficient ρn = 1 + ckn depends on sample size n and
kn = o(n) as n→∞.
(ii) c and d are both nonzero constant real numbers.
✩ Helpful comments and suggestions from Yu Jun and an anonymous referee are
much appreciated.
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(iii) The process is initialized at y0 = op(√kn) independent of
σ (u1, . . . , un).
(iv) ut is a sequence of independent and identically distributed
(i.i.d.) random disturbances with E(u1) = 0, E(u21) = σ 2 ∈
(0,∞). When c < 0, we further assume that E|u1|2+δ < ∞
for some δ > 0.
When d = 0, this model is rigorously studied in PM and often
known as mildly integrated process in the literature. Specifically,
when c < 0, it is termedmildly stationary process andwhen c > 0,
mildly explosive process. Except for the nonzero intercept, all other
assumptionsmade above are the same as in PM.1 Assume that a set
of observations {yt}nt=1 is available. Let
∑
denote
∑n
t=1 to simplify
notation. When d is known to be zero a priori, the least-square
estimators of ρn based on the available sample is
ρˆn =
∑
ytyt−1∑
y2t−1
= ρn +
∑
yt−1ut∑
y2t−1
1 For mildly explosive case, the proof suggests that we can relax the restriction
on initial condition to y0 = op(kn), without influencing any results that will be
obtained.
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In this case, the limiting distributions of ρˆn is developed in PM.
Specifically, they showed that when c < 0,
(nkn)1/2(ρˆn − ρn)⇒ N(0,−2c)
and when c > 0,
(knρnn/2c)(ρˆn − ρn)⇒ C,
where C is a random variable following standard Cauchy distribu-
tion. As is discussed in PM, the main attraction of this setup is that
it provides a bridge between pure stationary or explosive process
and unit root (or local to unity) process.
If the value of d is unknown ex ante, however, the LS estimators
of ρ and dwill be, respectively,
ρˆn =
∑
(yt − y¯)(yt−1 − y¯−)∑
(yt−1 − y¯−)2 and dˆ = y¯− ρˆy¯− (2)
where y¯ = ∑ yt/n and y¯− = ∑ yt−1/n. The potential impact of
estimating the intercept together with AR coefficient on limiting
behavior of LS estimator is by far not well studied in the literature.
Motivated by this incompleteness in theory, in this paper, we
extend the literature by developing the asymptotic distributions
of ρˆn and dˆ for moderately integrated process with an unknown
intercept. We first show that an unusual joint convergence result
can be achieved for mildly stationary case. Then, the asymptotic
normality, instead of Cauchy-type distribution, is proved for both
intercept and AR coefficient under mildly explosive assumption.
All proofs could be found in online supplemental material.
2. Models and main results
As is similar to the equation 2.1 in Wang and Yu (2015), an
equivalent representation of yt generated by model (1) is
yt = dc kn(ρ
t
n − 1)+ ρtny0 +
t∑
j=1
ρt−jn uj, (3)
where the fact that ρn = 1+ ckn is utilized. This expression can be
written more concisely as
yt = dc kn(ρ
t
n − 1)+ y0t , (4)
where y0t is a mildly stationary or mildly explosive process (de-
pending on the sign of c) without intercept. Apparently, {y0t } so
defined is equivalent to the {yt} studied in PM. Decomposing yt
into these two parts is very helpful in terms of the derivation
of asymptotic behaviors, because we can directly borrow some
results for y0t from that paper. In the following, we will discuss the
c < 0 case first, and then move to the c > 0 part.
2.1. Limit theory for mildly stationary case
This subsection establish the limit properties of ρˆn and dˆ when
c < 0. First, we derive the limiting behavior of some components
that will be involved in the LS estimators for both intercept and AR
coefficient.
Theorem 2.1. For model (1) with c < 0, we have, as n→∞,
(a) yn = op(n);
(b) n−1/2
∑
ut ⇒ Z, where Z ∼ N(0, σ 2);
(c) n−1kn−1
∑
yt−1 ⇒ −d/c;
(d) n−1/2kn−1
∑
yt−1ut ⇒ (−d/c)Z;
(e) n−1kn−2
∑
y2t−1 ⇒ d2/c2.
Note that the centered LS estimators of ρˆn and dˆ are given
by[
dˆ− d
ρˆn − ρn
]
=
⎡⎣ n ∑ yt−1∑
yt−1
∑
y2t−1
⎤⎦−1⎡⎣ ∑ ut∑
yt−1ut
⎤⎦ . (5)
Therefore, after some manipulations of this equation and use the
convergence results reported in Theorem 1, one can easily show
that[ √
n(dˆ− d)√
nkn(ρˆn − ρn)
]
=
⎡⎣ 1 n−1k−1n ∑ yt−1
n−1k−1n
∑
yt−1 n−1k−2n
∑
y2t−1
⎤⎦−1
×
⎡⎣ n−1/2∑ ut
n−1/2k−1n
∑
yt−1ut
⎤⎦
⇒
[
1 −d/c
−d/c d2/c2
]−1 [ 1
−d/c
]
Z .
It is obvious that the first matrix in the second line has a zero
determinant and is thus not invertible. If we premultiply this
singular matrix on both sides of (6), we immediately achieve the
following result.
Theorem 2.2. For model (1) with c < 0, the following joint limit
applies as n→∞,
√
n(dˆ− d)+ d−c
√
nkn(ρˆn − ρn)⇒ Z
Remark 2.3. It is clear from this theorem that dˆ − d = Op( 1√n )
and ρˆn − ρn = Op( 1√nkn ). For the LS estimator of AR coefficient, the
convergence rate is different from the result in PM. Clearly, when
c < 0, the order of magnitude of ρˆn becomes faster compared
with no intercept case. Meanwhile, the LS estimator of intercept
dˆ exhibits standard
√
n convergence rate.
Remark 2.4. This theorem also suggests that a linear combina-
tion of dˆ and ρˆn converges to normal distribution. Such a result,
however, is not enough if we want to make inference about these
two parameters, which relies on the limiting distribution of them
separately.
2.2. Limit theory for mildly explosive case
This subsection considers the asymptotic behavior of ρˆn and dˆ
when c > 0. Mildly explosive time series has turned out to be very
important in the econometric analysis of bubbles; see for example,
Phillips et al. (2015a, b). Following PM, we define
Xn := 1√
kn
n∑
t=1
ρ−(n−t)−1n ut and Yn :=
1√
kn
n∑
j=1
ρ−jn uj.
To obtain the asymptotic distribution of the LS estimator without
intercept, PM proved following results,2 which are reproduced
here because they will be used in the proof of limit theory under
nonzero intercept later.
Lemma 2.5. For each c > 0, the sequences (Xn)n∈N and (Yn)n∈N
defined above satisfy,
2 See Lemma 4.2 and part (a) of Theorem 4.3 in that paper.
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(a) (Xn, Yn) ⇒ (X, Y ) as n →∞, where X and Y are independent
N(0, σ 2/2c) random variables.3
(b) As n→∞, we have ρ−nn /kn
∑
y0t−1ut ⇒ XY
Taking advantage of these properties, we have following theo-
rem which provides the limiting behavior we will need.
Theorem 2.6. For model (1) with c > 0, we have, as n→∞,
(a) ρ−nn k−1n yn ⇒ d/c
(b) ρ−nn k−2n
∑
yt−1 ⇒ d/c2
(c) ρ−nn k
−3/2
n
∑
yt−1ut ⇒ (d/c)X
(d) (ρ2n − 1)ρ−2nn k−2n
∑
y2t−1 ⇒ d2/c2
Similar to the discussion in last subsection, we need to examine
the centered LS estimators of ρˆn and dˆ. Motivated by the results in
Theorem 2.4, we can transform Eq. (5) into following representa-
tion[
n1/2(dˆ− d)
ρnnk
3/2
n /2c(ρˆn − ρn)
]
=
[
1 ρ−nn n
−1/2k−3/2n
∑
yt−1
ρ−nn n
−1/2k−3/2n
∑
yt−1 (ρ2n − 1)ρ−2nn k−2n
∑
y2t−1
]−1
×
[
n−1/2
∑
ut
ρ−nn k
−3/2
n
∑
yt−1ut
]
=
[
1 op(1)
op(1) (ρ2n − 1)ρ−2nn k−2n
∑
y2t−1
]−1
×
[
n−1/2
∑
ut
ρ−nn k
−3/2
n
∑
yt−1ut
]
⇒
[
1 op(1)
op(1) d2/c2
]−1 [
Z
d/cX
]
Consequently, we obtain the following limiting distributions
which extend PM’s results to the mildly explosive process with
nonzero intercept.
Theorem 2.7. For model (1)with c > 0, the following limits apply as
n→∞,
(a)
√
n(dˆ− d)⇒ N(0, σ 2)
(b) ρnn (ρn − 1)−3/2(ρˆn − ρn)⇒ N(0, 2σ 2/d2)
Remark 2.8. Compared with PM’s result, the limiting behavior
of ρˆn when intercept is unknown and nonzero is distinctively
different. The convergence rate now is ρnn (ρn − 1)−3/2, which is
faster than the ρnn (ρn − 1)−1/2 in PM. Meanwhile, the asymptotic
distribution is Gaussian under the presentmodel,while it is Cauchy
in PM.
Remark 2.9. Note that when d = 0, the asymptotic variance will
be infinite and thus the above theorem cannot be applied. In that
case, the Cauchy-type convergence derived in PM should be used.
Remark 2.10. Wang and Yu (2015) shows that, for pure explosive
process (i.e. kn = 1), when intercept and AR coefficient are
estimated together, there exists invariance principle for dˆ. Their
limiting distribution for dˆ is exactly the same as reported in above
theorem. However, they show that, without assuming Gaussianity,
no invariance result can be achieved for ρˆn, which is not the case
3 As pointed out by the referee, this result is no longer necessary under the
present setup, as we show that the normalized
∑n
t=1y
2
t−1 will approach a constant
rather than a random variable.
when explosiveness is mild. This is not surprising, as a critical
advantage of mildly explosive process over pure explosive one
is that the former allows for invariance principle of LS estimator
without imposing the assumption of normal errors.
Now that both estimators show asymptotic normality, we
would like to further study the t-statistics for these two LS esti-
mators. Since both dˆ and ρˆn are consistent, we can consistently
estimate the variance parameter σ 2 as well. That is, if we let σˆ 2 =
n−1
∑
(yt − dˆ − ρˆnyt−1), then σˆ 2→pσ 2. With σˆ 2 in hand, one can
further construct the traditional t-statistic
td = (dˆ− d)[n
∑
y2t−1 − (
∑
yt−1)2]1/2
[∑ y2t−1 · σˆ 2]1/2 , (6)
tρn =
(ρˆn − ρn)[n∑ y2t−1 − (∑ yt−1)2]1/2
[n · σˆ 2]1/2 . (7)
It is not hard to prove the following corollary using the findings
reported above.
Corollary 2.11. For the t-statistics defined by Eq. (6) and (7), we have,
as n→∞,
(a) td ⇒ N(0, 1),
(b) tρn ⇒ N(0, 1),
(c) td and tρn are asymptotically independent.
2.3. Some intuitions
The results reported in above two subsections, though new, are
not unexpected to a certain extent.4 Note that in both cases we
have considered, the convergence rate of autoregressive coefficient
is higher comparedwith PM. In time seriesmodels, it is not uncom-
mon that including an intercept term would lead to an increase
in the convergence rate of a persistent process. A famous example
is the unit root model with a drift. Without a constant term, the
convergence rate of the autoregressive parameter is T , while after
taking care of drift, it will increase to T 3/2. Hamilton (1994, p.
407) pointed out that it is due to the fact ‘‘the regressor yt−1 is
asymptotically dominated by the time trend. In large samples, it
is as if the explanatory variable yt−1 were replaced by the time
trend’’.
In the present setup, the drift exclusively dominates the asymp-
totics as well. One can easily understand this by looking at the
Eq. (4). If we assume y0 = 0 for simplicity, it is clear that
when c < 0, E|y0t | = O(k1/2n ) and (d/c)kn(ρtn − 1) = O(kn)
when c > 0, E|y0t | = O(ρtnk1/2n ) and (d/c)kn(ρtn − 1) = O(ρtnkn)
uniformly in t ∈ {1, . . . , n}. Indeed, in the large sample cases,
the impact of autoregressive part will gradually be dominated
in the presence of the intercept term. Based on this result, we
can straightforwardly obtain the following approximation of yt
uniformly in t:
yt=dc kn(ρ
t
n − 1){1+ op(1)}={1+ op(1)} ×
⎧⎪⎨⎪⎩
d
−c kn c < 0
d
c
knρtn c > 0
This property, then, immediately leads to the results in Theorems
2.1 and 2.6 above. It also explains why in our explosive case,
different from the standardmildly explosivemodel,we can achieve
somekindof ‘‘ergodicity’’ that the normalized
∑n
t=1y
2
t−1 converges
4 I am grateful to the referee for raising the issues in this part.
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in probability to a constant instead of random variable. In that
sense, the inclusion of intercept actually changes the nature of the
model (1) because, in terms of the limit theory, it is no longer like
a mildly integrated process.
3. Empirical implication
Above theoretical derivation suggests that, under mildly ex-
plosive assumption, an invariance principle exists for dˆ and its
conventional t-statistic still holds true. Hence, based on available
observations, we can consistently estimate the intercept and then
test whether it is zero or not. This finding is important because, as
can be seen fromRemark 2.8, the limiting behavior of ρˆn is dramat-
ically influenced by the appearance of intercept. Both convergence
rate and asymptotic distribution change. Therefore, before making
inference about ρˆn, one should first choose the proper limit theory
according to the test result for H0 : d = 0 vs. HA : d ̸= 0.
Since asymptotically dˆ and ρˆn are independent, this can be easily
implemented by checking either the t-statistic or p-value of dˆ after
running an OLS regression of yt on an constant and yt−1.
The abovementioned issue is especially relevant in the empir-
ical study of various type of bubbles. As already mentioned, the
mildly explosive process is prevalent in the modeling of bubble
behavior. Usually, a data-generating process like
xt = xt−11{t < τe} + ρnxt−11{τe ≤ t ≤ τf }
+
⎛⎝ t∑
k=τf+1
ϵk + x∗τf
⎞⎠ 1{t > τf } + ϵt1{t ≤ τf } (8)
where ρn = 1 + cnα , c > 0, α ∈ (0, 1), will be used to describe
the trajectory of a time series that is likely to experience explosive
bubble period. Phillips et al. (2011) propose a recursive right-
tailed unit root testing procedure to test explosive behavior and
date stamp the origination and collapse of economic exuberance.
They suggest that, if one reject the null hypothesis that there is
no explosive behavior, a valid asymptotic confidence interval for
ρn could be constructed using PM’s results, viz., a Cauchy-type
distribution.5 This advice, which is based on (8), however, im-
plicitly assumes that the bubble period follows a mildly explosive
process with an intercept known to be zero. As shown in Theorem
2.5,when intercept is actually nonzero, the asymptotic distribution
of estimator for AR coefficient should be normal and thus critical
value based on standard normal distribution should be applied.
Specifically, if a preliminary test on intercept term shows that we
5 See Section 3.1 in that paper for more detailed discussion.
have d ̸= 0, then a 100(1 − α)% confidence interval for ρn, should
be given by the region(
ρˆn ±
√
2σˆ (ρˆn − 1)3/2
dˆρˆnn
Zα
)
,
where Zα is the two sided α percentile critical value of the standard
normal distribution.
4. Conclusions
In this paper, the limit theory for processwith a rootmoderately
deviating fromunity and a nonzero intercept is established. The re-
sultsmake several contributions to the literature: (i) we show that,
with mildly stationary assumption, as long as we allow a nonzero
intercept, an unconventional joint convergence of estimators for
intercept and AR coefficient will applies. (ii) it is shown that for
mildly explosive process with intercept, the LS estimator for AR
coefficient is not asymptotically Cauchy anymore. It will become
Gaussian and the convergence rate is faster than no-intercept
case. (iii) based on the validity of t-test for both estimators, sug-
gestions are made regarding the inference for mildly explosive
bubble period. In this research, however, only i.i.d. error terms are
studied and meanwhile deterministic time trend is excluded. How
to incorporate dependent error structure and time trend is beyond
the scope of the present paper.
Appendix A. Supplementary data
Supplementary material related to this article can be found
online at https://doi.org/10.1016/j.econlet.2017.12.008.
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