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Kurzfassung
DIE UNTERSUCHUNG VON
UNTERTAGE-KOHLEBR ¨ANDEN
-
DURCH EINEN NUMERISCHEN ANSATZ F ¨UR
THERMISCH, HYDRAULISCH UND CHEMISCH
GEKOPPELTE PROZESSE
von
Stefan Weßling
Die Erhaltung natu¨rlicher Rohstoffvorkommen sowie der Schutz der Umwelt gewinnen
zunehmend an Bedeutung. Unter anderem verursachen unkontrollierte Bra¨nde von Kohle-
flo¨zen eine Zersto¨rung von Rohstoffen und eine Verschmutzung der Umwelt durch den
Ausstoß treibhaus-relevanter Gase. Derartige Kohlebra¨nde existieren weltweit. Ihre Beka¨m-
pfung ist von internationalem Interesse, um Energiereserven und die Umwelt zu schu¨tzen.
Ziel dieser Studie ist es, ein besseres Versta¨ndnis u¨ber die Brandausbreitung von un-
tertage befindlichen Kohleflo¨zen zu erhalten. Von besonderem Interesse ist dabei deren
dynamisches Verhalten unter Beru¨cksichtigung gekoppelter physiko-chemischer Prozesse
im Flo¨z und im Umgebungsgestein. Ein derartiges Versta¨ndnis fo¨rdert die Entwicklung von
verbesserten Lo¨sch- und Vorbeugemaßnahmen.
Zur Untersuchung des dynamischen Verhaltens von Untertage-Kohlebra¨nden wurde ein
numerischer Ansatz verwendet. Das numerische Modell beru¨cksichtigt thermische, chemis-
che und hydraulische Prozesse, die sowohl im Flo¨z als auch im diskontinuierlichen Umge-
bungsgestein ablaufen. Von besonderer Bedeutung ist dabei die Kopplung zwischen dem
Transport brand-relevanter chemischer Stoffe wie Sauerstoff und dem Verbrennungsprozess
im Flo¨z. Die mathematische Formulierung der beteiligten Prozesse beruht auf einem Ein-
Kontinuums-Ansatz.
Zur Simulation der Kohlebra¨nde wurde der Finite-Elemente basierte Simulator ’Rock-
flow’ durch ein Operator-Splitting Verfahren erweitert. Das Operator-Splitting Verfahren
wurde verwendet, um den Transport und den Verbrauch von Sauerstoff getrennt voneinan-
der zu berechnen, da beide auf unterschiedlichen Zeitskalen stattfinden. Die Trennung
ermo¨glicht, die Brandausbreitung in Abha¨ngigkeit von der Rate des Sauerstofftransportes
zu berechnen. Die Rate des Sauerstoffverbrauches hingegen, die bei hohen Temperaturen
extrem hoch wird, bleibt unberu¨cksichtigt. Diese Prozedur ermo¨glicht die Simulation von
Kohlebra¨nden in akzeptablen Rechenzeiten.
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Unter Verwendung eines vereinfachten zwei-dimensionalen Modells wurde eine Sensi-
tivita¨tsstudie durchgefu¨hrt, um den Einfluss von Permeabilita¨t und effektiver Wa¨rmeleitfa¨-
higkeit auf die Brandentwicklung zu untersuchen. Fu¨r Permeabilita¨ten zwischen 5x10−10 m2
und 1x10−8 m2 ergab die Studie eine Brandausbreitungsrate zwischen drei und 340 Metern
pro Jahr. In Abha¨ngigkeit von der temperaturabha¨ngigen effektiven Wa¨rmeleitfa¨higkeit
variiert die maximale Brandtemperatur zwischen 900K und 1300K.
Weiterhin wurde das numerische Verfahren zur Untersuchung des Einflusses von atmo-
spha¨rischen Druckschwankungen und Windeinflu¨ssen auf das Zirkulationssystem in Kohle-
brandsystemen verwendet. Die Simulation von Druckschwankungen wurde durch zeitlich
variierende Druck-Randbedingungen realisiert. Windeinflu¨sse wurden durch die Eingabe
erho¨hter Druckwerte an einem im Modell enthaltenen Ausbiss beru¨cksichtigt. Anhand der
Modellrechnungen la¨sst sich sagen, dass die Sauerstoff- Konzentration selbst unter Verwen-
dung eines homogenen Ein-Kontinuum Modells auf externe Druckschwankungen reagiert.
Eine eindeutige Antwortfunktion konnte nicht gefunden werden, da sich die Reaktion an
unterschiedlichen Lokationen verschieden verha¨lt. Die Simulation von Wind zeigt einen
Einfluss auf die Sauerstoffverteilung im System.
Ein Vergleich zwischen in-situ Messungen und Simulationsergebnissen wurde zwecks
Modellvalidierung und -kalibrierung verwendet. Der Vergleich hat ergeben, dass das ver-
wendete Modell als validiert angesehen werden kann, da es die Gro¨ßenordnung von in-situ
beobachteten Gro¨ßen reproduziert. Eine Modellkalibrierung konnte nicht durchgefu¨hrt wer-
den, was auf den Unterschied zwischen dem Ein-Kontinuums-Modell und dem hochgradig
diskontinuierlichen Umgebungsgestein realer Untertage-Kohlebra¨nde beruht. In der Re-
alita¨t treten im Hangenden u¨ber Kohlebra¨nden insbesondere großskalige Klu¨fte auf. Diese
Klu¨fte wurden im Modell nicht beru¨cksichtigt, obwohl sie einen effektiven Migrationsweg
fu¨r die Sauerstoffzufuhr darstellen.
Eine praktische Anwendung des numerischen Verfahrens wurde anhand der Simulation
zweier Lo¨schszenarien demonstriert. Die Lo¨schszenarien beinhalten die Abdeckung der
Erdoberfla¨che mit wenig durchla¨ssigem Material sowie die Injektion von Wasser in die
Brandzentren. Bei Abdeckung zeigt sich eine Verlangsamung der Brandausbreitung sowie
eine Verringerung der Brandtemperatur. Die durch die Abdeckung erzielten Effekte ha¨ngen
dabei von der Gro¨ße der abgedeckten Fla¨che ab. Eine zu geringe Abdeckung ist nicht aus-
reichend fu¨r eine Brandminderung. Die Simulation der Wasserinjektion verdeutlicht die
Effizienz der Energieextraktion des Brandes. Es konnte gezeigt werden, dass die Injek-
tion in gebirgsmechanisch gesto¨rte Bereiche nicht ausreicht, um die Wa¨rme auch weniger
gesto¨rten und daher undurchla¨ssigeren Bereichen zu entziehen. Daher wird die Injektion
von Wasser in ungesto¨rte Bereiche empfohlen, um dem gesamten System die thermische
Energie effizient zu entziehen.
Zusammenfassend kann festgestellt werden, dass der vorgestellte numerische Ansatz eine
nu¨tzliche Methode ist, um prinzipielle Untersuchungen des dynamischen Verhaltens von
Untertage-Kohlebra¨nden durchzufu¨hren. Zudem belegt die Simulation von Lo¨schszenarien
die Verwendbarkeit des numerischen Modells zur Planung von Lo¨sch- und Pra¨ventionsmaß-
nahmen.
Abstract
THE INVESTIGATION OF UNDERGROUND COAL FIRES
-
TOWARDS A NUMERICAL APPROACH FOR THERMALLY,
HYDRAULICALLY, AND CHEMICALLY COUPLED
PROCESSES
by
Stefan Wessling
The protection of natural resources and of the environment is becoming increasingly im-
portant. Among others, the uncontrolled burning of natural coal seams is one phenomenon
which destroys enormous amounts of fuel and pollutes the air with green house gases. Such
coal fires are recognized all over the world. Fighting coal fires is of international concern to
protect today’s natural energy resources and the environment.
This thesis aims to improve the understanding of fires propagating through a coal seam
in the subsurface, termed underground coal fires. Especially, their dynamic behavior with
respect to coupled physico-chemical processes in the seam and in the surrounding rocks is
approached. The understanding will help to develop improved extinction and prevention
strategies.
A numerical approach has been used to investigate the dynamic behavior of underground
coal fires. The adopted numerical model involves thermal, chemical and hydraulic pro-
cesses which take place in the coal seam and in the discontinuous rocks surrounding the
coal fire. Particularly, the transport of combustion-relevant chemical species like oxygen
coupled to the combustion process in the seam is an important attribute that is considered
by the model. The mathematical formulation of involved processes is based on a single-
continuum approach.
For the simulation of underground coal fires, the finite-element simulator ’Rockflow’ has
been extended by an operator-splitting approach. The approach is used to separate the cal-
culation of oxygen transport and oxygen consumption, respectively, because transport and
consumption take place at different time scales. This separation allows the propagation of
the fire to be controlled by the oxygen transport rate, thereby leaving the oxygen consump-
tion rate unconsidered. This disregard of the oxygen consumption rate, which becomes
inherently high at high temperatures, allows a coal fire simulation in acceptable calculation
times.
Using a simplified two-dimensional model setup, a sensitivity study has been performed
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to investigate the influence of the permeability and the effective thermal conductivity on
the fire development. The study yields a fire propagation rate between three and 340 me-
ters per year for a permeability range between 5x10−10 m2 and 1x10−8 m2. The maximum
combustion temperature varies between 900K and 1300K, depending on the temperature
dependent effective thermal conductivity.
The numerical approach has also been used to investigate the influence of atmospheric
pressure variations and of winds on the circulation system around an underground coal fire.
The simulation of pressure variations has been realized by temporally varying the pressure
at the boundary of the model. Winds were introduced as increased pressure values at an
outcrop that is part of the model. It has been found that the oxygen concentration responds
to the external pressure variations, even for the homogeneous, single-continuum model. A
response function could not be defined, because the response was different at different lo-
cations within the system. Winds proved to influence the oxygen distribution.
A comparison between in-situ measurements and simulation results has been used to per-
form model validation and calibration. Based on the comparison, the model could be said
validated, because it reproduced the order of magnitude of in-situ observed values. Model
calibration could not be performed, which is explained by the difference between the ap-
plied single-continuum approach and the highly discontinuous nature of rocks around real
underground coal fire sites. In real fire sites, especially large-scale fractures develop due to
rock-mechanical failure. These fractures have not been considered by the model, although
they represent effective migration path ways for oxygen penetration.
The practical application of the numerical approach has been demonstrated by the simu-
lation of two extinction scenarios. The scenarios consider the coverage of the surface with
nearly impermeable material and the injection of water into the combustion centers. Surface
coverage proved to reduce the fire propagation and to decrease the combustion temperature.
Thereby, the mitigation effects depend on the size of the covered surface area. A coverage
of too small areas proved to be insufficient for an efficient fire mitigation. The simulation of
water injection gave insight into the efficiency of energy extraction from the coal fire. It has
been shown that the injection into mechanically disturbed regions does not remove thermal
energy from heated, but less disturbed and therefore less permeable locations. Because of
this, the injection of water into undisturbed regions in front of combustion centers is pro-
posed, in order to efficiently remove the thermal energy from the whole system.
Summarizing, the presented numerical approach is shown to be a useful method to per-
form principle investigations on the dynamic behavior of underground coal fires. In addi-
tion, the simulation of extinction scenarios confirms that a numerical approach is useful to
support the planning of extinction and prevention activities.
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1 Introduction
1.1 Coal Fires - a Global Problem
Uncontrolled burning or smoldering of coal seams, coal waste or storage piles are recog-
nized to cause environmental and economical problems of global extent. In addition, such
kind of coal fires represent one of the most challenging hazards for worldwide coal indus-
tries.
Minor problems with coal fires are reported from the Czech Republic (Klika et al., 2004)
or from Germany, where the burning or smoldering of storage or waste piles has been ob-
served (Mrasek, 2005). Problems with large-scale coal fires are reported from countries
all over the world (Glover, 1998; Stracher and Taylor, 2004), the largest ones occurring in
China (Cassells and van Genderen, 1995; Bethge, 1999; Rosema et al., 2001; Bo¨kemeier
and Elleringmann, 2002; Sauer, 2002), the USA (Geissinger, 1990; Nolter and Vice, 2004),
India (Michalski, 2004), Indonesia (Whitehouse and Mulyana, 2004), and South Africa
(Bell et al., 2001).
Fires in natural coal seams can develop where accumulations of small coal particles have
been produced at the mining front and thereafter have been left unprotected in abandoned
mines. Whenever such accumulations are in contact with the atmosphere, the organic coal
components chemically react with the oxygen in the air. The reaction takes place at tem-
peratures as low as the ambient temperature and produces heat due to its exothermic nature.
If the heat cannot escape, the reaction undergoes a self-accelerating process, termed self-
ignition, until coal combustion starts. Besides coal accumulations in abandoned mines, coal
waste or storage piles are also composed of small coal grains, which may self-ignite after a
sufficiently long storage time (see e.g. Schmal, 1987).
Coal seam fires destroy enormous amounts of fuel resources. For instance, the annual
loss of coal due to uncontrolled coal fires is estimated to be 10 to 200 million tons in China
(Zhang et al., 2004). For the Rujigou Coal Basin (Ninxia Hui Autonomous Region, PR
China), Rosema et al. (2001) report an annual loss in the order of 300 000 tons, equivalent
to an estimated value of 15 million US dollars. Coal is the most important energy resource
in China, which is the second largest coal producer and consumer of the world (Milch,
2001). The extinction and circumvention of coal fires is therefore of essential interest for
China.
The combustion of coal produces green house relevant gases like CO2 and CO. The CO2
emission due to Chinese coal fires has been estimated to be high as 2% of the world’s CO2
emission (Sauer, 2002; Zhang et al., 2004). Thus, coal fires contribute significantly to the
global warming and certainly present a global problem. In addition, large amounts of po-
tentially toxic trace elements are released by coal fires such as arsenic, selenium, mercury,
lead and fluorine (Finkelmann, 2004).
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Moreover, mining activities and humans are endangered by underground coal fires when
the uncontrolled extraction of coal due to the combustion within the seams causes collapse
and subsidence (Buhrow et al., 2004a; Nolter and Vice, 2004). This can cost the lives of
mine workers and civil population in residential areas (Prakash et al., 2001; Stracher and
Taylor, 2004). In Centralia (Pennsylvania, U.S.), an underground coal fire burning since
1962 attracted strong public attention (Glover, 1998). A whole city was evacuated and re-
moved between 1980 and 1998, because the slowly progressing coal fire underneath the
city endangered houses and infrastructure. Even today, the fire still leads to the collapse of
formerly inhabited ground.
Fighting coal fires is an international concern to protect today’s natural energy resources
and save the environment and mining activities. This involves a better understanding of
dynamic processes taking place in underground coal fires through direct observations and
numerical simulation. The obtained results will help to develop efficient and sustainable
extinction strategies.
1.2 Investigations of Coal Fires: Research Status
Besides of the uncontrolled burning of coal seams, the combustion of coal is applied for
power generation worldwide. Many efforts have been undertaken to understand dynamic
processes involved in coal combustion, which are of physical and chemical nature. In par-
ticular, the coupling between these processes is a matter of scientific concern. An overview
over mechanisms and physico-chemical processes involved is given by Zelkowski (1986),
Annamalai and Ryan (1993) and Annamalai and Ryan (1994).
Among others, physical processes are the convective and diffusive transportation of che-
mical species contained in compressible gas and the convective, radiative and conductive
transportation of heat, which is produced due to the exothermal reactions. One relevant
mechanism for convection by gas flow is thermal buoyancy, which results from temperature-
dependent density variations of the gaseous phases.
Chemical reactions can be described as being a conversion of reactive educts to solid and
gaseous products, with oxygen and coal as indispensable educt species (Hobbs et al., 1993).
The chemical reactions result from complex mechanisms, hence formulations of chemical
reactions have been proposed with different complexity (see e.g. Blasi, 1993, for a classi-
fication). Shadman and Cavendish (1980) experimentally investigated the applicability of
different formulations for chemical reactions between oxygen and coal particles of differ-
ent size. In their study, considered reactions include 1) the conversion of coal and gaseous
species to gaseous fuel, 2) the conversion of gaseous fuel and oxygen to final products, and
3) the conversion of coal and oxygen to final products. Shadman and Cavendish (1980)
came to the conclusion that the combustion of large particles is dominated by gasification
and gas-phase reactions 1) and 2), whereas small particles are dominated by a surface reac-
tion mechanism represented by reaction 3).
A further issue for coal combustion research is the rate at which the chemical reactions,
known as reaction kinetics, take place. At temperatures between 973K and 1173K, Bews
et al. (2001) experimentally determined the reaction rates between oxygen and non-porous
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graphite particles in a bed of silica sand fluidized by different mixtures of oxygen and ni-
trogen.
At lower temperatures, the interplay between the reaction rates and energy and oxygen
transport becomes relevant for the onset of self-ignition of coal. Experimental (Schmidt and
Elder, 1940; Nordon et al., 1979; Ghosh, 1986; Krishnaswamy et al., 1996b; Jones et al.,
1998) and theoretical (Brooks and Glasser, 1986; Brooks et al., 1988a,b; Bradshaw et al.,
1991; Krishnaswamy et al., 1996a; Hull and Agarwal, 1998) studies have been performed
on the self-ignition procedure, especially to protect intact coal seams and coal storage and
waste piles.
Numerically, the phenomenon of self-ignition has been studied by various scientists, in-
cluding Schmal et al. (1985), Schmal (1987), and Fierro et al. (2001) for the investigation
of parameters like porosity affecting the self-ignition tendency of coal stockpiles. Krish-
naswamy et al. (1996c) and Rosema et al. (2001) considered external influences like wind-
driven forces and cyclic solar irradiation onto the self-ignition tendency of coal. Gong et al.
(1999), Krause and Schmidt (2001) and Lohrer et al. (2005) performed numerical studies
about the effect of humidity, liquid water and water vapor onto the self-ignition behavior.
Numerically and experimentally, the influence of different oxygen volume fractions onto
the self-ignition behavior was investigated by Schmidt et al. (2003), who showed that even
small oxygen volume fractions suffice for self-ignition to occur.
Numerical modeling has also been improved by the energy production industry, aim-
ing to enhance the energy extraction from coal combustion (Blasi, 1993). Challenges of
simulating reactive transport phenomena with emphasis on combustion modeling are de-
scribed by Oran and Boris (2001). They give a comprehensive overview over successfully
applied numerical methods. According to Oran and Boris (2001), the coupling between
various physical and chemical processes makes the simulation a demanding challenge, be-
cause the processes involved in combustion usually take place on different scales in space
and time. One promising numerical approach is timestep-splitting, where the changes of
physical variables are independently evaluated due to the different processes. The obtained
solutions are then combined to obtain the composite change within one global time step.
The ability of using specific numerical solvers for calculating each single process makes
timestep-splitting an attractive approach, although coupling representations over different
scales remains a generic but practical problem.
More specific simulation examples on coal combustion are given by Westbrook and Dryer
(1981), Hjertager (1986) and Krause and Schmidt (2001). Westbrook and Dryer (1981)
numerically solved one-dimensional finite difference equations for chemical kinetic mech-
anisms, conversation of mass, momentum, energy and chemical species. Their model, in-
cluding 21 elementary chemical reactions, was used to investigate laminar flame speed.
Hjertager (1986) performed numerical simulations to investigate laminar and turbulent re-
active flow considering one homogeneous single phase fluid. Krause and Schmidt (2001)
simulated smouldering fires based on a mathematical model including combined phenom-
ena of heat, mass and chemical species transfer by diffusion.
Whereas formulations for all of these studies are sufficient for single phase simulations,
underground coal fires need a formulation for transport processes in discontinuous porous
and/or fractured rocks. Hence, a macroscopic process description is preferential, where in-
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vestigated variables are regarded as averages over representative elementary volumes. Such
kind of macroscopization is particularly required if an extended region is considered, since
the resolution of porous or fractured structures is too extensive for practicable numerical
simulations.
Such a macroscopic formulation has been used by Brenner et al. (2000) to optimize the
combustion in porous burners for industrial applications. Brenner et al. (2000) performed
two-dimensional numerical simulations and experiments to evaluate the performance of
a numerical model including macroscopic formulations of involved processes. The model
considers conservation equations for 20 chemical species, which contribute to 164 chemical
reactions. Additionally, two momentum equations and one energy equation are numerically
solved.
A micro-scale example for combustion is given by Filippova and Ha¨nel (1998), who
present a numerical model for low Mach number combustion in a porous burner. For the
simulation, a Lattice Boltzmann approach in combination with conventional convective-
diffusion solvers for equations of temperature and chemical species have been applied.
In comparison to underground coal fires, studies from above were either performed to
investigate small domains, like porous burners, or based on the assumption of one single
fluid phase without consideration of transport processes in discontinuous fractured and/or
porous media. The simulation of underground coal fires received little attention. Particu-
larly, a complex physico-chemical model assumption has not been considered. First studies
aiming to understand physical and chemical processes involved in underground coal fires
are reported by Huang et al. (2001), Buhrow et al. (2004a) and Klika et al. (2004).
Numerically, gas flow and temperature fields as a consequence of underground coal fires
have been investigated by Huang et al. (2001). For that purpose, a schematic geometric
model has been used containing zones of different permeability to represent mechanically
disturbed overlying beds. These beds have additionally been intersected with thin zones
of even higher permeability, representing large-scale fractures. The simulations were per-
formed under the assumption of steady-state Darcy flow in two dimensions, ignorable radi-
ant heat transport, and thermal buoyancy as a consequence of temperature-dependent den-
sity variations. For the high permeability zones, values up to 10−9 m2 have been used, which
is an equivalent value for coarse grained sandstone (Nield and Bejan, 1999). Huang et al.
(2001) concluded that permeabilities as high as 10−9 m2 are necessary to sustain a natural
convection flow which can circulate air to the coal fire. Furthermore, the temperature fields
of deeper fires are controlled by heat conduction while the effect of convection becomes
dominant when the fire occurs at shallow depth.
Simulations from Buhrow et al. (2004a) were performed to describe and predict rock
mechanical processes as a result of coal-fire induced volume reduction in the underground
seam. Simulations with the rock mechanical simulator FLAC1 showed the development of
collapse structures, which are intersected with large-scale fractures.
Klika et al. (2004) used numerical simulations to investigate the temporal temperature
distribution around three burning coal seams. The simulation results explained the forma-
tion of geological variegated beds. The numerical model includes a conductive transient
1Itasca, http://www.itasca.de
1.3 Research Objectives 5
heat equation and a heat source, which becomes active for temperatures exceeding 350◦C.
The source was introduced according to the findings from laboratory and numerical experi-
ments. A comparison between simulation results and variegated beds in the Czech Republic
showed that the burn out of three coal seams likely took place over about 2000 years, with
temperatures between 350 ◦C and 800 ◦C within the seams.
Studies closely related to the underground coal fire problematic have been performed on
underground coal gasification, where similar physical and chemical processes are involved.
Gasification aims to produce fuel-rich reaction products (see e.g. Hobbs et al., 1993), which
can be further used for energy production. Recently, Perkins et al. (2001) and Perkins and
Sahajwalla (2005) presented a comprehensive one-dimensional mathematical model for the
chemical conversion of a semi-infinite block of coal. The model includes conservation
equations for mass, linear momentum, energy, gas species, and solid species, as well as
reaction kinetics and structural and material changes of the coal. For simplicity, chemical
reactions have been assumed for pure carbon conversion. A similar numerical study com-
plemented by experiments on underground coal gasification is presented by Yang (2004),
who used a physical model including energy, species and conservation of momentum. The
model proved to be sufficient for the reproduction of the experimentally obtained tempera-
ture, concentration and pressure fields.
Summarizing, much effort has been made in recent years to simulate coal fire combustion
processes. Most activities are carried out by the energy producing industry focusing on the
improvement of the combustion process.
1.3 Research Objectives
Previous studies approve the combustion of coal as a complex procedure. Underground coal
fires moreover depend on hydraulic, chemical, thermal and mechanical processes within the
embedding geological formations. Due to this complexity, challenges still persist for the in-
vestigation of underground coal fires, both from the numerical and from the experimental
perspective. In the following, some challenges will be summarized and aims will be formu-
lated for the thesis.
For coal fires below the surface, the coupling between chemical reactions in the seam and
transport processes in the surrounding bedrock is of particular importance. According to
Blasi (1993), the coupling is essential to prevent coal seams against unwanted fire events.
However, the complexity of the involved physico-chemical processes still hampers recent
efforts to numerically investigate underground coal fires.
So far, an appropriate physico-chemical model to simulate the dynamic behavior of un-
derground coal fires has not been found. To the author’s knowledge, Huang et al. (2001) are
the only ones considering gas and temperature flow in the beds around underground coal
fires, but transport of chemical species and chemical reactions between coal and oxygen
have not been included.
Concerning the transportation of heat and chemical species, a large range of spatial scales
needs to be considered. Typically, underground coal fires are embedded in natural porous
sandstone or limestone formations of low permeability (Gielisch and Kahlen, 2003), which
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are however intersected with large-scale fractures resulting from subsidence (Buhrow et al.,
2004a). Large-scale fractures are effective migration path ways for massive gas flow. Hence,
transport processes have to be considered over different length scales within the discontin-
uous formations.
Another challenge is given by the large range of time scales. According to Hjertager
(1986), the range of time scales in the problem of combustion modeling is a demanding
task from both, computational and conceptual points of view. However, adequate modeling
of the coupling between fluid dynamics and reaction kinetics is the key to successfully pre-
dict various combustion processes. During combustion, oxygen is consumed in time scales
of seconds, whereas typical coal consumption in industrial power generation burners takes
place within some hours (Hobbs et al., 1993). Coal fires may even last over 2000 years
(Klika et al., 2004), which largely exceeds the range of time scales in industrial applica-
tions.
Numerically, one problematic issue is to resolve the time scales from reaction kinetics and
oxygen transport. At high temperatures, the reaction rate is becoming very high, whereas
the transportation of oxygen takes place in times from seconds to minutes. Because oxy-
gen transport is the slower process, this process controls the overall burning rate. However,
numerical models considering both, reaction kinetics and oxygen transport, need to resolve
the smallest time scales (from reaction kinetics) to obtain stable solutions. This requires
inherently small time steps.
Ten years ago, limited computer capabilities might have been one reason for the simula-
tion of only simplified combustion models (Guntermann, 1988; Hobbs et al., 1993). How-
ever, also recent simulations have been performed under the steady-state assumption (Bren-
ner et al., 2000; Huang et al., 2001), or over time scales that are short in comparison to
realistic duration times of underground coal fires (Westbrook and Dryer, 1981; Hjertager,
1986; Krause and Schmidt, 2001; Perkins and Sahajwalla, 2005). Krause and Schmidt
(2001) simulated combustion phenomena over a simulation time of 3600 seconds. Calcu-
lations of laminar flow by Hjertager (1986) reached a steady-state solution after 40 to 80
transient time steps. For underground coal fires, a steady-state assumption is inappropriate,
because the fires permanently propagate along the seam until the fuel has been completely
consumed or extinction activities show an effect.
Accordingly, an application of numerical simulations to investigate underground coal fires
requires improved numerical approaches. Once obtained, simulations are a useful method
for a detailed investigation of coupled processes related to underground coal fires. To ob-
tain a better understanding of the dynamic behavior of underground coal fires by means of
numerical simulation, the following aims are addressed in this thesis:
• A first aim is to find a physico-chemical model including relevant processes, which
influence the dynamic development of underground coal fires. The model needs to
a) consider transport processes on macroscopic scales in discontinuous media, and
b) represent the coupling between the embedding rocks and the fire in the under-
ground coal seam. For that purpose hydraulic, chemical and thermal processes will
be included into the model applying a single-continuum description for porous me-
dia. Chemical mechanisms in the seam are realized by a reaction model from Schmidt
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• The next aim addresses the large discrepancy between time scales for consumption
and transport of oxygen. Numerical algorithms will be developed to simulate the dy-
namic development of underground coal fires in acceptable calculation times. This as-
pect is realized by extending the finite-elements simulator Rockflow (see e.g. Kolditz
et al., 1998). The well-established operator-splitting approach will be used to sep-
arate between very fast reaction kinetics and rather slow oxygen transport. Doing
so, the decisive time step is chosen according to criteria from transport estimations,
so that the overall coal fire burning rate can be controlled by oxygen transport only.
An additional extrapolation algorithm is implemented for the coal consumption rate
to increase the time step. Based on the model presented, two-dimensional scenario
simulations are performed. The maximum temperature and the fire propagation rate
are evaluated as characteristic quantities for an underground coal fire.
• Further aim is to obtain insight into the sensitivity of the dynamic coal fire develop-
ment depending on parameters of the adjacent rocks. For the sensitivity analysis, two
parameters with major influence onto the dynamic behavior of underground coal fires
are varied: the permeability and the effective thermal conductivity, which includes a
simplified formulation for radiant heat transport. An additionally introduced macro-
scopic parameter, the representative length for oxygen transport into the combustion
center, is also investigated.
• In-situ measurements will be compared with simulation results to postulate the ap-
plicability of in-situ data for the prediction of the dynamic fire development and for
model validation and calibration. The comparison between in-situ observations and
scenario calculations is based on experimental measurements in Fire Zone 3.2 of the
Shenhua Group Coal Mining Area of Wuda (Inner Mongolia, PR China) and a sim-
plified numerical setup of that fire zone.
• Finally, effects of fire fighting operations and natural processes like changing weather
conditions onto the coal fire system are investigated. The intention of the simula-
tions is to provide support for human activities, both for exploration and extinction
of underground coal fires. Consideration of changing weather conditions is realized
by time dependent pressure and temperature boundary conditions representing at-
mospheric variations. In addition, the presented physico-chemical model is used to
simulate extinction scenarios. Two scenarios will be discussed: one surface sealing
scenario and one water injection scenario.
The purpose of this thesis is to present a concept for modeling large-scale coal seam fires.
In addition, perspectives will be given how to apply numerical simulations for the in-situ
investigation of the coal fire behavior and to support extinction activities. Trying to find a
detailed model for a specific test site is beyond the scope of this work.
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1.4 Thesis Outline
The thesis is organized as follows: In chapter two, the mathematical formulation of physico-
chemical processes taking place in underground coal fires is presented. Likewise, time
scales are estimated as a motivation to implement improved numerical algorithms. Chapter
three presents these algorithms to solve the physico-chemical system in reasonable calcula-
tion time. A simulation example is given for the propagation of underground coal seam fires
coupled to hydraulic and thermal processes in the surrounding rock formations. A sensitiv-
ity study on the influence of hydraulic and thermal parameters to the coal fire propagation
is presented in chapter four. In chapter five, the influence of external natural processes
is discussed, with emphasis put on the flow behavior around the coal fire. The processes
are inserted as boundary conditions into the model. They represent barometric pressure
variations and winds. Chapter six presents experimental data obtained from in-situ mea-
surements. Based on a comparison between these data and simulation results, possibilities
and limitations for model validation and calibration are discussed. In addition, innovative
in-situ methods to explore underground coal fires are proposed. Chapter seven presents
two scenario simulations to improve fire extinction strategies. Chapter eight ends with a
conclusion and an outlook.
2 Mathematical Formulation of the Underground Coal
Fire Model
In an underground coal fire, phenomena as graphically represented in Fig. 2.1 do appear.
The phenomena are caused by mechanical, hydraulic, thermal and chemical processes. The
interaction between these processes affects the dynamic behavior of the fire.
An investigation of underground coal fires presumes to include an exchange between the
combustion center and the atmosphere. Such an exchange is caused by transport processes
in the bedrocks around the coal fire. Its dynamic behavior is thus controlled by processes in
the seam and in adjacent rocks. The mathematical formulation of such processes should be
performed for macroscopic spatial scales, to make simulation practicable.
Figure 2.1 Simplified schematic illustration of phenomena appearing in underground coal
fires. In the coal seam, combustion centers exist, in which a chemical reaction between
oxygen and coal takes place. The reaction of exothermic nature produces thermal energy,
which is released into the adjacent rocks. Likewise, produced exhaust gas is transported to
the surface. The burn out of the seam leaves cavities, so that overlying beds collapse due to
rock-mechanical failure. Thereby, large-scale fractures develop. These large-scale fractures
may give new path ways for oxygen transport into the combustion center. In addition, supply
with oxygen takes place by transport processes through adjacent rock formations.
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In the following, a brief introduction into concepts for the description of processes in
discontinuous porous and/or fractured media is given. Then, the assumed physico-chemical
model is presented and mathematically formulated. Finally, an estimation of the times
scales is performed as a motivation to develop improved numerical algorithms.
2.1 Approaches to Describe Processes in Discontinuous Media
Underground coal fires are embedded in geologic bedrocks like sandstones or limestones,
which are of porous or fractured nature. Common to all these porous or fractured media is
that part of the domain is occupied by a persistent solid matrix, whereas the remaining void
space is occupied by a single or multiple phase fluid. The simulation of underground coal
fires presumes an appropriate conceptual model to consider processes within the geologic
bedrocks.
Thereby, the solid and fluid phases frequently exhibit different thermal and hydraulic
properties, hence different processes may dominate in each phase. For example, convective
transport processes are driven by fluid motions and thus take place in the fluid phase. In
contrast, the solid matrix is the preferential medium for e.g. conductive energy transport.
Yeh (2000) proposes three levels of observation for processes in subsurface systems: the
molecular level, the microscopic level, and the macroscopic level. At the molecular level,
mechanical interactions between single molecules are considered. At the microscopic level,
the principles of fluid or statistical mechanics are used to describe processes within the pore
space (see also Blasi, 1993). At the macroscopic level an average behavior of the system is
considered over a representative elementary volume (REV) of the geologic medium.
The physical structure in the microscopic level is such that the molecular structure is ig-
nored and the materials (fluids, solids, etc.) are regarded as a continuum with smoothly
varying properties. They need to be smooth to use classical mathematics for description.
Similarly, the physical structure in the macroscopic approach can be considered as such that
the (microscopic) pore-level behavior is ignored, yet the discontinuous medium is taken as
a continuum with smoothly varying properties.
A description of transport processes at the microscopic level becomes difficult due to the
lack of information on the microscopic configuration of the interphase boundaries. More-
over, it is often even difficult to adequately define the boundary conditions (Bear, 1972).
Different approaches are currently used to describe processes in discontinuous fractured
and/or porous media in a variety of disciplines such as oil and gas recovery, geothermal
energy and groundwater modeling.
In continuum-based approaches the discontinuous domain is replaced by a macroscopic
model, in which the (solid and fluid) phases are assumed to behave as a continuum that fills
up the entire domain. The continuum model describes processes in terms of differential
quantities, thus enabling the solution of problems by employing methods of classical math-
ematics.
Particle-tracking-based approaches belong to a combination of Eulerian and Lagrangian
methods and are frequently used to simulate convection-dominated transport phenomena
(Yeh, 2000). Recently, Lattice Boltzmann methods became attractive due to its good calcu-
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lation performance. These methods are based on the Boltzmann equation, which expresses
a system of interacting particles. In contrast to the above, Lattice Boltzmann methods con-
sider transport processes in the void (pore) space at the microscopic level. In the following,
these most frequently used approaches are briefly introduced.
2.1.1 Single- and Multi-Continua Approaches
Continuum-based approaches for discontinuous geologic media result from pioneering work
of Muskat (1937), Bear (1972) and Dagan (1989). Macroscopic continuum approaches as-
sume any microscopically disjoint subdomain to be replaceable by a model in which each of
the (solid and fluid) phases is assumed to behave as a continuum. Within this continuum one
can assign to any point kinematic and dynamic variables and parameters that are continuous
functions of the spatial coordinates and of time. The variables and the parameters of the fic-
titious continuum, averaged over an REV, enable us to describe flow and other phenomena
within a porous and/or fractured medium by means of partial differential equations.
The procedure to pass from the microscopic level to the macroscopic one takes place
by averaging the microscopic balance equations for each participating phase over REVs.
Thereby, the volume for averaging should be much smaller than the size of the entire do-
main, as otherwise the resulting average cannot represent what happens around a point P
within the volume. On the other hand, it must be sufficiently larger than the size of a single
pore to permit the meaningful statistical average required in the continuum concept.
Applying the continuum approach to the dynamics of fluids in porous media, macrosco-
pic parameters like permeability and porosity are introduced to accommodate the observed
phenomena. The parameters need to be quantified by laboratory and/or in-situ experiments.
Sometimes, spatial scales of different size may be present in heterogeneous geologic me-
dia. Hence, the physical behavior of a phase may be different at different spatial scales. One
example is a fractured porous medium in which fluid flow through the fractures behaves dif-
ferently than through the porous blocks surrounding the fractures.
If the range of spatial scales remains small within a discontinuous medium, the concept
of a single continuum suffices for the process formulation, which can be found in various
textbooks, for example in Bear and Bachmat (1990), Whitaker (1996), and Yeh (2000).
If the range of spatial scales becomes large, so that e.g. a fluid phase behaves different on
different scales, the concept of interacting multi-continua is used. Here, the range of scales
is divided into a number of groups. Each group is then considered as a separate continuum
for which processes are described. The number of assumed continua depends on the num-
ber of groups which contain a certain range of scales. The exchange among the continua is
expressed through sink or source terms in the appropriate balance equations.
Practical applications involving multi-continua models include contaminant migration,
oil recovery from fractured reservoirs, geothermal energy, and groundwater modeling in
karst aquifers (Bai et al., 1993; Lichtner, 2000; Sauter et al., 2006). Thereby, a distinc-
tion is frequently made for media where only the porosity (multi-porosity media), only
the permeability (multi-permeability media), or where both parameters are varying (multi-
porosity/multi-permeability media). E.g., Bai et al. (1993) propose a triple-porosity/triple-
permeability formulation for a system containing cracks, fissures and pores.
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One requirement for a proper application of such single- or multi-continua approaches is
the existence of overlapping REVs. Then, the properties of each of the phases, as well as
those of the apparent phases at every point are obtained as averages over the REV centered
at that point (Bear and Bachmat, 1990).
A definition of REV is illustrated in Fig. 2.2, where the porosity is taken as an example
for a macroscopic parameter. The graph shows the variation of matrix or fracture porosity
with respect to the size V of a volume element contained in a geologic formation. For small
V , the porosity may vary due to the small amount of pores contained. Within the domains
of continuum, the volume element is said to be representative because the macroscopic pa-
rameter does not change with varying V . Of, course, a REV for fractured media only exists
when the volume elements contains a sufficiently high amount of fractures (or fissures).
A proper reproduction of real coal fires by numerical simulations presumes to take large-
scale fractures into consideration, which emerge from rock mechanical failure of the overly-
ing bedrocks. Whenever such large-scale discontinuities exist, a REV can hardly be found,
because the fractures are usually sparsely distributed. However, further research is required
to statistically quantify the distribution of fractures above underground coal fires.
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Figure 2.2 Illustration of the definition of a representative elementary volume, modified
after Yeh (2000). The graphs shows the matrix porosity Φ versus the size V of a volume
element contained in a geologic system. The volume element is said to be representative
when the macroscopic parameter, like the porosity, does not change with the size of V . At
larger scales (increasing V ) heterogeneities larger than the pore space may be present, so
that Φ becomes scale dependent again.
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2.1.2 Hybrid Approach
As mentioned above, one prerequisite for continua-based models is the existence of REVs
to obtain statistically meaningful averages of macroscopic parameters. When structures like
faults or large-scale fractures are sparsely distributed in a system, such an averaging cannot
be performed and macroscopic parameters become scale-dependent, as illustrated by Fig.
2.2. In such situations, the fractures or faults can be treated by a discrete fracture approach
which is coupled to a continuum-based approach representing the porous medium sepa-
rately (Yeh, 2000).
The discrete fracture approach treats fractures as geometrically planar structures, due
to their small apertures in comparison to the fracture lengths. Because of that property
models can be simplified by integrating microscopic balance equations over the aperture
in order to reduce the spatial dimension by one. The consideration of discrete fractures
by (n-1)-dimensional elements is of essential advantage for numerical simulations. E.g.,
two-dimensional fractures or faults can be coupled to three-dimensional porous domains,
without explicitly resolving the three-dimensional structure of fractures.
Although only fluid may be contained within large-scale structures like fractures or faults,
processes are usually not described at the microscopic level (where the Navier-Stokes equa-
tions are needed to consider momentum conservation). Instead, a macroscopic process
description is used for processes in fractures, in analogy to the continuum-based concept
for porous media.
The coupling between the discrete fracture model and the continuum model can be real-
ized by phase exchange relations, which can be considered as macroscopic interface con-
straints from the physical perspective (Kolditz, 1996). Such kind of modeling method is
frequently termed hybrid modeling approach. A detailed derivation of process descriptions
for the continua and discrete fractures at the macroscopic level is given by Kolditz (1996).
2.1.3 Lattice Boltzmann Simulation
Recently, Lattice Boltzmann methods have frequently been applied to simulate complex ge-
ometries (like porous or fractured media). Whereas all the above mentioned approaches in-
clude a process description at the macroscopic level the Lattice Boltzmann approach focuses
on the consideration of processes somewhere between the molecular and the microscopic
levels. According to Chen and Doolen (1998) the fundamental idea of Lattice Boltzmann
methods is to construct simplified kinetic models that incorporate the essential physics of
microscopic processes, so that the macroscopic averaged properties obey the desired ma-
croscopic equations.
Lattice Boltzmann models are based on Boltzmann’s idea of considering gas as a compo-
sition of interacting particles. A system of interacting particles is described by the Boltz-
mann equation which is derived from the kinetic theory of gases and statistical mechanics.
Lattice Boltzmann models simplify Boltzmann’s concept by reducing the number of pos-
sible particle spatial positions and microscopic momenta from a continuum to just a handful.
Similarly time is discretized into distinct steps. Particle positions are confined to the nodes
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of a lattice. Variations and momenta that could have been due to a continuum of velocity
directions and magnitudes and varying particle mass are reduced (in a simple 2-D model) to
eight directions, three magnitudes and a single particle mass (a scheme that was proposed
by Qian et al., 1992). Though strongly simplifying the description of interacting gas parti-
cles, Lattice Boltzmann models are able to reproduce the behavior of real fluids (Sukop and
Thorne Jr., 2006).
Because the idea of Lattice Boltzmann methods differs from classical continuum-based
considerations one common Lattice Boltzmann formulation is briefly introduced. Accord-
ing to Zhou (2004) the Lattice Boltzmann method consists of two steps: a streaming step
(convection) and a collision step (viscous diffusion). In the streaming step, the particles
move to the neighboring lattice points in their direction of the velocities, which is governed
by
fα(x+ eαt, t +t) = f ′α(x, t)+
t
Nαe2
eαiFi(x, t). (2.1)
Herein e = xt ,
fα is the distribution function of a particle α,
f ′α is the value of fα before the streaming,
x is the lattice size,
t is the time step,
Fi is the component of the force in i direction,
eα is the velocity vector of a particle, and
Nα is a constant, which is specified by the lattice pattern as
Nα =
1
e2∑α eαieαi. (2.2)
In the collision step, the arriving particles at the points interact one another and change their
velocity directions according to scattering rules, which is expressed as
f ′α(x, t) = fα(x, t)+Ωα [ f (x, t] . (2.3)
Here,Ωα is the collision operator, which controls the speed of change in fα during collision.
For Ωα, the lattice BGK collision operator
Ωα =−1
τ
( fα− f eqα ) (2.4)
is frequently used, where
f eqα is a local equilibrium distribution function and
τ is the single relaxation time.
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Streaming and collision are usually combined into the equation
fα(x+ eαt, t +t)− fα(x, t) =−1
τ
( fα− f eqα )+ tNαe2 eαiFi(x, t), (2.5)
which is a popular form of the Lattice Boltzmann equation (Zhou, 2004).
Since 1992 the number of papers published on the development and application of Lattice
Boltzmann models exponentially grew, with a majority of papers contained in Physics and
Computer Sciences (Sukop and Thorne Jr., 2006). The Lattice Boltzmann method has been
used for the simulation of flow or transport phenomena on the microscopic scale in frac-
tured and/or porous media to determine macroscopic parameters (Stockman et al., 1997;
Bernsdorf et al., 2000; Zhang et al., 2000; Kang et al., 2002, 2003; Keehm et al., 2004). Be-
sides, ongoing theoretical (He and Luo, 1997) and numerical (Zou and He, 1997; Ihle and
Kroll, 2000; Kandhai et al., 2000; Guo and Zhao, 2003) improvements have been published.
Sukop and Thorne Jr. (2006) present various applications of Lattice Boltzmann models for
typical geoscientist’s and the engineer’s purposes.
2.1.4 Particle-Tracking Approaches
Particle-tracking approaches belong to Lagrangian-Eulerian methods and are especially
used to simulate chemical transport phenomena. These approaches avoid numerical os-
cillations when advective transport phenomena dominate (Yeh, 2000).
In particle-tracking approaches, particles first are introduced in the domain, which is dis-
cretized with a fixed grid system. This is, in contrast to purely Lagrangian approaches,
where physical quantities are computed at a set of points moving with the fluid (Yeh, 2000).
Each particle is associated with a spatial coordinate and a discrete quantity of mass. Second,
these particles are moved forward with the flow (which should represent both convection
and diffusion). Third, whenever convenient, the number and location of the particles are
processed back to concentrations at the fixed grid nodes as to give the instantaneous concen-
tration field. Fourth, concentration changes at each node during the time interval resulting
from chemical reactions, if involved, are computed. Finally, the mass associated with each
particle is recomputed according to the new concentration field. An application example for
the particle-tracking approach is given by Tsang and Doughty (2003).
An extension to the particle-tracking method is a random-walk approach, which has been
introduced for a statistical consideration of diffusion phenomena (Kinzelbach, 1992). In
the random-walk approach convective motions of particles are superimposed by a random
motion, whose statistical properties rely on dispersive or diffusive processes. Through the
simulation of many randomly orientated tracks (random walks) a dispersing cloud of tracers
develops.
2.2 Physico-Chemical Process Formulation
The phenomena from Fig. 2.1 are caused by thermal, hydraulic, chemical and mechanical
processes. Their interaction determines the dynamic behavior of the coal fire. Particularly
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relevant processes are the transport of heat and oxygen through adjacent rocks, the con-
sumption of oxygen and coal in the seam, as well as the resulting production of heat due to
the combustion. Obviously, the coupling between chemical reactions in the seam (i.e. the
consumption of oxygen and coal) and transport processes in the adjacent bedrocks is essen-
tial for underground coal fires. The transport processes are characterized by macroscopic
parameters for phenomena appearing at naturally discontinuous porous and/or fractured me-
dia. Mechanical processes cause large-scale fractures resulting in migration pathways for
oxygen and heat. They have thus indirect influence on the dynamic development of under-
ground coal fires.
As a first step towards a better understanding, numerical simulation is a promising ap-
proach to investigate the dynamic development of underground coal fires. For this work
a deterministic model is assumed, wherein hydraulic, chemical and thermal processes are
involved. These processes and the coupling mechanisms between them are graphically rep-
resented in Fig. 2.3. The physico-chemical model assumes gas as the only involved fluid.
Figure 2.3 Representation of assumed physico-chemical processes and the coupling mech-
anisms between them
While ignition and propagation of smouldering fires through dense accumulations of dust
or bulk material might be controlled by diffusive transport phenomena (Krause and Schmidt,
2001), large-scale considerations presume the incorporation of convective transport pro-
cesses. E.g., free convection effects onto the combustion become significant for systems
containing large coal particles (Annamalai and Ryan, 1993), which likely exist in under-
ground coal fires. Also, Huang et al. (2001) report evidence that air convection is essential
for such fires.
Hydraulic gas flow may be driven either by externally imposed pressure differences or
by thermal buoyancy. Pressure differences might (but not necessarily) occur due to mine
ventilation or strong winds. Thermal buoyancy is definitively involved in underground coal
fires, because it results from temperature dependent density differences between gas in the
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combustion center and in the environment, respectively (see e.g Tritton, 1970, for thermal
buoyancy). In this work, thermal buoyancy is the only considered driving force for hy-
draulic gas flow.
Reactive species transport summarizes the flow of oxygen and gaseous products and their
consumption or production due to the chemical reactions within the coal seam. Energy
transport includes convection, conduction and radiation of the heat produced by the chemi-
cal reactions.
For the present work, mechanical processes are not considered, although rock mechanical
failure of the overlying rock may cause an abrupt change in the permeability. However,
predicting the influence of mechanical mechanisms onto transport phenomena is a large
uncertainty. Even though failure of the adjacent rocks might be predictive through rock-
mechanical simulations (as proposed by Buhrow et al., 2004a), precise locations and struc-
tures of developing large-scale fractures can only be roughly estimated (Jing and Hudson,
2002). Accordingly, predicting the permeability of developing large-scale fractures by nu-
merical simulations is extremely difficult if not impossible (Berkowitz, 2002).
Coupling mechanisms between hydraulic gas flow and energy transport are thermal buoy-
ancy and convection. Reactive species transport and energy transport are coupled through
energy release and reaction kinetics. The former results from the chemical reactions, which
are in turn affected by oxygen transport into the combustion center. The more oxygen ar-
rives the more energy is released, which is then removed by energy transport. The back
coupling through reaction kinetics considers the temperature dependent rate of the chemi-
cal reactions. Convective oxygen and exhaust gas transport are the coupling mechanisms
between reactive species transport and hydraulic gas flow.
Finally, balance equations for considered primary variables like pressure and temperature
need to account for the heterogeneous nature of the system considered. Although large-scale
fractures develop due to rock mechanical failure, the mathematical formulation is based on
a porous-medium, single-continuum approach, as introduced in Sec. 2.1.1. In-situ mea-
surements prove the large difference between flow in the matrix and in fractures, hence the
additional treatment of problems arising from varying spatial scales is beyond the scope of
this thesis. In the following, the applied equations and the assumed chemical mechanism
within the coal seam are presented.
2.2.1 Formulation of the Chemical Reaction Describing Coal Combustion
The overall combustion mechanism between oxygen and of coal is a composition of com-
plex heterogeneous and homogeneous chemical reactions. Homogeneous reactions are re-
ferred to as reactions between material within the same state of aggregation, like the gas
phase. Those reactions take place between oxygen and degrading gas which contains com-
bustible volatiles (Heek and Mu¨hlen, 1984). Heterogeneous reactions take place between
chemical species from different (e.g. solid and gaseous) phases.
For a proper consideration of combustion phenomena, the open nature of the reactive sys-
tem needs to be taken into account. The term ’open’ refers to a system in which fluidal
species are transported into or out of the reactive system, besides of their participation in
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the chemical reactions.
Finally, the combustion represents an irreversible mechanism, i.e. the production of solid
and gaseous products from the reaction between coal and oxygen exclusively takes place in
this direction. A back conversion from solid and gaseous products into the former educts
does not exist. Hence, the reaction will never reach any chemical equilibrium where the
mass conversion from forward and backward reactions is in balance. A system in chemical
equilibrium would simplify the numerical calculation because the chemical reaction be-
comes time-independent in that case.
The behavior of burning or smoldering coal obtained much attention, especially for indus-
trial purposes. Thus, efforts were made to understand this complex combustion mechanism.
For industrial use, coal is frequently prepared by crushing or pulverizing the compact ma-
terial, as smaller coal particles exhibit a high reactivity. Hence, reported investigations are
mainly about the combustion process of small-scale particles (e.g. Bews et al., 2001).
A comprehensive overview over different mechanisms which control the gasification and
carbon reaction processes of isolated coal or char particles is given in Annamalai and Ryan
(1993). Mechanisms include the kinetics and diffusion controlled combustion of char, as
well as the change of the inner surface resulting from, but also affecting, the combustion
process. According to the authors, the interaction between single particles and the ambience
is essential for understanding combustion phenomena of cumulated fuels. Those phenom-
ena are addressed in Annamalai and Ryan (1994). They suggest to develop more exact
models for the transient combustion of coal including the unsteady gas and solid phases
in quiescent environment, so that the interactions between fluid dynamics and combustion
chemistry can be better understood.
A classification of frequently used formulations of reaction mechanisms into three groups
is proposed by Blasi (1993):
1. One-step global models, which express the degradation of the solid fuel by means of
the experimentally measured rates of weight loss;
2. One-stage, multi-reaction models, used to correlate reaction product distributions.
These are one-stage simplified kinetic models, made of several reactions, describing
the degradation of the solid to char and several gaseous species;
3. Two-stage, semi-global models, when kinetic mechanisms of solid degradation in-
clude both primary and secondary reactions.
The first model describes the molar or mass fraction conversion of solid and gaseous educts
into combustion products with one single overall chemical reaction. One-stage, multi-step
reaction models are regarded as simplified kinetic models, made of several reactions. This
model is appropriate to describe the degradation of solid fuel to char and several gaseous
species. Models of the third type include kinetic mechanics of solid degradation, whereas
the reaction products might further react with the reactants (oxygen). Thus, this model
assumes primary and secondary chemical reactions, whereas the secondary reaction takes
place after reactive products have been produced from the primary reactions. Numerical
investigations of the combustion process have been performed with several of the above
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models.
Of special importance for the combustion rates is the description of reaction kinetics, i.e.
the rate at which the chemical reactions take place (Zelkowski, 1986). For that, an Ar-
rhenius formulation is frequently used, which is derived from molecular collision theory
(Na¨ser, 1968; Lichtner, 1996). Molecular collision theory considers the fact that the kinetic
energy of reactive gas molecules exponentially increases with increasing temperature. The
resulting decrease in the mean free path of the molecules raises the probability of the colli-
sion between two reactive gas molecules. Thus, the amount of chemical reactions increases
with time. An Arrhenius formulation expresses this effect of exponentially increasing reac-
tion rates with increasing temperature.
Whenever the chemical reactions take place in an open system, the overall combustion
rate results from the rates of transport processes and chemical reactions, respectively (Hobbs
et al., 1993). Heek and Mu¨hlen (1984) propose different states of combustion, depending on
the system temperature. At low temperatures, the reaction kinetics is the process controlling
the combustion rate. At higher temperatures, transport processes decide about the speed of
combustion.
Due to the complexity and partly still unknown nature of the chemical reactions during
coal combustion, simplified one-step global reaction models (cf. Blasi, 1993) were used by
various investigators (e.g. Schmal, 1987; Krause and Schmidt, 2001; Schmidt et al., 2003).
According to Blasi (1993) such models are sufficient at least for fire safety issues. Malow
and Krause (2004) experimentally investigated the oxidation reaction of lignite coal dust in
order to obtain the overall kinetic constants for such simplified chemical model. Problems
with one-step models might appear whenever water loss is considered beneath the chemical
reaction between oxygen and coal (Ghetti et al., 1985).
For the present work, a one-step reaction formulation is used. The elemental composi-
tions of the solid fuel and the solid products were determined experimentally (Vario Macro
CHN Analyzer). Based on these data, fictitious molecules for fuel and solid products were
established. Gaseous products were analyzed by Fourier Transform Infrared Spectroscopy
(FTIR) (see Krause and Schmidt, 2001; Schmidt et al., 2003, for information on experi-
ments). From the experiments the following reaction was obtained:
C48H65S1O26︸ ︷︷ ︸
f uel
+26 O2︸︷︷︸
oxygen
→ C26H17O10︸ ︷︷ ︸
solid products
+ 24H2O +2CO+20CO2 +SO2︸ ︷︷ ︸
exhaust gas
. (2.6)
Instead of containing elementary molecules as known from common chemical analysis,
the reaction is composed of the fictitious molecules f uel, oxygen, solid products, and
exhaust gas. Thus, the fictitious molecules represent mixtures of elementary reactants or
products, and stoichiometric coefficients and molecular weights of these molecules were
chosen to match the mass balance. The one-step chemical mechanism which is used here
thus becomes
ν f f uel +νO2 oxygen → νsp solid products+νeg exhaust gas |+H, (2.7)
where H in J kg−1 is the heat released by the reaction and νj are stoichiometric coef-
ficients. Experimentally obtained values of stoichiometric coefficients, heat release and
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molar weights are given in Tab. 2.1. The values are based on the analysis of coal samples
collected in the Shenhua Group Coal Mining Area of Wuda (Inner Mongolia, PR China);
for details on Wuda coal, see Dai et al. (2002). With these values, formula 2.7 describes the
chemical conversion of one mole of solid fuel and 26 moles of gaseous oxygen to one mole
of solid and 47 moles of gaseous reaction products.
Subscript j ν j [−] M j [gmol−1]
f ( f uel) −1 1089
O2 (oxygen) −26 32
sp (solid product) 1 489
eg (exhaust gas) 47 30.5
Parameter Value Units
H 2.19x107 J kg−1
Table 2.1 Stoichiometric coefficients νj and calorific value H for Eq. 2.7 after Lohrer
et al. (2004). Molecular weights Mj are used for the conversion from molecular to weight
units (cf. Eq. 2.27).
2.2.2 Formulation of Conservation Equations
To properly describe the underground coal fire as an open reactive system, transport pro-
cesses have to be included into the mathematical model. For the present work transport
processes for energy and chemical species are considered, whereas convective motions are
realized by hydraulic gas flow (cf. Fig. 2.3). These processes, as well as the consumption
of fuel and the production of solid products are mathematically formulated in the following.
The formulation of balance equations is based on the single-continua approach, as de-
scribed before. The general balance equation of any quantity Ψ is expressed by
Z
F
jΨdF +
Z
V
∂Ψ
∂t dV −
Z
V
QΨ = 0. (2.8)
Further, assuming the existence of a REV, so that inhomogeneities of Ψ can be averaged,
the application of gauss theorem results in the differential formulation
∇• jΨ+ ∂Ψ∂t −QΨ = 0. (2.9)
In the equations, V is a volume element, F is the area enclosing the volume element, jΨ is
the flux of the considered quantity, t is time and QΨ is a source. The balance equation states
that the rates of change of Ψ within a certain volume element equals the net flux through
the surface of that volume element plus an external or internal consumption or production
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of the quantity. The following balance equations can be derived from Eq. 2.9 by inserting
the considered quantity, like fluid mass, thermal energy.
Hydraulic and Momentum Equations
For the present study, convective motions are assumed to take place by one single gas phase.
Hence, one hydraulic and one momentum equation are formulated for the consideration of
hydraulic gas flow. This assumption implies that microscopic partial pressure differences
between dissolved chemical species are not considered. Thus, chemical components dis-
solved in the gas are assumed to be mixed and to be transported as an average cloud by
motions of the gas phase.
Hydraulic Equation The description of gas motions is based on the macroscopic conti-
nuity or mass balance equation for a non deformable porous medium (constant porosity),
which has been published in a variety of books, including those by Muskat (1937), Bear
(1972), Dagan (1989), and Barenblatt et al. (1990). The balance equation reads
Φ
∂ρ f
∂t +∇• jm +Qm = 0. (2.10)
Here, ρ f in kgm−3 is the fluid density, Φ is the non-dimensional porosity, Qm in kgm−3 s−1
is a mass source term, t in s is time and
jm = ρ fΦv (2.11)
in kgm−2 s−1 is the advective mass flux of gas, when dispersive and diffusive fluxes are
neglected. v in ms−1 is the microscopic or interstitial flow velocity, which is related to
the macroscopic specific flow rate, q in ms−1, by the Dupuit-Forchheimer relation (see e.g.
Dagan, 1989; Nield and Bejan, 1999). This relation is unequivocally correct for the case of
uniform pores (Guin et al., 1971) and reads
q =Φv. (2.12)
The fluid density needs to be formulated for gas. Here, an equation of state for an ideal
gas can be assumed, because underground coal fires are exposed to the low-pressure, high-
temperature regime. In that regime, the main free path between gas molecules is large,
hence inter-molecular forces can be neglected. The equation of state for an ideal gas reads
(Nickel, 1995)
PV = nRT. (2.13)
T in K and P in Pa are temperature and pressure, n in moles is the mole number and
R = 8.31J mol−1 K−1 is the unified gas constant. Extension of Eq. 2.13 with the molar
mass of air and re-arrangement yields the equation of state for the temperature and pressure
dependent fluid density:
Mair
R
P
T
=
nMair
V
= ρ f . (2.14)
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Mair = 29gmol−1 is the molar mass of air. The density model is graphically represented
in Fig. 2.4 for a temperature and pressure range of T = 900K and P = 2000Pa =
20mbar, respectively. The pressure range is typical for barometric pressure variations which
have been monitored in the Shenhua Group Coal Mining Area of Wuda (Inner Mongolia,
PR China). Furthermore, pressure differences appearing due to thermal buoyancy are in the
order of 102 Pa (Schmal, 1987), so that the pressure range in Fig. 2.4 can be regarded as an
upper bound. Concluding from the figure, density dependent pressure variations are small
in comparison to the dependency on temperature.
Figure 2.4 Density variations with respect to temperature and pressure changes within a
range T = 900K and P = 2000Pa = 20mbar
Continuing with the mass balance, Eq. 2.10 equates the rate of increase or decrease of
the fluid mass within an elementary volume (the first term) to the net mass flux into that
volume (the second term) plus gas mass production or consumption (the third term). For
underground coal fires, the third term describes the production of gas mass due to the che-
mical conversion of solid coal into gaseous reaction products (exhaust gas). An estimation
by Lohrer (2006) shows that mass production is negligibly small, so that the third term in
Eq. 2.10 is omitted.
The second term in Eq. 2.10 (wherein Eqs. 2.11 and 2.12 are inserted) can be rewritten
as
∇•ρ f q = ρ f∇•q+q•∇ρ f . (2.15)
The first term on the right hand side describes conservation of volume, whereas the sec-
ond term describes gas compressibility whenever the gas density cannot be assumed to be
constant. The second term can be neglected, when a characteristic length Lρc over which sig-
nificant changes in ρf take place is much larger than a characteristic length Lqc over which
significant changes in q take place (Bear and Bachmat, 1990, p. 280). However, in the
case of underground coal fires with thermal buoyancy as driving force, Lqc and Lρc are both
directly depending on the temperature field. Thus, Lqc  Lρc cannot be assumed and the
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second term needs to be included in the model.
For the first term of Eq. 2.10, the concept of slight fluid compressibility is used to de-
scribe nonsteady gas flow in porous media (Barenblatt et al., 1990). The concept is based
on differentiation of the time derivative term:
Φ
∂ρ f
∂t =Φ
(∂ρ f
∂P
∂P
∂t +
∂ρ f
∂T
∂T
∂t
)
. (2.16)
Hence, the time derivations of the pressure and the temperature appear. The time derivative
of temperature is small in comparison to the time derivative of pressure, because pressure
variations propagate much faster than any temperature disturbances. Thus, the time deriva-
tive term for temperature is omitted in Eq. 2.16. Furthermore, under the assumption of
slight compressibility relative increments of ρf are small quantities, so that ∂ρ
f
∂P can be as-
sumed constant.
Combining Eqs. 2.10, 2.11, 2.15 and 2.16 the used mass balance equation reads
S∂P∂t +∇•q+
1
ρ f q•∇ρ
f = 0, (2.17)
which is also known as the hydraulic equation. Here,
S =Φ 1ρ f
∂ρ f
∂P (2.18)
is the constant storativity in Pa−1 and the fluid density is considered as temperature depen-
dent only, because pressure variations are small and have therefore insignificant influence
on density variations. With this assumption, a reference density ρf0(T0) at the reference
temperature T0 can be introduced and the temperature dependent density can be expressed
as
ρ f = ρ f0(T0)
T0
T
. (2.19)
This density model will be used throughout the thesis if not explicitly stated.
Momentum Equation For a closed system of equations, the specific flow rate q needs
to be defined. This is obtained from averaging the momentum conservation equation over
macroscopic REVs. The simplest form of macroscopic momentum conservation is given
by Darcy’s law, describing a linear relation between pressure gradients and the specific flow
rate:
q =− ki j
µ(T )
(∇P−ρ f g). (2.20)
g in ms−2 is the gravitational acceleration, µ(T ) in Pas is the temperature dependent dy-
namic fluid viscosity and ki j in m2 is the permeability tensor. Darcy’s law is valid for laminar
(creeping) flow, where inertia forces can be neglected. It has been used by some authors for
the investigation of self-heating effects of coal (Krishnaswamy et al., 1996a; Gong et al.,
1999).
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For high flow rates, inertia effects become relevant. In the case of underground coal fires,
high flow rates have to be expected due to high permeability of surrounding rocks (see
Huang et al., 2001, for previous investigations). Additionally, theoretical investigations by
De Ville (1996) confirm that the application of Darcy’s law is inappropriate for compress-
ible gas flow.
Therefore, the Forchheimer equation is used, which is a nonlinear extension of Darcy’s
law. The Forchheimer equation was theoretically derived by Whitaker (1996) and has fre-
quently been applied to consider inertia flow through porous or fractured media (see e.g.
Ruth and Ma, 1992; Kohl et al., 1997; Nield and Bejan, 1999; Skjetne et al., 1999). The
Forchheimer equation was first proposed by Forchheimer (1901) and reads
∇P−ρ f g =−µ(T )ki j q−
cF√
ki j
ρ f |q|q. (2.21)
For simplicity, µ is assumed constant here, and the permeability becomes a scalar under
the assumption of isotropy. | · | is the euclidian norm and cF is a dimensionless form-drag
constant, which may vary between 0.1 and 0.55 with the nature of the porous medium
(Nield and Bejan, 1999). The second term on the left hand side of Eq. 2.21 describes
thermal buoyancy which is of particular importance for underground coal fires.
An estimation of the relevance of nonlinear flow behavior formulated by the Forchheimer
equation is presented in Appendix A. Eqs. 2.17 and 2.21 are a coupled set of equations
which need to be solved to obtain the absolute pressure and the flow rate for convective
species and heat transport.
Mass Balance Equations for Chemical Species
Chemical species need to be distinguished between solid and fluidal ones, because only the
fluids are moving. Consumption and production processes for the solid components are
formulated as
∂c j
∂t = Q j, ( j = f ,sp), (2.22)
where cj in kgm−3 and Qj in kgm−3s−1 are the macroscopically averaged bulk concentra-
tion and the source terms for fuel ( f ) and solid products (sp), which are involved in the
chemical reaction, Eq. 2.7. The equations describe temporal changes in the concentrations
due to the production or consumption rates of solid species. Consumption and production
rates are formulated by the source terms, which are introduced below (Eqs. 2.26, 2.27).
For oxygen and exhaust gas transport, the conservation equations are expressed as (Kro¨hn,
1991; Yeh, 2000)
∂Φc j
∂t +q∇• c j−∇• (D∇Φc j)+Q j = 0. ( j = O2,eg). (2.23)
Here, c j is the microscopic concentration of oxygen (O2) or exhaust gas (eg) dissolved in
the fluid. In the Eqs. 2.22 and 2.23, a distinction is made between the macroscopic bulk
concentration for solid compartments (cf , csp) and the microscopic species concentrations
contained in the fluid (cO2 , ceg). This distinction is made to use comparable values obtained
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from laboratory or in-situ measurements. In such measurements, the concentration of a solid
material (like coal) is commonly determined according to a volume-averaged concentration
of pure minerals plus the fluid contained in the porous solid material. Hence, if Φ is the
porosity of the solid material, the bulk concentration, cbulk, becomes
cbulk = (1−Φ)cm +Φc f l, (2.24)
where cm is the pure mineral concentration (without pores), and cf l is the concentration
of the fluid contained in the pores. In contrast, the concentration of species contained in
the pores is determined according to its amount contained in the pure fluid phase. E.g., if
the oxygen concentration in the air contained in a porous block is determined, one obtains
values only for the pure oxygen concentration, without knowing the porosity of that solid
material. Hence, the definition of an average oxygen concentration as described by Eq. 2.24
makes no sense.
In Eq. 2.23, Qj is the source term for oxygen and exhaust gas and D represents the ma-
croscopic dispersion tensor (Scheidegger, 1961), which in turn depends on the longitudinal
and transverse dispersion lengths, αL and αT in m, and the molecular diffusion coefficient
Dmol in m2 s−1 (for definition, see Bear, 1972).
The first term of Eq. 2.23 describes temporal changes in concentration. Changes result
from convective and dispersive transport as described by terms two and three, and from
consumption or production of fluidal species as considered by the source term. Convection
(the second term) is coupled to the hydraulic and momentum equations (Eqs. 2.17, 2.21)
by the specific flow rate q. Usage of the specific flow rate for convective transport is based
on the simplifying assumption that chemical species dissolved in the gas are of equal molar
weight. Hence, mixing between dissolved chemical species within the gas phase cannot be
considered under the assumed simplifications. According to Banerjee et al. (1986) mixing
is important for combustion as it cares for increased availability of oxygen. However, the
purpose of the present study is the simulation of underground coal fires on large scales, so
that small-scale effects like mixing are out of consideration here.
Finally, Eq. 2.23 contains the consumption/production (source term) as well as the trans-
port of oxygen and exhaust gas. Coupling between chemical reactions in the seam and the
transport of fluidal species through adjacent beds is thus realized by the reactive transport
equations.
Reaction Kinetics Formulation
The source terms Qj for Eqs. 2.22 and 2.23 will be given next. Due to the heterogeneous
nature of the chemical reaction, i.e. the reaction between solids and fluids, the source term
formulations become complicated. As the Arrhenius formulation results from molecular
collision theory between reactive gas molecules, such formulation is suitable to a limited
extend for heterogeneous systems. In such systems collision between reacting molecules
takes place between gaseous and solid species, the latter ones being located at the inner
surface of the solid material (Zelkowski, 1986). Additionally complicating, the inner sur-
face is not necessarily reactive, so that only a fractional amount, the inner reactive surface,
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contributes to the combustion.
Different authors theoretically describe the relation between the inner reactive surface and
the reaction rate (Annamalai and Ryan, 1993; Lichtner, 1996). Also, a formulation of the
inner reactive surface was used for the simulation or theoretical investigation of combustion
phenomena. E.g., Brooks and Glasser (1986) assumed a first-order surface reaction for their
theoretical considerations, with the constants in the reaction rate expressions being propor-
tional to the particle size. In order to take changes in the inner reactive surface into account,
Perkins and Sahajwalla (2005) use a random pore model according to Bhati and Perlmutter
(1980) and Gavalas (1980):
A = A0(1−X)
√
1−ψln(1−X). (2.25)
In Eq. 2.25, A is the reactive surface area per unit volume, ψ is the pore structure parameter
(Liu, 1999; Liu et al., 2000) and X is the char conversion.
Obviously, petrophysical properties of coal plays an important role to derive formulations
of the reactivity. However, Arenillas et al. (2003) found that the relationship between reac-
tivity and texture (inner surface) cannot be taken as a general rule, and surface area values
cannot be used directly as an indicator for reactive properties of coal. Thus, a proper and
experimentally verified formulation between the inner reactive surface and the reaction rates
for chemical reactions with coal are still one topic for research activities. Despite a hardly
known relation between reactivity and inner reactive surface, an exponential dependency
of the reaction rates with temperature remains a promising expression (cf. Lichtner, 1996,
p. 14ff), because the mean free path of gas molecules still exponentially decreases with
increasing temperature. Note that these kinetic parameters have to be considered as empiric
formulations (Zelkowski, 1986).
The combustion process depends on the availability of both, fuel and oxygen (McPherson,
1993). Whenever the concentrations of one of these species becomes zero, the combustion
does not proceed. Thus, the reaction rates as described by Qj should be formulated in a way
that the concentrations of oxygen and fuel are incorporated. This requirement is fulfilled
by a second-order Arrhenius formulation (see e.g. Lichtner, 1996). For the present work a
second-order formulation is used similar to the one proposed by Schmidt et al. (2003). In
their work fuel (subscript f ) is taken as the leading component, for which the source term
is formulated as
Q f =−c f cO2 k0e−
E
RT . (2.26)
Here, k0 in m3 s−1 kg−1 is the pre-exponential factor and E in J mol−1 is the activation
energy. Source terms for the other components (O2,sp,eg) are related to Eq. 2.26 through
their stoichiometries and molar masses:
Q j = ν j
ν f
M j
M f
Q f . (2.27)
Eq. 2.26 depends on the oxygen and fuel concentrations, and on the temperature. This kind
of Arrhenius formulation poses the main challenge for the numerical simulation, but its
usage is physically reasonable because it takes increasing reaction kinetics due to increasing
collision between molecules with increasing temperatures into account. For the present
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work, E and k0 were determined from laboratory experiments for coal samples from the
Wuda coal. These parameters were obtained from an analysis of self-heating experiments,
which are described in App. B. Values for E and k0 are given in Tab. 2.2.
Parameter Value Units
E R−1 1.27x104 K
k0 4.7x106 m3 kg−1 s−1
Table 2.2 Reaction kinetic parameters after Schmidt et al. (2005) as obtained from the F-K
Analysis method for samples from the Wuda coal
Energy Conservation Equation
The transport of heat through the seam and the over- and underlying beds affects the com-
bustion temperature. Due to high combustion temperatures, three heat transport mecha-
nisms need to be considered: conduction, convection and radiation. Under the assumption
of thermal equilibrium between solid matrix and gas, the balance for thermal energy is
formulated by the heat transport equation (Whitaker, 1999):
cb
∂T
∂t +∇• jh−QH = 0. (2.28)
cb in J m−3 K−1 is the bulk heat capacity. QH in J m−3s−1 is a source term, which is related
to the fuel consumption source according to
QH =−H Q f (2.29)
and considers the heat generated from the chemical reaction, Eq. 2.7. In the second term,
jh in J m−2 s−1 is the heat flux, which is expressed as
jh = jc + jF + jr. (2.30)
The heat flux is a result of three mechanisms, which are convection, conduction and radia-
tion. The convective heat flux is formulated as
jc = ρ f c fpqT, (2.31)
where cfp in J kg−1 K−1 is the specific heat of gas. Fourier’s law of heat conduction is given
by
jF =−λ0∇T, (2.32)
and a linearized form of Stefan-Boltzmann’s law for heat radiation reads (see Kappelmeyer
and Haenel, 1974)
jr =−λr∇T. (2.33)
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The linearization is reasonable if the mean free path of radiation is small compared to
the distance to material discontinuities and for moderate temperature gradients. λ0 in
W m−1 K−1 is the constant thermal conductivity at room temperature T0 and λr is the ra-
diative thermal conductivity (Clauser, 2006), which is assumed to be
λr = β(T −T0)3. (2.34)
β in W m−1 K−4 is a constant. Thus, the heat flux in Eq. 2.28 becomes
jh = ρ f c fpqT − (λ0 +λr)∇T
= ρ f c fpqT − (λ0 +β(T −T0)3)∇T (2.35)
= ρ f c fpqT −λe f f∇T,
and describes convective, conductive and radiative energy transport, whereby the latter is
strongly increasing with increasing temperature. Stefan-Boltzmann’s law has been lin-
earized by a series expansion around T0 (compare Eq. 2.34) in order to consider laboratory
values for λ0 at room temperature. For β = 7x10−9 W m−1 K−4 and λ0 = 0.1W m−1 K−1
for coal and λ0 = 2.0W m−1 K−1 for rock, the temperature dependent thermal conductivity
formulation is graphically presented in Fig. 2.5.
Figure 2.5 Temperature dependent thermal conductivity λe f f (T ) = λ0+β(T −T0)3 accord-
ing to Eq. 2.35 for β = 7x10−9 W m−1 K−4.
As presented in Fig. 2.5, Eq. 2.35 considers strongly increasing thermal conductivities
at high temperatures. Slightly weaker increasing values with increasing temperature were
observed by Saegusa et al. (1974) from experiments in porous media. Additionally, various
combustion modelers like Hjertager (1986) and Brenner et al. (2000) use complex formula-
tions for radiation, which are validated by experiments.
However, laboratory experiments are performed on probes containing small-scale dis-
continuities (see Fujitsu et al., 1977; Vortmeyer, 1980). In contrast, combustion centers of
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underground coal fires are likely composed of large-scale solid blocks which are packed
in a way that large-scale voids exist. These blocks occur due to mechanical failure of the
surrounding rock and fill the burnt coal seam. Thus, proper description of radiative heat
transport within and around the combustion center for theoretical predictions requires large-
scale experiments or a precise image of the discontinuities. As neither of these is known,
the introduced simple formulation of temperature dependent thermal conductivity is used to
include radiation.
2.2.3 Formulation for the Macroscopic Drop of Oxygen Concentration in the
Combustion Front
Finally, the combustion front is discussed with respect to the drop of oxygen concentration
for later discussion about the numerical approach. Based on a hypothetic model, a minimum
Representative Length is introduced over which the average drop of oxygen concentration
takes place. It thus describes the macroscopic oxygen drop in the combustion front, thereby
leaving some uncertainty for processes taking place at scales smaller than the Representa-
tive Length. Those processes remain out of consideration by the model.
Similar models for the drop of oxygen concentration were previously described for sin-
gle coal particles or small clouds of coal particles (see Annamalai and Ryan, 1994, for a
comprehensive overview). However, these investigations were performed for small-scale
particles as contained in pulverized coal. In such medium the drop is termed ’penetration
depth’, and depends on the interplay between reaction kinetics and diffusion in the immedi-
ate surrounding of the coal particles. Estimates were also discussed in Kessels et al. (2006a),
where the penetration depth of oxygen was determined from a first-order reaction kinetics
formulation. Kessels et al. (2006a) show that, at high temperatures, the penetration depth
becomes inherently small, hence grid refinements would be necessary for an accurate reso-
lution. Thus, a different definition seems to be necessary for the description of macroscopic
reactive transport phenomena involved in underground coal fires.
The discussion is based on the schematic illustration in Fig. 2.6, presenting the top view
of a combustion front. The combustion front is also termed ’reactive region’ because che-
mical reactions take place in this part of the coal seam. The front as well as the gas are
assumed to propagate in positive y-direction. Thus, oxygen is transported into the combus-
tion zone from below.
The combustion zone is divided into two regions (a) and (b), as represented by the dashed
line (Fig. 2.6). Both regions are highly disturbed due to combustion-induced cavities,
thermal cracking and large-scale damages through mechanical failure. Additionally, natu-
ral inhomogeneities likely exist in and around the coal seam. The difference between the
regions is that (a) contains reactive coal, which might additionally be mixed with rock com-
partments, whereas (b) is composed of inert material like ash and rock accumulations from
the surrounding. The second region (b) results from coal burnout as well as subsidence or
mechanical damage of the overlying beds. Reactive material does not exist in that region.
Somewhere in region (a), isoline 1 separates the untouched coal with initial coal concen-
tration cf ,0 from the currently reacting coal, where cf < c f ,0. Above isoline 1, coal is not
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Figure 2.6 Schematic illustration of a macroscopic combustion front. Oxygen flow and fire
propagation are in positive y-direction. The combustion front is divided into two regions,
a and b, which are separated by the dashed line and marked in different color. Region a
contains reactive crushed coal, region b contains inert crushed material. cf and cO2 are the
coal and oxygen concentrations. The lines represent isolines, where cO2 = 0kgm−3 (isoline
1), cO2 = 1/ekgm−3 (isoline 2), and cO2 = cO2,0 (isoline 3). cf ,0 is the initial concentration
of original coal in place. loc is the local representative length, which likewise defines the
depth of the reactive region.
reacting with oxygen, because oxygen (which is transported from below) has completely
been consumed in the reactive region (a) between the dashed line and isoline 1. Thus, oxy-
gen concentration is zero at isoline 1. In region (b) isoline 3 exists at which the oxygen
concentration begins to decrease (in the y-direction) from the initial oxygen concentration
of air, cO2,0, to zero (isoline 1) because of the oxygen consumption in the reactive region (a).
These two isolines represent in fact some transition zones of finite thickness. We introduce
a local Representative Length loc in m as the length over which the oxygen concentration
decreases from the initial value cO2,0 to some characteristic lower value, say 1/e, the latter
is given by isoline 2 (Fig. 2.6). This length likewise defines the depth of the reactive region.
There is reasonable evidence that the Representative Length varies because of the het-
erogeneous nature of the combustion zone. E.g., if large voids exist in the inert region (b),
turbulent mixing yields high oxygen concentrations close to the reactive front, so that loc
becomes small. In contrast, the local drop might become large, whenever the reactive front
is covered by solid but fine-grained inert material, so that the transport of oxygen to the re-
active front occurs smoothly. Summarizing, both, magnitude and location of loc are likely
varying on macroscopic spatial scales.
For macroscopic scales we define the macroscopic Representative Length as
 =
Z
loc(x)dx. (2.36)
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Herein  is the average over local representative lengths.
So far, the model is an assumption and needs to be verified through experiments or in-situ
observations. There is reasonable evidence that combustion zones below surface are com-
posed of large-scale discontinuities due to mechanical failure. It is unlikely that mechanical
failure produces exclusively fine-grained material (coal and rock).
2.2.4 Initial and Boundary Conditions
To uniquely solve the above introduced set of differential equations, boundary and initial
conditions need to be given for the pressure, the temperature, and the chemical species.
Initial condition for the absolute pressure Pi is a hydrostatic distribution, with an initial
reference value P0 at a reference location z0:
Pi(z) = P0(z0)+ρ f0(T0)(z0− z)g. (2.37)
The initial temperature is assumed to be one single value T0 for the whole system. Hence,
any geothermal gradient is not considered. Initial conditions for the solid components are
set in the coal seam, with some initial concentration cf ,0 for the coal and zero solid product
concentration, csp,0 = 0kgm−3. For the gas components an initial concentration cO2,0 for
oxygen and a zero exhaust gas concentration ceg,0 = 0kgm−3 are presumed.
Due to the connection between underground coal fires and the atmosphere by the air circu-
lation through surrounding beds, boundary conditions need to be explained in more detail.
At the surface above an underground coal fire, an exchange takes place between the coal
seam and the atmosphere. At some locations hot exhaust gas leaves the surface, thereby
producing a slightly increased pressure in comparison to the barometric pressure. At other
locations fresh air may flow into the subsurface, thereby exhibiting atmospheric conditions.
Obviously, a distinction needs to be made between boundary locations where gas enters or
leaves the surface. For the simulation, the exchange between the atmosphere and the circu-
lation system must be considered, which, in reality takes place within a small atmospheric
layer immediately above the surface.
For the pressure, Dirichle´t boundary conditions are assumed, without making a distinction
between in- and outflowing gas. Hence, a distinction between the slight pressure increase
or decrease at locations with out- or inflowing gas cannot be made. From simulation results,
those locations can be distinguished by the flow directions observed at the boundaries. The
value for boundary conditions is assumed to be the reference barometric pressure.
For temperature and fluid concentrations a distinction is made between the locations
where gas leaves or enters the surface. Whenever gas enters the surface, Dirichle´t boundary
conditions are assumed, with presumed reference temperature and fluid concentrations pre-
vailing in the atmosphere. At locations where gas leaves the surface, Neumann boundary
conditions are assumed. Such boundary conditions prescribe a zero conductive or diffu-
sive flux of thermal energy or chemical components. However, convective transport can
take place here. The usage of Neumann conditions is an assumption, because they are only
appropriate when convection is the dominant transport mechanism of heat and chemical
components.
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2.3 Estimation of Time Scales
After introducing of the assumed physico-chemical model, an estimation of time scales for
oxygen transport and oxygen consumption is now presented. These scales pose the main
challenge for simulations and are thus the motivation for further developments of numerical
algorithms.
Numerical simulations become critical whenever the time scales vary over large magni-
tudes. The smallest time scale needs to be resolved to obtain a stable transient solution. The
largest time scale controls the overall dynamic process, which is the fire propagation rate
in this case. At the end of this section, a discussion of time scales estimation is presented
based on parameters obtained from laboratory experiments.
2.3.1 Time Scales for Reaction Kinetics
For a first-order reaction the time scales for reaction kinetics are obtained by equating the
reaction-only term of Eq. 2.23 (Young and Boris, 1977; Kessels et al., 2006a):
∂c j
∂t = Q j =−L jc j. (2.38)
L j in s−1 is the inverse loss time for component j and is related to the characteristic loss
rate τ−1j according to
L j = τ−1j . (2.39)
Eq. 2.39 describes how quickly the concentration of the species j is consumed. If τj is
constant, Eq. 2.38 can be solved analytically to yield
c j(t) = c j(0)e−t/τ j . (2.40)
In the present case a second-order formulation for reaction kinetics is used, so that the time
scales τrj in s (superscript r denotes reaction) resulting from reaction kinetics for species j
are defined as (Zysset et al., 1994)
τrj = c j Q−1j . (2.41)
For oxygen consumption ( j = O2) the time scales become
τrO2 = cO2 Q−1O2 =
ν f
νO2
M f
MO2
(c f k0e−
E
RT )−1, (2.42)
with the definitions of the source terms, Eqs. 2.26 and 2.27. τrO2 exponentially depends on
the temperature due to the Arrhenius formulation. Thus, increasing temperatures result in
an exponential decrease of the relevant time scales, so that oxygen consumption takes place
inherently fast at sufficiently high temperatures.
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2.3.2 Time Scales for Oxygen Transport
In case of convection dominance the specific flow rate |q| = q of gas defines the time scales
for oxygen transport. q is given by Darcy’s law (Eq. 2.20), which can be considered as an
upper bound of the flow rate obtained from the non-linear Forchheimer equation (Eq. 2.21).
In the absence of externally imposed pressure gradients, the order of magnitude of q scales
with thermal buoyancy and is estimated as
q ∼ k
µ
ρ f |g|. (2.43)
The density model for an ideal gas (Eq. 2.19) applies:
ρ f = ρ f0
T −T0
T
= ρ f0
T
T
. (2.44)
The time scales for oxygen transport are obtained from relating the convective transport
term to the transient term (Eq. 2.23), i.e.
cO2
ttO2
∼ vcO2
LO2c
=
q
Φ
cO2
LO2c
. (2.45)
LO2c in m is a characteristic length over which significant changes in oxygen concentration,
cO2 , occur. Finally, the combination of Eqs. 2.43 and 2.45 defines the temperature depen-
dent time scales τtO2 in s at which oxygen transport takes place:
τtO2 :=ttO2 ∼
ΦLO2c
k
µρ
f
0
T
T |g|
. (2.46)
These time scales basically depend on two unknown parameters: the permeability k and
the characteristic length LO2c . The latter is the macroscopic Representative Length  as in-
troduced in Sec. 2.2.3. The permeability depends on the microscopic structure of porous
and/or fractured rocks. It ranges between some orders of magnitude (Nield and Bejan,
1999), so that τtO2 depends on the properties of the considered rocks. However, the per-
meability is nearly independent on temperature variations, as long as thermal cracking or
thermal expansion are negligibly small. Thus, time scales vary with T/T once the per-
meability of any rock formation has been determined.
2.3.3 Conclusion from Scale Estimates
The time scales according to Eqs. 2.42 and 2.46 are graphically represented in Fig. 2.7 with
respect to temperature variations. Parameters for τrO2 (Eq. 2.42) are taken from laboratory
measurements and have been specified in Tabs. 2.1 and 2.2. For τtO2 ,  is assumed to be
in the order of 10−1 meters, and a high permeability of k = 10−7 m2 has been taken as an
upper bound.
The diagram shows that the time scales τtO2 vary over one order of magnitude with respect
to temperature variations. Of course, different permeabilities result in different magnitudes,
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but the temperature dependency remains small. The time scales for oxygen consumption
are large at low temperatures, i.e. the reaction kinetics are very slow. In contrast, time scales
τrO2 in the order of 10
−5 seconds are obtained for the oxygen consumption at combustion
temperatures around 1200K.
From the estimation of time scales, the process controlling the overall combustion rate
and therefore being the dominating process for the fire propagation can be determined. At
low temperatures, oxygen consumption is the slower processes. The combustion rate is
therefore controlled by reaction kinetics. At high temperatures, reaction kinetics are very
fast, due to the exponential dependency of the source term in Eq. 2.26. Thus, immediate
consumption of all the oxygen takes place that is available within the combustion center.
Combustion will only proceed when transport processes provide further oxygen. In that
case, oxygen transport controls the overall combustion rate.
The next section provides a numerical approach aiming to cope with the problem of very
small time scales.
Figure 2.7 Illustration of the temperature dependent time scales, τr for oxygen consumption
and τt for oxygen transport. The calculation of τr is performed according to Eq. 2.42, with
parameters taken from Tabs. 2.1 and 2.2. The calculation of τt is performed according to
Eq. 2.46, with LO2c =  = 0.1m.
3 Numerical Realization of the Simulation
In the previous chapter, an estimation showed the wide range of time scales, posing the
main challenge for any simulation. In particular, very fast reaction kinetics at high temper-
atures would require very small time steps to resolve τrO2 . Numerical calculations to solve
the reactive transport equations (Eqs. 2.23) with common approaches would be impractical
because calculation times would become inherently long. Numerical investigation into the
dynamic evolution of underground coal fires would thus be impossible.
Two approaches are commonly used to solve differential equations: the direct approach
and the operator-splitting approach. The former solves the whole system within a single
time step, in the latter one the system to be solved is split into a transport-only and a
chemistry-only part. Operator-splitting methods received much attention in the last decades,
where investigations on numerical errors (Barry et al., 1996, 1997; Carrayrou et al., 2004)
and the convergence behavior of different operator-splitting schemes (Kanney et al., 2003)
had been addressed. Additionally, operator-splitting techniques have been applied for the
simulation of reactive transport phenomena (see Walter et al., 1994; Zysset et al., 1994;
Barry et al., 1996, 1997; Xu et al., 1999; Kanney et al., 2003; Carrayrou et al., 2004, and
references therein).
This chapter presents the use of an operator-splitting approach. Attention is paid on the
high temperature regime, where the combustion process is controlled by oxygen transport
instead of reaction kinetics. The aim of applying the operator-splitting approach is to sepa-
rate between oxygen transport and reaction kinetics, and to consider only that process which
controls the combustion rate. Common numerical programs use the operator-splitting ap-
proach to solve stiff sets of equations (Oran and Boris, 2001), i.e. equations whose time
scales vary over some orders of magnitude. However, operator-splitting has not yet been
applied to differentiate between reaction kinetics and oxygen transport at high temperatures
in order to control the propagation rate of underground coal fires by oxygen transport.
After presenting some basics about the finite-element simulator Rockflow1 the applica-
tion of the operator-splitting approach is explained. Newly implemented program parts are
then verified. A simulation example is given at the end of this chapter.
3.1 The Finite-Element Simulator Rockflow
The simulation of underground coal fires is performed by solving Eqs. 2.17, 2.21, 2.22,
2.23, and 2.28, together with the source term definitions, Eqs. 2.26, 2.27 and 2.29. We
here use the simulator Rockflow, which has been developed during various Ph.d. studies
(see Kro¨hn, 1991; Habbar, 2001; Kaiser, 2001; Thorenz, 2001, for recent theses). Rock-
flow solves common differential equations for water and gas hydraulics, as well as energy
1ISEB, University of Hannover, http://www.hydromech.uni-hannover.de
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and species transport through porous and/or fractured media (expressed by Eqs. 2.17, 2.21,
2.22, and 2.23, 2.28 without source terms). The simulator is based on the finite-element
discretization method and is therefore especially useful for the representation of complex
geological formations.
Transport equations for thermal energy and species without chemical reaction, as well as
the hydraulic equation are solved with the numerical algorithms implemented by Thorenz
(2001). A Petrov-Galerkin upwinding scheme is used to avoid numerical oscillations. The
algebraic set of equations resulting from discretization is solved with a Conjugate-Gradients
method.
The above said equations, together with the source term definitions (Eqs. 2.26, 2.27, 2.29)
are non-linearly coupled. To take these couplings into account a non-linear solver is neces-
sary. Frequently applied solvers for non-linear sets of equations are the Picard-Iteration or
a Newton-Rhapson method.
For this study the non-linear coupling is avoided by the linearization of the equations, i.e.
values of coupling primary variables which appear in a balance equation are taken from the
previous time step. Doing so, solving is performed by a successive calculation as summa-
rized in Tab. 3.1.
The linearization introduces insignificant errors because the coupling between the primary
variables pressure and temperature is very weak as long as the time step remains small com-
pared to the time scales at which the propagations of pressure and temperature take place.
For the previously described numerical solvers, Thorenz (2001) performed comprehen-
sive tests, hence another verification of the existing algorithms has not been done.
P, T , ci from previous time step
↓
hydraulic equations Eqs. 2.17, 2.21 coupled to T
↓
/ species transport Eqs. 2.23 coupled to q
operator-splitting ↓
\ species reactions Eqs. 2.26, 2.27 coupled to T
↓
update energy source Eq. 2.29 coupled to ci
↓
energy transport Eq. 2.28 coupled to q, ci
Table 3.1 Sequence of solving the non-linear set of equations. Eqs. 2.23 are solved by the
operator-splitting approach.
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Subsequently introduced numerical procedures are based on the idea of timestep splitting.
The idea is to evaluate independently the changes in the physical variables due to the dif-
ferent processes (Oran and Boris, 2001). Then, these processes are combined in some way
to obtain the composite change. An advantage of this approach is that it avoids many costly
matrix operations and allows the best numerical method to be used for each type of term or
process. A potential disadvantage is that the separate algorithms can be more complex and
usually differ from term to term.
Applying of an operator-splitting approach aims to control the fuel consumption rate by
the transport of oxygen into the reactive region of the underground coal fire. The fuel con-
sumption rate determines the fire propagation rate, i.e. the rate at which the combustion is
penetrating through the coal seam.
3.2.1 Application of Operator-Splitting
In Sec. 2.2.2, a set of partial different equations (cf. Eqs. 2.22 and 2.23) has been formulated
that describes reactive transport phenomena. The equations contain source terms expressing
the reactive conversion of chemical components. The source terms for a specific chemical
component might depend on other chemical components, so that the differential equations
are coupled with each other. In the present model, Eqs. 2.22 for fuel and 2.23 for oxygen
are coupled through the source terms defined by Eqs. 2.26 and 2.27.
The operator-splitting approach is applied to the reactive transport equations for chemical
species (cf. Eqs. 2.23):
∂Φc j
∂t +T (c j)+Q j(cO2 ,c f ) = 0, ( j = O2,eg). (3.1)
Here,
T (c j) = v∇•Φc j−∇• (D∇Φc j) (3.2)
is a transport operator, and Qj(cO2 ,c f ) is the source term from Eq. 2.27, i.e. the operator
describing the chemical conversion of species. Taking an explicit Euler time integration as
example, the operator-splitting procedure is performed by first solving the transport-only
part of Eq. 3.1,
c∗j = c
t
j−
ttr
Φ
T (ctj), (3.3)
giving the intermediate solution c∗j . ttr is the time step over which oxygen transport takes
place. The second step is performed by nodewise solving the chemical conversion of species
for a second time step tch i.e.,
c
t+tch
j = c
∗
j −
tch
Φ
Q j(ctO2 ,ctf ) ( j = O2,eg) (3.4)
c
t+tch
j = c
t
j−tchQ j(ctO2 ,ctf ) ( j = f ,sp), (3.5)
where either c∗j for fluid components or ctj for solid components is used as initial value. The
size of tch depends on the temperature regime of the system. At low temperatures, oxygen
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consumption takes place over time scales being large in comparison to ttr. In that case,
tch = ttr applies. At high temperatures oxygen consumption takes place at very small
time scales, as estimated before. To obtain a numerically stable solution, Eqs. 3.4, 3.5 are
solved over a number n of successive time steps tch, whereas each time step is determined
according to
tch = ατrO2 . (3.6)
The calculation is performed until the sum of time steps for consumption is as large as ttr:
∑
n
tch = ttr. (3.7)
If the sum becomes larger than ttr, the last time step is determined as the difference be-
tween ttr and ∑n−1tch. In Eq. 3.6, α is a constant and τrO2 is the time scale of oxygen
consumption defined in Eq. 2.42.
The procedure of subsequent oxygen transport and consumption is graphically illustrated
in Fig. 3.1, showing the oxygen consumption during one time step for oxygen transport
(ttr). After consumption, oxygen transport refills the reactive zone at the end of ttr.
Thus, the oxygen concentration increases in dependence on the transport properties of oxy-
gen. At temperatures T = 410K oxygen consumption does not completely reduce the oxy-
gen concentration within ttr to zero. At T = 450K oxygen is reduced to a very low value,
so that continuous calculations give insignificant changes in the concentrations. Therefore,
a cutoff concentration is set at values smaller than cj = 10−6 kgm−3 for fuel and oxygen
( j = f ,O2). Once the concentration gets smaller than that value, the calculations of the
chemical consumption stops.
From the phenomenological perspective the operator-splitting approach can be regarded
as follows: Within ttr oxygen transport fills the reactive region of the combustion center
with oxygen. Subsequently, but within the same time step, oxygen and fuel are consumed
and exhaust gas and solid products are produced due to the chemical reaction. After the
chemical reaction, calculations are performed for the next time step, beginning with the
oxygen refill of the reactive region. The operator-splitting approach differentiates between
the different time scales for transport and consumption of oxygen, hence the combustion
rate can be calculated as the amount of oxygen being consumed during the time required
for oxygen transport.
Eqs. 3.4, 3.5 represent a set of ordinary differential equations, which are coupled through
the source terms Qj(cO2 ,c f ). Each equation is numerically solved with a predictor-corrector
integration, which has been proposed by Young and Boris (1977) and later been used e.g. by
Zysset et al. (1994). The coupling between the equations is solved with a standard Picard-
Iteration, until the relative error εr < 10−6 is reached.
For the presented approach the refill of the reactive region through oxygen transport needs
further explanations. The depth of the reactive region has been illustrated in Fig. 2.6 as loc.
In reality, the depth depends on the interplay between oxygen transport into and oxygen
consumption within the reactive region. In the numerical model, the interplay is omitted
due to the operator-splitting approach. Hence, only the oxygen transport controls the pene-
tration depth into the reactive region, whereas the consumption is subsequently calculated.
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Figure 3.1 Illustration of the operator-splitting approach for two temperature values.
cO2/cO2,max is the normalized oxygen concentration, ttr and tch are the time steps
for which oxygen transport and oxygen consumption, respectively, are calculated. For
T = 450K, the oxygen concentration becomes nearly zero after 300 seconds (the cutoff).
From here on, the calculation of oxygen consumption stops.
The penetration depth depends on the time over which oxygen transport takes place, which
is given by the transport time step, ttr. The larger ttr, the deeper will oxygen penetrate
into the reactive region.
This fact poses an obstacle for the numerical simulation. Simulations performed with
different constant time steps may result in different solutions due to the variable extent of
the reactive region. Therefore, the extent is assumed to be predisposed. This is realized by
keeping the macroscopic Representative Length  (Sec. 2.2.3) constant, so that also a con-
stant penetration depth of oxygen persists. Assuming the dominance of convective oxygen
transport an estimation of  is given by
 = |v|ttr. (3.8)
To keep  constant, an automatic time step determination is used according to
ttr = |vmax| , (3.9)
where |vmax| is the maximum flow velocity within the combustion center. The influence
of the penetration depth onto the dynamic fire propagation will be discussed by means of
results from a sensitivity analysis (Sec. 4.3 below).
A typical time step development for a two-dimensional simulation as later explained in
Sec. 3.5 is presented in Fig. 3.2. Initially, ttr decreases due to the increase of the max-
imum flow velocity (cf. Eq. 3.9), which in turn is a result of the increasing combustion
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temperature. In the long-term behavior the time step converges to a constant value, because
the combustion temperature becomes more or less constant. The increasing time step at
the beginning is due to the development of the combustion center, which initially shows a
dynamic evolution in form of a small circle and thereafter reshapes into an elongated distri-
bution at the bottom of the seam.
Figure 3.2 Temporal development of the time step size, ttr, resulting from a simulation
example in Sec. 3.5
Due to the need of using pre-defined time steps for the simulation of oxygen transport,
numerical stability problems might arise when explicit time discretization is used for Eqs.
3.1 (Ferziger and Peric, 1999). Therefore, a fully implicit scheme has been used for the
time discretization to avoid instable solutions.
Application of the above-presented approach has the advantage that the fir propagation
rate can be controlled by the amount of oxygen being transported into the reactive region.
This is realized by relating the amount of consumed fuel to the time over which oxygen is
transported and not consumed. Hence, the fuel consumption rate, which is the measure for
the fire propagation rate, is considered concerning ttr:
Q f =
cttrf
ttr . (3.10)
Within ttr, the consumption of oxygen takes place very fast, but has no influence on the
fuel consumption rate.
Common direct approaches without using operator-splitting would be forced to relate the
fuel consumption source according to the time step tch:
Q∗f =
ctchf
tch . (3.11)
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Finally, the energy source for the heat balance equation, Eq. 2.28, is calculated according
to the fuel consumption occurring during ttr:
QH = ΔH Q f =H
cttrf
ttr . (3.12)
Herein cttrf is the amount of fuel consumed during ttr.
3.2.2 Extrapolation to Large Time Steps
Even smaller calculation times are obtainable through an extrapolation algorithm. The ap-
plication of the algorithm is based on the assumption that the procedure of oxygen refill
and subsequent oxygen consumption repeats over large simulation times without signifi-
cantly changing the oxygen distribution. In that case, the rate of oxygen consumption in the
combustion center can be assumed constant, which in turn denotes a constant rate of coal
consumption. The assumption of constant oxygen distribution is valid as long as temporal
temperature variations remain small and as long as the reactive region does not move sig-
nificantly during a considered time interval.
Temperature variations have influence on the flow velocity and therefore also on the con-
vective oxygen transport. Hence, if temperature variations take place fast, the amount of
oxygen transport into the reactive region rapidly changes. This leads to a rapid change in
the fuel consumption rate. However, the temperature of an underground coal fire remains
rather constant over long times.
The reactive region moves whenever fuel is completely consumed within parts of that re-
gion. In that case, the combustion center moves further through the seam and consequently
changes the oxygen distribution. Due to the large amount of fuel stored in a coal seam, the
movement of the combustion center through the seam can be assumed to take place slowly.
Temperature changes and changes in the fuel distribution are both slowly varying. Thus,
the assumption of constant oxygen distribution is appropriate over relatively long time in-
tervals.
For the extrapolation algorithm, a third time step, tf , is introduced over which the rate of
coal consumption remains constant (due to the constant oxygen distribution). The solution
procedure including the extrapolation algorithm is given in Tab. 3.2. The fuel consumption
rate, Qf , is calculated according to the fuel consumption cf during the time step ttr (cf.
Eq. 3.10):
Q f =
cttrf
ttr . (3.13)
With this consumption rate, the coal concentration is then calculated a time step tf later:
ct ff = Q f t f . (3.14)
Likewise, the production of solid products is computed and the transport and release of heat
are calculate over tf . The energy source is determined by inserting the fuel consumption
rate, Eq. 3.13, into Eq. 2.26. Finally, the hydraulic equation, Eq. 2.17, together with the
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gas flow equation, Eq. 2.21, are solved over tf . Conservation equations for oxygen and
exhaust gas concentrations are not solved over tf , because their concentrations remain
constant.
perform procedure from Tab. 3.1 for ttr
ti → ti +ttr
↓
calculate the fuel consumption rate, Qf , over ttr (Eq. 3.13)
↓
take large time step tf
ti +ttr → ti +ttr +t f
↓
solve the hydraulic equations (Eqs. 2.17, 2.21)
↓
solve the solid species reactions, Eqs. 2.26, 2.27,
with the fuel consumption rate from Eq. 3.13
↓
update the energy source, Eq. 3.12,
based on fuel consumption rate from Eq. 3.13
↓
solve the energy conservation equation (Eq. 2.28)
↓
perform procedure from Tab. 3.1 with next time step ttr
ti +ttr +t f → ti+1
Table 3.2 Sequence of solving the set of equations over the time steps ti → ti+ttr+t f →
ti+1
A verification for the assumption of constant oxygen distribution over large time steps is
presented in Fig. 3.3. The results have been obtained from a simulation example, which is
presented below (Sec. 3.5). The diagram shows the maximum and the average differences
in oxygen concentration between two consecutive time steps, i.e. after a simulation time
over the transport time step ttr = 50s plus the extrapolation time step tf = 100ttr. The
maximum is calculated according to
cO2,max = max
(
|cti+1O2 − ct
i
O2|
)
, (3.15)
where the time step size between ti+1 and ti is ttr +t f . An average difference is deter-
mined as
cO2 =
1
m
∑
m
|cti+1O2 − ct
i
O2 |, ∀m where |ct
i+1
O2 − ct
i
O2 |> 10−4. (3.16)
m is the number of nodes where the difference in oxygen concentration between two con-
secutive time steps, |cti+1O2 − ct
i
O2 |, is larger than 10−4. This constraint has been used to
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exclude nodes away from the combustion center, where the oxygen concentration is not af-
fected by any process.
Figure 3.3 Maximum and average difference in oxygen concentration, defined as cO2 =
ct
i+1
O2 − ct
i
O2 , where t
i+1− ti =ttr +t f
Fig. 3.3 shows that cO2 is close to zero except for some discrete times. Here, the fire
moves further through the grid, so that the oxygen distribution changes. However, die dif-
ference in oxygen concentration remains small even at these situations.
Finally, Tab. 3.3 presents the results from the investigation of the size of tf . For the
investigation, simulations were performed over 11 days of simulation time with time steps
t f of different size. The transport time step remained constant (ttr = 50s). The differ-
ence in maximum temperature, Tmax, has been used to quantify the comparison between
simulations with and without the additional calculation over the extrapolation time steptf .
The entries show that the difference Tmax increases with increasing extrapolation time
step. However, the difference in maximum temperature becomes significant only when tf
is at least 100 times larger than ttr.
t f in s 500 1000 1500 5000
Tmax in K 0.12 0.26 1.45 4.11
Table 3.3 Simulation results to investigate the difference in maximum temperature, defined
as Tmax = |Tmax(t f )− Tmax(ttr)|, after 11 days of simulation time. Tmax(ttr) is the
maximum temperature obtained without the extrapolation algorithm, Tmax(t f ) is the max-
imum temperature obtained from the calculation according to the procedure from Tab. 3.2.
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3.2.3 Remarks to the Numerical Approach
The main progress by obtaining larger time steps through the operator-splitting approach
lies in the fact that the time-consuming numerical solution of the transport equations (Eqs.
3.3) is performed for ttr instead of tch. The progress is obtained because the time-
consuming factor for finite-element discretization methods is given by the assembly of ele-
ment matrices to discretize spatial derivations. For the present simulations the duration for
assembling the matrices of species transport was 20 times larger than the time needed to
solve the global algebraic system of equations.
For the nodewise time integration to calculate the chemical consumption or production
(Eqs. 3.4) over tch, very short calculation times are obtained, because finite-difference
time integrations are not very time consuming.
The introduction of a third time scale at which the oxygen distribution is constant makes
the application of an extrapolation algorithm possible. The algorithm enables the simula-
tion of underground coal fire propagation in time steps of 1000s or even more, so that the
example simulations (Sec. 3.5) of a one-year burning coal fire took 53h calculation time
with a common single-processor machine (2.8 GHz CPU frequency).
Concluding, the presented numerical procedure makes use of the fact that, at different
time scales, different processes exhibit different dynamic behavior or have different influ-
ence on the dynamic development of the overall system. Therefore, further investigations of
the temporal behavior and the influence of the involved processes is of special importance
to find possibilities to simplify the numerical simulation.
3.3 Numerical Solution of the Forchheimer Equation
One additionally implemented algorithm is a solver for the Forchheimer equation (Eq. 2.21)
∇P−ρ f (T )g =− µki j q−
cF√
ki j
ρ f |q|q. (3.17)
Eq. 3.17 represents a nonlinear set of equations, wherein the equations are coupled through
the Euclidian norm
|q|=
√
∑q2i . (3.18)
Assuming isotropy (ki j = k), the Forchheimer equation reads after re-arrangements in com-
ponent notation (three-dimensional):
fx : = ∂P∂x +
µ
k qx +
cF√
k
ρ f
√
q2x +q2y +q2z qx = 0 (3.19)
fy : = ∂P∂y +
µ
k qy +
cF√
k
ρ f
√
q2x +q2y +q2z qy = 0 (3.20)
fz : = ∂P∂z −ρ
f gz +
µ
k qz +
cF√
k
ρ f
√
q2x +q2y +q2z qz = 0. (3.21)
(qx,qy,qz) = q are the components of the specific flow rate vector and gz is the gravitational
acceleration in z direction. This set of equations represents a typical problem where N
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functional relations have to be zeroed:
f(q) = 0. (3.22)
The set of equations (Eqs. 3.22) has to be solved numerically, because analytical solutions
do not exist due to the coupling. The set consists of not more than three equations (for
three-dimensional problems), and is also a rather simple function. The derivatives of the
functions f can easily be calculated, so that a Newton-Raphson method to solve the nonlin-
early coupled system is useful.
The Newton-Raphson algorithm is based on the expansion of each of the functions f into
a Taylor series in the neighborhood of δq (Press et al., 1992):
fi(q+δq) = fi(δq)+∑
j
∂ fi
∂x j
(δqj)+O(δq2). (3.23)
In Eq. 3.23,
∂ fi
∂x j
≡ J (3.24)
is the Jacobian matrix. By neglecting terms of order δq2 and higher and by setting f(q+
δq) = 0, a set of linear equations is obtained for the corrections δq that move each function
closer to zero:
δq =−J−1f. (3.25)
Equation 3.25 is easily solved by the determination of J−1 and subsequent multiplication
with f, so that Eq. 3.25 can be calculated. The corrections are then added to the solution
vector:
qnew = qold +δq. (3.26)
The described process is iterated to convergence, where the relative error
εr ≥
∣∣∣∣qnew−qoldqnew
∣∣∣∣ , εr > 0, εr ∈ℜ (3.27)
has been used as the termination criterion (Engeln-Muellges and Reutter, 1996). More so-
phisticated Newton algorithms like the damped form (Engeln-Muellges and Reutter, 1996,
p. 146) showed no improvements in the computation performance.
3.4 Code Verification
Software packages that have been implemented in addition to the existing code by Thorenz
(2001) were verified by comparison with analytic solutions or by benchmark comparison
with the finite-element software COMSOL Multiphysics2.
The term verification is here referred to as proving that an implemented software package
or algorithm is running correctly (Konikow and Bredehoeft, 1992). Model validation and
2Femlab GmbH, Go¨ttingen, Germany
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calibration are not included in this section, but will be discussed later.
In the following verification results are exemplarily presented for the Forchheimer equa-
tion (Eq. 2.21), the chemical conversion of reactive educts into products (Eqs. 3.4, 3.5)
and the source term (Eq. 3.12) for the energy balance equation (Eq. 2.28), which considers
the generation of heat. A further verification is presented for the hydraulic equation, Eq.
2.17, because this equation needs to consider compressible gas flow, whereas compress-
ibility stems from the temperature dependency of the fluid density. Finally, the mass flux
has been integrated over the domain of a two-dimensional simulation example. Because, in
the considered model, gas mass is neither destroyed nor produced, the integrated mass flux
should be zero.
3.4.1 Verification of the Forchheimer Equation
The verification for the solver of Eq. 2.21 was performed by two-dimensional test simu-
lations, whereas fluid flow takes place in one direction. Due to the one-dimensional flow,
the simulation results can be compared with a one-dimensional analytic solution, Eq. A.5,
which is derived in App. A.
Results are summarized in Tab. 3.4 for two different permeabilities. The permeabilities
chosen are relatively high, so that the nonlinear dependency between pressure differences
and the specific flow rate becomes relevant. Values within the table show that at most six
iterations are needed until the convergence criterion (Eq. 3.27) is fulfilled.
k = 10−6 m2 k = 10−7 m2
ΔP/Δx Iterations εr Iterations εr
(Pa/m) (-) (-) (-) (-)
10 5 8.06x10−4 3 1.36x10−4
20 6 2.8x10−5 4 1.0x10−6
30 6 2.19x10−4 4 1.1x10−5
40 6 7.42x10−4 4 5.1x10−5
50 7 1.0x10−6 4 1.48x10−4
Table 3.4 Results for the investigation of the Newton-Raphson algorithm, demonstrated by
the number of iterations and relative error (Eq. 3.27) for different pressure differences,
ΔP/Δx and different permeabilities k
Fig. 3.4 graphically presents a comparison between the analytic solution (Eq. A.5, App.
A) and the numerical simulation for two permeabilities. The comparison shows good agree-
ment between simulation results and the analytical solution.
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Figure 3.4 Comparison between analytic and numerical solution of the Forchheimer equa-
tion, Eq. 2.21, for k = 10−6 m2 (left) and k = 10−7 m2 (right). For illustration of nonlinear
effects, the linear Darcy law (Eq.2.20) is also shown.
3.4.2 Consumption/Production of Chemical Species an Heat
A verification for the numerical solution of heat generation is based on Eq. 2.28, where
transportation terms are omitted:
cb
∂T
∂t = QH . (3.28)
The heat production source is obtained from Eqs. 2.26 and 2.29:
QH =−H Q f =H c f cO2 k0e−
E
RT . (3.29)
Assuming constant oxygen and fuel concentrations, cf = const.,cO2 = const., the heat
source term depends on the temperature only: QH = QH(T ). Hence, Eq. 3.28 can be
integrated to obtain an analytical solution:
T (t) = T0 +
QH
cb
t. (3.30)
The analytic solution describes a system that is heating up by a heat generating source.
Likewise, the approach to numerically solve the consumption of reaction educts and the
production of reaction products according to Eqs. 3.4 and 3.5 is verified against the analyt-
ical solution, where the source term is assumed to depend on the considered variable, only.
E.g., the consumption of fuel is expressed as:
∂c f
∂t = Q f =−c f cO2 k0e
− ERT , (3.31)
wherein cO2 and T are held constant, and the corresponding analytical solution is:
c f (t) = c f ,0−Q f t. (3.32)
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A comparison between the analytical solutions from above (Eqs. 3.30 and 3.32) and simu-
lation results is presented in Fig. 3.5. These verification examples, as well as verifications
for the other chemical species (not presented here) show good agreement.
Figure 3.5 Comparison of the temperature development (left) and the coal consumption
(right) between analytic and numerical solutions
3.4.3 Solution of the Hydraulic Equation
The hydraulic equation, Eq. 2.17, has been derived from the mass balance equation for an
ideal gas and includes the gas density as a function of temperature.
This functionality is needed to consider thermal buoyancy as the driving force for fluid
motions. One frequently applied simplification is the Boussinesq-Approximation (e.g. Trit-
ton, 1970; Dirsch, 1998; Holzbecher, 1998; Kolditz et al., 1998), where the density is as-
sumed to be constant except in the term expressing thermal buoyancy. The approximation
is not valid for underground coal fires, because large density variations have to be expected
due to the large temperature range the gas is exposed to (see Fig. 2.4). However, the
density is nearly independent of pressure variations, hence previous studies by Evans and
Raffensperger (1992) or De Ville (1996) are not relevant here.
A verification of the hydraulic equation has been performed by comparison between sim-
ulation results obtained from Rockflow and the commercial finite-element simulator COM-
SOL Multiphysics. The simulation is performed under the steady-state assumption, hence
the mass balance including density variations is expressed by Eq. 2.15:
∇• jm = ∇• (ρ f q) = ρ f∇•q+q•∇ρ f = 0. (3.33)
The temperature-dependent fluid density is used according to Eq. 2.19. For q (the specific
flow rate) Darcy’s law (Eq. 2.20) is assumed. The one-dimensional form of Eq. 3.33 has
been solved based on the setup presented at the left hand side of Fig. 3.6. The setup applies
in z-direction, hence thermal buoyancy acts. The temperature distribution is assumed to
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be linear, so that the fluid density distribution according to the blue line in Fig. 3.6 a) is
obtained.
In Fig. 3.6 a) the pressure is kept zero at the top. At the bottom boundary a no flow
condition is assumed. Consequently, a hydrostatic pressure distribution according to
Phyd = g
Z z=0m
z=10m
ρ f (z)dz (3.34)
is obtained as presented in the figure, with a magnitude of 60Pa at the bottom. The pres-
sure distribution is described by a non-linear function, as a result of temperature dependent
density variations. With the considered setup, gas flow does not set in, because there is no
driving force.
In Fig. 3.6 b) Dirichle´t boundary conditions are presumed at both bounds, resulting in
a pressure distribution which is superimposed to the hydrostatic pressure from Fig. 3.6 a).
In contrast to Fig. 3.6 a) gas flow sets in, due to the externally imposed pressure gradient.
Magnitudes for the specific flow rate range between 1x10−5 ms−1 and 4x10−5 ms−1. The
specific flow rate is not constant, hence the continuity assumption (∇•q = 0) obtained from
the Boussinesq-Approximation is not valid here. Instead, the mass flux (jm = ρ f q, cf. Eq.
2.11) must to be constant, as described by Eq. 3.33. This fact is well reproduced by the
simulation, where jm = 1.215kgm−2s−2 has been obtained (Fig. 3.6 b). Because mass is
neither destroyed nor produced, mass entering the domain also leaves it. Therefore, the sum
over all mass fluxes becomes zero.
The mass flux calculation has also been investigated by means of the two-dimensional
simulation example in the next section (Sec. 3.5). For the verification, the mass flux has
been integrated over the whole calculation domain, including the interior and the bound-
aries. From the integration, a value of jm = 9.03x10−6 kgm−2 s−1 has been calculated,
which can be considered as sufficiently close to zero.
Fig. 3.7 presents simulation results for the one-dimensional mass balance equation, but
in the horizontal direction. Hence, thermal buoyancy is excluded. The pressure is kept
constant at the bounds, hence a pressure gradient is obtained. The pressure obeys is a non-
linear distribution due to the (non-linear) temperature dependent density distribution. This
non-linearity proves that the mass balance is solved for compressible gas flow. If incom-
pressibility would hold, the pressure distribution would become linear.
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Figure 3.6 Verification of the mass balance including thermal buoyancy. The simulation
is based on the one-dimensional setup as presented at the left side. Graph a) shows the
temperature (T in K), the density (ρf (T ) in kgm−3 s−1), and the pressure drop (P in Pa) for
the hydrostatic case, with boundary conditions P = 0Pa at the top and no flow at the bottom.
Graph b) shows the simulation results after a dynamic pressure has been set (P = 100Pa
between top and bottom boundary). Due to the pressure difference, gas flow in positive
z-direction sets in . In Graph b), jm = ρ f (T )q is the mass flux in kgm−2 s−1 and q in ms−1
is the specific flow rate.
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Figure 3.7 Comparison of the pressure drop between Rockflow and COMSOL Multiphysics
simulations without thermal buoyancy. The density is ρf (T ) = ρ0 T0T , for which a linear
temperature profile from T = 300K (at x = 0m) to T = 1000K (at x = 10m) is assumed.
3.5 Simulation Example
In the following the application of the numerical approach is illustrated by a two-dimensional
simulation example of the underground coal fire propagation.
3.5.1 Setup
The two-dimensional model for the simulation is given in Fig. 3.8. It assumes one coal
seam cropping out under a scarp. The seam is embedded in a geologic formation. Gridding
has been performed with GINA (Kunz, 2005), with local grid refinement in the coal seam
to avoid numerical oscillations. The grid is made up of 7841 elements and 7980 nodes, with
six degrees of freedom at each node.
This model is used throughout the thesis, hence the simulations have been performed
within a two-dimensional domain. The model can be regarded as a slice of a three-dimensio-
nal body whose extent and structure is equal to the slice in the lateral direction. Hence,
the application of this model presumes irrelevant processes in the lateral direction. This as-
sumption likely looses validity when a detailed simulation of a specific fire site is addressed,
due to the three-dimensional nature of the processes. However, this thesis approaches the
investigation of principle phenomena, for which a two-dimensional setup is sufficient.
In Rockflow a third dimension is realized for such two-dimensional slices by specifying
a ’slice thickness’. The governing balance equations are then integrated over this thickness
to obtain three-dimensional physical quantities from actually two-dimensional simulations
(see Kolditz, 1996, for mathematical formulations). This method has been implemented for
simulations based on hybrid modeling approaches, where two-dimensional discrete frac-
tures are embedded in three-dimensional domains. For the discrete fractures, the third di-
mension is considered by the integration over the fracture aperture.
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Figure 3.8 Setup for example simulations. Boundary conditions were set as follows. At
boundary 1, constrained boundary conditions apply for the temperature and the fluidal
species concentrations, depending on the direction of gas flow. If gas gets out of the surface,
Neumann boundary conditions apply. When gas enters the subsurface, Dirichle´t boundary
conditions apply, with values T = 300K, cO2 = 0.297kgm−3, and ceg = 0kgm−3. For the
pressure, Dirichle´t boundary conditions apply according to a hydrostatic distribution. At
boundary 2, Neumann boundary conditions apply for all variables. At location 3, an initial
combustion center is assumed, with T = 500K.
For this work the slice thickness is assumed to be one meter, so that subsequently given
physical units express quantities per meter (m−1). E.g., a flow rate Q expressing the injection
of fluid into a system is given in units of cubic meters per second per meter slice thickness:
m3 s−1 m−1.
Initial and Boundary Conditions
The initial pressure is assumed to obey a hydrostatic distribution according to
P(z) = P0(z0)+ρ f0(T0)gz, (3.35)
with z = (z0− z), P0(z0) = 101325Pa at z0 = 96m, ρ f0(T0 = 300K) = 1.27kgm−3, and
g = 9.81ms−2, acting in z-direction. The boundary conditions for P are assumed to be
no-flow (Neumann type) for boundaries 2, and constant pressure values (Dirichle´t type) for
boundary 1. Pressure values were set according to the distribution from Eq. 3.35.
Initial conditions for oxygen are set to the oxygen and exhaust gas concentrations of envi-
ronmental air: cO2,0 = 0.297kgm−3 and ceg,0 = 0kgm−3. Boundary conditions for cO2 and
ceg were also set of no-flow type at boundaries 2. At the surface (boundary 1), constrained
boundary conditions are used (cf. Sec. 2.2.4), depending on the direction of gas flow. In
case of gas inflow, gas contains the oxygen and exhaust gas concentrations of the environ-
mental air. In contrast, oxygen and exhaust gas concentrations in gas leaving the surface are
a result of previous propagation paths through the subsurface. E.g., gas leaving the surface
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exhibits zero oxygen concentration after having passed the combustion center. In that case,
the boundary conditions are set to free-convective-outflow boundary conditions.
For temperature the same constrained boundary conditions apply as for the reactive fluid
components. In case of inflowing gas, the temperature value is set to T = 300K (Dirichle´t).
Initial temperature is also T = 300K everywhere, except within the initial combustion
center, where T = 500K holds. Initial conditions for fuel and solid products were set
to c f ,0 = 850kgm−3 and csp,0 = 0kgm−3, respectively.
Parameters
Parameters used for the simulation are summarized in Tab. 3.5. Tables 2.1 and 2.2 give
reaction kinetic parameters. Isotropy is assumed, as well as a homogeneous distribution of
the parameters. No distinction is made between the coal seam and adjacent rocks, unless
explicitly specified. The reference thermal conductivity λ0 (cf. Eq. 2.35) is a result of
laboratory measurements of samples from Chinese coal (Schmidt et al., 2005) and rock
samples (Wessling and Kessels, 2005a) from the Wuda coal mining area. The constant
storativity as defined in Eq. 2.18 can be estimated from the pressure-dependent density
formulation, ρ f (P) = ρ f0P/P0, so that ∂ρ f /∂P ∼ 10−5 and S ∼ 10−6Pa−1, when Φ ∼ 0.1.
The dimensionless form-drag constant (cf. Eq. 2.21) is cF = 0.5. The molecular diffusion
coefficient is taken from Massmann and Farrier (1992), and the heat capacities stem from
Schmidt et al. (2005) for coal and Cermak and Rybach (1982) for rock.
Description Parameter Value Unit
Bulk heat capacity of coal, rock cb 5.57x105, 1.92x106 J m−3 K−1
Form-drag constant cF 0.5 −
Specific heat capacity of fluid cfp 1000 J kg−1 K−1
Molecular diffusion coefficient Dmol 10−6 m2 s−1
Permeability k 10−9 m2
Storativity S 10−6 Pa−1
Length of oxygen drop  0.05 m
Longitudinal, transversal αl,αt 0.5, 0.1 m
dispersion lengths
Constant for radiation β 7x10−9 W m−1 K−4
Thermal conductivity of coal, rock λ0 0.1, 2.0 W m−1 K−1
Fluid viscosity µ 1.81x10−5 Pas
Porosity of coal, rock Φ 0.4, 0.2 −
Table 3.5 Thermal and hydraulic parameters for the example simulation
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3.5.2 Simulation Results
Fig. 3.9 shows the distributions of exhaust gas and oxygen, which build up due to the un-
derground combustion, i.e. the consumption of oxygen and the production of exhaust gas.
The extent of the unburnt coal seam (bottom figure) is marked by the black isolines giving
the coal concentration cf = 850kgm−3 (which is the initial value). The streamlines show
the direction of gas motions. A cloud develops in the adjacent beds with zero oxygen and
maximum exhaust gas concentration, according to the stoichiometry from Eq. 2.7.
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Figure 3.9 Distribution of the exhaust gas ceg (top) and the oxygen concentration cO2 (bot-
tom) after 242 days of simulation time. Black isolines mark the concentration of solid prod-
ucts, csp = 380kgm−3 (top), and the initial coal concentration, cf ,0 = 850kgm−3 (bottom).
Streamlines marked with arrows give the direction of gas flow.
Fig. 3.10 presents the simulated fire propagation for three consecutive times, and the re-
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sulting temperature distribution. The underground coal fire penetrates in the up- and down-
ward direction through the seam. A maximum temperature of 1309K is reached by the
upward moving fire, whereas the downward moving one exhibits lower values. The temper-
ature remains rather constant even after 591 days.
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Figure 3.10 Temperature distribution due to the underground coal fire at three different
times (note the unevenly scaled levels at low temperature). Black isolines mark the initial
coal concentration, cf ,0 = 850kgm−3. Streamlines marked with arrows give the direction
of gas flow.
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The temporal development of the maximum combustion temperature is presented in Fig.
3.11. It first increases and then shows a valley-shaped trend. This trend results from the
dynamic development of the combustion center, which first appears as a point-wise geom-
etry and thereafter becomes elongated. Finally, the elongated shape breaks down into two
combustion centers that move in the up- and downward directions through the seam.
Figure 3.11 Dynamic development of the maximum combustion temperature
Of practical relevance are simulated magnitudes of physical variables at the surface of the
domain. These values can be compared with in-situ measurements obtained at real coal
fire sites. One such variable is the specific flow rate. A distribution of the simulated abso-
lute value of the specific flow rate is presented in Fig. 3.12. The flow rate is largest where
the combustion temperatures are highest, i.e. in the up- and downward moving combustion
centers. At the surface a magnitude of q = 0.7mh−1 is obtained.
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Figure 3.12 Distribution of the specific flow rate, given by its absolute value, |q|, after a
simulation time of 591 days
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Finally, a discussion of the energy balance in the underground coal fire system is of prac-
tical interest. Once the energy release is known, the amount of consumed fuel can be esti-
mated according to the heating value of coal and the relation from Eq. 2.29.
The energy release becomes observable when the temperature at the surface increases in
comparison to the ambient temperature. An extraction of released energy in the seam from
surface measurements only implicates two difficulties.
First, the surface temperature results from an energy balance between the energy flux from
the coal seam and the net energy flux from the near-surface including an exchange with the
atmosphere (e.g. solar radiation). Hence, the net energy flux needs to be subtracted from the
total one to obtain the energy flux from the burning coal seam only. Second, heat released
by the combustion does not necessarily reach the surface. This aspect originates from the
different time scales at which the transport mechanisms for thermal energy, convection and
conduction, take place.
Convective transport is driven by thermal buoyancy and thus rapidly occurs once a com-
bustion center has formed. Accordingly, an increased gas temperature is observable when-
ever the exhaust gas escapes through the surface. Of course, the gas temperature needs to
retain its temperature during its flow through the system. This is likely the case in large-
scale fractures, where an exchange of thermal energy between gas and rock is constrained
to the fracture surfaces.
Heat conduction as a slow mechanism primarily heats up the rock around the combustion
center. An increased temperature of the rocks at the surface will, if at all, set in late. A
temperature anomaly at the surface resulting from heat conduction depends on the distance
to the combustion center and on the propagation rate of the fire. For fast and deep fires, the
energy release by the combustion is either to far away from the surface (deep fires) or to
short (fast fires) as being able to cause temperature anomalies at the surface. Conduction
will therefore only cause temperature anomalies if the fire is slowly propagating and at suf-
ficiently shallow depth.
The slow-going mechanism of heat conduction can be demonstrated by the thermal relax-
ation time (Vogel, 1997):
τth =
cb 2
λ , (3.36)
where λ is the heat conductivity, cb is the bulk heat capacity and  is a characteristic length.
With λ = 2W m−1 K−1 for rock and cb = 1.92x106 J m−3 K−1 (cf. Tab. 3.5), τth is in the
order of three years. Heat conduction would thus require three years to transport heat from
a ten meter deep coal fire ( = 10m) to the surface.
The energy flux (Eq. 2.30) has been calculated from the simulation example (Fig. 3.13).
The contour plot shows the temperature distribution after a simulation time of 585 days.
The red graph (top figure) presents the surface temperature, which is increased compared
to the ambient temperature of 300K. For the energy flux jh, three profiles are presented
for the values below and above the coal seam, and just below the surface. jh is of similar
magnitude below and above the seam. Hence, heat is not only released towards the surface,
but also down into the rock. Of course, this downward moving heat will not be observable
from surface measurements. An additional result is that the total energy flux through the
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surface is much smaller than the sum of values below and above the seam (Tab. 3.6).
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Figure 3.13 Simulation results after a simulation time of 585 days. Bottom: Temperature
distribution due to the coal fire. White streamlines mark the flow direction of gas. Top:
Energy flux jh in J m−2 s−1 below and above the coal seam, as well as just below the surface.
The red graph gives the surface temperature.
below surface above seam below seam
Polyline length in m 82 79 79
Integrated energy flux in J s−1 5.25x102 1.07x104 6.24x103
Table 3.6 Total energy flux integrated along the profiles as presented in Fig. 3.13 (note that
the setup is assumed to be one meter thick in the third dimension, hence the area through
which energy flux takes place is calculated by the polyline length times the slice thickness
of one meter).
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Another aspect that should be discussed is the temporal development of the energy release.
Fig. 3.14 shows the temporal development of the amount of consumed coal, the resulting
energy release according to Eq. 2.29 and the integrated energy flux through the surface.
The flux through the surface increases after 270 days of simulation time, which is delayed
in comparison to the energy release from the coal combustion.
These simulation results demonstrate that temperature or heat flux measurements at the
surface can underestimate the total amount of released energy and hence underestimate the
total amount of consumed coal.
Figure 3.14 Cumulative energy release, coal consumption and energy flux, jh, through the
surface
3.5.3 Definition of the Propagation Rate
The fire propagation rate will be used throughout this work as a quantity that can be ob-
tained from simulation results. This quantity will be used to characterize the underground
coal fire. Due to the setup (cf. Fig. 3.8), the fire propagation rate is likely not constant.
Rather, the distance between the atmospheric oxygen reservoir and the combustion center
in the seam permanently changes due to the declination of the seam and the uneven to-
pography. Hence, a dynamic development of the fire propagation rate has to be expected.
Additionally, the upward and downward moving fires likely show different behavior in fire
propagation, because of the asymmetric setup.
In the following, the dynamic development of the fire propagation rate is investigated.
Aim is to find a proper definition, which will be used throughout the following discussions.
The discussion on the propagation rate is based on the illustration in Fig. 3.15. It shows
the fire propagation as simulated in the example from the previous section. White isolines
mark the combustion front at different times, where the coal concentration is as high as at
the initial state (cf ,0 = 850kgm−3). Thus, these isolines mark the untouched coal seam. The
geometry of the combustion front is approximated by the black lines.
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Figure 3.15 Illustration for the definition of the propagation rate. White isolines mark the
coal concentration cf ,0 = 850kgm−3 at different times in days. Black lines approximate
the geometry of the combustion front.
The distance between the combustion fronts of the up- and downward moving fire fronts
is determined in two different ways: (1) as the average of distances ’a’ and ’c’, termed l
in the following. l is determined according to l = (a+ c)/2. (2) as the distance ’b’ in the
center of the seam. With these definitions the fire propagation rate becomes vavpr = 0.5l/t
and vcpr = 0.5b/t, respectively, where t is the simulation time. Superscripts av and c stand
for average and center. Division by two is performed to determine the fire propagation
rate in only one direction, however, without distinction between the up- and downward fire
propagation rates.
Additionally, both definitions (1) and (2) were used separately for the up- and downward
moving fires, i.e. the distances between the approximate geometries of the combustion
fronts and the start position line of fire propagation (see Fig. 3.15). The latter definitions
are used to investigate the difference in fire propagation between up- and downward moving
fires. For the upward moving fire, the propagation rates are termed vav,uppr and vc,uppr . For the
downward moving fires, vav,dpr and vc,dpr are used.
Finally, attention is paid on the dynamic development of the fire propagation rate, for
which the rates are determined according to the distances the combustion front moves be-
tween two consecutive times. Thus, the fire propagation rates are formulated as vavpr,dyn =
l/t and vcpr,dyn =b/t, where e.g. b is the distance bt=521d−bt=323d between com-
bustion fronts a time interval t = 521d− 323d apart. The results of investigation of fire
propagation are presented in Tabs. 3.7 and 3.8.
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t in d vcpr vcpr,dyn vavpr vavpr,dyn
175 8.3 8.3 8.4 8.4
323 7.3 6.2 7.5 6.3
512 6.6 5.3 6.6 5.1
656 8.4 15.4 8.4 15.4
734 9.2 16.0 9.1 14.9
809 10.9 16.6 9.8 16.9
Table 3.7 Fire propagation rates in ma−1 without distinction between up- and downward
moving fires. Definitions: vcpr = 0.5(b/t), vcpr,dyn = 0.5(b/t), vavpr = 0.5((a + c)/2t),
vavpr,dyn = 0.5((a/c)/2t), see Fig. 3.15 for nomenclature.
t in d vc,uppr vc,uppr,dyn v
c,d
pr v
c,d
pr,dyn
175 9.0 9.0 7.6 7.6
323 8.0 6.7 6.4 5.0
512 7.5 6.7 5.6 4.2
656 9.9 19.1 6.8 11.7
734 10.9 19.1 7.4 11.7
809 11.8 21.0 7.9 13.3
Table 3.8 Fire propagation rates in ma−1 for the up- and downward moving fires, respec-
tively. Definitions: vc,uppr = bup/t and vc,uppr,dyn = bup/t for the upward moving fires,
v
c,d
pr = bd/t and vc,dpr,dyn =bd/t for the downward moving fires, see Fig. 3.15 for nomen-
clature.
From the results the following attributes concerning the propagation rate are observed:
1. The propagation rate is not constant, and different definitions result in different prop-
agation rates. With all definitions, the fire propagation rate first decreases, and then
increases with time.
2. Concerning the rate between up- and downward moving fires, there is insignificant
difference between the average propagation rate (for distances at the top and bottom
of the seam) and the propagation rate defined in the center of the seam.
3. A significant difference is observed between the static and the dynamic definition,
respectively. If the propagation rate is determined from the travel distance beginning
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at the starting position (static definition), the rate remains more or less constant. For
the dynamic definition, according to which the propagation rate is determined from
the travel distance between two consecutive time steps, the rate is more variable.
4. Finally, the upward moving fire is faster than the downward moving one. This ob-
servation is likely based on the oxygen pathway, which gets smaller for the upward
and larger for the downward moving fire, respectively, with increasing time. Another
reason might be the direction of convective energy transport, which occurs in the up-
ward direction. Because, for the upward moving fire, the seam dips towards the same
direction as convective energy transport, the front of the upward moving fire may be
heated more efficiently than the downward moving one, resulting in an accelerated
fire propagation.
Due to the observations from above, i.e. the dynamic behavior of the fire propagation rate, a
proper definition of the propagation rate needs to be defined in order to enable the compari-
son between different simulation results. For the following considerations, the propagation
rate is defined as the rate observed after the fire front reaches a distance of 20 meters in
the center of the seam (distance ’b’ in Fig. 3.15). The propagation rate is then determined
according to (cf. Fig. 3.15)
vcpr = 0.5(b/t). (3.37)
4 Sensitivity Studies
In the following, a sensitivity study is presented where the influence of various parameters
on the fire propagation is investigated. Parameters under investigation are:
• k in m2, the permeability, which is a parameter in the Forchheimer equation, Eq. 2.21,
• λe f f in W m−1K−1, the effective thermal conductivity, Eq. 2.35,
•  in m, the Representative Length, which represents a macroscopically averaged
length over which the oxygen concentration within the combustion front decreases
from its initial value to 1/e (see Sec. 2.2.3 for the definition).
Parameters k and λe f f are considered because they are assumed to have strong influence
on the dynamic behavior of underground coal fires. Variations of  have been investigated
because  has been introduced into the model as a new macroscopic parameter.
The underground coal fire is characterized by its propagation rate through the seam as
defined in Sec. 3.5.3 and by the maximum combustion temperature. For this study, the
setup from the example simulation (Sec. 3.5, Fig. 3.8) was taken. Parameters that have not
been changed for the sensitivity study are given in Tab. 3.5. A summary and a discussion
about the orders of magnitude of simulation results are given at the end of this chapter.
4.1 Permeability Variations
Beside of the fluid viscosity, which varies over one order of magnitude for a temperature
range 300K < T < 1000K (VDI-Wa¨rmeatlas, 2002), k is the proportionality factor relat-
ing pressure gradients to the specific flow rate q, which is defined as the volume flow rate
Q through an area of size A: q = Q/A. The specific flow rate is coupled to the convective
transport for energy and chemical species. An influence of k on the fire propagation rate can
be expected, because an increase of q increases the amount of oxygen that is convectively
transported to the fire. In addition, the permeability might influence the combustion tem-
perature due to the coupling between the specific flow rate and convective energy transport.
The permeability exclusively depends on the structural nature of discontinuous porous or
fractured media and varies over many orders of magnitude for different rocks. E.g., clay
exhibits permeabilities of about 10−18 m2, whereas the permeability of sandstones varies
between 10−12 m2 and 10−16 m2 (Gue´guen and Palciauskas, 1994). Coarse-grained gravels
exhibit values around 10−7 m2 (Nield and Bejan, 1999).
For the investigation of permeability variations a homogeneous distribution of k is as-
sumed, with the same values for seam and embedding rocks. Thus, the considered continu-
um-based model allows an investigation of the fire development with respect to matrix flow
through adjacent rock formations. Flow in fractures has not been considered.
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For  = 0.05m and β= 7x10−9 W m−1K−4, the following results were obtained: For per-
meabilities k ≤ 10−10 m2, an underground coal fire did not develop. Obviously, the nest
within the seam (Fig. 3.8) with T = 500K is not sufficient for ignition. For higher per-
meabilities the propagation rate varies between 3 meters per year for k = 5x10−10 m2 and
218 meters per year for k = 10−8 m2. A graphical representation is given in the summary,
together with variations of the propagation rate in dependence of λe f f .
The development of the maximum combustion temperature is presented in Fig. 4.1 for dif-
ferent permeabilities. For k = 10−8 m2 the fire propagates very fast and reaches the bound-
aries of the domain in less than 100 days. Hence, the temperature development is rapidly
changing and, after 100 days, becomes strongly influenced by the boundary conditions. For
permeability values k = 5x10−10 m2 and k = 10−9 m2 the maximum temperature first in-
creases and then converges to a constant value. For k = 10−9 m2 and k = 5x10−10 m2, the
maximum temperature converges against 1400K and 1000K, respectively.
Figure 4.1 Development of the maximum temperature for different permeabilities k.  =
0.05m, β= 7x10−9 W m−1K−4.
4.2 Thermal Conductivity Variations
In the following, attention is paid on conductive and radiative heat transport. The mecha-
nisms are expressed by the effective thermal conductivity (Eq. 2.35):
λe f f (T ) = λ0 +β(T −T0)3 = λ0 +λr. (4.1)
λ0 is the thermal conductivity at ambient (reference) temperature T0, where radiation has
minor influence on heat transport. λ0 is an important parameter for the ignition of an intact
coal seam. When λ0 is small, heat accumulates due to insufficient heat release by con-
duction, which in turn accelerates the chemical reaction. Hence, ignition may occur. In
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contrast, large values of λ0 cause an effective transport of heat. Then, heat does not accu-
mulate and the coal does not ignite.
Variations of λ0 can occur due to mechanical disruption of coal as a result of thermal
expansion and subsequent cracking. Higher thermal conductivities are observed for media
having a well-connected structure like fine-grained sandstones, in comparison to highly dis-
continuous media with a badly-connected structure. Thus, an increase in porosity decreases
the thermal conductivity (see e.g. Clauser and Huenges, 1995, for such observations).
The reason for this behavior is that conductive heat flow in the minerals of the solid
matrix is higher than in air. For the latter, the thermal conductivity is in the order of
0.05W m−1 K−1 (VDI-Wa¨rmeatlas, 2002). Thermal conductivities for coal and sandstone
are 0.1−1W m−1 K−1 (Zelkowski, 1986) and 2−3W m−1 K−1 (Gue´guen and Palciauskas,
1994), respectively, due to the high thermal conductivities of the rock-forming minerals.
At high temperatures, the term β(T −T0)3 in Eq. 4.1 becomes dominant. In this temper-
ature regime the coal fire is sensitive to the constant β.
This part of the sensitivity study is divided into two parts. The first part investigates the
influence of λ0 on the development of the small initial nest with increased temperature of
500K (Fig. 3.8). The second part considers the influence of radiant heat transport. Here,
the coal fire is characterized by the maximum combustion temperature.
4.2.1 Influence on the Ignition of Coal Seams
The ignition of the coal seam has been investigated by varying the thermal conductiv-
ity between 0.1W m−1 K−1 ≤ λ0 ≤ 1.0W m−1 K−1 for coal and 2.0W m−1 K−1 ≤ λ0 ≤
3.0W m−1 K−1 for rock. Radiation has been omitted, hence β= 0.
The results are presented in Fig. 4.2. The diagram shows that, for the considered model,
the coal seam only ignites when λ0 = 0.1W m−1 K−1 for coal and λ0 = 2.0W m−1 K−1 for
embedding rocks. At higher values ignition does not occur, because the heat within the
initial high-temperature nest is effectively removed by the surrounding material.
Figure 4.2 Temporal development of the maximum temperature with respect to variations
of λ0 for coal and rock, respectively
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4.2.2 Influence on Burning Coal Seams
Once burning, radiation becomes an effective heat transport mechanism that controls the
combustion temperature. The sensitivity study has been performed by varying the constant
β in Eq. 4.1. The temperature dependent thermal conductivity for different values of β is
presented in Fig. 4.3.
Figure 4.3 Temperature dependent thermal conductivities, λe f f (T ), Eq. 4.1, for different
values of β
Fig. 4.4 presents the simulated coal fire after 484 days with respect to different temperature
dependent thermal conductivities from Fig. 4.3. The black lines representing the distri-
bution of the coal concentrations show that the fire propagated nearly the same distance
through the seam. The propagation rate is thus nearly independent of the thermal conduc-
tivity.
The temporal development of the maximum combustion temperature varies for different
effective thermal conductivities λe f f (Fig. 4.5). Increasing β (i.e. increasing the dominance
of radiative heat transport) decreases Tmax. For 7x10−9 Wm−1K−4 ≤ β≤ 5x10−8 W m−1K−4
the maximum temperature varies between 900K and 1300K (k = 10−9 m2), and between
1400K and 2200K (k = 10−8 m2). Total neglect of radiation (β = 0) yields strongly in-
creasing temperatures, up to unrealistically high values after 100 days of simulation time.
Accordingly, radiation can be said to be the only heat transport mechanism that lowers the
combustion temperature to reasonable magnitudes (e.g. Stracher and Taylor, 2004, report
about combustion temperatures up to 1300K).
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Figure 4.4 Temperature distribution (colored contours) and distribution of coal (represented
by black lines) after 484 days obtained for different effective thermal conductivities λe f f ,
where β = 7x10−9 W m−1K−4 (top) and β = 5x10−8 W m−1K−4 (bottom).
Figure 4.5 Temporal development of the maximum temperature for different temperature
dependent thermal conductivities and for permeabilities k = 10−9 m2 (left) and k = 10−8 m2
(right)
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4.3 Variations of the Representative Length
For the sensitivity study of  the permeability and the constant β in the effective thermal
conductivity were taken as k = 10−9 m2 and β = 7x10−9 W m−1K−4, respectively. The sim-
ulated fire propagation rates are summarized in Table 4.1 for the range 0.005m <  < 0.5m.
Propagation rates between 3.7 and 9.7 meters per year are obtained for this range.
 in m 0.005 0.05 0.5
vpr in ma−1 10 4 4
Table 4.1 Fire propagation rates, vpr, for varying Representative Lengths,  (values have
been rounded of, see discussion in Sec. 4.5)
The development of the maximum combustion temperature is presented in Fig. 4.6. Ac-
cordingly, Tmax increases faster the smaller  is. The long-term trend of the maximum
temperature is similar for the whole range of , reaching approximately 1300K.
Figure 4.6 Temporal development of the maximum combustion temperature for different
Representative Lengths 
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4.4 Summary
For the sensitivity study coal fires have been analyzed with regard to the fire propagation
rate and the maximum combustion temperature. These properties have been investigated
concerning variations of the effective thermal conductivity λe f f , the permeability k, and the
Representative Length .
In comparison to the effect of k and λe f f , variations of the Representative Length show
an insignificant influence on both, the fire propagation rate and the maximum combustion
temperature. The fire propagation rate varies by a factor of three for a range of  over two
orders of magnitude. The long-term behavior of the maximum temperature is similar.
The fire propagation rate in dependence of λe f f and k is graphically presented in Fig. 4.7.
Based on Fig. 4.7 and the representations from above, the following conclusions can be
drawn from the sensitivity study:
1. The permeability needs to be sufficiently high (k > 10−10 m2) to sustain an under-
ground coal fire. This observation has already been concluded by Huang et al. (2001)
from temperature and gas transport simulations.
2. Permeability variations have major influence on the fire propagation rate. This is not
a surprising result, because an increase of k also increases the volume flow rate of
oxygen. An increase of the permeability by half an order of magnitude increases the
fire propagation rate by one order of magnitude.
3. For permeabilities k ≥ 10−8 m2 very high propagation rates are observed. However,
it is dubious whether the surrounding medium can still be considered as porous at
such high values. The physical model becomes unrealistic when the void space in
the rocks gets too large. Hence, observations obtained for k ≥ 10−8 m2 need to be
handled with care.
4. Permeability also affects the combustion temperature, which is likely due to the cou-
pling between convective energy transport and the specific flow rate. For the consid-
ered range of permeabilities the maximum combustion temperature remained below
2400K, whereas this value has been obtained for the dubiously high permeability
value of k = 10−8 m2. Otherwise, the maximum combustion temperature does not
exceed 1400K.
For further improvements of the model, the above observations could be validated by lab-
oratory experiments in which the fire propagation rate through a probe is investigated with
a predefined volume flow of oxygen. In this context, the magnitude of the Representative
Length could also be investigated.
Results of the sensitivity study give the following suggestions for fire safety and fire fight-
ing issues:
• The constant λ0 in the effective thermal conductivity λe f f controls the ignition of coal
seams. It has been shown that the seam ignites only for small λ0. Thus, fine-grained
coal material with a low thermal conductivity (which is e.g. left in abandoned mines)
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Figure 4.7 Fire propagation rate, vpr, in dependence of the effective thermal conductivity,
λe f f = λ0 +β(T −T0)3, and the permeability, k
should be sufficiently protected. One possibility is to seal the material to circumvent
oxygen penetration.
• The permeability around an underground coal fire needs to be sufficiently high to
ensure oxygen supply by thermal buoyancy as driving mechanism. According to the
simulations, permeabilities k ≤ 10−10 m2 are too small to sustain a fire. Accordingly,
underground fires need to be embedded in highly permeable porous rocks, like coarse-
grained sandstone, or other causes must exist which enable oxygen penetration. One
possibility is the existence of large-scale fractures through which a massive amount
of oxygen can flow. Also, abandoned coal pits from small enterprizes may cause
oxygen supply. Finally, weathering-induced pressure gradients can lead to oxygen
flow, in addition to convection by thermal buoyancy.
4.5 Orders of Magnitude of Simulation Results
The orders of magnitude over which simulation results change are important for a later
comparison between simulation results and in-situ measurements. In addition, the follow-
ing estimates demonstrate the applicability of the numerical simulation.
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The spatial resolution of the simulation results depends on the size of the discretizing grid.
At the surface, which is the relevant region for in-situ measurements, the grid resolution is
about one meter. Readings about spatial extents are thus in the accuracy of one meter, so
that decimal places can be neglected.
Fire propagations and resulting combustion temperatures have been simulated over time
scales of years. The fastest propagation rate was 343 meters per year (Fig. 4.7), which is
approximately 1 meter per day. Neither in-situ observations nor simulation results (com-
pare the definition of the propagation rate, Sec. 3.5.3) can resolve a propagation rate of 1
meter per day. Hence, times smaller than one day do not need to be considered for the fire
propagation. If no external processes are involved (which take place on time scales smaller
than one day), the distributions of the temperature field and the oxygen and exhaust gas
concentrations are directly dependent on the fire propagation rate, hence these distributions
will also be presented with a maximum resolution of one day. If external processes are rel-
evant, like daily varying atmospheric pressure distributions at the surface, a finer temporal
resolution is necessary (e.g. in Sec. 5).
The specific flow rate is another observable which will be later compared with in-situ
measurements. The rate is usually measured over minutes to hours, due to its low magni-
tudes (giving a lower bound) and the temporal variability at larger time scales (giving an
upper bound). Hence, it is appropriate to specify specific flow rates in units of meters per
hour. For a given permeability, the specific flow rate varies by one order of magnitude (Tab.
4.2, Fig. 3.12). Hence, a resolution smaller than one order of magnitude is not necessary.
Finally, the temperature in the system is in the order O(103), so that decimal places for
temperature readings are irrelevant.
k in m2 10−8 10−9 5x10−10
qmin in mh−1 2 0.1 0.04
qmax in mh−1 14 1.4 0.61
Table 4.2 Range of specific flow rates q for different permeabilities k according to Wessling
and Kessels (2005b). qmin: minimum specific flow rate, qmax: maximum specific flow rate.

5 System Response Investigations
The flow behavior around the coal fire influences the combustion and the distribution of
anomalies at the surface, like increasing temperatures or carbon dioxide concentrations.
Detection of such anomalies is frequently performed to investigate the extent and develop-
ment of the fire below surface.
In this chapter the response of the flow behavior on barometric pressure changes is in-
vestigated. Aim of this investigation is to quantify the response, as this is essential for the
interpretation of in-situ measurements. The flow behavior is characterized by the flow ve-
locity of gas, which in turn affects convection of chemical species and heat.
Previous investigations about the influence of barometric pressure changes on the flow
behavior in the subsurface were for example performed by Massmann and Farrier (1992);
Landmeyer (1996); Ahlers et al. (1999). Simulations by Massmann and Farrier (1992)
showed that such changes cause horizontal gas transport in the vadose zone, which may
significantly affect the readings from gas monitoring. Additionally, an influence of pres-
sure changes on the flow behavior depends on complex interactions among many variables,
including site geometry, material properties such as permeability, and the amplitude and
period of the pressure. Landmeyer (1996) investigated the response of water levels on a
winter cyclone moving across the Southeastern states of Georgia and South Carolina (US).
Performed low barometric pressure recordings thus provided an investigation on regional
scales. His methodology proved useful in examining the degree of aquifer confinement by
using climatologic data. Ahlers et al. (1999) investigated the unsaturated zone near possible
nuclear waste disposals. They interpreted the observed phase shift and amplitude change of
the pneumatic records between the surface and subsurface, respectively.
Whereas the influences of pressure variations on the groundwater level and on gas trans-
port in the vadose zone (both being rather passive systems) are straightforward, the flow be-
havior around underground coal fires is affected by complex interactions between changing
atmospheric conditions and processes involved in such fires. Particularly near the surface,
the following phenomena may affect the flow behavior:
1. Turbulent flow causing small-scale fluctuations in temperature and in species concen-
tration. Turbulence can appear in large-scale discontinuities like fractures, where the
flow velocity can be high.
2. Daily atmospheric pressure variations, causing changes in the flow velocity of exhaust
gas and consequently affecting convective transport processes.
3. Daily varying heat exchange between the solid rock and the exhaust gas, caused by
the changing solar irradiation between day and night. Accordingly, daily temperature
variations in the exhaust gas have to be expected.
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4. Instantaneous changes in the fracture system by rock-mechanical failure causing
abrupt changes in temperature and species concentration due to suddenly changing
flow paths in the overlying beds.
5. Changes in the regional weather pattern affecting wind direction and/or strength.
6. The slow propagation of the combustion center leading to long-term variations in
temperature and species concentration.
The influence of external impacts plays a significant role for the interpretation of in-situ
measurements and thus have to be removed from the signals to obtain the fire-induced sig-
nal only.
In-situ investigations of the interaction between the fire propagation and external impacts
were performed by Schlo¨mer et al. (2006). The authors performed temperature and species
concentration measurements in the exhaust gas above an underground coal fire over a time
period of four months. Additionally, a meteorological station recorded wind direction and
velocity, as well as temperature and barometric pressure. Surprisingly, Schlo¨mer et al.
(2006) did not find any correlations between temporal changes in the weather pattern and
monitored data. He argues that the occurrence of large-scale fractures likely causes a prob-
lem when interpreting in-situ measurements. The flow pattern in such large-scale fractures
can become highly complex when being affected by winds according to hardly predictable
rules.
Investigations of simplified systems will help to improve the understanding of the flow
behavior around underground coal fires. As a first step, this chapter presents numerical sim-
ulations to investigate the influence of barometric pressure variations on the flow behavior.
The influence of winds is also considered. Different from large-scale fracture systems as
observed in coal fire sites, the homogeneous setup from Sec. 3.5 is used for simplicity. The
purpose of the investigations is to understand the interaction between external variations and
underground coal fires. It is not the aim to achieve a good agreement between simulation
results and in-situ observations.
First, the response to atmospheric pressure variations will be discussed. Then, the influ-
ence of wind is presented and conclusions are drawn from the investigations.
5.1 The Influence of Atmospheric Pressure Variations
In the following, the circulation system will be investigated with respect to temporal pres-
sure variations at the boundary of the domain. A prescribed temporal pressure variation is
set at the boundary according to data from in-situ measurements. The ambient temperature
and atmospheric pressure variations (Fig. 5.1) were in fact monitored in Fire Zone 3.2 of
the Wuda coal mining area (Inner Mongolia, PR China). That test site will be described in
Sec. 6.1 in more detail.
For simulation, the setup from the simulation example (Sec. 3.5) is used, which exhibits
an uneven topography. Hence, a hydrostatic pressure distribution needs to be superimposed
to the pressure variations at the boundary. The hydrostatic pressure distribution depends
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on the density of air, which is in turn is a function of the current pressure and temperature
situation of the air. Thus, the investigation of the influence of atmospheric pressure varia-
tions presumes the consideration of temperature and pressure curves at the boundary of the
domain.
Figure 5.1 Pressure and ambient temperature variations used as boundary conditions for the
simulation. The data have been monitored in Fire Zone 3.2 of the Wuda coal mining a (Inner
Mongolia, PR China). For monitoring, a ProData data logger (Co. Phytec, Braunschweig,
Germany) has been used, together with a PT100 sensor.
Atmospheric pressure variations can be expected to have an influence on gas motions through
the subsurface. The expectation can be illustrated by an analytical solution for diffusion
into a half space under sinusoidally varying surface conditions, assuming a homogeneous
medium. If the surface pressure varies according to
P(z = 0, t) = P0cos(ωt), (5.1)
the pressure P at depth z and time t is given by (Carlsaw and Jaeger, 1959, pp. 65 - 66):
P(z, t) = P0e−z
√
ω/2Dcos(ωt− z
√
ω/2D). (5.2)
D is the diffusivity and ω is the frequency. Eq. 5.2 describes the dependence of the attenu-
ation and phase lag on depth; diffusivity and frequency also influence the signal character-
istics in the subsurface. Eq. 5.2 shows that the transient signal will undergo little amplitude
attenuation and phase lag for large values of diffusivity, while the transient signal will show
larger amplitude attenuation and phase lag for small values.
For underground coal fires, gas diffusion plays an insignificant role. Instead, free thermal
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convection can be expected to be the main driving force for gas motions, whenever exter-
nally induced pressure differences (e.g. caused by mine ventilation) are absent. Thus, some
theoretical aspects concerning the interaction between thermally driven gas convection and
temporally changing atmospheric pressures are useful for later discussion.
5.1.1 Extensions of the Model
For the consideration of temporal pressure and temperature variations in the atmosphere,
i.e. P = P(t),T = T (t), the density model in the physico-chemical setup has been extended.
The density is formulated as the previously described equation-of-state from Sec. 2.2, Eq.
2.14:
ρ f (P(t),T (t)) = P
T
Mair
R
. (5.3)
This density model includes the dependency on pressure and temperature, in contrast to the
previous model, where only the temperature dependency has been considered.
In the mass balance equation, Eq. 2.17, the density appears in the storativity definition,
Eq. 2.18, which had been assumed to be constant:
S =Φ 1ρ f
∂ρ f
∂P . (5.4)
S has been derived from Eq. 2.16 by consideration of fluid compressibility with respect
to pressure variations, only. This assumption will be further used for this investigation.
The assumption is not valid within a small layer below the surface. In that layer, temporal
temperature changes are expected due to the penetration of the temperature fluctuations at
the boundary. However, the penetration depth will not exceed some centimeters for daily
or weekly varying temperature fluctuations (for an estimation of the penetration depth, see
Kessels, 1980, p. 32).
Continuing with the discussion about the pressure dependent density variations, the stora-
tivity (Eq. 5.4) can be transformed by insertion of the density model, Eq. 5.3:
Φ
1
ρ f
∂ρ f
∂P =Φ
T
P
R
Mair
∂
∂P
(
P
T
Mair
R
)
=
Φ
P
=: S′(P(t)). (5.5)
Due to a time-dependent pressure function, P(t), the modified storativity is also a function
of time. S′ as a function of atmospheric pressure variations is graphically presented in Fig.
5.2, where Φ= 0.2 has been used. The figure shows that variations in S′ are two orders of
magnitude smaller than the absolute value of S′. Therefore, assuming a constant storativity
for the following investigations will have insignificant influence on the simulation results.
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Figure 5.2 Time dependent modified storativity S′ in Pa−1 as a function of monitored baro-
metric pressure variations (cf. Eq. 5.5). For the porosity, Φ= 0.2 has been used.
For further theoretical considerations, the mass balance equation, Eq. 2.17, is discussed.
Insertion of Darcy’s law,
q =− k
µ
(∇P−ρ f (P,T )g) (5.6)
into Eq. 2.17 gives after some re-formulations
∇2P = S′ µk
∂P
∂t︸ ︷︷ ︸
1
+∇•ρ f (P,T )g︸ ︷︷ ︸
2
. (5.7)
q is the specific flow rate, k is the permeability, µ is the dynamic viscosity, g is the gravita-
tional acceleration (cf. Tab 3.5). Eq. 5.7 states that pressure differences giving rise to fluid
motions (the left hand side) result from two mechanisms: temperature dependent pressure
variations, formulated by term 1, and thermal buoyancy, formulated by term 2.
5.1.2 Boundary Conditions
Boundary conditions for pressure and temperature were extended to consider externally
imposed temporal variations of these variables. In case of Dirichle´t boundary conditions
for pressure, a hydrostatic distribution is required for the simulator. For that purpose, the
pressure at the boundary is formulated as
P(z, t) = Pz0(t)+g
Z
ρ f (P(z, t),Tamb(t))dz (5.8)
= Pz0(t)+g
Z P(z, t)
Tamb(t)
Mair
R
dz. (5.9)
78 System Response Investigations
Pz0(t) and P(z, t) are the pressure variations at reference height z0 and height z, respectively,
and Tamb(t) is the variation of the ambient temperature at the boundary. Eq. 5.8 can be
extended to
P(z, t) = Pz0(t)+g
(Z Pz0(t)
Tamb(t)
Mair
R
dz+
Z P(z, t)−Pz0(t)
Tamb(t)
Mair
R
dz
)
(5.10)
= Pz0(t)+g
(Z Pz0(t)
Tamb(t)
Mair
R
dz+
Z P(z, t)
Tamb(t)
Mair
R
dz
)
.
The pressure difference in the second integral of Eq. 5.10 is of about three orders of magni-
tude smaller than the absolute value of the atmospheric pressure. Thus, the second integral
can be neglected, resulting in the formulation
P(z, t) = Pz0(t)+g
Pz0(t)
Tamb(t)
Mair
R
z (5.11)
for the temporal development of the absolute pressure at the boundary. Boundary condi-
tions for chemical components were not changed, hence the conditions from the simulation
example were used (cf. Sec. 3.5).
The following discussion is based on atmospheric pressure variations. Temperature vari-
ations will not be considered in detail, because they only have an influence in the small
surface layer.
5.1.3 Simulation
The simulations have been performed by extending the example from Sec. 3.5. An under-
ground coal fire within the seam has already been developed, but without consideration of
external influences. Beginning after 596 days of simulation time, the ambient temperature
and atmospheric pressure variations were included as boundary conditions (Fig. 5.1).
The system response was then investigated at different locations within the system, from
which three of them are presented here. The three observation points are located in the
combustion center of the downward moving fire (point 1, Fig. 5.3), just below the surface
(point 2), and in the zone where the oxygen concentration is changing (point 3, Fig. 5.4).
Simulation has been performed over the monitoring time of 20 days. Due to that short time
interval and a slow fire propagation rate (∼ 10 meters per year), the locations of the com-
bustion centers remain nearly constant. The temperature and oxygen distribution do not
change remarkably during the simulation, hence the distributions from Figs. 5.3 and 5.4 are
representative for the whole investigated time.
For each process, a different response time can be expected, because the processes take
place at different time scales. Hence, a response time for the pressure, the temperature and
the concentration of chemical species exists. For the latter two, conductive and convective
transport mechanisms can also respond differently to externally imposed influences. The
following investigations concentrate on convective transport mechanisms, because conduc-
tion/diffusion takes place at time scales much longer than the time period for which moni-
tored data are available.
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Figure 5.3 Temperature and observation
points for the system response investiga-
tions
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Figure 5.4 Concentration of oxygen and ob-
servation points for the system response in-
vestigations
Impulse Response
Atmospheric pressure variations at the surface affect the gas motions in the subsurface. Gas
motion is the mechanism for convective transport of heat and species. As a first step, the
influence of atmospheric pressure variations on gas motions is demonstrated by simplified
pressure boundary conditions.
Dirichle´t pressure boundary conditions were imposed at the surface as a function with
positive constant slope. The pressure function and the system response at observation point
1 are presented in Fig. 5.5. The system response is characterized by the absolute value of
the specific flow rate |q| which affects convective temperature and species transport.
The system response can be divided into four parts (cf. Fig. 5.5) with different interac-
tions between external impacts (represented by the pressure boundary conditions) and the
underground coal fire system:
1. In the first part, pressure boundary conditions are not changing with time. For a short
simulation time (in comparison to coal fire propagation times), the system temper-
ature does not change. Hence, thermal buoyancy does not change and |q| remains
constant (cf. Eq. 5.7).
2. At the beginning of part two, pressure boundary conditions start to interact, resulting
in a response of |q|. Two impulses, one from above (term one in Eq. 5.7) and one
from below due to thermal buoyancy (term two in Eq. 5.7) interact with each other.
3. The response of |q| is observed until the end of part two. At the beginning of part
three, the rate of change in P equals the rate of gas flow resulting from thermal buoy-
ancy. As a consequence, |q| remains constant, but of lower value in comparison to
the initial case, although pressure is steadily increasing.
4. In part four, the pressure at the boundary is held constant, but of higher value in
comparison to the initial case. Due to this change, |q| again gets constant after a
short reaction time. Thereby, the value of |q| achieves the same magnitude as at the
beginning (part one).
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Figure 5.5 Response at observation point 1 of the absolute value of the specific flow rate,
|q|, (the blue graph) to Dirichle´t boundary conditions for the pressure as a function with
constant positive slope (the black graph)
Response on Pressure Variations
The previous study shows that the specific flow rate responds to temporal pressure changes
at the surface. Hence, a response on the distributions of temperature and species concentra-
tions can also be expected, whenever convection is the dominant transport mechanism for
these variables.
The response on pressure variations at the boundary is discussed for the pressure, the tem-
perature, and the oxygen concentration. Therefore, the temporal behavior of these variables
is considered at the observation points. In addition, temporal changes of the spatial oxygen
distribution are introduced.
The pressure response is presented in Fig. 5.6 for observation points 1 and 3. The pressure
at observation point 2 shows marginal differences to the pressure variations at the boundary,
due to the small distance between the boundary and that observation point. The pressure
increases with increasing depth, due to the hydrostatic distribution. Oscillations with a one-
day period are observed for all observation points. A lateral variation of the system response
can be investigated by comparison between the pressure at observation points 1 and 3 (Figs.
5.3 and 5.4). Any lateral variation of the system response is not observed, as shown by the
nearly same pressure graphs in Fig. 5.6. A phase shift between the pressure at the surface
and at the subsurface observation points is not resolved. Likewise, the amplitude does not
change with increasing distance from the surface.
Temporal changes of the spatial oxygen distribution are presented in Fig. 5.7, where iso-
lines mark the concentration cO2 = 0.16kgm−3. The contour plot presents the temperature
distribution for orientation. The isolines show that the oxygen distribution varies during one
day. The variations are observed for the whole system, except in the combustion center.
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Figure 5.6 Pressure response at observation points 1 and 2 to the externally imposed pressure
variations at the boundary
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Figure 5.7 Illustration of the varying distribution of the oxygen concentration with time.
The oxygen concentration is marked by the isolines, where cO2 = 0.16kgm−3.
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The response of the temperature and the oxygen concentration at single observation points
is graphically presented in Figs. 5.8. The top figure shows that both, the temperature and
the oxygen concentration are responding to the pressure signal. The oxygen concentration
oscillates according to the pressure with a time shift of about 0.3 days. The amplitude of
oscillations is very small. The amplitude of the temperature response is higher, varying
about 6 Kelvin within 11 days. The oscillations do not clearly reflect the pressure signal,
hence no phase shift is obvious. There might be a response on pressure signals with low
frequency (around 604 days), but the daily oscillations observed for the pressure are not
clearly present.
At observation point 2 (the center figure) a response on atmospheric pressure variations
is given by the oxygen concentration. Besides of the daily oscillations, the oxygen signal
shows an increasing trend. A phase shift between pressure and oxygen concentration is
not given, which can be concluded from the obvious reflection of small-scale fluctuations
with periods smaller than 1 day. The temperature in the center figure shows a non-linearly
increasing trend about three Kelvin. Daily oscillations corresponding to pressure variations
are not visible.
The bottom figure shows similar results as the center figure. The oxygen concentration
responds to the pressure signal, with a phase shift of 0.6 days. The amplitude of the oscilla-
tion of the oxygen concentration varies by about a considerable value of 0.8kgm−3. During
days 600− 604, a long-term decreasing trend exists in both, the pressure and the oxygen
concentration signal. At 610 days, the response of the oxygen concentration to the pressure
becomes irregular, i.e. no 0.6-days phase shift is visible. The temperature increases linearly
with time, by about 0.6 Kelvin. The graphs show that there is a different system response
by species concentrations and the temperature, respectively. Species concentrations are re-
sponding at all three observation points to atmospheric pressure variations. In contrast, the
temperature field responds to pressure variations only at observation point 1, i.e. in the
combustion center.
The different observation of the temporal behavior between the species concentration and
the temperature field indicates that different transport mechanisms are dominating. Convec-
tion of heat and species is affected by the flow velocity, which is in turn a result of thermal
buoyancy. Thus, the specific flow rate is higher in and near the combustion center (where
high temperatures prevail), in comparison to the locations apart from the combustion cen-
ter (compare Fig. 3.12). For species concentrations, convection is the dominant transport
mechanism throughout the subsurface system, because a response to externally imposed
pressure variations is observable. Dispersion or molecular diffusion plays an insignificant
role. In contrast, the temperature field is affected by convection in the combustion centers
and by conduction at the other locations.
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Figure 5.8 Response of temperature, oxygen concentration and pressure to atmospheric
pressure variations at different observation points. Top: Observation point 1; center: Ob-
servation point 2; bottom: Observation point 3. Atmospheric pressure variations as in Fig.
5.6.
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5.2 Influence of Winds
The influence of wind on coal fires has previously been investigated by Brooks et al. (1988a)
as being a source for self-ignition in coal stockpiles. For underground coal fires, strong
winds may result in increasing oxygen entry into the subsurface system through the discon-
tinuous medium.
The investigation into the influence of winds is based on the simulation example from
Sec. 3.5. Beginning with the developed underground coal fire as initial state, the simula-
tions have been continued with a modified pressure distribution along the boundary of the
domain (Fig. 5.2). The setup assumes an increased pressure at the outcrop, resulting from
wind blowing against that outcrop.
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Figure 5.9 Setup for the investigation of wind blowing against the outcrop. The contour
plot (bottom) shows the initial temperature distribution, the top graph presents the pressure
distribution (hydrostatic part extracted) along the surface boundary.
The influence of winds is illustrated by the oxygen distribution. Fig. 5.10 shows the oxygen
distribution as a result of wind in comparison to the case with only thermal buoyancy as
driving mechanism. The results show the distribution after a simulation time of 15 days.
Obviously, the oxygen distribution arising from the upward moving fire becomes smaller
under the influence of winds.
The maximum temperature did not show significant variations under the influence of
winds. After 15 days, the maximum temperature raised from Tmax = 1306K to Tmax =
1307K for both simulations (with and without wind).
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Figure 5.10 Distribution of the oxygen concentration: Without (top) and with (bottom)
wind-induced pressure rise at the outcrop
5.3 Conclusions Drawn from System Response Investigations
From the previous investigations, the flow behavior proved to be of highly complex nature.
Even though a continuum approach has been used with a homogeneous distribution of ma-
croscopic parameters, the simulations show that atmospheric pressure variations result in a
complex system response. Besides of different phase shifts between the pressure and the
oxygen concentration at different observation locations, irregular responses were observed
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for which an explanation is not obvious.
In addition, winds blowing onto an outcrop proved to affect the flow system. This system
likely becomes even more complex when the heterogeneous nature of the overlying beds is
included into the model. The circulation of gas in large-scale fracture networks will likely
behave much more sensitive to wind. Concluding, the flow pattern developing around an
underground coal fire is an overall response to complex internal processes involved due to
the coal fire and of external processes in the atmosphere.
This result is important to properly interpret in-situ measurements. Single measurements,
e.g. of temperature or gas concentrations, may show different values, depending on the
measurement time. Conclusions drawn from such measurements to the underground fire
situation may become incorrect unless external influences have been extracted from the
recorded signals. Therefore, monitoring over longer times is preferential than only collect-
ing data at single times.
Despite the observed complexity, such flow patterns seem to be less significant for the
overall combustion process. Neither wind nor atmospheric pressure variations changed
significantly the system. E.g., the combustion temperature remained constant under the in-
fluence of wind, and the temperature increase (by 6 Kelvin, Fig. 5.8) observed during the
influence of atmospheric pressure variations can also be expected without external influ-
ences. However, this conclusion can only be drawn for the short time intervals over which
the investigations have been performed. Predictions for possible influences over longer
times are not possible here.
6 Validation and Calibration Through In-situ
Measurements
The application of numerical simulations to predict the behavior of a system relies on suf-
ficiently accurate validation and calibration of the model by comparison with in-situ obser-
vations.
As confusion seems to persist in the definitions of validation and calibration (Konikow
and Bredehoeft, 1992), these terms as understood by the author are briefly explained. Val-
idation is defined as the procedure to check the ability of a site-specific model to represent
the cause and its impacts at a particular area. Calibration is done by comparing observations
of physical values to corresponding values calculated by the model. The calibration proce-
dure includes the varying of parameter values within reasonable ranges until the differences
between observed and computed values are minimized. Once consistency is obtained, the
matched set of parameter values is taken for prognostic simulations.
Model verification has already been performed in Sec. 3.4, together with the explanation
of implemented numerical algorithms.
This chapter is concerned with the comparison between in-situ observations and simula-
tion results for model calibration and validation. One fire zone is presented as a test site
where in-situ measurements were performed during various field trips. A selection of the
readings useful for comparison with simulated values are summarized, and validation and
calibration possibilities are discussed. Finally, some new methods are proposed for the ex-
ploration of underground coal fires by surface measurements.
6.1 Description of the Test Site
The test site for in-situ investigations is located in the Shenhua Group Coal Mining Area
of Wuda (Distinct Wuhai, Inner Mongolia, PR China, see e.g. Bin and Yi, 1999). The in-
vestigations were performed within the framework of the Sino-German Research Initiative
”Innovative Technologies for Exploration, Extinction and Monitoring of Coal Fires in North
China”, which started in May 2003. Since then, intensive research activities were performed
to better understand the onset and propagation of coal fires. Results from geophysical, geo-
logical and geographical disciplines were combined, including laboratory measurements.
The coal field of Wuda is an isolated outcrop of Permo-Carboniferous strata in the north-
ern part of the Helan Shan (see Hofmann, 1993, for a detailed description of the Helan Shan
mountains). A more specific presentation of the geology of the Wuda test site is given in
Gielisch and Kahlen (2003), from which some aspects are presented here. The subsurface
strata are made up of clastic sediments ranging from claystones, siltstones, sandstones, to
conglomeratic sandstones bearing 18 coal seams. Fig. 6.1 presents the general stratigraphy.
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Figure 6.1 General stratigraphy of the Wuda coal mining area, taken from Gielisch and
Kahlen (2003)
The sequence forms a syncline, which is cut off in the center of the structure. In the
whole area, coal bearing strata are mined by the Wuda Coal Mining Company (Shenhua
Group Ltd.) and small private enterprises. In the syncline, more than 17 fire zones are
known, with seams burning at the outcrop or below the surface.
The coal rank, a petrographic classifier, determines the degree of diagenesis or coalifica-
tion that a coal has undergone by burial and tectonic effects. One parameter is the vitri-
nite reflectance as a measure of the amount of vitrinite contained in the coal. Vitrinite is
one of three macerals, which is composed of woody material (Thomas, 2002). The vitri-
nite reflectance of Wuda coal ranges between 0.83%Rr and 1.69%Rr, with an average of
0.91%Rr (Kus et al., 2006). The carbon concentration of the Wuda coal falls in the range
between 84 and 99% (daf=dry and ash free). Wuda coal thus belongs to the coalification
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group (the coal rank) of high volatile A bituminous coal (Thomas, 2002; Kus et al., 2006).
Following the world trend of coal porosities by Radlinski et al. (2004), Wuda coal exhibits
porosities between 3 and 18%. Further coal petrographic characteristics of the Wuda coal
are summarized in Dai et al. (2002).
Within the Wuda coal field, Fire Zone 3.2 has been selected as one of the test areas for the
Sino-German Research Initiative (Fig. 6.2 presents a satellite image). In that fire zone, seam
no. 9 is burning at the outcrop, as least since the begin of the Initiative. Likewise, seam
no. 10 is burning, but approximately 10m below the surface. Seam no. 12 (approx. 20m
below the surface) was observed to burn since 2004. However, the fire in seam no. 12 was
excluded from further investigations, because observation from the surface was difficult.
Figure 6.2 Location of coal fires (red polygons) in Fire Zone 3.2 (Wuda). Labels mark the
number of the burning seam (for attributes, see Fig. 6.1). Burning areas (solid polygons)
were mapped in 2003 by Gielisch and Ku¨nzer (2003). The extent and location of the fire
in seam no. 12 (dashed line) is estimated according to temperature anomalies at the surface
and in boreholes, observed during a field trip in June 2004 (Jia, 2004). The blue pattern
represents mapped cracks and crack systems based on Quickbird satellite data from October
2003, the orange polygon marks mine activities in seams no. 12, 13 and 15 (Buhrow et al.,
2004b). The satellite image has been kindly permitted by the DFD/DLR (German Remote
Sensing Data Center (DFD)/ German Aerospace Center (DLR), Wessling, Germany) and
will be used throughout the thesis.
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Fig. 6.2 also presents cracks and crack systems in the overlying beds of Fire Zone 3.2.
The beds above the burning coal seam no. 10 are intersected by large-scale fractures as can
be seen in the inlet. The crack structure has been obtained from interpretation of a satellite
image, in combination with in-situ mappings (Gielisch and Ku¨nzer, 2003). The structure is
important for the comparison between in-situ measurements and numerical simulation. Par-
ticularly, the large-scale fractures are potential migration pathways for gas flow. They will
dominate the flow system whenever they are hydraulically connected to the underground
combustion centers.
In Fire Zone 3.2, coal is mined in the ”Su Hai Tu” underground coal mine (Buhrow et al.,
2004b), where digging takes place in seams no. 12, 13 and 15. An approximate location of
a mine panel is shown in Fig. 6.2 by the orange polygon. The exact extension of the mine
is unknown, due to the permanent closure of the mine drifts (see Fig. 3 in Buhrow et al.,
2004b). Nevertheless, still active mining is performed close to Fire Zone 3.2.
Beneath the highly discontinuous structure of the overlying beds, various measurements
in that fire zone showed a high heterogeneity in the temperature distribution (Schlo¨mer et al.,
2006; Wessling et al., 2006), the gas compositional distribution (Litschke, 2005; Litschke
et al., 2006; Schlo¨mer et al., 2006) and flow rates of exhausting combustion gas (Litschke,
2005; Litschke et al., 2006). For investigation into the CO2 mass flow, Litschke (2005);
Litschke et al. (2006) mapped crack systems and performed gas flow and gas concentration
measurements. Mapping results of thermally active and inactive crack systems are pre-
sented in Fig. 6.3.
Detailed measurements were performed after each crack system was classified into char-
acteristic structures, like cracks, vents, funnels, semi-funnel and sponge-like structures. The
mass flow of CO2 combustion gas has then been measured in two different ways: First, the
CO2 mass flow was determined at all structures of each crack system, and an average CO2
mass flow value has been calculated. Second, the CO2 mass flow has been measured at a
representative structure of some crack systems only. The obtained CO2 mass flow values
have been taken as representative values for a whole crack system. The uncertainty of the
second measurement is the selection of representative structures from visual indicators only
(Litschke, 2005).
The individual readings show a high local variability of the CO2 mass flow within each
particular crack system. In addition, a comparison between different crack systems shows
that each crack system is different. Hence, a representative crack system is difficult to find.
A comparison between the two types of measurement (detailed and approximate) in two
cases gave total CO2 mass flow values in the same order of magnitude. In three other cases,
the CO2 mass flow values differed by one order of magnitude, depending on the type of
measurement. From that comparison, Litschke (2005) suggests to use the first (detailed)
method, which is, though time-consuming, more accurate than the second one.
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Figure 6.3 Mapped thermally active and inactive crack systems in Fire Zone 3.2 taken from
Litschke et al. (2006). Solid lines represent thermally active and dashed lines inactive crack
systems. The inlet presents details of crack system no. 10, which is subdivided into cracks
and punctual openings like vents, funnels, semi-funnels and sponges (see Litschke et al.,
2006, for a detailed description of the objects).
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Summarizing the above-presented situation at Fire Zone 3.2, in-situ investigations reflect
a highly heterogeneous nature of the overlying beds. The interpretation of the crack sys-
tem shows that large-scale discontinuities are a dominant structure in the rock formations,
compared to the (small-scale) porous nature of the original beds. The CO2 mass flow values
demonstrate the local variability of gas flow within one crack system, but also the difference
between crack systems.
The highly heterogeneous nature poses a serious problem for finding a representative ele-
mentary volume as introduced in Sec. 2.1.1. Averaging over large-scale discontinuities to
derive macroscopic single- or multi-continua formulations, after which macroscopic vari-
ables can be treated homogeneous in the statistical sense, seems extremely difficult unless
impossible.
In addition to the problem of finding representative elementary volumes, the flow sys-
tem in the highly heterogenous beds is complex due to the unknown connectivity between
cracks below the surface, and due to the hardly quantifiable influence of natural external
phenomena like weather changes. Concerning the latter aspect, results from Sec. 5 show
that even atmospheric pressure variations affect the subsurface circulation behavior.
6.2 In-situ Measurements
Many other types of measurements have been performed within the Sino-German Research
Initiative, including passive seismics, geophysical investigations (Schaumann et al., 2006),
satellite imaging (Tetzlaff, 2004; Zhang, 2004; Kuenzer, 2005; Kuenzer et al., 2007), gas
composition (Litschke, 2005; Litschke et al., 2006; Schlo¨mer, 2005), temperature and dif-
ferential pressure (Kessels et al., 2006b; Wessling et al., 2006) and ventilation (Litschke,
2005; Litschke et al., 2006) measurements. Some of the data can be compared with simula-
tion results and are presented in the following.
6.2.1 Ventilation Measurements
Besides of CO2 mass flow measurements, Litschke (2005); Litschke et al. (2006) performed
ventilation measurements at the crack systems (Fig. 6.3). Ventilation measurements were
conducted near the surface by use of emission chambers (see Cardellini et al., 2003, for
details) and a pitot-static tube.
Some data are presented in Tab. 6.1 (published in Wessling et al. (2006). In total, the
measurements covered an area of approximately 14,000m2. A total flow rate Q of approxi-
mately 37,000m3 h−1 was detected for the exhaust gas. For each structure, the specific flow
rate, q in mh−1, can be calculated by dividing the flow rate through the area over which
the flow rate has been measured. The measurement results show that the specific flow rate
varies over four orders of magnitude between cracks and undisturbed soil. Once again, these
measurements prove the high variability of processes taking place in the largely heteroge-
neous overlying beds.
As a rough approximation an average value for the specific flow rate may be calculated
by dividing the total flow rate of Q = 37,000m3 h−1 through the area covered by the mea-
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surements, yielding a value of q = 2.7mh−1. This value needs to be handled with care,
because it cannot be regarded as a representative value for any underground coal fire at any
time at any location of the domain. Rather, the value is a result of measurements within one
short period of time. In addition, the value strongly depends on the size and structure of the
measurement area. Increasing that area may or may not significantly change the total flow
rate, depending on whether additional large-scale fractures are included into the extended
area or not.
Structure class Average area Average Flow rate Specific flow rate
A in m2 Q in m3 h−1 q in m3 h−1 m−2 = mh−1
Crack 5 22,456 4,237
Vent –(a) 2,302 –
Funnel –(a) 653 –
Semi-Funnel –(a) 75 –
Sponge 72 1,642 23
Undisturbed soil 13,868 10,022 1
Total 13,945 37,150
(a)not determined because too small and therefore irrelevant
Table 6.1 Results of ventilation measurements from Litschke (2005). The data as presented
in the table are summarized and published in Wessling et al. (2006). Decimal places have
been skipped as irrelevant.
6.2.2 Pressure Measurements
Possible driving forces for gas ventilation are externally imposed pressure differences or
pressure differences resulting from thermal buoyancy. In Fire Zone 3.2, prevailing pressure
differences between the ambient pressure and the pressure below the surface were measured.
The measurements were undertaken in nine boreholes, all cased to a depth of approx. 20 to
25 meters. In that depth, coal seam no. 12 intersects. Hence, the readings reveal informa-
tion about the possible ventilation system for that seam.
The measurement procedure is illustrated in Fig. 6.4. If air inflow or outflow takes place
through the boreholes, a pressure difference must exist as driving force for gas motions.
The difference is given between the pressure Patm in the near-surface atmosphere and the
pressure P2 prevailing at the downhole end of the casing. For hydraulic investigations, the
boreholes were covered with a steel plate interrupting air inflow or outflow (right hand side
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of Fig. 6.4). Consequently, the pressure P1 at the borehole‘s top end decreases or increases
to a value that must be equal to the pressure P2, reduced by the hydrostatic part at the end
of the casing: P1 = P2−Phyd. Thus, the measurement of the pressure difference between
Patm and P1 yields the dynamic part of the pressure difference that must prevail between
the atmosphere and a subsurface level at the downhole end of the casing. As long as the
pressure field remains constant over long times, the pressure field is a spatially smoothly
varying potential. Accordingly, the determined dynamic pressure differences are not only
valid for the boreholes, but also prevail in the far-field around the borehole locations.
Figure 6.4 Illustration of pressure measurements. Patm is the ambient atmospheric pressure.
Left: Cased borehole through which air inflow takes place. Right: Covered borehole, where
air entrance is prohibited. The borehole is possibly connected to a mine drift (see Buhrow
et al., 2004b, for mine activities in Fire Zone 3.2).
The differences between the ambient pressure and the pressure at approximately 20 me-
ters below the surface range between −0.25 and −2.2 millibar (Fig. 6.5). The negative
sign indicates that all wells showed inflowing gas behavior. Two reasons can explain this
observation: either pressure differences have been measured which emerge from mine ven-
tilation or pressure differences developed through temperature dependent density variations
as a result of thermal (natural) convection. The more likely reason is discussed below, when
the measurements are compared with simulation results.
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Figure 6.5 Measured pressure differences between the atmosphere and the dynamic pres-
sure prevailing approximately 20 meters below the surface. Triangles show the borehole
locations where measurements have been performed.
6.2.3 Temperature Measurements
Temperature was monitored to investigate temporal variations. In addition, measurements
were performed at different locations to obtain the spatial temperature distribution above
an underground coal fire. Increased temperatures in comparison to the ambient one may
be a result of two mechanisms. Either, hot exhaust gas is transported to the surface by
convection, or the increased temperature is a result of heat conduction, mainly taking place
through the solid rock matrix. This aspect has already been discussed in Sec. 3.5.2, where
the simulated energy flux was presented.
Temporal Variations
In Fire Zone 3.2, two sensors were installed for temperature monitoring over some weeks
(Fig. 6.6). One sensor has been installed in a small opening at which escaping exhaust gas
was visible. The second sensor has also been installed in an opening, but the opening has
been closed after installation. Both sensors are located approx. 0.75m below the surface, a
distance of approx. 2m apart. Due to the depth of installation, daily temperature variations
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resulting from solar radiation have likely no influence.
Figure 6.6 Environment for the installation of the temperature sensors in Fire Zone 3.2. The
sensors have been installed approx. 0.75m below the surface. Pos. 1 is the open, Pos. 2 is
the covered location.
Fig. 6.7 shows the recorded temperatures. The gas temperature in Pos. 1 behaves slightly
increasing (0.3K per day) at an average value of 725K and presents daily fluctuations. The
increase may result from continuous temperature rise of the bedrock around the opening.
At the covered location, the temperature does not show strong fluctuations. Especially,
daily temperature variations are less pronounced than at the open location (compare the inlet
in Fig. 6.7). This fact indicates that convective heat transport (cause by gas motions, which
is influenced by atmospheric pressure variations, see Sec. 5.1) is weaker at the covered
location. The readings from the covered location can be fitted by an exponential function
f (t) = A+Be−Ct, (6.1)
where A = 571K, B = 1.3x10−4 K and C = 14.8s−1 yield a standard deviation of 0.72K.
Such a function is a solution for the equation of linear flow of heat through an infinite
cylinder (Carlsaw and Jaeger, 1959, p. 198 ff). The readings can be further analyzed to
obtain a temperature distribution around the covered opening, which is yet beyond the scope
of this work.
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Figure 6.7 Monitored temperatures in the opening (Pos. 1, Fig. 6.6) and in the covered
location (Pos. 2). Colored lines represent linear or exponential fits, corresponding slope
and standard deviation are given by the labels. The inlet shows a section of the readings, to
present daily temperature fluctuations.
The exponential temperature decrease results from the (at least partly) interruption of
convective heat flow by gas motions. Before coverage, hot gas heated up the rocks around
the previous opening. Coverage interrupts gas flow, hence heat decays in the surrounding
rocks. The temperature decreases to the one prevailing in the far-field, which is given by
the constant A = 571K in Eq. 6.1. This value, still high above the ambient temperature, is
thus the temperature of the rocks around the previously open location.
From the temperature behavior at the open and covered locations, the conclusion can be
drawn that the spatial variability of overlying beds is also reflected by the temperatures. A
distance approx. 2 meters apart, the temperature difference was about 50K. In addition, the
temperature is likely not only increased (compared to the ambient temperature) at locations
where hot gas escapes but also at seemingly less permeable locations. Whether convection
or conduction is the dominant heat transport mechanism at such less permeable locations
cannot be answered, but an influence by convection is observed even at the covered location.
Spatial Variations
The temperature distribution at the near-surface of Fire Zone 3.2 is presented in Fig. 6.8
(Schlo¨mer, 2005). Most temperature values are in the low-temperature range (T < 353K),
which is close to the average ambient temperature. High temperature anomalies (T > 453K)
are hardly observed. Also, it cannot be observed that temperatures measured in exhaust gas
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are higher than values taken in the soil. It is therefore difficult to estimate the temperature
of the underground fire from near-surface temperatures.
In the center of Fire Zone 3.2 the temperature distribution appears to be rather heteroge-
neous. Especially, the distribution is not smooth, i.e. very hot temperatures are observed
close by locations with a rather low temperature.
Figure 6.8 Spatial distribution of the near-surface temperature in Fire Zone 3.2 (Schlo¨mer,
2005). The white framed values have been measured in the soil, the others were taken in
visible exhaust gas of fractures or other openings.
6.2.4 Gas Compositional Measurements
The composition of the exhaust gas cannot be considered by the numerical model, because
only one exhaust gas component is involved in the chemical reaction of Eq. 2.7. In reality,
different chemical species like CO2, CO or SO2 are mixed in one single gas phase. Also,
convection of involved chemical components (exhaust gas and oxygen) is assumed to be
driven by the flow of one single gas phase. Hence, a distinct consideration of component
transport within the gas phase is not possible. Due to these simplifying assumptions, mea-
surements of the gas composition are of little relevance for this work.
Some insight may be obtained from measurements of the CO/CO2 ratio in the exhaust
gas, because that ratio characterizes the prevailing combustion mechanism. Either a com-
plete or an incomplete mechanism may proceed at different combustion temperatures (Harju,
1980). Complete combustion takes place when sufficient oxygen is available. In that case,
little CO is produced, resulting in a low CO/CO2 ratio. The temperature of complete com-
bustion is higher compared to that of incomplete combustion, where coal is rather smol-
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dering than burning. The incomplete mechanism continues to prevail when an insufficient
amount of oxygen is available. Consequently, higher amounts of CO are produced, resulting
in an increased CO/CO2 ratio.
Except for exhaust gas, oxygen is a transported chemical component that is involved in
the physico-chemical model. Hence, oxygen measurements may also be used to compare
simulation results with in-situ measurements. In what follows, results from near-surface
measurements of the CO/CO2 ratio and of the oxygen concentration are presented.
Measurements of the CO/CO2 Ratio
For Fire Zone 3.2, Fig. 6.9 presents the measurement results of CO/CO2 ratios (Schlo¨mer,
2005). The distribution of the CO/CO2 ratio shows a separation into two regions. In the
center of Fire Zone 3.2, the ratio is increased in comparison to its north-eastern and south-
western parts. Hence, different combustion mechanisms can be attributed to the center and
the peripheral zones, respectively. In the peripheral zones with zero to low emitted CO, a
complete combustion seems to proceed. In the center part of the fire zone, the seam is more
likely smoldering, thereby producing high amounts of CO.
On possible reasons for the development of the zones with different combustion mecha-
nisms can only be speculated. Mining-induced zones with different permeabilities may be
one explanation. They may result in different amounts of oxygen inflow. Alternatively, two
separate fires may have been developed, which now move towards each other.
From the distribution of the CO/CO2 ratio, conclusions may be drawn on the temperature
distribution in the seam. It may be expected that higher fire temperatures are observed at
the peripheral regions than in the central part of Fire Zone 3.2. Then, near-surface mea-
surements of the combustion gas can be used as an indicator for the fire temperature. This
option, however, is not reflected in the data of the combustion gas temperature near the
surface as a comparison with the spatial temperature distribution shows (Fig. 6.8).
Oxygen Concentration Measurements
Observations of the oxygen (O2) concentration are presented in Fig. 6.10 (Wessling et al.,
2006). The O2 concentrations range from values close to zero to the O2 concentration of
fresh air (cO2 = 0.297kgm−3, four samples).
The data do not allow a clear separation into regions with different oxygen concentration.
Instead, the oxygen concentration seems to be randomly distributed over the whole fire
zone. It is furthermore unclear, whether gas ventilation takes place below the four sites
where samples show O2 concentration of fresh air. In the absence of gas ventilation, the
oxygen concentration of fresh air has been measured. Also, potential mixing with fresh
air along the migration path may have corrupted the measured values. Mixing may result
from a complex flow pattern within the heterogeneous beds and would increase the oxygen
concentration in the exhaust gas. However, such kind of mixing is not observed from the
CO/CO2 ratios. Due to these facts, a rather high uncertainty has to be attributed to the
observations of the oxygen concentration.
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Figure 6.9 Observations of CO/CO2 ratios in Fire Zone 3.2 by Schlo¨mer (2005)
Figure 6.10 Observation of oxygen concentrations above burning coal seam no. 10 in Fire
Zone 3.2 (Wessling et al., 2006)
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A comparison between in-situ observations from the previous section and simulation results
is discussed in the following. The simulation results should reproduce the reality sufficiently
well. In the present case, the main difference between model and reality is how fractures
are considered. Whereas large-scale fractures are present in the surrounding beds around
underground coal fires, the model assumes a porous structure described as a continuum on
the macroscopic level. Hence, comparison between simulation results and in-situ observa-
tions is limited, as will be discussed at the end of this section.
Furthermore, the influence of mines on the ventilation system around coal fires obtained
little attention during the field trips. Therefore, the numerical model does not include any
mining-induced processes, which yet may be involved in Fire Zone 3.2 (Buhrow et al.,
2004b). It may well be possible that mine ventilation causes additional oxygen flow through
the system.
6.3.1 Simulation Results Compared to In-situ Observations
The following presentation is based on the results of the simulation example (Sec. 3.5) and
on results obtained by the sensitivity study in Sec. 4.
Fire Propagation Rate
So far, a direct investigation of the fire propagation rate through an underground coal seam
has not been reported. Alternatively, different approaches have previously been performed
to conclude on the fire propagation rate from surface indications like visual observations,
ground-based monitoring or remote sensing.
The simplest method for the determination of the fire propagation rate is visual observa-
tion, i.e. people concerned with the investigation and/or supervision of coal fires estimate
the propagation rate after some years of observation. E.g. Nolter and Vice (2004) report
about a front advancing approximately 20 meters per year for the Centralia coal fire (Penn-
sylvania, U.S.).
Prakash et al. (1999) and Prakash and Vekerdy (2004) present an investigation of the un-
derground fire development based on the interpretation of multi-temporal night-time ther-
mal images obtained from remote sensing. Within the Rujigou coalfield (Ninxia Hui Au-
tonomous Region, PR China) Prakash and Vekerdy (2004) classified two fire sites as dy-
namic (Figures 6 a) and d), p. 114 of Prakash and Vekerdy, 2004), because they are show-
ing a prominent change in their location with time. The progress of the movement has been
found to vary depending on several factors, such as the amount of coal available. Therefore,
the fire propagation rate has not been quantified. An own estimation based on the same Fig.
6 d), p. 114 of Prakash and Vekerdy (2004) yields maximum values of up to 30 meters per
year.
Schlo¨mer et al. (2006) performed long-term monitoring of the temperature of gas exhaust-
ing from fractures. He proposes slow propagation rates (< 10 meters per year) for Fire Zone
8 in the Wuda coal mining area. The rates are deduced from temperature decrease or in-
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crease at discrete locations, and by a change in the CO/CO2 ratio.
The above studies or observations confirm a propagation rate of underground coal fires of
roughly 10 to 100 meters per year. Simulation results from the sensitivity study (Fig. 4.7)
show similar values i.e. between 3 and 340 meters per year. The upper bound is dubious,
because the assumed physico-chemical model looses validity at high permeabilities (see
discussion in Sec. 4).
Temperature and Specific Flow Rate
Fig. 6.11 shows the temperature distribution around the combustion center (bottom) and the
specific flow rate and the temperature at the surface of the domain (top graphs). The figure
shows the results at t = 246 days of simulation time (beginning from the initial state from
the simulation example, Fig. 3.8), with parameters k = 3.5x10−9 m2 for the permeability,
and β= 5x10−8 Wm−1K−4 for the constant in the expression for the effective thermal con-
ductivity.
The temperature field shows two hot combustion centers that propagate in the up- and
downward directions through the coal seam. The temperatures in the combustion centers
ares rather high. Similarly high temperatures (of up to 1300K) were observed by Stracher
and Taylor (2004). In addition, the CO/CO2 ratios (Fig. 6.9, p. 100) prove the existence of
fire locations, where complete combustion takes place. At these locations, high combustion
temperatures can be assumed. However, a separation between fire locations with complete
and smoldering combustion (indicated by different combustion temperatures) cannot be de-
duced from the simulation results.
The simulated surface temperature (Fig. 6.11) is increased to 509K in the center. Simi-
larly increased surface temperatures are well possible at sites where the seam is burning, as
has been observed in Fire Zone 3.2 (compare Fig. 6.7, p. 97).
A comparison between the simulated and the in-situ observed flow rates is presented in
Tab. 6.2. In the model, a gas volume of 72m3 h−1 is released through an area of 50m2. The
area is given by the length over which gas leaves the surface, 50m, times the depth (one
meter) of the two-dimensional model. The depth of the two-dimensional model represents
the third dimension, i.e. the ”thickness” of a two-dimensional slice (see Sec. 3.5).
A comparison between simulated and observed flow rates shows that the observed flow
rate is approximately 500 times larger than the simulated value. Hence, the flow rate of
37,000m3 h−1 would be obtained when the two-dimensional model would be extended to a
500 meter deep slice. For that model a surface area of 50 times 500m2 = 25,000m2 would
show escaping gas flow, which is of comparable order of magnitude as the investigated area
of 14,000m2 from Litschke (2005).
Of course, the fit between simulation and measurements can be improved by changing
the permeability, but small changes make an insignificant change in the fire propagation
rate (Sec. 4.4). Even a change of the fire propagation rate about some meters per years is
not relevant for practical purposes, as in-situ determinations are only rough estimations. In
addition, the measurements are highly uncertain. E.g., if a crack of one square meter size
has not been considered by the measurements (Tab. 6.1), the roughly estimated specific
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flow rate q (Tab. 6.2) would change from 2.7 to 3mh−1.
x in m
z
in
m
50 75 100
40
50
60
70
80
300 350 400 450 500 600 700 800 900 1000 1100 1150
T in K
coal seam
q
in
m
h
T
in
K
50 75 100
-2
-1
0
1
2
3
300
400
500
600q = 2.6 m hmax
-1
-
1
Figure 6.11 Simulation results (246 days of simulation time, beginning from the initial
state from the simulation example, Fig. 3.8) with parameters k = 3.5x10−9 m2 and β =
5x10−8 Wm−1K−4. Bottom: Temperature distribution in the subsurface. Top: Specific flow
rate q and temperature T at the surface of the domain.
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simulated observed by Litschke (2005)
specific flow rate 2.6mh−1(a) 2.7mh−1(b)
area of investigation 50m2(c) 14,000m2
flow rate 72m3 h−1(d) 37,000m3 h−1
(a)maximum value
(b)roughly estimated
(c)simulated for a slice of 50m length and 1m depth
(d)integrated along the 50m long surface (Fig. 6.11) where exhaust gas leaves the surface
Table 6.2 Comparison between simulated flow rates and ventilation measurements from
Litschke (2005)
Pressure Differences
A further observable is the pressure difference between the atmospheric pressure and the
pressure in the subsurface (Fig. 6.5). For comparison, the simulated absolute pressure Pabs
has been reduced by the hydrostatic pressure Phyd to obtain
Pdyn = Pabs−Phyd = Pabs− (P0(z0)+ρ f0g(z0− z)), (6.2)
where ρ f0 = ρ
f
0(T0 = 300K) and g = 9.81ms−2. The simulated pressure field is presented in
Fig. 6.12 for two simulation times, 246 days (left) and 585 days (right). The pressure varies
between −0.4 and +0.06mbar, which can be regarded as an average pressure range giving
rise to gas motions by thermal buoyancy. Note the seemingly wrong flow direction against
the pressure gradient. In z-direction a calculated pressure gradient from the pressure field
(Fig. 6.12) cannot be considered as the driving force for gas motions, because the dynamic
pressure is superimposed by the temperature dependent hydrostatic pressure. This problem
is discussed in more detail in App. C.
A comparison of the simulated (Fig. 6.12) and the measured (Fig. 6.5) pressure shows
that measured values are about one order of magnitude larger than the simulated ones. These
different observations are interpreted as resulting from different driving forces for gas mo-
tions. The only driving mechanism in the model is thermal buoyancy, hence the simulated
pressure corresponds to a situation where no externally imposed pressure difference exists.
Therefore, the high pressure differences in Fire Zone 3.2 cannot result from thermal buoy-
ancy only. Instead, the high values are believed to be a result of mine ventilation (forced
convection).
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Figure 6.12 Distribution of the dynamic pressure after 246 days (left) and 585 days (right)
Distribution of the Oxygen Concentration
To better understand the observed oxygen concentrations, more information about the flow
characteristics are necessary, e.g. whether values have been measured in pure exhaust gas
or in gas mixed with fresh air. For the latter case, an interpretation is extremely difficult,
because the mixing procedure within the discontinuous subsurface system is hard to grasp.
Hence, the observations should not be used for model calibration. However, the four sample
locations where the oxygen concentration of fresh air has been detected suggest to investi-
gate the progress of the coal fire by surface measurements.
The idea comes from the simulation results (Fig. 6.13) for two consecutive times with a
delay of 340 days. The contour plots show the oxygen concentration as a result of gas flow
through the over- and underlying beds. Streamlines represent the flow direction, hence sur-
face locations with in- and outflowing gas behavior can be distinguished from the streamline
directions at the surface. The left figure shows the situation at which the coal seam has not
yet fully burned out in the center. 340 days later, the coal seam here has burnt out, and
the combustion centers spread along the seam in the down- and upward direction. As a
consequence, high amounts of energy have accumulated in the surrounding rock formations
(see Fig. 6.11 for temperature distributions when the combustion centers have spread out).
Hence, thermal convection continues, although energy release from the underground com-
bustion stopped due to the depleted fuel.
Most remarkably, as long as the coal seam has not completely burned out in the vertical,
zero oxygen concentration is observed at locations where gas leaves the surface. After the
fire breakthrough (the right figure) oxygen consumption stops due to the lack of fuel. The
consequence is a recovery in oxygen concentration in the outflowing gas, varying between
zero and the full concentration prevailing in air (0.29kgm−3).
The prediction of continuing gas flow due to temperature differences between the am-
bience and the underground, although fuel has depleted, is reasonable for the considered
model, but requires experimental verifications.
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Figure 6.13 Simulation of the changes in oxygen concentration from 246 days (left) to 586
days (right). Initial conditions see Fig. 3.8.
6.3.2 Discussion on Calibration Possibilities and Limitations
After the presentation of simulation and measurement results, possibilities and limitations
for model validation and calibration are discussed.
Validation
Some results obtained from numerical simulation have been presented which can be com-
pared with in-situ observations and literature values, in particular the fire propagation rate,
the temperature and the specific flow rate. These quantities came out in a reasonable order
of magnitude, as the comparison with shows. Thus, the numerical model can be considered
as validated, because properties of really existing underground coal fires can be reproduced
by the simulation.
Calibration
Model calibration requires some discussion from both the simulation’s and the measure-
ment’s point of view. The main problem for calibration results from the difference between
the homogeneous model and the heterogeneous overlying beds (the heterogeneity is not
only an attribute of Fire Zone 3.2, but is observed for many underground coal fires). From
the measurement’s point of view, the following difficulties arise:
1. A proper representative description for the crack systems from only visual indica-
tors is limited and can result in errors, as has been observed by Litschke (2005). A
representative description requires time-consuming, detailed measurements, whereas
statistically representative information is only ensured for a sufficient amount of mea-
surement values. Thus, either detailed, time consuming measurements are performed,
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or uncertain values are obtained from simplified measurement approaches or insuf-
ficient numbers of measurement values. An open question is whether statistically
representative information can be obtained for such highly heterogeneous systems.
2. The relevance of mining activities in Fire Zone 3.2 is hardly known. Neither the
influence of mine ventilation on the gas circulation system nor the influence of rock
mechanical failure have been investigated in detail, so that no sound conclusions can
be drawn for Fire Zone 3.2.
3. Most measurements show a heterogeneous distribution. The CO/CO2 ratio seems to
be the only quantity from which Fire Zone 3.2 can be divided into different zones.
4. Partly confusing observations have been made by the in-situ measurements. The
definition of zones with different CO/CO2 ratio has not been reflected by the spatial
temperature distribution at the surface. Furthermore, the measured temperature values
are in contrast to temperatures expected from the interpretation of the CO/CO2 ratio.
5. Finally, the influence of weather conditions on the flow behavior is still unclear for
Fire Zone 3.2 (Litschke, 2005; Schlo¨mer et al., 2006).
Summarizing, the complexity and heterogeneity of Fire Zone 3.2 does not allow a division
into a few sub-zones with average physical quantities.
Moreover, the numerical model needs to be improved to allow for model calibration by
means of in-situ measurements. Such improvements should be:
1. Using a hybrid approach to represent large-scale heterogeneities (fractures). A further
extension is a model in which the permeability is statistically distributed. Simulation
results from such a model can be better calibrated with statistically distributed mea-
surement values.
2. Involving distinguishable combustion gases, especially CO and CO2, into the physico-
chemical model gives additional calibration possibilities.
3. Once the mining situation in Fire Zone 3.2 is known, mine ventilation and developing
large-scale fractures due to mechanical failure can be included.
4. A three dimensional model allows to properly assign measurement results. In addi-
tion, the stratigraphy of Fire Zone 3.2 can be included to investigate its influence.
So far, model calibration could not be achieved, due to the heterogeneous nature of Fire
Zone 3.2 and the simplifications assumed for the numerical model. Further research is
required to find proper upscaling approaches.
6.3.3 Possible Innovative Approaches for Coal Fire Exploration
Despite the difficult task of model calibration, the comparison between simulation results
and in-situ observations gives rise to methods for the exploration of underground coal fires.
Measurements of pressure differences between the atmosphere and any subsurface level
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inform about the driving mechanism for gas motions underground. Pressure differences
higher than expected from thermal buoyancy likely originate from mine ventilation. If so,
coal seams are supplied with additional oxygen, hence even intact seams are exposed to
the danger of self-ignition. Simple measurements of pressure differences can thus help to
prevent from ignition of unwanted fires.
A further innovative approach would be to measure the oxygen concentration in escaping
exhaust gas. If the observation of high oxygen concentrations (near to the value of fresh
air) proves to be realistic (Sec. 6.3.1), measurements of the oxygen concentration are an
effective means to detect fuel-depleted locations within the seam by observations at the
surface.
7 Simulation of Extinction Scenarios
Numerical simulations are finally applied to investigate the influence of extinction activities
on the dynamic behavior of underground coal fires. Similar applications are essential for
coal mining industries to develop efficient extinction strategies.
Extinction is performed by eliminating at least one of three conditions necessary for fire
sustainment, i.e. the elimination of oxygen, of coal, and the reduction of heat generation by
active cooling. In China, frequently applied extinction activities are the injection of water-
plus-additives mixtures, as well as surface coverage with fine-grained, nearly impermeably
material (Gielisch and Barth, 2003; Buhrow et al., 2004a). Water injection is performed to
cool down the heated system in and around the combustion center, stopping further exother-
mic reactions. Surface coverage prevents oxygen entrance and thus quenches the fire.
The purpose of this chapter is to provide a perspective how simulation scenarios help
to develop efficient extinction strategies. Two scenarios will be discussed: Extinction by
surface coverage and extinction by water injection.
7.1 Simulations of Surface Coverage
The first extinction scenario deals with the interruption of oxygen supply by surface cov-
erage with nearly impermeable material. Such material may be fine-grained sands or clay,
whereas the latter one has the disadvantage of becoming brittle when getting dry. Of course,
such extinction strategy presumes the penetration of oxygen from the surface. Otherwise,
extended models need to be used.
For the simulation, the model from Sec. 3.5 (Fig. 3.8, p. 52) has been extended by a layer
of two meter thickness at the top (Fig. 7.1). For this layer, a permeability of k = 10−18 m2 is
assumed as a typical value for clay (Gue´guen and Palciauskas, 1994). The layer represents
a hydraulic resistance (Bear and Bachmat, 1990)
rh =
l
K
=
l
k/µ (7.1)
of rh = 3.6x1013 kgm−2s−2 for gas flow through the surface.
The outcrops as well as the surface below the outcrop were not covered, in order to in-
vestigate such situations. With this model, the coal fire simulation has been continued,
beginning with the situation from the top of Fig. 3.10 (p. 55) as initial state. Thus, the setup
assumes the surface coverage after the coal fire burned for 246 days already.
Simulation results are shown in Fig. 7.1, after a simulation time of 521 days. Effects
are thus regarded after the coal fire burned for further 275 days, with and without surface
coverage. The figure gives a comparison between the unchanged model from the simulation
example and the model including surface coverage.
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The streamlines (representing gas flow direction) show that surface coverage interrupts
oxygen penetration to the downward moving combustion center, where gas is now entirely
circulating in the subsurface. In contrast, oxygen penetration through the uncovered surface
area still supplies the upward moving fire. Escaping exhaust gas takes an extended way
through the outcrop.
Surface coverage decreases the maximum temperature from Tmax = 1281K (left figure) to
Tmax = 917K (right figure). Likewise, the fire propagation rate becomes lower as an effect
of surface coverage (compare the isolines for coal concentration in Fig. 7.1). Compared to
the initial temperature field (the one after 246 days, Fig. 3.10) with a maximum temperature
of Tmax = 1111K, coverage reduced the maximum temperature by about Tmax = 194K. In
contrast, the maximum temperature increases by about Tmax = 170K without coverage.
These observations prove that oxygen supply may take place along a large surface area,
particularly at surface locations (like outcrops) which are difficult to cover from the oper-
ational point of view. Additionally, oxygen supply may take place at surfaces which are
not intuitively related to a specific coal fire (like the surface below the outcrop). Coverage
of only the immediate surface above coal fires is obviously not sufficient to interrupt oxy-
gen supply. Further scenario simulations with varying size of the covered surface area will
give insight into the minimum extent required for a successful prevention of oxygen supply
through the surface.
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Figure 7.1 Comparison of the temperature and the coal distribution after surface coverage,
simulation time is 521 days. Left: Unchanged situation; Right: Surface coverage with a
layer of two meter thickness (permeability k = 10−18 m2), hence a hydraulic resistivity of
rh = 3.6x1013 kgm−2s−2 (cf. Eq. 7.1) is obtained. Isolines mark the coal concentration of
c f = 850kgm−3, streamlines represent the flow paths of gas.
7.2 Injection Simulation
A second extinction strategy is the injection of water into combustion centers in order to
extract heat. After a brief explanation of in-situ observed extinction activities, simulation
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results of a water injection scenario are discussed.
7.2.1 In-Situ Injection Activities
On June 25th, 2004 fire fighting activities were performed in Fire Zone 3.2, intending to
protect mining activities against a fire front moving towards the mine shafts. One drilling
master and different workers were met and interviewed about their present work (Jia, 2004).
The applied fire fighting procedure can be summarized as follows: A mixture of water and
sand was injected into a gallery of boreholes (see Figs. 7.2 for an impression). The only
driving force for water inlet was gravity, without active pumping. Water inlet took place
over some days until the borehole was plugged, with flow rates of up to 50m3 h−1 and ca.
330m3 day−1. When one borehole was plugged, inlet was continued at the next borehole.
Figure 7.2 Extinction activities observed in Fire Zone 3.2 of the Wuda Coal Mining Area.
Left: Preparation of water-mud mixture. Right: Sieve above the borehole, to ensure contin-
uous injection.
The previously described extinction procedure may implicate some uncertainties which
can be minimized through the application of scenario simulations. Whenever large-scale
cavities exist due to the consumption of coal, passive water injection (driven by gravity
only) will fill these cavities. Less permeable material like rock blocks containing small-
scale pores are not passed through by the injection water, because the fluid chooses the path
of lowest resistivity. As a consequence, only hot (coal or rock) material nearby the cavities
is cooled. However, an enormous amount of thermal energy is likely stored in the solid,
less permeable rock surrounding the coal fire (compare the large extent of the temperature
fields in Fig. 3.10, p. 55). Of course, the temperature field around a coal fire depends on
the time over which energy is released, so that heat is transported into the relatively fine-
grained solid by heat conduction/radiation (convection is likely unimportant in fine-grained
rock). But, once burning for more than a couple of months, fine-grained rocks around the
coal fire store thermal energy. This thermal energy is not removed by water injection into
the large-scale cavities, if water injection is only performed over some days. Furthermore,
a difficulty for injection operations is to define an appropriate distance between boreholes,
which should be sufficiently small to remove heat, but also as large as possible to reduce
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drilling costs.
The discussed difficulties argue for the use of scenario simulations to investigate the ef-
ficiency of water injection activities. Scenario simulations may help to develop optimized
borehole distances and duration times for water injection in order to guarantee sustained
extinction success.
7.2.2 Model and Setup
The purpose of the presented scenario simulation is to demonstrate the above-stated dif-
ficulties arising from water injection into large-scale cavities. Therefore, simulations are
performed based on a model sub-divided into a highly disturbed and an undisturbed domain
(Fig. 7.3). Such kind of disturbed region results from mechanical failure (Buhrow et al.,
2004a). Two locations (a and b) are assumed for water injection. The first location is placed
in the combustion center of the downward moving fire, thus in the disturbed region. The
second location is placed in the (undisturbed) coal seam in front of the combustion center.
Of course, proper positioning of the injection locations presumes at least an approximate
picture of the underground situation, which may be obtainable from geophysical investiga-
tions (see e.g. Schaumann et al. (2006); King (1987), Sternberg and Lippincott (2004) for
previous attempts on geophysical investigations of underground coal fire locations).
Note that the setup represents a two-dimensional slice of one meter thickness (cf. Sec.
3.5). Hence, water injection is not represented by a point source for this model. Rather, the
model assumes water injection within a lateral layer, which may be considered as a ’cooling
wall’. In reality, locations for water injection will likely not be placed such dense as to rep-
resent a ’cooling wall’. Therefore, a more realistic simulation of water injection activities
requires a three-dimensional setup.
The scenario simulations are based on the previously described physico-chemical model
(cf. Fig. 2.3 on page 16), which has been chosen for simulation without external influ-
ences. Thus, processes relevant for systems containing water are not involved. Particularly,
two-phase flow for water and gas cannot be considered. An application of this model for
simulation of water injection thus presumes the following simplifications:
• Chemical reactions between coal and fluidal species contained in water and/or gas are
omitted.
• The generation of latent heat due to the phase transformation of water to vapor is not
considered.
• Due to its high heat capacity, water is an effective fluid for the transportation of heat.
Therefore, water is assumed as the only fluid. Two-phase flow (including capillary
forces) and the conversions between water and gas are not taken into account.
• For a proper calculation of water hydraulics, the whole domain is assumed to be
flooded with water.
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Figure 7.3 Setup for the simulation of a water injection scenario. Two injection locations
are assumed, a and b. The domain of investigation is divided into undisturbed seam and
beds, and disturbed beds due to mechanical failure.
• The fluid density is assumed to be constant, hence thermal buoyancy is not involved.
Instead, the driving force for water flow results solely from injection. Injection is real-
ized by an external source QV in m3 s−1 for the water phase, which can be considered
as a volume production rate.
• Flow velocities of water are assumed sufficiently small, so that Darcy’s law applies.
With the above assumptions, the physico-chemical setup is described by the hydraulics
equation for constant density (Eq. 2.17 extended by the external source and assuming con-
stant density)
S∂P∂t +∇•q+V
−1QV = 0, (7.2)
and Darcy’s law without the buoyancy term (Eq. 2.20). The energy conservation equation
for porous media (Eq. 2.28), omitting radiant heat transport, reads:
cb
∂T
∂t +ρ
f c fp q∇T −λ0∇2T = 0. (7.3)
In Eq. 7.2, V in m3 is the volume occupied by the source. Although being a strongly simpli-
fied model, the development of the temperature field can roughly be investigated. Emphasis
is put on cooling effects when sub-regions with different degree of disturbance exist. Thus,
rather than trying to simulate extinction activities based on extinction-relevant processes,
the presented scenario simulations will give a perspective for future developments and ap-
plications.
Parameters used for the scenario simulation are given in Tables 7.1 and 7.2. Numerically,
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injection is realized by inserting a volume-production source of QV = 6.7x10−4 m3 s−1 m−1=
40 l min−1 m−1 into the injection locations. The unit of QV in m3 s−1 m−1 stems from the
two-dimensional setup with a lateral extension of one meter. The used injection rate is typ-
ical for fire safety tubes. Further parameter studies will help to investigate the influence of
the injection rate to the extinction efficiency. A constant temperature of T = 300K has been
set as Dirichle´t boundary condition at the injection point, to realize the injection of cold
water.
Parameter Value Unit
undisturbed bed disturbed region undisturbed seam
cb 2.4x105 2.4x105 3.06x105 J m−3 K−1
k 10−11 10−9 10−11 m2
S 10−11 Pa−1
λ0 2.0 2.0 0.1 W m−1 K−1
Φ 0.2 0.4 0.4 −
Table 7.1 Parameters for the simulation of the water injection scenario. Single, centered
values are assumed for the whole domain.
Parameter Value Unit
c
f
p 4200 J kg−1 K−1
QV 6.7x10−4 m3 s−1 m−1
µ 2.5x10−4 Pas
ρ f 1000 kgm−3
Table 7.2 Water-specific parameters for the simulation of the injection scenario (see e.g.
VDI-Wa¨rmeatlas, 2002)
7.2.3 Simulation Results
The simulation results are presented in Fig. 7.4, where the temperature distribution is shown
after an injection time of 40 hours, i.e. after a volume of V = 9600 l = 9.6m3 has been in-
jected. The figure demonstrates the difference between water injection into and in front of
the combustion center. After water injection into location ’a’ (the disturbed region), the
temperature in the undisturbed coal seam remains nearly untouched, because injected water
mainly moves through the disturbed, highly-permeable region. In contrast, water injection
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in front of the combustion center first propagates through the undisturbed seam, thereby
removing heat in that region. Afterwards, injected water reaches the disturbed region, and
therefore continues to extract energy from the combustion center.
Of course, the disturbed region is, after 40 hours, less cooled when water is injected into
location ’b’, but a longer injection time would likewise cool the disturbed region from the
right of Fig. 7.4. In addition, the location with still high temperature (right of Fig. 7.4)
is irrelevant for the estimation of re-ignition problems, as coal has already been consumed
there.
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Figure 7.4 Simulation results after 40 hours of water injection into the heated system from
Fig. 7.3. Left: Injection into the downward combustion center (location a, Fig. 7.3). Right:
Injection in front of the downward combustion center (location b, Fig. 7.3).
7.2.4 Evolution of Temperature After Injection
Simulation results from Fig. 7.4 show that the injection of water into the disturbed region is
insufficient to thoroughly cool the undisturbed material, because water does not penetrate
into the undisturbed region. In contrast, injection in front of the combustion center first
cools the undisturbed region, before reaching the combustion center.
It is further important how the temperature field after water injection behaves. Energy
remaining in the rock material decays by thermal conduction (presuming interruption of
convective fluid motions), hence previously cooled locations will heat up again. Conse-
quently, reactive coal material may re-ignite.
Fig. 7.5 shows the temperature distribution which developed 30 days after water injection
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stopped. The left figure shows that, 30 days after water injection, the undisturbed coal seam
is still heated up, hence re-ignition may set in there. The right figure shows that the reactive
coal seam is not re-heated due to the decay of the temperature field, at least not after 30
days.
Due to the assumed simplifications, conclusions about possible re-ignition are limited.
The simulation over a time longer than 30 days is senseless, because additional processes
need to be considered. The next section briefly describes extension possibilities to obtain a
more realistic physico-chemical model for the simulation of extinction activities by water
injection.
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Figure 7.5 Temperature distribution 30 days after the end of water injection into (left) and
in front of (right) the downward combustion center
7.2.5 Improvements of the Setup
Finally, proposals are given to improve the simulation of water injection scenarios and to
investigate the long-term behavior of the coal fire system after injection. The proposals are
sub-divided into two categories: one considering fluid-dynamic aspects and a second one
considering rock-mechanical aspects. Fluid-dynamic aspects are:
• Due to the co-existence of water and gas during water injection, an approach consid-
ering two-phase flow seems more appropriate than the consideration of only one fluid
phase.
• Consideration of water evaporation when exposed to high temperatures, as well as
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condensation in sufficiently cool surrounding rocks will involve the consideration of
energy transport processes by vapor flow.
• For the consideration of self- or re-heating effects, the release of heat of absorption
can get relevant, so that this effect should be included into the conservation equa-
tion for thermal energy. Lohrer (2006) experimentally showed that the self-heating
tendency may increase when coal accumulations are watered or exposed to rapidly
increasing humidity. This fact results from the release of heat during the absorption
of water molecules by the coal.
Rock-mechanical aspects to improve the simulation of extinction scenarios may be summa-
rized as follows:
• Rock mechanical simulations may be performed to predict the extent of disturbed
regions. Such simulations will help to show preferential path ways for fluid flow.
Consequently, insufficiently cooled locations can be found out, and the importance of
such locations to the danger of re-ignition can be investigated. Difficulties may arise
when hydraulic parameters are extracted from rock-mechanical results.
• Once regions with different degree of disturbance are obtained from rock-mechanical
calculations the simulation of heat extraction may be improved using a multi-continua
approach for energy transport. Such an approach allows the investigation of energy
removal on different scales in space and time, without explicitly modeling disconti-
nuities. In particular, energy removal from the interior of large-scale blocks can be
simulated.
7.3 Lessons Learned for Efficient and Sustainable Extinction
Strategies
The scenario simulations for the investigation of extinction activities show some uncertain-
ties or difficulties which should be involved in the planing of extinction strategies to obtain
an efficient and sustainable result.
The extinction achievable by surface coverage is a long-term process. Scenario simula-
tions show that the maximum temperature can be reduced by 200 Kelvin after a coal fire
simulation time of 275 days. Thus, some years will likely elapse before an underground
coal fire can be extinguished by pure surface coverage. In addition, an uncertainty in such
operation is the unknown minimum area which needs to be covered to prevent oxygen sup-
ply efficiently. Especially, coverage of operationally difficult locations like outcrops may
be problematic.
Concerning water injection one uncertainty is the removal of heat from mechanically
less disturbed locations. Because large-scale cavities likely exist in and above burnt coal
seam parts, injected water will take its preferential way through such cavities, whereas less
permeable locations cannot be cooled. Consequently, energy still stored in the rocks may
re-ignite the seam after injection.
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Concluding from these observations, water injection should preferentially be performed
to obtain a fast and efficient extinction success. Injection locations should be placed in
undisturbed underground, from which the water can penetrate to the combustion centers.
This aspect will reduce the danger of re-ignition. As an additional prevention strategy, the
surface should be covered with fine-grained material to reduce the penetration of oxygen
from the surface. Thereby, attention should be paid on the extent of the coverage area. Of
course, the reduction of oxygen supply by surface coverage can only be efficient when other
oxygen sources like underground mines are eliminated.
8 Summary, Conclusions and Outlook
Aim of this study was to bring forward the understanding of underground coal fires with
respect to physico-chemical processes being relevant for a fire propagation. A numeri-
cal model has been presented for the simulation of underground coal fires, with thermal,
hydraulic and chemical processes involved. Process formulation is based on a single-
continuum approach to describe transport processes in discontinuous (porous) media. Ma-
croscopic parameters are used to characterize these processes. Two attributes realized in
the model are of particular relevance for underground coal fires: The consideration of che-
mical reactions in the underground coal seam and its coupling to transport processes in
the surrounding rocks. The transport processes represent the link between the underground
combustion and the atmosphere. Numerical simulations based on this model give insight
into the temporal behavior of an underground coal fire.
Conservation equations formulating the physico-chemical model have numerically been
solved with a finite-element simulator. Simulation of the reactive transport of oxygen has
been realized by an operator-splitting approach, which separates very fast reaction kinetics
from moderately fast oxygen transport. This allows the fire propagation to be controlled
by oxygen transport instead of reaction kinetics. An additional extrapolation algorithm has
been used to increase the calculation time step, based on the assumption that the oxygen
consumption rate remains constant over long times compared to the oxygen transport time
scale.
With this model, a sensitivity study has been performed. The permeability and the effec-
tive thermal conductivity have been varied to investigate their influence on the fire propaga-
tion rate and the development of the combustion temperature. An additionally introduced
macroscopic variable, the Representative Length of oxygen drop within the combustion
center, has also been varied.
The flow system around an underground coal fire has been investigated with respect to in-
fluences from the atmosphere. For that purpose, temporal pressure variations as monitored
in a coal fire test site have been inserted as boundary conditions into the model. In addition,
winds blowing towards an outcrop have been realized by increased pressure values at the
boundary. A response of the system to these external influences has been studied based
on the variations of the pressure, the temperature, and the oxygen concentration at selected
observation points.
Model validation and calibration have been discussed based on a comparison between
simulation results and in-situ measurements. Observations summarized in the literature
have also been used for the comparison. In-situ investigations include CO/CO2 ratio mea-
surements, temperature measurements, measurements of the pressure difference between
the atmosphere and the subsurface, measurements of the oxygen concentration and flow
rate measurements.
Based on a simplified physical model, extinction scenarios have finally been simulated.
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Two scenarios have been addressed: a surface coverage scenario and a water injection sce-
nario.
The simulation results can be summarized as follows. The used physico-chemical model
enables consideration of an underground coal fire which is linked to the atmosphere by ma-
croscopic transport processes in adjacent rocks. Especially, the transportation of oxygen to
the combustion center is involved, which is one precondition for fire maintenance.
A numerical model has been developed for the simulation in acceptable calculation times.
Relevant processes controlling the overall fire propagation rate are involved. The processes
are formulated for macroscopic considerations, hence an underground coal fire can be in-
vestigated with respect to macroscopic parameters of embedding discontinuous rocks.
The sensitivity study shows that the permeability of the rocks has the main influence on
the fire propagation rate. Within the small range 5x10−10m2 ≤ k ≤ 10−9m2, the propaga-
tion rate varies between 3 and 50 meters per year. For higher permeabilities (k = 10−8m2),
the propagation rate reaches 340 meters per year. However, it is dubious if the physico-
chemical model is appropriate to consider transport processes at such high permeabilities.
The effective thermal conductivity has minor influence on the fire propagation rate, but
controls the combustion temperature. Once a fire has developed, a variation of the effec-
tive thermal conductivity results in a maximum combustion temperature between 900K and
1300K. The ignition of an underground coal fire proved to depend on the thermal conduc-
tivities of surrounding rocks and coal. A fire does not develop from an initial glowing nest
in the underground coal seam for λ0,rock ≥ 2.5W m−1K−1 and λ0,coal ≥ 0.5W m−1K−1.
The flow behavior around an underground coal fire responds to influences from the at-
mosphere, which are atmospheric pressure variations and winds. The oxygen concentration
responds to the daily pressure variations. Depending on the underground position, ampli-
tude and phase shift of the oxygen concentration response differ. Convection is the domi-
nant transport mechanism for oxygen transport. The temperature responds to atmospheric
pressure variations only in the combustion center. In the surrounding rocks, the temperature
does not respond to the pressure variations at the boundary. Hence, the dominant transport
mechanism for heat is conduction or radiation at high temperatures.
The model could be validated by a comparison between simulation results and in-situ
measurements, as simulated fire propagation rates and combustion temperatures are of rea-
sonable magnitude. In addition, results obtained from in-situ measurements are reproduced
by the numerical model with acceptable accuracy. Model calibration could not be performed
due to the difference between the single-continuum approach, in which discontinuous me-
dia are treated as being regionally homogeneous, and the existing large-scale fractures in
real coal fire test sites.
Although a strongly simplified physico-chemical model for water injection considerations
is used, a simulation example for water injection gives insight into the cooling behavior of
the system. It could be shown that water injection into mechanically disturbed regions does
not sufficiently cool undisturbed parts. Hence, re-ignition after extinction may set in. In
contrast, water injection in front of the combustion center shows to extract heat more effi-
ciently. The simulation of surface coverage shows that the interruption of oxygen supply
from the atmosphere mitigates the fire propagation.
Summarizing, the presented numerical model is applicable to simulate underground coal
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fires on macroscopic scales in acceptable calculation times. Simulations can be performed
to investigate the coupling between transport processes in embedding rocks and the combus-
tion in the underground seam. The simulation tool can finally be used for practical purposes
like the simulation of extinction scenarios.
Unresolved issues are still existent or came up during the study. Concerning the presented
physico-chemical model, two aspects should be clarified by laboratory or in-situ experi-
ments to prove the model’s reliability. A Representative Length over which the oxygen
concentration in the combustion center decreases from the initial value to zero should be
determined. A similar parameter has not been introduced previously, at least not for large-
scale coal fires. Additionally, radiation has been formulated with a semi-empirical formula.
Although the formula is a linearized form of the expression for radiative energy flux, the
magnitude of the introduced parameter β has been assumed. An experimental determination
of the radiative energy flux around underground coal fires is desirable. For both issues, the
consideration of phenomena on macroscopic scales should be realized. It is insufficient to
restrict to small rock samples and not considering large-scale fractures, which exist in real
coal fire sites.
Still unclear is the influence of mine activities on underground coal fires. Mine activities
relevant for coal fires include the superposition of externally imposed pressure differences
(by mine ventilation) to pressure differences resulting from thermal convection. In addition,
abrupt changes in the rock permeability due to sudden mechanical failure have not yet been
considered by the model.
Another unresolved issue is the influence of water (either bonded in coal or freely existing
in the voids) on the dynamic behavior of underground coal fires. Influences may arise from
the evaporation process, which has consequences for the energy balance.
Finally, the influence of developing cavities on the flow system has not been addressed in
this study. Cavities result from the consumption of coal. In the present model, the soil pa-
rameters (permeability, porosity) have not been changed once cavities have been developed,
i.e. once the coal concentration has remarkably decreased. Instead, locations where coal has
been consumed are further on assumed as being porous and equally permeable as before.
Additionally, the flow behavior in the cavities is likely different from the flow behavior in
porous media.
Concluding, this work can be considered as a first step to bring forward the numerical sim-
ulation of underground coal fires on macroscopic scales. Reviewing this study, the model
proved to be useful for principal investigations into the dynamic behavior of underground
coal fires. Especially, macroscopic parameters of surrounding rocks like the permeability
are included, so that the simulation and in-situ investigations can be combined to investigate
coal fire sites more precisely. In-situ investigations at the surface above underground coal
fires can be realized by boundary conditions.
The simulation model is especially useful to investigate the influence of phenomena in the
surrounding rocks to the fire behavior. Sensitivity studies of macroscopic parameters can be
performed. Also, the effects of complex geological formations on the fire can be estimated
by the simulation approach.
Furthermore, the simulation model is applicable to investigate an influence of mine ven-
tilation on the coal fire dynamics. Mine ventilation can be realized by the specification of
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constant-pressure boundary conditions into the model. These boundary conditions repre-
sent externally imposed pressure differences and cause forced convection.
Finally, the simulation approach proved to be a useful tool to support extinction and pre-
vention activities. Although simplifications have been assumed for the simulation of ex-
tinction scenarios, the model is able to predict effects of extinction activities on the coal fire
behavior.
Nevertheless, an application to predict a specific coal fire test site is hardly possible with
the presented model. Besides of the two-dimensionality, the single-continuum approach
for process description is inappropriate to consider the heterogeneous nature of fire sites.
However, also experimental methods need to be improved to obtain better insight into the
quantification of underground coal fires from in-situ measurements.
Extensions of the numerical model will improve its applicability to predict the dynamic
behavior of underground coal fires. Extensions include the representation of heterogeneous
surrounding beds. Especially, the incorporation of fracture flow will give insight into the
effects of large-scale fractures on the circulation system around coal fires.
Different approaches are possible to consider the high heterogeneity. These are a hy-
brid modeling approach in which large-scale fractures and the processes within them are
discretized and embedded in a homogeneous continuum. Alternatively, Monte-Carlo sim-
ulations can be performed with statistically distributed macroscopic parameters, especially
the permeability. Finally, the consideration of processes taking place on different spatial
and temporal scales can be realized by a multi-continua approach, where processes taking
place at a specific range of scales are considered by a continuum. The division of the model
into some ranges of scales presumes the consideration of multiple continua. These continua
are coupled to realize an exchange between processes taking place at the different scales.
The model also needs to be extended to properly consider the influence of developing
cavities on the flow behavior. Thereby, one challenge is given by the difference in phys-
ical processes taking place in the porous matrix and the cavities, respectively. Whereas a
formulation of flow through porous media is given by Darcy’s law, flow within non-porous
cavities require the solution of the Navier-Stokes equations. The simulation tool should be
able to switch between porous-media flow and fluid flow in purely fluid-filled media once
cavities have developed.
A further extension of the model is the consideration of multiple fluid phases. It is likely
that water and gas coexist in an underground coal fire system. Except for natural humidity,
high amounts of water can be bonded in coal.
Finally, an exchange between the circulation system around a coal fire and the atmosphere
can be improved by the incorporation of extended boundary conditions. Extensions include
the consideration of heat exchange between the atmosphere (including sunshine radiation)
and the soil surface. Such an extension is especially important for better interpretation of
remote sensing data and in-situ measurements at the surface.
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A Estimations of Flow Magnitudes and the Relevance
of Nonlinear Effects
We here discuss the flow behavior within a macroscopic porous medium with respect to an
estimation for underground coal fires.
The regime and proper description of fluid motions through discontinuous porous or frac-
tured media obtained much attention by various researchers, including authors like Ward
(1964); Wright (1968); Beavers and Sparrow (1969); Couland et al. (1988), and Ruth and
Ma (1992) for experiments or numerical simulations, and Ergun (1952); Ahmed and Sunada
(1969); Dullien and Azzam (1973); Mei and Auriault (1991), and Whitaker (1996) for the-
oretical considerations of flow phenomena in porous media. Fracture flow was investigated
by Louis (1967); Witherspoon et al. (1979, 1980); Kohl et al. (1997), and Skjetne et al.
(1999). The description of fluid motions is based on momentum conservation of the fluid,
and becomes a difficult task when macroscopic scales are considered.
In common fluid mechanics where single-phase fluids are considered, the Navier-Stokes
equations describes momentum conservation of the fluid. However, at least three reasons
argue against the use of the Navier-Stokes equations in discontinuous media for the simula-
tion of macroscopic flow phenomena:
1. Pores within a porous medium have small spatial scales, being as low as some mil-
limeters for sandstones or even less. The grid size to resolve such scales needs to
be sufficiently small, so that numerical simulations of phenomena on large scales be-
come impractical. Especially, the simulation of turbulent flow regimes at larger flow
rates would require a very fine grid resolution.
2. Solving the Navier-Stokes equations requires the formulation of appropriate bound-
ary conditions for the bounds between voids and the solid matrix. This presumes the
knowledge about the geometry of the discontinuous medium, at least approximately.
Because this is also rarely known, the numerical treatment of the Navier-Stokes equa-
tions is inappropriate.
3. In-situ experiments (like well testing) observe macroscopic transport or flow phenom-
ena on scales much larger than the scale of pores, thereby overlooking the explicit
phenomena within the pores. Hence, at least for practical purposes, there is no need
to know the flow behavior within single pores.
Due to these reasons a proper description of momentum conservation at large spatial scales
turns out to be an empirical formulation, including macroscopic parameters. Knowledge
about the order of magnitude of flow rates can be estimated for linear (Darcy) and non-
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linear (Forchheimer) flow. Assuming isotropy, Darcy flow is described by (Eq. 2.20)
q =− k
µ
(∇P − ρ f g). (A.1)
Herein, k is the permeability, µ is the fluid viscosity, g is the gravitational acceleration, and
ρ f is the fluid density. Darcy’s law expresses a linear relation between pressure gradients
∇P and the specific flow rate q. This linear expression can be derived from the Navier-
Stokes equation by neglecting inertia forces (see e.g. Whitaker, 1996). At higher flow rates,
inertia forces cannot be neglected. In that case, the Forchheimer equation is frequently
applied:
∇P−ρ f g =−µk q−
cF√
k
ρ f |q|q, (A.2)
where the form-drag coefficient cF appears. The Forchheimer equation expresses a non-
linear, quadratic relation between pressure gradients and the specific flow rate.
For both, the linear and the non-linear equation, the relation between the pressure gradient
and the flow rate depends on the fluid viscosity and the permeability. The non-linear term in
the Forchheimer equation also depends on the fluid density and on the form-drag coefficient.
For gas, the fluid viscosity may vary by one order of magnitude with respect to temperature
variations (see VDI-Wa¨rmeatlas, 2002). The permeability is a macroscopic parameter, its
magnitude is determined by the structure of the pores only (Nield and Bejan, 1999). k may
vary by many orders of magnitude. E.g., clay exhibits permeabilities of about 10−18 m2,
whereas the permeability of sandstones varies between 10−12 m2 and 10−16 m2 (Gue´guen
and Palciauskas, 1994). Coarse-grained gravels exhibit values around 10−7 m2 (Nield and
Bejan, 1999).
Whereas the fluid viscosity can be taken from data collection books, the permeability of
a macroscopic system is generally not known a-priori. k can be estimated from in-situ or
laboratory experiments or be derived from theoretical estimations for simple pore structures.
An estimation of the permeability of discontinuous beds around underground coal fires has
not been addressed in previous studies. Hence, the permeability is an unknown macroscopic
parameter, the magnitude of which may vary over several orders. Therefore, the relevance
of non-linear effects is not known a-priori.
The relevance of non-linear effects for the flow behavior in underground coal fire systems
is here discussed with respect to permeability variations. The estimation is based on the
analytical solution of the one-dimensional Forchheimer equation. For the one-dimensional
case (without thermal buoyancy), e.g. in x-direction (qx := q), Eq. A.2 becomes
P
x +
µ
k q+
cF√
k
ρ f q2 = 0, (A.3)
which yields, after re-arrangement,
q =− µ
2
√
kcFρ f
±
√(
1
4k
µ
cFρ f
)2
−
√
k
cFρ f
P
x . (A.4)
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The last term in the root, (
√
k/cFρ f )(P/x), might cause problems due to its negative
sign. If that term becomes larger then the first term, negative arguments arise. However, as-
suming q > 0 without loss of generality, (
√
k/cFρ f )(P/x) < 0 holds, because pressure
gradients are negative for q > 0, by convention for common fluid dynamics considerations.
Thus, the analytical one-dimensional solution of Eq. 3.17 is given as
q =− µ
2
√
kcFρ f
±
√(
1
4k
µ
cFρ f
)2
+
√
k
cFρ f
∣∣∣∣Px
∣∣∣∣. (A.5)
A parameter affecting the strength of non-linear effects is the form-drag coefficient, cF .
Whereas early investigators assumed cF to be a constant with an approximate value of
cF = 0.55, it was later found that cF varies with the nature of the porous medium (Nield and
Bejan, 1999). Beavers et al. (1973) showed that the bounding walls could have a substantial
effect on the value of cF , and found that their data correlated fairly well with the expression
cF = 0.55
(
1−5.5 d
De
)
, (A.6)
where d is the diameter of particles in a porous medium and De is the equivalent diameter
of the bed, defined in terms of the height h and width w of the bed by
De =
2wh
w+h . (A.7)
Numerical calculations of Couland et al. (1988) on flow through circular cylinders suggest
that cF varies as the inverse porosity, Φ−1 for Φ less than 0.61.
An estimation of the order of magnitude of q is given in Figures A.1 and A.2 for the
range of pressure differences arising due to thermal buoyancy (see e.g. Schmal, 1987).
The fluid density and viscosity are ρf = 1.29kgm−3 and 1.81x10−5 Pas−1, respectively.
Concluding from the estimations, nonlinear effects become important at permeability val-
ues k ≥ 10−8 m2, although the nonlinearity remains weak for k = 10−8 m2. Discrepancies
to the linear Darcy flow are only visible at large pressure gradients. Likewise, the small
discrepancies are obtained for variations of the form-drag coefficient, when the permeabil-
ity is smaller or equal 10−8 m2. For k < 10−7 m2, the form-drag coefficient has significant
influence on the nonlinear flow behavior.
Estimations of Flow Magnitudes and the Relevance of Nonlinear Effects 141
Figure A.1 Specific flow rate, q, versus pressure differences, ΔP/Δx, for cF = 0.5 and per-
meability values a) k = 10−6 m2; b) k = 10−7 m2; c) k = 10−8 m2; d) k = 10−9 m2, assuming
linear Darcy flow (Eq. A.1) and non-linear Forchheimer flow (Eq. A.2), respectively.
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Figure A.2 Specific flow rate, q, for different form-drag constants, cF , and for permeabilities
a) k = 10−7 m2 and b) k = 10−8 m2, respectively.
B Experimental Determination of Reaction Kinetic
Parameters from Self-Heating Experiments
A frequently used expression for the description of reaction kinetics is the Arrhenius formu-
lation, which has been introduced in Sec. 2.2.2. Herein, two reaction kinetic parameters are
involved: the pre-exponential factor k0, and the activation energy E . I here briefly describe
how these parameters can be obtained experimentally.
Several self-heating methods to determine E of thermally unstable materials are described
in Malow and Krause (2004). One such method is the Frank-Kamentzkii (F-K) analysis,
which has been used to obtain the reaction kinetic parameters from Tab. 2.2. The self-
ignition temperature (SIT) of the material is determined experimentally by so-called hot
storage tests. The sample is filled in equidistant wire-mesh cylinders and placed in a pre-
heated oven. A sufficient number of hot storage tests - with a fresh sample for each test - are
performed to determine the highest oven temperature at which ignition does not occur. The
difference of oven temperatures between tests with and without ignition is at most 4K. At
least the SIT of four volumes have to be determined. The experimental set-up is described
in detail in Krause and Schmidt (2001).
Experimental results are obtained from analysis of the self-heating coal in thermal equilib-
rium. Thermal equilibrium in a dust deposit can be described by a second-order differential
equation (Hattwick and Steen, 2004),
∂2Θ
∂z2 +
n
z
∂Θ
∂z =−δe
Θ, (B.1)
where z is a normalized or reduced length and n is a geometry factor (0 for an infinite slab,
1 for an infinite cylinder, 2 for a sphere). Θ is a dimensionless temperature:
Θ= E
R
(T −Ta)
T 2a
, (B.2)
where Ta is the ambient temperature. The Frank-Kamenetzkii parameter δ includes all
characteristics of the geometry of the reactive system and is defined by
δ= Er
2ρQ
λRTa
k0e−
E
RTa , (B.3)
where r is the characteristic length of the sample, ρ the bulk density, Q the heat of reaction
per unit mass and k0 is the pre-exponential factor of the Boltzmann term (e−E/RTa).
Solutions of equation B.1 were developed by Frank-Kamenetzkii for simple geometries.
A maximum value of δ, which still satisfies the conditions of equilibrium, characterizes the
transition from steady state (no ignition) to transient behavior (ignition), depending on the
144 Experimental Determination of Reaction Kinetic Parameters from Self-Heating Experiments
geometry. The maximum value of δ (where just no ignition occurs) is called critical F-K
parameter δc. For Biot number (Bi) → ∞ (temperature of the edge of the deposit is equal
to the ambient temperature) values of δc are listed in Tab. B.1. Rearranging equation B.3
leads to the linear equation
ln
(
δT
2
a
r2
)
= ln
(
EQρk0
Rλ −
E
R
1
Ta
)
. (B.4)
If δc is inserted for δ the ambient temperature Ta is equal to the self-ignition temperature
(SIT). The activation energy E and the pre-exponential factor k0 are obtained from a linear
plot of ln(δcSIT 2/r2) vs. SIT−1.
If small dust samples are investigated (laboratory scale) the surface temperature depends
on the inner temperature of the sample and differs from the ambient temperature. In this
case the critical F-K parameter depends on the Biot number and the so-called Thomas model
has to be applied (see Hattwick and Steen, 2004).
Geometry of bulk deposit δc for Bi→ ∞
Sphere 3.32
Equidistant cylinder 2.76
Cube 2.52
Infinite cylinder 2.0
Infinite slab 0.88
Table B.1 Critical F-K parameters δc for different shapes of bulk deposits. Bi = Biot num-
ber.
C Pressure Considerations for Thermally Driven
Systems
Various simulation results are presented in the literature concerning thermally driven flow
systems, for single-phase fluids (see e.g. Breuer et al., 2004) or for porous media (Dirsch,
1998; Holzbecher, 1998; Kolditz et al., 1998; Schoofs, 1999). An investigation of the pres-
sure distribution developing in thermally driven systems obtained little attention in previous
studies. Especially, when the absolute pressure is considered in the model, the pressure dif-
ferences giving rise to thermal convection are difficult to extract from the absolute pressure
field, due to its composition of a dynamic and a hydrostatic part.
This appendix discusses a though experiment, based on the schematic illustration in Fig.
C.1. The figure shows an u tube which is filled with incompressible fluid. The fluids in
the vertical tubes are assumed to exhibit different temperatures. The vertical tubes exhibit
hydraulic resistances Rhv and Rcv for fluid motions. If these tubes are not filled with porous
material, the hydraulic resistances are very small, but exist due to the friction at the tube
walls. The vertical tubes are also connected by a horizontal tube that represents a hydraulic
resistance Rh for the fluid. For simplicity, the pressure is assumed to be kept constant at a
value of P0 at the top of the vertical tubes. Such a situation is given for flow systems that
are connected to the atmosphere.
First, assume the hydraulic resistance Rh to be infinite, hence the fluid does not flow. Due
to the different temperatures of the fluids in the vertical tubes, the hydraulic pressure dis-
tributions are observed as Pshyd for the cold (right) tube and Psabs for the hot (left) tube (the
dashed colored lines). The slope of Psabs is less steep than the slope of Pshyd , because the fluid
in the cold tube is denser than the fluid in the hot tube. Consequently, a horizontal pressure
difference, Psh, exists between the two vertical tubes.
If the hydraulic resistance Rh is decreased to a finite value, fluid flow sets in due to the
pressure difference along the horizontal tube, which in turn is a result of different hydro-
static pressure distributions in the vertical tubes. Due to the fluid motions, the pressure
distribution within the vertical columns changes from Psabs and Pshyd to Pabs and Phyd (from
the dashed lines to the solid lines). The driving pressure difference for the fluid motions
through the u tube is Ph, which is lower than the horizontal pressure difference at stag-
nation state, Psh. The value of Ph depends on the hydraulic resistances of the tubes. If
only the horizontal tube is filled with porous material, Ph depends primarily on Rh, the
hydraulic resistance of the horizontal tube. A high resistance produces a high value of Ph.
In contrast, if all tubes are assumed to be not filled with permeable material, Ph will be-
come very small and only depends on the friction resistance of the tubes.
In Sec. 6.3.1, Ph has been calculated from the simulated absolute pressure distribu-
tion by subtracting the hydrostatic pressure for the cold gas from the simulated absolute
pressure. As illustrated in Fig. C.1, Ph increases with decreasing z. According to this
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pressure distribution, one might think that fluid flow would take place downwards in the left
(hot) tube. However, the opposite is the case, i.e. fluid flow takes place upwards.
Figure C.1 Schematic illustration of the pressure distribution due to thermal buoyancy (see
the description of variables below)
Description of variables included in Fig. C.1:
P0 Reference pressure at z0
Pshyd Hydrostatic pressure at stagnation state
Psabs Absolute pressure of the hot tube at stagnation state
Phyd Hydrostatic pressure when fluid flows
Psabs Absolute pressure of the hot tube when fluid flows
Pv Dynamic pressure difference as observed in the left (hot) tube
Psh Dynamic pressure difference at stagnation state in the horizontal, cause by pressure
differences between the left and the right tube
Ph Dynamic pressure difference in the horizontal, cause by pressure differences between
the left and the right tube
Rhv Hydraulic resistance in the vertical tube filled with hot fluid
Rcv Hydraulic resistance in the vertical tube filled with cold fluid
Rh Hydraulic resistance in the horizontal tube
Symbols
Symbol Unit Description
cb J m−3 K−1 Bulk heat capacity
cbulk kgm−3 Bulk concentration
cF − Form-drag constant
c f l kgm−3 Fluid concentration
c j kgm−3 Concentration of chemical species j ( j = f ,O2,eg,sp)
c j,0 kgm−3 Initial concentration of chemical species j ( j = f ,O2,eg,sp)
cm kgm−3 Mineral concentration
c
f
p J kg−1 K−1 Specific heat capacity of fluid
D m2 s−1 Dispersion tensor
Dmol m2 s−1 Molecular diffusion coefficient
E J mol−1 Activation energy
g ms−2 Gravitational acceleration
H J kg−1 Calorific value
jc J m−2s−1 Convective heat flux
jF J m−2s−1 Conductive heat flux
jh J m−2s−1 Overall heat flux
jm kgm−2s−1 Fluid mass flux
jr J m−2s−1 Radiative heat flux
k m2 Permeability
ki j m2 Permeability tensor
k0 m3kg−1s−1 Pre-exponential factor
 m Representative Length of oxygen drop
Mair gmol−1 Molar mass of air
M j gmol−1 Molar mass of component j
n mol Mole number
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P Pa Pressure
Pabs Pa Absolute pressure
Pdyn Pa Dynamic pressure
Phyd Pa Hydrostatic pressure
P0 Pa Reference pressure
QH J m−3 s−1 Source term for heat production
Q j kgm−3 s−1 Source term for chemical species ( j = f ,O2,eg,sp)
Qm kgm−3 s−1 Fluid mass source term
QV m3 s−1 Fluid volume source term
q ms−1 Specific flow rate
R J mol−1 K−1 Unified gas constant
rh kgm−2 s−2 Hydraulic resistivity
S Pa−1 Storativity
T K Temperature
Tmax K Maximum combustion temperature
T0 K Reference temperature
t s Time
ttr s Time step for oxygen transport
tch s Time step for chemical reaction
t f s Time step for fuel consumption
V m3 Volume
v ms−1 Interstitial fluid velocity
vpr ma
−1 Propagation rate of underground coal fire
αl,αt m Longitudinal, transversal dispersion lengths
β W m−1 K−4 Constant for radiant heat transport
λe f f W m−1 K−1 Effective thermal conductivity
λr W m−1 K−1 Radiative thermal conductivity
λ0 W m−1 K−1 Thermal conductivity at room temperature
µ Pas Fluid viscosity
ν j − Stoichiometric coefficient for component j
Φ − Porosity
ρ f kgm−3 Fluid density
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ρ f0 kgm−3 Reference fluid density
τrj s Time scale for reaction kinetics (component j)
τtO2 s Time scale for oxygen transport
τth s Thermal relaxation time
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