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Abstract 
 
The investigation of preferential processing of different emotional expressions using visual 
search has thus far produced many mixed findings. Reports range from evidence of 
detection advantages for angry expressions to detection advantages for happy 
expressions. Similarly, current literature is unclear regarding the effect of face inversion on 
search for emotional expressions, with some studies reporting that inversion attenuates 
preferential detection of angry or happy expressions, whereas others report no effect of 
inversion. This thesis investigates these inconsistencies in reports of anger and happiness 
superiority effects and the influence of face inversion on preferential detection of emotional 
expressions.  
 Previous research has shown that anger and happiness superiority effects can be 
elicited using faces drawn from different databases, however, inconsistent patterns are 
also reported in studies using faces from the same database. Chapter 2, the first of three 
empirical chapters, addressed the inconsistencies between reports of anger and 
happiness superiority using subsets of faces drawn from a single database. Differing 
procedures and stimulus differences, such as poser sex and the use of colour or greyscale 
images, were eliminated as explanations for prior inconsistent findings. Detection 
advantages for both anger and happiness emerged depending on which subset of faces 
was used. The influence of stimulus set on detection pattern highlights the critical role of 
stimulus selection in visual search for emotional expressions. 
 Chapter 3 investigated holistic processing of emotional expressions in visual search 
tasks. Face inversion was used to determine whether emotional expressions are 
processed holistically or featurally. Consistent with previous literature, happiness or anger 
superiority effects were elicited depending on the database from which the face stimuli 
were drawn. Regardless of whether an anger or happiness advantage was evident, the 
detection pattern was consistent across upright and inverted faces. The lack of effect of 
inversion on the emotion detection pattern suggests that search for emotional expression 
may rely on featural rather than holistic processing of facial expressions of emotion. 
Chapter 4 aimed to further elucidate the role featural processing in visual search for 
emotional expressions by examining the effect of inversion on the distribution of fixations 
on eye and mouth-regions during visual search. Participants fixated more often on the eye-
region than the mouth-region when searching for angry targets, but there was no 
difference between eye and mouth-region fixations when searching for happy targets. This 
fixation pattern was consistent across target and non-target faces, suggesting that target-
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specific salient perceptual features did not drive the fixation pattern. Instead, the results 
are better explained as reflecting an intentional search strategy employed by the 
participants that varied as a function of the target expression. 
Across these three empirical chapters, the evidence presented in this thesis suggests that 
previous inconsistent reports of preferential detection of emotional expressions in visual 
search may result from stimulus related confounds and reliance on feature-based search 
strategies. The susceptibility of visual search to stimulus related confounds, whether 
emotion-related or emotion-unrelated, indicates that visual search paradigms may be not 
well suited for the investigation of preferential processing of emotional expressions. 
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Chapter 1: Introduction 
Faces are important. From a young age, infants are able to discriminate faces from 
other objects (Johnson, Dziurawiec, Ellis, & Morton, 1991) and are able to discriminate 
between different face identities (Field, Cohen, Garcia, & Greenberg, 1984). Research 
suggests that even as infants, our face perception and recognition abilities are quite 
complex, with evidence that newborns are sensitive to facial attractiveness (Slater et al., 
1998, 2000) and gaze direction (Farroni et al., 2002), and show preferences for smiling 
faces (Farroni et al., 2007) and open eyes (Batki et al., 2000). This is unsurprising as faces 
convey important social signals, telling us who someone is, what their intentions are, and 
how they feel. Neuropsychological evidence suggests we may have specific brain areas 
that are dedicated to face processing (Kanwisher, McDermott, & Chun, 1997). 
Impairments in face processing or face recognition can result in serious disruptions in the 
way people are able interact with others (e.g., Prosopagnosia). Given the relevance of 
faces and facial displays of emotion to successful social interactions, it is unsurprising that 
many researchers have taken up scientific investigation of how they are processed.  
Emotion Processing 
Early theorists proposed that there are six basic emotions and that these emotions 
are universally perceived and expressed. Ekman and Friesen (1971) report evidence that 
six basic expressions, including anger, happiness, fear, sadness, surprise, and disgust, 
are recognized accurately across a number of different cultures. Consistency across 
cultures is thought to reflect that these six emotions have developed through evolution or, 
alternatively, through “species-constant” learning (i.e., social learning occurring for all 
humans, regardless of culture; Ekman, 1992). Ekman argues that each of the basic 
emotions can be distinguished through distinct facial expressions, physiological activity, 
and antecedent events. Each expression of a basic emotion is thought to involve distinct 
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sets of facial muscle movements associated with that emotion that are recognizably 
different from muscle movements associated with other expressions (Ekman, 1992). 
Evidence suggests that the strength of these muscle contractions is related to the intensity 
of the emotion felt (Ekman, Friesen, & Ancoli, 1980). Ekman claims that evidence also 
suggests that basic emotions can be characterized by physiological differences in the 
autonomic nervous system (Levenson, Carstensen, Friesen, & Ekman, 1991), and that 
each of the basic emotions is most commonly preceded by distinct types of events (e.g., 
sadness following the death of a significant other; Boucher, 1983). 
Research investigating perception of emotional expressions relies on a number of 
important assumptions. Firstly, the assumption is made that the expression displayed on 
an individual’s face is an accurate representation of the emotion felt and that from this 
expression, others are able to accurately infer the emotional state of the expresser 
(Barrett, Mesquita, & Gendron, 2011). Secondly, it is expected that participants are able to 
externalise this knowledge as a correct response within an experimental setting, 
regardless of differences in experimental factors. Although these assumptions are 
somewhat necessary if there is to be any attempt at systematic investigation into 
processing of emotional expressions, they ignore a large body of literature indicating that 
emotion perception is malleable and can be influenced by contextual and unintentional 
experimental factors. Variables such as voice (de Gelder & Vroomen, 2000), posture 
(Aviezer et al., 2008), and situational factors (Carroll & Russell, 1996) can influence the 
emotion perceived in a face. Similarly other facial information such as gender, race, and 
age appear to influence emotion perception (Karnadewi & Lipp, 2011). The design of a 
given task may also inadvertently influence interpretation of emotional expressions. 
Participants are less accurate when required to spontaneously generate verbal labels for 
an emotional expression displayed on a face than when asked to match the expression to 
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a list of emotional labels provided by the experimenter (Russell, 1994). 
 Thirdly, it is assumed that task designs and stimuli used in experimental studies 
reflect what is experienced in the real world and therefore permit generalisations beyond 
the lab setting. However, among a number of potential violations of external validity, a 
large proportion of emotion research involves presentation of face-only stimuli. These 
disembodied heads display emotional expressions that are mostly expressed on demand 
by actors. This essentially results in stimuli comprising a face presented in isolation, 
devoid of any contextual information that typically accompanies facial expressions, 
displaying expressions that do not necessarily reflect the emotional state of the poser. 
Regardless of this, many experimental effects are attributed to the emotional content of 
the faces used (D. V. Becker, Anderson, Mortensen, Neufeld, & Neel, 2011; Frischen, 
Eastwood, & Smilek, 2008). 
The way in which emotional expression are processed is still unclear. One 
possibility is that, as with other facial information, that emotional expressions are 
processed holistically. A holistic processing account of face perception proposes that the 
information provided on a face is perceived and processed simultaneously, as a whole, 
rather than based on individual components of the face (e.g., eyes, mouth, etc; Tanaka & 
Farah, 1993). As a consequence, it can be more difficult to recognise identity when shown 
only individual features (e.g., eyes, mouth, nose) than to recognise identity when shown 
the whole face (Tanaka & Farah, 1993). Face recognition based on individual features, 
such as the eyes or mouth, is known as ‘featural’ or ‘feature-based’ processing. Perception 
of face-related information, such as identity, is thought to rely on holistic processing 
(Tanaka & Farah, 1993; Young, Hellawell, & Hay 1987). Recently however, is has been 
proposed the distinction between holistic and featural processing is not as clear as once 
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thought and evidence suggests that holistic processing incorporates aspects such as 
shape, size, and colour of features (McKone et al., 2009). 
Multiple approaches have been used to investigate holistic processing in facial 
identity recognition, including face composite effects, inversion, and the Thatcher illusion. 
The face composite effect involves the presentation of two face halves of different 
identities that are displayed either aligned or misaligned, with participants required to 
identify the identity of one half. Identity recognition is impaired when the two halves are 
aligned (making a single, complete face) relative to when they are misaligned (Young, 
Hellawell, & Hay, 1987). This is thought to reflect difficulty in separating the features of the 
differing identities when the halves are aligned as they are automatically processed 
together as a whole. Face inversion, i.e., rotation of the image by 180°, is thought to 
selectively disrupt holistic processing, and has been shown to impair identity recognition 
relative to upright images (Yin, 1969). Impaired holistic processing of inverted faces is also 
thought to underlie the Thatcher illusion, that is, inversion of facial features (eyes and 
mouth) within an upright face produces perception of a grotesque face, but less so when 
the same image is presented inverted (Thompson, 1980; Young et al., 1987). Although 
most research into holistic processing has focussed on face identity, there have also been 
attempts to determine whether emotional expressions are processed holistically or 
featurally. Evidence for holistic processing of emotional expressions is less clear than 
evidence regarding holistic processing in identity recognition. However, impairments in 
emotion recognition have been reported in some studies, using a face composite (Calder, 
Young, Keane, & Dean, 2000), inversion (McKelvie, 1995), and Thatcherization paradigms 
(Psalta & Andrews, 2014), suggesting that expression perception does rely on holistic 
processing to some extent.  
  
5 
Visual Search 
Many techniques and paradigms have been used to further our understanding of 
the processing of emotional expressions. One such paradigm, used regularly since the 
late 1980s, is visual search. Visual search is useful in the context of emotional expression 
research as it allows us to investigate the effect of early perceptual processing on attention 
(Wolfe & Horowitz, 2004). A typical visual search task involves presentation of arrays of 
items, requiring participants to determine the presence or absence of a target (e.g., red 
dot) among multiple distractor, or “background” items (e.g., green dots). The most basic 
measures of performance include response time, i.e., time from the onset of the array to 
make a target present or target absent response, and accuracy, i.e., percentage of correct 
responses.  
The process of detecting a target among distractor items requires discrimination of 
the target from the distractors. For simple stimuli, such as a red dot among a field of green 
dots, discrimination between target and distractor items is not difficult as a single “basic” 
feature differentiates them. Such targets are found quickly despite large numbers of 
distractor items and seem to ‘pop-out’ of the search display (Treisman, 1982; Treisman & 
Patterson, 1984). This is thought to reflect that all items in the display are processed 
simultaneously (parallel processing) and as such, stimuli can be found equally quickly 
regardless of the number of distractor items. In the case of more complex stimuli that 
cannot be distinguished by a single feature, but only by combinations of features, 
discrimination is more difficult and detection of these stimuli is thought to require focal 
attention (Treisman & Gelade, 1980). Such stimuli generally do not pop-out, requiring an 
item-by-item search of the array (serial processing), resulting in increased response times 
as the number of background items increases (Treisman & Gelade, 1980). The 
relationship between response time and number of distractor items (i.e., set size) is 
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referred to as search efficiency and is quantified by a response time x set size function 
(i.e., search slope; Wolfe, 1998). Search slopes were initially taken to give an indication of 
whether search performance in a given task may rely on serial or parallel processing, with 
shallow slopes reflecting parallel processing and steep slopes reflecting serial processing 
(Treisman & Gelade, 1980). However, these two processes are less well defined than 
originally thought, and it has been proposed that serial and parallel processing may be 
driven by the same underlying mechanism (i.e., guidance by pre-attentive features; Wolfe, 
1998). Although this makes it difficult to determine whether detection of a particular target 
is driven mostly by pre-attentive processes, it is possible to compare the degree to which 
pre-attentive processes may be involved by comparing differences in search efficiency 
across two target groups (Wolfe, 1998). For instance, if searching for a particular target 
produces a shallower search slope than searching for another target, it could be argued 
that search for the first target is more efficient, hence more readily distinguishable by pre-
attentive processes. Evidence suggests that targets that can be defined by features such 
as colour, orientation, motion, and size are able to pre-attentively guide the deployment of 
attention, and as a result, can be found efficiently (Wolfe & Horowitz, 2004). 
In a visual search task involving emotional expressions, participants are, for 
instance, required to detect the presence of a face displaying the target emotion (e.g., 
anger) amongst a number of distractor (background) faces displaying an alternative 
emotion (e.g., happiness). Emotional faces represent complex stimuli comprising multiple 
features that may potentially be used to discriminate targets from non-targets. Hansen and 
Hansen (1988) pioneered the use of visual search for the investigation of emotional 
expression processing using a search asymmetry design. The tasks were designed such 
that angry, happy, and neutral expressions were used as targets and backgrounds. This 
meant that trials comprised angry target/happy background, angry target/neutral 
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background, happy target/angry background, happy target/neutral background, neutral 
target/happy and neutral target/angry background. Hansen and Hansen found that angry 
faces were detected faster than happy faces among both emotional and neutral 
backgrounds (known as the anger superiority effect). Not only were angry faces detected 
faster and with fewer errors than happy faces, angry faces were also detected equally 
quickly regardless of the number of distractor faces in the array. Hansen and Hansen 
attributed this pop out effect to a threat detection mechanism (Öhman, Soares, Juth, 
Lindström, & Esteves, 2012) reasoning that attention may be automatically directed 
towards angry faces because they signal a potential threat. Although this constitutes a 
nicely intuitive finding, in a subsequent study, Hampton, Purcell, Bersine, Hansen, and 
Hansen (1989) found no evidence that angry faces pop out of crowds. After removing a 
particularly salient black patch at the base of one of the angry faces used by Hansen and 
Hansen, speed of angry target detection was affected only by its position in the search 
array. These position effects indicate that participants were scanning each array in a serial 
fashion in order to detect the angry expression. Despite the lack of a pop out effect, angry 
faces were again detected faster than happy faces. 
 The effects of low-level features, such as the black patch in Hansen and Hansen, 
(1988), was further evidenced by Purcell, Stewart, and Skov (1996). Purcell et al. argued 
that the conversion of greyscale images to black and white by Hansen and Hansen, 
created a number of potential low-level visual confounds that may aid target detection. 
Low-level perceptual features, such as high feature contrast, have been shown to guide 
attention (Theeuwes, 2010). If such salient feaures are present, participants may rely upon 
these for target detection, rather than processing the emotion. Although Hampton et al. 
(1989) controlled for the black patch at the base of the angry face, other potential features 
may have had similar effects. To address this, Purcell et al. used well-controlled grey scale 
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images and provided the first evidence of faster detection of happy than angry faces 
(happiness superiority effect). These early findings flagged the susceptibility of visual 
search for emotional expressions using photographic faces to low-level visual confounds. 
 Given the difficulty in controlling visual characteristics of photographs of emotional 
expressions, many studies use schematic face stimuli (line drawings). Use of schematic 
stimuli allows experimenters to systematically control and manipulate differences between 
emotional expressions and between target and background faces. Studies using 
schematic stimuli most commonly result in anger superiority (see D.V Becker et al., 2011, 
for a review), however recent evidence provides support for a happiness superiority effect 
using schematic faces, claiming that previous findings were the result of methodological 
limitations (Craig, S. I. Becker, & Lipp, 2014). Although they allow for greater stimulus 
control, schematic faces are far less ecologically valid relative to photographs of real 
faces. Photographic faces are a closer reflection of what is seen in the real world, 
however, reports from studies of visual search for emotional expressions using 
photographic faces have provided mixed findings. 
 Research using both schematic and photographic faces has provided evidence of 
both anger and happiness superiority effects, culminating in two major reviews that 
reached opposing conclusions. Firstly, Frischen et al. (2008) proposed that despite 
potential effects of methodological and stimulus related factors, angry faces are detected 
faster than happy faces. However, D.V Becker, Anderson, Mortensen, Neufeld, and Neel 
(2011) argue that most evidence of anger superiority effects can be attributed to non-
emotion related confounds, and that once these confounds are controlled for, a true 
happiness superiority effect will emerge. 
Given that the literature relating to visual search for emotional expressions provides 
such varied evidence, it is difficult to draw any strong conclusions regarding performance 
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using this paradigm. Many attempts have been made at clarifying the inconsistent findings 
in the area, with a wide range of explanations for previous differences including stimulus 
set (Savage, Lipp, Craig, S. I. Becker, & Horstmann, 2013), low-level visual features (D. V. 
Becker et al., 2014), search requirements (Williams, Moss, Bradshaw, & Mattingley, 2005), 
emotional state (Frischen et al., 2008), and differences in arousal (Lundvist, Juth, & 
Öhman, 2014). Although all of these, and many more, appear to influence search 
performance, most interpretations still hark back to the emotional valence of the stimuli 
used (e.g., angry/happy). These emotion-dependent explanations are difficult to 
corroborate, given that so many different variables can elicit different search patterns (i.e., 
happiness vs. anger superiority effect). 
In an attempt to clarify the true nature of search for emotional expressions, D.V. 
Becker et al. (2011), have proposed a series of methodological recommendations, to 
which studies that use visual search to investigate differences in emotional expression 
processing should adhere. These recommendations aim to reduce the potential influence 
of extraneous stimulus and procedure variables that may confound any emotion-related 
effects on search performance. Coincidentally, this list dismisses a large proportion of the 
current literature as poorly controlled. The methodologies used in the empirical chapters 
included in this thesis were designed to meet these recommendations as closely as 
possible. The recommendations of D. V. Becker at al include: 
1. Variation of set sizes. Using search displays that vary in the number of faces 
presented (set size) allows for the investigation and comparison of search 
efficiencies across different emotional expressions.  
2. Distractor emotion must be constant across different targets. The typical 
approach to the investigation of emotional search asymmetries is, for example, 
to present angry targets among happy backgrounds and happy targets among 
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angry backgrounds. However, this search asymmetry design makes it difficult to 
compare target detection across emotions as performance could be driven 
either by differences in target detection, or in distractor rejection. This second 
recommendation essentially requires that the emotional content of the 
background faces should be consistent across all trials, for example, using 
neutral background expressions across both angry and happy target trials. The 
use of neutral distractors across different emotional targets allows for the 
comparison of the effect of different target emotions independent of background 
emotion. 
3. Target emotion should be kept constant across a block of trials. This refers to a 
task in which participants are asked to search for a specific emotional 
expression (known as fixed target search). For example, a fixed target search 
design may require participants to search for angry targets in one task, and 
happy targets in another task. This differs from designs such as variable target 
search tasks, in which angry and happy faces are presented within the same 
task and participants are asked to search for any discrepant emotion in the 
array, such that the target on any given trial could be angry or happy. D. V. 
Becker et al. (2011) argue that the use of fixed target search results in more 
efficient detection of emotional targets relative to other search designs and that 
the use of fixed target search tasks is important, as it allows task requirements 
to be kept as similar as possible across tasks.  
4. Low-level visual features should be controlled for. Becker et al. suggest that 
attempts should be made to reduce the influence of visual confounds on search 
performance. The effect of low-level features on search performance is 
illustrated by the effect of the black blotch identified by Purcell et al. (1996). 
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However, it is difficult to know which low-level features need to be controlled for 
and how to control for them. It can also be difficult to disentangle the effects of 
features that may drive search performance as a salient low-level feature that 
participants may rely on to solve the task, but also may drive performance 
because they are central to denoting the emotion portrayed, such as teeth 
displays in smiling faces. Although this is undoubtedly the most important of the 
recommendations, it is also the most difficult to implement. 
5. Heterogeneous backgrounds should be used. The use of homogenous 
background faces, i.e., identical distractor images, may encourage participants 
to adopt feature-based search strategies. Participants may find that the task can 
be solved more quickly by determining a low-level feature that differentiates the 
target from the homogeneous background display. Therefore, using background 
displays that comprise images that differ in other aspects such as identity, but 
display similar emotional expressions, may discourage this strategy. Varying the 
identity of background faces, while keeping emotion constant, should increase 
variability of the backgrounds, reducing the influence of target-specific featural 
differences. 
Savage et al. (2013) designed a series of experiments in accordance with each of 
these recommendations in an attempt to determine the effect of task demands (fixed vs. 
variable target search) on search performance. Task demands did not appear to affect 
whether an anger or happiness superiority effect emerged. Instead, these effects seemed 
to vary as a function of the database from which the face stimuli were drawn. Faces drawn 
from the NimStim database (Tottenham et al., 2009) elicited an anger superiority effect, 
but faces from the Pictures of Facial Affect database (Ekman & Friesen, 1976) elicited a 
happiness superiority effect. Given that the emotion detection pattern differed across 
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stimulus sets, these findings suggest that search performance may be driven by featural 
differences between the stimuli, potentially reflecting consistent differences in emotion 
portrayal across the two face sets. 
Findings such as these further elucidate the potential effect of emotion-related 
confounds in search for emotional expressions. Emotion-related confounds are difficult to 
control for given their inseparable relationship with the expression of the emotion. 
Features such as the toothy grin displayed on smiling faces may drive search not only 
because they denote that the face is happy, but may also aid search by providing a high-
contrast feature present on target faces and absent on non-target faces (Horstmann, et al, 
2012). This is only one example, and the same principle applies to potentially less obvious 
features such as wide eyes in fear expressions or furrowed brows in anger expressions. 
Although the use of closed-mouth faces seems to abolish some (mouth-related) 
confounds, many others are not so easily accounted for. Whether such features drive 
search due to their emotional meaning or their perceptual salience is difficult to determine 
as removal or manipulation of these features to reduce low-level confounds may change 
the perceived expression and as such limit their external validity. 
 One method of determining whether search is driven by the visual image 
characteristics of the stimuli or by the emotional content of the expression is to determine 
whether emotional expressions are processed holistically in visual search. Holistic 
processing of the face stimuli would make it less likely that a single low-level feature could 
drive search performance. Unfortunately, previous literature has left it unclear whether 
emotional expressions are processed holistically in visual search. A number of studies 
comparing search through schematic and photographic faces found that both anger and 
happiness superiority effects are abolished or significantly reduced when those faces are 
inverted (e.g., Mak-Fan, Thompson, & Green, 2011; Huang, Change, & Chen, 2011; Fox & 
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Damjanovic, 2006). This pattern of results would indicate that the detection pattern of 
emotional expressions seen with upright faces was driven by holistic processing and that 
this holistic processing was impaired when the faces were inverted, such that the emotion 
detection pattern was no longer apparent. However, numerous other studies report 
emotion detection patterns that are unaffected by inversion, suggesting that search 
through upright faces was driven by featural, not holistic, processing (Lipp, Price, & 
Tellegen, 2009; Calvo & Nummenmaa, 2008; Horstmann & Bauland, 2006; Savage & 
Lipp, 2014; Williams et al., 2005). 
An alternative method of determining how faces are processed in visual search is to 
use eye-tracking techniques. Measurement of eye fixations and saccades (i.e., rapid eye-
movements between fixations) is often considered a proxy for measuring attention 
(Findlay, 1997). Eye-tracking may be of particular use to investigating featural processing 
of emotional faces in visual search, given its ability to distinguish between allocation of 
attention to certain features within a face. Previous research has attempted to use this 
method for identity recognition, revealing the nose as the most common first and second-
fixation location, suggesting that the centre of the face may be the most useful in identity 
recognition (Hsiao & Cottrell, 2008). This could be considered consistent with evidence 
that facial identity is processed holistically (Tanaka & Farah, 1993; Young, Hellawell, & 
Hay 1987). In search for emotional expressions or emotion recognition, eye movement 
studies showed a different results pattern that seemed more in line with featural 
processing. It is currently unclear which is the most useful facial area for the perception of 
emotional expressions, and this may depend on the task used and the target emotion. For 
example, in emotion recognition tasks, more eye movements were directed at the eye-
region than the mouth-region, suggesting that the eye-region is more important for 
identifying emotions, regardless of the emotional expression (Beaudry et al., 2014). 
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However, in a visual search task, Calvo and Nummenmaa (2008) found that the eye 
regions was only more important in search for an angry face, whereas in search for a 
happy face, the mouth-region was fixated more frequently. These results indicate that the 
importance of different face areas may depend on the task and the characteristics of the 
search target. In line with this contention, other search studies found that the role of the 
mouth-region differs depending on the use of open or closed-mouth stimuli (Horstmann, 
Lipp, & S. I. Becker, 2012). Although the specific region of the face that is fixated may 
depend on the stimuli and task, these findings suggest that visual search for emotional 
faces may rely on individual facial features, rendering it unlikely that search performance is 
based on holistic processing.  
Present Thesis 
Each of the chapters in this thesis will investigate the processing of emotional 
expressions in visual search and attempt to clarify inconsistencies in the current literature. 
Methodological and stimulus-related variables will be examined as potential explanations 
for previous mixed findings, and face inversion will be employed to investigate holistic 
processing of emotional expressions. In detail, Chapter 2 will investigate inconsistent 
reports of anger and happiness superiority effects across different stimulus sets. Chapter 3 
will investigate the effect of face inversion on visual search for emotional expressions, and 
Chapter 4 will investigate differences in fixation patterns during visual search for angry and 
happy faces.  
 Chapter 2 attempts to reconcile the inconsistency between reports of anger and 
happiness superiority by systematically assessing the effects of task design and 
procedure. The chapter comprises a three-experiment manuscript that has been published 
(Savage, S. I. Becker, & Lipp, 2015), with an additional fourth experiment included for the 
purposes of this thesis. Previous evidence suggests that anger and happiness superiority 
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effects may be stimulus specific, depending on the database from which the faces are 
drawn (Savage et al., 2013). However, previous reports also reveal evidence of anger 
(Savage et al., 2013) and happiness superiority (Horstmann et al., 2012) using faces 
drawn from the same database (NimStim database; Tottenham et al., 2009). Across 3 
experiments participants were instructed to search for angry or happy faces (fixed target 
searches) and only stimulus sets varied across experiments. Through the first 2 
experiments, procedural differences, stimulus colour, and poser gender were excluded as 
explanations for reports of anger vs. happiness superiority effects. The final experiment 
identified stimulus set at the critical variable, with an anger superiority effect evident for 
one face set, and a happiness superiority effect evident for the other faces. These findings 
highlight the importance of stimulus selection in determining anger and happiness 
superiority effects and the need to avoid obvious expression related confounds. Given that 
each of the face sets includes both angry and happy faces, but the detection pattern 
differs depending on the posers used, these findings suggest that the faces used may 
contain featural differences that participants rely upon to complete the task. If this is the 
case, holistic processing in not required for detecting emotional expressions.  
Chapter 3 will investigate holistic processing of emotional expressions in visual 
search. Using face inversion, the six experiments in Chapter 3 attempt to determine 
whether anger and happiness superiority effects are abolished after face inversion, 
thereby supporting a holistic processing account of search performance, or whether they 
are unaffected by inversion, supporting feature-based accounts. The chapter comprises a 
published manuscript including five experiments (Savage & Lipp, 2014), along with an 
additional two experiments included for the purposes of this thesis. Participants were 
instructed to search for discrepant emotional expressions among neutral background 
faces (variable target searched) in tasks utilising either upright or inverted faces. Multiple 
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task designs were implemented ranging from single poser and single set size to multiple 
posers and set sizes, and faces were drawn from multiple stimulus databases across 
experiments. Consistent with prior research (Savage et al., 2013) the emotion detection 
advantage varied across databases, however, both anger and happiness superiority 
effects were evident for upright and inverted faces. Attempts to replicate previous 
evidence that search advantages are affected by inversion were unsuccessful. Given that 
emotion advantages were evident regardless of orientation, the findings in Chapter 3 
provide further support for a feature-based account of visual search for emotional 
expressions. 
 Chapter 4 uses eye-tracking measures to further investigate feature-based 
detection of emotional expressions. Given previous evidence that eye and mouth-region 
fixations differ depending on the expression of the face, this single experiment paper 
further investigates fixations during search for angry or happy expressions. Participants 
completed four fixed target searches for angry or happy expressions using upright or 
inverted faces. Regions of interest were defined around the eye and mouth areas and 
used to categorise fixations as either eye or mouth-region fixations. Consistent with 
previous chapters, Chapter 4 provides evidence for featural processing of emotional 
expressions, with differing frequency of eye vs. mouth-region fixations when searching for 
happy vs. angry faces regardless of orientation. Additionally, fixation patterns were 
consistent across target and non-target faces, indicating that fixations may be driven by a 
top-down search strategy that differs depending on the task requirements. 
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Abstract 
Prior reports of preferential detection of emotional expressions in visual search have 
yielded inconsistent results, even for face stimuli that avoid obvious expression-related 
perceptual confounds.  The current study investigated inconsistent reports of anger and 
happiness superiority effects using face stimuli drawn from the same database. 
Experiment 1 excluded procedural differences as a potential factor, replicating a 
happiness superiority effect in a procedure that previously yielded an anger superiority 
effect. Experiments 2a and 2b confirmed that image colour or poser gender did not 
account for prior inconsistent findings. Experiments 3a and 3b identified stimulus set as 
the critical variable, revealing happiness or anger superiority effects for two partially 
overlapping sets of face stimuli. The current results highlight the critical role of stimulus 
selection for the observation of happiness or anger superiority effects in visual search 
even for face stimuli that avoid obvious expression related perceptual confounds and are 
drawn from a single database. 
 
Keywords: emotional expression; visual search; anger superiority effect; happiness 
superiority effect.   
  
24 
 Past research on the preferential processing of facial expressions of emotion in 
visual search has yielded a rather varied pattern of results (for a review, see D.V. Becker, 
Anderson, Mortensen, Neufeld, & Neel, 2011). Consistent with the notion that threatening 
stimuli may receive processing priority, the first study to assess the processing of 
emotional expressions in visual search reported an anger superiority effect (Hansen & 
Hansen, 1988). Angry target faces were found faster than happy target faces, and 
appeared to ‘pop-out’, within crowds of neutral or emotional distractor expressions. This 
‘pop-out’ effect was later shown to be the result of a black spot at the base of one of the 
angry faces used (Hampton, Purcell, Bersine, Hansen, & Hansen, 1989), and further 
research suggested that once a number of low-level visual confounds were controlled for, 
happy faces were actually detected fastest (Purcell, Stewart, & Skov, 1996). Subsequent 
research has either provided support for the anger superiority effect (e.g., Frischen, 
Eastwood, & Smilek, 2008; Horstmann & Bauland, 2006; Lipp, Price, & Tellegen, 2009a) 
or for the opposite outcome, a happiness superiority effect (Juth, Lundqvist, Karlsson & 
Öhman, 2005; D.V. Becker, et al. 2011; Calvo & Nummenmaa, 2008). 
 Reflecting this inconsistent pattern of results, multiple explanations have been 
offered for both anger and happiness superiority. Arguments have been made that these 
patterns are driven by differences in the emotional meaning of the faces, as a result of the 
evolutionary advantage in the ability to quickly detect emotional expressions. This 
argument has been made for both faster detection of anger (Hansen & Hansen, 1988) and 
faster detection of happiness (D.V Becker et al., 2011). Other attempts to explain these 
effects and to reconcile the disparate findings point to the effects of low-level perceptual 
features. This work expands on reports demonstrating that the original anger superiority 
effect report by Hansen and Hansen (1988) was actually driven by a non-emotion related 
perceptual confound (Hampton et al., 1989; Purcell et al., 1996, see also D.V. Becker et 
al., 2011; S.I. Becker, Horstmann, & Remmington, 2011; Savage, Lipp, Craig, S.I. Becker, 
& Horstmann, 2013).  
 Even after controlling for non-emotion related confounds, determining the influence 
of low-level perceptual artefacts on visual search for emotional expressions is made 
problematic by the difficulty inherent in controlling for emotional expression-related 
perceptual confounds. Expression-related confounds are features intrinsic to the emotional 
expression, such as bared teeth or furrowed eyebrows, that can guide visual search. 
Whether expression-related confounds drive search performance due to their emotional 
meaning or their perceptual salience is difficult to determine because removing or 
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changing them to reduce their influence as low-level perceptual confounds, may also 
change the emotional meaning of the expressions used. The role of these confounds was 
illustrated by Savage et al. (2013) who reported an anger superiority effect in tasks using 
faces from the NimStim database (Tottenham et al., 2009), and a happiness superiority 
effect using faces from the Pictures of Facial Affect database (Ekman & Friesen, 1976). It 
was suggested that this pattern reflected consistent differences in emotion portrayal, such 
that the effect of expression-related confounds varied systematically across databases (for 
a similar argument see Lundqvist, Juth & Öhman, 2014). This may reflect cross database 
differences in the similarity between target (emotional) and non-target (neutral) faces as 
target/distractor similarity has been shown to influence search performance (Duncan & 
Humphreys, 1989).   
 Reports of happiness superiority effects are often attributed to the prominent display 
of teeth in open-mouthed smiles of happy faces. Although this may account for the results 
of studies using open-mouth expressions, it does not explain the results of Horstmann, 
Lipp, and S. I. Becker (2012) who found a happiness superiority effect using both open- 
and closed-mouth expressions drawn from the NimStim database. These results are 
interesting not only because the search advantage for closed-mouth happy faces cannot 
be attributed to teeth displays, but also because a happiness superiority effect was found 
with faces from the NimStim database, the same database used by Savage et al. (2013) in 
their demonstration of an anger superiority effect for closed and open mouthed faces.  
This suggests that different patterns of results can also be obtained using faces selected 
from a single database.  
 The discrepant finding for open-mouthed faces may be explained readily when 
looking at the stimuli used in the two studies. The NimStim database provides images of 
25 males and 18 females displaying a range of emotions with both open- and closed-
mouth versions, resulting in 672 images to choose from. Displays of happiness are offered 
in three variants, closed-mouth, open-mouth, and exuberantly happy. From these, Savage 
et al. (2013) and Horstmann et al. (2012) selected different versions for use as happy 
‘open-mouth’ faces. Horstmann et al. (2012) used the exuberantly happy faces whereas 
Savage et al. (2013) used the open-mouth versions. Using both versions of happiness, 
Savage et al. reported that relative to search for open-mouthed angry faces, open-
mouthed happy faces were found slower yielding an anger superiority effect, and 
exuberantly happy faces are found faster, yielding a happiness superiority effect. Thus, the 
use of different expressions of happiness may explain the discrepant results observed with 
26 
open-mouthed faces. However, there is currently no plausible explanation for the different 
results reported for closed-mouth expressions for which Horstmann et al. report faster and 
more efficient detection of happy faces and Savage et al. report faster and more efficient 
detection of angry faces. 
The studies conducted by Horstmann et al. (2012) and Savage et al. (2013) differ in 
a range of procedural characteristics like the gender mix of the posers, the colour of the 
images and the search procedures used, which employed different stimulus displays, 
stimulus display times, presentation of feedback, and trial compositions. Horstmann et al. 
presented displays comprising 1x2, 2x2, and 3x3 picture grids that were centered on the 
screen to implement set sizes of two, four, and nine faces respectively. Savage et al., 
however, used a single 3x3 grid to determine the face positions for each set size, such 
that sets of two and four faces were presented  around the edges of the grid, with every 
position filled for the nine-face arrays . The Horstmann et al. tasks contained more trials 
(120 trials x 4 tasks) than the Savage et al. tasks (96 trials x 3 tasks). Horstmann et al. and 
Savage et al. displays remained on the screen until participants made a response, 
however in the Horstmann et al. tasks the maximum display time was 30s, with feedback 
provided to the participant after each trial. The Savage et al. displays remained on the 
screen for only up to 3s, with no feedback provided. 
Experiment 1 was designed to assess whether the differences in search procedure 
used can account for the discrepant findings. Thus, the closed-mouth stimuli used by 
Horstmann et al. (2012) were presented in the search procedure used by Savage et al. 
(2013) to replicate Horstmann et al.’s happiness superiority effect within the procedure 
used by Savage et al. This was done firstly to replicate the happiness superiority effect 
with stimuli that do not contain teeth displays in our laboratory, and secondly, to determine 
whether the inconsistent results of Horstmann et al. and Savage et al. may be due to 
procedural differences unrelated to the face stimuli. 
Experiment 1  
 Experiment 1 attempted to replicate the happiness superiority effect reported by 
Horstmann et al. (2012) using their stimuli in the search methodology used by Savage et 
al. (2013). Given that the task design used by Savage et al. utilised up to nine different 
background identities and eight potential target identities, only nine of the ten posers used 
by Horstmann et al. were chosen and only eight served as targets. These faces were then 
presented in the search procedure of Savage et al.  
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Method 
Participants 
 Thirty-nine students (12 male, M = 19.28 years, range = 17 - 35 years) from the 
University of Queensland participated in return for course credit.  
Apparatus and stimuli 
 Participants were tested in a multiple computer lab with six computers. Tasks were 
presented on seventeen-inch CRT monitors, with a resolution of 1024 x 768 pixels and a 
refresh rate of 85 Hz. The stimuli were presented and response times recorded using 
DMDX (Forster & Forster, 2003). 
Stimuli were obtained from the NimStim database (Tottenham et al., 2009) and 
comprised 25 images, including 9 neutral faces, 8 happy faces, and 8 angry faces. Four 
female posers (1, 2, 3, and 7) and four male posers (20, 21, 22, and 24) contributed angry 
(AN_C) and happy (HA_C) closed-mouth expressions as target faces, and neutral 
expressions (NE_C) as non-target background faces. Male poser 23 contributed only a 
neutral expression to make up the ninth background face needed for non-target trials. 
These posers were chosen from the 10 originally used by Horstmann et al. (2012). The 
faces were edited to be 187 x 240 pixels in size and were presented in colour. Faces were 
displayed on the screen in a 3 x 3 grid. The nine possible positions in the grid were filled 
with two, four or nine faces and positions not occupied by a face remained white 
(luminance = 109 cd/m2). 
A number of perceptual characteristics were determined for the stimulus sets used 
in Experiment 1 and all subsequent experiments. This was done to determine whether any 
differences in search pattern could be explained by similar differences in low-level visual 
features. Average RGB (for colour images) and greyscale values (for greyscale images) 
were calculated, along with corresponding CIE coordinates (u!v!), The average luminance 
and Michelson contrasts (CM) were also calculated for each of the face sets. These values 
were obtained for angry, happy, and neutral faces across all experiments and are reported 
in Table 1. Additionally, colour histograms and luminosity power histograms can be found 
in the supplemental material. 
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Table 1. 
Mean RGB, greyscale, CIE coordinates, luminance and Michelson contrast (CM) values 
for stimuli used in Experiments 1-3. 
  RGB Greyscale u!v! Luminance (cd/m2) CM 
Experiment 1 
Angry 164,141,134  .177, .489 35.10 1.55 
Happy 162,137,130  .177, .489 35.00 1.55 
Neutral 161,137,130  .176, .489 36.10 1.51 
Experiment 2a 
Angry  143.09 (81.45) .165, .480 38.20 1.42 
Happy  143.06 (80.42) .165, .480 38.20 1.42 
Neutral  148.02 (81.43) .165, .480 37.40 1.45 
Experiment 2b       
 
Male 
Angry 167,145,139  .172, .488 34.60 1.57 
Happy 168,145,139  .176, .489 38.00 1.43 
Neutral 170,148,141  .175, .489 39.00 1.39 
Female 
Angry 154,134,128  .175, .488 33.60 1.62 
Happy 157,134,128  .177, .489 33.60 1.43 
Neutral 159,139,133  .172, .488 34.50 1.58 
Experiment 3 
shared models 
Angry  147.60 (83.09) .165, .480 37.90 1.47 
Happy  148.03 (82.66) .165, .480 37.40 1.45 
Neutral  151.51 (81.15) .165, .480 39.10 1.39 
Experiment 3a 
Angry  155.52 (82.29) .165, .480 40.60 1.34 
Happy  157.22 (81.76) .165, .480 40.70 1.34 
Neutral  157.68 (81.54) .165, .480 40.70 1.34 
Experiment 3b 
Angry  165.12 (81.00) .165, .480 44.60 1.22 
Happy  157.97 (81.32) .165, .480 40.70 1.34 
Neutral  163.15 (80.41) .165, .480 44.50 1.22 
 
Note. Numbers in parentheses represent average standard deviation for all images in 
each set.  
 
Procedure 
 Participants completed two tasks and instructions were presented onscreen at the 
beginning of each task. Participants were instructed to search for angry faces in one task 
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or happy faces in the other, and to respond on the computer keyboard by pressing either 
the 'present' (right shift key) or 'absent' (left shift key) keys. 
 Presented within each task were 48 target trials, containing an emotional face 
(happy or angry) among neutral background faces, and 48 non-target trials, containing all 
neutral faces. Array sizes of two, four and nine were used, such that each set size was 
presented on a third of the 96 trials that made up the task. The pseudorandom trial 
sequence was constrained in such a way that no more than three consecutive trials 
contained a target or were of the same set size. Each trial started with a black fixation 
cross, presented for 500ms in the centre of the screen and followed by the search display 
presented for 3,000ms or until a response was made. The intertrial interval was 1,000ms. 
The same target/non-target trial sequences were used across the two tasks and the order 
of the tasks was counterbalanced. 
Scoring, response definition and statistical analysis 
For Experiment 1 and all subsequent experiments, errors were defined as incorrect 
responses or failure to respond within 3,000ms of the onset of the search grid. Response 
times ±3 SDs from an individual’s mean, and any response time less than 100ms were 
considered outliers and subsequently classified as errors (accounting for .33% of total data 
in Experiment 1). F-values are reported from the univariate ANOVA table, as are 
Greenhouse-Geisser corrected p-values. For any term involving within-subject factors with 
more than two levels, Greenhouse-Geisser epsilons are reported. Greenhouse-Geisser 
mean square error values and degrees of freedom were used to calculate two-tailed t-tests 
to follow-up significant main effects and interactions (Howell, 2008). Follow-up tests were 
Bonferroni adjusted to maintain an α level of .05. Search efficiency was assessed by 
calculating search slopes for each individual within Excel by fitting a linear function to the 
mean individual response times for the three set size conditions. Analysis of error data 
provided no evidence of speed-accuracy trade-off in Experiment 1 or any of the 
subsequent experiments. 
Results 
Response times 
Happy target faces were found faster and more efficiently than angry target faces at 
all set sizes (see upper panel of Figure 1). This happiness advantage was also apparent 
on non-target trials, with faster response times in the absence of a happy face than an 
angry face (Figure 2, lower panel). A 2 (target presence: present, absent) x 2 (target 
emotion: angry, happy) x 3 (set size: two, four, nine) within-subjects ANOVA was 
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conducted, revealing main effects of target presence, F(1,38) = 37.57, p < .001, ηp2 = .50, 
target emotion, F(1,38) = 388.85, p < .001, ηp2 = .91, and set size, F(2,76) = 500.27, p < 
.001, ηp2 = .94, ε = .61. Target presence x set size, F(2,76) = 5.97, p = .012, ηp2 = .14, ε = 
.66, and target emotion x set size, F(2,76) = 205.98, p < .001, ηp2 = .84, ε = .72, 
interactions were significant. Participants were faster to respond on target present trials 
than target absent trials at all set sizes, ts > 3.45, ps < .001. This difference was larger at 
set size nine than set size two, t(76) = 3.90, p < .001, with  no differences between set 
sizes four and two, t(76) = 2.60, p = .012 (pcrit = .008), or nine and four, t(76) = 1.30, p = 
.200. Participants responded faster to target and non-target trials in the happy task than 
the angry task at all set sizes, ts > 3.63, ps < .001. This difference was larger at set size 
nine than at set sizes two, t(76) = 24.07, p < .001,  and four, t(76) = 15.48, p < .001, and 
larger at set size four than two, t(76) = 8.59, p < .001. No other significant effects emerged, 
other Fs < .98, ps < .328.  
 
Figure 1. Search times for angry and happy target (upper panel) and non-target (lower 
panel) trials at set sizes two, four, and nine faces in Experiment 1. Error bars represent 
standard errors. 
  
31 
Search slopes 
An analysis of the search slopes across the angry and happy target conditions 
revealed that search was more efficient for happy faces than for angry faces and more 
efficient on target present than target absent trials (see Table 2). Correspondingly, a 2 
(target presence) x 2 (target emotion) within-subjects ANOVA of the search slopes 
revealed main effects of target presence, F(1,38) = 261.286, p < .001, ηp2 = .87, and target 
emotion, F(1,38) = 5.77, p = .021, ηp2 = .13, but no interaction, F(1,38) = .00, p = .995, ηp2 
= .00  
 
Table 2. 
Search slopes for target and non-target trials in the angry and happy search tasks. 
Standard deviations are reported in brackets. 
 Target Non-target 
 Angry Happy Angry Happy 
Experiment 1 81.57 (33.69) 70.37 (24.95) 154.71 (40.76) 143.54 (47.93) 
Experiment 2a 77.30 (28.91) 67.65 (25.60) 161.69 (51.36) 152.37 (59.08) 
Experiment 2b     
Male 73.80 (23.65) 67.04 (18.68) 149.80 (43.58) 143.96 (44.62) 
Female 82.66 (20.88) 73.35 (28.34) 156.08 (47.73) 141.73 (46.34) 
Experiment 3a 62.69 (26.02) 68.21 (25.21) 136.13 (44.05) 142.41 (44.63) 
Experiment 3b 68.48 (28.98) 76.90 (30.21) 136.99 (52.30) 137.98 (62.24) 
 
Errors 
 A 2 (target presence) x 2 (target emotion) x 3 (set size) within-subjects ANOVA was 
conducted on the errors, revealing main effects of target presence, F(1,38) = 9.67, p = 
.004, ηp2 = .20, and target emotion, F(1,38) = 77.46, p < .001, ηp2 = .67. Participants made 
more errors on target present trials than target absent trials and more errors during the 
angry than the happy task. Moreover, the set size effect was significant, F(2,76) = 64.56, p 
< .001, ηp2  = .63, ε = .80, reflecting more errors for the largest set size, nine faces vs. two 
faces, t(76) = 9.17, p < .001, and four faces, t(76) =  8.32, p < .001, whereas errors did not 
differ between the two smaller set sizes, t(76) = .85, p = .399. Finally, the target presence 
x target emotion interaction was significant, F(2,76) = 11.40, p = .002, ηp2 = .23. More 
errors were made on angry target trials than happy target trials, t(76) = 8.53, p < .001, and 
32 
on non-target trials when searching for angry targets than happy targets, t(76) = 4.63, p < 
.001. This difference was larger for target trials than non-target trials, t(76) = 3.90, p < 
.001. The target emotion x set size interaction approached significance, F(2,76) = 2.97, p 
= .057, ηp2 = .07, ε = .78 (other Fs < 2.21, ps > .117). 
Discussion 
 Experiment 1 replicated the happiness superiority effect reported in Experiment 1 of 
Horstmann et al. (2012) using a search procedure similar to that used by Savage et al. 
(2013). Search for happy faces was faster and more efficient than search for angry faces. 
Although search was faster and more efficient on target trials than non-target trials, there 
was no difference in the emotion detection pattern based on target presence or absence. 
None of the average visual statistics that were calculated appeared to differ in a way that 
may explain search performance. Replicating the happiness superiority effect reported by 
Horstmann et al. in the procedure that yielded an anger superiority effect in Savage et al. 
suggests that differences between the procedures of Horstmann et al. and Savage et al. 
were not critical for causing the discrepant results. Instead, the inconsistent patterns may 
reflect on differences between the stimuli used by Horstmann et al. and Savage et al., 
such as image colour or gender of the posers.  
 Image colour provides extra information, whether related or unrelated to emotion, 
that participants may be able to use to distinguish targets from non-targets. Previous 
evidence suggests that attention can be allocated according to the relative colour of 
targets and distractors (S. I. Becker, Folk, & Remington, 2013). When searching for a 
coloured target, search is slowed to a greater extent by similarly coloured distractors than 
by differently coloured distractors (Ansorge & Horstmann, 2007). Consistent with the 
target-distractor similarity argument advanced by Duncan and Humphreys (1989), if the 
difference in colouring of angry or happy faces relative to neutral is greater for one 
emotion, search performance may be facilitated for that emotion. Using greyscale images 
eliminates the possibility that participants will use colour-based differences to solve the 
search task instead of relying on the emotional content of the expression. 
Experiment 2a investigated the possibility of stimulus colour accounting for 
differences in anger and happiness superiority effect. Experiment 2a involved a replication 
of Experiment 1 using greyscaled versions of the same images. Given that the greyscale 
images used by Savage et al. resulted in an anger superiority effect, a similar pattern was 
predicted here. 
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Experiment 2a 
Method 
Participants 
 Thirty-four students from the University of Queensland participated in return for 
course credit. Thirty-three participants provided complete data sets, 8 participants were 
male (M = 21.71 years, range = 17 - 35 years). 
Apparatus, stimuli and procedure 
 The apparatus, procedure and experimental stimuli were identical to those of 
Experiment 1, except that faces were edited so that they were greyscaled. Scoring and 
response definition were the same as Experiment 1, with outliers accounting for .25% of 
total data in Experiment 2a. 
Results 
Response times 
 Figure 2 suggests that happy target faces were again found faster than angry target 
faces (upper panel) and that on non-target trials participants were faster in the search for 
happy faces than the search for angry faces (lower panel). This was supported by the 
results of a 2 (target presence: present, absent) x 2 (target emotion: angry, happy) x 3 (set 
size: two, four, nine) within-subjects ANOVA. Main effects of target presence, F(1,32) = 
12.86, p = .001, ηp2 = .29, such that search was faster on target present trials than target 
absent trials, target emotion, F(1,32) = 232.23, p < .001, ηp2 = .88, and set size, F(2,64) = 
336.60, p < .001, ηp2 = .91, ε = .57, were evident, as well as the target emotion x set size 
interaction, F(2,64) = 134.711, p < .001, ηp2 = .81, ε = .70. Participant were faster to 
determine the presence or absence of emotional targets during the search for happy faces 
than the search for angry faces at set sizes four, t(64) = 8.44, p < .001, and nine, t(64) = 
10.50, p < .001, but not two, t(64) = 2.29, p = .027. The target presence x set size 
interaction approached significance, F(2,64) = 2.89, p = .082, ηp2 = .08, ε = .71 (other Fs< 
.77, ps > .447).  
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Figure 2. Search times for angry and happy target (upper panel) and non-target (lower 
panel) trials at set sizes two, four, and nine faces in Experiment 2a. Error bars represent 
standard errors. 
Search slopes 
 A 2 (target presence) x 2 (target emotion) within-subjects ANOVA of the search 
slopes revealed a significant main effect of target presence, F(1,32) = 163.45, p < .001, ηp2 
= .84, such that search was more efficient on target present than target absent trials. A 
marginally significant main effect of target emotion was also evident, F(1,32) = 3.61, p = 
.066, ηp2 = .10, reflecting more efficient search for happy faces than angry faces (see 
Table 2). There was no interaction, F(1,32) = .00, p = .966, ηp2 = .00. 
Errors 
 A 2 (target presence) x 2 (target emotion) x 3 (set size) within-subjects ANOVA was 
also used to analyse the errors. Main effects of target presence, F(1,32) = 23.17, p < .001, 
ηp2 = .42, target emotion, F(1,32) = 65.47, p < .001, ηp2 = .67, and set size, F(2,64) = 
61.22, p < .001, ηp2 = .66, ε = .85, were evident. The target presence x target emotion, 
F(1,32) = 23.50, p < .001, ηp2 = .42, and target presence x target emotion x set size 
interactions, F(2,64) = 3.46, p = .044, ηp2 = .10, ε = .88, were both significant. Participants 
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made more errors when searching for angry targets than happy targets on target present 
and target absent trials at all set sizes (ts > 3.95, ps < .001). The difference between errors 
during search for angry and happy faces was larger for target present trials than target 
absent trials at set sizes two, t(33) = 5.42, p < .001, and four, t(33) = 7.17, p < .001, but 
not nine, t(33) = 2.30, p = .028 (pcrit = .003). More errors were also made on target present 
than target absent trials when searching for angry faces (ts > 3.58, ps < .001), but there 
was no difference when searching for happy faces (ts < 1.29, ps > .206). No other 
significant effects emerged, Fs < 1.40, ps > .253. 
Discussion 
The results of Experiments 2a suggest that stimulus colour cannot account for the 
different patterns of results reported by Horstmann et al. (2012) and Savage et al. (2013). 
Faster detection of happy faces than angry faces emerged using greyscale images in 
Experiment 2a. Again, there was no evidence that the average greyscale, CIE, luminance, 
or contrast values could provide an explanation for this finding (see Table 1). The 
happiness superiority effect evident in Experiment 2a was not as clear as in Experiment 1, 
with no significant response time difference between angry and happy target detection at 
the smallest set size, and only a marginally significant difference in the slopes. The 
happiness superiority effect evident in Experiment 1 using colour images was clearer than 
in Experiment 2a using greyscale images, suggesting that the use of colour images may 
facilitate the detection of emotion targets. It does not, however, explain the discrepancy 
between anger and happiness superiority effects. 
 Evidence in the categorisation literature suggests that categorisation of emotional 
expressions depends on the gender of the face. Hugenberg and Sczeny (2006) report a 
significantly larger happy categorisation advantage for female faces than for male faces. It 
is suggested that these differences are due to more positive implicit evaluations of females 
than males facilitating the categorisation of happy expressions on female faces relative to 
male faces. It is therefore possible that a happiness superiority effect emerged in 
Horstmann et al. (2012) because both male and female faces were presented together. 
This may be because firstly, a happiness superiority effect for female faces may be 
masking an anger superiority effect for the male faces, or secondly, that the inclusion of 
female faces may influence the processing of emotion expressed on male faces (Lipp, 
Craig, & Dat, 2015).  
 Experiment 2b investigated the influence of poser gender by running separate tasks 
using only male or female faces. This allows for the investigation of possible differences in 
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search advantages between male and female faces. Horstmann et al. presented both 
males and females in the same task, whereas Savage et al. used only males. As such, we 
predicted that an anger superiority effect would be observed in the search through the 
male faces and a happiness superiority effect would be observed in the search through 
female faces. 
Experiment 2b 
Method 
Participants 
 Twenty-four students (7 male, M = 19.81 years, range = 17 - 28 years) from the 
University of Queensland participated in return for course credit.  
Apparatus, stimuli and procedure 
 The general procedure was similar to that of Experiment 1. Participants completed 
four search tasks, two of which comprised only male faces and two of which comprised 
only female faces. For each gender participants completed two tasks in which they were 
instructed to search for either angry or happy faces. 
 The five posers for each gender (females 1, 2, 3, 7, and 8; males 20, 21, 22, 23, 
and 24), used in Horstmann et al. (2012) were used here, with the addition of another four 
posers for each gender (females 5, 6, 9, and 10; males 25, 28, 34, and 37) to make up the 
nine posers needed for each task. All posers contributed angry, happy, and neutral 
expressions except posers 10 and 34 who contributed only neutral expressions as 
backgrounds. Images were presented in colour, as per the original Horstmann et al. 
experiment. Scoring and response definition were the same as in Experiment 1, with 
outliers accounting for .30% of total data in Experiment 2b.  
Results 
Response times 
Figure 3 shows the mean target (upper panels) and non-target (lower panels) trial 
response times for the male and female face tasks. Participants were faster to respond 
when searching for happy female faces than angry female faces, but there was no 
difference during the tasks using male faces. A 2 (target presence: present, absent) x 2 
(target emotion: angry, happy) x 2 (poser gender: male, female) x 3 (set size: two, four, 
nine) within-subjects ANOVA was conducted, revealing main effects of target presence, 
F(1,23) = 318.06, p < .001, ηp2 = .93, of target emotion, F(1,23) = 15.54, p = .001, ηp2 = 
.40,  and set size, F(2,46) = 444.17, p < .001, ηp2 = .95, ε = .57, Target presence x set 
size, F(2,46) = 126.26, p < .001, ηp2 = .85, ε = .69, target emotion x set size, F(2,46) = 
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7.65, p = .004, ηp2 = .25, ε = .72, and gender x emotion, F(1,23) = 4.58, p = .043, ηp2 = .17, 
interactions were all significant. Participants were faster to determine the presence than 
the absence of targets at set sizes four, t(46) = 9.28, p < .001 , and nine, t(46) = 20.75, p < 
.001, but there was no difference at set size two, t(46) = 2.26, p = .031 (pcrit = .017). 
Participants found happy targets faster than angry targets at set size four, t(46) = 6.30, p < 
.001, and nine, t(46) = 6.68, p < .001, but not two, t(46) = 2.43, p = .021 (pcrit = .017). 
Participants were faster when searching for happy female faces than angry female faces, 
t(23) = 4.12, p < .001, but there was no difference for male faces, t(23) = 1.65, p = .113. 
No other significant effects emerged, Fs < 2.92, ps > .101 
 
Figure 3. Search times for angry and happy target (upper panels) and non-target (lower 
panels) trials in the male tasks (left panels) and female tasks (right panels), at set sizes 
two, four, and nine faces in Experiment 2b. Error bars represent standard errors. 
Search slopes 
 A 2 (target presence) x 2 (poser gender) x 2 (target emotion) ANOVA was used to 
analyse the search slopes, revealing main effects of target presence, F(1,23) = 149.63, p 
< .001, ηp2 =.87, and target emotion, F(1,23) = 5.68, p = .026, ηp2 =.20. Search through 
target present trials was more efficient than search through target absent trials and search 
for happy faces was more efficient than search for angry faces (see Table 2). All other Fs 
< 1.41, ps > .247. 
Errors 
 A 2 (target presence) x 2 (target emotion) x 2 (poser gender) x 3 (set size) within-
subjects ANOVA of the errors revealed main effects of target presence, F(1,23) = 54.22, p 
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< .001, ηp2 = .70, target emotion, F(1,23) = 29.03, p < .001, ηp2 = .56, and set size, F(2,46) 
= 77.65, p < .001, ηp2 = .77, ε = .92. A target presence x poser gender interaction was 
evident, F(1,23) = 10.64, p = .003, ηp2 = .32, participants missed male target faces more 
often than female target faces, t(23) = 2.91, p = .008, but there was no difference between 
male and female target absent trials, t(23) = .86, p = .399. The next largest interactions 
was the target presence x target emotion interaction, F(1,23) = 10.64, p = .091, ηp2 = .12, 
this reflected more errors on angry target present trials than on happy target present trials, 
t(23) = 3.63, p = .001, but no difference between angry and happy target absent trials, , 
t(23) = 1.59, p = .126. No other significant effects emerged, Fs < 2.67, ps > .104. 
Discussion 
 The results of Experiments 2b suggest that poser gender does not fully account for 
the different patterns of results reported by Horstmann et al. (2012) and Savage et al. 
(2013). A happiness superiority effect was apparent for female faces, but not male faces. 
RGB, CIE, luminance, and contrast values did not differ consistently in a way that could 
explain this pattern (see Table 1).  Although there was no significant difference for male 
faces in Experiment 2b, the means trend in the direction of a happiness superiority effect, 
with a 66ms difference between happy and angry faces, clearly not indicative of an anger 
superiority effect. This is inconsistent with various other studies using male faces from the 
NimStim database, which tend to report a search advantage for angry male faces (Savage 
et al., 2013; Savage & Lipp, in press, Williams et al., 2005, Williams & Mattingley, 2006). 
Given that no search advantage for angry faces was evident with male faces, these 
findings suggest that the use of female faces in Experiment 1 and in Horstmann et al. did 
not mask an anger superiority effect for male faces. Analysis of task order effects revealed 
that regardless of the order that tasks were completed in (female first or male first) the 
pattern remained the same, suggesting that the viewing of female faces did not alter 
search performance for male faces. Therefore, although the use of female faces may 
augment the overall happiness superiority effect reported by Horstmann et al., the lack of 
an anger superiority effect using only male faces remains unexplained. 
Experiment 3 aimed to further investigate the differences between the two studies 
and to delineate what determines the differences in results. Two sets of tasks were 
created, one used the same posers as Savage et al. whereas the other used the posers 
from the male task in Experiment 2b (adapted from Horstmann et al.). Only male posers 
were included, as Savage et al. had used male posers only.  It should be noted that five of 
the eight target posers in each task were the same (posers 20, 22, 24, 25, and 37) and 
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that the two tasks differed only in the three remaining target posers (Experiment 3a: 
posers 21, 23, and 28; Experiment 3b: posers 30, 32 and 34) and two non-target posers 
(Experiment 3a: posers 23 and 28; Experiment 3b: posers 30 and 32). It was expected 
that the task using the same posers as Savage et al. would result in an anger superiority 
effect, whereas the task using the male posers from Horstmann et al. would result in a 
happiness superiority effect. 
Experiment 3 
Method 
Participants  
Forty-two students from the University of Queensland participated in return for 
course credit. Results for Experiment 3a and 3b were analysed separately. Forty-one 
participants provided complete data sets for Experiment 3a (16 males, M = 18.92 years, 
range = 17 - 24 years). Forty participants provided complete data sets for Experiment 3b 
(15 males, M = 18.95 years, range = 17 - 24 years). 
Apparatus, stimuli and procedure 
 The general procedure was the same as for the previous experiments. Participants 
in Experiment 3 completed four tasks. Experiment 3a comprised two tasks, fixed target 
searches for angry and for happy faces, using the male posers from Experiment 2b, based 
on the stimuli used in Horstmann et al. (2012), presented in greyscale. 
Experiment 3b also involved two tasks, using the male posers used by Savage et 
al. (2013). The stimuli used in Experiment 3b, as a replication of Savage et al., included 
posers 20, 22, 24, 25, 30, 32, 34, and 37, who contributed neutral (CA_C), happy (HA_C) 
and angry (AN_C) expressions. Poser 21 contributed only a neutral expression. Stimuli for 
both sets of tasks were edited to be greyscale and 187 x 240 pixels in size. Scoring, 
response definition, and analyses were the same as Experiment 1. Outliers accounted for 
.24% of total data in Experiment 3a and .30% in Experiment 3b.  
Experiment 3a Results 
Response times 
 The posers that were used by Horstmann et al. yielded a happiness superiority 
effect, as was also observed in the original study (see Figure 4, upper right panel). A 2 
(target presence: present, absent) x 2 (target emotion: angry, happy) x 3 (set size: two, 
four, nine) ANOVA revealed main effects of target presence, F(1,40) = 210.92, p < .001, 
ηp2 = .84, and set size, F(2,80) = 491.79, p < .001, ηp2 = .93, ε = .63, and a marginally 
significant effect of target emotion, F(1,40) = 4.00, p = .053, ηp2 = .09. There was a 
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significant target presence x set size interaction, F(2,80) = 162.34, p < .001, ηp2 = .80, ε = 
.85, search on target present trials was faster than on target absent trials at all set sizes (ts 
> 3.53, ps < .001). This difference was larger at set sizes nine than four, t(80) = 15.89, p < 
.001, and two, t(80) = 22.77, p < .001, and larger at set sizes four than two, t(80) = 6.88, p 
< .001. The emotion x set size interaction approached significance, F(2,80) = 2.81, p = 
.077, ηp2 = .07, ε = .84, and reflected faster detection of happy than angry faces at set 
sizes two, t(80) = 2.94, p = .005, and four, t(80) = 4.31, p < .001, but not set size nine, 
t(80) = .99, p = .326. No other significant effects emerged, Fs < .375, ps >.665. 
 
Figure 4. Search times for angry and happy target (upper panels) and non-target (lower 
panels) trials at set sizes two, four, and nine faces in Experiment 3a (left panels) and 
Experiment 3b (right panels). Error bars represent standard errors. 
Search slopes 
A 2 (target presence) x 2 (target emotion) ANOVA was used to analyse the search 
slopes (see Table 2 for means), revealing a main effect of target presence, F(1,40) = 
231.80, p < .001, ηp2 = .85 (other Fs < 2.29, ps > .138). 
Errors 
 A 2 (target presence) x 2 (target emotion) x 3 (set size) within-subjects ANOVA of 
the errors revealed main effects of target presence, (1,40) = 27.52, p < .001, ηp2 = .41, 
target emotion, F(1,40) = 21.46, p < .001, ηp2 = .35, and set size, F(2,80) = 60.39, p < 
.001, ηp2 = .60, ε = .69. More errors were made on target present than target absent trials 
and more were made during the search for angry faces than happy faces. Participants 
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made more errors at the set size nine than set sizes four, t(80) = 5.17, p < .001, and two, 
t(80) = 5.85, p < .001, but there was no difference between set sizes four and two, t(80) = 
.68, p = .499. No interactions were significant, Fs < 2.291, ps > .138 
Experiment 3b Results 
Response times 
 The faces from Savage et al. showed the opposite pattern of results, with faster 
detection of angry target faces than happy target faces (means presented in Figure 4, 
upper left panel). Similarly, participants searched through non-target arrays faster in 
search for angry than for happy faces (lower left panel). This was confirmed by a 2 (target 
presence: present, absent) x 2 (target emotion: angry, happy) x 3 (set size: two, four, nine) 
ANOVA which revealed main effects of target presence, F(1,39) = 196.204, p < .001, ηp2 = 
.83, target emotion, F(1,39) = 14.16, p = .001, ηp2 = .27, and set size, F(2,78) = 359.70, p 
< .001, ηp2 = .90, ε = .61. A target presence x set size interaction emerged, F(2,78) = 
104.46, p < .001, ηp2 = .73, ε = .70. Participants were faster to respond to target present 
trials than target absent trials at all set sizes (ts > 3.47, ps < .001). This difference was 
larger at set size nine than four, t(78) = 9.41, p < .001, and two, t(78) = 17.12, p < .001, 
and larger at set size four than two, t(78) = 7.71, p < .001. No other significant interactions 
emerged, Fs < 1.31, ps > .274 
Search slopes 
A 2 (target presence) x 2 (target emotion) ANOVA was used to analyse the search 
slopes (see Table 2 for means), revealing a main effect of target presence, F(1,39) = 
122.57, p < .001, ηp2 = .76 (other Fs < .67, ps > .417). 
Errors 
 A 2 (target presence) x 2 (target emotion) x 3 (set size) within-subjects ANOVA of 
the errors revealed main effects of target presence, (1,39) = 12,84, p < .001, ηp2 = .25, 
target emotion, F(1,39) = 10.49, p = .002, ηp2 = .21, and set size, F(2,78) = 117.99, p < 
.001, ηp2 = .75, ε = .82. Target presence x target emotion, (1,39) = 13.10, p = .001, ηp2 = 
.25, and target emotion x set size, F(2,78) = 5.57, p = .009, ηp2 = .13, ε = .83, interactions 
emerged. On target absent trials, more errors were made during search for happy faces 
than search for angry faces, t(39) = 3.74, p < .001, but there was no difference on target 
present trials, t(39) = .54, p = .592. More errors were made during the search for happy 
faces than the search for angry faces at set size nine, t(78) = 5.33, p < .001, and four, 
t(78) = 2.71, p = .009, but not two, t(78) = 1.08, p = .284. No other interactions were 
significant, Fs < 1.02, ps > .353 
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Additional analyses 
 Given that Experiments 3a and 3b only differed in the use of three posers, an 
additional analysis was conducted on the detection times for these three posers to further 
support the conclusion that these three posers mediate the differing results. New variables 
were created by averaging across set sizes for each of the three unique posers in 
Experiment 3a (posers 21, 23, 28) and 3b (posers 34, 30, 32), and across the three posers 
for each task. This meant that four means were created, one each for the angry and happy 
targets in Experiment 3a and Experiment 3b.  
 A 2 (target emotion: angry, happy) x 2 (Experiment: 3a, 3b) within subjects ANOVA 
revealed a significant emotion x experiment interaction, F(1,38) = 10.15, p = .003, ηp2 = 
.21. After controlling for multiple comparisons (pcrit = .025), the emotion effects for each 
experiment were marginally significant. Happy faces were found faster than angry faces 
for the three posers used in Experiment 3a, t(38) = 2.23, p = .032, whereas angry faces 
were found faster than happy faces for the three posers used in Experiment 3b, t(38) = 
2.27, p = .029. Neither of the main effects of target emotion or experiment were significant, 
both Fs < .29, ps > .595. 
Discussion 
 Opposing patterns of emotion superiority were found between the two sets of tasks. 
In Experiment 3a, using posers employed by Horstmann et al. (2012), an advantage for 
the detection of happy faces emerged. Experiment 3b, using the posers employed by 
Savage et al. (2013), revealed the opposite pattern, a search advantage for angry faces. 
These differences, however, were only apparent in search times, not search slopes. Given 
that anger and happiness detection advantages were observed using faces from the same 
database, our results suggest that finding anger and happiness detection advantages may 
not only reflect on the database from which the faces are drawn, as suggested by Savage 
et al. (2013), but on the specific posers selected from within a particular database. This is 
supported by additional analyses, which revealed trends towards a happiness superiority 
effect for the three unique posers in Experiment 3a, and an anger superiority effect for the 
three unique posers in Experiment 3b. However, the average image statistics calculated 
across the image sets for both experiments provided no explanation for this pattern (see 
Table 1). 
The arousal hypothesis advanced by Lundqvist, Juth and Öhman (2014) may 
provide an alternative explanation for our results.  Lundqvist et al. (2014) propose that 
differences in search performance reflect on differences in stimulus arousal with high 
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arousal targets found faster than lower arousal targets. For faces selected from the 
NimStim face set (Tottenham et al., 2009) the account predicts a search advantage for 
angry faces because angry faces from the NimStim database elicit higher arousal ratings 
than the happy faces. This account is not consistent with other evidence, however. 
Savage et al. (2013) failed to find a correspondence between differences in arousal ratings 
and search performance using NimStim faces. Although angry and exuberantly happy 
faces did not differ in rated arousal, M = 5.06, SD = 0.64, and M = 5.07, SD = 0.52, 
respectively, exuberantly happy faces were found faster than angry faces. Nevertheless, in 
order to assess whether differences in rated arousal may explain the current findings, an 
additional sample of 27 participants rated the face sets used in Experiment 3a and 3b. 
Arousal ratings were analysed using two one-way ANOVAs, which revealed main effects 
of emotion for both face sets (Experiment 3a F(2,25) = 41.11, p < .001, ηp2 = .77; 
Experiment 3b F(2,25) = 44.31, p < .001, ηp2 = .78). Higher arousal ratings were evident 
for angry and happy faces relative to neutral faces (ts > 5.66, ps < .001) for the faces sets 
used in Experiment 3a (angry M = 3.77, SD = 1.24; happy M = 3.78, SD = 1.10; neutral M 
= 2.15, SD = .77) and Experiment 3b (angry M = 3.95, SD = 1.38; happy M = 3.57, SD = 
9.67; neutral M = 2.14, SD = .83), but there was no difference between arousal ratings for 
angry and happy faces for either face set (ts < 1.49, ps > .149). Thus, differences in rated 
arousal do not seem to account for the current pattern of results.  
General Discussion 
 The study aimed to further investigate reports of anger and happiness superiority 
using closed mouth faces drawn from a single database. Across the three experiments 
presented here, both anger and happiness superiority effects emerged reliably depending 
on the particular subset of face stimuli selected. Using a particular set of eight posers from 
the NimStim database (Tottenham et al., 2009), resulted in faster detection of happy than 
angry faces, replicating Horstmann et al. (2012). This search advantage for happy faces 
was robust and shown with mixed gender displays (Experiment 1 and 2a), male only 
displays (Experiments 2b and 3a), and female only displays (Experiment 2b), and with 
faces presented in colour (Experiment 1 and 2b) and greyscale (Experiments 2a and 3a). 
Replicating Savage et al. (2013), the opposite pattern emerged when three of the eight 
posers were replaced with different identities, producing faster detection of angry than 
happy faces in Experiment 3b.  
 Inconsistencies in previous literature make understanding the processes underlying 
visual search for emotional faces difficult. Differences between the methodologies 
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employed across experiments may explain some inconsistent results, along with 
differences regarding the measures reported (e.g., response time vs. search efficiency). 
Previous research has suggested that differences in task set up (e.g., set size, 
homogenous vs. heterogeneous targets/backgrounds) may influence the way participants 
search through faces and, as such, the emotion detection pattern that emerges (Lipp, 
Price, & Tellegen, 2009b). However, the results of Experiment 1 are not consistent with 
this interpretation indicating a happiness superiority effect in a task setup that yielded an 
anger superiority effect previously.  
 The results of Experiment 2b suggest that poser gender does not account for 
differing reports of anger and happiness superiority effects. There was a difference 
between search through male vs. female faces in terms of the presence or absence of a 
significant happiness superiority effect, but there was no suggestion that the use of male 
faces only would result in an anger superiority effect. These findings support prior 
evidence that poser gender influences search for emotional expressions (Williams & 
Mattingley, 2006). Although Williams and Mattingley (2006) report no gender effects in 
response times, they did find that poser gender moderated search efficiencies, such that 
set size effects were absent for the detection of angry male target faces, but were evident 
for the detection of male fearful faces and female angry and fearful faces. In the current 
study however, no interaction between poser gender and emotion was evident in the 
search efficiencies. Given strong arguments that search performance may be heavily 
influenced by the display of teeth (Horstmann et al., 2012), this difference may reflect the 
used of open-mouthed expressions by Williams and Mattingley, and closed-mouth 
expressions in the experiments reported here. Lipp et al. (2009a) however, report faster 
detection of happy female faces than angry female faces, whereas angry male faces were 
detected faster than happy male faces. This finding also seems likely to reflect of stimulus 
differences. Upon visual inspection of the stimuli used, the female happy face sports a big 
toothy grin, making it stand out more from the neutral faces relative to the other emotions. 
Among the male faces set, the angry face appears the most distinctly different. These 
findings are however, consistent with stereotypical expectations regarding male and 
female faces, which may aid detection of emotional deviants. The experiments in Lipp et 
al. involved the presentation of one poser identity in each task, drawn from the Ekman and 
Friesen database (1976) and each display comprised an array of nine faces. Previous 
research in our lab has suggested that in visual search for emotional faces such a task 
design (e.g., one poser identity, one set size) may encourage participants to rely on 
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featural differences such as the particular shape of the mouth or the eye region to 
complete the task (Lipp et al., 2009b). Therefore it is possible that these task differences 
may also influence processing of gender information and the effect it has on search for 
emotional faces. 
Previous reports of happiness superiority in visual search have been attributed to 
teeth displays in the smiles of happy faces (D. V. Becker et al., 2011). Given the use of 
closed-mouth faces in the current study, this explanation does not apply here. Although 
teeth displays have been shown to influence detection of emotional expressions 
(Horstmann et al., 2012), our findings suggest that displays of teeth cannot provide a 
complete explanation for the detection advantage for happy faces. Although the current 
findings could be taken as stronger evidence for an emotional account of faster detection 
of happy faces, the reversal of this pattern when three different posers were used 
suggests that these effects may be highly stimulus-specific. 
 Research has shown that different emotion advantages can be elicited as a function 
of the database from which faces stimuli are selected (Savage et al., 2013). The results of 
Experiment 3 further illuminate the role of stimulus choices.  Aside from three poser 
identities, the tasks were identical across Experiments 3a and 3b. As such, the happiness 
vs. anger superiority observed in Experiments 3a and 3b, indicate that the nature of a 
particular target plays a more important role in determining search performance than 
previously thought. This is further supported by additional analyses of target detection on 
trials in which the six unique faces were presented as targets. On these trials a marginally 
significant happiness superiority effect was apparent for the three poser identities unique 
to Experiment 3a, and a marginally significant anger superiority effect was apparent for the 
three poser identities unique to Experiment 3b. The faces displayed across both 
experiments did not seem to differ substantially on any of the global measures reported 
(e.g., average luminance and greyscale values). However, it is possible that any 
behavioural differences in task performance may be due to smaller, salient parts of an 
image that have minimal impact on the overall image statistics. For example, a bright 
patch within a generally dark image may attract attention. The luminance of this image 
could average out to be the same as a second image with no such attention grabbing 
features. Similarly, specific facial areas, e.g., wide eyes or teeth displays, may differ 
between happy and angry expressions. These may facilitate search, but not be reflected in 
statistics that average across the whole face area. The two faces sets used in Experiments 
3a and 3b may therefore differ on some more localized low-level perceptual characteristics 
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that are not reflected in the measures reported. The apparent dependence on stimulus 
materials suggests that an explanation of the results in terms the effects of emotional 
expressions may be inadequate, and that these findings could be taken as support for 
arguments that search performance relies heavily on low-level perceptual features (Purcell 
et al., 1996; D.V. Becker et al., 2011).  
 The current findings indicate that search performance depends on the stimuli 
chosen, however, at this stage it is unclear which factor causes the observed difference 
across stimulus sets. The current findings suggest that it is unlikely to be due to 
differences in stimulus colour or poser gender. It is unlikely that search performance is 
driven solely by simple low-level features or image statistics. Visual inspection of these 
image statistics suggests similar degrees of variance between targets and backgrounds as 
amongst the background faces, making it unlikely that these variables account for the 
current findings (see Table 1). Given that search advantages were evident on both target 
and non-target trials, and that there were differences in performance on non-target trials 
between Experiment 3a and Experiment 3b, it is unlikely that differences in search 
performance are driven solely by target faces. It is more likely that anger and happiness 
superiority effects are driven by complex interactions between the characteristics of target 
and background images used in a particular task.  
The stimuli and tasks in Experiment 3 were designed such that each poser could be 
presented as the target in one trial, and the background in another (although never as 
target and background on the same trial). This renders it unclear whether the different 
poser identities influence search performance in their role as target faces or as 
background faces. Differences in search times were evident not only between angry and 
happy target trials, but also between non-target trials in the search for angry faces and the 
search for happy faces. Although this difference between the non-target trials during 
search for angry and happy faces was not significant in Experiment 3a, participants in 
Experiment 3b searched non-target trials faster in the search for angry faces than for 
happy faces. The pattern of results on non-target trials differed between Experiments 3a 
and 3b, suggesting that the particular stimulus sets may influence performance not only 
when used as emotional target faces, but also when used as the neutral non-target faces. 
The difference on non-target trials between the angry and happy search tasks in 
Experiment 3b also indicates that distractor-rejection differs as a function of the searched-
for emotional expression and the particular stimulus set employed (e.g., S.I. Becker, et al., 
2011). In order to disentangle the effects of target and background faces, different sets of 
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poser identities could be used for target and background images (see Experiment 4 in the 
supplemental materials). Maintaining constant backgrounds across differing target sets 
would control for the influence of background faces and separate the effect of target faces 
on search performance. 
 The current study aimed to further investigate reports of anger and happiness 
superiority effects in visual search for emotional expressions using closed-mouth faces. 
Given our use of closed-mouth faces, the current findings provide further evidence that 
reports of happiness superiority in visual search may not be entirely due to teeth displays. 
Our results also suggest that each of the face stimuli presented in a search task may bias 
the emotional advantage in favour of either happiness or anger superiority. Careful control 
of face stimuli used is crucial in the investigation of emotion-related search differences. 
However, this is complicated by the difficulty in measuring differences in localized low-level 
perceptual characteristics. The differing emotional search advantages that were mediated 
through the selection of only three different poser identities suggest that caution should be 
exercised when attributing detection advantages to the emotionality of face stimuli. 
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Supplemental Material 
Colour and luminosity power histograms (Experiments 1-3) 
Average RGB, greyscale, colour space, luminance, and Michelson luminance 
contrast values, along with colour histograms (exported using ImageJ, Schneider et al., 
2012), were examined to determine whether these measures could provide an alternative 
explanation for our findings. No consistent differences were found across image sets that 
would suggest an alternative interpretation for the search patterns obtained in each 
experiment. 
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Figure 5. Experiment 1 colour histograms 
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Figure 6. Experiment 2 colour histograms for female models 
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Figure 7. Experiment 2 colour histograms for male models 
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Figure 8. Experiment 1 luminosity power histograms 
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Figure 9. Experiment 2a luminosity power histograms 
 Model& Angry& Happy& Neutral&
M1&
& & &
M2&
& & &
M3&
& & &
M4&
& & &
M5&
& & &
64 
M6&
& & &
M7&
& & &
M8&
& & &
M9& & &
&
 
 
 
  
65 
Figure 10. Experiment 2b luminosity power histograms for female models 
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Figure 11. Experiment 2b luminosity power histograms for male models 
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Figure 12. Experiment 3a luminosity power histograms 
 Model& Angry& Happy& Neutral&
M1&
& & &
M2&
& & &
M3&
& & &
M4&
& & &
M5&
& & &
70 
M6&
& & &
M7&
& & &
M8&
& & &
M9& & &
&
 
  
71 
Figure 13. Experiment 3b luminosity power histograms 
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Experiment 4. 
The previous three experiments do not allow for easy differentiation of the effect of 
each poser in their role as target and background face. Experiment 4 further investigates 
the role of the specific posers chosen by separating the effect of the target faces from the 
effect of the background faces. This was done by maintaining the same target sets as 
used in Experiment 3, but using a separate set of background faces from another 
database so that target and background identities did not overlap. Participants completed 
two tasks, one using the target faces from the Horstmann et al. replication, and one using 
target faces from Savage et al. replication reported in Experiment 3. The extra faces 
drawn from a separate database allowed for the set of non-target face identities to be kept 
constant across the two target face sets.  
Method 
Participants 
 Twenty-nine students from the University of Queensland participated in return for 
course credit. Results for Experiment 4a and 4b were analysed separately. Twenty-eight 
participants each provided complete data sets for Experiment 4a (7 males, M = 21.68 
years, range = 17-40 years) and for Experiment 4b (7 males, M = 21.71 years, range = 17-
40 years). 
Apparatus, stimuli and procedure 
 The general procedure was the same as in Experiment 3. Two separate pools of 
posers were chosen for use as targets in two sets of tasks. The two target face sets used 
in Experiment 3a and Experiment 3b were used in Experiment 4a and Experiment 4b, 
respectively, along with nine additional models that were chosen as neutral background 
stimuli. The nine novel background faces were taken from the Max Planck Institute (MPI) 
Database (Ebner, Riediger, & Lindenberger, 2010; models 008, 013, 025, 057, 062, 123, 
127, 144, and 147). 
Results 
Experiment 4a 
Response times. As can be seen in Figure 14, participants were faster to detect 
the presence of a target than to determine its absence, at least for larger set sizes. A 2 
(target presence: present, absent) x 2 (target emotion: angry, happy) x 3 (set size: two, 
four, nine) within-subjects ANOVA confirmed this. Main effects of target presence, F(1,27) 
= 145.74, p < .001, ηp2 = .84, and set size were evident, F(2,54) = 205.80, p < .001, ηp2 = 
.88, ε = .68, as was a target presence x set size interaction, F(2,54) = 110.77, p < .001, ηp2 
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= .80, ε = .65. Participants responded faster to target trials than non-target trials for arrays 
of four faces, t(54) = 8.43, p < .001, and nine faces, t(54) = 17.86, p < .001, but not of two 
faces, t(54) = .91, p = .367. The main effect of target emotion did not reach significance, 
F(1,27) = 2.01, p = .167, ηp2 = .07 (other Fs < 1.02, ps > .359). 
 
Figure 14. Search times on target present (left panel) and target absent (panel) trials 
during search for angry and happy faces. Error bars represent standard errors. 
 Search slopes. A 2 (target presence: present, absent) x 2 (target emotion; angry, 
happy) within-subjects ANOVA was conducted on the search slopes (see Table 3). A main 
effect of target presence emerged, F(1,27) = 124.99, p < .001, ηp2 = .82, reflecting more 
efficient search on target trials than non-target trials (other Fs< .93, ps > .343). 
Table 3.  
Search slopes for target and non-target trials in the angry and happy search tasks. 
Standard deviations are reported in brackets. 
 Angry Happy 
Target present 39.33 (25.53) 36.05 (16.03) 
Target absent 106.86 (41.02) 99.92 (42.54) 
 
 Errors. Analysis of the errors revealed main effects of target presence, F(1,27) = 
25.28, p < .001, !!! = .48, target emotion, F(1,27) = 17.31, p < .001, ηp2 = .39, and set size, 
F(2,54) = 14.83, p < .001, ηp2 = .35, ε = .86. Participants made more errors on trials with 
arrays of nine faces than two, t(54) = 4.50, p < .001, and four faces, t(54) = 4.25, p < .001, 
but there was no difference between arrays of two and four faces, t(54) = .24, p = .811. 
The target presence x target emotion interaction approached significance, F(1,27) = 3.55, 
p = .071, ηp2 = .12. On target present trials, participants made more errors when searching 
for angry faces than happy faces, t(27) = 3.95, p < .001, but there was no difference on 
target absent trials, t(27) = 2.09, p = .046 (pcrit = .025; other Fs < 2.30, ps > .125). 
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Experiment 4b 
Response times. As can be seen in Figure 15, participants were faster to detect 
the presence of a target than to determine its absence, at least for larger set sizes. A 2 
(target presence: present, absent) 2 (target emotion: angry, happy) x 3 (set size: two, four, 
nine) within-subjects ANOVA confirmed this. Main effects of target presence, F(1,27) = 
181.19, p < .001, ηp2 = .87, and set size were evident, F(2,54) = 239.08, p < .001, ηp2 = 
.90, ε = .57, as was a target presence x set size interaction, F(2,54) = 120.93, p < .001, ηp2 
= .82, ε = .76. Participants responded faster to target trials than non-target trials for arrays 
of four faces, t(54) = 7.94, p < .001, and nine faces, t(54) = 19.99, p < .001, but not two 
faces, t(54) = 1.06, p = .294. The main effect of target emotion approached significance, 
with a trend towards faster detection of happy expressions, F(1,27) = 3.30, p = .080, ηp2 = 
.11 (other Fs < 2.21, ps > .126). 
 
Figure 15. Search times on target present (right panel) and target absent (left panel) trials 
during search for angry and happy faces. Error bars represent standard errors. 
 Search slopes. A 2 (target presence: present, absent) x 2 (target emotion; angry, 
happy) within-subjects ANOVA was conducted on the search slopes (see Table 4). A main 
effect of target presence emerged, F(1,27) = 153.66, p < .001, ηp2 = .85, reflecting more 
efficient search on target trials than non-target trials (other Fs< 2.84, ps > .104). 
Table 4.  
Search slopes for target and non-target trials in the angry and happy search tasks. 
Standard deviations are reported in brackets. 
 Angry Happy 
Target present 32.14 (16.37) 37.00 (17.68) 
Target absent 105.60 (38.94) 99.72 (38.35) 
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Errors. Analysis of the errors revealed main effects of target presence, F(1,27) = 
20.12, p < .001, ηp2 = .43, and set size, F(2,54) = 14.13, p < .001, ηp2 = .34, ε = .78. The 
target presence x set size, F(2,54) = 20.02, p < .001, ηp2 = .43, ε = .82, and target emotion 
x set size, F(2,54) = 5.14, p = .010, ηp2 = .16, ε = .98, interactions were also significant. 
More errors were made on target present than target absent trials for arrays of two faces, 
t(54) = 8.02, p < .001, and four faces, t(54) = 6.12, p < .001, but not nine faces, t(54) = .26, 
p = .796. More errors were also made during the search for angry faces than search for 
happy faces for arrays of two faces, t(54) = 3.58, p = .001, and nine faces, t(54) = 3.96, p 
< .001, but not four faces t(54) = .10, p = .921. The main effect of target emotion 
approached significance, F(1,27) = 3.09, p = .090, ηp2 = .10, (other Fs < 2.02, ps > .151). 
Discussion 
Both experiments showed no effect of emotion on response times or search slopes, 
but more errors were made in search for angry faces than for happy faces for both target 
sets. In Experiment 3, background faces differed between Experiment 3a and Experiment 
3b along with target faces. This meant that any differences across tasks could not be 
attributed solely to characteristics of the target faces. Experiment 4 was designed to keep 
background faces constant across both tasks in order to isolate the effects of target 
detection. Using background faces that differed in identity from the target faces abolished 
the different emotion detection patterns seen in Experiments 3a and 3b and no preferential 
detection of either anger or happiness was evident. This may suggest that search 
performance in Experiments 3a and 3b was not only driven by the characteristics of the 
target faces, but also reflects on the background faces used (Duncan & Humphreys, 
1989).  
Alternatively, the lack of emotion effects may be due to the faster response times 
evident in Experiment 4 relative to Experiment 3, suggesting that the tasks in Experiment 4 
may have been easier. Slower overall response times in Experiment 3 may have allowed 
more time for processing of the emotional expression and hence enabled them to 
influence search time. In Experiment 4, the discrimination of targets from background 
faces may have been so easy that participants were able to complete the task without 
recourse to the emotion information available on the target faces.  
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Chapter 3 
The effect of face inversion on the detection of emotional faces in visual search 
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Abstract 
Past literature has indicated that face inversion either attenuates emotion detection 
advantages in visual search, implying that detection of emotional expressions requires 
holistic face processing, or has no effect, implying that expression detection is feature 
based. Across six experiments that utilised different task designs, ranging from simple 
(single poser, single set size) to complex (multiple posers, multiple set sizes), and stimuli 
drawn from different databases, significant emotion detection advantages were found for 
both upright and inverted faces. Consistent with past research, the nature of the 
expression detection advantage, anger superiority (Experiments 1, 2, and 6) or happiness 
superiority (Experiments 3, 4, and 5), differed across stimulus sets. However both patterns 
were evident for upright and inverted faces. These results indicate that face inversion does 
not interfere with visual search for emotional expressions, and suggest that expression 
detection in visual search may rely on feature-based mechanisms. 
 
 
Key words: emotional expressions, face processing, visual search, face inversion, anger 
superiority effect, happiness superiority effect 
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Human faces display many signals that guide interpersonal communication, such as 
expressions of emotion and intention, rendering them highly important sources of 
information. So important in fact, that claims have been made that the ability to determine 
the emotional state of others quickly may have survival value in the same way as the fast 
detection of threat in one’s immediate environment may be evolutionarily advantageous 
(Hansen & Hansen, 1988; Öhman, Soares, Juth, Lindström, & Esteves, 2012). Interest in 
the processes that may mediate such a speeded detection of emotional expressions in our 
environment has stimulated a plethora of studies using a number of different experimental 
procedures among which visual search features prominently. These studies exploit two 
features of the visual search paradigm, its ability to provide information regarding which 
expressions are processed preferentially relative to others and to indicate the nature of the 
face processing mechanisms used to detect discrepant expressions of emotion.  
Early investigations of expression detection using visual search suggested that 
when presented within crowds of faces, angry faces were detected faster than faces 
displaying other emotions (Hansen & Hansen, 1988). Moreover, Hansen and Hansen 
(1988) reported that angry faces 'pop-out' of crowds, such that they were found equally 
quickly regardless of the number of distractor faces presented. This initial finding however, 
was subsequently attributed to a black patch at the base of one of the angry faces used, 
possibly indicating that search performance was not driven by the expression, but by this 
low-level perceptual confound (Purcell, Stewart, & Skov, 1996). Nevertheless, subsequent 
investigations that do not suffer from such a confound, support the notion that anger is 
detected faster than other emotions, a pattern that has been interpreted as evidence for 
preferential detection of threat related cues in our environment (Fox & Damjanovic, 2006; 
Frischen, Eastwood & Smilek, 2008; Lipp, Price, & Tellegen, 2009; Öhman et al., 2012). 
Recent research, however, has begun to suggest that happiness rather than anger 
is detected preferentially (Juth, Lundqvist, Karlsson, & Öhman, 2005; D. V. Becker, 
Anderson, Mortensen, Neufeld, & Neel, 2011). Explanations for happy face detection 
advantages include attributions to a process similar to the frequency effect seen with 
familiar words, attributions to positive affordances, or to evolutionary selection pressures 
favouring detection of facial displays of happiness (D. V. Becker et al., 2011). In order to 
resolve the inconsistent reports of preferential detection of anger or happiness in visual 
search, D. V. Becker et al. (2011) have put forward a series of recommendations for the 
improvement of visual search methodologies Firstly, D. V. Becker et al. advocate the 
variation of set sizes (number of faces in the array), so that search slopes may be 
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calculated. Search slopes are a measure of search time relative to the number of distractor 
stimuli (background faces) in the display and are used as an index of the efficiency of 
search for a particular target. Secondly, D. V. Becker et al. recommend that neutral, rather 
than emotional background faces be used as this un-confounds effects of target detection 
from differences in search through distractor faces (Horstmann, Scharlau, & Ansorge, 
2006). D. V. Becker et al. also suggest that participants should only be required to search 
for one expression at a time, i.e., search for angry faces, as opposed to searching for any 
discrepant emotion. Finally, D. V. Becker et al. advocate the importance of eliminating low-
level confounds as these can have a profound effect on the pattern of results obtained. 
Although this last recommendation is arguably one of the most important, it is potentially 
the most difficult to implement given that expression-related perceptual confounds, i.e., 
facial features such as exposed teeth or wide-open eyes, that are inherent to the 
emotional expression, may also affect visual search (Frischen et al., 2008). D. V. Becker et 
al. suggest that the effect of low-level perceptual confounds can be reduced through the 
use of heterogeneous background displays, such that each of the neutral distractor faces 
is portrayed by a different individual.  
The question as to whether anger or happiness is detected preferentially is 
complicated further by the ease with which other factors, such as low-level perceptual 
confounds (i.e., Purcell et al., 1996) or expression-related perceptual confounds (i.e., 
Horstmann, Lipp, & S. I. Becker, 2012; D. V. Becker et al., 2011; S. I. Becker, Horstmann, 
& Remington, 2011; Savage et al., 2013) influence search performance. Detailed 
consideration of the manner in which faces and facial expressions are processed may 
suggest that the impact of emotion-related facial features in visual search may be smaller 
than previously thought. There is strong evidence in the face recognition literature 
suggesting that faces are processed holistically, that is, they are perceived and 
represented as a whole, rather than featurally, based on the sum of the individual features 
that make up the face (Tanaka & Farah, 1993). Holistic processing was initially thought to 
include only information about the relative spacing of major facial features, but recent 
research has suggested that it may also include information regarding aspects such as the 
shape, size, or colour of these features (McKone & Yovel, 2009). As a result of holistic 
processing, the individual parts of a face (i.e. eyes, nose, mouth) are more difficult to 
recognise than the face as a whole (Tanaka & Farah, 1993). Holistic face processing is 
evident in a number of different phenomena, such as the face composite and inversion 
effects. The face composite effect describes the finding that the upper and lower halves of 
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two different faces are harder to recognise when presented aligned than when presented 
misaligned (Young, Hellawell, & Hay, 1987). Misaligning the two halves interrupts holistic 
processing of the entire face, making it easier to recognise each half. Similarly, face 
recognition is impaired when faces are inverted (Yin, 1969). Research suggests that 
inversion of faces disrupts holistic processing more than it does featural processing 
because it impairs sensitivity to differences in relative spacing between features more than 
it changes the features themselves (Farah, Tanaka, & Drain, 1995; McKone & Yovel, 
2009). Composite effects and inversion have also been used to investigate the processing 
of emotional expressions, with reports of impaired emotion recognition with aligned 
composite emotional faces (Calder, Young, Keane, & Dean, 2000), and poorer emotion 
recognition when faces are inverted (McKelvie, 1995). These findings suggest that 
emotion recognition is reliant on holistic face processing rather than the detection of critical 
features.  
Several prior studies have utilised face inversion in visual search to determine 
whether faster detection of a particular emotional expression reflects on holistic processing 
or the detection of distinctive visual features, but these investigations have provided 
inconsistent results. Studies using schematic faces have shown that detection advantages 
that emerge with upright faces can either disappear when faces were inverted (Fox et al., 
2000) or remain unaffected (Öhman, Lundqvist, & Esteves, 2001; Lipp et al., 2009). Using 
photographic faces, Fox and Damjanovic (2006) reported that the detection advantage for 
angry faces presented among emotional and neutral backgrounds, which was apparent for 
upright faces, disappeared after face inversion. Given our current understanding of 
inversion and its ability to impair holistic processing, this finding supports the view that 
processing of emotional expressions in visual search is holistic and suggests that faster 
detection of, for instance, anger reflects on the emotional expression as a whole rather 
than on the detection of some low-level perceptual feature. In contrast, Williams, Moss, 
Bradshaw, and Mattingley (2005), Horstmann and Bauland (2006), and Lipp et al. (2009) 
reported detection advantages for emotional targets that survived inversion, a pattern 
consistent with a feature-based account of emotional expression detection in visual 
search. Clarification of these inconsistent findings is important, as it will enhance our 
understanding of the manner in which emotional expressions are processed and, by 
extension, speak to the utility of visual search paradigms in research on the processing of 
emotional faces. Feature-based accounts will find it difficult to explain a reduction of 
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as anger or happiness superiority. 
The current study aimed to resolve the inconsistent findings reported by Fox and 
Damjanovic (2006) and Lipp et al. (2009) using visual search procedures designed in 
reference to the recommendations made by D. V. Becker et al. (2011). The current 
research extends on these two studies particularly as they provide evidence for either 
holistic or feature-based processing of emotional expressions in visual search using rather 
similar experimental procedures that differ only in a number of procedural details. Fox and 
Damjanovic (2006) and Lipp et al. (2009) used tasks that required search for a discrepant 
expression (variable target search), meaning that participants were to search for both 
angry and happy faces simultaneously. The recommendations of D. V. Becker et al. 
(2011) warn against this, however, previous work in our laboratory (Savage et al., 2013) 
investigated the effects of search requirements on performance directly and found no 
significant differences between fixed (search for angry/happy expression in different task 
blocks) and variable (search for a different expression) target searches. Thus, the task 
requirements as used by Fox and Damjanovic and Lipp et al. were retained. 
Lipp et al. (2009) and Fox and Damjanovic (2006) both drew their stimuli from the 
Ekman and Friesen Pictures of Facial Affect database (Ekman & Friesen, 1976) and both 
used a single model in each trial, such that target and background expressions were 
posed by the same person. Fox and Damjanovic (2006) varied models across trials 
whereas Lipp et al. varied models across experiments. This procedure is not consistent 
with the recommendations of D. V. Becker et al. (2011) that background faces should not 
be homogenous and hence, was not retained in the design of Experiments 1 and 2, which 
used nine different models. 
The studies by Lipp et al. (2009) and Fox and Damjanovic (2006) differ in a number 
of ways including the array sizes, presentation times, and trial types used. Fox and 
Damjanovic used search arrays of four faces only, whereas Lipp et al. used arrays of nine 
faces. This is again inconsistent with the recommendations of D. V. Becker et al. (2011) as 
neither study varied set size. Presentation times for these arrays were shorter in Fox and 
Damjanovic (800ms) than in Lipp et al. (until the participant made a response). Lipp et al. 
presented four different target expressions (anger, happiness, fear, and sadness) among 
neutral backgrounds whereas non-target trials consisted only of neutral faces. In contrast, 
Fox and Damjanovic presented angry and happy target faces among angry, happy and 
neutral backgrounds, along with non-target trials of all neutral, angry or happy faces. 
Consistent with D. V. Becker et al. neutral expressions were used as backgrounds in 
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Experiments 1 and 2.  
Fox and Damjanovic (2006) and Lipp et al. (2009) presented search arrays of 
different sizes, which may explain the contradictory results reported. Thus, array size was 
varied between tasks in Experiment 1 and within task in Experiment 2 to assess the 
effects of this task characteristic. In Experiment 1, participants were asked to complete 
four search tasks. Two tasks utilised search arrays of two and four faces, whereas the 
second two utilised arrays of four and nine faces. Each of these two tasks was presented 
once with upright faces, and once with inverted faces. Using only four face arrays, Fox and 
Damjanovic found that preferential detection of angry faces disappeared with inversion, 
whereas Lipp et al., using arrays of nine faces, found that inversion did not attenuate the 
differential detection of emotional expressions. Given this inconsistency, it was predicted 
that when small array sizes were used (two and four faces) faster detection of angry faces 
would be apparent in the upright, but not inverted tasks, but when larger array sizes were 
used (four and nine faces) faster detection of angry faces would be evident among both 
upright and inverted faces. 
Experiment 1 
Method 
Participants 
Forty-five undergraduate psychology students from the University of Queensland 
participated in this study in return for course credit. Data from nine participants were 
excluded from analysis due to excessive errors (>25% errors across the four tasks). Of the 
36 participants remaining, 25 were female (M=20.61 years, range=17 to 51 years). 
Apparatus and materials 
The experimental tasks were displayed on 17-inch CRT monitors, with a resolution 
of 1024 x 768 pixels and a refresh rate of 85 Hz. Participants responded using the left and 
right shift keys of the computer keyboard. DMDX (Forster & Forster, 2003) was used to 
present the experimental stimuli and record response times. 
The experimental stimuli consisted of 25 photographic images of male Caucasian 
faces, obtained from the NimStim database (Tottenham et al., 2009). The set included 
nine neutral faces, eight happy and eight angry faces (models 20, 22, 24, 25, 30, 32, 34, 
37 in poses CA, AN_O, and HA_O, and model 21 in pose CA). The images were edited so 
that they were grayscale and 187 x 240 pixels in size. The images were presented upright 
or inverted in the respective task conditions. 
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Procedure 
Participants were tested in a computer lab with six computers and each provided 
informed consent before the experiment began. Instructions were displayed onscreen 
before the commencement of each task. The experiment consisted of four tasks, two 
search tasks using upright faces and two using inverted faces. For each orientation, one 
task used arrays of two and four pictures and the other used arrays of four and nine. 
Participants were instructed to determine whether all the faces presented expressed the 
same emotion or if a different expression was present. The right shift key was used for 
target responses and was labelled ‘different’; the left shift key was used for non-target trial 
responses and was labelled ‘same.’  
Target trials consisted of one target emotional face (angry or happy) presented 
among 1, 3 or 8 neutral faces. Non-target trials comprised only neutral faces. The faces 
were presented on the screen in a 3 x 3 grid on a white background, with targets never 
presented in the centre position. On nine picture trials, each grid position was occupied by 
a face. On four picture trials, faces were displayed either in each of the four corners of the 
grid (positions 1, 3, 7, and 9) or in the middle of each side (positions 2, 4, 6, and 8). On 
two picture trials, the faces appeared in either opposite corners or mid points (positions 1 
and 9; 2 and 8; 3 and 7; 4 and 6). Positions that were not occupied by a face remained 
white. 
Each task consisted of 192 trials, broken down into 3 blocks of trials presented 
consecutively without interruption. In each of these blocks, the same 64 trials were 
presented in a different, pseudo-random sequence. Randomisation was constrained such 
that no more than three consecutive trials were presented of the same array size or 
requiring the same target/non-target response. Different pseudo-random trial sequences 
were created for the tasks with arrays of two and four and for the tasks with arrays four 
and nine, but the same trial sequences were used across the inverted and upright tasks, 
such that the only difference between the upright and inverted tasks was the orientation of 
the faces presented.  
The 64 trials in each block comprised 32 target trials, including 8 trials for each 
target emotion (happy and angry) at each array size (i.e., two and four or four and nine). 
These were matched with 16 non-target trials for each array size. This resulted in each 
individual poser being presented once as the target for each emotion and set size during 
each block. Participants completed a practice task of 10 trials before each task and the 
presentation order of the tasks was counterbalanced. 
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At the beginning of each trial a black fixation cross was presented in the middle of 
the screen for 500 ms. The search array was then presented for 3,000 ms or until the 
participant made a response. An intertrial interval of 500 ms was used. 
Scoring, response definition and statistical analysis 
Prior to analysis, errors were defined as incorrect responses or failure to respond 
within 3,000 ms of the onset of the stimulus. Outliers, defined as response times deviating 
by more than ±3 SDs from an individual’s mean or any response time less than 100 ms, 
were also classified as errors. Follow-up analyses of significant interactions were 
performed with two-tailed t-tests using Greenhouse-Geisser mean square error values. A 
Bonferroni adjustment was used to maintain an α level of .05 for post-hoc comparisons. 
Preliminary analyses including task order as a factor revealed no between-subjects effect 
of task order and no interaction between task order, inversion and emotion. As such, data 
were collapsed across this factor. 
Results 
Target Trials 
As can be seen in Figure 1, angry faces were found faster than happy faces both 
when faces were upright and inverted, although the effect was larger for upright faces. 
Angry faces were also found faster than happy faces in both the task with arrays of two 
and four, and of four and nine faces. A 2 (orientation: inverted vs. upright) x 2 (task: array 
sizes 2 & 4 vs. 4 & 9) x 2 (target emotion: angry vs. happy) x 2 (array size: small vs. large) 
within-subjects ANOVA was conducted. The hypothesis predicted an orientation x task x 
target emotion interaction; this interaction however, was non-significant, F(1,35)=2.42, 
p=.129,ηp2 =.07. Instead, an orientation x target emotion interaction emerged, 
F(1,35)=4.41, p=.043, ηp2 =.11, such that angry targets were found faster than happy 
targets, both among upright, t(35)=7.60, p < .001, d = .99, and inverted faces, t(35)= 4.59, 
p < .001, d = .85. This effect was, however, larger among upright than inverted faces 
t(35)=2.97, p=.005, d = .27. Additionally, there were main effects of task, F(1,35)=16.03, p 
=< .001, ηp2 =.31, target emotion, F(1,35)=41.02, p < .001, ηp2 =.54, and size 
F(1,35)=252.77, p < .001, ηp2 =.88. Task x target emotion, F(1,35)=7.28, p=.011, ηp2 =.17, 
and target emotion x size interactions, F(1,35)=6.30, p=.017, ηp2 =.15, were also apparent, 
along with a marginally significant orientation x size interaction, F(1,35)=4.01, p=.053, ηp2 
=.10. Participants were faster to detect angry than happy faces in both the task with arrays 
two and four, t(35)=7.29, p < .001, d =.75, and four and nine faces, t(35)=11.11, p < .001, 
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d = 1.17, but this difference was larger for the task with arrays of four and nine, t(35)=3.81, 
p < .001, d = .45. For both tasks, faster detection of angry than happy faces was evident in 
the smaller, t(35)=8.53, p < .001, d =.83, and the larger arrays, t(35)=12.08, p < .001, d 
=1.11, with a bigger difference for the larger arrays, t(35)=3.55, p < .001, d = .42. The 
marginal orientation x size interaction reflected faster target detection in the smaller arrays 
than the larger arrays both for upright, t(35)=14.83, p < .001, d =2.00, and inverted faces, 
t(35)=12.00, p < .001, d =2.07, a difference that was larger for inverted faces, t(35)=2.83, p 
< .008, d = .33. All other Fs < 1.26, ps > .270. 
 
Figure 1. Target detection times for small and large arrays during the tasks with set sizes 
of two and four, and four and nine. Detection times for the upright tasks are displayed in 
the upper panel, and detection times for the inverted tasks in the lower panel. Error bars 
represent standard errors. 
Error means can be seen in Table 1. Happy targets were missed more often than 
angry targets and more errors were made in the task with arrays of four and nine faces 
than the task with arrays of two and four faces. Errors were subjected to the same analysis 
as response times, revealing main effects of size, F(1,35)=17.27, p=.001, ηp2 =.33, task, 
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F(1,35)=4.70, p=.037, ηp2 =.12, and target emotion, F(1,35)=48.185, p < .001, ηp2 =.58. An 
interaction between target emotion x size emerged, F(1,35)=5.20, p=.029, ηp2 =.13, with 
more happy than angry targets missed for small, t(35)=8.94, p < .001, d = .85, and large 
arrays, t(35)=12.16, p < .001, d = 1.27. This difference was bigger for the large arrays, 
t(35)=3.22, p = .003, d = .38. The orientation x task x size interaction approached 
significance, F(1,35)=3.71, p=.062, ηp2 =.10, as did the orientation x task x target emotion 
x size interaction, F(1,35)=3.41, p=.073, ηp2 =.09. No other interactions involving target 
emotion or orientation approached significance. All other Fs < 2.77, ps > .105. Error 
analyses provided no evidence of a speed-accuracy trade off. 
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Table 1. 
Target and non-target trial error data for Experiments 1 and 2 as a function of target emotion, set size, and orientation 
  Upright Inverted 
 Trial type 2 4 4 9 2 4 4 9 
Experiment 1 
Angry 
7.06  
(11.52) 
7.17  
(8.42) 
6.13  
(7.81) 
7.52  
(10.57) 
5.67 
(6.77) 
7.78  
(7.17) 
7.98  
(8.98) 
10.88  
(12.98) 
Happy 
13.19  
(11.11) 
13.07  
(12.99) 
12.96  
(11.94) 
18.29  
(15.82) 
9.37  
(10.70) 
15.39  
(12.15) 
14.12  
(13.37) 
17.71  
(14.58) 
Non-Target 
10.65 
(18.31) 
15.34 
(24.09) 
4.62 
 (6.97) 
8.91 
 (8.57) 
5.50  
(6.44) 
7.81 
 (7.46) 
6.07 
 (6.85) 
10.13 
(7.78) 
 Trial Type 2 4 9 2 4 9 
Experiment 2 
Angry 
5.63  
(6.22) 
8.13  
(7.90) 
12.92  
(10.24) 
7.92  
(7.32) 
9.79 
(8.15) 
10.21  
(9.91) 
Happy 
11.46 
(9.72) 
16.25  
(10.06) 
23.13  
(13.84) 
11.04  
(7.09) 
17.29  
(11.57) 
21.46  
(12.25) 
Non-Target 
5.31  
(5.64) 
4.06 
(5.98) 
9.27  
(8.70) 
3.85  
(4.08) 
6.35 
(6.94) 
11.25 
(6.54) 
Note. Values presented are the mean error percentage in each condition. Numbers in parentheses denote one standard deviation. 
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Non-target trials 
Non-target trial response times appeared to be longer when searching inverted 
faces than upright faces, longer in the task with arrays of four and nine faces than the task 
with arrays of two and four, and longer for trials with larger arrays than those with smaller 
arrays (see Figure 2). This was supported by a 2 (orientation: upright vs. inverted) x 2 
(task: array sizes 2 & 4 vs. 4 & 9) x 2 (size: small vs. large) within-subjects ANOVA, 
revealing main effects for task, F(1,35)=52.04, p < .001, ηp2 =.60, size, F(1,35)=216.80, p 
< .001, ηp2 =.86, and a task x size interaction, F(1,35) =14.48, p < .001, ηp2 =.30. 
Response times were faster for the trials with arrays of two faces than four faces in the 
small array size task, t(35) =13.64, p < .001, d = 2.73. Response times were also faster for 
arrays of four than nine faces in the large array size task, t(35) =19.02, p < .001, d = 1.91. 
The difference between the small and large arrays was greater for the task with arrays of 
four and nine than the task with arrays of two and four, t(35)=5.38, p < .001, d = .63. All 
other Fs < 2.34, ps > .135. 
 
Figure 2. Non-target trial response times for small and large arrays during the tasks with 
arrays of two and four, and four and nine. Error bars represent standard errors. 
Fewer errors were made when searching small arrays than large arrays (see Table 
1), main effect of size, F(1,35)=33.60, p < .001, ηp2 =.50. A significant orientation x task 
interaction also emerged, F(1,35)=4.58, p=.039, ηp2 =.12. Participants made more errors in 
the task with arrays of two and four faces than the task with arrays of four and nine faces 
when faces were upright, t(35) =2.46, p=.019, d = .29, but not inverted, t(35) =.57, p=.572, 
d = .19. All other Fs < 1.64, ps < .209. Error analyses provided no evidence of a speed-
accuracy trade off. 
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Discussion 
Analysis of Experiment 1 revealed faster detection of angry than happy faces 
regardless of inversion, although this difference was larger for upright than inverted faces. 
No difference in the overall pattern of results was found between the task with arrays of 
two and four faces, and the task with arrays of four and nine faces. This suggests that 
differences in set size cannot account for the different findings reported by Fox and 
Damjanovic (2006) and Lipp et al. (2009). The detection advantage for angry faces seen 
here is consistent with prior reports (Fox & Damjanovic, 2006; Frischen et al., 2008; Lipp 
et al., 2009; Savage et al. 2013). Given that the anger detection advantage was larger for 
upright than inverted faces, the current results appear to support the findings of Fox and 
Damjanovic (2006) who also reported a significant effect of inversion. Fox and 
Damjanovic, however, report no effect of emotion for inverted faces, whereas an emotion 
advantage emerged even when faces were inverted in the present study. This could be an 
indication that processing of emotional expressions relies on a combination of holistic and 
featural processing, or may be a reflection of the limited ability of inversion to impair 
holistic processing.  
Experiment 2 aimed to further investigate the effect of inversion on emotion 
detection found in Experiment 1. In Experiment 1 the variation of array sizes between 
tasks did not change the pattern of emotion detection. Given that the use of only two array 
sizes per task in Experiment 1 limits the assessment of search efficiencies, Experiment 2 
included three different array sizes within a single task. Participants completed two search 
tasks, one with upright, and one with inverted faces, with both tasks including face arrays 
with set sizes of two, four, and nine.  
Experiment 2 
Method 
Participants 
Thirty-two participants completed the experiment; data from two participants were 
excluded due to high error rates (>25% total errors across all task). Of the 30 participants 
remaining, 25 were female and the mean age was 18.20 years (range=16 years - 24 
years).  
Apparatus, materials and procedure 
Experiment 2 used the same experimental stimuli and general procedure as did 
Experiment 1. The experiment consisted of two tasks; one using upright faces and the 
other using inverted faces. Target trials consisted of one target emotional face (angry or 
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happy) presented among 1, 3 or 8 neutral faces. Non-target trials comprised all neutral 
faces. The faces were presented on the screen in a 3 x 3 grid, with no targets appearing in 
the centre position of the grid. Positions that were not occupied by a target or non-target 
face remained white. 
Each task consisted of 192 trials, broken down into 2 blocks of trials presented 
consecutively without interruption. In each of these blocks, the same 96 trials were 
presented in a different, pseudo-random sequence with the same randomisation 
constraints as in Experiment 1. The same trial sequences were used across the inverted 
and upright tasks, such that the only difference between tasks was the orientation of the 
faces presented. The 96 trials in each block comprised 48 target trials, including 8 trials for 
each target emotion (happy and angry) at each array size (two, four and nine). These were 
matched with 16 non-target trials for each array size. The order of presentation of the 
tasks was counterbalanced. 
At the beginning of each trial a black fixation cross was presented in the middle of 
the screen for 500 ms. The stimuli were then presented for 2,000 ms or until the participant 
made a response. An intertrial interval of 500 ms was used. Scoring, response definition 
and analysis were the same as for Experiment 1. Preliminary analyses of response times, 
errors and slope data revealed no between-subjects effect of task order and no interaction 
between task order, inversion and emotion.  
Results 
Target trials 
Angry faces were found faster than happy faces when presented both upright and 
inverted (see Figure 3). A 2 (orientation: upright vs. inverted) x 2 (target emotion: angry vs. 
happy) x 3 (size: 2, 4, and 9 face arrays) within-subjects ANOVA was conducted, revealing 
main effects of target emotion, F(1,29)=109.24, p<.001, ηp2 = .79, and size, 
F(2,58)=140.14, p < .001, ηp2 = .83, but no orientation x target emotion interaction, 
F(1,29)=.81, p=.375, ηp2 = .03. Participants responded faster on trials with set size two 
than four, t(58)=7.74, p < .001, d = 1.76, and nine, t(58)=14.74, p < .001, d = 2.47, and 
faster on trials with set size four than nine, t(58)=7.00, p < .001, d = 1.81. Other Fs < 2.33, 
ps > .110. A 2 (task) x 2 (target emotion) within-subjects ANOVA analysis of the search 
slopes produced no significant results, Fs < 1.64, ps >.211, (Upright angry targets: 
Mean=31.59 ms/item, SD=16.69; Upright happy targets: Mean=42.16 ms/item, SD=17.67; 
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Inverted angry targets: Mean=34.55 ms/item, SD=20.08; Inverted happy targets: 
Mean=37.76 ms/item, SD=25.52). 
 
Figure 3. Target detection times for angry and happy targets in arrays of two, four, and 
nine faces presented upright or inverted. Error bars represent standard errors. 
As suggested by the error means (see Table 1), Happy targets were missed more 
often than angry targets. The analysis of the errors revealed main effects of target 
emotion, F(1,29)=59.69, p<.001, ηp2 = .67, and of size, F(2,58)=21.92, p < .001, ηp2 = .43, 
and a target emotion x size interaction, F(2,58)=4.12, p = .021, ηp2 = .12. Happy targets 
were missed more often than angry targets at all set sizes (all ts >2.81, ps < .007, ds > 
.65). The interaction reflected a larger difference at set size nine than set size two, t(58) = 
3.93, p < .001 , d = .60. After controlling for multiple comparisons there were no 
differences between the size of the difference at set size two and four, t(58) = 2.09, p 
=.041, d =.28, or four and nine, t(58) = 1.83, p =.73, d = .22 (pcrit = .008). Error analyses 
provided no evidence of a speed-accuracy trade off. 
Non-target trials  
Mean reaction time from non-target trials can be seen in Figure 4. Participants 
searched through smaller arrays faster than larger arrays. A 2 (orientation) x 3 (size) 
within-subjects ANOVA revealed a main effect of size, F(2,58)=223.53, p < .001,ηp2 = .86. 
Response times were faster to arrays of two than four, t(58)=8.35, p < .001, d = 1.02, and 
nine faces, t(58)=16.96, p < .001, d =3.00, and faster to arrays of four than nine, 
t(58)=8.61, p < .001, d = 2.04. Other Fs < 2.28, p > .127. Search slopes for the non-target 
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trials (Upright M=70.36 ms/item, SD=24.62; Inverted M=65.70 ms/item, SD=29.56) were 
not significantly different, t(29)=.99, p=.332, d = .18.  
 
Figure 4. Non-target trial response times for upright and inverted faces for arrays of two, 
four, and nine faces. Error bars represent standard errors. 
More errors were made at the largest set size than the smaller set sizes (see Table 
1). A main effect of size, F(2,58)=17.63, p < .001, ηp2 = .38, and an orientation x size 
interaction, F(2,58)=3.92, p = .291, ηp2 = .12, were evident. There were no significant 
differences between the number of errors made on upright or inverted non-target trials at 
set sizes two, four, or nine (ts < 2.08, ps > .042, ds > .40; pcrit = .005). For both upright and 
inverted faces, more errors were made at set size nine than two and nine than four (all ts > 
3.59, ps < .001, ds > .50), with no difference between set sizes two and four (Upright, t(59) 
= 1.13, p = .264, d = .20; Inverted, t(59) = 2.69, p = .010, d = .38; pcrit = .005). There was 
no main effect of orientation F(1,29)=1.59, p = .217,!!!= .05. Error analyses provided no 
evidence of a speed-accuracy trade off. 
Discussion 
Experiment 2 aimed to clarify the finding of an attenuated emotion advantage for 
search through inverted faces that was seen in Experiment 1. However, the effect of 
orientation on expression detection evident in Experiment 1 did not emerge in Experiment 
2. Rather, detection of angry faces was faster than detection of happy faces when 
presented upright and inverted. These findings are consistent with those of Lipp et al. 
(2009), who also report no effect of face inversion, but inconsistent with those reported by 
Fox and Damjanovic (2006), who found that inversion abolished the preferential detection 
of angry expressions. To ensure that the preferential detection of anger among inverted 
faces in Experiments 1 and 2 were not the result of some to be specified laboratory or set-
up related differences across studies, Experiment 3 was designed as a direct replication of 
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the procedure used by Fox and Damjanovic in their Experiment 1. Participants completed 
two tasks, one with upright faces, and one with inverted faces, in which they searched for 
emotional targets among neutral, angry or happy background faces. 
Experiment 3 
Method 
Participants 
Thirty-five students from the University of Queensland participated in this 
experiment in return for course credit. Data from nine participants were excluded from the 
analysis due to excessive errors (more than 25%). Of the 26 remaining, 17 were female 
(M = 21.37 years, range = 17 - 35 years). 
Apparatus and materials 
Experiment 3 was completed in the same laboratory as Experiment 1. Faces were 
obtained from the Ekman and Friesen Pictures of Facial Affect database (Ekman & 
Friesen, 1976). Three individual models were used, MO, PE, and WF, each portraying 
angry (MO2-13, PE2-21, WF3-1), happy (MO1-4, PE2-12, WF2-12) and neutral (MO1-5, 
PE2-4, WF2-5) expressions.1 The images were edited such that they measured 160 x 240 
pixels in size. These faces were then inverted for use in the inverted face task. 
Procedure 
The general procedure was similar to that of Experiment 1 however, consistent with 
Fox and Damjanovic (2006) four pictures of the same person were presented on each trial. 
Participants completed two tasks, one with upright faces, and one with inverted faces, in 
which they were asked to determine whether all faces presented in each trial expressed 
the same emotion, or whether a different expression was present. Each task consisted of 
288 trials during which arrays of four faces were presented. These included 144 non-target 
trials, in which all four faces in the array displayed the same emotion (i.e., angry, happy, or 
neutral; 48 each), and 144 target trials, in which one face displayed a different emotion to 
the other three in the array. Target trials were either angry target among happy 
backgrounds; angry target among neutral backgrounds; happy target among angry 
backgrounds; and happy target among neutral backgrounds. The stimulus displays were 
arranged such that one face appeared above, one below, and one to either side of fixation. 
No more than three consecutive trials with the same target emotion, background emotion, 
or target identity were presented. At the beginning of each trial a black fixation cross was 
                                                
1 We thank Drs Fox and Damjanovic for providing us with information as to the posers used in their study.  
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presented in the middle of the screen for 500ms. The stimuli were then presented for 800 
ms and an intertrial interval of 2,000 ms was used. Scoring, response definition and 
statistical analysis were similar to that of Experiment 1, except that failure to respond 
within 2000 ms of stimulus onset was considered an error. 
Results 
Target trials 
The response times presented in Figure 5 suggest that upright targets were 
detected faster than inverted targets and that happy target faces were found faster than 
angry target faces when presented among neutral backgrounds, but not among emotional 
backgrounds. A 2 (orientation: upright vs. inverted) x 2 (target emotion: angry vs. happy) x 
2 (background: neutral vs. emotional) within-subjects ANOVA was conducted. Main effects 
of orientation, F(1,25) =5.98, p = .022, ηp2 = .19, target emotion, F(1,25) = 110.00, p < 
.001, ηp2 = .82, and background, F(1,25) = 66.75, p < .001, ηp2 = .73, were evident. No 
orientation x target emotion interaction emerged, F(1,25) =1.21, p = .282, ηp2 = .05, but a 
target emotion x background interaction was found, F(1,25) = 105.27, p < .001, ηp2 = .81, 
such that happy faces were found faster than angry faces among neutral backgrounds, 
t(25) = 15.89, p <.001, d = 2.39, but not among emotional backgrounds, t(25) = 1.38, p = 
.180, d = .28. All other Fs < .75, ps > .395. 
 
Figure 5. Target detection times for upright and inverted angry and happy targets among 
neutral and emotional background faces. Error bars represent standard errors. 
Table 2) revealed main effects of orientation, F(1,25) = 49.61, p < .001, ηp2 = .67, 
target emotion, F(1,25) = 191.28, p < .001, ηp2 = .88, and background, F(1,25) = 197.87, p 
< .001, ηp2 = .89. The orientation x target emotion x background interaction was 
significant, F(1,25) = 26.18, p < .001, ηp2 = .51. Angry targets were missed more often 
than happy targets when presented among neutral backgrounds for both the upright, t(25) 
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= 18.61, p < .001, d = 2.29, and inverted tasks, t(25) = 27.97, p < .001, d = 2.60, but only 
for the upright task when presented among emotional backgrounds, t(25) = 3.41, p = .002, 
d = .62 (inverted task, t(25) = 2.54, p = .018, d = .49; pcrit = .013) . All other interactions 
were also significant; orientation x target emotion, F(1,25) = 14.45, p = .001, ηp2 = .37, 
orientation x background, F(1,25) = 11.93, p = .002, ηp2 = .32, target emotion x 
background, F(1,25) = 194.03, p < .001, ηp2 = .89). Error analyses provided no evidence of 
a speed-accuracy trade off. 
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Table 2. 
Target and non-target trial error data for Experiments 3 – 6 as a function trial type and 
orientation. 
   Target Trials Non-Target Trials 
   Upright Inverted Upright Inverted 
Experiment 
3 
Angry 
NB 40.49 (15.68) 61.11 (19.58) 
14.02 (6.58) 16.27 (8.86) 
EB 16.24 (9.28) 19.66 (10.06) 
Happy 
NB 8.44 (3.97) 12.93 (6.33) 
6.89 (6.48) 14.34 (6.77) 
EB 10.36 (1.80) 15.28 (7.79) 
Neutral    7.77 (7.74) 9.94 (7.41) 
Experiment 
4 
Angry 
NB 22.04 (8.84) 34.81 (16.03) 
9.44 (5.46) 12.71 (7.80) 
EB 9.07 (4.67) 12.04 (6.78) 
Happy 
NB 7.04 (4.88) 9.01 (7.53) 
7.57 (5.80) 9.17 (6.37) 
EB 8.52 (5.04) 9.35 (5.18) 
Neutral    7.22 (5.12) 11.81 (8.78) 
Experiment 
5 
Angry  6.68 (8.28) 10.82 (12.76) 
  
Fearful  9.51 (8.83) 14.09 (12.61) 
Sad  13.87 (11.94) 20.26 (21.43) 
Happy  3.12 (5.04) 4.94 (6.27) 
Neutral    2.47 (2.44) 4.25 (2.99) 
Experiment 
6 
Angry  7.08 (9.09) 7.41 (13.05)   
Fearful  6.21 (10.06) 8.06 (10.96)   
Sad  7.30 (8.28) 10.13 (10.65)   
Happy  13.40 (10.31) 18.85 (14.66)   
Neutral    3.38 (3.49) 4.68 (4.93) 
 
Note. Values presented are the mean error percentage in each condition. Numbers in 
parentheses denote one standard deviation. NB = Neutral Background. EB = Emotional 
Background. 
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Non-target trials 
Response times were faster for upright than inverted faces on non-target trials and 
slower for trials with all angry faces than happy or neutral faces (see Figure 6). A 2 
(orientation; upright vs. inverted) x 3 (background; angry vs. happy vs. neutral) within-
subjects ANOVA revealed main effects of orientation, F(1,25) = 4.79, p = .038, ηp2 = .16, 
and background, F(2,50) = 12.50, p < .001, ηp2 = .32. An orientation x background 
interaction was also apparent, F(2,50) = 5.61, p = .001, ηp2 = .18. For upright faces, 
response times were slower for angry than happy, t(50) = 6.05, p < .001, d = 1.02, and 
neutral backgrounds, t(50) = 2.84, p = .007, d = .66, and slower for neutral than happy 
backgrounds t(50) = 3.21, p = .003, d = .56. There were no significant differences across 
backgrounds for inverted faces (all ts < 2.41, ps > .020, ds < .45; pcrit = .008). 
 
Figure 6. Non-target trial response times for upright and inverted trials containing all 
neutral, angry, or happy faces. Error bars represent standard errors. 
More errors were made during the inverted face task than the upright task, and 
more on angry non-target trials than neutral and happy non-target trials (see Table 2). 
Analysis of errors revealed main effects of orientation, F(1,25) = 17.21, p < .001, ηp2 = .41, 
and background, F(2,50) = 8.48, p = .001, ηp2 = .25, and an orientation x background 
interaction, F(2,50) = 4.65, p = .018, ηp2 = .16. For inverted faces, more errors were made 
to angry non-target trials than neutral non-target trials, t(50) = 4.23, p < .001, d = .64. For 
upright faces, more errors were made to angry non-target trials than neutral, t(50) = 4.18, 
p < .001, d = .64, and happy non-target trials, t(50) = 4.77, p < .001, d = .78. After 
controlling for multiple comparisons, no other significant differences were found (all ts < 
2.95, ps > .013, ds < .36; pcrit = .008). Error analyses provided no evidence of a speed-
accuracy trade off. 
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Discussion 
Contrary to the results of Experiments 1 and 2 and those reported by Lipp et al. 
(2009) and Fox and Damjanovic (2006), happy target faces were found faster than angry 
target faces, although only when presented among neutral background faces. No 
significant difference was found between expressions when presented among emotional 
background faces. Most important in the present context, the same pattern of results 
emerged for upright and inverted faces. Although inconsistent with Fox and Damjanovic 
(2006), the emergence of a happy face advantage in Experiment 3 is not surprising, given 
previous reports of happiness superiority in search tasks that employed faces from the 
Ekman and Friesen database (Savage et al., 2013; D.V. Becker et al., 2011). This does, 
however, not account for the failure to replicate the finding that face inversion eliminated 
the preferential detection of one of the emotional expressions as reported by Fox and 
Damjanovic (2006).  
Given the high error rates in Experiment 3 (see Table 2), particularly for angry 
target faces among neutral background faces, both when upright and inverted, 
interpretation of the current data may require caution. There is no evidence of similarly 
high error rates in the data reported by Fox and Damjanovic (2006). Given the failure to 
replicate Fox and Damjanovic’s results under these conditions, Experiment 4 was run as a 
second replication, but with longer picture exposure times. It was expected that increasing 
the exposure duration would reduce error rates and in doing so permit the replication of 
the findings reported by Fox and Damjanovic.  
Experiment 4 
Method 
Participants 
Thirty-four students from the University of Queensland participated in return for 
course credit, four were removed due to high error rates (greater than 25%). Of the 30 
remaining, 18 were female (M = 20.00 years, range = 17 to 36 years).  
Apparatus, materials and procedure 
The apparatus, materials and procedure were the same as Experiment 3, except 
that the stimulus exposure durations were longer. Instead of being presented for 800 ms, 
stimuli were presented for 2,000 ms or until the participant made a response. Scoring, 
response definition and statistical analysis were the same as in Experiment 3.  
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Results 
Target trials 
Happy target faces were found faster than angry target faces when presented 
among neutral and emotional backgrounds (refer to Figure 7). A 2 (orientation: upright vs. 
inverted) x 2 (target emotion: angry vs. happy) x 2 (background: neutral vs. emotional) 
within-subjects ANOVA was conducted. Main effects of orientation, F(1,29) = 17.46, p < 
.001, ηp2 = .38, target emotion, F(1,29) = 218.00, p < .001, ηp2 = .88, and background, 
F(1,29) = 78.73, p < .001, ηp2 = .73, were evident. There was no orientation x target 
emotion interaction, F(1,29) =.96, p = .335, ηp2 = .03, but there was a target emotion x 
background interaction, F(1,29) = 133.12, p < .001, ηp2 = .82, such that happy faces were 
found faster than angry faces among neutral backgrounds, t(29) = 18.91, p <.001, d = 
2.88, and emotional backgrounds, t(29) = 2.59, p = .015, d = .60, but the difference was 
larger for emotional than neutral backgrounds, t(29) = 16.32, p <.001, d = 2.11. All other 
Fs < .96, ps > .335. 
 
Figure 7. Target detection times for upright and inverted angry and happy targets among 
neutral and emotional background faces. Error bars represent standard errors. 
More errors were made to angry targets than happy targets, but only when 
presented amongst neutral background faces (means in Table 2). Analysis revealed main 
effects of orientation, F(1,29) = 20.75, p < .001, ηp2 = .42, target emotion, F(1,29) = 91.93, 
p < .001, ηp2 = .76, and background, F(1,29) = 102.12, p < .001, ηp2 = .78. The orientation 
x target emotion x background interaction was significant, F(1,29) = 5.49, p = .026, ηp2 = 
.16. For upright and inverted faces, more errors were made to angry than happy targets in 
neutral (upright t(29) = 9.15, p < .001, d = 1.60; inverted, t(29) = 15.19, p < .001, d = 1.58), 
but not emotional backgrounds (upright, t(29) = .34, p = .736, d = .10; inverted, t(29) = 
1.69, p < .102, d = .42). All other interactions were also significant; orientation x target 
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emotion, F(1,29) = 14.36, p = .001, ηp2 = .33, orientation x background, F(1,29) = 15.29, p 
= .001, ηp2 = .35, target emotion x background, F(1,29) = 98.83, p < .001, ηp2 = .77. Error 
analyses provided no evidence of a speed-accuracy trade off. 
Non-target trials 
As can be seen in Figure 8, participants were faster to search through happy faces 
than angry or neutral faces. A 2 (orientation: upright vs. inverted) x 3 (background: angry 
vs. happy vs. neutral) within-subjects ANOVA was conducted. Main effects of orientation, 
F(1,29) = 17.61, p < .001, ηp2 = .39, and background, F(2,58) = 51.14, p < .001, ηp2 = .64, 
were revealed along with an orientation x background interaction, F(2,58) = 4.37, p = .023, 
ηp2 = .13. Response times were faster for non-target trials containing upright happy faces 
than for trials of angry, t(58) = 5.79, p < .001, d = .94, and neutral faces, t(58) = 8.71, p < 
.001, d = 1.40, and faster for non-target trials containing upright angry faces than neutral 
faces, t(58) = 2.91, p = .005, d = .48. For inverted faces response times were faster for 
non-target trials containing happy faces than angry faces, t(58) = 9.32, p < .01, d = 1.33, 
and neutral faces, t(58) = 9.12, p < .01, d = 1.20, but no difference was found between 
inverted angry and neutral non-target trials t(58) = .20, p = .842, d = .05. 
 
Figure 8. Non-target trial response times for trials containing all neutral, angry, or happy 
faces. Error bars represent standard errors. 
Participants made more errors when searching through angry non-target trials than 
happy non-target trials, and more when searching inverted than upright faces. Analysis of 
errors (for means see Table 2) revealed main effects of orientation, F(1,29) = 6.15, p = 
.019, ηp2 = .18, and background, F(2,58) = 6.83, p = .003, ηp2 = .19. More errors were 
made when searching inverted than upright faces, and more on angry than happy non-
target trials, t(58) = 3.65, p < .001, d = .64. No difference emerged between angry and 
neutral, t(58) = 2.11, p = .039, d = .41 (pcrit = .017), or happy and neutral non-target trials, 
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t(58) = 1.54, p = .129, d = .28. The orientation x background interaction was non-
significant, F(2,58) = 1.69, p = .194, ηp2 = .06. Error analyses provided no evidence of a 
speed-accuracy trade off. 
Discussion 
Experiment 4 replicated the pattern of results found in Experiment 3, that is, faster 
detection of happy than angry faces irrespective of face inversion. The findings of 
Experiments 3 and 4 are consistent with the previous experiments in that the same 
emotion detection pattern was evident for both upright and inverted faces. Given our 
inability to replicate the pattern reported by Fox and Damjanovic (2006), Experiment 5 
aimed to replicate the findings of Lipp et al. (2009), Experiment 2. 
Experiment 5 
Method 
Participants  
Participants included 52 undergraduate psychology students. Data from one 
participant was removed due to high error rates (>25% errors across both tasks). Of the 51 
remaining, 16 were male (M=18.56 years, range=17 years to 25 years). 
Apparatus and materials 
Experiment 5 was conducted in the same lab as the previous experiments. Five 
images of a female model displaying angry, happy, sad, fearful and neutral expression, 
taken from the Ekman and Friesen Pictures of Facial Affect database (1976) were used in 
this experiment (Images 48, 49, 51, 53, and 56). These images were edited so that they 
were 260 x 195 pixels in size. 
Procedure 
Participants completed two tasks, in which they were instructed to determine 
whether all faces shown in the array displayed the same emotion or if there was a different 
emotion present. In one task participants searched upright faces, and in the other, inverted 
faces, with task order counterbalanced. Trials consisted of nine pictures presented in a 3 x 
3 grid. Each task consisted of 216 trials, which included three blocks of 72 trials. For each 
of these blocks, half of the trials were target trials and the other half were non-target trials. 
Non-target trials comprised only neutral faces and on target trials, one of the nine faces 
expressed an emotion. The 36 target trials were split evenly between the four emotions, 
with 9 trials each for angry, happy, sad, and fearful targets. Each target appeared in each 
position of the grid once. Trial sequence was randomised and each task was preceded by 
a practice task of 10 trials. 
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At the beginning of each trial, a fixation cross remained on the screen for 1,000 ms 
followed by the array of faces. The faces remained on the screen for 6,000 ms, or until the 
participant made a response. The intertrial interval was 1,000 ms. Scoring, response 
definition and statistical analysis were the same as for Experiments 1 and 2. Again, 
preliminary analyses including task order as a factor revealed no between-subjects effect 
of task order and no interaction between task order, inversion and emotion. 
Results 
Target trials 
Happy expressions were found fastest, followed by angry, fearful, and sad 
expressions for both upright and inverted faces (see figure 9). A 2 (orientation: upright vs. 
inverted) x 4 (target emotion: angry, happy, fearful, and sad) within-subjects ANOVA was 
conducted, revealing main effects of orientation, F(1,50)=72.35, p < .001, ηp2 = 60, and 
target emotion, F(3,150)=96.84, p < .001, ηp2 =.66, and an orientation x target emotion 
interaction, F(3,150)=8.42, p < .001, ηp2 = .14. Detection times differed significantly across 
each of the emotions for both upright and inverted faces, with one exception; after 
controlling for multiple comparisons, detection time for inverted fearful faces was not 
significantly different from detection time for upright sad faces, t(150) =2.83, p=.005, d = 
.36 (pcrit=.004). All other ts > 3.72, ps < .001, d = .42.  
 
Figure 9. Target detection times for upright and inverted emotional faces. Error bars 
represent standard errors. 
Error means can be seen in Table 2. Analysis of the errors revealed main effects of 
orientation, F(1,50)=9.94, p=.003, ηp2 = .17, and target emotion, F(3,150)=42.04, p < .001, 
ηp2 = .46, but no interaction, F(3,150)=1.43, p=.237, ηp2 = .03. More errors were made 
searching inverted than upright faces. Happy targets were missed less often than angry, 
t(150)=3.10, p=.002, d = .83, fearful, t(150)=5.10, p < .001, d = 1.2, and sad targets, 
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t(150)=8.56, p < .001, d = 1.11. Angry targets and fearful targets were missed less often 
than sad targets (angry, t(150)=5.46, p < .001, d = .85; fearful, t(150)=3.46, p < .001, d = 
.53). The difference between angry and fearful was not significant, t(150)=2.00, p=.047, d 
= .54 (pcrit = .008). Error analyses provided no evidence of a speed-accuracy trade off. 
Non-target trials 
Response times were faster for upright (M=1662.37, SD=387.17) than inverted non-
target trials (M=2001.74, SD=475.74), t(50)=5.08, p<.001, d = .74, and fewer errors were 
made on upright than inverted non-target trials (see Table 2), t(50)=4.02, p<.001, d = .54. 
Error analyses provided no evidence of a speed-accuracy trade off. 
Discussion 
Experiment 5 revealed a pattern of results consistent with Lipp et al. (2009). Happy 
expressions were found fastest, followed by anger, fear and sadness, a pattern that was 
evident both with upright and inverted faces. These results replicate the original findings of 
Lipp et al., Experiment 2, and are consistent with the patterns evident in Experiments 1 - 4 
of the current paper. In order to increase the power of Experiment 5, 52 participants were 
tested to ensure that even a small effect of inversion on emotion detection might be 
detected. Despite adequate power, inversion did not alter the pattern of emotion detection 
evident with upright faces. In order to ensure that the findings reported in Experiment 5 
were not a result of the use of a particular stimulus set, Experiment 6 aimed to replicate 
Experiment 5 using the faces from the NimStim database (Tottenham et al., 2009) that 
had been used in Experiments 1 and 2. 
Experiment 6 
Method 
Participants 
Thirty-six participants completed Experiment 6, data from two participants were 
excluded due to high error rates (>25% errors across both tasks). Of the remaining 34 
participants, 11 were male (M = 20.32 years, range = 17 years - 29 years). 
Apparatus, materials and procedure 
The apparatus and procedure were the same as in Experiment 5; however, different 
face stimuli were used. Eight versions of the Experiment 5 tasks were created, such that 
each task presented one of the eight models used as targets in Experiments 1 and 2. 
Each participant only saw one model, but across participants, all eight models were used.  
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Results 
Target trials 
Fearful faces were found fastest, followed by angry, sad, and happy (see figure 10). 
A 2 (orientation: upright vs. inverted) x 4 (emotion: angry, happy, fearful, and sad) within-
subjects ANOVA was conducted, revealing main effects of orientation, F(1,33)=16.74, p < 
.001, ηp2 = .34, such that upright targets were detected faster than inverted targets, and 
target emotion, F(3,99)=21.82, p < .001, ηp2 =.40, but no orientation x target emotion 
interaction, F(3,99)=1.26, p = .291, ηp2 = .04. Detection times were longer for happy 
targets than angry, t(99)=8.21, p<.001, d = 1.04, fearful, t(99)=8.57, p<.001, d = 1.23, and 
sad targets, t(99)=5.54, p<.001, d = .77. Detection times were also longer for sad targets 
than fearful targets, t(99)=3.02, p=.003, d = .46, but no differences were apparent between 
angry and fearful targets, t(99)=.04, p=.968, d = .05, or angry and sad targets, t(99)=2.67, 
p=.009, d = .44 (pcrit = .008). 
 
Figure 10. Target detection times for upright and inverted emotional faces. Error bars 
represent standard errors. 
Error means can be seen in Table 2. Analysis of the errors revealed main effects of 
orientation, F(1,33)=4.93, p=.033,!!!= .13, and target emotion, F(3,99)=17.06, p < .001, 
ηp2 = .34, but no interaction, F(3,99)=2.49, p=.065, ηp2 = .07. More errors were made 
searching inverted than upright faces. Happy faces were missed more often than angry, 
t(99)=5.18, p<.001, d = .78, fearful, t(99)=5.24, p<.001, d = 1.16, and sad faces, 
t(99)=4.32, p=.009, d = .92, but there were no differences among any of the other 
emotions, ts <.92, ps>.360, ds < .25. Error analyses provided no evidence of a speed-
accuracy trade off. 
Non-target trials 
Response times were faster for upright (M=1713.59, SD=325.46) than inverted non-
target trials (M=1948.72, SD=486.07), t(34)=3.28, p= .002, d = .56. Error rates did not 
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differ between upright and inverted tasks (see Table 2), t(34)=1.60, p=.120, d = .27. Error 
analyses provided no evidence of a speed-accuracy trade off. 
General Discussion 
The current study attempted to resolve the inconsistency surrounding the effect of 
inversion on the preferential detection of emotional expressions in visual search. Whereas 
Fox and Damjanovic (2006) had reported that inversion eliminates preferential detection of 
facial expressions, Williams et al. (2005), Horstmann and Bauland (2006), and Lipp et al. 
(2009) reported preferential emotion detection unaffected by inversion. Resolution of this 
question is important as it provides information as to whether expression detection in 
visual search relies on holistic or feature based face processing. Across the six 
experiments presented here significant emotion detection advantages were evident for 
both upright and inverted faces using multiple stimulus sets and tasks designs. Although 
the nature of the preferential detection differed across experiments, both anger and 
happiness superiority effects were consistently evident regardless of face orientation.  
Using multiple posers and varying set size, both Experiments 1 and 2 revealed 
significant anger superiority effects in the upright and inverted face tasks. Although 
Experiment 1 revealed attenuation of the anger superiority effect for inverted faces relative 
to upright faces, we failed to replicate this reduction in Experiment 2. Experiment 3 was 
intended as a direct replication of Fox and Damjanovic’s (2006) finding of anger superiority 
with upright, but not inverted faces. Although we tried to approximate the procedure used 
in this study as closely as possible, we were unable to replicate its findings. Rather than 
finding an anger superiority effect, which was eliminated by inversion, Experiment 3 
yielded a happiness superiority effect that was unaltered by face inversion. Moreover, 
Experiment 4 replicated this pattern of results using longer stimulus exposure durations to 
reduce the overall error rates. It is unclear why the findings of Fox and Damjanovic, 
Experiment 1, were not replicated here. One difference across studies is the sample size, 
which for Fox and Damjanovic was small, with only 10 participants, relative to the sample 
sizes included in Experiment 4 and Experiment 5 of the current paper, 26 and 30 
participants respectively. It may be that, given the small sample size, outliers affected the 
pattern of results. Given our inability to replicate Fox and Damjanovic, Experiment 5 
attempted to replicate Lipp et al. (2009) and succeeded, producing happiness superiority 
effects for both upright and inverted faces. Finally, Experiment 6 extended the findings of 
Experiment 5, using the same task design, but the stimulus set used in Experiments 1 and 
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2. Consistent with these, Experiment 6 yielded faster detection of anger than happiness 
that was again apparent for upright and inverted faces. 
The patterns of preferential expression detection that emerged across the six 
experiments reported here appear inconsistent. Experiments 1, 2 and 6 revealed 
preferential detection of angry faces, whereas Experiment 3, 4 and 5 revealed faster 
detection of happy faces. Taking into consideration recent evidence, this apparently 
inconsistent pattern of results is not surprising and fits well with the findings reported in the 
literature. Savage et al. (2013) demonstrated detection advantages for both angry and 
happy faces depending on the particular database from which the faces were drawn. 
When faces from the NimStim database (Tottenham et al., 2009) were used, preferential 
detection of angry faces emerged in visual search, however, when using faces drawn from 
the Pictures of Facial Affect database (Ekman & Friesen, 1976), preferential detection of 
happy faces was evident. This is consistent with the current findings, as we also 
demonstrated faster detection of angry faces using the NimStim database (Experiments 1, 
2, and 6), and faster detection of happy faces using the Pictures of Facial Affect database 
(Experiment 3, 4, and 5). The error data suggests that the response time pattern may 
reflect differences in discrimination difficulty of emotional targets from the neutral 
distractors across experiments. The search advantage for angry faces in Experiments 1, 2, 
and 6, may be explained by participants finding it easier to discriminate angry faces from 
neutral faces than to discriminate happy faces from neutral faces. Likewise, the advantage 
for happy faces seen in Experiments 3, 4, and 5, may reflect easier discrimination of 
happy faces from neutral faces than discrimination of angry faces from neutral faces. 
These differences however, are confounded with the database from which the stimulus 
faces are drawn and may reflect systematic differences in the low-level expression related 
stimulus features inherent in the faces provided by the different databases. Faces for 
experiments that yielded an anger superiority effect were drawn from the NimStim 
database (Tottenham et al., 2009) whereas faces for experiments that yielded an anger 
superiority effect were drawn from the Pictures of Facial Affect database (Ekman & 
Friesen, 1976). Savage et al. suggest that the happy faces provided by the NimStim 
database appear more similar to the neutral distractors than the angry faces whereas the 
angry faces from the Ekman and Friesen database appear more similar to the neutral 
distractors than the happy faces (see Savage et al., 2013, Figure 1). However, it should be 
noted that the nature of the overall emotion detection pattern observed, happy face 
advantage or angry face advantage, is of secondary importance for the purposes of the 
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current paper, as it focussed on whether a pattern of preferential detection of emotion is 
altered by inversion. One might even argue that showing a consistent effect of inversion 
across different patterns of preferential expression detection is a strength of the current 
paper.  
Given that the same pattern of results emerged with inverted faces as with upright 
faces consistently across all six experiments, our results do not provide support for the 
notion that the processing of emotional expressions in visual search is holistic. This is 
consistent with prior reports of inversion in visual search for emotional expressions 
(Horstmann & Bauland, 2006; Lipp et al., 2009; Williams et al., 2005), which also suggest 
that feature-based explanations are more likely. This conclusion is strengthened given that 
the same pattern was seen for upright and inverted faces across a number of task and 
stimulus differences. These findings were consistent despite the use of differing poser sets 
(NimStim vs. Pictures of Facial Affect), number of poser identities (multiple vs. single), 
number of set sizes (multiple vs. single), background emotion (neutral vs. emotional), 
background homogeneity (homogenous vs. heterogeneous), stimulus presentation 
durations (800 ms, 2,000 ms, 3,000 ms, and 6,000 ms), and apparent emotion detection 
pattern (anger vs. happiness superiority).  
The current findings have a number of distinct implications. Visual search 
procedures that use single identities or employ exaggerated expressions (Horstmann, Lipp 
& Becker, 2012) may be vulnerable to the effects of low-level featural confounds. In the 
context of the question as to whether facial expressions of emotion are processed 
holistically or featurally (Calder et al., 2000), our results suggest that holistic processing is 
not obligatory when presented with a face. These findings also support previous work 
suggesting that search performance may depend on differences in emotion-related 
confounds that differ across stimulus sets, rather than the emotional valence or intensity of 
the facial expression (Savage et al., 2013).  
The present study aimed to investigate the effect of face inversion on visual search 
for emotional expressions. Results from six experiments, utilising varied methods and 
stimuli, consistently indicate no change in the emotion detection pattern between upright 
and inverted faces. Evidence for both anger and happiness superiority effects was found, 
depending on the stimulus materials used, but neither effect was affected by face 
inversion. This suggests that detection of emotional expressions in visual search may be 
driven by distinctive expression related features rather than by the expressed emotion, 
anger or happiness.   
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Supplemental Material 
Experiment 7 
 Similar to Experiment 5, Experiment 7 was run as an attempt to replicate Fox and 
Damjanovic (2006). It was designed to be as similar as possible to the original design, the 
only difference being that presentation times were shortened (accidentally) to 500ms from 
the 800ms used by Fox and Damjanovic. 
Participants 
 Thirty-nine students from the University of Queensland participated in return for 
course credit. Data from 17 participants was not analysed as they committed more than 
25% errors on either of the two tasks. Of the 22 remaining, 9 were female (M = 19.00 
years, range = 17 to 23 years). 
Apparatus, materials and procedure 
The apparatus, materials and procedure were the same as in Experiment 2, except 
that stimuli were presented for a period of 500ms instead of 800ms. Scoring, response 
definition and statistical analysis were the same as Experiment 4. 
Results 
Target trials 
Happy target faces were found faster than angry target faces when presented 
among neutral and emotional backgrounds (see Figure 11). The analyses conducted were 
the same as those for Experiment 4. Main effects of orientation, F(1,21) = 5.01, p = 
.036,!!!! = .19, target emotion, F(1,21) = 95.88, p < .001,!!!! = .82, and background were 
evident, F(1,21) = 58.62, p < .001,!!!! = .74. The target emotion x background interaction 
was also significant, F(1,21) = 99.03, p < .001,!!!! = .83 (other Fs < 2.41, ps > .136). Happy 
faces were found faster than angry faces among neutral, t(21) = 16.69, p < .001, and 
emotional backgrounds, t(21) = 2.61, p  = .016, but the difference was larger among 
neutral backgrounds than emotional backgrounds, t(21) = 14.07, p < .001. 
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Figure 11. Target detection times for upright and inverted angry and happy targets among 
neutral and emotional background faces. Error bars represent standard errors.  
Analysis of the errors revealed main effects of orientation, F(1,21) = 31.32, p < 
.001,!!!! = .60, target emotion, F(1,21) = 564.32, p < .001,!!!! = .96, and background, 
F(1,21) = 213.35, p < .001,!!!! = .91. Orientation x target emotion, F(1,21) = 13.62, p = 
.001,!!!! = .39, orientation x background, F(1,21) = 33.33, p < .001,!!!! = .61, target emotion 
x background, F(1,21) = 218.40, p < .001,!!!! = .91, and orientation x target emotion x 
background interactions were also apparent, F(1,21) = 25.79, p < .001,!!!! = .55. More 
errors were made to angry than happy targets among neutral backgrounds during both the 
upright, t(21) = 23.77, p < .001, and inverted tasks, t(21) = 33.70, p < .001. A similar 
pattern was evident for emotional backgrounds, such that more errors were made to angry 
targets than happy targets for both the upright, t(21) = 3.23, p = .004, and inverted tasks, 
t(21) = 3.01 , p = .007. The difference between angry and happy targets among neutral 
backgrounds was larger for the inverted task than the upright task, t(21) = 9.93, p <. 001, 
but no difference between orientations was evident for targets presented among emotional 
backgrounds, t(21) = .23, p = .820.  
Non-target trials 
Participants responded faster to upright than inverted faces when searching arrays 
of angry and happy faces, but not neutral faces (see Figure 12). A 2 x (orientation) x 3 
(background) ANOVA revealed a main effect of orientation, F(1,21) = 4.90, p = .038,!!!! = 
.19, but no effect of background, F(1,21) = 1.86, p = .182,!!!! = .16. The orientation x 
background interaction approached significance, F(1,21) = 3.32, p = .057,!!!! = .25.  
Response times were faster for upright than inverted faces when searching through angry, 
t(21) = 3.42, p = .003, and happy faces, t(21) = 5.83, p < .001, but not when searching 
through neutral faces, t(21) = 2.32, p = .031 (pcrit = .017).  
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Figure 12. Non-target trial response times for trials containing all neutral, angry or happy 
faces. Error bars represent standard errors.  
More errors were committed during the inverted task than the upright task and more 
errors were made on angry non-target trials than neutral non-target trials. This was 
supported by main effects of orientation, F(1,21) = 52.27, p < .001,!!!! = .71, and 
background, F(1,21) = 4.51, p = .024,!!!! = .31, but there was no evidence of an 
interaction, F(1,21) = 2.37, p = .119,!!!! = .19. More errors were made on angry non-target 
trials than neutral non-target trials, t(21) = 2.98, p = .007, but after controlling for multiple 
comparisons there was no difference between angry and happy non-target trials, t(21) = 
2.37, p = .027 (pcrit = .017). No difference was found between happy and neutral non-
target trials, t(21) = .60, p = .555.  
Discussion 
The findings of this experiment are consistent with those of Experiments 4 and 5 of 
the previous manuscript and as such, were inconsistent with the findings reported by Fox 
and Damjanovic (2006). Again, happy faces were found faster than angry faces and there 
was no evidence of an interaction between inversion and emotion. This provides further 
evidence for featural processing of emotional expressions in visual search. 
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Abstract 
Previous research using face inversion has provided mixed support for the notion that 
emotional expressions are processed holistically in visual search. Research also suggests 
that emotion detection may rely more heavily on one region of the face (e.g., eyes) relative 
to others (e.g., mouth). The current study investigated the effect of inversion on detection 
times and fixations for eye and mouth regions during the search for angry and happy 
faces.  Faster detection of happy than angry faces was evident for both upright and 
inverted faces, suggesting that expression detection in visual search relies on featural 
mechanisms. The eye-region was fixated more often than the mouth-region during search 
for angry faces, but there was no difference during search for happy faces. The eye-region 
was also fixated more often when searching for angry faces than when searching for 
happy faces, whereas mouth-region fixations did not differ between searches. These 
results suggest that search for emotional expressions may rely on the detection of 
features, and that the eye region may be more important than the mouth region for 
detection of angry faces. Importantly, fixation patterns were consistent across upright and 
inverted faces, and across target and non-target faces.  These results show that fixations 
are driven by a top-down search strategy that differs depending on the task requirements. 
Key words: visual search; emotional expressions; eye movements; happiness superiority 
effect 
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 The anger superiority effect, faster detection of angry than happy faces in crowds, 
has been a matter of debate ever since it was first reported by Hansen and Hansen 
(1988). Conflicting reports of preferential detection for angry or happy expressions in 
visual search have led to numerous studies attempting to resolve these inconsistencies. 
Although many subsequent studies have supported faster detection of angry than happy 
faces (for a review, see Frischen, Eastwood, & Smilek, 2008), copious evidence suggests 
that reports of emotion detection advantages in visual search may not reflect the emotional 
content of the expression portrayed. Instead, these findings may be a result of low-level 
visual confounds that aid search performance. Purcell, Stewart, and Skov (1996), for 
example, revealed that the original anger superiority effect reported by Hansen and 
Hansen (1988) was driven by a single black patch at the base of one of the two angry 
faces used in that study. Once this confound was removed, the search advantage for 
angry faces disappeared. 
It is difficult to determine the effects of low-level visual features on search for 
emotional expressions because they may often be confounded with the emotional 
expression itself. For example, teeth displays in happy faces may drive search not only 
because they denote happiness, but also because they differ in a simple feature from all 
other stimuli (high contrast, white patch at the base of the face) that participants may use 
to solve the search task, without processing the emotional expression of the face. Effects 
of such emotion-related confounds can be seen in search tasks that use open-mouthed 
happy faces displaying teeth along with mostly closed-mouth angry faces. Unsurprisingly, 
such tasks result in faster detection of happy than angry faces (happiness superiority 
effect; e.g., Lipp, Price, & Tellegen, 2009, Experiment 2; Savage & Lipp, 2014, Experiment 
2; Juth, Lundqvist, Karlsson, & Öhman, 2005). Since open-mouth faces could also differ 
more from closed-mouth (neutral) distractor faces than closed-mouth faces, faster 
detection of open-mouthed happy faces relative to closed-mouth angry faces may also 
reflect differences in similarity between emotional and neutral faces, consistent with 
evidence that search times vary as a function of target-distractor similarity (Duncan & 
Humphreys, 1989). 
These findings pose a problem for emotion-related explanations of anger and 
happiness superiority effects and for the assumption that the processing of emotional 
expressions in visual search reflects holistic face processing (D. V. Becker, Anderson, 
Mortensen, Neufeld, & Neel, 2011). Faces are generally thought to be perceived and 
represented as a whole (holistic processing), rather than as the sum of their individual 
features (featural processing; Tanaka & Farah, 1993). Support for the notion of holistic 
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face processing is derived from reports of face composite, inversion, and thatcherization 
effects in face identity recognition. Impaired identity recognition of the upper or lower 
halves of two different faces when aligned vs. misaligned (the face composite effect; 
Young, Hellawell, & Hay, 1987), and impaired recognition of inverted faces compared with 
upright faces (the inversion effect; Yin, 1969) are thought to reflect an impairment of 
holistic processing. Similar impairments of holistic processing are also thought to underlie 
the Thatcher Illusion, viz. the finding that the inversion of internal facial features (i.e., eyes 
and mouth) produces an easily perceived grotesque result if the face is presented upright 
(Thompson, 1980), but not (so much) when thatcherized faces are presented inverted 
(Young, et al., 1987). Most evidence of performance impairments after face inversion has 
been obtained within identity recognition tasks, however, a number of studies report 
impaired emotion recognition for aligned composite expressions (Calder, Young, Keane, & 
Dean, 2000), inverted faces (McKelvie, 1995), and thatcherized faces (Psalta & Andrews, 
2014). These findings suggest that perception of emotional expressions may rely on 
holistic processing, at least in emotion recognition tasks. 
Support for the notion that emotional expressions are processed holistically from 
visual search studies using inversion is mixed. A number of studies report that emotion-
related search advantages (e.g., anger superiority effect) are abolished when faces are 
inverted, an effect that has been reported for search among schematic (Mak-Fan, 
Thompson, & Green, 2011; Huang, Change, & Chen, 2011) and photographic faces (Fox 
& Damjanovic, 2006). These findings support the notion that emotional expressions are 
processed holistically and are therefore consistent with the view that that the emotional 
content drives visual search performance. However, various other studies find no change 
in search performance after inversion for schematic (Lipp et al., 2009), or photographic 
faces (Calvo & Nummenmaa, 2008; Horstmann & Bauland, 2006; Savage & Lipp, 2014; 
Williams, Moss, Bradshaw, & Mattingley, 2005), potentially indicating that featural rather 
than holistic processing mechanisms underlie search for emotional expressions. This 
featural processing could be based on simple low-level features in emotion discrimination 
tasks, such as a black spot or bright patch, as well as more complex features such as 
teeth displays or wide vs. narrow eyes. 
 Investigating the role of facial features, such as the eyes and mouth, and any 
change resulting from inversion, will shed light on feature-based processing in search for 
emotional expressions. Predictions about fixations on facial features during visual search 
can be informed by results of studies that assess eye movements during the viewing of 
emotional expressions. Previous research has shown that, during passive viewing of 
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neutral and emotional expressions, more fixations are made on the eyes and mouth than 
on any other face region (Eisenbarth & Alpers, 2011). This finding indicates that these 
areas may be the most informative for perceiving and decoding facial information, 
including emotional expressions. 
 The eyes and mouth may convey the most emotion-relevant information, but the 
relative importance of the eye and mouth-regions differs across emotional expressions. 
Beaudry et al. (2014) report that in an emotion recognition task, more time is spent fixating 
on the eye-region than the mouth-region for both angry and happy expressions, but that 
more time was spent fixating on the mouth-region of happy faces than angry faces. This 
suggests that overall the eye-region may be more important than the mouth-region for 
decoding emotional expressions, but the mouth-region may be particularly important in 
decoding happiness relative to other expressions. Beaudry et al. also report that relative to 
presenting the whole face, removing the eye-region impaired recognition of anger, but not 
happiness. Conversely, removing the mouth-region impaired recognition of happiness, but 
not anger. These findings suggest that, at least for upright faces, specific features located 
in the eye and mouth-regions may provide differentially useful information for the 
recognition of different emotions. 
Visual search tasks differ from recognition tasks in that visual search requires 
participants to discriminate between emotional and neutral expressions. Using a visual 
search task, Calvo and Nummenmaa (2008) found faster detection of anger than 
happiness when only eye-regions were presented and faster detection of happiness when 
only mouths were presented. Although this pattern seems consistent with Beaudry et al. 
(2014), Calvo and Nummenmaa report that removing the mouth-region slowed response 
times considerably relative to presentation of the whole face, whereas removing the eyes 
had little to no effect. This seems inconsistent with the conclusions offered by Beaudry et 
al., who report that the eye-region is more important than the mouth-region in emotion 
recognition, and seems to suggest that the mouth-region may be more important than the 
eye-region in visual search tasks. These differences could be due to the use of different 
stimulus materials (e.g., Savage, Lipp, Craig, & S. I. Becker, 2013). Calvo and 
Nummenmaa used faces from the Karolinska Directed Emotional Faces database (KDEF; 
Lundqvist, Flykt, & Öhman, 1998) whereas Beaudry et al. used faces from the Japanese 
and Caucasian Facial Expression of Emotion database (JACFEE; Matsumoto & Ekman, 
1989). However, both sets of faces include a mixture of open and closed-mouth faces, 
suggesting no obvious systematic differences across the two sets in terms of teeth 
displays or emotional intensity.  Accordingly, as suggested by Beaudry et al., the 
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difference in results may reflect on task differences, for instance that the eye-region is 
more important for emotion recognition, but the mouth-region is more useful when 
discriminating target expressions from neutral distractor faces. 
In contrast to the findings of Calvo and Nummenmaa (2008), further evidence from 
visual search tasks suggests that the mouth-region may not necessarily be more 
informative than the eyes for detecting emotional expressions. Using open-mouth 
expressions, both Fox and Damjanovic (2006) and Horstmann, Lipp, and S. I. Becker 
(2012) report no difference between detection of anger or happiness when only mouth-
regions were presented. However, Horstmann et al. report a detection advantage for 
happy mouth-regions over angry mouth-regions when closed-mouth expressions were 
used. Despite the varied patterns reported, it seems that the eye-region may be critical for 
the recognition and detection of anger, whereas the mouth-region may be critical for the 
recognition and detection of happiness. 
Another important question is whether preferential fixations to the eye or mouth 
region in visual search are due to top-down or bottom-up processes. It is currently unclear 
whether participants’ attention is drawn to particular facial areas because they are visually 
salient (bottom-up process), or whether attention is deployed to particular areas because 
these regions contain the most informative features that maximally facilitate search for a 
specific target emotion (top-down process). If the fixation pattern is driven by low-level 
image properties, certain regions may attract attention preferentially because they stand 
out more, e.g., teeth displays in happy faces or furrowed brows in angry faces. This 
process may occur more quickly for happy faces than angry faces if, for example, the 
happy mouth-region stands out more from the neutral background faces than the angry 
eye-region, resulting in faster detection of happy than of angry target faces. If the fixation 
pattern is driven top down by a search strategy, then different fixation patterns may be 
observed for angry and happy faces because participants fixate selectively on particular 
regions because they are the most informative area for discriminating targets from non-
targets. The eye-region of angry faces and the mouth-region of happy faces may differ in 
the amount of discriminatory information they provide, resulting in faster detection of one 
emotion relative to the other. 
It may be possible to distinguish between these two processes, by investigating the 
difference, or lack thereof, in the fixation patterns between target and non-target faces. If 
search performance is stimulus driven, differences between eye and mouth-region 
fixations will only be seen on target faces, not non-target faces, as the salient areas will 
only be present on target faces and not non-target faces. If performance is driven by a top-
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down search strategy, any difference in fixations between eye and mouth-regions will 
emerge not only for target faces, but also for non-target faces, as the information in these 
areas will be useful across all faces in order to determine whether that face is a target. 
The current experiment aimed to investigate holistic vs. feature-based processing of 
emotional expressions in visual search and whether search performance is driven by top-
down vs. bottom-up processes. This was done by assessing the effect of inversion on 
emotion detection and differences in eye and mouth-region fixations in the search for 
angry or for happy target faces. A change of any emotion-related differences in response 
time or fixation patterns for upright faces after face inversion may indicate holistic 
processing, but if there is no change between search through upright and inverted faces, it 
is likely that participants are relying on featural information. Differences in fixations on eye 
and mouth-regions regions may be stimulus driven and evident on target stimuli only, or 
alternatively, reflect a search strategy that selectively targets a certain face region that 
provides useful information for the detection of angry or happy target expressions. Fixation 
patterns driven by such a strategy will be evident on target and on non-target faces.  
Participants completed four fixed target search tasks in which they searched for 
angry or happy target faces among neutral non-targets and faces were presented either 
upright or inverted. Number of fixations in eye and mouth-regions, response time, and 
errors were measured. Given evidence that search for emotional expressions may rely on 
featural processes (Savage & Lipp, 2014), it is predicted that there will be no change in the 
emotion detection pattern between upright and inverted faces.  Based on previous findings 
it is expected that participants will fixate more on the eye-region than the mouth-region 
when searching for angry faces (Fox & Damjanovic, 2006) and more on the mouth than 
the eye-region when searching for happy faces (Calvo & Nummenmaa, 2008; Horstmann 
et al., 2012).  
Method 
Participants 
Thirty-five participants provided informed consent and received either $10 or course 
credit for their participation2. Data from three participants were excluded due to excessive 
errors (> 25%). Of the remaining 32 participants, four were male (M = 22.19 years, range = 
17- 42 years).   
  
                                                
2A data saving error resulted in the loss of data from an additional 11 participants. 
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Apparatus and materials 
The experiment was run on an Intel Duo 2 CPU 2.4GHx computer with a 17” CRT 
monitor. Stimuli were displayed at a resolution of 1152 x 864 pixels and refresh rate of 
85Hz. The experimental stimuli were presented and controlled using Matlab (The 
Mathworks Inc., Natick, MA) and the Psychophysics Toolbox extension (Pelli, 1997). A 
video-based infrared eye-tracking system (Eyelink 1000, SR Research, Ontario, Canada) 
with a temporal resolution of 500Hz and a spatial resolution of 0.1° was used. 
The experimental stimuli consistent of 18 photographic images of male faces 
obtained from the NimStim database (Tottenham et al., 2009). These included six closed-
mouth angry, happy and neutral faces (Models 20, 22, 23, 24, 34, and 37, in poses AN_C, 
HA_C and NE_C). The faces were edited so that they were grayscale and measured 187 
x 240 pixels. Images could be presented upright or inverted, depending on the task 
condition. Stimulus displays comprised six faces, each of a different model, placed on a 
light grey background and arranged in an imaginary circle around a fixation cross in the 
middle of the screen. The six positions were placed at 1, 3, 5, 7, 9, and 11 o’clock, with the 
center of each face 367 pixels from the center of the screen. Target trials consisted of one 
emotional face (either angry or happy) presented among five neutral faces. On non-target 
trials all six faces were neutral. The background was the same light grey colour as the 
background of the face images. 
 Design. Each task (angry/happy target x upright/inverted faces) consisted of 144 
trials arranged in two blocks of 72 trials. In each block, each of the six models was 
presented as the emotional target in each of the six positions once, resulting in 36 target 
trials. These were matched with 36 non-target trials comprising only neutral faces. The trial 
sequence was randomised and the task sequence was counterbalanced across 
participants.  
Procedure 
 Participants were seated at the eye tracker with their head supported by a chin and 
forehead rest in a normally lit room. The experiment consisted of four search tasks, two 
using upright faces and two using inverted faces. For each orientation, participants were 
instructed to search for angry faces in one task and happy faces in the other task. 
Participants were instructed to determine whether an angry or happy face was present in 
each of the respective tasks and to respond to non-target trials by pressing the left shift 
key (labelled ‘absent’) and to target trials by pressing the right shift key (labelled ‘angry’ or 
‘happy’ depending on the task). 
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Participants completed 10 practice trials before each task. At the beginning of each trial, a 
black fixation cross was presented in the middle of the screen for 500ms and remained on 
the screen for the duration of trial. The face stimuli appeared on the screen for up to 
3,000ms, or until the participant made a response. An intertrial interval of at least 1,000ms 
was used in which a blank screen was presented, however, the next search display would 
not appear until the participant’s gaze was within 0.8° of the fixation cross for at least 
500ms. No feedback was provided. 
Scoring, response definition and statistical analysis. Eye movements were 
parsed into fixations, saccades, and blinks using the standard parser configuration of the 
EyeLink 1000 software. Two equally sized areas (187 x 100 pixels centered over the 
mouth or eyes) were used as regions of interest. Fixations that fell within the regions 
centred on the eyes or mouths were coded as eye or mouth-region fixations respectively. 
Prior to analysis, errors were defined as incorrect responses or failure to respond 
within 3,000ms of the onset of the stimulus. Outliers, defined as ±3 SDs from an 
individual’s mean or any response time less than 100ms were also classified as errors. F-
values are reported from the univariate ANOVA table, as are Greenhouse-Geisser 
corrected p-values. For any term involving within subject factors with more than two levels, 
Greenhouse-Geisser epsilons are reported. Greenhouse-Geisser mean square error 
values and degrees of freedom were used to calculate two-tailed t-tests to follow-up 
interactions (Howell, 2008). Follow-up tests were Bonferroni adjusted to maintain an α 
level of .05. 
Analysis of task order effects revealed significant interactions between task order 
and target emotion. To avoid that these order effects unduly influence the results, only the 
first task completed by each participant was included in the final analysis, but including all 
four tasks in the analysis yielded the same overall pattern of results. Response times and 
errors were analysed using a 2x2 between-subjects ANOVA with the factors orientation 
(upright vs. inverted) and target emotion (angry vs. happy). Fixation data were analysed 
using mixed ANOVAs with the additional within-subjects factors of face region (eye vs. 
mouth).  
Results 
Response times 
 Target trials. Happy targets were detected faster than angry targets regardless of 
orientation, but participants were overall slower to find inverted targets. The analysis 
revealed main effects of orientation, F(1,28) = 9.65, p = .004, ηp2 = .26, reflecting faster 
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detection of upright targets than inverted targets, and target emotion, F(1,28) = 6.18, p = 
.019, ηp2 = .18, but no interaction, F(1,28) = 1.77, p = .195, ηp2 =.06. 
 
Figure 1. Target and non-target trial response times during search for upright and inverted 
angry and happy faces. Error bars represent standard errors. 
 Non-target trials. Participants searched faster through non-target arrays in search 
for happy targets than angry targets. The pattern was evident for both upright and inverted 
faces, but participants were faster overall to search through upright than inverted arrays. 
The analysis correspondingly revealed main effects of orientation, F(1,28) = 12.93, p = 
.001, ηp2 = .32, and target emotion, F(1,28) = 5.19, p = .031, ηp2 = .16, but no interaction, 
F(1,28) = 1.21, p = .281, ηp2 =.04. 
Errors 
 Target trials. More errors were made during the task with inverted faces than the 
tasks with upright faces, resulting in a main effect of orientation, F(1,28) = 6.05, p = .020, 
ηp2 = .18. No other significant effects emerged, Fs < 2.04, ps > .165. 
 Non-target trials. A main effect of orientation emerged, such that more errors were 
made during the task with inverted faces than the tasks with upright faces, F(1,28) = 6.14, 
p = .020, ηp2 = .18. The main effect of target emotion approached significance, F(1,28) = 
3.75, p = .063, ηp2 = .12, reflecting more errors made during search for angry faces than 
happy faces, but there was no interaction, F(1,28) = 1.27, p = .270, ηp2 = .04. 
Number of fixations 
 Target trials.  
 Target fixations. Participants fixated more on the eye-region than mouth-region of 
angry faces, whereas happy faces showed equally frequent fixations on the eye and 
mouth region. More fixations were made on the eye-region of angry faces than the eye-
region of happy faces, but there was no difference for fixations on the mouth-region. The 
analysis revealed a main effect of region, F(1,28) = 5.42, p = .027, ηp2 = .16, reflecting 
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more fixations on the eye-region than the mouth-region, target emotion, F(1,28) = 12.81, p 
= .001, reflecting more fixations on angry faces than happy faces, ηp2 = .31, and a target 
emotion x region interaction, F(1,28) = 14.22, p = .001, ηp2 = .34. More fixations were 
made on the eye than mouth-region for angry targets, t(15) = 4.65, p < .001, but there was 
no difference for happy targets, t(15) = .94, p = .361. More fixations were made on the 
eye-region of angry targets than happy targets, t(28) = 4.92, p < .001, but there was no 
difference between fixations on the mouth-region of angry and happy targets , t(28) = .21, 
p = .837 (Other Fs < 2.50, ps > .125). 
 
Figure 2. Eye and mouth-region fixations on angry and happy targets presented upright 
and inverted. Error bars represent standard errors. 
 Non-target fixations. Participants fixated more on the eye-region than the mouth-
region of non-target faces during angry target trials and more on the eye-region when 
searching for angry faces than when searching for happy faces. The analysis revealed a 
main effect of orientation, F(1,28) = 4.84, p = .034, ηp2 = .15, with more fixations on 
inverted faces than upright faces, a marginal effect of region, F(1,28) = 3.90, p = .058, ηp2 
= .12, with more fixations on the eye-region than the mouth-region, and a target emotion x 
region interaction, F(1,28) = 12.91, p = .001, ηp2 = .32. More fixations were made on the 
eye-region that the mouth-region of non-target faces on angry target trials, t(15) = 4.63, p 
< .001, but there was no difference between eye- and mouth-region fixations on non-target 
faces on happy target trials, t(15) = .99, p = .338. More fixations were made on the eye-
regions of non-target faces on angry target trials than happy target trials, t(28) = 3.98, p < 
.001, but after controlling for multiple comparisons, there was no difference for mouth-
region fixations, t(28) = 2.22, p = .034 (pcrit = .013; other Fs < 2.45, ps > .129). 
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Figure 3. Eye and mouth-region fixations on upright and inverted non-target faces on 
target trials during search for angry and happy faces. Error bars represent standard errors. 
 Non-target trials. 
 Non-target fixations. Non-target trials showed a similar pattern of results as 
observed on target trials: On non-target trials, participants fixated more on the eye-region 
than the mouth-region during the search for angry targets, but there was no difference in 
the search for happy targets. Participants also fixated more on the eye-region when 
searching for angry faces than when searching for happy faces. The analysis revealed 
main effects of orientation, F(1,28) = 6.17, p = .019, ηp2 = .18, with more fixations on 
inverted than upright faces. The main effects of target emotion, F(1,28) = 4.88, p = .035, 
ηp2 = .15, reflecting more non-target fixations during search for angry faces than search for 
happy faces, and region, F(1,28) = 5.91, p = .022, ηp2 = .17, with more eye-region fixations 
than mouth-region fixations, were qualified by a target emotion x region interaction, 
F(1,28) = 13.49, p = .001, ηp2 = .33. More fixations were made on the eye-region than 
mouth-region of non-targets during search for angry faces, t(15) = 5.00, p < .001, but there 
was no difference during search for happy faces, t(15) = .76, p = .457. More fixations were 
made on the eye-region when searching for angry faces than when searching for happy 
faces, t(28) = 4.59, p < .001, but there was no difference for mouth-region fixations, t(28) = 
2.27, p = .031 (pcrit = .013; Other Fs < 2.67, ps > .113). 
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Figure 4. Eye and mouth-region fixations on upright and inverted non-target faces on non-
target trials during search for angry and happy faces. Error bars represent standard errors. 
Discussion 
 A happiness superiority effect was evident in the response times, with faster 
detection of happy faces than angry faces. This pattern of results is consistent with prior 
findings from fixed target searches with closed-mouth faces drawn from the NimStim 
database (Horstmann et al., 2012). The number of fixations on each of the areas of 
interest showed that more fixations were made on the eye-region than the mouth-region 
when searching for angry faces, but there was no difference between the number of 
fixations on eye and mouth-regions in search for happy faces. Participants also fixated 
more on the eye-region when searching for angry faces than when searching for happy 
faces. The difference in fixation pattern between search for angry and search for happy 
faces was evident not only for target fixations, but also for non-target fixations. Preferential 
selection of the eye region in search for angry faces also remained unaffected by 
inversion. This suggests that participants were indeed fixating on the eye and mouth-
regions, not just the upper and lower halves of the face.  
The apparent reliance on the eye-region, or potentially the ability of the eye-region 
to facilitate target detection, when searching for angry faces is consistent with earlier 
reports about visual search (Calvo & Nummenmaa, 2008; Fox & Damjanovic, 2006) and 
emotion recognition performance (Beaudry et al., 2014). However, the current paper found 
no evidence that the mouth-region is more important than the eye-region when searching 
for happy faces, or even that the mouth-region is more important when searching for 
happy faces relative to angry faces. This is inconsistent with Calvo and Nummenmaa’s 
(2008) report that the mouth-region is more important than the eye-region in search for 
happy faces. However, this may reflect their use of mostly open-mouth faces (see Figure 1 
in their paper for sample stimuli). A similar argument may apply to the inconsistency 
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between the current study and Beaudry et al. (2014), who report that participants spend 
more time fixating on the mouths of happy faces than angry faces in an emotion 
recognition task. Beaudry et al., too, used open-mouth expressions, which may have 
allowed better recognition performance than closed-mouth expressions, thus explaining 
the participant’s focus on this region. 
 Prior research has provided mixed findings as to whether search for emotional 
expressions relies on holistic or featural processing, reflected in the presence (Fox & 
Damjanovic, 2006) or absence (Savage & Lipp, 2014) of inversion effects on search 
performance.  Given that the performance advantage in search for happy faces and the 
differences in fixation patterns were unaffected by face inversion, our findings are 
consistent with previous results suggesting that processing of facial expressions of 
emotion in visual search may rely on featural rather than holistic mechanisms (Horstmann 
& Bauland, 2006; Savage & Lipp, 2014; Williams et al., 2005; but see S. I. Becker, 
Horstmann & Remington, 2011, for a critique of this rationale).  
The consistent pattern of fixations across target and non-target faces suggests that 
search performance does not reflect bottom-up processes driven by the target stimuli. 
Instead it indicates a top-down search strategy in which participants appear to focus on 
different facial features depending on the emotional expression that they are looking for (at 
least for the closed-mouth faces used here). This shows that the fixation pattern is due to 
a strategic adaptation of search, potentially as a result of learning. For instance, 
participants may learn that fixating on the eye-region provides the most useful information 
for discriminating angry target faces from neutral background faces as is it the easiest way 
to solve the task. It may be that no preference for eye vs. mouth-regions emerged for 
happy faces because, at least for closed-mouth faces, neither the eyes nor mouth provide 
differentially more useful information. Although the fixation pattern seems to indicate that 
fixations on the eye-region of angry faces are strategic, this does not translate into faster 
task completion, as response times indicate faster detection of happy faces than angry 
faces. This may reflect that participants are more easily able to extract the emotion-related 
information from happy than from angry faces, regardless of the region they fixate on. 
 The current findings also revealed that overall participants fixated more on the eye-
region than the mouth-region, consistent with previous research suggesting that the eyes 
may be most important for decoding emotional expressions (Beaudry et al., 2014). Again 
this differs from Calvo and Nummenmaa’s (2008) report that in visual search participants 
rely more heavily on the mouth that the eye-region. However, this is possibly due to the 
use of different stimuli by Calvo and Nummenmaa and the current study, suggesting that 
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the relative importance of the eye and mouth-regions to emotion perception may not 
necessarily differ across paradigms (as suggested by Beaudry et al., 2014), but instead 
reflect the use of different face stimuli. Alternatively, differences in search requirements, 
Calvo and Nummenmaa’s use of variable target search in contrast to the fixed target 
search in the current study, may explain the differing tendency to rely on eye vs. mouth 
areas. In a variable target search, which requires the participant to search for multiple 
emotional expressions in the same task, the mouth-region may provide the most useful 
information across multiple emotions. In a fixed target search, such as used here, 
participants know which target expression to expect and hence, can develop more specific 
search strategies, such as reliance on the eye-region, as the most efficient way to solve 
the task. It is also possible that variable target search renders participants more vulnerable 
to bottom-up influences, because their knowledge of the target stimulus is limited. Further 
research is needed to distinguish between these possible explanations of the 
discrepancies in results. However, as shown in the present study, these search strategies 
differ across tasks that involve search for different emotional expressions, highlighting the 
importance of top-down search strategies in determining eye movement behaviour.  
 The current findings have a number of important implications for the understanding 
of visual search for emotional expressions, which should, however, be considered with 
care given that the contrast between the current findings and others (e.g., Calvo & 
Nummenmaa, 2008) suggests a role of the specific stimulus sets (e.g., open vs. closed-
mouth faces) and the search paradigm (fixed vs. variable target search) used. Firstly, the 
lack of an interaction between emotion and orientation across response times and 
fixations indicates that search performance may rely on featural rather than holistic 
processes. Secondly, the search for angry faces resulted in more eye than mouth-region 
fixations, but the number of eye vs. mouth-region fixations did not differ when searching 
for happy faces. This may suggest that the eye-region is more important for the detection 
of angry faces, whereas both regions provide equally useful information for the detection 
of happy faces. Finally, consistent fixation patterns across target and non-target faces 
cannot be explained by a bottom-up, stimulus-driven account, and suggest that the fixation 
patterns are the result of a top-down search strategy, potentially reflecting the adoption of 
whichever method is regarded as the most efficient to complete the task.   
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Chapter 5: General Discussion 
The overall aims of this thesis were firstly to resolve inconsistencies in the literature 
regarding visual search for emotional expressions, and secondly, to investigate whether 
the detection of emotional expressions in visual search involves featural or holistic 
processing. Throughout the three empirical chapters (Chapters 2, 3, and 4), evidence 
suggests that detection of emotional expressions in visual search strongly relies on 
featural differences between stimuli and on the characteristics of the face stimuli used, 
which also explains prior inconsistencies in the literature.  
 Chapter 2 revealed that different, although overlapping, face sets drawn from the 
same face database elicited differing emotion detection advantages. The two face sets 
used differed only in three posers, whereas five posers were consistent across both tasks. 
Nevertheless, anger or happiness superiority effects emerged consistently depending on 
which set of unique target faces was used, highlighting the importance of stimulus choice 
in visual search for emotional expressions. This suggests that visual search for emotional 
expressions yields systematic and reliable results, but that these results are unlikely to be 
driven by the emotional content of the face. Given that opposing results were found 
depending on the stimuli chosen, the findings suggest that previous inconsistencies in the 
visual search for emotional expression literature may be accounted for by stimulus 
differences, and that participants may be relying on featural differences between 
expressions to complete the tasks. 
 Support for featural processing of emotional expressions in visual search was also 
evident in Chapter 3. Across seven experiments, emotion detection advantages were 
apparent using both upright and inverted faces. Anger and happiness superiority effects 
emerged depending on the stimulus set used, but neither was abolished by face inversion. 
This finding was consistent across variations in the number of posers, number of set sizes, 
and presentation times. The finding that inversion did not affect the emotion detection 
pattern suggests that search for emotional expressions relies on featural processing, as 
holistic processing would have been impaired by inversion resulting in attenuated or 
abolished emotion effects. 
 Chapter 4 also provided evidence for featural processing of facial expressions in 
visual search, revealing differing eye vs. mouth fixation patterns depending on the target 
emotion. Eye-regions were fixated more often than mouth-regions when participants were 
searching for angry faces, but there was no preference for either the eye or mouth region 
when searching for happy faces. This pattern was evident for upright and inverted faces. 
Additionally, Chapter 4 provided evidence that fixation patterns were driven by a top-down 
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search strategy rather than reflecting bottom-up processes that reflexively orient the gaze 
to perceptually salient target features. This was evident in the consistent fixation pattern 
across target and non-target faces. If perceptually salient features present on target faces 
drove fixations then it is unlikely that the same fixation patterns would be observed on 
neutral non-target faces, on which these salient perceptual features are not present. The 
findings reported in Chapter 4 appear inconsistent with the previous literature in that happy 
faces were found faster than angry faces using faces from a database regularly shown to 
elicit an anger superiority effect (i.e., NimStim database; Tottenham et al., 2009). 
However, given that subsets of posers belonging to this database were shown to elicit 
differing detection patterns (see Chapter 2), it is likely that this difference is due to the 
particular set of faces used. 
 The findings reported in Chapter 4, showing that fixation patterns were not driven 
by pre-attentive guidance to salient perceptual features of target faces, but instead by an 
intentional search strategy, may appear inconsistent with earlier chapters claiming that 
search is driven by featural differences. However, a top-down search strategy does not 
negate the likelihood of featural processing. Participants may consciously (or 
unconsciously) determine a feature or area of the face with the highest discriminatory 
value (e.g., the eye-region) and selectively allocate their attention to this area because it is 
the most useful method of solving the task, not because that area is perceptually salient.  
Although previous research suggests that task demands (i.e., fixed vs. variable 
target searches) do not affect the emotion detection pattern as measured by response 
times (e.g., Savage et al., 2013), differences in task demands may influence fixation 
patterns. The findings of Chapter 4, in which fixed target searches were used, could be 
followed-up with similar experimental approaches using variable target search. If fixation 
patterns are driven by an intentional search strategy, changing the requirements of the 
task may in turn influence which features are fixated most often. This task design may give 
information regarding whether the eye-region is still the most useful feature when 
discriminating between multiple emotional and neutral expressions. 
Given that inversion of faces does not appear to affect detection of emotional 
expressions, it would appear that during visual search, facial expressions of emotion are 
processed featurally. This renders it difficult to determine whether the emotional content of 
the face actually influences visual search or whether expression biases in visual search 
are driven solely by low-level features. This reliance on featural processing likely reflects 
that using a feature to discriminate targets from non-targets may allow participants to solve 
the task most efficiently. It is possible that more difficult tasks may force participants to rely 
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on holistic processing rather than featural processing, however, evidence in Chapter 3 
suggests that even in more difficult tasks (multiple posers, multiple set sizes), participants 
rely on featural processing. 
 Together the empirical evidence presented provides consistent support for featural 
processing of emotional expression in visual search. Lack of inversion effects and 
differences in reliance on facial features depending on the target emotion, suggest that 
holistic processing is unlikely. Reliance on stimulus features and the strong influence of 
perceptual confounds on search performance make it difficult to clearly disentangle the 
processes underlying visual search for emotional expressions. The difficulty in partitioning 
out effects of emotion and visual features limits each of the studies presented in this 
thesis, and visual search for emotional expression in general. Championing careful 
consideration of stimulus materials can only go so far and controlling for all potential 
confounds would potentially result in conceptually meaningless stimuli. Even reducing or 
manipulating a number of confounds may change the emotional meaning and limit the 
external validity of any emotional expression.  
Although emotional accounts of anger and happiness superiority effects in visual 
search generally emphasize the role of holistic processing, the support for featural 
processing evident in the current thesis does not necessarily negate the possibility of 
involvement of emotional content. The expectation that emotional faces should influence 
attention comes out of findings showing that emotional or threatening visual stimuli can 
capture attention. Search advantages can be seen for images of snakes and spiders 
(Öhman, Soares, Juth, Lindström, & Esteves, 2012) and such stimuli have also been 
shown to attract attention in spatial orienting tasks (Mogg, Bradley, De Bono, & Painter, 
(1997).  Evolutionary arguments pose that events of value in the environment should be 
preferentially processed (Dolan, 2002). Threat or emotionality is thought to add value to 
stimuli, such as snakes and spiders (or emotional faces), making them highly relevant to 
environmental events and allowing them to preferentially attract attention (Dolan, 2002). 
If emotional stimuli do experience preferential processing, the findings of the current 
thesis may reflect that the stimulus materials fail to express emotion effectively. However, 
the face stimuli used in this thesis and many other studies appear to successfully denote 
recognisable emotional content. The NimStim stimulus set is widely used in the visual 
search for emotional expression literature and the norm data reported by Tottenham et al. 
(2009) shows that the emotional expressions are consistently recognised as the intended 
emotion (proportion correct ranging from M = .84 to .98 for angry and happy faces). 
Similarly, Savage et al. (2013) report that happy faces are mostly recognised as displaying 
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happiness (171 out of 180 responses) and angry faces as displaying anger or rage (160 
out of 180 responses). These responses indicate that the emotionality of each expression 
is being captured by the stimuli and that the potential absence of true emotion effects is 
not due to a lack of recognisable emotional content.  
The difficulty in disentangling the potential perceptual and emotional effects of 
certain features, such as teeth displays, implies that the elimination of emotional valence 
as a factor in search for emotional expressions remains difficult. Current findings do not 
provide clear evidence that search performance is driven by emotional valence, however, 
it is possible that emotional valence does play a role. If this is the case, it is likely that this 
emotion effect is not strong or consistent enough to avoid being masked by the effects of 
top-down goals and low-level perceptual features. 
One possibility to test for effects of emotional valence is to use paradigms other 
than visual search. Search performance is apparently strongly influenced by the stimulus 
characteristics, which renders it difficult to determine whether and to what extent emotional 
attention can be drawn to emotional or threatening stimuli. Given that the visual search 
literature relating to emotional expressions is so mixed, with evidence for both anger and 
happiness advantages, it seems unlikely that pre-attentive guidance to emotional facial 
stimuli in visual search is a genuine phenomenon. Low-level stimulus features may play an 
exaggerated role within visual search because the task requires discrimination between 
faces, not recognition of the emotional content. The need to quickly discriminate between 
target and non-target faces may encourage reliance on any salient feature that permits an 
easy discrimination. In paradigms that do not require discrimination, featural processing 
may not be as useful. In such cases, participants may be forced to rely on holistic 
processing as the most efficient strategy. This suggests that a different form of face 
processing may become apparent in a paradigm that demands emotion recognition, such 
as categorisation. Evidence from Chapter 4 suggests that participants may look at specific 
areas of the face to discriminate targets from non-targets. Recognition of emotional 
expressions however, may require processing of the whole face, rather than determining 
the areas in which they differ in order to discriminate between them. This may encourage 
holistic processing as feature-based processing may not be as useful for emotion 
categorisation. Categorisation thus seems a good alternative to visual search in the 
research on emotional expressions, however, Beaudry et al. (2014) report a pattern of 
fixations in an emotion recognition task that resembles the one seen in Chapter 4, more 
fixations on the eye-region than the mouth-region for angry expressions. This may indicate 
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that emotion recognition also relies on certain facial features rather than reflecting holistic 
face processing. 
A recent meta-analysis of studies that used visual search and categorisation to 
investigate the processing of emotional expressions concluded that categorisation 
performance is driven by the emotional content of a face, rather than based on featural 
differences. Nummenmaa and Calvo (2015) conclude that happy faces are found faster 
than angry faces in visual search using photographic stimuli, but that angry faces are 
found faster than happy faces in visual search using schematic stimuli. This review 
however, did not include Savage et al. (2013) or Craig et al. (2014), both of which provide 
evidence inconsistent with this claim. Although Nummenmaa and Calvo claim that a 
happiness superiority effect is evident in search involving photographic faces, Savage et 
al. show that both anger and happiness superiority effects can emerge, depending on the 
stimuli chosen. Craig et al. report a happiness superiority effect in visual search using 
schematic stimuli with heterogeneous backgrounds. The happiness superiority effect 
reported by Craig et al. directly contradicts the ‘true’ anger superiority effect that 
Nummenmaa and Calvo claim is evident for schematic faces. Notwithstanding this 
extension, the evidence provided in this thesis is consistent with Nummenmaa and Calvo’s 
claim that visual search for emotional expressions is driven primarily by visual features. 
Conversely the authors suggest that emotion categorisation reflects processing of the 
emotional content and affective valence of the face. If emotional expressions are 
categorized using holistic processing, this may render categorisation a better paradigm for 
the investigation emotional expressions, as individual features may be less likely to 
influence search performance. 
Studies using categorisation to investigate the processing of emotional expressions 
typically show that participants are faster to categorise happy faces as ‘Happy’ than other 
emotions, e.g. angry faces as ‘Angry’ (i.e., the happy face advantage; Leppänen, 
Tenhunen, & Hietanen, 2004). Findings regarding categorisation of emotional expressions 
are less varied than those using visual search (see Nummenmaa & Calvo, 2015 for a 
review), potentially suggesting that the categorisation paradigm may yield more robust 
results with regard to the emotional valence of faces. A number of studies provide 
evidence for holistic processing in emotion categorisation (Nummenmaa & Calvo, 2015). 
For example, inversion has been shown to interfere emotion recognition (Calder, Yung, 
Jeane, & Dean, 2000) and categorisation (Karnedewi & Lipp, 2011). These findings 
suggest that the absence inversion effects may be specific to visual search for emotional 
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expressions, and as such, that the role of perceptual confound and use of feature-based 
search strategies may also be specific to emotion detection. 
Although categorisation of emotional expressions may rely on holistic processing, 
the process appears to be influenced by other facial information as well. For example, 
variation of facial cues of sex, age, and race appear to affect emotion categorisation 
(Karnadewi & Lipp, 2011) and categorisation of a particular set of faces depends on the 
other faces employed in the same categorisation task (Lipp, Craig, & Dat, 2015). Such 
interactions between emotional expression and other facial cues may make it difficult to 
investigate emotion processing independent from this additional information.  
Through the three empirical chapters of this thesis, it is evident that differences in 
visual search for facial targets defined by emotional expressions may be driven by a 
number of factors but in particular, stimulus-related confounds. This is supported further by 
consistent evidence that visual search using emotional expressions is driven by featural 
processing, not holistic processing. The issues inherent in such tasks, including low-level 
and stimulus-related confounds, along with reliance on feature-based search strategies, 
provide an explanation for the lack of consistency throughout the literature on visual 
search for emotional expressions. Participants appear to rely on featural processing, 
potentially as this provides the easiest way to complete the task required (i.e., find the 
target stimulus). Taken together, the pattern of results reported here suggests one 
conclusion: visual search is not the best paradigm to investigate the processing of facial 
expressions of emotion. 
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