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In this paper, we consider the second-order quasilinear neutral dynamic equation
(r(t)|Z∆(t)|α−1Z∆(t))∆ + q(t)|x(δ(t))|β−1x(δ(t)) = 0,
on a time scale T, where Z(t) = x(t) + p(t)x(τ (t)), α, β > 0 are constants, and obtain
oscillation criteria for the equation when β > α, β = α and β < α, respectively.
Our results extend some known results when p(t) = 0 in the literature and contain the
continuous and discrete cases as special cases.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of time scales, which has recently received much attention, was introduced by Stefan Hilger [1] in order to
unify continuous and discrete analysis. For completeness, we recall the following concepts related to the notion of time
scales; see [2,3] for more details. A time scale T is an arbitrary nonempty closed subset of the real numbers R. Here we
assume supT = ∞ and define the time scale interval [t0,∞)T by [t0,∞)T := [t0,∞) ∩ T. In this paper, we assume that
T has the topology which inherits from the standard topology on the real numbers R. The forward and backward jump
operators are defined by
σ(t) := inf{s ∈ T : s > t}, ρ(t) := sup{s ∈ T, s < t},
where inf∅ := supT and sup∅ := infT; here ∅ denotes the empty set. A point t ∈ T and t > infT, is said to be left-dense
if ρ(t) = t , right-dense if t < supT and σ(t) = t , left-scattered if ρ(t) < t and right-scattered if σ(t) > t . The graininess
function µ for the time scale T is defined by µ(t) := σ(t) − t , and for any function f : T→ R, the notation f σ (t) denotes
f (σ (t)). A function g : T → R is said to be rd-continuous provided it is continuous at right-dense points in T and its left-
sided limits exist (finite) at left-dense points in T. The set of all such rd-continuous functions is denoted by Crd(T,R). The set
of functions f : T→ Rwhich are differentiable and whose derivative is an rd-continuous function is denoted by C1rd(T,R).
In recent years, there has been increasing interest in obtaining sufficient conditions for the oscillation and nonoscillation
of solutions of second order neutral dynamic equations on time scales; see, for example, [4–13] and the references cited
therein. In 2005, Saker [14] established some oscillation criteria for the second-order half-linear dynamic equation
r(t)(x∆(t))α
∆ + q(t)xα(t) = 0, (1.1)
on a time scale, where α > 1 is a quotient of positive integers, and r, q ∈ Crd(T, (0,∞)). Hassan [15] also obtained
oscillation criteria for Eq. (1.1) which improve the main results in [14].
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Recently, Grace et al. [16] studied the oscillation of the second order dynamic equation
r(t)(x∆(t))α
∆ + q(t)xβ(t) = 0, (1.2)
on time scales, where α, β are quotients of odd positive integers, and r, q ∈ Crd(T, (0,∞)). They gave some new oscillation
results for Eq. (1.2) when β > α, β = α and β < α, respectively.
In this paper, we are concerned with the oscillation of the second order quasilinear neutral delay differential equation
r(t)|Z∆(t)|α−1Z∆(t)∆ + q(t)|x(δ(t))|β−1x(δ(t)) = 0, t ∈ [t0,∞)T, (1.3)
on an arbitrary time scale T, where Z(t) = x(t) + p(t)x(τ (t)), α, β > 0 are constants. Throughout this paper, we always
assume that
(A1) r ∈ Crd([t0,∞)T, (0,∞))with
∞
t0
r−1/α(t)1t = ∞;
(A2) p, q ∈ Crd([t0,∞)T,R)with 0 ≤ p(t) < 1, q(t) ≥ 0;
(A3) τ , δ ∈ Crd([t0,∞)T,T), τ(t) ≤ t , δ(t) ≤ t , and limt→∞ τ(t) = limt→∞ δ(t) = ∞.
By a solution of Eq. (1.3), we mean a nontrivial real-valued function x ∈ C1rd([Tx,∞),R), Tx ≥ t0, which has the property
that r|z∆|z∆ ∈ C1rd([Tx,∞),R) and satisfies Eq. (1.3) on [Tx,∞)T. The solutions vanishing in some neighborhood of infinity
will be excluded from our consideration. A solution x(t) of Eq. (1.3) is said to be oscillatory if it is neither eventually positive
nor eventually negative. Otherwise it is said to be nonoscillatory. The equation itself is called oscillatory if all its solutions
are oscillatory.
Note that Eqs. (1.1) and (1.2) are special forms of Eq. (1.3), and all the results of Saker [14], Hassan [15] andGrace et al. [16]
cannot be applied to Eq. (1.3) even for p(t) = 0. Therefore, it is of great interest and very necessary to study the oscillation
of Eq. (1.3). The purpose of this paper is to establish four new oscillation criteria for Eq. (1.3). Our results extend the main
results of Saker [14], Hassan [15] and Grace et al. [16] to Eq. (1.3) and contain the continuous and discrete cases as special
cases. Finally, we give four examples to illustrate the main results.
2. Main results
For notational simplicity, define
θ(t, u) :=
∫ t
u
1
r
1
α (s)
1s
−1 ∫ δ(t)
u
1
r
1
α (s)
1s, t > u ≥ t0.
We begin with the following lemmas.
Lemma 2.1. Assume that Eq. (1.3) has a positive solution x(t) on [t0,∞)T. Then for sufficiently large T ,
Z∆(t) > 0, (r(t)|Z∆(t)|α−1Z∆(t))∆ ≤ 0, t ∈ [T ,∞)T. (2.1)
Proof. Assume that (1.3) has a nonoscillatory solution on [t0,∞)T. Without loss of generality, we assume that there exists
a T ∈ [t0,∞)T such that x(t), x(τ (t)), x(δ(t)) > 0 on [T ,∞)T; then Z(t) ≥ x(t) > 0. It follows from (1.3) that
(r(t)|Z∆(t)|α−1Z∆(t))∆ = −q(t)xβ(δ(t)) ≤ 0.
Hence, r(t)|Z∆(t)|α−1Z∆(t) is decreasing on [T ,∞)T. We now claim that Z∆(t) > 0 on t ∈ [T ,∞)T. If not, then there exists
a t1 ∈ [T ,∞)T such that Z∆(t1) < 0. Then
r(t)|Z∆(t)|α−1Z∆(t) ≤ r(t1)|Z∆(t1)|α−1Z∆(t1) := −c < 0, t ≥ t1,
i.e.,
Z∆(t) ≤ −

c
r(t)
 1
α
. (2.2)
Integrating (2.2) from t1 to t , we find from (A1) that
Z(t) ≤ Z(t1)− c 1α
∫ t
t1
1
r
1
α (s)
1s →−∞ as t →∞,
which implies that Z(t) is eventually negative. This contradicts Z(t) > 0 on [T ,∞)T. Thus, Z∆(t) > 0 on [T ,∞)T. This
completes the proof. 
Lemma 2.2. Assume that Eq. (1.3) has a positive solution x(t) on [t0,∞)T. Then for sufficiently large t1,
Z(δ(t))
Z(t)
≥ θ(t, t1), t ≥ t1. (2.3)
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Proof. As in the proof of Lemma 2.1, there is a t1 ∈ [t0,∞)T so that
Z(t) > 0, Z∆(t) > 0, (r(t)(Z∆(t))α)∆ ≤ 0, t ∈ [t1,∞)T.
Then r(t)(Z∆(t))α is decreasing on [t1,∞)T. Noting that limt→∞ δ(t) = ∞, we can choose t2 > t1 so that δ(t) ≥ t1 for
t ≥ t2. Hence,
Z(t)− Z(δ(t)) =
∫ t
δ(t)
1
r
1
α (s)
[r(s)(Z∆(s))α] 1α1s
≤ [r(δ(t))(Z∆(δ(t)))α] 1α
∫ t
δ(t)
1
r
1
α (s)
1s;
consequently,
Z(t)
Z(δ(t))
≤ 1+ [r(δ(t))(Z
∆(δ(t)))α] 1α
Z(δ(t))
∫ t
δ(t)
1
r
1
α (s)
1s. (2.4)
Also, we have, for t ≥ t2,
Z(δ(t)) > Z(δ(t))− Z(t1) =
∫ δ(t)
t1
1
r
1
α (s)
[r(s)(Z∆(s))α] 1α1s
≥ [r(δ(t))(Z∆(δ(t)))α] 1α
∫ δ(t)
t1
1
r
1
α (s)
1s;
hence,
[r(δ(t))(Z∆(δ(t)))α] 1α
Z(δ(t))
≤
∫ δ(t)
t1
1
r
1
α (s)
1s
−1
. (2.5)
Therefore, inequalities (2.4) and (2.5) imply
Z(t)
Z(δ(t))
≤
∫ t
t1
1
r
1
α (s)
1s
∫ δ(t)
t1
1
r
1
α (s)
1s
−1
,
which implies
Z(δ(t))
Z(t)
≥ θ(t, t1).
This completes the proof. 
For the positive solution x(t) of Eq. (1.3), by the definition of Z(t) and Lemma 2.1, we have, for r ≥ T ,
x(t) = Z(t)− p(t)x(τ (t)) ≥ Z(t)− p(t)Z(τ (t)) ≥ (1− p(t))Z(t).
It follows from (1.3) that
(r(t)(Z∆(t))α)∆ + q(t)[1− p(δ(t))]βZβ(δ(t)) ≤ 0. (2.6)
We now state and prove our main results.
Theorem 2.1. If∫ ∞
t0
q(s)[1− p(δ(s))]βθβ(s, T0)1s = ∞ (2.7)
for some T0 ≥ t0, then Eq. (1.3) is oscillatory on [t0,∞)T.
Proof. Assume that (1.3) has a nonoscillatory solution x(t) on [t0,∞)T. Without loss of generality, we assume that there
exists a T0 ∈ [t0,∞)T (sufficiently large) such that x(t), x(τ (t)), x(δ(t)) > 0 on [T0,∞)T, and Z(t) satisfies the conclusions
of Lemmas 2.1 and 2.2 on [T0,∞)T. Consider the Riccati substitution
w(t) = r(t)(Z
∆(t))α
Zβ(t)
, t ≥ T0.
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Thenw(t) > 0 for t ≥ T0. In view of (2.6) and [2, Theorem 1.20], we have
w∆(t) = (r(t)(Z∆(t))α)∆ 1
Zβ(t)
+ (r(t)(Z∆(t))α)σ

1
Zβ(t)
∆
≤ −q(t)(1− p(δ(t)))βθβ(t, T0)− (r(t)(Z∆(t))α)σ (Z
β(t))∆
Zβ(t)(Zβ(t))σ
= −q(t)(1− p(δ(t)))βθβ(t, T0)− w(σ(t)) (Z
β(t))∆
Zβ(t)
. (2.8)
By the Pötzsche chain rule [2, Theorem 1.87],
(Zβ(t))∆ = β
∫ 1
0
[Z(t)+ hµ(t)Z∆(t)]β−1dh

Z∆(t)
= β
∫ 1
0
[(1− h)Z(t)+ hZ(σ (t))]β−1dh

Z∆(t)
≥

β(Z(t))β−1Z∆(t), β > 1,
β(Z(σ (t)))β−1Z∆(t), 0 < β ≤ 1.
Thus,
(Zβ(t))∆
Zβ(t)
≥

β
Z∆(t)
Z(t)
, β > 1,
β
(Z(σ (t)))β−1
Zβ(t)
Z∆(t), 0 < β ≤ 1.
Noting that Z(t) is increasing on [T0,∞)T, we get Z(t) ≤ Z(σ (t)) for t ∈ [T0,∞)T. Therefore
(Zβ(t))∆
Zβ(t)
≥ β Z
∆(t)
Z(σ (t))
. (2.9)
Substituting (2.9) into (2.8), we obtain
w∆(t) ≤ −q(t)(1− p(δ(t)))βθβ(t, T0)− βw(σ(t)) Z
∆(t)
Z(σ (t))
(2.10)
< −q(t)(1− p(δ(t)))βθβ(t, T0). (2.11)
Integrating both sides of (2.11) from T0 to t , we get∫ t
T0
q(s)(1− p(δ(s)))βθβ(s, T0)1s < w(T0)− w(t) < w(T0) <∞,
which contradicts (2.7). This completes the proof. 
According to Theorem 2.1, we can furthermore restrict to the case:∫ ∞
t0
q(s)[1− p(δ(s))]βθβ(s, T0)1s <∞, T0 ≥ t0.
For convenience, we define
0 < Q (t, T0) :=
∫ ∞
t
q(s)[1− p(δ(s))]βθβ(s, T0)1s <∞, T0 ≥ t0, t ≥ t0. (2.12)
We begin with the following theorems.
Theorem 2.2. Let β > α and (2.12) hold. If∫ ∞
t0
1
r
1
α (s)
Hσ (s, c)1s = ∞, (2.13)
where
H(t, c) :=

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)1s
 1
α
, t ≥ t0,
for some T0 ≥ t0 and c > 0, then Eq. (1.3) is oscillatory on [t0,∞)T.
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Proof. Assume that x(t) is a nonoscillatory solution of (1.3).Without loss of generality,wemay assume that x(t) is eventually
positive. Proceeding as in the proof of Theorem 2.1, we get that (2.10) holds, i.e.,
w∆(t) ≤ −q(t)(1− p(δ(t)))βθβ(t, T0)− βw(σ(t)) Z
∆(t)
Z(σ (t))
. (2.14)
Noting that r1/α(t)Z∆(t) is decreasing, we get r1/α(t)Z∆(t) ≥ (r1/α(t)Z∆(t))σ . In view of the definition ofw(t), we have
Z∆(t) ≥ 1
r
1
α (t)
w
1
α (σ (t))Z
β
α (σ (t)). (2.15)
Substituting (2.15) into (2.14), we obtain
w∆(t) ≤ −q(t)(1− p(δ(t)))βθβ(t, T0)− β 1
r
1
α (t)
w
1+α
α (σ (t))Z
β−α
α (σ (t)). (2.16)
Integrating both sides of (2.16) from t to∞, we get
w(t) ≥ Q (t, T0)+ β
∫ ∞
t
1
r
1
α (s)
w
1+α
α (σ (s))Z
β−α
α (σ (s))1s.
It is clear thatw(t) ≥ Q (t, T0) for t ≥ T0. Thus,
w(t) ≥ Q (t, T0)+ β
∫ ∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)Z
β−α
α (σ (s))1s. (2.17)
Since β > α and Z(t) is increasing on [T0,∞)T, there exist a t1 ≥ T0 and a positive constant c1 such that
Z
β−α
α (σ (s)) ≥ c1, s ≥ t1.
Then
w(t) ≥ Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)1s =: Hα(t, c), t ≥ t1, (2.18)
where c = βc1. Noting that r(t)(Z∆(t))α is decreasing on [t1,∞), by (2.18), we have
r(t)(Z∆(t))α
(Z(σ (t)))β
≥ (r(t)(Z
∆(t))α)σ
(Z(σ (t)))β
= w(σ(t)) ≥ (Hα(t, c))σ ,
which implies
(Z(σ (t)))−δZ∆(t) ≥ 1
r
1
α (t)
Hσ (t, c), t ≥ t1, (2.19)
where δ := β/α > 1. Applying the Pötzsche chain rule [2, Theorem 1.87], we get
(Z1−δ(t))∆ = (1− δ)
∫ 1
0
[Z(t)+ hµ(t)Z∆(t)]−δdh

Z∆(t)
= (1− δ)
∫ 1
0
[(1− h)Z(t)+ hZ(σ (t))]−δdh

Z∆(t)
≤ (1− δ)(Z(σ (t)))−δZ∆(t).
Thus,
(Z1−δ(t))∆
1− δ ≥ (Z(σ (t)))
−δZ∆(t), t ≥ t1. (2.20)
By (2.19) and (2.20),
(Z1−δ(t))∆
1− δ ≥
1
r
1
α (t)
Hσ (t, c), t ≥ t1.
Integrating both sides of the last inequality from t1 to t , (t ≥ t1), we have∫ t
t1
1
r
1
α (s)
Hσ (s, c)1s ≤ Z
1−δ(t1)
δ − 1 .
Letting t →∞ in both sides of the above inequality, we get contradiction to (2.13). This completes the proof. 
Q. Yang, Z. Xu / Computers and Mathematics with Applications 62 (2011) 3682–3691 3687
Theorem 2.3. Let β = α and (2.12) hold. If
lim sup
t→∞
∫ t
T0
1
r
1
α (s)
1s

H(t, α) > 1, (2.21)
for some T0 ≥ t0, where H is defined as in Theorem 2.2, then Eq. (1.3) is oscillatory on [t0,∞)T.
Proof. Assume that x(t) is a nonoscillatory solution of (1.3).Without loss of generality,wemay assume that x(t) is eventually
positive. Proceeding as in the proof of Theorem 2.2, we get that Eq. (2.17) holds. By Eq. (2.17),
w(t) ≥ Q (t, T0)+ α
∫ ∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)1s =: Hα(t, α), t ≥ T0. (2.22)
Noting that r1/α(t)Z∆(t) is decreasing on [T0,∞), we get
Z(t) = Z(T0)+
∫ t
T0
Z∆(s)1s = Z(T0)+
∫ t
T0
1
r
1
α (s)
r
1
α (s)Z∆(s)1s
≥ r 1α (t)Z∆(t)
∫ t
T0
1
r
1
α (s)
1s, t ≥ T0.
Consequently,
r
1
α (t)Z∆(t)
Z(t)
≤
∫ t
T0
1
r
1
α (s)
1s
−1
, t ≥ T0. (2.23)
By (2.22) and (2.23),
H(t, α) ≤ w 1α (t) = r
1
α (t)Z∆(t)
Z(t)
≤
∫ t
T0
1
r
1
α (s)
1s
−1
, t ≥ T0.
Thus, ∫ t
T0
1
r
1
α (s)
1s

H(t, α) ≤ 1, t ≥ T0.
Taking lim sup of both sides of the last inequality as t →∞, we get a contradiction to (2.21). This completes the proof. 
Theorem 2.4. Let β < α and (2.12) hold. If
lim sup
t→∞
Q
α−β
αβ (t, T0)
∫ t
T0
1
r
1
α (s)
1s

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+β
β (σ (s), T0)1s
 1
α
= ∞, (2.24)
for some T0 ≥ t0 and c > 0, then Eq. (1.3) is oscillatory on [t0,∞)T.
Proof. Assume that (1.3) has a nonoscillatory solution x(t) on [t0,∞)T.Without loss of generality,wemay assume that there
exists a T0 ∈ [t0,∞)T such that x(t), x(τ (t)), x(δ(t)) > 0 on [T0,∞)T, and Z(t) satisfies the conclusions of Lemmas 2.1
and 2.2 on [T0,∞)T. Proceeding as in the proof of Theorem 2.2, we get that (2.17) holds. It follows from (2.17) that
w(t) ≥ Q (t, T0) on [T0,∞)T. Then, by the definition ofw(t), we have
r
1
α (t)Z∆(t) ≥ Zβ/α(t)Q 1α (t, T0), t ≥ T0.
Since r1/α(t)Z∆(t) is decreasing on [T0,∞)T, there exists a constant k > 0 and t1 ≥ T0 such that
k ≥ r 1α (t)Z∆(t) ≥ Z βα (t)Q 1α (t, T0), t ≥ t1.
Thus,
Z(t) ≤ kα/βQ− 1β (t, T0), t ≥ t1. (2.25)
Consequently,
Z
β−α
α (σ (t)) ≥ k β−αβ Q α−βαβ (σ (t), T0), t ≥ t1. (2.26)
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Substituting (2.26) into (2.17), we obtain
(Z(t))
α−β
α
r
1
α (t)Z∆(t)
Z(t)
≥

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+β
β (σ (s), T0)1s
 1
α
, t ≥ t1, (2.27)
where c = βk(β−α)/β . By (2.23), (2.25) and (2.27), we get
k
α−β
β Q
β−α
αβ (t, T0)
∫ t
T0
1
r
1
α (s)
1s
−1
≥

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+β
β (σ (s), T0)1s
 1
α
, t ≥ t1.
Consequently,
Q
α−β
αβ (t, T0)
∫ t
T0
1
r
1
α (s)
1s

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+β
β (σ (s), T0)1s
 1
α
≤ k α−ββ , t ≥ t1.
Taking lim sup of both sides of the last inequality as t →∞, we get a contradiction to (2.24). This completes the proof. 
Remark 2.1. For Eq. (1.2), Theorems 2.2–2.4 extend Theorems 3.1, 3.2 and 3.3 in [16], respectively.
3. Applications and examples
In view of Theorems 2.1–2.4, we can give sufficient conditions for oscillation of Eq. (1.3) by choosing different types of
time scales. For example, when T = R, Eq. (1.3) becomes the following second order neutral delay differential equation
(r(t)|Z ′(t)|α−1Z ′(t))′ + q(t)|x(δ(t))|β−1x(δ(t)) = 0, t ≥ t0, (3.1)
where
∞
t0
r−1/α(t)dt = ∞. Hence, for Eq. (3.1), θ(t, u), Q (t, T0) and H(t, c) become
(B1) θ(t, u) = (
 t
u
1
r
1
α (s)
ds)−1
 δ(t)
u
1
r
1
α (s)
ds, t > u ≥ t0;
(B2) Q (t, T0) =
∞
t q(s)[1− p(δ(s))]βθβ(s, T0)ds <∞, T0 ≥ t0;
(B3) H(t, c) = (Q (t, T0)+ c
∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)ds)
1
α , T0 ≥ t0,
respectively.
By Theorems 2.1–2.4, we get the following theorem.
Theorem 3.1. If one of the following conditions holds, then Eq. (3.1) is oscillatory on [t0,∞).
(1)
∞
t0
q(s)[1− p(δ(s))]βθβ(s, T0)ds = ∞;
(2)
∞
t0
1
r
1
α (s)
H(s, c)ds = ∞, β > α;
(3) lim supt→∞
 t
t0
1
r
1
α (s)
ds

H(t, α) > 1, β = α;
(4) lim supt→∞ Q
α−β
αβ (t, T0)(
 t
T0
1
r
1
α (s)
ds)[Q (t, T0)+ c
∞
t
1
r
1
α (s)
Q
1+β
β (s, T0)ds] 1α = ∞, β < α.
When T = N, Eq. (1.3) becomes the following second order neutral delay difference equation
∆(r(n)|1Z(n)|α−1∆Z(n))+ q(n)|x(δ(n))|β−1x(δ(n)) = 0, n ≥ n0, (3.2)
where
∑∞
i=n0 r
−1/α(i) = ∞. Thus, for Eq. (3.2), θ(t, u), Q (t, T0) and H(t, c) become
(C1) θ(n, nu) :=
∑n−1
i=nu
1
r
1
α (i)
−1∑δ(n)−1
i=nu
1
r
1
α (i)
, n > nu ≥ n0;
(C2) Q (n,N0) :=∑∞i=n q(i)[1− p(δ(i))]βθβ(i,N0) <∞, N0 ≥ n0;
(C3) H(n, c) := (Q (n,N0)+ c∑∞i=n 1
r
1
α (i)
Q
1+α
α (i+ 1,N0)) 1α , N0 ≥ n0,
respectively.
In view of Theorems 2.1–2.4, we can establish the following result.
Theorem 3.2. If one of the following conditions holds, then Eq. (3.2) is oscillatory on {n0, n0 + 1, . . .}.
(1)
∑∞
i=n0 q(i)[1− p(δ(i))]βθβ(i,N0) = ∞.
(2)
∑∞
i=n0
1
r
1
α (i)
H(i+ 1, c) = ∞, β > α.
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(3) lim supn→∞
∑n−1
i=n0
1
r
1
α (i)

H(n, α) > 1, β = α.
(4) lim supn→∞ Q
α−β
αβ (n,N0)
∑n−1
i=N0
1
r
1
α (i)

[Q (n,N0)+ c∑∞i=n 1
r
1
α (i)
Q
1+β
β (i+ 1,N0)] 1α = ∞, β < α.
Furthermore, we also apply our results to other types of time scales, e.g., T = hZ with h > 0, T = qN0 with q > 1,
T = N20, . . ., etc.; see [3]. The details are left to the interested reader.
Finally, we give four examples to illustrate our main results.
Example 3.1. Consider the neutral dynamic equation
(|Z∆(t)|α−1Z∆(t))∆ + q(t)|x(δ(t))|β−1x(δ(t)) = 0, t ∈ [t0,∞)T, (3.3)
where α, β > 0, τ(t) and δ(t) satisfy (A3), and
Z(t) = x(t)+ 1
1+ ln2 t x(τ (t)), q(t) =
(1+ ln2 δ(t))β
(ln2 δ(t))βθβ(t, t0)
.
It is clear that (A1) holds. Noting that
∞
t0
r−1/α(t)1t = ∞ implies limt→∞ θ(t, T0)/θ(t, t0) = 1 for T0 ≥ t0, we get∫ ∞
t0
q(s)[1− p(δ(s))]βθβ(s, T0)1s =
∫ ∞
t0
(1+ ln2 δ(s))βθβ(s, T0)
(ln2 δ(s))βθβ(s, t0)

ln2 δ(s)
1+ ln2 δ(s)
β
1s
=
∫ ∞
t0
1s = ∞.
Thus, by Theorem 2.1, Eq. (3.3) is oscillatory.
Example 3.2. Consider the neutral dynamic equation
1
σ 1+α(t)
|Z∆(t)|α−1Z∆(t)
∆
+ q(t)|x(δ(t))|β−1x(δ(t)) = 0, t ∈ [t0,∞)T, (3.4)
where β > α > 0, τ(t) and δ(t) satisfy (A3), and
Z(t) = x(t)+ 1
t + 1x(τ (t)), q(t) =
(1+ δ(t))β
tσ(t)δβ(t)θβ(t, t0)
.
Since ∫ ∞
t0
1
r
1
α (s)
1s =
∫ ∞
t0
σ
1+α
α (s)1s = ∞,
so, (A1) holds. Noting that
∞
t0
r−1/α(t)1t = ∞ implies limt→∞ θ(t, T0)/θ(t, t0) = 1 for T0 ≥ t0, we have
0 < Q (t, T0) =
∫ ∞
t
q(s)[1− p(δ(s))]βθβ(s, T0)1s
=
∫ ∞
t
(1+ δ(s))βθβ(s, T0)
sσ(s)δβ(s)θβ(s, t0)

δ(s)
1+ δ(s)
β
1s
=
∫ ∞
t
1
sσ(s)
1s = 1
t
<∞,
and
H(t, c) =

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)1s
 1
α
=

1
t
+ c
∫ ∞
t
σ
1+α
α (s)

1
σ(s)
 1+α
α
1s
 1
α
=

1
t
+ c
∫ ∞
t
1s
 1
α
≥ 1
t
1
α
.
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Hence,∫ ∞
t0
1
r
1
α (s)
H(σ (s), c)1s ≥
∫ ∞
t0
σ(s)1s = ∞.
Thus, by Theorem 2.2, Eq. (3.4) is oscillatory.
Example 3.3. Consider the neutral dynamic equation|Z∆(t)|α−1Z∆(t)∆ + q(t)|x(δ(t))|α−1x(δ(t)) = 0, t ∈ [t0,∞)T, (3.5)
where α > 1, τ(t) and δ(t) satisfy (A3), and
Z(t) = x(t)+ 1
2+ sin2 t x(τ (t)), q(t) =
1
tσ(t)θα(t, t0)
(2+ sin2(δ(t)))α
(1+ sin2(δ(t)))α(t) .
Obviously, (A1) holds. Noting that
∞
t0
r−1/α(t)1t = ∞ implies limt→∞ θ(t, T0)/θ(t, t0) = 1 for T0 ≥ t0, we get
0 < Q (t, T0) =
∫ ∞
t
q(s)[1− p(δ(s))]αθα(s, T0)1s
=
∫ ∞
t
θα(s, T0)
sσ(s)θα(s, t0)
(2+ sin2(δ(s)))α
(1+ sin2(δ(s)))α

1+ sin2(δ(s))
2+ sin2(δ(s))
α
1s
=
∫ ∞
t
1
sσ(s)
1s = 1
t
<∞,
and
H(t, α) =

Q (t, T0)+ α
∫ ∞
t
1
r
1
α (s)
Q
1+α
α (σ (s), T0)1s
 1
α
=

1
t
+ α
∫ ∞
t

1
σ(s)
 1+α
α
1s
 1
α
≥ 1
t
1
α
.
Hence,
lim sup
t→∞
∫ t
t0
1
r
1
α (s)
1s

H(t, α) ≥ lim sup
t→∞
t − t0
t
1
α
= ∞.
Thus, by Theorem 2.3, Eq. (3.5) is oscillatory.
Example 3.4. Consider the neutral dynamic equation
(|Z∆(t)|α−1Z∆(t))∆ + q(t)|x(δ(t))|β−1x(δ(t)) = 0, t ∈ [t0,∞)T, (3.6)
where α > β > 1, τ(t) and δ(t) satisfy (A3), and
Z(t) = x(t)+ 1
t + 1x(τ (t)), q(t) =
(1+ δ(t))β
tσ(t)δβ(t)θβ(t, t0)
.
Clearly (A1) holds. Noting that
∞
t0
r−1/α(t)1t = ∞ implies limt→∞ θ(t, T0)/θ(t, t0) = 1 for T0 ≥ t0, we have
0 < Q (t, T0) =
∫ ∞
t
q(s)[1− p(δ(s))]βθβ(s, T0)1s
=
∫ ∞
t
(1+ δ(s))βθβ(s, T0)
sσ(s)δβ(s)θβ(s, t0)

δ(s)
1+ δ(s)
β
1s
=
∫ ∞
t
1
sσ(s)
1s = 1
t
<∞,
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and 
Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+β
β (σ (s), T0)1s
 1
α
=
1
t
+ c
∫ ∞
t

1
σ(s)
 1+β
β
1s
 1α ≥ 1
t
1
α
.
Therefore,
lim sup
t→∞
Q
α−β
αβ (t, T0)
∫ t
T0
1
r
1
α (s)
1s

Q (t, T0)+ c
∫ ∞
t
1
r
1
α (s)
Q
1+β
β (σ (s), T0)1s
 1
α
≥ lim sup
t→∞

1
t
 α−β
αβ t − T0
t
1
α
= lim sup
t→∞
1
t
1
β
(t − T0) = ∞.
Thus, by Theorem 2.4, Eq. (3.6) is oscillatory.
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