Abstract. In [CCGV] the authors have introduced a new construction using the Hadamard product to present star configurations of codimension c of P n called Hadamard star configurations. In this paper, we introduce a more general type of Hadamard star configuration. Any star configuration constructed by our approach is called a weak Hadamard star configuration. We classify weak Hadamard star configurations.
Introduction
The Hadamard product is a sort of multiplication of matrices and in spite of the usual product it is commutative. The Hadamard product is called as the entry wise or Schur product too. The Hadamard product of matrices is a classical topic in linear algebra that is useful in Statistics and Physics. Also, the product is studied and used in combinatorial analysis, combinatorial and probabilistic problems, group and number theories. Its Applications can also be found not only in mathematics but also for instance, in cryptography, information theory and lossy compression algorithms such as JPEG format.
Around 2010, in [CMS, CTY] , the Hadamard product of matrices was extended to Hadamard product of varieties. The Hadamard product of varieties is also related to tropical geometry ( [BCK, FOW, MS] ). For some properties of Hadamard products from the point of view of Algebraic Geometry see [BCK, BCFL1, BCFL2, CCFL] . An interesting topic introduced in [BCK] is the joint between Hadamard products of linear spaces and star configurations. In [BCK] the authors construct star configurations by a set of collinear points using the Hadamard product. Recently, in [CCGV] a special type of star configuration has been studied. Indeed, they define Hadamard star configurations and classify these configurations. An application of star configuration can be found in [BJ] . The author in this paper decomposes some generic homogeneous polynomials with using star configurations and Apolarity Lemma. Indeed, in [BJ] it has been proved that which types of star configurations can decompose a generic form F of degree d, i.e., F = ℓ d 1 + · · · + ℓ d s where ℓ i 's are linear forms and s is the cardinality of star configurations. This present paper goes in this direction. We give another special star configuration (weak Hadamard star configuration) that is less restrictive than Hadamard star configuration. We provide a condition to establish when a Hadamard set is a weak Hadamard star configuration.
In Section 2, we recall some definitions and we give some new ones. In Section 3, we prove some general proprieties of the standard Cremona transformation that can be useful to characterize weak Hadamard star configurations and Hadamard star configurations. The main section of this paper is the fourth one and in this, we construct the weak Hadamard star configuration by a set of generic points and a hyperplane. We show that when a Hadamard product of a set of points and a hyperplane gives us the right configuration. At the end of this section we give a sufficient condition to have that the star configuration given by [BCK] is a Hadamard star configuration. Also, We prove that if the sufficient condition given in [CCGV] holds, consequently the sufficient condition given by us holds. In the last section as an application of Hadamard star configurations and [BJ] , we show that when a generic degree d form has a decomposition by Hadamard star configurations.
Preliminary definition
In this section, we recall some relevant backgrounds. Let S = C[x 0 , . . . , x n ] be the standard graded polynomial ring. We denote by S i the homogeneous degree i part of S. For any homogeneous ideal I ⊂ S, we denote by V (I) ⊂ P n the variety defined by the vanishing locus of all elements of I.
Definition 2.1. Let r ≥ n + 1 and let P 1 , . . . , P r ∈ P n . We say that P 1 , . . . , P r are in general position if there are not n + 1 points on a hyperplane.
Remark 2.2. From the definition it follows that P 1 , . . . , P r are in general position if and only if the matrix P 1 · · · P r T has all non zero maximal minors.
Definition 2.3. Let H i ⊂ P n , i = 0, . . . , n, be the hyperplane x i = 0 and set
. . , L r } ⊂ S 1 is a set of generally linear form if r ≥ n + 1 and if any choice of n + 1 distinct elements in L are linearly independent.
Definition 2.5. Let L = {L 1 , . . . , L r } be a set of generally linear forms in S 1 and let c ∈ [n] be a integer where [n] := {1, . . . , n}. We define a codimension c star configuration, or simply star configuration as follow:
In [CCGV] , the authors defined Hadamard star configuration. We recall some definitions from that paper in the present section.
Definition 2.6. Let L = {L 1 , . . . , L r } be a set of linear forms in S 1 . We say that L is a Hadamard set if there exists a linear form L and P 1 , . . . , P r points of
Remark 2.7. Let H ⊂ P n be a hyperplane of equation a 0 x 0 + · · · + a n x n = 0 such that a i = 0 for all
Definition 2.9. A star configuration X c (L) is a weak Hadamard star configuration if L is a Hadamard set.
Definition 2.10. A star configuration X c (L) is a Hadamard star configuration if L is a strong Hadamard set.
Properties of Standard Cremona transformation
In this section we study some proprieties of the Standard Cremona transformation Notation 3.1. We denote by σ : P n P n the Standard Cremona transformation
Lemma 3.2. Let P 1 , . . . , P r ∈ P n \ ∆ n−1 with
, then σ(P 1 ), . . . , σ(P r ) are in general position if and only if the matrix M has all non-zero maximal minors, where
. . .
and so the proof follows from Remark 2.2.
Lemma 3.3. Let P 1 , . . . , P r be generic points in P n , then σ(P 1 ), . . . , σ(P r ) are in general position.
Proof. In order to prove that σ(P 1 ), . . . , σ(P r ) are in general position, it suffices to show that any maximal minor of the matrix M in Lemma 3.2 is non-zero. We set, for instance det σ(
can be viewed as a multi-homogeneous polynomial in the multi-graded polynomial ring k[p 0 (1), . . . , p n (1)] . . . [p 0 (r), . . . , p n (r)] of multi-degree (n, . . . , n, 0, . . . , 0). Therefore, it defines a closed subset C 1 in P n × · · · × P n . Obviously, the polynomial F is non-zero and thus C 1 is a proper subset. If we change the minor, we have another proper closed subset. Let C be the union of this finite number of proper closed subsets, clearly C is a closed proper set. By the genericity of P 1 , . . . , P r we can suppose that they are not in C. We conclude that F (P 1 , . . . , P r ) = 0. It follows that λ = 0. Hence, all maximal minors of the matrix M are non-zero.
Remark 3.4. If points P 1 , . . . , P r are in general position, then it does not guarantee that σ(P 1 ), . . . , σ(P r ) are in general position. In fact, if we consider a generic hyperplane H, we have that σ(H) is a hypersurface of degree d > 1 and so there exist P 1 , . . . , P n+1 in σ(H) which are in general position. Clearly, σ(σ(H)) = H, and this allows us to conclude that σ(P 1 ), . . . , σ(P n+1 ) are not in general position.
Lemma 3.5. Let F ∈ S and n ≥ 2. If V (F ) is an irreducible hypersurface of degree d > 1, then for all k ∈ N there exist P 1 , . . . , P k ∈ V (F ) such that P 1 , . . . , P k are in general position.
Proof. We proceed by induction on k. If k = n + 1, then n + 1 points are in general position if and only if they generate P n . It is clear that F must be a non-degenerate hypersurface, and so there are n + 1 point on F such that they generate P n . Now assume that k > n + 1. By induction there exist points P 1 , . . . , P k−1 on V (F ) in general position. Now we can consider all hyperplane L 1 , . . . , L t generated by any n of these points. Since V (F ) is irreducible, V (F ) in not contained in any hyperplanes and so
. Therefore the points P 1 , . . . , P k are in general position.
Lemma 3.6. Let H ⊂ P n be a generic hyperplane and let P 1 , . . . , P r be generic points in H, then σ(P 1 ), . . . , σ(P r ) are in general position.
Proof. Since H is a generic hyperplane, we can suppose that H has equation a 0 x 0 + · · · + a n x n = 0, with a i = 0 for all i. So, we have that P = [p 0 : · · · : p n ] ∈ H if and only if p n = −(a 0 x 0 + · · · + a n−1 p n−1 )/a n . Hence the last coordinate p n (i) of the point P i can be seen as a linear combination of p 0 (i), . . . , p n−1 (i) for i = 1, . . . , r. Therefore, P 1 , . . . , P r can be viewed as points of P n−1 . If in the proof of the Lemma 3.3 we replace all p n (i) with the linear combinations of p 0 (i), . . . , p n−1 (i), then the polynomial F which we defined in Lemma 3.3, is also a multi-homogeneous polynomial in the multi-graded polynomial ring
. Therefore, similarly to Lemma 3.3, we define an open subset A where the lemma holds. Now we prove that the open set A is not empty. Since σ(H) is an irreducible hypersurface of degree d > 1, by Lemma 3.5, we can find r points {Q 1 , . . . , Q r } in σ(H) which are in general position. Set P 1 , . . . , P r be points on H such that σ(P 1 ) = Q 1 , . . . , σ(P r ) = Q r . It can be deduced that A is non-empty since we found that P 1 , . . . , P r are in H and σ(P 1 ), . . . , σ(P r ) are in general position.
Remark 3.7. Note that general position on H is not generic enough. If the points P 1 , . . . , P r are in general position on H, then it is not guaranteed that σ(P 1 ), . . . , σ(P r ) are in general position. Consider the plane H ⊂ P 3 of equation x 0 + 2x 1 + 3x 3 − x 4 = 0. Then we have that the points P 1 = (1 : 2 : 3 : 14), P 2 = (1 : 1 : 1 : 6), P 3 = (−1 : 2 : −2 : −3) and P 4 = (−1 : −2 : 190/33 : 135/11) are in general position on H. A computation by Macaulay2 [GS] shows that σ(P 1 ), σ(P 2 ), σ(P 3 ) and σ(P 4 ) are not in general position in P 3 .
Macaulay2, version 1.11 i1 : --pick 4 points on the plane H P1={1,2,3,14}; P2={1,1,1,6}; P3={-1,2,-2,-3}; P4={-1,-2,190/33,135/11}; i5 : --we construct the matrix of the points as follows M=matrix{P1,P2,P3,P4}; i6 :--we compute the determinant of the matrix M det M o6 = 0 o6 : QQ i7 : --it verifies that they are on a plane --we obtaine the 3 minors of the matrix M --to see that there is no 3 collinear points numgens minors(3,M)== binomial(4,3)*binomial(4,3) o7 = true i8 : --by the standard cremona transformation we have SigmaP1={1,1/2,1/3,1/14};SigmaP2={1,1,1,1/6}; i10 : SigmaP3={-1,1/2,-1/2,-1/3};SigmaP4={-1,-1/2,33/190,11/135}; i12 : N=matrix{SigmaP1,SigmaP2,SigmaP3,SigmaP4}; i13 : det(N) o13 = 0 o13 : QQ
Weak Hadamard star configuration
Our goal in this section is to find a necessary and sufficient condition for a generally linear set of linear forms to be a weak Hadamard star configuration. We want to give a characterization of Hadamard sets constructing weak Hadamard star configurations and Hadamard star configurations. Notation 4.3. Let H 1 , . . . , H r be hyperplanes of P n . We denote by
Theorem 4.4. Let H ⊂ P n be a hyperplane such that H ∩ ∆ 0 = ∅. Consider P 1 , . . . , P r ∈ P n \ ∆ n−1 and set H i = P i ⋆ H for all i ∈ [r]. Then, X c (H 1 , . . . , H r ) is a weak Hadamard star configuration if and only if the points σ(P 1 ), . . . , σ(P r ) are in general position in P n .
Proof. Assume that H is defined by a 0 x 0 + · · · + a n x n = 0 with a i = 0 for all i = 0, . . . , n. For all
. What remains to prove is: L is generally linear if and only if σ(P 1 ), . . . , σ(P r ) are in general position. First suppose that L is not generally linear, i.e., there exist n + 1 forms in L which are linearly dependent, say L 1 , . . . , L n+1 . Therefore, there exists (λ 1 , . . . , λ n+1 ) = (0, . . . , 0) such
Hence, we get the following system (since a j = 0 for all i = 0, . . . , n):
The system has not only trivial solutions since (λ 1 , . . . , λ n+1 ) = (0, . . . , 0). It follows that
By Lemma 3.2, we have that σ(P 1 ), . . . , σ(P r ) are not in general position.
For the converse, suppose that σ(P 1 ), . . . , σ(P r ) are not in general position and we will prove that L is not generally linear. Since σ(P 1 ), . . . , σ(P r ) are not in general position, n + 1 points of these are in a hyperplane. Without loss of generality we may suppose that det (σ(P 1 ), . . . , σ(P n+1 )) T = 0. Therefore, considering the same system as in the first part of the proof, it follows that there exists (λ 1 , . . . ,
Therefore the elements in L are not linearly independent.
Remark 4.5. Note that if σ(P 1 ), . . . , σ(P r ) are in general position, any 3 of these points are not collinear, and so any 3 points of
are not collinear, thus, as in [CCGV, Theorem 4.3] , there is no rational normal curve containing the coordinates points and the points P i , P j , and P k for all possible choices of 1 ≤ i < j < k ≤ r.
Corollary 4.6. Let P 1 . . . , P r be generic points in P n . Let H be a hyperplane such that H ∩ ∆ 0 = ∅ and set H i = P i ⋆ H for all i ∈ [r]. Then, X c (H 1 , . . . , H r ) is a weak Hadamard star configuration.
Proof. It follows from Lemma 3.3 and the Theorem 4.4.
Remark 4.7. It is not sufficient that the points P 1 . . . , P r be only in general position to conclude that X c (H 1 , . . . , H r ) is a weak Hadamard star configuration. In fact, from Remark 3.4 there exist points P 1 . . . , P r in general position in P n such that σ(P 1 ), . . . , σ(P r ) are not in general position. Hence, X c (H 1 , . . . , H r ) is not a weak Hadamard star configuration.
Corollary 4.8. Let H ⊂ P n be a hyperplane such that H ∩ ∆ 0 = ∅. Consider P 1 , . . . , P r ∈ H \ ∆ n−1 and let H i = P i ⋆ H for all i ∈ [r]. Then X c (H 1 , . . . , H r ) is a Hadamard star configuration if and only if σ(P 1 ), . . . , σ(P r ) are in general position in P n .
Proof. From Theorem 4.4, we have that X c (H 1 , . . . , H r ) is a weak Hadamard star configuration if and only if σ(P 1 ), . . . , σ(P r ) are in general position in P n . But in this case P i ∈ H for all i ∈ [r], and so a weak Hadamard star configuration is a Hadamard star configuration.
Corollary 4.9. Let H ⊂ P n be a hyperplane such that H ∩ ∆ 0 = ∅. Consider generic points P 1 , . . . , P r in H and let H i = P i ⋆ H for all i ∈ [r]. Then, X c (H 1 , . . . , H r ) is a Hadamard star configuration.
Proof. It can be deduced from Lemma 3.6 and the above corollary.
Remark 4.10. Also, in this case we see that only being the points P 1 . . . , P r in general position in H is not sufficient to grant that X c (H 1 , . . . , H r ) is a Hadamard star configuration. In fact, Remark 3.7 shows that there exist P 1 . . . , P r points in general position in H such that σ(P 1 ), . . . , σ(P r ) are not in general position in P n , and so X c (H 1 , . . . , H r ) is not a Hadamard star configuration.
Definition 4.11. If X is a finite set of points in P n , then the r-th square-free Hadamard product of X is X ⋆r = {P 1 ⋆ · · · ⋆ P r |P i ∈ X and P i = P j }.
Theorem 4.12. Let ℓ be a line in P n such that ℓ ∩ ∆ n−2 = ∅, and let X ⊆ ℓ be a set of m > n points with X ∩ ∆ n−1 = ∅. Then X ⋆n is weak Hadamard star configuration.
Proof. From [BCK, Theorem 4.7] , we have that X ⋆n is a star configuration defined by the set of hyperplanes {P ⋆ ℓ ⋆(n−1) |P ∈ X}. Hence, by the definition, X ⋆n is a weak Hadamard star configuration.
Now we want to extend [CCGV, Theorem 2.17] and give a sufficient condition to make the weak Hadamard star configuration of the Theorem above a Hadamard star configuration.
Theorem 4.13. Let ℓ be a line in P n such that ℓ ∩ ∆ n−2 = ∅, and let X ⊆ ℓ be a set of m > n points such that
Then X ⋆n is a Hadamard star configuration.
Proof. From Theorem 4.13, we know that X ⋆n is a weak Hadamard star configuration. By [BCK, Corollary 3.7] , ℓ ⋆(n−1) is defined by the following equation:
By the hypothesis on P and Q we have that P and Q are in ℓ ⋆(n−1) , and so X ⊆ ℓ ⊆ ℓ ⋆(n−1) . In Theorem 4.12, we say that the set of hyperplanes of X ⋆n is {P ⋆ ℓ ⋆(n−1) |P ∈ X}, and so, by the definition, X ⋆n is a Hadamard star configuration.
Remark 4.14. (♣) is a numerical sufficient condition to have that X ⋆n be a Hadamard star configuration, more geometrically (♣) means that P, Q are in the linear subspace generated by P ⋆(n−1) , P ⋆(n−2) ⋆ Q, . . . , P ⋆ Q ⋆(n−2) , Q ⋆(n−1) . If [1 : · · · : 1] ∈ ℓ, then the above theorem holds for all Q ∈ ℓ, in fact one can verify that (♣) holds. When n = 2 the above theorem always holds. (see [CCGV, Theorem 2 .17]).
Apolar Hadamard star configuration
In this section, we study the existence of Hadamard star configurations apolar to a homogeneous polynomial. In [BJ] the author has shown for which triples (d, r, n) a star configuration X(L 1 , . . . , L r ) := X n (L 1 , . . . , L r ) ⊂ P n is apolar to a given form F ∈ S d . We recall some basic facts.
Let us consider the standard graded polynomial ring T = C[y 0 , . . . , y n ]. We make T act on S via differentiation, e.g. we think of y j = ∂/∂x j . For any form F of degree d in S, we define the ideal F ⊥ ⊆ T say perp ideal or the ideal of the inverse system of F as follows:
Lemma 5.1 (Apolarity Lemma). A homogeneous degree d form F ∈ S can be written as
if and only if there exists I ⊆ F ⊥ such that I is the ideal of a set of s distinct points in P(S 1 ).
Definition 5.2. We say that a set of points X is apolar to a form F if the ideal of the set of points is such that I X ⊂ F ⊥ . We say that X is an apolar Hadamard star configuration for F if the set X is a Hadamard star configuration.
Remark 5.3. A linear form can be seen as a point of P(S 1 ) and a set L of generally linear forms can be viewed as a set of points in general position on P(S 1 ). In this case Proposition 4.2 says that if L∩∆ n−1 = ∅, then L is a weak Hadamard star configuration. Using this point of views it is clear that a generic star configuration is a weak Hadamard star configuration.
Remark 5.4. Let F be a generic form of degree d ≥ 2 in n + 1 variables. If r < d + n, then there is no Hadamard star configuration apolar to F with some exceptions (see, [BJ, Lemma 3.1, 3 .2, Corollory 4.9, Lemma 5.2, and Theorem 5.3, 5.4]).
Theorem 5.5. Let F be a form of degree d ≥ 2 in n + 1 variables. If r ≥ d + n, then there exists a Hadamard star configuration X(L) apolar to F , where L = {H 1 , . . . , H r } is a set of hyperplanes in P n .
Proof. By Corollary 4.9 we have that there exists a Hadamard star configuration X n (L). The desired result follows from [BJ, Lemma 3.1, 3.2 and Corollory 4.10] and [BJ, Remark 5 .1] for n = 2 and n ≥ 3, respectively.
Example 5.6. Let F = 
} where L 1 = (13/4)y 0 + (1/2)y 1 + (1/3)y 2 , L 2 = −(13/15)y 0 + (1/3)y 1 + (1/6)y 2 , L 3 = (1/7)y 0 + (1/7)y 1 + (1/5)y 2 , L 4 = y 0 + (1/3)y 1 + (1/4)y 2 . It is clear that X(L) is a weak Hadamard star configuration and its defining ideal is generated by forms in degree 3. By an easy computation we can find the perp ideal of F . In the next example we give a special form M such that, for r = 4, all weak Hadamard star configurations apolar to M are Hadamard star configurations apolar to M .
Example 5.9. Let M = x 0 x 1 x 2 ∈ (k[x 0 , x 1 , x 2 ]) 3 be a ternary monomial form. If r < 4 there is no star configurations apolar to M and so there are neither weak Hadamard star configurations nor Hadamard star configurations (see, [BJ, Remark 6.3] ). If r > 4, by Theorem 5.5 we have that a there exists Hadamard star configuration apolar to M . So the only case we need to check is r = 4. We are interested in finding an apolar Hadamard star configuration X(L 1 , . . . , L 4 ) and we proceed as follows: pick a generic Hadamard star configuration X(L 1 , . . . , L 4 ) where 
Therefore, X(L 1 , . . . , L 4 ) is a Hadamard star configuration if and only if the determinant of all the 3 × 3 minors of the above matrix are zeros. So we have,
( ) Since a i and b i are not zero, ( ) is equivalent to
By using Macaulay2 one can check that the equations ( ) can be written as combinations (with coefficients in C[a 1 , . . . , a 4 , b 1 , . . . , b 4 ]) of the equations (⋆), thus a solution of (⋆) is a solution of ( ) i.e., it is a solution of ( ). Therefore we conclude that a solution for (⋆) constructs a Hadamard star configuration X(L 1 , . . . , L 4 ) apolar to M if the four linear forms L 1 , . . . , L 4 are generally linearly independent. Thus a weak Hadamard star configuration X(L 1 , . . . , L 4 ) apolar to M is a Hadamard star configuration as well. For example, a possible solution of (⋆) is the following: One can check that those coefficients define a set of four linearly independent lines L 1 , . . . , L 4 . Hence there exists a Hadamard star configuration X(L 1 , . . . , L 4 ) apolar to M . On the personal homepage of the first author under (GitHub), it can be found a script of Macaulay2 that, in a different way, we use to check that the given L 1 , . . . , L 4 define a Hadamard star configuration X(L 1 , . . . , L 4 ) apolar to M .
Remark 5.10. The previous example gives us a sufficient condition to grant that a star configuration X(L 1 , . . . , L 4 ) be a Hadamard star configuration: if X(L 1 , . . . , L 4 ) is a star configuration apolar to x 0 x 1 x 2 and L i ∩ ∆ 0 = ∅, then X(L 1 , . . . , L 4 ) is a Hadamard star configuration. This condition is not necessary, in fact the Hadamard star configuration of Example 5.6 is not apolar to x 0 x 1 x 2 .
Remark 5.11. A generic form F has an apolar weak Hadamard star configuration if and only if, there exists a star configuration X(L 1 , . . . , L r ) apolar to F such that L i ∩ ∆ 0 = ∅ for i = 1, . . . , r.
Remark 5.12. The author in [BJ, Conjecture 1] suggests that any generic ternary form of degree d has an apolar star configuration X(L 1 , . . . , L d+1 ) with d ≥ 5. He also has a complete proof for the case of quadratic and cubic forms. It is interesting to understand when the star configuration X(L 1 , . . . , L d+1 ) is a Hadamard star configuration or simply a weak Hadamard star configuration.
Theorem 5.13. There exists an apolar weak Hadamard star configuration X(L 1 , . . . , L 4 ) for any ternary cubic of rank five.
Proof. By [BJ, Proposition 6.8] and Proposition 4.2, the proof is done.
