Abstract-An Autonomous Underwater Vehicle (AUV) needs to demonstrate a number of capabilities, in order to carry on autonomous missions with success. One of the key areas is autonomous localisation, i.e. the capability of the AUV to estimate correctly its position and orientation in the environment. However, most of the proposed approaches are "passive", with no robot motion control involved. The "active" localisation incorporates the control of the robot motion, as a way to improve the robustness of the AUV localisation, finding the best path to follow in order to reduce the uncertainty in the state estimation. Representing the vehicle's belief of the state with particles, the active localisation module is triggered when there is a clear grouping in the particles and it produces as an output the path to be followed in order to reduce the uncertainty. Both simulation results and tank trials have shown the advantages of using this technique compared to the classical ones.
I. INTRODUCTION
Day after day, the number of operations at sea has significantly increased in the last few years. The increased interest is related to many different fields, such as exploration, exploitation of resources (e.g. oil underwater infrastructures), security (e.g. harbour protection). The current vehicles used safely and routinely in the off-shore industry are the so-called ROVs, Remotely Operated Vehicles. They have no intelligence as they are driven by a human pilot, connected through an umbilical cable. The limitations are many and they rely both on the complete lack of autonomy and on the insfrustructures needed to operate with those vehicles. Autonomous Underwater Vehicles are addressing these problems as they do not need a human pilot and the costly infrastructures required by the ROVs, being able to perform more complex missions, due to the absence of a connecting cable between the vehicle and the mother ship. Being underwater intelligent vehicles, some of the research fields are similar to the ones for ground or aerial intelligent vehicles. The peculiar characteristics of the environment are different, so different sensors and different strategies, according to the constraints of the underwater world need to be used. A key area for intelligent vehicles is to correctly estimate the state in the operational environment, i.e. the capability of the AUV to estimate its position and orientation. The problem is usually known as autonomous localisation. Localisation techniques are required for many underwater applications involving autonomous and semi-autonomous robots.
They are used, for example, to perform docking tasks, in order to determine the relative state of the vehicle with respect to the docking station or to navigate around underwater structures, for inspection or intervention. For both surveyclass and intervention-class AUVs, a localisation system is a prerequisite for almost every task. Many approaches have been proposed to address the AUV localisation problem. However, most of the approaches are passive. There is no robot motion control involved. They are based exclusively on the analysis of the sensor data (usually motion estimation and measures of the environment). The active localisation incorporates the control of the robot motion, as a way to improve the robustness and the efficiency of the process. The key difference is that in this case there is the research of the best path to be followed, in order to reduce the uncertainty, rather than just trying to evaluate what the sensors are streaming. The authors want to clarify that with active localisation, they refer to the vehicle being active, i.e. capable of taking decisions and controlling actively the motion. It is not related to localisation with active features (e.g. active beacons, lights), like in [1] .
Related Work
Most of the proposed approaches to localisation are passive, as the estimation problem has been considered in most of the cases totally unrelated to the robot control problem, which assumes usually a knowledge of the robot position. However, there is some work done in the field of active localisation, mainly in land robotics.
[2] proposed an active choice of the landmark to be observed. However, this approach does not solve the global localisation problem, but helps tracking the position of the robot. If the uncertainty grows, a specific module is called for global localisation, but there is no specific strategy to discriminate between different poses.
This idea is similar to the one proposed in [3] , where the landmarks are actively selected, by a supervisor module. This approach is unsuitable for our purposes, both because it is landmark-based and because it does not address the initial pose estimation and the disambiguation between multiple hypotesis.
[ 4] proposed an approach based on multiple hypothesis Kalman filter based pose tracking. Using a topological map, the decision on the robot move is determined by the max-imization of the expected number of new features observed in the next possible moves. This approach works well when it is possible to identify a clear set of features, whereas we want to address the problem in a general way, regardless on the structure of the environment. The exploration is driven by some heuristics, including the avoidance of visiting the same location twice. We have also made this assumption, as visiting the same location is not giving any new information.
A cornerstone work in the field of mobile robot active localisation is represented by [5] and [6] . In their work they have been selecting actions by maximizing the weighted sum of the expected decrease in uncertainty (entropy) and the costs of moving to the target point. Target points are specified relative to the current robot position and can represent an arbitrary point in the space. Path planning is not involved in the active localisation module. The output is only a single point to be reached by the robot. Position probability grids are used to estimate the vehicle position.
[7] do active sensing, clustering the particles into groups and calculating the total expected entropy for the particle filter by a weighted average of the expected entropy for each group.
With respect to the underwater world, there is not much work in the field of active localisation. The approach of [8] uses active beacons deployed in the environment, in order to help the localisation process. The active strategy is however pretty limited, related only to the disambiguation between the two standard solutions in the beacon localisation problem.
The work carried on by [9] represents an important contribution. It uses active localisation on top of the map previously constructed by a SLAM approach. The set of possible actions are represented by the heading of the vehicle for the following 30 m. The action is selected in order to choose the most discriminative one. The vehicle state is represented with a particle filter, and only a subset of particles are used to evaluate the best action.
[10] propose an approach based on the active movement of an electric field emitter. Apart from the biology-inspired idea of using electric fields, which is out of our scope, the vehicle state is estimate with a particle filter and the control option chosen minimizes the expected variance of the particles at the next step.
Contribution
This paper aims to present a novel approach to the active localisation problem. With respect to passive approaches, the proposed one has the decision on where to move in the loop, allowing the vehicle to decide to follow a specific path in order to determine uniquely its position in the state space. This is very important as a random path often is not able to determine the vehicle position, if unique distinctive features are sparsely present in the environment. In this respect to other active localisation approaches, the proposed method is considering a full trajectory, composed by a set of basic moves. Considering only one basic move, like many approaches described in the previous section, (e.g. [10] ) is often not enough. For example, if disambiguating the robots position requires the robot to move to a remote location, greedy single-step algorithms can fail to make the robot move there. With this respect, we fully agree with the work of [6] . However, our approach overcomes some of its limitations. The type of selectable actions are just random targets, with no trajectory planned. We incorporate the building of a trajectory in our approach, as the pdf can change significantly according to the single moves the vehicle chooses in order to reach a predefined location. The reward of an action is expressed by the entropy expectation and this calculation is time consuming. In this respect, we agree with [9] about the computational complexity of the entropy expectation calculation. We propose therefore a very computational efficient solution, based on diversity of measurements.
II. AUV LOCALISATION MODULE
The proposed approach consists in a two-module localisation architecture: the first one is passive, while the second one is active, i.e. with the control of the vehicle's motion in the loop. The first module is the one running by default: it receives all the information from the vehicle's sensors (doppler velocity log, compass, depth estimation, sonar measures) and it tries to combine them in order to estimate correctly the vehicle state. When there is the need to actively localise, the second module starts and produces in output the best path to be followed, in order to drop the uncertainty. The decision to switch from passive localisation to active localisation is taken by the mission planner, based on the current goals and vehicle state estimation. The navigation architecture is highlighted in Fig. 5 .
A. Passive Localisation
This module is based on an improved Particle Filter algorithm. It is assumed that the vehicle has a general (although not perfect) knowledge of the environment. Any particle filter rely on a Monte Carlo approximation of the conditional density p(x t |z 0:t ) using a finite set of points ξ i t in the state space called particles. The approximation is of the form
where N represents the number of particles and w i t represents the weight of the particle i at time t. It can be interpreted in the following way: the denser the particles in a region of the state space and the higher their weights, the higher the probability that the state lies in this region. The most commonly used particle filter is the sampling with importance resampling (SIR) algorithm, whose performances are better ( [11] ) than the first bootstrap filter, introduced by [12] . The three steps of iteration t ≥ 1 of the SIR algorithm are as follows.
The general architecture of the navigation system: the passive localisation module is running. According to the probability distribution of the state, the particles are clustered and the centroids are in input to the active localisation module. Through an exploration tree structure, it outputs the path to be executed by the vehile and gives the control back to the passive localisation.
More details about the authors previous work on passive localisation using particle filter can be found in [13] and [14] .
With the filtering processing, the particles converge to the most likely positions in the map. According to the map and the motion error, it is possible that more than one position is very likely according to the observations and the motion estimation. This is the case, for example, when similar features are present in different parts of the map. In industrial off-shore oil applications, the map is often composed by a sequence of same elements (pipes, rises, underwater structures), while the navigation error from one site to another one is usually bigger than the distance between two same (or similar) elements, thus preventing a straightforward localisation. In this case, the mission planner triggers the second module in order to decide where to go for uncertainty minimization in the vehicle's state estimation. It is important to underline that the number of particle clusters is not predefined, but determined dynamically.
B. Active Localisation
A prerequisite to start the active localisation module is to have a finite number of possible current states. It provides in output a specific path to follow in order to discriminate between them. The input parameters of the this module are given by a clusterization of the particles. The active localisation module is triggered when there is a clear grouping in the particles and when the vehicle needs to find out precisely its state to carry on its mission. The general principle of the module is to find a set of actions that minimizes the entropy expectation in the particle distribution. Basic actions a i that the vehicle can perform are identified:
The actions a i are on the format: "go forward for x meters", "go backwards for x meters", "go left for x meters", "go right for x meters", "go up for x meters", "go down for x meters", "turn x deg clockwise", "turn x deg anticlockwise".
The module produces in output a list a t0 , ..., a ts which represents the s actions selected to be executed at times t 0 , ..., t s . It is important to stress that choosing only the best single move is not enough. It is often impossible to discriminate between possible positions, with only one basic step, while it is more often true that only a more complex trajectory can do that, in order to break the similarity of the environment. A simple greedy approach of building up a new move on top of the previous best move is again not suitable, due to the possibility of local minima and local maxima. The proposed approach is thus exploring a tree of basic actions, expanding each node and calculating the reward for each action. For each cluster, a tree is built having the root initialized to the centroid position and orientation. The complexity of the tree exploration is polynomial on the number n of actions and exponential on the depth d of the tree (O(n d )). However, it is possible to reduce this complexity, considering that for every basic action a i there is another basic action a j which produces the opposite effect. As visiting a location already visited is not providing any new information, each node will not expand the action which balances the previous one. Following the same principle, loops on the same root-tonode path are not allowed, thus reducing the final complexity. It is possible to set other constraints, in order to cut the tree. They can be related to the specific vehicle used, and to some manouvres which should be avoided. For simplicity, we have decided not to add any other constraints, but they are easily pluggable in the module. Modeling the robot behavior as a set of basic actions is important in order to consider that different paths to the same location can produce a different probability density function of the vehicle state. The reward function is thus a critical one, as it needs to be evaluated for each node of the tree. Minimize the expected entropy means minimize the function:
for every action a i , as explained in [6] . This calculation is however time consuming ( [9] ). Our approach deals with the information gain acquired after executing the actions a t0 , ..., a ts . It is represented by the diversity in the measurements z k all the previous actions linking the root to the node. The sensor measures are simulated from each cluster and from each cluster a path tree is generated in order to simulate the sensors over all the possible list of basic actions a i . It is important to notice that this has the effect of minimizing the expected entropy, without the need of calculating it explicitely. Considering that the measurements z k are represented by an array of distances (after processing the sonar data), the reward function for a single node n executing the action a i becomes:
where m represents the length of the array and z j,k a i (n) represents the measures taken from the position of the node n, given by the centroid of the cluster k rototranslated according to the actions a 0 , ..., a t−1 (path root-node). It represents the average of the variance of the measurements z from the different clusters k for each index j of the measures. Each action has a cost associated, which may vary according to the specific constraints. For example, it is reasonable to assume that if the action a t is the same than the action a t+1 , the cost for the vehicle is less than a completely new action. This is because there is no need to radically change the thruster behaviour. The total value assigned to a single node is given by the difference between the reward r and the cost c. The output of the module is therefore:
where p i represent the path i th and p * represents the best path. The maximum depth of the tree is fixed a-priori. The module can stop either when the maximum depth of the tree is reached, returning the best node (and consequently the path root-node, to be executed by the vehicle) or if a node value (given by the diversity of the measures from the different clusters minus the cost of arriving to that node) is higher than a predefined threshold. This is because the need of a full exploration of the tree might not arise, if enough distinctive features have been recognized at a certain point.
Summarizing, the general principle of the module is to find a path that maximizes the diversity in the observations from the different initial possible positions. From the centre of each cluster, a trajectory tree is built. Each node represents a possible basic move. The output of the module is a path root-leaf (i.e. a sequence of basic moves) which maximizes the diversity in the observations and thus minimizing the expected entropy.
III. EXPERIMENTAL RESULTS

A. Simulated setup
The algorithm has been tested in a simulated setup. For simplicity, only 2D environments have been tested, in order to reduce the set of basic moves. The 3D extension is very straightforward, as the only change is the number of elements in the set of possible actions. Conceptually and practically, there is no difference, apart from the computational time, which is however relatively low. The sensor modeled is a Tritech Micron, currently mounted on our vehicle Nessie IV. It is a mechanically scanning imaging sonar (MSIS), with 360 deg field of view. For this reason, we have not set any rotation in our set of basic moves, as it does not provide any more information about the environment. In the case in which the field of view is limited, then the rotation basic actions are necessary. The set of basic actions is thus represented by: A = move{forward, backwards, left, right} for 6 meters (
The first environment has a U configuration. The vehicle is either at the end of one of the two legs of the U. With the vehicle positioned on the left leg, the particles, initially spread all over the environment, quickly converge in the two locations. Of course, the same result appears with the vehicle positioned on the right leg. As the observation model from the two points is completely the same, it is not possible to distinguish between the two hypotesis with classical passive techniques. The control is then given to the active localisation module which takes the two locations of the cluster centroids in input. The dimensions of the environment are 100x100 meters, with each leg long 50 meters and 30 meters wide. The two cluster centroids are located at (15; 85) and at (85; 85) With a sonar range of 40 meters, the output of the module is a path composed by six basic moves, all going backwards. This is actually the best path in order to discriminate between the two solutions, as the diversity in the environment can be sensed on the bottom of the U. Reducing the range to 30 meters, the output is composed by eight basic moves: six backwards and then two on the left. This is consistent with the expectations, as the generated path arrived to a point very close to the borders of the environemnt (presence of obstacles) for one cluster, while for the other cluster, the final point was far from any obstacle. This simulated environment shows the possibility to apply active localisation in closed environment, like it is often the case for man-made environments, like marinas. All the steps are highlighted in Fig. 2 .
The second environment is more similar to open sea conditions and leading to off-shore applications. There are no boundaries, just three objects, which can represent an underwater site. Assuming that the vehicle is traveling from one site to another one, it is very likely that the navigation error is bigger than the distance between two objects and thus the vehicle needs to find a way to discriminate between the initial hypotesis (in this case, three). This case is also interesting as it shows how a small change in the parameters of the sonar can change significantly the results. Due to the location of the underwater objects, a range of the sonar over 27 meters can discriminate between the positions without need of any active localisation. Reducing the range gradually, the generated path change significantly. Between 26 and 27 meters, one move is enough to distinguish between the three hypotesis and the selected move is to go backwards. For the top right centroid, this has the effect to go nearer the two middle objects. When the range drop up to 23 meters, the selected move is to go right. For the left centroid, this has the effect to go nearer the central object. Reducing again the range, the required trajectory is composed by two steps and again the first choice (up to 21 meters) is to go backwards, creating a measure discrepancy between the top centroid and the other two. At 20 meteres range, the two steps are on the right. Up to 17 meters range, the planned path is to go on the right for three steps: this helps to discriminate the left centroid (very near to the central object) with the respect to the other two objects. It is now interesting to see what happens for sonar range below 17 meters. There is no straight exit from the Active Localisation module, so the tree is fully explored until the maximum depth (fixed at nine). However, the best discriminant path that the algorithm can found is not a path of length 9, but it is the last path generated for a sonar range of 17-20 meters, of length 3. A representation of the environment, with particle clustering and chosen path is highlighted in Fig. 3 . A complex simulated test -a labyrinth-style environment, Fig. 4 -represents our third simulated environment. From one side, it proves the validity of the algorthm, while testing a possible real scenario, like underwater cave inspection. For such complex scenario with so many constraints, given by the walls, the algorithm needs to be applied iteratively, in order to arrive to a final unique determination of the robot pose. The first path generated by the algorithm drops the number of clusters from the inital six to three. The second path drops it from three to two, while the third path provides a unique solution. It is to be noted that the last path is actually a degenerated path, with the robot deciding not to move. This decision is very rare, if not impossible, at the very beginning of the active localisation module, otherwise it would mean that two (or more) different positions sensing substantial different measures would have all a certain likelihood to represent the robot pose. It is however possible when there is an iteration of the algorithm, like in this case. The second path has dropped one cluster (the fourth), while keeping the position is recognized to be the best action to discrminate between the last two clusters. 
B. Tank Trials
The algorithm has been succesfully tested in several tank trials, using the facilities at Heriot-Watt University. The test platform was the Autonomous Underwater Vehicle Nessie IV [15] , equipped with a Tritech Micron sonar to sense the environment, and Doppler Velocity Log (DVL) for motion estimation. A first set of tests has taken place in a 3x4 m tank, as in Fig. ?? .
A panel has been put into the tank in order to create two identical parts in the environment, similar to the U-scenario described in the simulated setup. The results are highlighted in Fig. 6 .
The second set of tests has taken place in a 10x12 m tank. Several environments have been tested, although we only present one set-up in this paper. The environment is composed by the tank walls plus four panels making two identical sections. The robot starts with no initial knowledge of its position, so particles are spread over all the environment. After a clear clustering of the particles is reached and stable over time, the active localisation module is triggered and the vehicle computes the path to be executed. After executing the path, the vehicle's position is determined without doubts. All the steps are highlighted in Fig. ? ?.
IV. CONCLUSION
This paper has presented a novel approach to the active localisation problem. Driven by the maximization of the information gain, the algorithm has proven to be reliable and efficient. Its key point is the ability to efficiently build a path to be executed, in order to discriminate between possible poses. The experimental results have showed its capabilities in different scenarios, always providing excellent results. The next step will be to test the algorithm in a realistic off-shore scenario, using the ARF simulator ( [16] ). Real tests will then be performed during a long mission in a Scottish harbour and lake.
