Abstract. We introduce and study a new class of integral domains which we call irreducible divisor pair domains (IDPDs). In particular, we show how IDPDs fit in with other classes of integral domains defined in terms of factorization conditions. For instance, every UFD is an IDPD, and every IDPD is an HFD, but the converses fail in general. We also show that many familiar examples of HFDs are also IDPDs.
Introduction
Assumptions. Throughout this paper, let D be an integral domain with unit group U (D). Let ∼ denote the associate relation on D.
The goal of this paper is to initiate the study of the class irreducible divisor pair domains, defined next.
Definition 1.1. An integral domain 1 D is a irreducible divisor pair domain (IDPD) if it is atomic
2 such that for every non-zero non-unit z ∈ D and for every pair p, q ∈ D of non-associate irreducible divisors of z, there exist irreducible elements
This definition is motivated by the work of Coykendall and Maney [11] and our own work with Goodell [14] on combinatorial tools for understanding factorization in integral domains. See Remark 2.4 for a discussion of the connection with the first of these.
As part of this initial investigation of IDPDs, we are interested in where these domains fit in with other classes of domains. For instance: Example 1.2. If D is a unique factorization domain (UFD), then it is an IDPD. Indeed, assume that D is a UFD, so D is atomic and every irreducible element of D is prime. Consider a non-zero non-unit z ∈ D and a pair p, q ∈ D of non-associate irreducible divisors of z. Write z = pz ′ for some z ′ ∈ D {0}, so we have q | z = pz ′ . Since q is prime and is not associate to the prime p, it follows that q | z ′ . From this we have pq | pz ′ = z, and it follows that the defining condition from 1.1 is satisfied with p ′ = q and q ′ = p. (One can also deduce this implication as an application of [11, Theorem 5.1] .)
We are also interested in how IDPDs compare with factorization properties studied by Anderson, Anderson, and Zafrullah [1] . Here is a summary diagram of our findings in this direction; see Section 2 for definitions. (The un-labeled implications/non-implications in this diagram are well-known.) As to the organization of the paper, Section 2 looks at IDPDs in general. In particular, this section fills in most of the above summary diagram.
In Section 3, we focus on Krull domains (in particular, Dedekind domains). Here we use the divisor class group to get at the relation between IDPDs and HFDs (half factorial domains) For instance, we show that several classes of HFDs from the seminal paper of Zaks [15] are in fact IDPDs, and it is here in Theorem 3.20 that we exhibit a Dedekind domain that is an HFD but not an IDPD.
Lastly, Appendix A contains three technical lemmas for use in the proofs of Section 3. We relegate them to the appendix since they deal only with properties of natural numbers.
General IDPDs
In this section, we investigate IDPDs that are not necessarily Krull domains. We begin with the following part of diagram (1.2.1) that also motivates much of Section 3. For this result, recall that an atomic domain D is a half-factorial domain (HFD) if it satisfies the following half of the defining property for a UFD: for all irreducible elements p 1 , . . . , p m , q 1 , . . . , q n ∈ D if p 1 · · · p m = q 1 · · · q n , then m = n. Also, recall that the integral domain D is a bounded factorization domain (BFD) if it is atomic and for each non-zero non-unit z ∈ D there is a bound on the lengths of the irreducible factorizations of z in D.
Theorem 2.1. If D is an IDPD, then it is an HFD, in particular, it is a BFD.
Proof. Assume that D is an IDPD. By definition, this implies that D is atomic. To show that D is an HFD, let z ∈ D be a non-zero non-unit with irreducible factorizations
We need to show that m = n. Assume without loss of generality that m n. We argue by induction on n. The base case n = 1 is straightforward since the p i and q i are irreducible.
For the induction step, assume that m n 2 and that given irreducible factorizations π 1 · · · π ℓ = τ 1 · · · τ k with k < n or ℓ < n, then one has ℓ = k. If there are integers i, j such that p i ∼ q j , then re-order the factors in (2.1.1) to assume that p m ∼ q n ; in this case, there is a unit u ∈ U (D) such that p 1 · · · p m−1 = (uq 1 )q 2 · · · q n−1 , so the induction hypothesis implies that n − 1 = m − 1, so n = m as desired.
Assume for the rest of the proof that p i ∼ q j for all i, j. In particular, p 1 ∼ q 1 . The fact that D is an IDPD then implies that there are irreducible elements p ′ , q
. We replace q ′ with the irreducible vq ′ to assume that
Similarly, we have
Since D is atomic, there are irreducible elements ξ 1 , . . . , ξ ℓ ∈ D and a unit w ∈ U (D) such that ℓ 0 and z ′ = wξ 1 · · · ξ ℓ . (The unit is included so that we don't have to treat the case ℓ = 0 separately.) Equations (2.1.2) and (2.1.3) then imply that
The equality (2.1.5) here, with our induction hypothesis, implies that ℓ + 1 = n − 1. In particular, we have ℓ+1 < n, so equation (2.1.4) implies that m−1 = ℓ+1 = n−1, so m = n as desired.
For the next example, which is part of diagram (1.2.1), recall that the integral domain D is a finite factorization domain (FFD) if it is atomic and for each nonzero non-unit z ∈ D there are only finitely many distinct irreducible factorizations (up to associates) of z in D.
is an FFD (hence a BFD) that is not an HFD; see, e.g., [1, Sections 3 and 5] . Essentially, this ring is not an HFD because (X 2 ) 3 = (X 3 ) 2 . In particular, Theorem 2.1 implies that this ring is not an IDPD.
Most of the rest of this section deals with classes of HFDs that are also IDPDs. In part, we do this to show how close HFDs are to IDPDs, and to show that many of the standard examples of HFDs are IDPDs, that you have to work a bit to find an example of an HFD that is not an IDPD. Also, we do this to show that our example of an HFD that is not an IDPD is minimal in some sense; see Remark 3.22 . This is (a) from the introduction.
Theorem 2.3. Let K be a field, and let F ⊆ K be a subfield. Then the subring
Proof. The ring D is atomic by [2, Theorem 2.9]. Furthermore, this result shows that the irreducible elements of D are of the following form:
(1) aX where a ∈ K × , and (2) a(1 + Xf ) where a ∈ F × and f ∈ K[X] and 1 + Xf is irreducible in K[X].
In addition, D is an HFD by [2, Theorem 5.3] . Let z ∈ D be a non-zero non-unit, and let p 1 , q 1 ∈ D be non-associate irreducible divisors of z. Thus, we have c, d ∈ D such that p 1 c = z = q 1 d. Note that if c were a unit, then the equality z = p 1 c with the fact that p 1 is irreducible implies that z is irreducible; since q 1 is irreducible, the condition z = q 1 d forces d to be a unit, and it follows that p 1 ∼ q 1 in D, a contradiction. Thus, we have c / ∈ U (D), and similarly d / ∈ U (D). Since D is atomic, we have irreducible factorizations c = p 2 · · · p m and d = q 2 · · · q n in D with m, n 2. Note that
so the fact that D is an HFD implies that m = n In light of the first paragraph of this proof, we have three cases to consider, by symmetry.
Case 1:
Suppose that the order of z as a polynomial in K[X] is ord(z) = 1. Since ord(p 1 ) = 1 = ord(q 1 ) in this case, it follows that ord(p i ) = 0 = ord(q i ) for all i 2. Thus, p i = a i (1 + Xf i ) and q i = b i (1 + Xg i ) for some a i , b i ∈ F × and f i , g i ∈ K[X] such that 1 + Xf i and 1 + Xg i are irreducible in K[X]. Equation (2.3.1) therefore says that
Comparing linear coefficients in this equation, we find that 
Moreover, equation (2.3.1) shows that q ′ q 1 = p 2 p 1 | z, so p 1 and q 1 satisfy the required condition from Definition 1.1. This concludes Case 1.
Case 2: p 1 = a 1 X and q 1 = b 1 (1 + Xg 1 ) for some a 1 ∈ K × and b 1 ∈ F × and
. By definition, in this case it suffices to show that p 1 q 1 | z, that is, it suffices to show that z/(p 1 q 1 ) ∈ D; then the required condition from Definition 1.1 is satisfied with p ′ = q 1 and q ′ = p 1 . As in Case 1, re-order the p i 's if necessary to assume that
This concludes Case 2.
Case 3:
Claim:
It follows that i > 1, since we have assumed that q 1 ∼ p 1 in D. This establishes the claim.
From the claim, we have p 1 q 1 ∼ p 1 p i | z. Thus, as in Case 2, the required condition from Definition 1.1 is satisfied. This concludes Case 3 and the proof.
Remark 2.4. Note that in the proof of Theorem 2.3, in Cases 2 and 3 we show that p 1 , q 1 | z implies that p 1 q 1 | z. One might ask whether the same implication holds in Case 1. It definitely does not! Indeed, if it did, then [11, Theorem 5.1] would prove that D is a UFD, which is not true in general (see, e.g., Example 2.7). In other words, the difference between Case 1 and Cases 2-3 is exactly the difference between being an IDPD and being a UFD.
Remark 2.5. The proof of the HFD version of Theorem 2.3 is quite different from our proof here. The point for HFDs seems to be the following straightforward fact: If D is an atomic subring of a domain R such that R is an HFD such that every irreducible element of D is also irreducible in R, then D is also an HFD. One then A standard fact from number theory says that the integral closure of
is a primitive sixth root of unity, and furthermore that
. This takes care of the case f = 1, and the case f = 2 is handled similarly.
Let z ∈ Z[ √ −3] be a non-zero non-unit, and let p 1 , q 1 ∈ Z[ √ −3] be non-associate irreducible divisors of z. To show that these elements satisfy the defining property in 1.1, we argue by induction on n = ℓ(z). In the base case ℓ(z) = 1, the element z is irreducible with irreducible factors p 1 and q 1 . It follows that p 1 ∼ z ∼ q 1 , contradicting our non-associate assumption on p 1 and q 1 . For good measure, we therefore consider a second base case ℓ(z) = 2. In this case, since p 1 and q 1 are irreducible factors of z, there are irreducible elements p 2 , q 2 ∈ D such that p 1 p 2 = z = q 1 q 2 . Thus, the defining property in 1.1 is satisfied in this case.
For the induction step, assume that n = ℓ(z) > 2 and that the result holds for non-zero non-units z ′ ∈ D with ℓ(z ′ ) = n − 1. Write
for some irreducibles p i and q i . The display (2.9.1) gives two irreducible factorizations of z in Z [ω] . Since this ring is a UFD, we have a permutation σ ∈ S n such that
ei with e i ∈ {0, . . . , 5}. The equation
2. By assumption, we have q 1 q i | z, hence q 1 p 1 | z, and the defining property in 1.1 is satisfied in this case.
Subcase 1b: i = 1, that is, q 1 = ±p σ(1) . This subcase follows as in Subcase 1a.
Subcase 1c: i = 1 = σ(i). Rearrange the factors if necessary to assume that q n = ±p n , then multiply q n by ±1 to assume that p n = q n . Set
by design. Our induction hypothesis implies that there are irreducibles
we are done in this subcase. This completes Case 1. Case 2: f i = 0 for all i, that is q i = ±p σ(i) for all i. In particular, we have q 3 = ±p σ (3) . It follows that f 3 = 1 or 2, and we have
. Thus, the above Claim shows that
. We modify (2.9.1) to obtain a third irreducible factorization in Z[ √ −3]:
(Recall that the previous paragraph shows that ±ωq 3 is in Z[
This new factorization falls under the purview of the previous paragraph (still using the original p 1 and q 1 ). Therefore, the previous paragraph shows that there are irreducible elements
that is, the defining property in 1.1 is satisfied in this case.
Lastly, suppose that q 2 = ±ω 2 p σ(2) . Again, we modify (2.9.1) to obtain another irreducible factorization in Z[ √ −3]:
As in the previous paragraph, this reduces us to an already established case, so the defining property in 1.1 is satisfied again.
The preceding proof raises the following question.
Question 2.10. How does the IDPD property behave with respect to integral closures or with respect to more general overrings?
On the subject of overrings, note that the HFD property does not localize in general; see [6, Example 4.1] . However, the proof of Theorem 3.21 below shows that this example does not apply to the IDPD situation. Thus, we pose the following.
Question 2.11. How does the IDPD property behave with respect to localizations? In particular, how do the IDPDs compare with the integral domains such that every localization is an HFD? (These are the localization HFDs' (also known as the LHFDs).)
Krull Domains, Dedekind Domains, HFDs, and IDPDs
In this section, we further investigate the relation between the HFD and IDPD property, focusing on Krull domains (e.g., of Dedekind domains) where we can use the divisor class group to understand factorizations. Accordingly, we begin here by summarizing some facts about divisor class groups. See the text of Fossum [12] for general properties and the paper of Zaks [15] for relevant connections with HFDs. For each non-zero non-unit x ∈ D, the ideal xD can be decomposed as a finite intersection of symbolic powers of height-1 primes of D, say xD = Some readers may wish to skip the proof of the next result on the first reading. Let I denote the standard basis for Z (I) , and let J denote the standard generating sequence for j∈J Z/n j Z, both considered as subsets of Z (I) ⊕ j∈J Z/n j Z . Set −I = {−e ∈ Z (I) | e ∈ I}, and let X denote the set of non-principal height-1 prime
We use the following notation for the height-1 primes of D. The primes in ψ −1 (I) will be denoted using the symbol p, possibly with indices, e.g., as p i or p i,j . The primes in ψ −1 (−I) will be denoted similarly using the symbol q, the primes in ψ −1 (J ) will be denoted using the symbol r, and the principal primes (if there are any) will be denoted using the symbol s. For convenience, let K be an index set for the (possibly empty) set of principal prime ideals of D. Using this notation, the elements of Cl(D) are all represented as finite intersections of the form
Because of the arithmetic of G, the ideal a is principal if and only if for each i ∈ I and each j ∈ J we have pi a i,pi = qi b i,qi and n j | rj c j,rj . Using Zaks' sub-intersection criterion from Remark 3.1, we see that the ideals generated by irreducible elements of D are precisely those of the following form:
(
To show that these elements satisfy the defining property in 1.1, we argue by induction on n = ℓ(z) as in the proof of Theorem 2.9. The base cases n = 1, 2 use the same argument.
For the induction step, assume that n = ℓ(z) > 2 and that the result holds for non-zero non-units z ′ ∈ D with ℓ(z ′ ) = n − 1. Write p 1 · · · p n = z = q 1 · · · q n for some irreducibles p i and q i .
Case 1: p 1 is prime. In this case, a standard argument shows that p 1 ∼ q i for some i. By assumption, p 1 ∼ q 1 , so we have i 2. By assumption, we have q 1 q i | z, hence q 1 p 2 | z, and the defining property in 1.1 is satisfied in this case.
Case 2: p i is prime for some i 2. By Case 2, we assume without loss of generality that q 1 is not prime. It follows that p i ∼ q j for some j = 1. Multiply q j by an appropriate unit to assume that p i = q j . Set z ′ = k =i p k = m =j q m , which satisfies ℓ(z ′ ) = n − 1 by construction. Moreover, the condition i, j = 1 implies that p 1 , q 1 | z ′ . Our induction hypothesis implies that there are irreducibles
we are done in this case. Case 3: q i is prime for some i 1. This case follows as in Cases 1 and 2. Case 4: No p i is prime, nor is any q i prime. Here is where we use our assumptions about D and Cl(D), in particular, here is where we use the facts from the first paragraph of this proof.
Since none of the p i 's are prime, when we write zD in the form (3.2.1) we have
Furthermore, the specific form of the irreducibles given in the first paragraph of this proof show that p 1 D is either of the form p i1,pi 1 ∩ q i1,qi 1 for some i 1 ∈ I, or
of the form p s1,ps 1 ∩ q s1,qs 1 for some s 1 ∈ I, or rt 1 r (et 1 ,r t 1 ) t1,rt 1 for some t 1 ∈ J such that rt 1 e t1,rt 1 = n t1 .
Subcase 4(a):
and the condition q 1 | z implies that i∈I pi
We conclude that p 1 q 1 | z, so the defining property in 1.1 is satisfied in this case.
This subcase is handled as in Subcase 4(a).
Subcase 4(c): p 1 D = p i1,pi 1 ∩ q i1,qi 1 for some i 1 ∈ I, and q 1 D = p s1,us 1 ∩ q s1,vs 1 for some i 1 ∈ I. If i 1 = s 1 , then the list of primes p i1,pi 1 , q i1,qi 1 , p s1,us 1 , q s1,vs 1 has no repetitions; in this event, it follows as in Subcase 4(a) that p 1 q 1 | z and we are done. Thus, we assume without loss of generality that p 1 D = p i1,pi 1 ∩ q i1,qi 1 and q 1 D = p i1,ui 1 ∩ q i1,vi 1 for some i 1 ∈ I. If there are no repetitions in the list of primes p i1,pi 1 , q i1,qi 1 , p i1,ui 1 , q i1,vi 1 then we are done again as in Subcase 4(a), so assume that there is a repetition in the list. That is, assume that p i1,pi 1 = p i1,ui 1 or q i1,qi 1 = q i1,vi 1 . We have assumed that p 1 and q 1 are not associate, i.e., p 1 D = q 1 D, so we cannot have both p i1,pi 1 = p i1,ui 1 and q i1,qi 1 = q i1,vi 1 .
By symmetry, we assume without loss of generality that p i1,pi 1 = p i1,ui 1 and q i1,qi 1 = q i1,vi 1 . Therefore, we have a i1,pi 1 , b i1,qi 1 , b i1,vi 1 1 so
It follows that either a i1,pi 1 2 or there is a w i1 = p i1 such that a i1,wi 1 1. If a i1,pi 1 2, then as in Subcase 4(a) we have
and we are done. On the other hand, if there is a w i1 = p i1 such that a i1,wi 1 1, then we have
Note that the ideal p i1,wi 1 ∩ q i1,vi 1 is principal and generated by an irreducible, say
Continuing the previous display, we have
Similarly, there is an irreducible q ′ ∈ D such that p i1,wi 1 ∩ q i1,qi 1 = q ′ D and as above we have
so the irreducible q ′ satisfies q 1 q ′ | z and furthermore 
since p 1 and q 1 are both irreducible, it follows that p 1 D = q 1 D, contradicting the assumption p 1 ∼ q 1 .
For each index r j1 , set M j1,rj 1 
Thus, using the arithmetic in G, we see that the ideal rj 1 r (δj 1 ,r j 1 ) j1,rj 1 is principal generated by an irreducible p ′ ∈ D. Similarly, the ideal rj 1 r (ǫj 1 ,r j 1 ) j1,rj 1 is principal generated by an irreducible q ′ ∈ D. We will be done with this subcase and the proof of the lemma once we show that
From the arithmetic in Cl(D), we have
Remark 3.3. Notice that in the proof of Lemma 3.2 we do not use all of our assumptions about D until Case 4. In our experience, this is frequently the case when we are verifying the IDPD property. Of course, we don't always have a function like ℓ to use in Case 2, but when D is atomic, e.g., when R is noetherian or a Krull domain, this can be gotten around via a standard variation on this argument where one considers irreducible factorizations z = p 1 · · · p m = q 1 · · · q n and one assumes that n is minimal among all integers occurring this way in a factorization of a counterexample to the defining property in 1.1.
Next, we document some consequences of Lemma 3.2. Proof. By construction, these rings satisfy the hypotheses of Lemma 3.2.
Here is a version of [15, Theorem 3 .4] for our setting. Note that the hypotheses of loc. cit. are slightly incorrect. Indeed, Zaks assumes that for every height-1 prime ideal p of D, there is a height-1 prime ideal q of D such that p ∩ q ≡ D. What he means to assume (as one sees in his proof and in his applications) is that for every height-1 prime ideal p of D, either p (2) ≡ D or there is a height-1 prime ideal q of D such that p ∩ q ≡ D.
Theorem 3.5. Let D be a Krull domain such that for every height-1 prime ideal
Proof. Assume that D is an HFD. The proof of [15, Theorem 3.4] shows that our assumptions imply that Cl(D) is the direct sum of an elementary 2-group E and a free abelian group. In particular, E is a direct sum of copies of Z/2Z. Furthermore, the proof of loc. cit. shows that the hypotheses of our Lemma 3.2 are satisfied, so we conclude from our lemma that D is an IDPD. Our next results give more Krull domains where HFD implies IDPD. First, some notation from [15] . 
3 it corresponds to 2(1, 0) + (0, 1)+(1, 2) = (0, 0). (Moreover, using the same type of computation, it is straightforward to show that no proper sub-intersection of p (2) ∩ q ∩ r is principal, so Remark 3.1 tells us that a = πD for some irreducible π ∈ D.) On the other hand, using Zak's notation, we have l(π) = L(a) = Note that D has two non-principal height-1 primes p and q such that p ≡ q in Cl(D). Indeed, if this were not true, the fact that Cl(D) is generated by the height-1 primes would imply that Cl(D) is cyclic, contradicting our assumption. Now, the fact that p and q are not principle conspires with the fact that Cl(D) is an elementary 2-group to show that o(p) = 2 = o(q). Thus, p is its own inverse in Cl(D), so the condition p ≡ q implies that p ∩ q is not principle. On the other hand, we have L(p ∩ q) = (1/2) + (1/2) = 1, as desired.
In our next result we set Z n = Z/nZ, and let Z p ∞ denote the direct limit of the directed system
This is item (c) from the introduction.
Theorem 3.16. Let p be a prime number, and let D be a Krull domain with
Proof. Assume that D is an HFD. Zaks [15, Theorem 8.4 ] tells us that for all height-1 prime ideals p and q of D, there is an integer m ∈ N such that either p = q
. From this, we have the following: for every finite set X of height-1 prime ideals, there is an integer I ∈ N 0 such that one can partition X into a union of pairwise disjoint subsets X 0 , . . . , X I such that (a) for all p ∈ X i and all q ∈ X j 3 It is worth noting that, in particular, the condition ℓ(x) = 1 if and only if x is irreducible in D implies that Im(ℓ) ⊆ Z. Indeed, Remark 3.1 implies that D is atomic, so every non-zero non-unit z ∈ D, we have an irreducible factorization z = p 1 · · · pn, so ℓ(z) = ℓ(p 1 ) + · · · + ℓ(pn) = n ∈ Z. Example 3.14 shows, however, that without the assumption on irreducible elements one need not have Im(ℓ) ⊆ Z.
Then a has a decomposition as a finite intersection of symbolic powers p (a(p)) of height-1 prime ideals with exponents a(p) 1. Let X be the set of prime ideals that occur in this decomposition. Partition the set X as in the preceding paragraph, then we have
Assume without loss of generality that X I = ∅, and let q ∈ X J for some J I. Condition (a) from the preceding paragraph implies that
In particular, since o(q) = p J in Cl(D), the ideal a is principal if and only if
where L is as in Notation 3.12.
4 Furthermore, if a is principal, then it is generated by an irreducible element of D if and only if L(a) = 1, i.e., if and only if
J . Let ℓ be as in Notation 3.12. Let z ∈ D be a non-zero non-unit, and let π, τ be non-associate irreducible factors of z in D. To show that π and τ satisfy the defining property in 1.1, set r = ℓ(z). As in the proof of Lemma 3.2, note that r 2.
Decompose the ideal a = zD as in (3.16.1)
for some a(p) ∈ N. Assume without loss of generality that X I = ∅, and let q ∈ X I . Our above analysis shows that Our analysis at the beginning of this proof shows that the ideals
and I i=0 p∈Xi p (γ(p)) are principal and generated by irreducible elements, say
Furthermore, we have
Thus, the defining property in 1.1 is satisfied, so D is an IDPD, as desired.
The proof of the next result is similar to the previous one. However, we require a bit of notation. We often set S = S(D) when it does not result in any ambiguity.
The set S(D) in Notation 3.17 appears to depend on the choice of isomorphism φ. However, one consequence of the next result is that, when D is an HFD, it does not depend on the choice of φ; indeed, the result shows that there is at most one height-1 prime ideal representing an element of order n in Cl(D) ∼ = Z n . Proof. Suppose that p and q are height-1 prime ideals of D such that p ≡ q in Cl(D) and o(p) = r = o(q). Since Cl(D) is cyclic of order n, the fact that p and q have the same order implies that they generate the same subgroup of Cl(D), necessarily with order r. In particular, there is an integer x ∈ N such that q ≡ p (x) in Cl(D) and such that 1 < x < r.
Consider the ideal a = p (n−x) ∩ q. Using the arithmetic in Cl(D), we have
We work with Notation 3.12:
Since D is an HFD and a is principal, Remark 3.13 says that L(a) ∈ Z. Thus, the divisibility condition r | | Cl(D)| = n implies that r | (x − 1). Because we have x > 1, hence x − 1 > 0, it follows that x − 1 r, so x > r. But we have assumed that x < r, which provides the desired contradiction.
The following lemma is motivated by [7, Lemma 4.7] . Proof. We work in the setting of Notation 3.17. Let s ∈ S = S(D), and let q be a height-1 prime ideal of D such that s ≈ q. Set δ = n/o(q) where o(q) is the order of the class of q in Cl(D). Consider the ideal a = p (n−s) ∩ q. By assumption, we have
That is, a is principal. Since a is an HFD and a Krull domain with torsion divisor class group, Remark 3.13 implies that L(a) ∈ Z. However, we have
so we must have n | (δ−s). Since δ and s lie between 1 and n (inclusive), uniqueness of remainders modulo n implies that s = δ | n, as desired. Let ℓ be as in Notation 3.12. Let z ∈ D be a non-zero non-unit, and let π, τ be non-associate irreducible factors of z in D. To show that π and τ satisfy the defining property in 1.1, set r = ℓ(z). As in the proof of Lemma 3.2, note that r 2.
Decompose the ideal a = zD as in (3.20.1)
for some a(s) ∈ N. Our above analysis shows that s∈S s s∈Ys a(s) = rn where r = ℓ(z) ∈ N. The argument concludes as in the proof of Theorem 3.16, with an application of Lemma A.2 in place of Lemma A.3.
One common feature of some of the preceding proofs is the implication L(a) ∈ Z =⇒ a ≡ D. One may be tempted to think that, given a Krull domain D with torsion divisor class group such that L(a) ∈ Z =⇒ a ≡ D, if D is an HFD then it is an IDPD. The proof of our next result shows this to be false in general. Furthermore, this result provides the final piece of diagram (1.2.1). According to Chapman and Smith [8, Theorem 3.8] , the ring D is an HFD. Thus, we need only show that D is not an IDPD. To this end, suppose by way of contradiction that D were an IDPD.
Let p 1 , p 2 , q, r 1 , and r 2 be height-1 prime ideals of D such that 1 ≈ p i and 2 ≈ q and 3 ≈ r i for i = 1, 2 in the notation of 3.17. In particular, we have p 2 ≡ p 1 and q ≡ p 
In Cl(D) ∼ = Z 6 , our choice of S implies that
That is, a is principal, say a = zD. Next, consider the ideal
1 ≡ D. It follows that b is also principal, say, b = πD. Each p i has order o(p i ) = 6 in Cl(D), and similarly o(q) = 3 and o(r i ) = 2. So, in the notation of 3.12, we have ℓ(π) = 1, and Remark 3.13 implies that π is irreducible in D. Furthermore, comparing the exponents on the primes defining a and b, it is straightforward to show that zD = a ⊆ b = πD, so we have π | z.
Similarly, the ideal c = p
1 ∩ r 2 is principal, generated by an irreducible element τ such that τ | z. The fact that b and c use different exponents on their primes (or since they don't use all the same primes) implies that b = c, so π ∼ τ .
Since D is an IDPD, it follows that there are irreducible elements π ′ , τ ′ ∈ D such that ππ ′ ∼ τ τ ′ | z. In particular, we have a = zD ⊆ π ′ D so the defining expression of a implies that we can write
where the exponents are in N. Moreover the condition ππ ′ | z implies that From this, we conclude that
1 ∩ p It follows that e and x are non-negative integers such that We now analyze D ′ by cases. Cl(E) ∼ = Z 4 × Z 2 such that the height-1 primes correspond to the elements (1, 0), (0, 1), and (3, 1). Let p, q, and r be such primes, respectively. Then the ideals zD = p (4) ∩ q (2) ∩ r (4) and πD = p ∩ q ∩ r and τ D = r (4) show that E cannot be an IDPD, as in the proof of Theorem 3.21.
The form of the divisor class groups in Theorem 3.21 and Remark 3.23 lead us to the following. 
