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Abstract
This paper focuses on the use of unknown input observers for detection and
isolation of actuator and effector faults with control reconfiguration in overactu-
ated systems. The control allocation actively uses input redundancy in order to
make relevant faults observable. The case study of an overactuated marine vessel
supports theoretical developments.
1 Introduction
The main objective of control allocation is to determine how to generate a specified
control effect from a redundant set of actuators and effectors. Control effectors are
devices or surfaces producing forces and moments, such as thrusters, propellers, fins
or rudders, while actuators are electromechanical devices responsible to tune the mag-
nitude, position and orientation of single effectors. Due to input redundancy, several
configurations leading to the same generalized force are admissible and for this reason
the control allocation scheme commonly incorporates additional secondary objectives
[3] [13] [17], such as power or fuel consumption minimization. On the other hand,
usually there are also some limitation factors to be accounted for: actuators/effectors
dynamics, input saturation and other physical or operational constraints. One further
advantage of actuator and effector redundancy is the possibility to reconfigure the con-
trol in order to cope with unexpected changes on the system dynamics, such as failures
or malfunctions: in particular if the set of actuators and effectors is partially affected
by faults, one can modify the control allocation scheme by preventing the use of in-
efficient/ineffective devices in the generation of control effect or compensating for the
loss of efficiency. However, one key point for successfully re-allocating the control
is the availability of adequate information about the faults that have occurred; indeed,
some accurate fault estimation and/or a correct identification of the faulty actuators
or effectors are necessary to address the reconfiguration. Recent results toward fault
tolerant control allocation are based on sliding-mode techniques [1] [8] and adaptive
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control strategies [6] [23]. Further investigations on this topic, with a more application-
oriented character, are proposed for reconfiguration in flight control [5], [27] and fault
accommodation in automated underwater vehicles [20]. An interesting bibliographical
survey on the general problem of fault-tolerant control reconfiguration is provided in
[28].
The aim of this paper is to present the use of unknown input observers for fault de-
tection/isolation and control reconfiguration in overactuated systems. Unknown input
observers [7] are a very useful tool for generating robust detection filters, as they can
be made insensitive to certain input space directions if some structural algebraic con-
ditions on the system are fulfilled. Due to control redundancy, isolating faults affect-
ing single actuators or effectors in overactuated systems can be a difficult task, as the
same effects can be produced by faults occurring in different actuators or effectors:
the family of filters needed to isolate the faults usually results to be larger compared
to a control system framework with full-rank input matrix, and moreover there is an
upper bound on the maximum number of simultaneously isolable faults. On the other
hand, by constraining the inputs in prescribed configurations without altering system
dynamics, control redundancy can be very helpful in separating the effects produced
by multiple faults in order to identify which groups of effectors and actuators are losing
effectiveness.
The paper is structured as follows. In Section 2 the basic setup of control allocation
is introduced and the general structure of unknown input observers (UIO) is defined;
moreover some issues related to control reconfiguration are reported, such as control re-
allocation in the presence of cost functions and input constraints. Section 3 is devoted
to the presentation of the proposed method for designing families of detection/isolation
filters based on UIO, namely constrained output fault direction (COFD) observers; an
alternative approach based on a different class of unknown input observers has recently
been proposed by the authors [9]. Finally, in Section 4, the application of the theoreti-
cal results is extensively illustrated by the case study of an overactuated ship subject to
thruster failures including common mode faults in thruster auxiliary systems.
2 Control allocation setup
Let us consider the following linear system x˙(t) = Ax(t) +Bτ(t)
y(t) = Cx(t)
with
τ(t) = Gu(t),
where x ∈ Rn, τ ∈ Rk, y ∈ Rp, u ∈ Rm, m > k and all matrices except A
are assumed to be full-rank. The vector x is the state, which is assumed to be not
accessible for direct measurements, while y is the measured output of the system. The
vector u(t) represents the redundant control input and τ(t) is the generalized control
effect or virtual input. Without loss of generality, the desired control effect τc(t) is
assumed to be given by a suitable known function depending on the system output:
τc(t) = f(y(t)). (1)
The above condition can also be generalized, assuming that the desired effect τc and the
measured output y(t) are related through a suitable dynamic law. A control allocation
strategy is defined such that, whenever it is possible, the control u satisfies
Gu(t) = τc(t). (2)
Although the above linear equation always admits (uncountable) exact solutions when
rk(G) = k, there are possible constraints or bounds to be met and this may lead to the
existence of approximate solutions only:{
u ∈ U
Gu(t) = τˆc(t) 6= τc(t) (3)
We point out that the approximate effect τˆc(t) may differ from the desired one τc(t)
but it is a known quantity, as it can be computed exploiting the input constraints given
by U which is an assigned set.
In the unconstrained case, a simple solution can be obtained using the right pseudo-
inverse matrix [15]:
u(t) = G−Rτc(t), G−R := GT (GGT )−1. (4)
In the case of constrained control u ∈ U, several methods for control allocation are
available in the literature ([11], [22], [4], [16], [26], [3], [14]). In this paper we con-
sider the class of faults acting on effectors and actuators efficiency by changing their
effectiveness: these can be modeled by a multiplicative term ∆(t):
τ(t) = G∆(t)u(t), ∆(t) = diag[δ1(t), ..., δm(t)],
for some unknown functions δi(t). It follows that, whenever δi(t) ≡ 1 ∀i = 1, ...,m,
the controller operates with nominal conditions and hence
τ(t) = Gu(t) = τˆc(t)
On the other hand if one of the actuators is subject to a loss of effectiveness or complete
failure, i.e. if δi(t) 6= 1 for some i, the designed control law will no longer be able to
ensure the desired effect, this meaning that, in the case of fault presence, one may have
τ(t) 6= τˆc(t)
with a consequent deterioration of system performances. Such problems can be avoided
by accommodating the fault effects if a suitable control reconfiguration policy is con-
sidered. Defining a set of diagnosis signals, usually called residuals, one can detect and
isolate the faults; then, performing the correct reconfiguration of the control input, one
can track the (approximate) desired effect τˆc properly again. The approach presented
in this paper is based on Unknown Input Observers UIO (see for instance [7]), whose
general structure is the following: z˙(t) = Fz(t) +RBv(t) +Ky(t)
xˆ(t) = z(t) +Hy(t)
where the matrices F,R,K and H are design parameters and v(t), y(t) are, respec-
tively, a known reference input signal and the measured output of the system to be
estimated through the observer; the signal v(t) is usually set equal to the nominal and
unperturbed input that is commanded to the system. It is worth to note that, in order to
achieve a correct asymptotic state estimation, the matrix F has to be Hurwitz.
As it will be shown in the following, unknown input observers are useful for the task
of isolating faults in overactuated systems. Moreover, thanks to input redundancy, the
control can be re-allocated in order to limit or avoid the use of faulty effectors/actuators
once these have been isolated. On the other hand, this is not the only advantage of input
redundancy in the considered framework: indeed, control allocation can be combined
together with the fault isolation scheme in order to enlarge the family of identifiable
faulty events.
The reconfiguration can be performed by different methods, depending on several
factors such as actuator dynamics, bounds on energy consumption, limited control in-
puts rates or other control constraints. It is worth to note that, due to the negative effects
of faults, also the desired control effect τc(t) might be requested to change with respect
to the original one in order to recover the deteriorated system performances, this corre-
sponding to update the relation between τc(t) and the output signal y(t) given by (1).
In the simplest case of unconstrained inputs, the nominal control allocation law is given
by (4) and therefore, if the actuators i1, ..., iq are faulty and q ≤ m − k, to get the de-
sired effect τc(t) it is sufficient to re-allocate the control action setting
ui1 = ui2 = · · · = uiq ≡ 0
and assigning the other components of u(t), which are grouped for convenience in a
vector u˜ ∈ Rm−q , according to
u˜(t) = G˜−Rτc(t), (5)
where the matrix G˜ ∈ Rk×(m−q) is obtained from G by neglecting the columns
i1, ..., iq .
On the other hand, since control reconfiguration can be regarded as a reduced-order
control allocation problem in which some of the inputs are neglected, the use of the
aforementioned techniques for handling input constraints can be straightforward ex-
tended. However, by turning off the input signals corresponding to faulty actuators,
the redundancy of control inputs is reduced and the error between the desired control
effect and the control effect provided by the approximate solution may increase after
reconfiguration, as the class of admissible solutions to the allocation problem reduces.
As already mentioned, control allocation can be used actively also to make faults ob-
servable; in particular, by considering additional input constraints (see Section 3.3)
which constrain control devices and surfaces to achieve common modes, one can iso-
late faults affecting selected groups of effectors. Whenever such constraints are not
allowed to be imposed simultaneously in practice due to lack of control design free-
dom, an iterative control allocation scheme can be defined in order to switch periodi-
cally from one common mode to another after a prescribed time interval, until the fault
isolation task is accomplished successfully.
3 Fault detection and isolation
The estimation error is defined as the difference between the true state x(t) and the
estimated state xˆ(t):
e(t) = x(t)− xˆ(t).
Our aim is to design a family of unknown input observers {Oh}sh=1, such that the
information provided by the estimation errors allow us to detect and isolate faults. To
address such target one can proceed as follows [7].
3.1 Unknown Input Observers
The input v(t) in the observer is set equal to the reference control effect τˆc(t), that is
v(t) = Gu(t) = τˆc(t),
where u(t) is the nominal (fault free) control (3) (or (2) in the unconstrained case).
Exploiting the observer structure, the dynamics of the error is ruled by the following
equation
e˙(t) = x˙(t)− ˙ˆx(t)
= [(In×n −HC)A−KC + FHC]x(t)− Fxˆ(t)
+(In×n −HC)BG∆(t)u(t)−RBGu(t).
Setting K = K1 +K2, if the following conditions are satisfied
R = In×n −HC (6)
F = RA−K1C, σ(F ) ∈ C− (7)
K2 = FH (8)
then the latter equation reduces to
e˙(t) = Fe(t) +RBG(∆(t)− Im×m)u(t),
where σ(·) stands for the spectrum of a matrix and the set C− in the left open complex
half-plane. Let us denote by W ∈ Rn×m the matrix BG, whose columns will be
indicated with W1, ...,Wm, i.e.
BG = W = [W1 · · ·Wm]. (9)
It is worth to note that the matrix BG(∆(t) − I) = W (∆(t) − Im×m) appearing in
the expression of e˙(t) has the following structure:
W (∆(t)− Im×m) = [(δ1(t)− 1)W1 · · · (δm(t)− 1)Wm],
and hence a fault in the jth effector may only affect the jth column of W .
3.2 Constrained Output Fault Directions (COFD)
This subsection is dedicated to the presentation of the proposed scheme for fault de-
tection and isolation in overactuated systems; such method consists in constraining the
residuals in prescribed subspaces of the output space (see for instance [18], [25]).
Let us consider the canonical basis of Rp, namely e1, ..., ep; since by assumption the
output matrix C is full-rank, there exists S ∈ Rn×p such that
CS = Ip×p = [e1 · · · ep].
The general solution of such equation is given by
S = CT (CCT )−1 + [In×n − CT (CCT )−1C]S∗, (10)
where S∗ ∈ Rn×p is an arbitrary matrix. Denoting by S1, ..., Sp the columns of the
matrix S, the basic idea of the method is to design the observer parameters in order to
guarantee that, if a fault occurs in the ith actuator, then the estimation error maintains
the direction Si during the system evolution, this corresponding to a fixed direction ei
for the residual. It is worth to note that a first strong design constraint for the achiev-
ability of this condition is that directions S1, ..., Sp need to correspond to eigenvectors
of the observer matrix F . Moreover, due to the rank deficiency ofBG, it is not possible
in general to address a decoupled distribution of the faults effects over the columns of
the matrix S and we are required to deal with linear combinations of such characteristic
directions. We recall that the dynamics of the estimation error is given by the equation
e˙(t) = Fe(t) +RW (∆(t)− Im×m)u(t).
Since rank(W ) = k < m ≤ p, we can arbitrarily assign only k columns of the
matrix RW through the design parameter R, as the remaining m− k are consequently
constrained; we need therefore to consider several independent observers to achieve a
correct fault isolation. One can proceed as follows.
Definition 3.1 We call a multi − index any vector J of increasing natural numbers,
i.e. J = (j1, ..., j`) with jq ∈ N ∀q = 1, ..., ` and 1 ≤ j1 < j2 < · · · < j` ≤ r, r ≥ `.
The positive integers ` and r are defined as, respectively, the length L(J) and the
domain D(J) of multi-index J .
It is worth to note that the number s of distinct multi-indices having length ` and do-
main r is given by the binomial coefficient
s =
(
r
`
)
=
r!
(r − `)!`! . (11)
Definition 3.2 Given W ∈ Rn×m with rank(W ) = k, we call uniform sub-rank of
W the positive integer k0 ≤ k computed as
k0 := max {` ≤ k : rank[Wj1 · · · Wj` ] = `,
∀ J = (j1, ..., j`) : D(J) = m}. (12)
Notation Given a multi-index J = (j1, ..., j`) with D(J) = m, we denote by WJ ∈
Rn×` the matrix composed by the columns of W corresponding to the indices included
in J , i.e.
WJ = [Wj1 · · · Wj` ].
Let k0 ≤ k the uniform sub-rank of the matrixW = BG. Then, if by tuning the matrix
R we prescribe the first k0 columns of RW , for example imposing that they have to be
equal to S1, S2, ..., Sk0 , we get
RW = [S1 · · · Sk0 V1 · · · Vm−k0 ],
where Vj =
∑k0
i=1 αijSi for some coefficients αij . As a consequence we have
CRW = [e1 · · · ek0 ω1 · · · ωm−k0 ],
with ωj =
∑k0
i=1 αijei. SettingR
(1) = R, we can iterate this construction by designing
R(h) such that
R(h)[Wjh1 · · · Wjhk0 ] = [Sih1 · · · Sihk0 ] (13)
as multi-indices Jh = (jh1 , ..., j
h
k0
) and Ih = (ih1 , ..., i
h
k0
) vary; at the end of the con-
struction we obtain a family of matrices {R(h)}sh=1, with
s =
(
m
k0
)(
p
k0
)
=
m!p!
(m− k0)!(p− k0)!(k0!)2 .
We point out that the information provided by the residuals associated to such fam-
ily of matrices is redundant. In order to reduce the computational burden and avoid
overlapping of information, we need to investigate what is the minimum number of
matrices R(h) required for a proper fault isolation. We see from the explicit construc-
tion of R(1) that, if k0 > 1, in this case faults affecting the first k0 actuators lead to
residual signals directed as e1, ..., ek0 respectively, while faults affecting the other ac-
tuators lead to residual signal obtained as linear combination of two or more vectors
ej , j = 1, ..., k0. On the other hand, if more than one fault occurs we get a residual
signal defined by a linear combination of vectors ej as well, this meaning that with the
information provided by this unique observer we are not able to distinguish multiple
faults from individual faults affecting one of the last m− k0 actuators. For this reason,
the number of observers to be considered has to be sufficient to decouple effects of sin-
gle and multiple faults. To this purpose we note that, since the observers are designed
independently, the particular choice of vectors Sj among {S1 · · · Sp} in (13) does not
influence the fault isolation procedure: nevertheless, this freedom of choice may result
to be helpful for the design of the Hurwitz matrix F . We claim that the maximum
number of isolable faults is k0 − 1 with a required number of observers equal to
s¯ =
(
m
k0
)
.
This can be verified observing that, in order to isolate the faults, at least one residual
r(h)(t) needs to have null projection along one of the basis vectors ej : as a conse-
quence, the number of isolable faults has to be less than the maximum admissible
number of independent components of each residual r(h)(t), that is k0. The integer s¯
can be obtained simply computing the number of all structurally distinct vectors of m
elements with k0 assigned entries.
For sake of simplicity we fix the vectors Sj in (13), assuming that the right-hand side
is equal to Sˆ := [S1 · · · Sk0 ] for any h. Once the properties of the matrices R(h) are
defined, one have to deal with the stabilization of the matrix F (h) together with the
fulfillment of the rank condition
rank[Sj F
(h)Sj · · · (F (h))n−1Sj ] = 1 ∀ j = 1, ..., k0, (14)
which corresponds to the requirement for Sj to be an eigenvector of the matrix F (h),
this last condition being fundamental for ensuring a constant direction of the output.
We point out that for any h = 1, ..., s¯, the solution of (13) is given by
R(h) = (In×n −H(h)C)
H(h) = (WJh − Sˆ)(CWJh)−L
+H
(h)
∗ (C − (CWJh)(CWJh)−LC)
(15)
where (·)−L stands for the left pseudo-inverse andH(h)∗ ∈ Rn×p is an arbitrary matrix.
Let M (h) ∈ Rk0×k0 be a diagonal and negative definite matrix. Recalling that F (h) =
R(h)A−K(h)1 C, condition (14) can be achieved by solving
K
(h)
1 (CSˆ) = R
(h)ASˆ − SˆM (h), (16)
which gives
K
(h)
1 = (R
(h)ASˆ − SˆM (h))(CSˆ)−L
+K
(h)
∗ (Ip×p − (CSˆ)(CSˆ)−L),
(17)
where K(h)∗ ∈ Rn×p is an arbitrary matrix. Denoting by e(h)(t) the estimation error
associated to the observer Oh, we define the (vectorial) residual signals:
r(h)(t) = Ce(h)(t).
We are now ready to state the main result of this section.
Theorem 3.1 Let S,R(h), H(h),K(h)1 be assigned by (10), (15) and (17). Let us as-
sume that, for any multi-index Jh = (jh1 , ..., j
h
k0
), h = 1, ..., s¯, the following conditions
hold true
1. rank(WJh) = rank(CWJh) = k0;
2. the matrices S∗, H
(h)
∗ and K
(h)
∗ can be found such that the matrix F (h) =
R(h)A−K(h)1 C is Hurwitz.
Then (F (h), H(h), R(h),K(h)) is an unknown input observer and it satisfies condition
(13) for any h = 1, ..., s¯, hence the residual signals are able to detect and isolate up to
k0 − 1 faults affecting simultaneously the system actuators.
We can represent residuals as ordered sums of the basis vectors and their combina-
tions; we will employ the ⊕ to indicate a logic sum of the vectors v, w depending on
the order, i.e. v⊕w 6= w⊕v. For example we obtain the following logic representation
of the first residual:
r(1) = e1 ⊕ e2 ⊕ · · · ⊕ ek0 ⊕ ω11 ⊕ · · · ⊕ ω1m−k0
where ω1j is an arbitrary combination of the vectors e1, ..., ek0 ; in a similar way, the
residual associated to the multi-index Jh = (jh1 , ..., j
h
k0
) can be represented by
r(h) = ωh1 ⊕ · · · ⊕ ωhj1−1 ⊕ e1 ⊕ ωhj1 ⊕ · · · ⊕ ek0 ⊕ · · · ⊕ ωhm−k0
Remark 3.1 It is worth to note that condition (14) is sufficient for prescribing a fixed
direction to the residual signals only if the observer initialization error is zero or if the
estimation error e(t) has reached the steady-state at the moment of fault occurrence.
3.3 Cluster residuals
We consider here an extended framework, in which the actuators are grouped into q
clusters:
A1 = {u1, ..., ui1}, A2 = {ui1+1, ..., ui2},
. . . . . . Aq = {uiq−1+1, ..., um},
where 1 ≤ i1 < i2 < · · · iq−1 < m. The introduction of this new model is motivated
by the need of isolate common mode faults which may affect simultaneously actuators
or effectors sharing the same auxiliary systems. For sake of clarity only the case of
non-overlapping clusters is presented; on the other hand, the proposed methods can be
readily modified in order to be used also in the case of possibly overlapping clusters.
Let us denote by αh the cardinality of the cluster Ah, i.e. αh = ih − ih−1 and hence∑q
i=1 αi = m. The faults are supposed to act uniformly on the whole cluster Ai, so
that they can be modeled as the block-diagonal multiplicative matrix:
∆(t) = diag(d1(t)Iα1×α1 , d2(t)Iα2×α2 , · · · , dq(t)Iαq×αq ) (18)
Let k0 be the uniform sub-rank of W and let us suppose that k0 ≥ 3 and
max
i=1,...,q
αi ≤ k0 − 1.
As a consequence if a fault is present in a single cluster it can be detected and isolated;
in the same way, if there exist two (or more clusters) with αi + αj ≤ k0 − 1, a mul-
tiple fault can be isolated as well. On the other hand, if for some pair of indices i, j,
one has αi + αj ≥ k0, a multiple fault on the associated effectors will lead to com-
pletely saturated residuals, this meaning that no fault isolation can be achieved at the
present step. However, by introducing additional constraints in the control allocation
scheme, one can design a new set of observers to be used to identify faulty clusters of
actuators/effectors. For sake of simplicity let us consider first the following case:
α1 + α2 ≥ k0;
in addition, let us assume that
2 +m− k ≥ α1 + α2. (19)
We select two finite sequences of real numbers {ζ(1)1 , · · · , ζ(1)α1−1} and {ζ
(2)
1 , · · · , ζ(2)α2−1};
using the control redundancy ensured by (19), we are allowed to impose the constraints
uj(t)
ui1(t)
= ζ
(1)
j , j = 1, ..., α1 − 1,
ui1+j(t)
ui2(t)
= ζ
(2)
j , j = 1, ..., α2 − 1
(20)
together with the equality
τc(t) = Gu(t).
Due to (20), the overall input signal associated to the first cluster A1 turns out to be
i1∑
i=j
Wjuj(t) = ui1(t)
Wi1 + α1−1∑
j=1
ζ
(1)
j Wj
 ,
while the overall signal corresponding to A2 is
i2∑
j=i1+1
Wjuj(t) = ui2(t)
Wi2 + α2−1∑
j=1
ζ
(2)
j Wj+i1
 .
Let us denote by W {1} and W {2} the constant vectors
W{1} = Wi1 +
α1−1∑
j=1
ζ
(1)
j Wj , W{2} = Wi2 +
α2−1∑
j=1
ζ
(2)
j Wj+i1 ;
since, without loss of generality, the coefficients ζ(?)j , ? = i1, i2, can be chosen such
that the latter vectors are independent, by definition one has
rank[W{1} W{2} Wi2+1 · · · Wm] ≥ 3. (21)
If the cluster A1 undergoes a fault, the dynamics of the estimation error turns out to be
e˙(t) = Fe(t) +RW{1}(δ1(t)− 1)ui1(t)
and a similar condition holds for faults inA2. Now, recalling that rank[W{1}W{2}] =
2 and designing the observer matrix R such that
R[W{1} W{2} Wi] = [e1 e2 e3],
for some i with ui /∈ A1 ∪ A2, one obtains a residual signal with prescribed output
directions associated to the first two clusters of actuators. We will refer to such signal
as a cluster residual. The above construction can be readily extended to the case of
faults involving more than two effector clusters, if there is enough redundancy to use
control allocation. To this purpose, let us set
W{h} = Wih +
αh−1∑
j=1
ζ
(ih)
j Wih−1+1, h = 1, ..., q (22)
where the coefficients ζ(i`)j ∈ R have to be defined. Such overall input vectors can be
organized into a reduced-order input matrix
W ? = [W{1} W{2} · · · W{q}];
applying the observer design scheme proposed in Section III.A with W replaced by
W ∗, one can obtain a family of cluster residuals associated to the effector groups
A1, ...,Aq .
4 Case study: overactuated marine vessel
This section is focused on illustrating the application of theoretical results to the case
of an overactuated marine vessel. We consider the following ship model η˙ = P (η)ν
Mν˙ = −V (η, ν) + τ + PT (η)b(t)
where M is the inertia matrix, η = [xG, yG, ψ]T is the ship position coordinates in the
earth-fixed reference frame and ν = [νx, νy, ψ˙] contains surge, sway and yaw angular
velocities with respect to the body-fixed reference frame, which is identified with the
vessel center of mass; the vector V (η, ν) includes Coriolis and damping terms, the
actual thrust force in surge, sway and the yaw moment are given by τ = [τx, τy,mψ˙]
and P (η) = P (ψ) is a standard rotation matrix
P (ψ) =
 cosψ − sinψ 0sinψ cosψ 0
0 0 1

The perturbation term b(t), which is assumed to be bounded by a known constant, is
used to model disturbances affecting the system, such as slowly-varying forces and
moments caused by wave loads, ocean currents or winds (see [12] for further details).
Following [2], both η and ν are assumed to be measured (possibly through a state
estimation), the constant matrix M is known and V (η, ν) is a known function in the
state variables η, ν. We consider a ship equipped with 3 azimuth thrusters (rotatable)
T1, T2, T3 and 2 transverse tunnel thrusters (fixed orientation) T4, T5. A sketch of the
vessel model is depicted in Figure 1.
Figure 1: Five thrusters ship model
The actual thrust force is related to the control input through the linear equation
τ = Gu(t),
with
G =
 1 0 1 0 1 0 0 00 1 0 1 0 1 1 1
γ1 γ2 γ3 γ4 γ5 γ6 χ7 χ8
 ,
where the moment arms γj are associated to azimuth thrusters and the moment arms
χj to tunnel thrusters instead. In particular such arms can be computed as
γ2s−1 = ds sinφs s = 1, 2, 3
γ2s = ds cosφs s = 1, 2, 3
χs = ds cosφs s = 4, 5
where ds are the distances of thrusters and φs are the angles from the rotation point.
Assuming that the vessel rotation is negligible with respect to translation motion, set-
ting X = [η, ν]T , for sake of simplicity and without loss of generality, the above
nonlinear model can be linearized as follows
X˙(t) = AX(t) +Bτ(t) + E(t) (23)
with
A =
[
03×3 P (ψ¯)
03×3 −M−1D
]
, B =
[
03×3
M−1
]
,
where ψ¯ is a constant angle associated to some reference heading direction, D = D(ν¯)
is a constant damping matrix depending on a nominal reference velocity ν¯ and
E(t) =
[
03×1
M−1PT (ψ¯)b(t)
]
.
Since by assumption all state variables are measured, without loss of generality the
output matrix C is supposed to be equal to the identity matrix
C = I6×6.
Assuming that the marine vessel has a mass µ = 6 · 106Kg, with lenght L = 76m and
width w = 16m, the following parameters are obtained [12]:
M = 109
 0.0068 0. 0.0. 0.0113 −0.0340
0. −0.0340 4.4524
 ,
D = 108
 0.0008 0. 0.0 0.0025 −0.0203
0 −0.0340 3.8481
 .
Without loss of generality ψ¯ = 0, that is P (ψ¯) = I3×3. Moreover, taking d1 = d2 =
20m, d3 = 18.5m, d4 = 30m, d5 = 35m and φ1 = pi+ 0.3, φ2 = pi− 0.3, the matrix
G is given by
G '
 1 0 1 0 1 0 0 00 1 0 1 0 1 1 1
−5.91 −19.1 5.91 −19.1 0 18.5 30 35
.
We suppose the faults to occur in effectors (thrusters) rather than in single actuators:
this corresponds to consider a fault matrix ∆(t) = diag(δ1(t), δ1(t), δ2(t), δ2(t), δ3(t), δ3(t), δ4(t), δ5(t))
with coupled entries representing failures in the thrusters Tj , j = 1, ..., 5. We set
W = BG = [W1 W2 W3 W4 W5 W6 W7 W8],
where the vertical rules have been added to easily individuate the actuators correspond-
ing to each thruster.
We can design a family of s = 4 COFD unknown input observers {Oh} to isolate
faults affecting singularly each thruster. In particular, following the steps of Theorem
3.1, we select the observers matrices R(h) in order to have
R(1)[W1 W2 W3] = [e1 e2 e3]
R(2)[W3 W4 W1] = [e1 e2 e3]
R(3)[W5 W6 W1] = [e1 e2 e3]
R(4)[W7 W8 W1] = [e1 e2 e3].
The observer gains K(h)1 can be chosen in order to assign the eigenvalues of the ob-
server matrices F (h); on the other hand, since the whole state X is measurable, i.e.
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Figure 2: Five thrusters ship model
C = I6×6, the matrices F (h) turn out to be diagonal. For sake of simplicity we assume
F (h) = F for any h = 1, ..., 5, with F = diag(−1,−1,−2,−5,−6,−7).
Different single or multiple thruster fault events have been simulated, assuming the ini-
tial conditions η0 = η(0) = (1, 1, 0) and ν0 = ν(0) = (2.2, 1.9, 0). The disturbance
term is supposed to be given by the sum of two contributions: a constant term with
random but fixed input direction representing an irrotational ocean current and an os-
cillating term with varying input direction representing waves; the overall disturbance
effect b(t) is assumed to be bounded by the known constant  = 5 · 106. The ship
is supposed to be equipped with an xy-joystick control device together with a head-
ing autopilot; the nominal operating conditions of the vessel are defined by a constant
translational speed regime, this corresponding to the commanded control effect
τc(t) = Dν(t) + [0 0 aψ]
T ,
where aψ is a PID controller for the yaw angle.
Single faults
We first suppose the azimuth thruster T1 to be affected by a fault that gradually fades
and its effect is δ1(t) = e−0.03t. The behavior of the residual r(1)(t) is depicted in
Figure 2: while the projections of r(1) along the directions e1 and e2 are significant,
the projection along the direction e3 is negligible; on the other hand, as shown in Figure
3, the projections along the direction e3 of the other residuals is not negligible. As a
consequence the faulty thruster T1 can be identified and the control reconfiguration
policy can be applied.
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Figure 3: Five thrusters ship model
Multiple faults
The most relevant cases of faults affecting simultaneously two thrusters due to common
auxiliaries or power supply failures are reported in the following table:
T1 T2 T3 T4 T5
T1 © ©
T2 © ©
T3 © © © ©
Table 1 - The circles indicate that the case of a fault
occurring in the corresponding pair of thrusters is relevant
In particular, it is assumed that T1 and T4 share the same auxiliaries, as well as
T2 and T5 do; the thruster T3 is supposed to be equipped with a switching device that
enables it to be connected arbitrarily to one sub-group or to the other, depending on the
operating conditions of the system.
Using actively the control allocation, a new family of observers can be designed to
obtain cluster residuals (as showed in Section 3.3); for sake of simplicity we assume
the evolution time to be re-initialized at the present step. We choose the coefficients
ζ(1) = 2.27, ζ(2) = 3.41 and ζ(3) = 1.38 according to the initial values of the control
inputs, i.e. ζ(i) = u2i(0)/u2i−1(0); we impose the following conditions on the control
input
ζ(1)u1(t) = u2(t), ζ
(2)u3(t) = u4(t), ζ
(3)u5(t) = u6(t) (24)
and we set
W{1} = ζ(1)W1 +W2, W{2} = ζ(2)W3 +W4,
W{3} = ζ(3)W5 +W6, W{4} = W7, W{5} = W8.
(25)
By transformation (24)-(25), each thruster Ti is associated to its overall input vector
W{i}, i = 1, 2, 3, 4, 5, in a scheme that corresponds to fixed directions of azimuth
thrusters. A family of COFD unknown input observers {Oh}4h=1 is then defined such
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Figure 4: Faults affecting simultaneously the thrusters T2 and T5: evolution of the
cluster residual R(4)
that the corresponding matrices R(h) satisfy:
R(1)[W{1} W{2} W{3}] = [e1 e2 e3]
R(2)[W{1} W{4} W{5}] = [e1 e2 e3]
R(3)[W{2} W{3} W{4}] = [e1 e2 e3]
R(4)[W{2} W{3} W{5}] = [e1 e2 e3]
(26)
Figure 4 illustrates the case of faults δ2(t) = e−0.02t and δ5(t) = e−0.01t affecting si-
multaneously the thrusters T2, T5. The cluster residual r(4) has a negligible component
along the direction e2 while the other components are significant; moreover it can be
verified that all other cluster residuals have significant components along the directions
ei for i = 1, 2, 3. Based on the design rules (26), such information is sufficient to allow
a correct identification of the pair of faulty thrusters T2 and T5.
Control reconfiguration
The control re-allocation can be performed through the reduced order pseudo-inverse
method (5). Figures 5-6 show the evolution of the ship position in the case of a fault
affecting the thruster T1; the reconfiguration procedure is supposed to be activated after
t0 = 180s. The control is successfully re-allocated, and the commanded control effect
is modified in order to track the original vessel velocities in surge and sway, while the
rotational speed is automatically updated by the heading PID controller given by aψ .
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