ABSTRACT Medical image segmentation is still a challenging task due to noise and intensity inhomogeneity. An adaptive fuzzy level set model (AFLSM) with local spatial information is presented in this paper for accurately segmenting medical images and correcting bias field. A weighting scheme that can ensure each pixel in the neighborhood to have anisotropic weight is first introduced to remove noisy pixels and hence improve the robustness to noise. Then, a linear combination of orthogonal basis functions is used to represent bias field to ensure its smoothly and slowly varying property. Besides, to improve the robustness to initialization, this adaptive fuzzy level set model fuses a level set model with the membership function of fuzzy clustering, which can adaptively adjust the evolution of level set function. Finally, the distance regularization term in energy formulation is redefined with a novel double-well potential function to inherently maintain the accuracy and stability of the AFLSM. The AFLSM is first represented in the two-phase case and subsequently extended to the multi-phase formulation. The numerous visual segmentation results and quantitative evaluation can demonstrate the performance of the AFLSM on synthetic and real medical images. Comparison with the state-of-the-art models shows that the AFLSM can achieve better segmentation results with an improvement of 0.2286 ± 0.1477 in Dice coefficient and 0.1350 ± 0.0661 in Jaccard similarity coefficient in terms of robustness and the capability to correct bias field, respectively.
I. INTRODUCTION
Medical image segmentation, which plays a key role in medical image analysis and processing, is a complex and challenging task for computational efficiency and segmentation accuracy. The purpose of segmentation is to divide image into different anatomical tissues or the regions with the same intrinsic properties [1] . The subsequent diagnosis and treatment are heavily based on the accurate segmentation results of medical are images, but the medical are images often corrupted by noise or intensity inhomogeneity during the imaging process due to the imperfections of imaging devices and spatial variations in illumination, which will easily lead to incorrect segmentation results. In addition, it is worth noting that it is a common situation that medical images
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are corrupted by both noise and intensity inhomogeneity [2] . Intensity inhomogeneity is often referred to bias field because of its smoothly and slowly varying property. Hence, what a state-of-the-art model requires is that it can obtain accurate segmentation results even in the face of these defects. In past decades, numerous segmentation models have been proposed and they mainly consist of two categories: pixel-based classification and boundary-based classification [3] .
Clustering is the most widely used method of pixel-based classification [4] - [7] . It is a process of classifying pixels with the same physical properties and is further divided into hard clustering and soft clustering. Hard clustering is sensitive to noise because it assumes that each pixel belongs to only one cluster. For instance, multiplicative intrinsic component optimization (MICO) model [8] decomposes images into two components based on the hard clustering. Though it can guarantee the nature of bias field, it would easily lead to incorrect classification. Soft clustering assumes that each pixel belongs to more than one cluster by introducing the concept of fuzzy sets and fuzzy c-means (FCM) [9] - [12] is the most typical model of soft clustering. FCM can overcome the drawbacks of hard clustering and has been extensively applied in medical image processing. However, some FCM-based models do not take spatial information into consider and lack the ability to correct the bias field [13] .
The boundary-based classification utilizes the theory of geometric flows and the homogeneity of intensity to detect the boundaries of tissue. Level set method (LSM) [14] is the most popular boundary-based classification due to its closed and smooth contour, notwithstanding it is subject to optimal parameters and appropriate initialization. In LSM, the contour called level set function is represented by the zero-level plane of the higher dimensional function. Current LSMs are generally composed of two categories: edge-based LSMs [15] - [17] and region-based LSMs [18] - [22] . Edge-based LSMs use gradient information as an external constraint to force the evolution of level set towards object, which require that images should have well-defined edge information. For instance, distance regularized level set evolution (DRLSE) model [16] effectively eliminates the process of the expensive re-initialization during each iteration, but it is helplessness to image with weak boundaries caused by low contrast, noise, or intensity inhomogeneity. Region-based LSMs use regional similarity to alter level set function. The representative model is Chan-Vese (CV) model [23] that uses the homogeneous of intensity of each tissue to segment image, which means it cannot work well for inhomogeneous intensity images. Subsequently, local binary fitting (LBF) model [24] fuses energy function with local intensity information for segmenting inhomogeneous intensity images. Nevertheless, it is sensitive to noise and easily drops into local minimum.
Recently, the image model consisting of the product of true image and bias field is often used for segmenting medical images, which can obtain precise results for images corrupted by noise and intensity inhomogeneity. Li et al. [25] defined a local intensity clustering criterion and presented local intensity clustering (LIC) model to correct bias field and segment images simultaneously. However, LIC model suffers from sensitivity to initial contour and noise for lack of the spatial information in energy formulation. Then, Feng et al. [26] incorporated the expression of bias field used in MICO model into LIC model and then presented local inhomogeneous intensity clustering (LINC) to correct bias field in the framework of level set model. Just like LIC model, LINC model also does not consider spatial information and is hence sensitive to noise. The dual minimization (DM) model [27] can adaptively select the scale of each pixel by utilizing the multilayer structure of local intensity, which performs well on the images corrupted by intensity inhomogeneity, but DM model is sensitive to initialization due to complex calculation. During the same period, Zhou et al. [28] considered the relationship between global intensity and local intensity and then devised a level set model based on an adaptive weight function to improve the accuracy of inhomogeneous intensity images. Later, a fast level set method [29] was proposed to segment inhomogeneous image segmentation using adaptive scale parameter, which can improve the robustness to initial contour and correct bias field accurately.
Both pixel-based method and boundary-based method have their own merits and demerits. The method of integrating fuzzy clustering into level set model has been received extensive attention. Ho et al. [30] proposed the level set evolution model with region competition to locally regularize the evolution of level set using fuzzy clustering. Nevertheless, such a model has several parameters that need to be manually adjusted, which greatly limits its utilities. A fuzzy level set model presented by Li et al. [31] for automatically segmenting images. They control parameters and initialize level set function by the results of fuzzy clustering, but level set function converges to correct boundaries only in the case of images with homogeneous intensity and well-defined boundaries.
Even though abundant models have been proposed to segment medical images, it is still a difficult problem due to the defects of medical images. In this paper, an adaptive fuzzy level set model (AFLSM) with local spatial information is proposed to segment medical images corrupted by noise and intensity inhomogeneity and correct bias field. A weighting scheme is first used to make each pixel has anisotropic weight. Then, the linear combination of Legendre polynomial functions is used to represent the estimated bias field to ensure its smoothly and slowly varying property. Besides, level set formulation is fused with the membership function of FCM clustering to adaptively adjust the evolution of level set function. Finally, the double-well distance regularization term is introduced to improve the stability of AFLSM. AFLSM not only can jointly segment medical images and correct bias field, but also improve the robustness to noise and initialization.
The remaining of this paper is arranged as follows. Several well-known models are briefly introduced in Section II. The proposed model AFLSM is described in detail in Section III. In Section IV, the comparison results of AFLSM with several state-of-the-art models and quantitative evaluation are demonstrated to show the performance of AFLSM. Finally, this paper is summarized in Section V.
II. RELATED WORK
In this section, three different models are briefly reviewed, namely DRLSE model [16] , Li's model [31] , and LIC model [25] , to show their contributions and drawbacks. Different from these three models, AFLSM not only can overcome all their drawbacks, but also obtain more accurate segmentation results compared with them.
A. DRLSE MODEL
Level set function φ : → is defined on the whole domain and the energy formulation of DRLSE model [16] VOLUME 7, 2019 can be expressed as
where µ, λ, and α are positive coefficients of each term. The above energy function can be considered as two parts: distance regularization term R p (φ) that based on double-well potential function and external term L g (φ) and A g (φ) that drive zero level set. R p (φ) is defined as
where ∇ is gradient operator and p(·) is double-well potential function given by
The length term and area term are defined by
and
where δ and H are Dirac function and Heaviside function, respectively. g is edge indicator function defined as
where G σ is two-dimensional Gaussian kernel function with standard deviation σ and * represents convolution operator. The minimization of energy function can be achieved by solving the gradient flow function
where
|∇φ| and div(·) represents the divergence of vector.
Compared with traditional level set model, DRLSE model can effectively ensure the stability of model and avoid the process of re-initialization during each iteration. However, DRLSE depends largely on the gradient information of images, which means it is sensitive to weak boundaries caused by intensity inhomogeneity or noise.
B. LI'S MODEL
Li et al. [31] automated the image segmentation by fusing level set method with fuzzy clustering and then proposed the Li's model with balloon force. The energy function of this model is expressed as (8) where µ and λ are the coefficients of each term. g is edge indicator function that has been given in (6) . G(R k ) is an enhanced balloon force to push or pull level set function towards the boundaries of object, which can be set as
where R k is the component of interest obtained from the results of FCM, which is expressed as
where u nk is the membership function of FCM. x and y are spatial indices of image I (x, y) and N y represents the number of y. R k used in this improved level set model not only can control the parameters and evolve the level set function, but also can initiate the zero level set φ 0 as
where ε is constant used to regulate the Dirac function and B k is the binary function obtained from
where b 0 is an adjustable threshold that is often set to 0.5. Li's model can be regarded as the enhancement of LBF model [24] , which incorporates fuzzy clustering into level set model to improve the balloon force for automatic segmentation of medical images. Although Li's model can adaptively push or pull the level set function towards the desired boundaries, it will cause boundary leakage for the weak boundaries images corrupted by noise or intensity inhomogeneity.
C. LIC MODEL
To handle inhomogeneous intensity image, local intensity clustering (LIC) model [25] regards the original image as the product of true image and bias field. It assumes true image takes N different values c 1 , · · · , c N in disjoint regions 1 , · · · , N and bias field is smoothly varying. Then, a local intensity clustering criterion is defined based on these two assumptions, which is given by
where K (·) is a kernel function. ε is the data term of energy function F, and then F is given by
where ν and µ are coefficients and L(φ) is length term defined by The length term calculates the length of zero level set of φ to smooth level set function. R p (φ) is distance regularization term in energy function, which is defined by
The energy function can be minimized through an iterative process. The minimization of φ can be achieved by fixing c and b
The minimization of c can be achieved by fixing φ and b
The minimization of b can be achieved by fixing φ and c
Though LIC can segment images and correct bias field simultaneously, it is sensitive to initialization and cannot work well for the noisy image due to lack of local spatial constraint. Besides, the bias field obtained by it does not satisfy smooth and slow varying property.
III. ADAPTIVE FUZZY LEVEL SET MODEL (AFLSM) A. LOCAL SPATIAL INFORMATION
The inevitable noisy pixels can easily corrupt medical image during the imaging process, which should be eliminated for subsequent diagnose. Fig. 1 shows the flow diagram of AFLSM. In bias correction FCM (BCFCM) [32] , pixels in the neighborhood play the same role for the center pixel, which cannot effectively improve the quality of images with severe noise. Therefore, an anisotropic weight scheme is used in this paper to generate different weights for each pixel in the neighborhood. That is, the pixel similar to center pixel has larger weight and the pixel differ from center pixel has smaller weight. For each pixel x, pixels in the neighborhood of x is r, r ∈ N x . The gray level mean square deviation between r and other pixels r in the neighborhood is
where I r is the gray value of r and I r is the gray value of r . n x represents the number of pixels in the neighborhood, which is chosen as 3 × 3 in this paper, i.e., n x = 8. σ xr is applied to exponential kernel function for generating the weight of each pixel
The obtained weights are normalized as
Thus, the current center pixel can be updated on the basis of the pixel with the larger weight in the neighborhood
B. LOCAL INTENSITY CLUSTERING
In order to ensure the property of bias field, the observed image is regarded as the product of true image and bias field, which can also segment images and correct bias field simultaneously
where b(x) is bias field caused by intensity inhomogeneity. J (x) is true image that represents the intrinsic physical property of tissues. n(x) is additive noise. The local intensity clustering criterion [25] can be used to classify pixels. To be specific, b(x) is smoothly and slowly varying and
respectively. For each point y ∈ , the neighborhood with radius ρ can be defined as O y {x: |x − y| ≤ ρ}. According to this criterion, the values of
The partition 1 , · · · , N of leads to the partition of
Then, the expression of bias field presented in MICO [8] can be used to ensure its property. Therefore, the above equation is re-represented as (27) where G(y) = (g 1 (y), · · · , g M (y)) T represents the linear combination of Legendre polynomial functions that used to effectively guarantee the property of bias field. The column vector w = (w 1 , · · · , w M ) T is the weight coefficient of functions. Bias field can be obtained by the optimal solution of w in the energy minimization. Hence, intensities in the set
form the clustering with center w T G(y)c i . Such a criterion illustrates that intensities in neighborhood O y can be divided into N clusters, which can use K -means clustering to classify intensities
where u i (x) is the membership function of region i . The kernel function K (y − x) with K (y − x) = 0 for x / ∈ O y is introduced to control the size of neighborhood O y , which was first proposed in LBF model [24] . Thus, the clustering function is represented as
Note that the above clustering function classifies intensities only in the neighborhood O y , which should be extended to the entire domain for all y
To solve energy minimization conveniently, ε is converted to level set model with distance regularization term. φ(x) : → is defined as level set function, in which zero level set can start from arbitrary binary region, which is given by
where C is positive constant. Zero level set can divide the entire domain into two regions 1 and 2 , i.e. 1 = {x : φ(x) > 0}, and 2 = {x : φ(x) < 0} (33) In the case of N = 2, it is called two-phase level set formulation. For N > 2, N regions are represented by two or more level set functions, which are called multi-phase formulations and will be described in detail in subsection F.
For N = 2, 1 and 2 are represented by their membership function that defined by
, where H is Heaviside function. Thus, (31) can be converted into the level set formulation
where λ i is the weight coefficient of i-th object that is usually set to a global constant. However, λ i should not be defined as a global constant especially at the boundaries of object. Level set function can easily pass through the boundaries of tissue when the zero level set contour approaches to it, which will cause the same tissue cannot be described entirely.
To accurately describe the boundaries of tissue, a new λ i that can adaptively adjust level set function is designed and will be defined in the subsection D. Equation (34) can be rewritten as a new formulation with respect to φ(x), the weight coefficient of Legendre polynomial w, and constant c i . In order to express this formulation more clearly, vector c = (c 1 , c 2 ) is used to represent constants c 1 and c 2 . Then, exchanging the integral order and rewritten (34) as
where e i (x)is a function given by
Equation (35) is regarded as data term in energy function and final energy function is defined as
where ν and µ are the weight coefficient of each term. L(φ) is length term that has been given in (15), which can smooth zero level set by computing the arc length of the contour of zero level set. P(φ) is distance regularization term [33] to avoid re-initialization during each iteration. The property of signed distance function |∇φ| = 1 can ensure the stable evolution of φ, so distance regularization term automatically drives level set function φ approach to this function and thus eliminate the expensive re-initialization process. P(φ) is defined as
where p(s) is potential function. In general, an intuitive choice of kernel function is p(s) = (1/2)(s − 1) 2 . It can be observed that s = 1 is the minimum point of this function, which can ensure the property of signed distance function. However, the single potential function has many side effects such as it will produce a backward diffusion phenomenon with an arbitrarily large diffusion rate, which will cause the oscillation of level set function and hence enlarge|∇φ|. A novel potential function is proposed as the distance regularization term of AFLSM to overcome the disadvantages of single potential function and ensure the stable evolution of φ simultaneously. The advantages of this novel potential function can guarantee |∇φ| = 1 only near the contour of zero level set rather than entire domain. When the level set function keeps away from the position of the zero level set, it is defined as a constant and |∇φ| = 0. It means that the novel potential function will has two minimum points at s = 1 and s = 0, respectively. Such a potential function with two minimum points instead of a single point is called double-well potential function, which is defined as
The preferable potential function not only satisfies the property of signed distance function but also ensures the boundedness of the diffusion rate. It can be observed that s = 1 and s = 0 are two minimum points, which can ensure |∇φ| = 1 only near the zero level set rather than entire domain.
D. ADAPTIVE FUZZY COEFFICIENT
In general level set formulation, the weight coefficient λ i of i-th object is often defined as a global constant such as λ 1 = · · · = λ N = 1. However, λ i plays different roles in the process of evolution of level set function φ. Firstly, λ i determines the direction of φ. When λ i is positive, level set function begins to shrink inward, and when λ i is negative, level set function begins to expansion outward. Secondly, λ i determines the speed of the evolution of φ. If φ keeps away from the boundaries of tissue, its evolution should be accelerated. On the contrary, the evolution of φ should slow down when it approaches to the boundaries of tissue. Besides, the evolution of φ depends on its initialization, that is, it is sensitive to initialization. It is worth noting that FCM can accurately classify pixels at the boundaries of object because its membership function assumes pixel belongs to more than one cluster. Benefitting from its membership function, a novel adaptive fuzzy coefficient is defined to adjust the evolution of level set function and thus solves the problem of sensitivity to initialization.
The membership function is used as the weight coefficient of i-th object. Suppose the segmentation results of FCM are R i : {r i = µ ki }, where µ ki is the membership function of each pixel. Level set model can directly accommodate the results of FCM due to the flexible initialization formulation in (32) . Thus, the original λ i can be express as
where S(R i ) ∈ [−1, 1] and α is a weight coefficient of membership function. Hence, the data term of AFLSM in (35) is rewritten as
Finally, the energy function is expressed as
The segmentation results of AFLSM, bias field, and bias correction image can be obtained by minimizing energy function about level set function φ, the weight coefficient w of Legendre polynomial functions, and cluster center c. The process of energy minimization can be accomplished through the iterative process in which each variable φ, w, and c is minimized by fixing other variables updated in last iteration.
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The minimization of energy function F(φ, w, c) about φ is achieved by solving the gradient flow equation 
where * is convolution operator and 1 K is constant function that given by
The minimization of energy function F(φ, w, c) about w is obtained by solving 
where v is the M-dimensional column vector that can be expressed by
where A is a M × M matrix that can be expressed by
By fixing φ and w, the implementation of c is given by
F. EXTENSION TO MULTI-PHASE LEVEL SET
The entire domain has been separated into two regions 1 and 2 in subsection C. For N ≥ 2, N different regions i , i = 1, ..., N are represented by two or more level set functions, and the member functions M i of regions can be represented as
For convenience, level set functions φ 1 (y), · · · , φ k (y) can be represented by the vector = (φ 1 (y), · · · , φ k (y)). Accordingly, M i (φ 1 (y), · · · , φ k (y)) can be expressed as M i ( ). The data term defined in (41) can be rewritten as the following form with multi-phase level set functions
where e i (x) is given by (36). Next, length term and distance regularization term defined in (15) and (38) can be converted into L( ) = k j=1 L(φ j ) and P( ) = k j=1 P(φ j ) for each φ j . Finally, the entire energy function is given by
The minimization of the energy function F( , w, c) about
can be achieved by performing a series of gradient flow equations
The minimization of energy function F( , w, c) about w and c can be achieved through the same process in subsection E, where M i (φ) = M i ( ), i = 1, ..., N . For example, for N = 3, two level set functions φ 1 and φ 2 are used to represent the membership functions M 1 (φ 1 , φ 2 ) = H (φ 1 )H (φ 2 ), M 2 (φ 1 , φ 2 ) = H (φ 1 ) (1 − H (φ 2 )), and M 3 (φ 1 , φ 2 ) = 1 − H (φ 1 ). For N = 4, two level set functions φ 1 and φ 2 are also used to represent the membership functions H (φ 2 ) ).
G. NUMERICAL IMPLEMENTATION
In implementation of AFLSM, the performance of three order Legendre polynomial is better than other order polynomial especially the four order polynomial used by MICO and LINC. Thus, bias field is represented by 10 orthogonal three order Legendre polynomial, i.e., the coefficient M of G(y) = (g 1 (y), · · · , g M (y)) T is 10 in (27) , which can be given by g 1 (y) = 1, g 2 (y) = x 1 , g 3 (y) = (3x 2 1 − 1) 2, g 4 (y) = (5x 3 1 − 3x 1 ) 2, g 5 (y) = x 2 , g 6 (y) = x 1 x 2 , g 7 (y) = (3x 2 1 − 1)x 2 2, g 8 (y) = (3x 2 2 − 1) 2, g 9 (y) = (3x 2 2 − 1)x 1 2, g 10 (y) = (5x 3 2 − 3x 1 ) 2, where x 1 and x 2 are directional components of the image I (x).
The kernel function K can be flexibly chosen, but it should satisfy K (u) ≥ K (v), |u| < |v| and lim |u|→∞ K (u) = 0. Thus, the truncated Gaussian function is used to represent kernel function K in data term
where a is the normalization constant to make K (u) = 1, σ is standard deviation that determines the width of kernel function and is set to 3 in this paper.
To increase the efficiency of numerical calculation, a smoothed function H ε is used to represent the Heaviside function mentioned in subsection C, which can be described as
where ε = 1. δ(φ) mentioned in subsection E is the derivative of H and is defined as
The implementation of AFLSM can be summarized as Table 1 .
IV. EXPERIMENTAL RESULTS
In this section, AFLSM is first used to segment vessel image and heart image to validate its performance in two-phase case (i.e. N = 2). Then, it is extended to multi-phase level set formulation to demonstrate its robustness to noise, the capability in correcting bias field, and the robustness to initialization. BrainWeb is a simulated brain database including normal and multiple sclerosis lesion brain images, which can provide numerous synthetic, T1-weighted, and 1 mm slice thickness brain magnetic resonance (MR) images for the experiments in this paper. Since the weight coefficient S(R i ) proposed in this paper is adaptive, it is means that AFLSM is insensitive to the choice of parameters and therefore need not make unique parameters settings for each image. Unless otherwise specified, parameters used in AFLSM are fixed as ν = 0.001 × 255 × 255, µ = 1, and t = 0.1. All the experiments are implemented using Matlab R2016a on a computer with Core i5-7300 2.50GHz CPU, 4GB RAM, and Windows 10 operating system.
A. THE PERFORMANCE OF AFLSM FOR SIMPLE IMAGES
The performance of AFLSM is first shown in segmenting vessel and heart images. In two-phase case, images can be divided into two regions by one level set function, where the VOLUME 7, 2019 [34] , DRLSE [16] , Li's model [31] , LIC [25] , MICO [8] , and LINC [26] are shown in Fig. 2 . The X-ray image of vessel with intensity inhomogeneity are shown on the upper row of Fig.2 and the MR image of heart with weak boundaries are shown on the lower row of Fig. 2. LGDF model utilizes Gaussian distributions to describe the local intensities of images, which can intuitively reflect the intrinsic property of tissue. However, due to the complexity of numerical calculation, it can be seen from the second column that LGDF model is difficult to accurately describe the boundaries of tissue even after thousands of iterations. To eliminate re-initialization during each iteration, DRLSE model incorporates distance regularization term into energy function, but this model depends on gradient information, which means that it is helplessness to images with weak boundaries. Li's model can fuse the fuzzy clustering into level set formulation to improve the segmentation accuracy. Unfortunately, due to lack of intensity information, Li's model is insensitive to the images with similar background and foreground, which can be clearly seen from the fourth column. LIC model defines a clustering criterion based on local intensity to rapidly alter the motion of level set function. However, due to the defect that background is similar to foreground after correcting bias field, LIC model products incorrect results on the upper row of the fifth column. Benefiting from the Legendre polynomial function, MICO model can obtain the smoothly varying bias field, but it is so sensitive to noise that noisy pixels will affect the segmentation accuracy, which can be seen from the sixth column. LINC model combines LIC model with MICO model, which can make full use of their advantages to obtain accurate segmentation results. AFLSM utilizes double-well distance regularization term and the membership function of FCM as the adaptive coefficient to accurately adjust level set function. Consequently, comparing the experimental results of the eighth column and the seventh column, the segmentation results obtained by AFLSM are slightly better than the one obtained by LINC model.
The iterations and computation time of the results of LGDF, DRLSE, Li's model, LIC, MICO, LINC, and AFLSM for segmenting vessel and heart images are listed in Table 2 . AFLSM takes less iterations and computation time compared with any other model in terms of computational complexity, which can demonstrate that AFLSM has faster computational efficiency than other models.
B. ROBUSTNESS TO NOISE
To prove the robustness of AFLSM to noise in multi-phase case, AFLSM is compared with LIC, MICO, and LINC model on synthetic and real brain MR images. The segmentation results of synthetic brain MR images obtained from BrainWeb are first shown in Fig. 3 , where the images with 3%, 5%, 7%, and 9% noise are shown in the first row to the fourth rows. As shown in the first column, the boundaries of each tissue of original images are increasingly weak, which means it is difficult to segment each tissue accurately due to complex topology and the increase of noise. The segmentation results of LIC in the second column present a downtrend with the increase of noise, and gray matter (GM) cannot be distinguished clearly due to lack of spatial information. Due to the defects of hard clustering, MICO suffers from high sensitivity to noise, so the white matter (WM) segmented by MICO in the third column is corrupted by numerous noisy pixels. Just like LIC model, LINC model also does not consider any spatial information and thus it produces incorrect segmentation results in the fourth column due to the weak boundaries of WM. AFLSM incorporates a weighting scheme to accurately remove noisy pixels, which can easily distinguish the weak boundaries of WM and GM even though images are occupied by the different degree of noise. It can be seen from the last column that the segmentation results of AFLSM outperform three other models in terms of visual comparison experiments.
To objectively demonstrate the segmentation accuracy of LIC, MICO, LINC, and AFLSM, dice coefficient (DC), which describes the difference between experimental results and standard segmentation images, is used to quantitatively evaluates the segmentation results and is defined by
where ∩ is intersection operator and S 1 and S 2 are two sets that need to be compared. |·| represents the number of pixels. The results of each model are compared with ground truth (GT) image, where GT image that can also be obtained from BrainWeb is the standard segmentation results of corre- sponding image. The higher the DC is, the more accurate the segmentation results. As shown in Table 3 , the DC of four models exhibits the gradual downside with the increasing of noise, but the DC of AFLSM is significantly higher than the one obtained by other three models, which exhibits the strong robustness of AFLSM to noise. To further verify the robustness of AFLSM to noise, it is used to segment the axial-sectioned, sagittal-sectioned, and coronal-sectioned real normal brain MR images with noise, and also compared with LIC, MICO, and LINC model. The real brain MR images can be obtained from the Whole Brain Atlas including normal brain MR images, neoplastic disease images, degenerative disease images, and so on. As shown in Fig. 4 , the axial-sectioned, sagittal-sectioned, and coronal-sectioned images are displayed in the first row to the third rows. Benefiting from anisotropic weighting scheme, AFLSM is more accurate and effective than the other three models and can be successfully applied to segment real images with different angles.
C. CAPABILITY IN CORRECTING BIAS FIELD
In this subsection, brain MR images with 40%, 60%, 80%, and 100% intensity inhomogeneity obtained from BrainWeb are used to testify the capability of AFLSM to correct bias field. Then, AFLSM is compared with LIC, MICO, and LINC model by segmenting images with 100% intensity inhomogeneity, which can further demonstrate the superiority of AFLSM. Next, the quantitative evaluation can objectively demonstrate the segmentation accuracy of the four models. Finally, to testify the effectiveness of AFLSM, it is used to segment brain MR images corrupted by different noise and intensity inhomogeneity.
In the first experiment of this subsection, AFLSM is used to segment brain MR image with 40%, 60%, 80%, and 100% intensity inhomogeneity (from top to bottom) obtain from BrainWeb. As shown in Fig. 5 , the intensity inhomogeneity of original images in the first column is gradually increasing, which means that it is likely to result in the failure of model to accurate segment these images. It can be seen from the second column that bias field satisfies the property of smoothly and slowly changing due to the three order Legendre polynomial function used in bias field formulation. Therefore, the intensity of bias correction images in the third column is more homogeneous than the intensity of original images. AFLSM can accurately segment brain MR images corrupted by severe intensity inhomogeneity, which can be observed from the final results in the fourth column.
The histograms of original images and bias correction images are compared to prove the improvement of image quality. As shown in the histograms of Fig. 6 , the histograms of original images and bias field correction images are shown in the first and second rows, respectively. The intensity of each tissue in the first row is overlapped with each other, which means that it is difficult to segment original image accurately. Besides, there are no well-defined peaks that represent different tissues in original histograms because of severe intensity inhomogeneity, but the obvious peaks can be observed in the histograms of bias corrected images, which can demonstrate that AFLSM can achieve relatively better performance for brain MR images with severe intensity inhomogeneity.
In the second experiment of this subsection, AFLSM is compared with LIC, MICO, and LINC by segmenting brain image with 100% intensity inhomogeneity. As shown in Fig. 7 , original image, bias field, bias correction images, and segmentation results are displayed in the first to the fourth rows, respectively. It can be seen from the first column and the second row that the bias field obtained by LIC model dose not satisfy the property of smoothly and slowly changing, because it does not take any spatial constraint into consideration. In addition, the segmentation results in the first column and the last row demonstrate the level set function cannot accurately extract the whole boundaries of tissue in the region where WM and GM are intertwined due to the instability of evolution of level set. On the contrary, both MICO and LINC model use 15 orthogonal four order basis functions to represent bias field, which can obtain the smoothly and slowly changing bias field. However, the bias correction images corrected by MICO and LINC are inadequate at the corners of tissue, which will again result in intensity inhomogeneity for the bias correction images. In contrast, the bias field estimated by AFLSM is smoother and slower than the one estimated by MICO and LICN model, because the bias field is represented by 10 orthogonal three order Legendre polynomial functions, which can make bias correction image more homogeneous than original image.
Jaccard similarity (JS) coefficient that can quantitatively compare the segmentation results is used as a metric to appraise the performance of the four models more objectively and accurately, which can be defined by
where ∪ is union operator. The segmentation results obtained from each method are compared with GT. The higher the JS is, the more accurate the segmentation results. The average JS for WM and GM obtained by LIC, MICO, LINC, and AFLSM are shown in the boxplots of Fig. 8 . Obviously, the JS of AFLSM are relatively shorter and higher than the three other models in the boxplots of both WM and GM, which can show the stable performance of AFLSM. In conclusion, not only visual experimental results, quantitative evaluation can also prove the capability of AFLSM to correct bias field.
In the third experiment of this subsection, when brain MR images are corrupted by both noise and intensity inhomogeneity, the advantages of double-well distance regularization term utilized by AFLSM can be specially observed for estimating the bias field and denoising simultaneously. As shown in Fig. 9 , brain MR images with 5% noise and 80% intensity inhomogeneity, 7% noise and 80% intensity inhomogeneity, and 7% noise and 100% intensity inhomogeneity are shown on the upper, middle, and last rows, respectively. The boundaries of original images in the first column are gradually weakening along with the increase of noise and intensity inhomogeneity. By contrast, the denoising images on the second column are much more noise free than original images and bias field correction images on the fourth column are also much more homogeneous than original images. Benefiting from the intrinsic capability of double-well distance regularization term, AFLSM can exactly adjust the evolution of level set function toward the desired boundaries of images with severe noise and intensity inhomogeneity, which can be obviously seen from the last column. This is principally due to the fact that the double-well regularization term maintains the accurate motion of level set function and thus ensures stable numerical computation.
D. ROBUSTNESS TO INITIALIZATION
To demonstrate AFLSM is insensitive to initialization, AFLSM with five different initialization strategies are applied to segment MR image of heart used in Fig. 2 and brain MR image corrupted by 3% noise and 60% intensity inhomogeneity. In Fig. 10 , random initialization, rectangle initialization with different positions, and circular initialization with different positions are displayed in the first column to the last columns for each image. Each initialization strategy is shown in one column that includes original image with initial contours, and final segmentation results. Benefiting from the adaptive fuzzy coefficient that can regularize the evolution of level set function, there is no obvious distinction in final segmentation results between arbitrary two initialization strategies. When level set function pass through or not reach the boundaries, the adaptive fuzzy coefficient can pull or push level set contour automatically towards the boundaries of tissue, i.e., the level set function is attracted to the target region according to the membership function of the fuzzy clustering, which can ensure AFLSM is insensitive to initialization.
V. CONCLUSION
In this paper, AFLSM can effectively remove noisy pixels by the weighting scheme embedded in level set formulation. The smoothly and slowly varying property of bias field is ensured by calculating the optimal coefficients of Legendre polynomial functions. In addition, level set formulation is modified with the membership function of fuzzy clustering, so that the evolution of level set function is adjusted by adaptive coefficient and thus improve the robustness to initialization. Finally, distance regularization term is redefined by double-well potential function, which can intrinsically ensure the accuracy and stability of the motion of level set function. As a result, the segmentation results with an improvement of 0.2286 ± 0.1477 in DC and 0.1350 ± 0.0661 in JS compared with state-of-the-art models, which has been proved the superiority of AFLSM in terms of robustness and the capability of correcting bias field. Visual results and quantitative evaluation have been demonstrated the improvement of the quality of images and thus the segmentations results obtained by AFLSM are more suitable for clinical diagnosis and analysis. Future research will combine sparse representation, Bayesian clustering, or Gaussian mixture model to handle neoplastic disease images or degenerative disease images. 
