A c c e p t e d M a n u s c r i p t
Introduction

23
The structural health monitoring system is designed to monitor critical civil structures, e.g. long-span 24 bridges and skyscrapers, and to assess their in-service performance. Several main purposes of SHM are 25 summarized as: to provide update on bridge condition during construction stage; to monitor structural 26 operational performance under real loading conditions; to detect damage or deterioration and thereby 27
give guidelines of maintenance activities. The structural condition assessment, using model-free 28 techniques, can be fundamentally considered as statistical pattern recognition problems [1] , which is 29 capable to predict adverse effects by detecting damage-induced discrepancy among structural responses. 30 The motivations and applications of SHM in twentieth century have been summarized by Sohn [2] and 31
Brownjohn [3] . Recent development can be found in [1, 4, 5] especially those critical complex civil 32 structures [6] . There are also some papers addressing structural health monitoring applications on bridge 33 structures, such as [7] [8] [9] [10] . 34
To assess structural condition, i.e. damage detection and deterioration monitoring, the SHM technique 35 should analyse the structural response of interest. However, bridge physical measurements are exposed 36 to complicated surroundings in the service. Thermal loading, together with structural loading and others, 37 can also change structural characteristics. Sohn [11] had offered a comprehensive summary of previous 38 findings that temperature can affect structural properties, such as material properties [12] , structural 39 boundary conditions [13] and structural dynamic behaviours [14] . Moreover, it is highly possible that 40 the wiggling in static response of interest can be covered by the structural changes due to temperature 41 fluctuation. For example, Nguyen et al. pointed out stiffness of asphalt and bearings can be influenced 42 by solar irradiation which then affects static test results [15] . Helmicki et al. reported that the 43 temperature drives much more stresses than traffic [16] . Similarly, Catbas et al. observed that the 44 maximum temperature-induced strain is around ten times higher than maximum traffic-induced strains, 45 based on the one-year monitoring data of a long span truss bridge in the United States [17] . The impact 46 of temperature and train loadings have been distinguished clearly by Cross et al. that temperature is a 47 dominant contributor for seasonal fluctuations in the modal frequencies, while train loading is an 48 important driver of daily variations [18] . The latest research on the large-span gymnasium in China also 49 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 3 demonstrated that the environmental variations, especially temperature, are obstacles for structural 1 reliability assessment and highly efficient long-term health monitoring [6] . 2
To identify the thermal impact, most previous researches followed the idea of formulating the function 3 between structural parameters and measurable temperature distributions, along with eliminating 4 temperature influence. [24] . 28
However, there are some cases in which temperature measurement is unavailable. In this situation, 29 directly distinguishing temperature-induced changes from mixed structural response is a critical issue.
30
Previous attempt was given by Sohn et al. [25] . They proposed to extract damage-sensitive feature from 31 the structural system responses that contains wild range environmental conditions. The selected feature 32 will be used as input for an auto-associative neural network, while the unmeasured environmental 33 conditions were treated as hidden intrinsic parameters. The underlying association between the selected 34 damage-sensitive feature and structural system, including environmental effects, can be characterized 35 by the neural network. The drawbacks of this method are apparent and as follow. The training data set, 36
where the damage-sensitive feature comes from, should contain as many environmental variations as 37 possible, however, this is blurry and hard to achieve. Moreover, if the training data miss some unusual 38 environmental conditions, the proposed method cannot make correct alarm when the structural system 39 is in these unusual situations. This paper proposes to extract thermal strain from mixed structural response for the subsequent damage 45 detection process. The separation is combining mode decomposition and blind source separation 46 methods. The thermal strain is the structural response under temperature load effect only, while the 47 mixed structural response represents the structural responses under various loading conditions. The idea 48 of proposed feature extraction method comes from the basic theory that various loadings produce the 49 corresponding response signals with specific characteristics, for example, thermal stresses produced by 50 ambient temperature is more evident and changing slowly when compared with stresses caused by wind 51 or heavy traffic loadings. The proposed feature extraction method will be described as a federation of 52 the mode decomposition, the data reduction and the blind separation. For mode decomposition of target 53 be ignored. The first is the computation cost due to the covariance matrix calculation. As the number 49 of measurements increases, the effect of new points in the covariance matrix is lower and lower because 50 they are averaged by the total number of points, i.e. the first normalization procedure in PCA. To solve 51 this problem, the recursive strategy can be adapted to reveal anomalous variations among long-term 52 There are three unique key factors in this research. 3  It is a non-parametric method for extracting features from an unknown structural system. In 4 another word, there is no need for prior knowledge of the in-service conditions and structural 5 physical models; 6  In previous researches, EMD, EEMD, PCA and ICA have been applied individually or 7 combined with others for various research purposes, which will be summarized in next section. 8
However, it is the first time to combine these three approaches as a feature extraction method 9
for extracting temperature-induced responses; 10  It is a new idea to assess the capability of using temperature-induced responses for damage 11 detection. 12
The rest of this paper is organized as follows. Section 2 will introduce proposed blind separation method, 13 in the order of mode decomposition (i.e. EMD and EEMD) in Section 2.1, data reduction (i.e. PCA) in 14 Section 2.2 and blind separation (ICA) in Section 2.3. Since there have two choices in mode 15 decomposition stage, EMD and EEMD, the proposed solution scheme can be abbreviated as EPI and 16 EEPI, which represent the combination of EMD+PCA+ICA and EEMD+PCA+ICA respectively. 17
Afterwards, a brief description of the damage detection method, moving principal analysis (MPCA) 18 will be given in Section 2.4. The numerical case study on a down scaled truss bridge model will be 19 presented in Section 3, followed by a down scaled truss bridge lab study in Section 4. The conclusion 20 is summarized at the end of the paper (Section 5). 21
Methodology
22
The general idea of the proposed method can be found in Fig. 1 . The proposed thermal feature extraction 23 method is first applied on structural responses and the extracted sources of interest are subsequently 24 used for structural assessment. Specifically, the feature extraction method is a combination of mode 25 decomposition, data reduction and blind separation, which will be described in the next three sub-26 sections, followed by the algorithm for damage detection in Section 2.4. 27 28 Fig. 1 . Outline of the proposed method 29
Mode decomposition
30
The mode decomposition can be viewed as an expansion of the single-channel target data. The empirical 31 mode decomposition (EMD), proposed by Huang et al in 1998 [59] , is used to decompose a single-32 channel data, while the ensemble empirical mode decomposition (EEMD), developed by Wu and Huang 33 in 2009 [60] , is the noise-assisted version of EMD, which will be considered as an adaptive mode 34 decomposition method in this research. The essence of both EMD and EEMD is to directly extract 35 intrinsic mode functions (IMFs) with various intrinsic time scales, which is based on local 36 characteristics of target data. Since the intrinsic mode function can reveal the oscillation mode that is 37 embedded in the target data, the EMD and EEMD are employed in this study to identify the intrinsic 38 oscillatory modes in mixed structural response recorded by each sensor. Hence, the data can be 39 decomposed subsequently according to their characteristic timescales for further blind separation. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t by utilizing EMD/EEMD. 5
The flowchart of EEMD can be found in lists the sifting processes of each trail. As a noise-assisted method, the added white noise strength is 10 defined by noise signal ratio, designated as NSR, which is the ratio of standard deviation between added 11 noise ( ) and target signal ( ), given in Equation 3. The recommended NSR value is 0.2 [60] , 12 which means the assisted noise has the 0.2 times standard deviation as target signal. However, the 13 recommended NSR value will be validated in this research. Therefore, the EMD process is without noise, 14
i.e. = 0 and with only one trail. 15
As mentioned, the purpose of deposing target signal into a group intrinsic mode functions (IMFs) is to 17 provide components whose instantaneous frequencies have physical meaning. Therefore, a satisfactory 18 IMF should meet the necessary conditions when defining a meaningful instantaneous frequency. Hence, 19 two essential conditions should be satisfied by a qualified intrinsic mode function of sensor 20 measurements, as the first judgement process shown in Fig. 2(b) . The first condition is the difference 21 of extrema points number and zero crossings number should less than or equal to one in the whole sifted 22 data set, designated as h in Fig. 2 The results of mode decomposition, no matter employing EMD or EEMD, are a collection of IMFs, 27 , which will be dimensionally reduced by PCA before applying blind separation method. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 some specific features of those principal components, such as: 7  All the principal components are uncorrelated and orthogonal to each other; 8  All the principal components are ordered, which means the 1st principal component has the 9 largest possible variance, while the last one has the smallest variance. 10
The data to be analysed by PCA function is the final collection of intrinsic mode functions, matrix 11 , which is the output from mode decomposition. Each column in represents an intrinsic 12 mode functions, and overall component number is recorded as . For the sake of simplicity, the set of 13 is modified into a vector of IMFs, abbreviated as a vector-matrix notation . 14 The principal component analysis is firstly calculating the covariance matrix of . A c c e p t e d M a n u s c r i p t 8
The covariance matrix of the original data can be termed as matrix , and the eigenvector of is 1 abbreviated as matrix ,whose columns are rearranged according to 's eigenvalues, from the highest 2 eigenvalue to the lowest. Then, the first columns of , which can account for over 95% of the 3 variance, will be saved as the transform matrix and the original data will be transformed to the new 4 principal components matrix, , which contains orthogonal principal components, often abbreviated 5 as PCs. 6
Those PCs will then be used for blind separation. The substantial descriptions of PCA can be found in 7
[36]. 8
Blind separation
9
Blind separation stresses the following two facts that the source signals (i.e. structural response due to 10 temperature fluctuations or traffic load or wind) are not observed and no prior information is available 11 about the mixed signal. The independent component analysis, or ICA, is the most popular solution for 12 blind separation problem which is used in this paper. The new independent components are obtained 13 by maximizing the nongaussianity, because the nongaussian is independent according to Hyvarinen [61] 14
Hyvarinen explained that a sum of two independent random variables has a closer gaussian distribution 15 compared to any original component. Therefore maximizing the nongaussianity of estimators could get 16 the independent components. The measure of nongaussianity is the extrema of Kurtosis, also known as 17
fourth-order cumulant [61] . Further information about more other measure of non gaussianity can be 18 found in Chapter 8 in Hyvarinen's book. The following part will describe the theoretical background of 19 ICA briefly. 20
The collection of observations, matrix S, in Equation 1 can be given as an example to explain ICA. 21 Equation 4 shows the transposition process of matrix S, where the indices t is the sample index that 22 equals to 1,2, … , . 23
24
The observations can be assumed as the linear mixture of independent components * , abbreviated as 25
ICs, which are shown in Equation 5. 26
Where is some unknown mixing matrix and * is the number of latent independent components, 28 which might not be equal to observed mixtures. 
(7) 39
Therefore, the variances and magnitude of the ICs cannot be guaranteed and determined. The solution 40 for this restriction is to fix the magnitudes of ICs with unit variance, which means ( * , * ) = 1. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t However, an inevitable sign of this ambiguity is the ICs which might be opposite to the corresponding 1 latent variables, i.e. multiplied by -1, which fortunately is insignificant in most applications [61] . 2
Another restriction is the order of independent components that cannot be controlled as the elements in 3 the sum in Equation 6 can be arrayed freely. 4
Damage detection
5
The algorithm MPCA is designed to figure out the characteristics of a certain time series measurements. 6 This certain period record was named as the initialization phase, in which the structure is supposed to 7 be in health condition. After that, anomalous behaviours can be identified according to this initial phase. 8
This certain period is also denominated as window size. The covariance matrix of data inside an active 9 window is calculated and then moving in time, more details can be found in [56,57] 10
With the moving window, the computational cost is lower for each step and detection of the presence 11 of new situations is timelier because old measurements do not buffer results. The window size should 12 be sufficiently large, so that the periodic variability, i.e. the seasonal temperature cycles, can be exposed, 13 while rapidity of computation can be guaranteed at the same time. Therefore, the window size should 14 be theoretically multiple of periodic variability. 
Numerical model introduction
23
The down scaled aluminium bridge for simulation is modelled in ANSYS in previous research [62] , 24 whose principal features are shown in Table 1 . The monitoring chords are 35 cm long, whose strain will 25 be collected, registered as SG1, SG2, SG3 and SG4 in Fig. 3 The simulated temperature variations are given in Fig. 4(a) . The key values are as follows: (1) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t Fig. 4(b) . The 24-hour traffic load variation conforms to a normal 3 distribution with double peaks, with maximum 5 KN on each bottom node. Since every load step 4 simulates as 2.5 hours, 10 data points are simulated as daily cycle (i.e. 24-hour traffic load variation). 5 6 The bridge is in healthy condition (i.e. no damage) and exposed to traffic load and thermal load, as 7 shown in Fig. 4 . The strain measurements of four monitored beams are permanently recorded, as shown 8
Thermal feature extraction
in Fig. 5 . The target of the proposed feature extraction method is to extract temperature-induced strain 9 from the mixed structural response. To investigate the feasibility of this method, the discussion will be 10 delivered in two parts: seasonal thermal-effect extraction, and daily thermal-effect extraction, within 11 which the proposed EPI (EMD+PCA+ICA) and EEPI (EEMD+PCA+ICA) will be evaluated and 12 compared. The organization of this sub-section can be found in Fig. 6 . 13 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t
11
The correlation coefficient values between them are summarized in Fig. 8 and Table 2, with an  1 alternative assessment value, relative root mean square error (RRMSE). From Fig. 7. (a) , it is apparent 2 that one-year data is not enough to extract seasonal thermal effects, as the correlations are all below 3 0.63 and RRMSE is quite high, over 78%. improvement when applying EPI to two-year strain measurements. In addition, the extracting results 20 will be slightly enhanced when the cycles are enlarged from two years to three years. The correlation  21 values are all reaching up to 1.00 for all the monitored beams and the relative root mean square error 22 decreases to 3%. The other advantage is the computational cost does not have any change while 23 changing the size of the target signal. Therefore, EPI is qualified enough for separating seasonal 24
Page 11 of 22 AUTHOR SUBMITTED MANUSCRIPT -SMS-106640. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t temperature response from at least two years measurements. The following part of this section will give 1 the simulation results by applying EEPI and comparing it with EPI. 2 Considering the previous results, the EPI is trustworthy and efficient enough when the target sources 3 are over two-year duration, so the EEPI will not be recommended for these cases, because of the higher 4 computation cost when compared with EPI. Only one-year mixed strain is utilized for performing EEPI 5 to extract seasonal temperature-induced strain, since the EPI fails in this case. When applying EEPI, 6 the ensemble empirical mode decomposition (EEMD) is selected to decompose target single-channel 7 signal. As a result, two parameters, NSR (noise-signal ratio) and N (the number of trails) have a 8 significant influence on the final separation results. Therefore, a series of NSR and N combinations are 9 selected for their impact research, at a very high computational cost when compared with EPI. 10
The extracting results that are obtained by using various NSR and N values in EEMD have been 11 compared with ideal temperature-induced structural strain for each monitored beam. The assessments 12 about NSR and N are delivered in Fig. 9 . 13 (a) SG4: NSR impact (b) SG4: N impact Fig. 9 . EEPI: the impact of NSR (noise-signal ratio) and N (the number of trails) for extracting 14 SEASONAL thermal-strain. 15
From Fig. 9 , it is evident that NSR has an obvious effect on the performance of EEPI 16 (EEMD+PCA+ICA), while N's impact is less significant. Among all the evaluation results, the best 17 combination of NSR=1.1 and N=850 is found out to achieve the optimal separation performance. 18 for SG1-4 respectively, which is not high enough but much better than EPI's performance on one-year 22 monitoring data. As aforementioned, EPI is efficient enough to extract seasonal temperature effects 23 when the measurements are recorded over two years. Therefore, EEPI can be treated as an alternative 24 method when the measurement sources are limited. 25
Comparing the separated results by EPI and EEPI, the following three highlights can be summarized 26 for the seasonal case. 27  EPI can recover seasonal temperature-induced strain at a compelling level, with 0.99 correlation 28 and lower computational cost. However, it fails when the target strain is only one-year 29 measurements; 30  EEPI performs better than EPI when monitoring data is less than two years; Because the EEPI 31 separation results show higher correlation coefficient and lower relative root mean square error 32 when compared with EPI extracting performance; 33  Due to the large computational calculation of EEPI, it is not recommended for the case when 34 target signal is over two-year records. 35
Page 12 of 22 AUTHOR SUBMITTED MANUSCRIPT -SMS-106640. R1   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 13 1 Fig. 10 . Seasonal thermal-strain separated by EEPI (NSR=1.1, N=850) 2 4 Similar to the seasonal case, the assessment will be discussed as the following three parts: a) EPI for 5 recovering daily temperature effects; b) EEPI for predicting daily temperature strain; c) comparison 6 between EPI and EEPI. 7
Daily thermal-effect extraction
In the previous section, the performance of EPI method is influenced by the data size, i.e. to separate 8 seasonal thermal effect, the measurement duration should be no less than the longest variation period. 9
Hence, only one year data is adequate for daily case, since 36 daily cycles are simulated within one year, 10 which can be confirmed from 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 According to above evaluation on EPI and EEPI for extracting daily temperature-induced variations, 14 EEPI has an evident improvement and relative higher robustness for extracting daily thermal strain 15 based on following two points. 16  As displayed in Table 4 , the performance of EPI shows 0.81-0.97 correlation value, while EEPI 17 increases them to 0.91-0.96.
18
 Regarding the relative root mean square error, EEPI not only decreases EPI's result value (35%-19 59%) to 28%-42%, but also narrows the range, which means EEPI is more robust than EPI. 20
The capability of EEPI method to separate thermal strain will be also evaluated in the next section. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 The truss dimension and the sensors of interest in this paper can be found in Fig. 16 . Four strain gauges 10 from bottom chords, designated as SG-1 to SG-4, are selected for this case study because they are close 11 to loading position, where weight loading condtion has a more comparable effect. There have three 12 thermcouples attached close to four strain gauges, notated as TH-A to TH-C. The SG1 is attached on 13 the top surface of the longitudinal chord, while SG2 is attached on the bottom surface of the transversal 14 chord. Both SG-3 and SG-4 are attached on the bottom surface of the target chords to avoid the direct 15 radiation of heating lamps. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 For brevity, only SG4 will be presented here for feature extraction. The EPI is evaluated first, whose 16 separated results in the time domain are presented in Fig. 19(a) , while EEPI extracted results are given 17
in Fig. 19(b) . Apparently, the EEPI can reveal the 2.5 circulations in the time domain, while the EPI 18 could not. Since the reference test has confirmed the linear relation between temperature and strain, the 19 correlation of the with relative temperature records is selected to assess the method's performance. 20
The correlation with temperature variations are 0.64 and 0.71 by EPI and EEPI respectively. In other 21 words, the higher correlation coefficient with temperature fluctuation, the better separation. Therefore, 22 the EEPI could separate thermal feature more properly than EPI. 23 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t 
Damage detection
4
The damage is introduced in the bottom chord of the middle span, which is opposite to SG4, as shown 5
in Fig. 20 . The first level of damage is removing the target chord followed by the second level is 6 loosening the transversal connection next to the absent chord. The similar hybrid test will be conducted 7 on the bridge, i.e. temperature and weight loadings. The MPCA will be applied on the separated thermal 8 response for the purpose of damage detection. 9 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 A c c e p t e d M a n u s c r i p t
18
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