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Abstract
As regular conformal blocks describe the N=2 superconformal gauge the-
ories in four dimensions, irregular conformal conformal blocks are expected to
reproduce the instanton partition functions of the Argyres-Douglas theories. In
this paper, we construct matrix models which reproduce the irregular conformal
conformal blocks of the Liouville theory on sphere, by taking a colliding limits
of the Penner-type matrix models. The resulting matrix models have not only
logarithmic terms but also rational terms in the potential. We also discuss their
relation to the Argyres-Douglas type theories.
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1 Introduction
The Liouville conformal blocks on Riemann surfaces are conjectured to be equal to the
Nekrasov’s instanton partition functions of four-dimensional N = 2, SU(2) supercon-
formal quiver gauge theories [1], which is now referred to as the AGT relation. The
complex structure moduli of the (punctured) Riemann surface are identified with the
marginal gauge couplings of the four-dimensional theory, and the external momenta of
the vertex operators are now encoded in the mass parameters of hypermultiplets. The
conformal dimensions of the intermediate states are then interpreted as the Coulomb
branch parameters of the gauge theory.
After the above conjecture, the notion of “irregular conformal blocks” was given in
[2] in order to generalize the AGT relation to asymptotically free gauge theories. The
asymptotically free theories are obtained by taking a scaling limit of mass parameters
while tuning the gauge couplings so that the physical quantities of the low energy
theory remain finite. Such a limit corresponds to a colliding limit of two regular vertex
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operators in the Liouville conformal block, which gives rise to an irregular state, or an
irregular vertex operator in CFT. The irregular states constructed in [2] are eigenstates
of L1 or (L1, L2) with non-vanishing eigenvalues. Their generalization to eigenstates of
(Ln, · · · , L2n) with non-vanishing eigenvalues was recently given in [3] by considering
a colliding limit of many regular vertex operators (See also [4]). Since such a general
colliding limit gives Argyres-Douglas theories in the gauge theory side, it was pointed
out that the conformal blocks with general irregular states inserted should reproduce
the instanton partition functions of the Argyres-Douglas theories [4, 3].
On the other hand, the Liouville regular conformal blocks are known to be written
as the β-ensemble of matrix models with logarithmic potentials [5], where the Liouville
charge is encoded in the β-deformation parameter of the matrix model. The external
momenta of the Liouville vertex operators are now interpreted as parameters in the
matrix model potential and the matrix size N , while the conformal dimensions of
the intermediate states are encoded in filling fractions, or eigenvalue distributions, of
the matrix model. This observation is based on some earlier works on the conformal
symmetry hidden in matrix models [6, 7, 8, 9]. From the AGT viewpoint, this type
of matrix models are expected to reproduce the Nekrasov partition functions of N =
2, SU(2) superconformal linear quiver gauge theories, and there have been various
studies in this direction [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25].
In this paper, we study the matrix model side of the colliding limit of the Liouville
vertex operators, and derive a series of matrix models which reproduce the general
irregular conformal blocks of the Liouville theory on sphere. The colliding limit leads
to not only logarithmic terms but also rational terms in the matrix model potential.
In fact, we argue that if the matrix model potential is written as a sum of logarithmic
and/or rational terms then its partition function reproduce a Liouville conformal block
with insertions of regular and/or irregular vertex operators. Some of the simplest
cases were already studied in [11] and expected to reproduce the instanton partition
functions of SU(2) gauge theories with two and three flavors. On the other hand, in
this paper, we conjecture that other general matrix models with logarithmic and/or
rational potentials reproduce the instanton partition functions of Argyres-Douglas
theories as well as some asymptotically free theories involving the Argyres-Douglas
theories as their building blocks.
The rest of this paper is organized as follows. In section 2, we review the colliding
limit of regular vertex operators and the property of the irregular states. In section
3, we illustrate how the same colliding limit in the matrix model side gives rise to a
potential with logarithmic and rational terms. We also specify matrix model potentials
for general irregular conformal blocks. Among the series of matrix models we have
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constructed in section 3, we study the D2n type matrix models in detail in section
4. We demonstrate that the eigenvalues of (Ln, · · · , L2n) for the irregular states are
interpreted as parameters of the matrix model potential while the actions of Lk for
0 < k < n are now encoded in the filling fractions of the matrix model. In section 4,
we also illustrate how our matrix models reproduce the small parameter behavior of
an irregular state of rank 2. In section 5, we discuss the relation between our matrix
models and Argyres-Douglas type theories, by using the Hitchin system with irregular
singularities. We show that our matrix models correctly reproduce the Seiberg-Witten
curve of the corresponding gauge theories.
2 CFT and irregular singularity
In [2], the notion of an “irregular vector” in the representation of the Virasoro algebra
was given in the context of the AGT relation [1]. It was defined as the following simul-
taneous eigenstate |I(1)〉 in the Verma module for a highest weight state of conformal
dimension ∆α = α(Q− α):
L1|I(1)〉 = Λ1|I(1)〉, L2|I(1)〉 = Λ2|I(1)〉, Ln≥3|I(1)〉 = 0. (2.1)
The explicit expression for |I(1)〉 was obtained in [26]. The inner product of this state
is known to be equal to the instanton partition functions of some asymptotically free
N = 2, SU(2) gauge theories [2, 27]. The generalization of this irregular vector to
more simultaneous eigenvalues was given in [3] as follows (See also [4]). First, note
that the subalgebra
[Lk, Lm] = (k −m)Lk+m for k,m > 0 (2.2)
of the Virasoro algebra implies that a simultaneous eigenstate of Lk and Lm is also an
eigenstate of Lk+m with a vanishing eigenvalue. Therefore, when we consider a vector
satisfying
Lk|I(n)〉 = Λk|I(n)〉 for n ≤ k ≤ 2n (2.3)
with non-vanishing eigenvalues Λk, we find Lk|I(n)〉 = 0 for k > 2n. Note that the
action of Lk for k < n is not diagonalized by |I(n)〉. This vector |I(n)〉 is called an
irregular vector of rank n, which depends on the collection of non-vanishing eigenvalues
Λ = {Λn, · · · ,Λ2n}.
It is noted that the irregular vector may arise when one considers so-called collision
limit of many primary fields, a certain limiting process which put many fields at the
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same point. Let us consider a state obtained from (n + 1) primary fields, |Rn〉 =∏k=n
k=0 Ψ(yk; ∆k)|0〉. This state satisfies the operator product expansion
T (z)|Rn〉 =
n∑
r=0
( ∆r
(z − yr)2 +
1
z − yr
∂
∂yr
+ regular terms
)
|Rn〉 (2.4)
where ∆r = αr(Q − αr) is the conformal dimension of the primary field Ψ(y; ∆r).
Taking the limit yr → 0, αr →∞ while keeping
c0 =
n∑
r=0
αr, ck =
n∑
r=0
∑
0≤s1<···<sk≤n (si 6=r)
αr
k∏
i=1
(−ysi) (2.5)
finite, one may have
T (z)|Rn〉 →
( 2n∑
k=n
Λk
zk+2
+
n−1∑
k=0
Lk
zk+2
+
L−1
z
+ regular terms
)
|I(n)〉 , (2.6)
where T (z) =
∑
k Lk/z
k+2 and |I(n)〉 ≡ limyr→0, αr→∞
(∏
0≤r<s≤n(yr − ys)2αrαs |Rn〉
)
.
Note here that our c0 is denoted by α in [3], and we sometimes write α as c0. The
constants
Λk = (k + 1)Qck −
k∑
`=0
c`ck−` (2.7)
are eigenvalues of Lk, where we set c` ≡ 0 unless 0 ≤ ` ≤ n. On the other hand, Lk
is of a certain operator satisfying the Virasoro algebraic relation (2.2), whose explicit
expression is given by
Lk = Λk +
∑
`∈N
(`− k)c` ∂
∂c`−k
. (2.8)
Thus, the above colliding limit leads to an irregular vector |I(n)〉 of rank n satisfying
Lk|I(n)〉 =

0 for 2n+ 1 ≤ k,
Λk|I(n)〉 for n ≤ k ≤ 2n,
Lk|I(n)〉 for 0 ≤ k ≤ n− 1.
(2.9)
Note that (n + 1) eigenvalues Λn, · · · ,Λ2n are now encoded in α, c1, · · · , cn. The
coefficients c1, · · · , cn are identified with the eigenvalues of coherent states in the free
field construction of the irregular states [3]. For n ≥ 2, the quantities α, c1, · · · , cn
are not enough to determine the irregular vector |I(n)〉 uniquely. In order to fix such
an ambiguity, it was proposed in [3] that an irregular vector of rank n ≥ 2 can be
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recursively constructed from irregular vectors with lower ranks. For example, |I(2)〉 is
proposed to be expanded as
|I(2)(c1, c2;α)〉 = cν22 cν11 e(α−α
′) c
2
1
c2
∞∑
k=0
ck2|I(1)2k (c1, α′)〉, (2.10)
where
ν1 = 2(α− α′)(Q− α′), ν2 = (α− α′)
(
−3
2
Q+
3
2
α′ +
1
2
α
)
. (2.11)
Here |I(1)2k (c1;α)〉 are so-called “generalized descendants” which are linear combinations
of vectors obtained by acting L−k and c1-derivatives on |I(1)(c1;α)〉. In particular,
|I(1)0 (c1;α)〉 = |I(1)(c1;α)〉 which can be uniquely determined by c1 and α. It follows
from (2.10) that the rank 2 irregular vector |I(2)〉 depends on an additional parameter
α′ in addition to α, c1, c2. The origin of α′ can be understood when we note that the
regular vector |R2〉 originally depends on the conformal dimension of the intermediate
state.
By generalizing the above argument, we can consider conformal blocks with many
irregular vertex operators inserted, which are called the “irregular conformal blocks.”
3 Penner model and irregular singularity
In this section, we derive matrix models which reproduce the irregular conformal blocks
of the Liouville theory. We start with the matrix model for regular conformal blocks
[5] and take the same colliding limit in the matrix model side.
3.1 Penner type matrix models for regular conformal blocks
Let us first consider the (n+ 2)-point correlation function of the Liouville field theory〈
e2α∞φ(∞) e2α0φ(0)
n∏
k=1
e2αkφ(zk)
〉
(3.1)
which is given by the product of holomorphic and anti-holomorphic regular confor-
mal blocks. One may evaluate the correlation explicitly in perturbative expansion of
the Liouville theory using the free correlation 〈e2α1φ(z)e2α2φ(w)〉 = |z − w|−4α1α2 . The
correlation is not vanishing if the Liouville charges satisfy the neutrality condition
n∑
i=1
αi + α∞ + α0 + bN = Q (3.2)
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where N is the number of the screening charges so that the correlation is given by〈(
N∏
I=1
∫
dλIdλI e
2bφ(λI)
)
e2α∞φ(∞) e2α0φ(0)
n∏
k=1
e2αkφ(zk)
〉
Coulomb gas
. (3.3)
The holomorphic part of the correlation, or conformal block, is then written as
Zβ−Penner
∏
0≤k<`≤n
(zk − z`)−2αkα` (3.4)
up to divergent prefactor, where Zβ−Penner is the partition function of the following
β-deformed matrix model [5]
Zβ−Penner ≡
∫ [ N∏
I=1
dλI
]
∆(λ)2β exp
(√
β
g
∑
I
V (λI)
)
. (3.5)
Here ∆(λ) =
∏
1≤I<J≤N (λI − λJ) ,
√
β = −ib, and the potential are given by
V (z) = ~
[
α0 log z +
n∑
k=1
αk log(z − zk)
]
, (3.6)
with ~ ≡ −2ig. We treat ~ as a scaling parameter which relates the parameters of
the Liouville theory with those of the matrix model. When β = 1, the integral (3.5)
reduces to the Penner-type matrix model, where λI is regarded as the eigenvalue of a
hermitian matrix. The matrix model integral is not well defined unless the integration
range and the Liouville parameter b are to be appropriately assigned. To fix this
problem, one may consider the integrals with analytical continuation and put b2 = −β2
(or b = i
√
β) so that integration is well defined even when any two of the integration
variables coincide. This way one has the Penner matrix model (3.5) where N is the
size of the matrix determined by the neutrality condition (3.2).
We now see how the stress tensor insertion in the conformal block
〈T (z)V∞V0 · · · Vn〉
〈V∞V0 · · · Vn〉 (3.7)
can be calculated in the Penner type matrix model, where 〈V∞V0 · · · Vn〉 denotes the
conformal block associated with the correlator (3.1). For that, we first recall that the
loop equation of the matrix model is obtained by changing variables as λI → λI + λI−z
and collecting terms of O() in the partition function (3.5):
0 = −
N∑
I,J=1
〈
β
(λI − z)(λJ − z)
〉
−
N∑
I=1
〈
1− β
(λI − z)2
〉
−
√
β
g
V ′(z)
N∑
I=1
〈
1
z − λI
〉
+
√
β
g
N∑
I=1
〈
V ′(z)− V ′(λI)
z − λI
〉
. (3.8)
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The first and second terms come from the variations of the measure and the Vander-
monde determinant while the third and fourth terms come from the variation of the
potential. When we define
W (z1, · · · , zs) = β
(
g√
β
)2−s〈∑
I1
1
z1 − λI1
· · ·
∑
Is
1
zs − λIs
〉
conn
, (3.9)
f(z) = 4g
√
β
N∑
I=1
〈
V ′(z)− V ′(λI)
z − λI
〉
, (3.10)
the equation (3.8) can be written as
0 = g2W (z, z) +W (z)2 + V ′(z)W (z) + g
(√
β − 1√
β
)
W ′(z)− f(z)
4
, (3.11)
which is called the loop equation. For the Penner type model, the explicit form of the
potential (3.6) implies that
f(z) = 4g2
n∑
k=0
dk
z − zk , dk =
∂
∂zk
logZβ−Penner. (3.12)
Now, let us rewrite the loop equation (3.11) as
V ′2 + f + ~QV ′′ = x(z)2 + ~Qx′(z)− ~2W (z, z) , (3.13)
where x(z) ≡ 2W (z) + V ′(z) and Q = b + 1/b. The left hand side of the equation is
illuminating if one writes it as
ϕ(z) ≡ − 1
~2
(V ′2 + f + ~QV ′′) =
∑
k
∆k
(z − zk)2 +
1
z − zk
∂
∂zk
logZeff , (3.14)
where Zeff ≡ Zβ−Penner
∏
0≤a<b≤n(za − zb)−2αaαb . Then, equation (2.4) and Zeff =
〈V∞V0 · · · Vn〉 imply
ϕ(z) =
〈T (z)V∞V0 · · · Vn〉
〈V∞V0 · · · Vn〉 . (3.15)
In general, ϕ(z) has the form
ϕ(z) =
P2n(z)∏n
k=0(z − zk)
(3.16)
where P2n(z) is a polynomial of z with order 2n. This consideration allows us to
consider the loop equation as the one generating the Virasoro constraint. The identi-
fication (3.15) is consistent with the AGT relation [1] as will be seen in section 5.
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3.2 Colliding limit of the Penner models
We now take the limit of αk →∞, zk → 0 in the matrix model (3.5) while keeping
α =
n∑
r=0
αr, ck =
n∑
r=0
αr
∑
0≤s1<···<sk≤n (si 6=r)
k∏
i=1
(−zsi) (3.17)
finite. In the CFT side, this gives a conformal block with an irregular vertex operator
at z = 0 and a regular vertex operator at z = ∞, or equivalently, the inner product
〈R1|I(n)〉. In the matrix model side, the same colliding limit gives the matrix model
potential
1
~
V (z) = α log z −
n∑
k=1
ck
kzk
, (3.18)
and the neutrality condition α + α∞ + bN = Q. We denote by ZM the partition
function of the matrix model, that is, ZM ≡ limzr→0,αr→∞ Zβ−Penner. We call this type
of matrix model “D2n type” for a reason which we will see in section 5. This matrix
model gives
f(z) = −~2
n−1∑
k=0
vk(logZM)
z2+k
(3.19)
where vk =
∑n
a=1 aca+k
∂
∂ca
using the notation c` = 0 if ` ≥ n+1. The term proportional
to 1/z vanishes due to the identity 〈∑I V ′(λI)〉 = 0.
Since we have taken the same colliding limit in the CFT side and in the matrix
model side, we now identify
ZM = 〈R1|I(n)〉, (3.20)
where the right hand side is the inner product of an irregular vector |I(n)〉 of rank n
and a regular vector |R1〉. Although we have identified the regular conformal block
with the rescaled partition function Zeff = Zβ−Penner
∏
0≤a<b≤n(za − zb)−2αaαb , we here
identify the irregular conformal block with ZM itself. This difference comes from the
definition |I(n)〉 ≡ limzr→0,αr→∞
(∏
0≤r<s≤n(zr − zs)2αrαs|Rn〉
)
of the irregular vector.
It is easy to note that for the potential (3.18)
V ′2 + ~QV ′′ = −~2
2n∑
k=0
Λk
zk+2
(3.21)
where Λk = (k + 1)Qck −
∑k
`=0 c`ck−` with Λ0 = ∆α = α(Q − α).3 At the colliding
limit, we obtain
ϕ(z) ≡ − 1
~2
(
V ′2 + f + ~QV ′′
)
=
2n∑
k=0
Λk
zk+2
+
n−1∑
k=0
vk(logZM)
zk+2
. (3.22)
3Recall here that c0 ≡ α.
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Since ϕ(z) is identified with the stress tensor insertion into the conformal block, this
shows that the non-vanishing expectation values of the Virasoro generators are read
off as
〈R1|Lk|I(n)〉
〈R1|I(n)〉 =
{
Λk when n ≤ k ≤ 2n
Λk + vk(logZM) when 0 ≤ k ≤ n− 1
. (3.23)
This is in perfect agreement with (2.6) and (2.8), and supports our identification (3.20).
Thus, at the colliding limit the Penner model realizes the simultaneous eigenstate of
the Virasoro generators Lk with n ≤ k ≤ 2n. On the other hand, Lk with k < n is
represented in terms of differential operator vk. Thus, we will call the colliding limit
of the Penner model as the irregular matrix model.
3.3 Matrix models for general irregular conformal blocks
The matrix model we have obtained above gives a Liouville conformal block with an
irregular vertex operator at z = 0 and/or a regular vertex operator at z = ∞, or
equivalently, an inner product 〈R1|I(n)〉. The irregular vector |I(n)〉 is characterized
by α, c1, · · · , cn and vk(logZM) for k = 0, · · · , n − 1, while the regular vector |R1〉 is
specified by α∞. Although the parameter α∞ does not appear in the matrix model
potential (3.18), it is encoded in the matrix size N through the condition α+α∞+bN =
Q. In particular, if α∞ = 0 then we have no vertex operator insertion at z = ∞. As
will be seen in section 5, the matrix models for the potential (3.18) are related to the
Argyres-Douglas theories of A2n−3 and D2n types.
It is worth noting that the simultaneous eigenvalues of L2n, · · · , Ln for the irregular
vector |I(n)〉 are now encoded in the parameters in the matrix model potential V (z).
On the other hand, the actions of Ln−1, · · · , L0 on |I(n)〉 are specified by vk log(logZM)
in the matrix model side. From (3.19), we find that vk(logZM) are determined when
we fix f(z). Since fixing f(z) is equivalent to fixing the filling fractions of the matrix
model, the distributions of N eigenvalues specify the actions of Ln−1, · · · , L0 on the
irregular vector.
By generalizing the argument in subsection 3.2, we can now construct matrix mod-
els for general Liouville conformal blocks with many regular and irregular vertex op-
erators inserted. In fact, when we consider some additional regular/irregular vertex
operators at z = zk for k = 1, · · · , r, the matrix model potential is now given by
1
~
V (z) =
(
α log z −
n∑
j=1
cj
jzj
)
+
r∑
k=1
(
α(k) log(z − zk)−
nk∑
j=1
c
(k)
j
j(z − zk)j
)
, (3.24)
with a neutrality condition α +
∑r
k=1 α
(k) + α∞ + bN = Q. The partition function
of this matrix model reproduces the Liouville conformal block with (r + 2) vertex
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operators inserted at z = 0,∞ and z = zk. The vertex operator at z = zk is regular if
c
(k)
j = 0 for all j, while it is irregular if some c
(k)
j 6= 0.
It is also possible to make the vertex operator at z = ∞ irregular. One way to
do this is to consider a colliding limit of some regular vertex operators into z = ∞.
However, in the matrix model side, we can easily see the effect of an irregular vertex
operator at z =∞, just by changing the variables as λI → 1/λI in the matrix model
with (3.18). Under this transformation, the integrand of the matrix model integral∫ [ N∏
I=1
dλI
]
∆2βN exp
(√
β
g
∑
I
V (λI)
)
(3.25)
gives some changes. By exponentiating all the changes coming from the integration
measures and the Vandermonde determinant, we obtain the same form of the matrix
integral with a different potential
1
~
V (z) = α∞ log z −
n∑
k=1
ckz
k
k
, (3.26)
where the logarithmic term expresses the regular vertex operator now at z = 0 and the
other terms (together with α0) characterizes the irregular vertex operator at z = ∞.
Thus, in general, adding some polynomials of z to the potential leads to an irregular
vertex operator at z = ∞. For example, the matrix model for a Liouville conformal
block with irregular vertex operators of rank m at z = 0 and rank n at z =∞ is given
by
1
~
V (z) =
(
α(0) log z −
m∑
j=1
c
(0)
j
jzj
)
−
n∑
k=1
c
(∞)
k z
k
k
, (3.27)
with a neutrality condition α(0) + α(∞) + bN = Q. Here α(0), c(0)k characterizes the
irregular singularity at origin, while α(∞), c(∞)k characterizes the one at infinity. Of
course, we can further add some regular/irregular vertex operators at z = zk, just by
adding the second bracket of (3.24) and modify the neutrality condition.
Hence, if the matrix model potential V (z) is written as a sum of logarithmic and/or
rational functions of z, the matrix model integral (3.25) gives a Liouville conformal
block with regular and/or irregular vertex operators inserted. Note here that, among
the large class of matrix models we have constructed here, a matrix model for two
irregular states of rank 1 as well as a model for two regular states and one irregular
state of rank 1 were already obtained in [11].
As will be seen in section 5, the matrix models for (3.24) and (3.27) are related
to d = 4,N = 2 gauge theories which is not necessarily conformal. In particular, the
potential (3.27) is associated with an asymptotically free theory denoted by Â2m,2n
theory in the notation of [4].
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4 Irregular partition function
The matrix models we have constructed above can be analyzed by the usual loop
equation method with the genus expansion of β-ensembles [28, 29, 30]. As an example,
in subsections 4.1 and 4.2, we illustrate how to calculate the partition function of the
D2n-type matrix models with potential (3.18), order by order in the genus expansion.
In particular, we explicitly evaluate the first three expansion coefficients of logZM for
the D4 matrix model. The result is in perfect agreement with the proposed ansatz
(2.10) in the Liouville theory side. In subsection 4.3, we consider more general matrix
models and argue that the small c2 limit of the matrix models is consistent with (2.10)
at the leading order of the c2-expansion.
4.1 Property of the D2n type matrix model
In this and next subsections, we concentrate on the D2n matrix model with the poten-
tial (3.18), which gives the inner product of a regular and an irregular conformal block
〈R1|I(n)〉. We here denote by Z(n)M the partition function of the D2n matrix model.
One can evaluate the partition function using the loop equation
f(z)
4
=
~2
4
W (z, z) +W (z)2 + V ′(z)W (z) +
~Q
2
W ′(z), (4.1)
where f(z)/4 is now written as
f(z)
4
= −
(
~
2
)2 n−1∑
k=0
vk(logZ
(n)
M )
z2+k
, vk =
n∑
a=1
aca+k
∂
∂ca
. (4.2)
Recall here that we set ck = 0 for k > n. We can regard the loop equation (4.1) as a
series of differential equations for ZM . To see this, we expand the quantities around
z =∞ as
V ′(z) = ~
n∑
a=0
ca
za+1
, W (z) =
~b
2
∑
`≥0
〈∑NI=1(λI)`〉
z`+1
, (4.3)
g2W (z, z) =
(
~b
2
)2 ∑
`,m≥1
〈∑NI=1(λI)`∑NJ=1(λJ)m〉conn
z`+m+2
. (4.4)
By collecting terms at each order of z in the loop equation (4.1), we obtain a system
of differential equations.
For example, in the case of n = 1 where the potential V (z) has two coupling
constants α and c1, the loop equation gives us a single differential equation
− v0(logZ(1)M ) = A2 (4.5)
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where v0 = c1
∂
∂c1
and A2 = (b
2N2 + 2bαN − bQN). This differential equation solves
the partition function as
logZ
(1)
M = −A2 log c1 + constant. (4.6)
where constant term is independent of α, c1, g, b and N .
In the case n = 2, the potential V (z) includes three couplings α, c1 and c2, and the
loop equation gives two differential equations
−v0(logZ(2)M ) = A2 (4.7)
−v1(logZ(2)M ) = 2bNc1 + A3 〈
N∑
I=1
λI〉, (4.8)
where v0 = c1
∂
∂c1
+ 2c2
∂
∂c2
, v1 = c2
∂
∂c1
, A3 = 2b
2N + 2bα − 2bQ, and A2 is the same
quantity as before. To find Z
(2)
M , one first notes that there is a homogeneous solution
to v0 = c1
∂
∂c1
+ 2c2
∂
∂c2
since v0(H(t)) = 0 for any function of t ≡ c2/c21. Thus, it is
convenient to consider logZ
(2)
M as a function of t, c2 and solve (4.7) as
logZ
(2)
M = −
A2
2
log c2 +H(t) . (4.9)
Applying v1 = c2
∂
∂c1
to logZ
(2)
M one has
v1(logZ
(2)
M ) = −2c1t2
∂ logZ
(2)
M
∂t
= −2c1t2H ′(t) . (4.10)
Then, it follows from equation (4.8) that
H ′(t) =
1
2t2
(
A3
〈∑NI=1 λI〉
c1
+ 2Nb
)
. (4.11)
This shows that 〈∑NI=1 λI〉/c1 is the function of t only. Integrating over t one has the
solution
H(t) = −Nb
t
+
A3
2
∫
dt
G1(t)
t2
(4.12)
where G1(t) ≡ 〈
∑N
I=1 λI〉/c1. Thus, the partition function is given in terms G1(t).
For n ≥ 3 one finds n differential equations for vk(logZM) for 0 ≤ k ≤ n − 1
involving 〈(TrMa)〉 as well as 〈(TrMa) (TrM b)〉conn. Among them, we always have
− v0(logZ(n)M ) = A2. (4.13)
Since any functions of the ratios
c2
c21
,
c3
c31
, · · · , cn
cn1
(4.14)
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are in the kernel of v0, the differential equation (4.13) implies
logZ
(n)
M = −
A2
n
log cn +H
(
c2
c21
, · · · , cn
cn1
)
. (4.15)
The function H is determined by other differential equations.
4.2 Details on D4 type
In this subsection, we study the first non-trivial example of the n = 2 case in detail.
The potential V (z) and the quantity f(z) are now given by
1
~
V (z) = α log z − c1
z
− c2
2z2
, f(z) =
d0
z2
+
d1
z3
, (4.16)
where we set d0 ≡ −~2v0(logZ(2)M ) and d1 ≡ −~2v1(logZ(2)M ). As seen above, the
partition function Z
(2)
M is given by
logZ
(2)
M (x, t) = −
A2
2
log c2 +H(t), H(t) =
∫ t d1
2~2c1
dt′
t′2
(4.17)
Therefore, when we obtain d1/2c1 as a function of t = c2/c
2
1, we can evaluate the
partition function Z
(2)
M . In fact, the quantity d1 is fixed by the filling fraction. Since
the D4 matrix model has two cuts, there is a single independent filling fraction.
O(~−2) contribution
To be more specific, let us consider the large N expansion of our matrix model while
keeping ~N = O(1), and evaluate logZ(2)M order by order in ~. In order to use the
usual genus expansion method, we set α, c1, c2 = O(N) so that V (z) is of O(1). In
other words, we rescale the parameters as
α =
αˆ
~
, c1 =
cˆ1
~
, c2 =
cˆ2
~
, (4.18)
and treat αˆ, cˆ1, cˆ2 as of O(1). In this setup, the resolvents and the partition function
have the following expansions
W (z) =
∞∑
n=0
Wn(z)~n, W (z, z) =
∞∑
n=0
Wn(z, z)~n, logZ(2)M =
∞∑
n=0
Fn ~n−2. (4.19)
We can also expand d0 and d1 as
d0 = d0;0 + ~d0;1, d1 =
∞∑
n=0
d1;n~n, (4.20)
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with d0;0 = b~N(b~N + 2α), d0;1 = −bQ~N . Then, the loop equation implies that at
the leading order
2W0(z) + V
′(z) =
√P4(z)
z3
, (4.21)
P4(z) = (d0;0 + αˆ2)z4 + (d1;0 + 2αˆcˆ1)z3 + (cˆ21 + 2αˆcˆ2)z2 + 2cˆ1cˆ2z + cˆ22. (4.22)
The polynomial P4(z) has four roots, which implies that W0(z) has two branch cuts
on z-plane. Note here that two of the four roots of P4(z) is proportional to c2 while
the others are not. Let us denote a branch cut between the first two roots by Γ2, and
a cut between the other two roots by Γ1. Then, in the limit of c2 → 0, the branch cut
Γ2 shrinks into a point while Γ1 still has a finite width in z-plane. Then, we set the
filling fraction condition as
1
2pii
∮
A1
W (z)dz =
~b
2
N1, (4.23)
where A1 is a cycle encircling the branch cut Γ1. Since the total number N of eigen-
values are fixed, we have a constraint N1 +N2 = N for
1
2pii
∮
A2
W (z)dz =
~b
2
N2, (4.24)
where A2 is a cycle encircling Γ2. Below, we see how the filling fraction condition
(4.23) fixes the O(~−2) contribution to the function H(t).
We first assume N1 and N2 are of O(N), which implies that the right hand side of
(4.23) is of O(1). Then, the leading contribution to (4.23) gives
~bN1 =
1
pii
∮
A1
W0(z)dz =
1
2pii
∮
A1
√P4(z)
z3
dz. (4.25)
Since A1 encircles the cut Γ1 which does not shrink in the limit c2 → 0, we can expand
the integral around cˆ2 = 0 as∮
A1
dz
√P4(z)
z3
=
∮
A1
dz
√Q4(z)
z3
×(
1 +
2αˆcˆ2z
2 + 2cˆ1cˆ2z + cˆ
2
2
2Q4(z) −
(2αˆcˆ2z
2 + 2cˆ1cˆ2z + cˆ
2
2)
2
8Q4(z)2 − · · ·
)
,
=
∮
A1
√Q4(z)
z3
dz + cˆ2
∮
A1
αˆz + cˆ1
z2
√Q4(z)dz +O(cˆ22) (4.26)
where
Q4(z) ≡ (d0;0 + αˆ2)z4 + (d1;0 + 2αˆcˆ1)z3 + cˆ21z2 (4.27)
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is independent of c2. Since
√Q4(z) has only one branch cut Γ1, we can evaluate the
right-hand side of (4.26) just by taking residues at z = 0 and z =∞, that is,
1
2pii
∮
A1
√P4(z)
z3
dz =
(
b~N − d1;0
2cˆ1
)
+
(
4cˆ21d0;0 − 3d21;0 − 8αˆcˆ1d1;0
)
8cˆ41
cˆ2 +O(cˆ22)
(4.28)
From this and the filling fraction condition (4.25), we find
d1;0
2cˆ1
= b~N2 +
1
2
{
b~N1(b~N1 + 2αˆ)− 2b~N2(b~N2 + αˆ) + 2b2~2N1N2
}
tˆ+O(tˆ2),
(4.29)
where tˆ = cˆ2/cˆ
2
1. Then, (4.17) implies that the O(~−2) contribution to logZ(2)M is
evaluated as
~−2F0 = −bN2
t
− bN(bN + 2α)
2
log c2
+
1
2
{
bN1(bN1 + 2α)− 2bN2(bN2 + α) + 2b2N1N2
}
log t+O(t),(4.30)
up to constant.
O(~−1) contribution
Let us evaluate the next-to-leading contribution to logZ
(2)
M . By collecting terms of
O(~) in the loop equation, we obtain
W1(z) =
z3√P4(z)
(
−Q
2
W ′0(z) +
d0,1
4z2
+
d1,1
4z3
)
=
1
4
√P4(z) (Qz3V ′′(z) + zd0,1 + d1,1)− Q8 (logP4(z))′ + 3Q4z . (4.31)
Then its period is evaluated as
1
2pii
∮
A1
W1(z)dz =
1
2pii
∮
A1
dz
4
√P4(z) (Qz3V ′′(z) + zd0;1 + d1;1)− Q4 . (4.32)
Here, the integral in the right-hand side can be expanded in powers of c2 as∮
A1
dz
4
√P4(z) (Qz3V ′′(z) + zd0;1 + d1;1) (4.33)
=
∮
A1
(d0;1 −Qαˆ)z + (d1;1 − 2Qcˆ1)
4
√Q4(z) dz + cˆ2
∮
A1
(
− 3Q
4z
√Q4(z)
− αˆ(d0;1 −Qαˆ)z
3 + (αˆd1;1 + cˆ1d0;1 − 3Qαˆcˆ1)z2 + cˆ1(d1;1 − 2Qcˆ1)z
4Q4(z)3/2
)
dz
+O(cˆ22) (4.34)
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The right-hand side of this equation is evaluated by picking up residues at z = 0 and
z =∞. Then, (4.32) is written as
1
2pii
∮
A1
W1(z)dz = −d1;1
4cˆ1
+
2cˆ21d0;1 − 3d1;0d1;1 + 3Qcˆ1d1;0 − 4cˆ1αˆd1;1
8cˆ41
cˆ2 +O(cˆ22)
(4.35)
Now, recall that we have the filling fraction condition (4.23). The O(~−1) contri-
bution to (4.23) gives
1
2pii
∮
A1
W1(z)dz = 0, (4.36)
which implies that
d1;1
2cˆ1
=
Qb~(2N2 −N1)
2
tˆ+O(tˆ2). (4.37)
Here we used d0;1 = −bQ~N and d1:0 = 2cˆ1b~N2 + O(tˆ). Then, by using (4.17), the
O(~−1) contribution to logZ(2)M is evaluated as
~−1F1 =
QbN
2
log c2 +
Qb(2N2 −N1)
2
log t+O(t), (4.38)
up to constants.
O(~0) contribution
We now evaluate the O(~0) correction to logZ(2)M . The loop equation (4.1) at O(~0)
tells us
d1;2
4z3
= W0(z, z) + 2W0(z)W2(z) +W1(z)
2 + V ′(z)W2(z) +
Q
2
W ′1(z), (4.39)
which implies that
W2(z) =
z3√P4(z)
(
d1;2
4z3
−W0(z, z)−W1(z)2 − Q
2
W ′1(z)
)
. (4.40)
Therefore, we first need to evaluate W0(z, z) to calculate W2(z).
In fact, W0(z, z) is obtained from an another identity for the resolvents. By chang-
ing the variables as
λI → λI +
N∑
J=1

(z1 − λI)(z2 − λJ) (4.41)
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in the matrix integral (3.25) and collecting terms of O(), we obtain an identity
0 = −~
2
4
W (z1, z1, z2) + (2W (z1) + V
′(z1))W (z1, z2) +
∂
∂z2
W (z1)−W (z2)
z1 − z2
−U(z1, z2) + ~Q
2
∂
∂z1
W (z1, z2), (4.42)
where
U(z1, z2) = β
〈∑
I
V ′(z1)− V ′(λI)
z1 − λI
∑
J
1
z2 − λJ
〉
connected
. (4.43)
From the leading order of this identity, it follows that
W0(z, z) =
U0(z, z)−W ′′0 (z)/2
2W0(z) + V ′(z)
. (4.44)
Furthermore, by using another identities
β
〈∑
I
1
λI
∑
J
1
z − λJ
〉
conn
= −∂W (z)
∂cˆ1
(4.45)
β
〈∑
I
V ′(λI)
∑
J
1
z − λJ
〉
conn
= W ′(z), (4.46)
β
〈∑
I
λIV
′(λI)
∑
J
1
z − λJ
〉
conn
= W (z) + zW ′(z). (4.47)
U(z, z) can be rewritten as
U(z, z) =
cˆ2
z3
∂W (z)
∂cˆ1
− W (z)
z2
− 2W
′(z)
z
. (4.48)
Therefore W0(z, z) can be written as
W0(z, z) =
z3√P4(z)
(
cˆ2
z3
∂W0(z)
∂cˆ1
− W0(z)
z2
− 2W
′
0(z)
z
− W
′′
0 (z)
2
)
. (4.49)
Then, equations (4.40),(4.31),(4.21) and (4.49) lead to
W2(z) =
d1;2
4
√P4(z) − z(1 +
Q2
16
)√P4(z)
+
z (−3cˆ22 − cˆ2z(3cˆ1 + αˆz) + z2 (cˆ21 + 6cˆ1αˆz + 3z (d1;0 + 2z (d0;0 + αˆ2))))
6P4(z)3/2
+
1
96P4(z)3/2 z
{
− 6(3Qcˆ2 + z(−d1;1 + 2Qcˆ1 − d0;1z +Qαˆz))2
+2Q2z2
(
cˆ21 + 2cˆ2αˆ + 3z(d1;0 + 2cˆ1αˆ) + 6z
2
(
d0;0 + α
2
))}
, (4.50)
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up to total derivative terms which does not contribute to the period. Then the period∮
A1 W2(z)dz has the following c2-expansion:
1
2pii
∮
A1
W2(z)dz =
3b~(4N2 − (4N2 −N1)Q2)
8
tˆ2 +
(
− 1
2
− 3b~N2 + 2αˆ
2
tˆ
−3(b
2~2(13N22 − 4N1N2 − 2N21 ) + 4b~(4N2 −N1)αˆ + 4αˆ2)
4
tˆ2
)
d1;2
2cˆ1
+O(tˆ3). (4.51)
Then the filling fraction condition (4.23) implies that
d1;2
2cˆ1
=
3b~(4N2 − (4N2 −N1)Q2)
4
tˆ2 +O(tˆ3). (4.52)
This and (4.17) give the O(~0) correction to logZ(2)M as
F2 =
3b(4N2 − (4N2 −N1)Q2)
4
t+O(t2), (4.53)
up to constants.
Partition function
From (4.30),(4.38) and (4.53), we find that the partition function Z
(2)
M of the D4 matrix
model is written as
Z
(2)
M = (c2)
− bN(bN+2α−Q)
2
(
c2
c21
) bN1(bN1+2α−Q)
2
−bN2(bN2+α−Q)+b2N1N2
e
− bN2c
2
1
c2
+O
(
c2
c21
)
. (4.54)
in the genus-one approximation of the genus expansion.
Recall that we have identified this partition function with the irregular conformal
block 〈R1|I(2)〉. Since |I(2)〉 satisfies (2.10) and |R1〉 is independent of c2, the partition
function (4.54) should reproduce the small c2 behavior of (2.10). Let us now check
this. In the small c2 limit, the partition function (4.54) is proportional to
c
−bN2( 32 bN2+2α− 32Q)
2 exp(−
bN2c
2
1
c2
). (4.55)
When we identify −bN2 = α−α′, this factor correctly matches (2.10). The identifica-
tion
− bN2 = −i
√
βN2 = α− α′ (4.56)
is reasonable because −bN2 is originally the momentum of an intermediate state in
the Liouville (regular) conformal block which should be identified with α− α′.
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4.3 Small c2 limit in general
In this subsection, we consider more general matrix model whose potential is of the
form
1
~
V (z) = α log z − c1
z
− c2
2z2
+G(z). (4.57)
Here G(z) is written as a sum of logarithmic and/or rational functions which are
regular at z = 0. In the Liouville side, the partition function of this matrix model
gives a conformal block 〈G|I(2)(c1, c2, α)〉 with an irregular vertex operator of rank
2 at z = 0 as well as regular and/or irregular vertex operators inserted away from
z = 0. The vertex operators away from origin are characterized by G(z). We will
not explicitly evaluate the partition function of this matrix model. Instead, we here
consider the small c2 limit of this matrix model and compare it with the proposed
ansatz (2.10) of the rank 2 irregular vector |I(2)〉, including the shift of the momentum
α→ α′.
The matrix model with potential (4.57) generally have multiple cuts, among which
a single special cut shrinks into a point in the limit of c2 → 0. When the matrix
model has p cuts, the spectral curve is the double cover of a Riemann sphere with p
square-root cuts on it. Here, we denote by Ni the number of eigenvalues distributed
on the i-th cut, and fix them with a condition
∑p
i=1Ni = N . This implies that, we
choose the integration contour Ci of the Ni eigenvalues so that it passes through the
i-th cut and does not pass through the other cuts. Without loss of generality, we set
the p-th cut to be the shrinking cut in the limit c2 → 0 and therefore Np eigenvalues
are distributed on the shrinking cut. Then the partition function of the matrix model
is written as
Z ~N ;Np =
∫
~C
 | ~N |∏
I=1
dλI
∆(λ)2β ZNp(λ) exp
√β
g
| ~N |∑
I=1
V (λI)
 , (4.58)
where ~C = (C1, · · · , Cp−1), ~N = (N1, · · · , Np−1) and
ZNp(λ) ≡
∫
Cp
(
Np∏
J=1
dξJ
)
∆(ξ)2β
| ~N |∏
I=1
Np∏
J=1
(λI − ξJ)2β exp
[√
β
g
Np∑
J=1
V (ξJ)
]
.(4.59)
Below, we evaluate the leading contribution in the limit c2 → 0. In the small c2
limit, the ξ-integral becomes singular because Np eigenvalues are distributed on the
shrinking cut, while the λ-integral remains regular because no eigenvalue is distributed
on it. In order to study the leading singularity in ZNp(λ) we first rescale ξI as ξI → c2ξI ,
which leads to
1
~
V (c2z) =
1
c2
(
− 1
2z2
− c1
z
)
+ α log(c2z) +G(c2z). (4.60)
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Since G(z) is regular at z = 0, G(c2z) approaches to a finite constant in the limit of
c2 → 0. Therefore, we can omit it in calculating the leading contribution to ZNp(λ).
Note here that, since the width of the shrinking cut was of order O(c2) before rescaling,
it is of O(1) in ξ-plane after the rescaling.4 Then the leading contribution to ZNp(λ)
is now written as
ZNp(λ) = c
(
√
βNp)2+iQ
√
βNp−2iα
√
βNp
2
| ~N |∏
I=1
(λI)
2βNp exp F˜ (4.61)
where the first factor comes from the logarithmic term in (4.60) as well as rescaling dξJ
and ∆(ξ)2β. The second factor is the leading contribution from
∏
I,J(λI−c2ξJ)2β. The
remaining contributions are included in exp F˜ which is written as (up to a constant
prefactor)
exp F˜ ≡
∫
Cp
( Np∏
I=1
dξI
)
∆(ξ)2β exp
[
2
√
β
ic2
∑
I
V˜ (ξ)
]
(4.62)
with the reduced potential
V˜ (z) = − 1
2z2
− c1
z
+ αc2 log z. (4.63)
Note here that the term αc2 log z gives a finite contribution to
2
√
β
ic2
∑
I V˜ (ξI) even in
the limit c2 → 0.
What we need to do next is to evaluate the leading contribution to (4.62). For
that, we use the loop equation for the reduced matrix model integral (4.62)
(ic2/2)
2W˜ (z, z) + W˜ (z)2 + (c2/2)QW˜
′(z) + W˜ (z)V˜ ′(z)− f˜(z)
4
= 0, (4.64)
where we treat ic2/2 as a matrix model coupling constant to define
W˜ (z1, · · · , zs) ≡ β
(
ic2/2√
β
)2−s〈 Np∑
I1=1
1
z − ξI1
· · ·
Np∑
Is
1
z − ξIs
〉
conn.
, (4.65)
f˜(z) ≡ 4(ic2/2)
√
β
〈
Np∑
I=1
V˜ ′(z)− V˜ ′(ξI)
z − ξI
〉
. (4.66)
Here and in the rest of this subsection, 〈O〉 stands for the expectation value of O with
the reduced matrix integral (4.62). From the explicit expression for V˜ and the identity
〈∑NpI=1 V˜ ′(ξI)〉 = 0, we obtain f˜(z) = d˜0/z2 + d˜1/z3, with
d˜0 = −2ic2
√
β
〈∑
I
(
1
ξ2I
+
c1
ξI
)〉
, d˜1 = −2ic2
√
β
〈∑
I
1
ξI
〉
, (4.67)
4All the other cuts now shrink into ξ =∞.
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Since the asymptotic behaviors of the resolvents are given by W˜ (z) = (ic2/2)
√
βNp/z+
(ic2/2)
√
β〈∑NpI ξI〉/z2 +O (z−3) , W˜ (z, z) = O (z−4), the loop equation implies that
d˜0 = −c22
(
βN2p − 2i
√
βαNp +
√
βiQNp
)
, (4.68)
d˜1 = 2c1c2i
√
βNp − c22
(
2βNp − 2αi
√
β + 2
√
βiQ
)
〈
∑
I
ξI〉. (4.69)
Note that these are exact expressions without any approximation. The equations
(4.68) and (4.69) imply that all the quantities of the reduced matrix model (4.62),
including exp F˜ itself, are completely determined by 〈∑NpI=1 ξI〉. For example, the free
energy F˜ is obtained by solving
c2
∂F˜
∂c2
=
d˜0 + c1d˜1
2c22
,
∂F˜
∂c1
= − d˜1
c22
. (4.70)
Especially in the small c2 limit, the eigenvalues are localized at a value that extrem-
izes the potential V˜ (ξI), that is, ξI = −1/c1. Note here that the Coulomb repulsion
due to ∆(ξ)2 is subleading and all the Np eigenvalues take the same value −1/c1 in the
limit c2 → 0. The reason for this is that we here keep Np finite which is different from
the usual ’t Hooft expansion of the matrix model. By substituting ξI = −1/c1 +O(c2),
we obtain 〈∑NpI=1 ξI〉 = −Np/c1 +O(c2), and therefore the equation (4.69) implies
d˜1 = 2c1c2i
√
βNp +
(2βN2p + 2(Q− α)i
√
βNp)c
2
2
c1
+O(c32). (4.71)
Then (4.70) is now written as
c2
∂F˜
∂c2
=
i
√
βNpc
2
1
c2
+
βN2p
2
+
iQ
√
βNp
2
+O(c2), (4.72)
∂F˜
∂c1
= −2i
√
βNpc1
c2
−
(
2βN2p + 2 (Q− α) i
√
βNp
) 1
c1
+O(c2). (4.73)
The solution to these differential equations in the limit c2 → 0 is given by
F˜ = −i
√
βNpc
2
1
c2
−
(
2βN2p + 2 (Q− α) i
√
βNp
)
log c1 +
(
βN2p
2
+
iQ
√
βNp
2
)
log c2,
(4.74)
up to constant independent of c1 and c2. This leading behavior of F˜ and equations
(4.58), (4.61) imply that the original matrix model behaves in the small c2 limit as
Z ~N ;Np ∼ c
−i√βNp( 32 i
√
βNp+2α− 32Q)
2 c
−i√βNp(−2i
√
βNp−2α+2Q)
1 exp
(
−i
√
βNp
c21
c2
)
×
∫
~C
 | ~N |∏
I=1
dλI
∆(λ)2β exp
√β
g
| ~N |∑
I=1
V̂ (λI)
 , (4.75)
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where V̂ (z) is given by
i
2g
V̂ (z) =
(
α + i
√
βNp
)
log z − c1
z
+G(z). (4.76)
Note here that this potential is independent of c2 and the coefficient of log z is shifted
by i
√
βNp.
The remaining matrix integral (4.75) is in fact identified with an irregular confor-
mal block with one irregular singularity of rank one at z = 0 and irregular/regular
singularities away from z = 0, the latter of which is characterized by the function
G(z). Hence, (4.75) implies that in the small c2 limit
〈G|I(2)(c1, c2, α)〉 ∼ c−i
√
βNp(
3
2
i
√
βNp+2α− 32Q)
2 c
−i√βNp(−2i
√
βNp−2α+2Q)
1 exp
(
−i
√
βNp
c21
c2
)
×〈G|I(1)(c1, α + i
√
βNp)〉. (4.77)
When we identify
− i
√
βNp = α− α′, (4.78)
we find that (4.77) is in perfect agreement with the leading term of (2.10), including
the shift of the momentum α → α′. In fact, the identification (4.78) is the expected
one because i
√
βNp is interpreted as the internal momentum of the regular Liouville
conformal block before taking the colliding limit. Since equation (4.77) holds for
general G(z) as long as G(z) is regular at z = 0, it supports the ansatz (2.10) proposed
in [3]. We here emphasize that the result of this subsection is valid for all orders of
the genus expansion.
5 Interpretation in gauge theories
It was pointed out [4, 3] that the irregular conformal blocks of the Liouville theory
should reproduce the Nekrasov partition function of Argyres-Douglas theories, which
is based on the observation that the colliding limits in the gauge theory side give
Argyres-Douglas theories and some asymptotically free N = 2 theories involving the
Argyres-Douglas theories [32, 33]. Since we have already constructed matrix models for
the irregular conformal blocks, we here explore the relation between our matrix models
for irregular conformal blocks and the Argyres-Douglas theories in four dimensions.
5.1 AGT relation
In this subsection, we first review the relation between the regular conformal blocks
and the Nekrasov partition functions of SU(2) superconformal linear quivers [1]. Let
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Figure 1: Left: The Liouville conformal block with (r + 2) regular vertex operators
inserted. Right: The quiver diagram of the N = 2, SU(2) gauge theory corresponding
the left conformal block. Each circle stands for an SU(2) gauge group, and each box
stands for an SU(2) flavor symmetry associated with a hypermultiplet. The external
momenta of the Liouville vertex operators are now encoded in the mass parameters of
the hypermultiplets, while the internal momenta are related to the Coulomb branch
parameters associated with the gauge groups.
us consider a Liouville conformal block
Fα0α1,··· ,αrα∞({γk}, {zk}) (5.1)
with (r + 2) regular vertex operators Vαk = : e
2αkφ : inserted. Here {γk} specify the
intermediate channels as in the left picture of figure 1 while {zk} denotes the loci of the
vertex operator insertions. The AGT relation states that this conformal block gives a
Nekrasov partition function
ZNek(mi, ai; 1, 2) (5.2)
of a N = 2, SU(2) quiver gauge theory whose quiver diagram is given by figure 1.
Here the Ω-background parameters 1 and 2 are related to the scale parameter ~ and
the Liouville charge Q = b+ 1/b through
1 = ~b, 2 = ~/b. (5.3)
The mass parameters mi for the hypermultiplets are related to the external momenta
in Liouville theory by
α0 =
m0
~
+
Q
2
, α∞ =
m∞
~
+
Q
2
, αk =
mk
~
for k = 1, · · · , r. (5.4)
The internal momenta γk are related to the Coulomb branch parameters ak by
γk =
ak
~
+
Q
2
for k = 1, · · · , r − 1. (5.5)
The (r−1) independent loci of the Vertex operator insertions are encoded in the (r−1)
gauge couplings e2piiτk of the quiver gauge theory.
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The Seiberg-Witten curve of the SU(2) superconformal linear quiver theory is
generally written as x2 = φ2(z) where z is a coordinate on the Riemann sphere and
the Seiberg-Witten differential is written as λSW = xdz. This φ2(z) is identified in [1]
with the stress tensor insertion into the conformal block
φ2(z) = lim
1,2→0
−~2 〈T (z)Vα0(z0) · · · Vα∞(z∞)〉〈Vα0(z0) · · · Vα∞(z∞)〉
, (5.6)
where 〈· · · 〉 stands for the conformal block.
Here, we can see that the equation (3.15) in the matrix model is consistent with
the identification (5.6). In fact, (3.15) means that the right-hand side of (5.6) is given
by V ′(z)2 + f(z), and therefore the Seiberg-Witten curve is given by
x2 = V ′(z)2 + f(z), (5.7)
in the matrix model side. The fact that (5.7) reproduces the correct Seiberg-Witten
curve was already seen in [5, 11].
Since the Penner type matrix models (3.5) reproduces the Liouville (regular) confor-
mal blocks, it is expected that the partition function of the Penner type matrix model
reproduces the corresponding Nekrasov partition function. The parameter identifica-
tions are given by (5.3), (5.4), and the Coulomb branch parameters ak are identified
as [5, 23]
ak =
1
pii
∮
Ak
W (z)dz − ~Q
2
, (5.8)
where Ak is an appropriate k-th A-cycles of the spectral curve.
5.2 Hitchin system with irregular singularities
To see the effect of the colliding limits in gauge theory side, we now briefly review the
six-dimensional origin of the d = 4,N = 2 gauge theories. A class of d = 4,N = 2
supersymmetric gauge theories, including the above mentioned SU(2) superconformal
quivers, is obtained by compactifying the six-dimensional (2, 0) supersymmetric A1
theory on a Riemann surface C, with a partial topological twist [31, 32]. Here the
(2, 0) A1 theory is the low energy effective theory on the stack of two M5-branes, and
the topological twist leaves eight supercharges in four dimensions. We can introduce
codimension two half-BPS defects on the six-dimensional theory keeping the four-
dimensional N = 2 supersymmetry. Such defects are point-like on C and give some
punctures on it. In this paper, we only consider the case where C is a (punctured)
Riemann sphere. The Coulomb branch B of the four-dimensional theory is parameter-
ized by the vacuum expectation values of some chiral operators, which are encoded in
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a quadratic differential φ2 on C. Here the chirality in four dimensions implies that φ2
is holomorphic on C.5 Then, the Seiberg-Witten curve of the four-dimensional theory
is written as x2dz2 = φ2(z) with the Seiberg-Witten differential xdz.
The identification of B with the space of quadratic differentials is easily understood
when we compactify the theory further on S1 of radius R, which gives a d = 3,N = 4
supersymmetric theory. The moduli space M of the three-dimensional theory is a
torus fibration over B, where the fiber directions locally parameterize the electro-
magnetic Wilson loops along the S1. HereM can also be viewed as a moduli space of
five-dimensional supersymmetric Yang-Mills theory compactified on C,6 which is the
space of solutions to the Hitchin equations [32]
F +R2[ϕ, ϕ] = 0, ∂Aϕ = ∂Aϕ = 0, (5.9)
on C with some boundary conditions at punctures, modulo gauge transformations.
Here F is a curvature of the gauge connection A of a SU(2)-bundle V on C, the “Higgs
field” ϕ is an (EndV )-valued (1, 0)-form on C, and ∂A = dz(∂z+Az), ∂A = dz(∂z¯+Az¯).
It is known that the dimension of the Hitchin moduli spaceM is twice the dimension
of B. The projection of M to B is given by picking a unique Casiminar tr(ϕ2) of
ϕ, which is identified with the quadratic differential of the four-dimensional Seiberg-
Witten theory: φ2 = tr(ϕ
2).
The Coulomb branch B of the four-dimensional theory is now identified with the
space of quadratic differential tr(ϕ2) with fixed boundary conditions at punctures.
Suppose that we have a puncture at z = 0. By trivializing the bundle V → C near the
puncture, the Higgs field generally has the following boundary condition near z = 0:
ϕ ∼ dz
(
tn
zn+1
+
tn−1
zn
+ · · ·+ t0
z
+ regular
)
(5.10)
up to gauge equivalence, where tk take values in a Cartan subalgebra of sl(2,C). If
n = 0 then the singularity is called the “regular singularity,” while if n > 0 then
it is called the “irregular singularity.” In order to make tr(ϕ2) singlevalued, we can
consider n ∈ N or n ∈ N + 1/2. However, in this paper, we only consider the case of
n ∈ N. The boundary conditions tk specify the singular behavior of the Higgs field,
and interpreted as coupling constants and masses of the four-dimensional theory. In
particular the mass parameter is encoded in t0. The boundary condition (5.10) implies
5Although this φ2 comes from the vev of some chiral operator in six dimensions, it is not a
scalar but a differential on C, due to the topological twist to realize N = 2 supersymmetry in four
dimensions.
6To be more precise, M is the space of five-dimensional BPS configurations which is invariant
under the three-dimensional Poincare transformations.
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that the meromorphic quadratic differential is expanded near z = 0 as
tr(ϕ2) = dz2
(
tr(t2n)
z2n+2
+
2 tr(tntn−1)
z2n+1
+ · · ·
)
. (5.11)
Note here that the coefficient of 1/zk+2 for n ≤ k ≤ 2n are completely fixed by the
boundary conditions {tk}, while those for k < n depend also on the regular terms in
(5.10). This is the same situation as (2.6) in the Liouville side and as (3.22) in the
matrix model side.
When the defects are regular, they generate hypermultiplets in four dimensions.
Each such defect is characterized by a single parameter t0 which is interpreted as the
mass parameter of the hypermultiplet. In particular, if the A1 Hitchin system on
C = P1 has only regular singularities, then the four-dimensional theory has a weak-
coupled description as a SU(2) superconformal linear quiver gauge theory, as in the
right picture of figure 1. The partition function of this gauge theory corresponds to a
regular conformal block of the Liouville theory, via the AGT relation.
Now, let us consider the colliding limit of the Liouville conformal block which we
have reviewed in section 2. In the Liouville side, it gives an irregular conformal block
satisfying the Ward identity of the form (2.6). Through the identification (5.6), we
find that such an irregular conformal block is realized by irregular singularities in the
Hitchin system on C. In particular, (n + 1) parameters α, c1, · · · , cn of the irregular
vector of rank n correspond to the boundary conditions t0, · · · , tn of the Higgs field
in the Hitchin system.7 Such irregular singularities in the Hitchin system are known
to give Argyres-Douglas theories as well as some asymptotically free N = 2 gauge
theories in four dimensions [32, 2, 33]. Then, it was pointed out [4, 3] that the irregular
conformal blocks of the Liouville theory should reproduce the partition function of the
Argyres-Douglas type theories.
Since we have already constructed matrix models which reproduce the irregular
conformal blocks of the Liouville theory, we can then provide the matrix model real-
ization of the partition functions of the Argyres-Douglas type theories. In the next
subsection we first review the Hitchin system which realizes the Argyres-Douglas the-
ories, and in subsection 5.4 we specify the matrix models for them.
5.3 Argyres-Douglas theories
The Argyres-Douglas type theories were originally discovered by taking the IR limit
at a special point on the Coulomb branch of N = 2 gauge theories [34, 35, 36, 37, 38].
7Since the Cartan subalgebra of s`(2,C) is (complex) one-dimensional, each tk is determined by
one complex parameter.
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At the point on the Coulomb branch, some mutually non-local BPS particles become
massless,8 which suggests the IR theory is superconformal [35]. Since the theories do
not have a Lagrangian description, it is not easy to perform a detailed study on them.
Recently, it was pointed out that the Hitchin system with irregular singularities
realize some of the Argyres-Douglas type theories [32, 4, 3, 33]. Below, we briefly
review the section 4 of [33] to describe how the A1 Hitchin system realizes some class
of Argyres-Douglas theories which will turn out to be related to our matrix models.
We first note that, in order for the Seiberg-Witten differential xdz to have scaling
dimension one, there is a constraint [x] + [z] = 1. Although the SU(2) superconformal
linear quivers realized by Hitchin system with regular singularities have [x] = 1 and
[z] = 0, the Argyres-Douglas theories have different scaling dimensions with [z] 6= 0.
Then the superconformal symmetry of the theories implies that there are at most two
singularities on the Riemann sphere C, that is, one at z = 0 and the other at z =∞
[33].
A2n−3 type Argyres-Douglas
Let us first consider the case with a single irregular singularity of degree n at z =∞
and no regular singularities. In this case, the meromorphic quadratic differential φ2(z)
is written as
tr(ϕ2) = z2n−2 + u2z2n−4 + u3z2n−5 + · · ·+ u2n−2, (5.12)
where we rescaled z, ϕ and shifted z so that the coefficients of z2n−2 and z2n−3 are 1
and 0, respectively.9 Here and in the rest of this paper, we omit dz2 in the right-hand
side. Then the curve x2 = tr(ϕ2) gives the Seiberg-Witten curve of the (A1, A2n−3)
type Argyres-Douglas theories in the notation of [40, 33]. In this paper, we just call
them A2n−3 type Argyres-Douglas theories.
The parameters uk stand for coupling constants and the vacuum expectation values
of the corresponding relevant operators of the Argyres-Douglas theories. In particular,
the superconformal point is given by uk = 0. The variables z and x has dimensions
[z] = 1/n, [x] = 1 − 1/n so that [x] + [z] = 1 and 2[x] = (2n − 2)[z]. This fixes the
scaling dimensions of uk as [uk] = k/n.
If n ∈ N, the dimension one parameter un is a mass deformation parameter of the
theory, while u2, · · · , un−1 of dimension less than one are coupling constants associated
8By “mutually non-local” charges, we denote electro-magnetic charges Γ1 and Γ2 whose Dirac-
Schwinger-Zwanziger product 〈Γ1,Γ2〉 is non-vanishing. See also [39] for a recent study on the Higgs
branch of the Argyres-Douglas type theories.
9In this rescaling, we keep the Seiberg-Witten differential xdz invariant. This is always possible if
n > 0.
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with some relevant operators. The remaining parameters un+1, · · · , u2n−2 are identified
with the vacuum expectation values of the relevant operators, which follows from
[uk]+[u2n−k] = 2. On the other hand, if n ∈ N+1/2 then there is no mass parameters.
The parameters u2, · · · , un−1/2 are now couplings of the theory, and un+1/2, · · · , u2n−2
are the vev of relevant operators. In this paper, we only consider n ∈ N cases.
D2n type Argyres-Douglas
Now, let us consider the Hitchin system with an irregular singularity of degree n at
z = 0 and a regular singularity at z = ∞. The meromorphic quadratic differential is
now given by
tr(ϕ2) =
1
z2n+2
+
u1
z2n+1
+ · · ·+ u2n−1
z3
+
m2
z2
, (5.13)
where we rescaled z, ϕ so that the coefficient of the first term is one. We have no
freedom to shift z because we now have two punctures on C. The curve x2 = tr(ϕ2) is
equivalent to the Seiberg-Witten curve of the (A1, D2n) type Argyres-Douglas theories
in the notation of [40, 33], which we just call D2n type Argyres-Douglas theories.
The scaling dimensions of z and x are now [z] = −1/n, [x] = 1+1/n, which implies
[uk] = k/n and [m] = 1. In addition to parameters u2, · · · , u2n−2 which have the
same interpretation as for the A2n−3 type theories, we now have u1, u2n−1 and m. The
condition [u1] + [u2n−1] = 2 implies that u1 is a coupling constant associated with a
relevant operator whose vev is given by u2n−1. The parameter m is an additional mass
deformation parameter associated to the regular defect at z =∞.
What is important here is that the regular puncture at z = ∞ is associated with
a SU(2) flavor symmetry. Then, we can perform “gauging” the diagonal SU(2) flavor
symmetry of D2n and D2m theories, by introducing an additional SU(2) vector multi-
plet. Such an operation is interpreted as cutting a hole at each regular puncture and
gluing them with a tube [31], which results in a Riemann sphere with two irregular
singularities at z = 0 and z = ∞. Since we introduced an additional vector multi-
plet, the resulting gauge theory is not conformal but asymptotically free. This type of
theories is called Â2m,2n theory in [41, 4].
Â2m,2n theories
Let us briefly review the Seiberg-Witten curve of the Â2m,2n theory, following [4].
Suppose we have an irregular singularities of degree m and n at z = 0 and z = ∞,
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respectively. Then the meromorphic quadratic differential is now written as
tr(ϕ2) =
Λ2
z2m+2
+
u1
z2m+1
+ · · ·+ u2m−1
z3
+
u
z2
+
u˜2n−1
z
+ · · ·+ u˜1z2n−3 + Λ2z2n−2,
(5.14)
where we rescaled z, ϕ so that the coefficients of 1/z2m+2 and z2n−2 are the same. The
Seiberg-Witten curve of the theory is given by x2 = tr(ϕ2). From our construction,
u1, · · · , u2m−1 are parameters of the D2m theory while u˜1, · · · , u˜2n−1 are those of the
D2n theory. The additional parameters Λ and u are the dynamical scale and the
Coulomb branch parameter for the additional vector multiplet.
Theories involving AD theories as building blocks
By generalizing the above argument, we can consider the gauge theories associated with
the A1 Hitchin system with many regular and irregular singularities on C = P1. Then,
the quadratic differential has the following singular behavior near each singularity, say
at z = zk:
tr(ϕ2) =
u
(k)
0
(z − zk)2mk+2 +
u
(k)
1
(z − zk)2mk+1 + · · ·+
u
(k)
2mk
(z − zk)2 + · · · , (5.15)
where u
(k)
0 denotes the dynamical scale. The parameter u
(k)
0 , u
(k)
1 , · · · , u(k)mk are fixed
by the boundary conditions of the Higgs field ϕ at the puncture. The corresponding
four-dimensional gauge theory is generically not conformal. The Seiberg-Witten curve
of the theory is given by x2 = tr(ϕ2). The complex structure moduli space of the punc-
tured Riemann sphere is identified with the space of marginal gauge couplings.10 These
gauge theories are called “wild quiver gauge theories” in [4], and can be constructed
from SU(2) vector multiplets, bifundamental and fundamental hypermultiplets, and
D2n type Argyres-Douglas theories. For example, if there are three irregular singulari-
ties and two regular singularities on C = P1, then the resulting four-dimensional theory
is described by a quiver diagram depicted in figure 2, in an appropriate weak-coupling
regime of marginal couplings.
The dimension of the Coulomb branch of the resulting four-dimensional gauge
theory is given by [4]
− 3 + `+ 2i+
i∑
k=1
[
2mk − 1
2
]
, (5.16)
10Note that generically not all the gauge couplings are exactly marginal.
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Figure 2: Left: A Hitchin system on C = P1 with two regular and three irregular
singularities. Right: A quiver diagram for the gauge theories associated with the
Hitchin system. We here take an appropriate weak coupling limit of the marginal
gauge couplings.
where ` and i are the numbers of regular and irregular punctures, respectively. When
all mk are integers, this reduces to
− 3 + (`+ i) +
i∑
k=1
mk. (5.17)
5.4 Matrix models for AD-theories
We now specify matrix models which realize the above mentioned gauge theories,
following the conjecture that the Liouville irregular conformal blocks should reproduce
the partition functions of the Argyres-Douglas type theories. Since our matrix models
are associated with irregular vectors of integer ranks, we here only consider the Hitchin
system with irregular singularities of integer degrees.
In particular, we explicitly write down the matrix model potentials for the A2n−3,
D2n Argyres-Douglas theories and Â2m,2n theories for m,n ∈ N. In this section,
we only consider the case of m,n ∈ N. We will briefly comment on the other cases
m,n ∈ N+1/2 in section 6. In the matrix model side, the spectral curve coincides with
the Seiberg-Witten curve of the gauge theories. The coupling constants of Argyres-
Douglas theories are encoded in the matrix model potentials, while the vev of the
relevant operators are encoded in the eigenvalue distributions of the matrix models.
The partition function of the matrix models are conjectured to give the Nekrasov
partition functions of the corresponding gauge theories.
Matrix models for A2n−3 AD-theories
The A2n−3 Argyres-Douglas theory is realized by the A1 Hitchin system with one
irregular singularity at z = ∞. Such a Hitchin system is related to the one point
function of an irregular vertex operator of the Liouville theory. We here only consider
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the case n ∈ N. In the matrix model side, the corresponding potential is given by
1
~
V (z) = −
n∑
k=1
ckz
k
k
, (5.18)
By rescaling and shifting the eigenvalues λI , we can set cn = 1 and cn−1 = 0. Such a
rescaling just gives some constant multiplication to the partition function. With the
potential (5.18), we have
f(z) ≡ 4g
√
β
〈∑
I
V ′(z)− V ′(λI)
z − λI
〉
=
n−2∑
k=0
dkz
k, (5.19)
with
dk = −2~2b
N∑
I=1
〈
n−2∑
`=k
c`+2λ
`−k
I
〉
. (5.20)
Then, the spectral curve of the matrix model x2 = V ′(z)2 + f(z) is exactly the same
form as (5.12). In particular, the coefficients u2, · · · , un−1 in (5.12) is completely
determined by the (n − 2) coupling constants in the potential (5.18).11 The mass
deformation parameter un of the AD theory is determined by
dn−2 = −2~2bN. (5.21)
On the other hand, the other coefficients un, un+1, · · · , u2n−2 depend on d2, · · · , dn−1.
In fact, these (n−2) quantities are determined by (n−2) filling fractions of the matrix
model. The matrix model originally have N eigenvalues, and they are distributed along
the cuts of the spectral curve. Now, the matrix model has (n− 1) cuts, and therefore
we have (n− 2) independent filling fractions:
g
√
βNk =
1
2pii
∮
Ak
W (z)dz, (5.22)
where Ak is a cycle encircling the k-th cut and we have a constraint
∑n−1
k=1 Nk = N .
Then, fixing all the filling fractions determines {dk}.
Thus, we have found that the couplings and mass parameter of the AD theory is
encoded in the couplings and the matrix size N of the matrix model. Since the matrix
size N is related to the Liouville momenta α∞ through α∞+bN = Q, this is consistent
with the fact that the mass deformation parameter of the AD theory comes from t0 in
(5.10) in the Hitchin system. We have also found that the vacuum expectation values
of the relevant operators in the AD theory are now encoded in the filling fractions of
the matrix model.
11Recall that we are now setting cn = 1 and cn−1 = 0.
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We here briefly note that (5.18) is consistent with the original argument in [42].
In fact, the A2n−3 type Argyres-Douglas theories can be geometrically engineered by
type IIB string theory on a Calabi-Yau singularity
uv + x2 + z2n−2 = 0, (5.23)
which has the matrix model realization with the potential V (z) = zn/n. Including the
relevant deformations of the gauge theory now corresponds to deforming the potential
as (5.18). In this paper, we instead derive (5.18) through the scaling limit of the
Penner type matrix models which has a direct connection to the Nekrasov partition
function of SU(2) superconformal linear quivers.
Matrix models for D2n AD-theories
We now turn to the D2n type Argyres-Douglas theories. The corresponding Hitchin
system has an irregular singularity of degree n at z = 0 and a regular singularity at
z = ∞. In the Liouville side, this setup corresponds to considering an inner product
〈R1|I(n)〉. We again concentrate on the case of n ∈ N. Then, the corresponding matrix
model has the potential (3.18), where we set cn = 1 by rescaling the eigenvalues λI .
Then the quantity f(z) is now written as
f(z) =
n−1∑
k=0
dk
zk+2
, (5.24)
with dk = −~2vk(logZM) in the notation of (3.19). The term proportional to 1/z
vanishes due to the symmetry 〈∑I V ′(λI)〉 = 0.
The spectral curve of the matrix model x2 = V ′(z)2 +f(z) is now of the same form
as (5.13). The couplings u1, · · · , un−1 and mass parameter un of the AD theory are
completely fixed by n coupling constants in the matrix model potential (3.18).12 The
mass parameter m2 associated with the regular singularity is now determined by d0.
In fact, this d0 is fixed by the matrix size N . To see this, we recall the loop equation
g2W (z, z) +W (z)2 +
~Q
2
W ′(z) + V ′(z)W (z)− f(z)
4
= 0. (5.25)
Since W (z) = ~bN/(2z) +O(z−2), W (z, z) = O(z−4), V ′(z) = ~α/z +O(z−2) around
infinity, we obtain
d0 = ~2(b2N2 −QbN + 2αbN) (5.26)
without any approximations. Thus, the mass parameter m2 in (5.13) is encoded in
N in the matrix model. Since N is related to α∞ through α + α∞ + bN = Q, this
12Recall that we are now setting cn = 1.
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is consistent with the fact that m2 in (5.13) comes from the simple pole of the Higgs
field in (5.10).
On the other hand, the vacuum expectation values of the relevant operators un+1, · · · , u2n−1
are determined by the remaining dk for k = 1, · · · , n − 1. The (n − 1) quantities are
determined by (n− 1) filling fractions of the matrix model. In fact, since the spectral
curve is of the form
x2 =
P2n(z)
z2n+2
(5.27)
with some 2n-th order polynomial P2n(z), the matrix model has now n cuts. Therefore,
there are (n− 1) independent filling fractions
g
√
βNk =
1
2pii
∮
Ak
W (z)dz. (5.28)
Thus, we have again found that the couplings and mass parameter of the AD theory
is encoded in the couplings and the matrix size N of the matrix model, while the vev
of the relevant operators in the AD theory are encoded in the filling fractions of the
matrix model.
Matrix models for Â2m,2n theories
The Â2m,2n theory is associated to the Hitchin system with two irregular singularities
of degree m and n at z = 0 and z = ∞, respectively. We here assume m,n ∈ N
and m,n ≥ 2. In the Liouville side, the partition function of this gauge theory is
expected to give an inner product 〈I(m)|I(n)〉.13 The corresponding matrix model has
the potential (3.27), where we set c
(0)
m = c
(∞)
n = Λ by rescaling eigenvalues λI . Then
the quantity f(z) is now written as
f(z) =
m−1∑
k=−n
dk
zk+2
, (5.29)
where
dk = −2~2b
N∑
I
〈
m∑
`=k+1
c
(0)
`
λ`−kI
〉
for − 1 ≤ k ≤ m− 1, (5.30)
dk = −2~2b
N∑
I=1
〈
n∑
`=|k|
c
(∞)
` λ
`+k
I
〉
for − n ≤ k ≤ −2. (5.31)
13Note here that the Â2,2 theory is the SU(2) gauge theory with two flavors, and the matrix model
realization for this theory was studied in [11].
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The spectral curve of the matrix model x2 = V ′(z)2 + f(z) is then exactly of
the same form as (5.14). The couplings and mass parameters u1, · · · , um of the D2m
theory are completely fixed by the couplings α(0), c
(0)
1 , · · · , c(0)m−1 of the matrix model,
while the couplings u˜1, · · · , u˜n−1 of the D2n theory are fixed by c(∞)1 , · · · , c(∞)n−1 in the
potential (3.27). The mass deformation parameter u˜n of the D2n theory is encoded in
d−n = −2~2ΛbN , that is, the matrix size N . The vev of the relevant operators in the
D2m and D2n theories are respectively encoded in d1, · · · , dm−1 and d−1, · · · , d−n+1,
while the Coulomb moduli u for the additional vector multiplet is determined by d0.
These (n+m− 1) moduli parameters are fixed by (n+m− 1) filling fractions of the
matrix model. In fact, since the spectral curve is written in the form
x2 =
P2m+2n(z)
z2m−2
(5.32)
with some (2m+ 2n)-th order polynomial P2m+2n(z), the matrix model has now (m+
n− 1) independent filling fractions:
g
√
βNk =
1
2pii
∮
Ak
W (z)dz. (5.33)
Matrix models for wild quivers
When we consider an A1-Hitchin system with many regular and irregular singularities,
the four-dimensional gauge theory is generically an asymptotically free theory involving
Argyres-Douglas theories as building blocks. The Seiberg-Witten curve of the gauge
theory is written in the form (5.15). The corresponding matrix model which gives a
general irregular conformal block is described by the potential
1
~
V (z) =
r∑
k=1
(
α(k) log(z − zk)−
mk∑
j=1
c
(k)
j
j(z − zk)j
)
−
m∞∑
k=1
c
(∞)
k z
k
k
, (5.34)
where we assume c
(k)
mk 6= 0 if mk > 0. The singularity at z = zk is regular if mk = 0
while it is irregular if mk > 0. Note here that we always have a (regular or irregular)
singularity at z =∞ unless the size of the matrix N vanishes.14
The spectral curve x2 = V ′(z)2 +f(z) of this matrix model is generally of the form
x2 =
Pd(z)∏r
k=1(z − zk)2mk+2
, (5.35)
where d = 2r+
∑r
k=1 2mk + 2m∞ − 2 and Pd(z) is a d-th order polynomial of z. This
is easily shown when m∞ > 0. If m∞ = 0, we can see this as follows. First we note
14This is due to the fact that the resolvent is generally expanded around z = ∞ as W (z) =
~bN/(2z) +O(z−2).
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that
1
~2
V ′(z)2 =
(
r∑
k=1
c
(k)
mk
(z − zk)mk+1 +
c
(k)
mk−1
(z − zk)mk + · · ·+
α(k)
z − zk
)2
,
f(z) =
r∑
k=1
(
d
(k)
mk−1
(z − zk)mk+1 +
d
(k)
mk−2
(z − zk)mk + · · ·+
d
(k)
−1
(z − zk)
)
, (5.36)
for some coefficients d
(k)
j . Then, one might think that the spectral curve x
2 = V ′(z)2 +
f(z) is of the form
x2 =
Pd+1(z)∏r
k=1(z − zk)2mk+2
, (5.37)
where Pd+1(z) is a (2r +
∑r
k=1 2mk − 1)-th order polynomial of z. However, the
coefficient of zd+1 in the numerator of (5.37) is
r∑
k=1
d
(k)
−1, (5.38)
which turns out to vanish. In fact, this quantity is the residue of f(z) at infinity and
equivalent to
− 2~b
〈
N∑
I=1
V ′(λI)
〉
= 0 (5.39)
when m∞ = 0. Thus, the spectral curve is of the form (5.35) rather than (5.37) even
when m∞ = 0. This fact implies that the number of independent filling fractions of
the matrix model is always
d
2
− 1 = −3 + (r + 1) +
r∑
k=1
mk +m∞. (5.40)
Since (r+1) is the total number of (regular and irregular) singularities,15 this is exactly
the same as the dimension of the Coulomb branch of the corresponding gauge theory
(5.17).
Partition functions of matrix models and gauge theories
We have seen that our matrix models for irregular conformal blocks correctly reproduce
the Seiberg-Witten curves of some Argyres-Douglas theories and wild quiver gauge
theories. Recalling that the partition functions of the Penner type matrix models are
15Note that we always have a (regular or irregular) singularity at infinity.
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conjectured to reproduce the Nekrasov partition functions of the SU(2) linear quivers,
we now conjecture that the partition functions of our matrix models reproduce the
Nekrasov partition functions of the corresponding A2n−3, D2n-type Argyres-Douglas
theories and wild quiver gauge theories. The parameters are identified as (5.3) and
α(0) =
m0
~
+
Q
2
, α(∞) =
m∞
~
+
Q
2
, α(k) =
mk
~
, (5.41)
where m0,m∞,mk stand for some mass parameters of the gauge theory. The Coulomb
branch parameters are identified as
ak =
1
pii
∮
Ak
W (z)dz +
~Q
2
, (aD)k =
1
pii
∮
Bk
W (z)dz +
~Q
2
, (5.42)
where we take the 1-cycles of the spectral curve so that their intersections are given
by
〈Aj,Bk〉 = δjk, 〈Aj,Ak〉 = 〈Bj,Bk〉 = 0. (5.43)
In the genus expansion of our matrix model
logZM =
∞∑
n=0
Fn(i~)n−2, (5.44)
the leading term F0 should particularly give the prepotential of the corresponding
gauge theory. In fact, from the general property of the matrix model, it follows that
F0 satisfies the special geometry relation:
∂F0
∂ak
= (aD)k, (5.45)
which is necessary in the gauge theory side. Thanks to this relations, F0 is determined
by the spectral curve x2 = φ2(z) and the meromorphic one-form xdz = (2W0 + V
′)dz.
Since we have already checked that the spectral curve of our matrix models coincides
with the Seiberg-Witten curve of the corresponding gauge theories, at least we can see
that F0 correctly describes the IR physics of the corresponding gauge theories. It is
worth studying the higher order terms of (5.44) further.
6 Summary and discussions
In this paper, we have constructed matrix models which reproduce the irregular con-
formal blocks of the Liouville theory on sphere. We have studied the matrix side of
the colliding limit of the Liouville vertex operators, and pointed out that if the ma-
trix model potential is written as a sum of logarithmic and/or rational functions then
37
its partition function reproduces a conformal block with insertions of regular and/or
irregular states of the Liouville theory on sphere. In section 4, we have particularly
studied the D2n-type matrix model in detail, and show that the partition function of
the matrix model correctly reproduces the inner product of a regular and an irregular
states. We have also shown that our matrix models generally reproduce the small c2
behavior of the irregular state |I(2)(c1, c2;α)〉 proposed in [3]. In section 5, we have also
discussed the relation between our matrix models and the Argyres-Douglas theories
in four dimensions. We have shown that our matrix models correctly reproduce the
Seiberg-Witten curves of the corresponding gauge theories.
We should here mention that we have not studied irregular singularities of half-
integer degree in this paper. Especially, we have not studied matrix models for A2n
or D2n+1-type Argyres-Douglas theory. In fact, these theories cannot be realized by
logarithmic or rational potentials of the matrix model. For example, the Seiberg-
Witten curve of the A2n Argyres-Douglas theory is of the form
x2 = z2n+1 + u2z
2n−1 + · · ·+ u2n+1, (6.1)
and if this is realized as the (planar) spectral curve of the matrix model x2 = V ′(z)2 +
f(z) then it seems likely that the potential V (z) should have a square-root term zn+1/2.
However, it is not straightforward to generalize our argument to such a square-root
potential. This complication comes from a different singular behavior near the irregular
singularity of half-integer degree, which needs to be studied further. Note also that
the colliding limits of Liouville vertex operators have not yet been well-established for
irregular singularities of half-integer degrees.
For future works, it would be interesting to study the higher orders of the c2-
expansion (2.10) in the matrix model side, which will lead to a matrix model expression
of an inner product 〈G|I(n)2k 〉 with a generalized descendant |I(n)2k 〉, and to extend the
method to the half-integer rank case.
The application of our matrix models to the quantization problem of Hitchin system
is also an interesting future problem. In [43], the Penner type matrix models were used
to quantize the Hitchin system with regular singularities. Since our matrix models can
take into account irregular singularities in the Hitchin system, it would be interesting
to generalize the argument in [43] by using our matrix models.
It is also worth studying the generalization to the higher rank of gauge groups.
As pointed out in [5], the higher rank gauge groups correspond to the β-ensemble of
multi matrix models. By generalizing our argument to the multi matrix models, we
can construct matrix models for An Hitchin system with irregular singularities. Such a
generalization will give a matrix model realization of (An, Am)-type Argyres-Douglas
theories in the notation of [40].
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