Abstract. The problem of assessing the incidence of the x errors on the fitting parameters and their uncertainties in straight-line fittings is addressed. The case in which the x and y errors are proportional to each other is studied in detail. Limits for the maximum expected variation of the fitting values due to the inclusion of the x errors are given in terms of the standard fitting results, namely those obtained disregarding the x errors. Closed expressions for the parameters' values and their uncertainties are also given in terms of the standard fitting results. The main inaccuracies of the standard fitting are investigated analytically. The general case of point-dependent errors is also briefly discussed.
Introduction
The least-squares method for straight-line fittings is commonly used in many areas of experimental research. Errors in only one coordinate, usually the y axis, are considered in the standard version of the method. This allows analytical expressions of the fitting parameters to be obtained in terms of the measured data and their uncertainties. Although general formalisms considering errors in both coordinates have been known from a long time ago (York 1966 , Williamson 1968 , only the results of the standard version seem to be at the core of the majority of the current, easily available, methods for curve fitting. The fact that the formalism considering errors in both coordinates calls for numerical methods to search for the fitting parameters should be acknowledged as a drawback to its use and availability.
It being true that the general formalism requires computational efforts not needed for the standard method, the question of the real necessity of considering errors in both coordinates comes out naturally. Admittedly, there are many situations in which the answer is immediate; for instance when comparable values and uncertainties are obtained both for the x and for the y measurements. Nevertheless, in many other situations one cannot receive a clear, immediate, answer. This is the case, for example, when the averaged representative relative x error is, say, a tenth of that corresponding to the y coordinate. In cases like this, one could genuinely inquire what happens if, on the basis of the advantageous simplicity of the standard formalism, the x errors are discarded. More generally, one could be interested in knowing when the x errors make a significant difference. Despite the practical interest of questions of this kind, the extensive literature on straightline fittings with errors in both coordinates has not discussed this matter yet, the exceptions being numerical examples discussed by several authors to illustrate the importance of considering both errors. However, since those are examples, they do not provide an answer general enough for it to be applied to other particular cases. For a survey of related papers see Macdonald and Thompson (1992) and references therein. The reader interested in the numerical solution of the general problem can also see Boggs et al (1987) , Gill et al (1981) , Forbes (1993) and Press et al (1992) . In these references, optimization methods specially suited to finding the fitting parameters of linear as well as non-linear models are discussed in detail.
Although in our opinion there are no doubts about the convenience of making the due efforts to include both the y and x errors in every circumstance, we think it useful to know when the x errors are most relevant and to assess quantitatively some of the general consequences of having to ignore them. In this spirit, the aim of the current paper is to discuss the influence of the x errors on the fitting parameters of a straight line and on their uncertainties.
As a way to circumvent the fact that the problem has no analytical solution in the general case, closed expressions for the parameters' variances, which are valid for important special cases of experimental interest and which are not yet to be found in the literature, will be derived first. Then they will be used to obtain a comparison relation which, using only the standard fitting results, allows the user to state whether the inclusion of the x errors will significantly affect the results of the standard fitting. Some general consequences of ignoring the x errors will be emphasized and the extension of the obtained results to the general case will be briefly discussed.
A statement of the problem
When only uncertainties in the measurement of y, y i , are considered, the least-squares fitting to the straight line y = a + bx requires the minimization of (Bevington 1969 )
where (x i , y i ), 1 ≤ i ≤ n is the set of data and the subscript 'std ' refers to the standard method. This problem has the well-known solutions
where
The parameters' uncertainties coming from the y errors are given by
If errors in both coordinates are considered, the effective variance method (Barker and Diana 1974) states that the expression
has to be minimized to obtain the fitting parameters a and b, x i being the uncertainty in the measurement of x i . In the general case of point-dependent errors x i and y i , minimization of expression (3) cannot be attained analytically, essentially because of the occurrence of b in the denominators. However, a step further can be done analytically whenever the x and y uncertainties are proportional to each other,
In these cases, expression (3) can be rewritten as
Minimization of (4) as a function of a and b leads to a quadratic expression for b, whose roots, expressed in terms of the commonly known quantities, b * and the square of the standard linear correlation coefficient, r 2 , are
.
By analysing the sign of the expression ∂ 2 χ 2 /∂b 2 as a function of b, it can be shown that b + always minimizes χ 2 and, hence, that it is the fitting slope. In what follows, only b + will be considered and the '+' subscript will be dropped for brevity. Once the slope b is obtained, it is possible to evaluate the parameter a by means of
Changes due to the inclusion of x errors
Using the method described by Moreno and Bruzzone (1993) the variances in a and b can be found after some algebra. For the particular case of proportional errors the following expressions are found:
It can be verified that expressions (1) and (2) are recovered when d = 0, which corresponds to the case of errors in the y coordinate only. Moreover, as limiting cases it can be seen that b tends to b * and a tends to a * whenever r 2 tends to 1, which can be expected for the case of highly correlated data. However, the variances σ 
It can also be seen that the relevance of the x errors depends not only on d, but also on b * d, which can be seen in advance from expression (4). This means that the slope b * has to be considered to state the importance of the x errors. In fact, the greater the slope, the more relevance the x errors will have. This substantiates the criterion to assess the relevance of the x errors stated by Bevington (1969) . Note 
meaning that a * either underestimates or overestimates a depending on the signs of the slope and the weighted average of x, namely x = S x /S. Inspection of the expressions obtained for a and σ a shows that the quotients a/a * and σ a /σ a * depend not only on b * d and r 2 but also on S and S x , so that they cannot be analysed with the same degree of generality as was done for the slope, because one requires the specification of the particular data set of each problem. Nevertheless, from both (10) and the results already obtained for the slope, one gets |a − a * | ≤ |b * x |(r −2 − 1) which sets a limit for the difference between a and a * in terms of standard quantities. This expression shows that the inclusion of the x errors have less relevance for determining the intercept, in cases of highly correlated data and/or when small values of b * x are attained. The question arises whether the x errors make a difference on the evaluated parameters values. For this purpose, in the case of the slope we examine under what conditions the relationship
holds. Using the expressions given above for b, b * , σ b and σ b * , we get the equivalent condition Figure 3 shows g as a function of b * d for the same values of r 2 as before. It can be seen that the g curves reach maximum values of ≈0.1 for r 2 = 0.6 down to ≈0.02 for r 2 = 0.9 for b * d in the range 1-2. The fact that g adopts these small values is not enough to ensure that the inclusion of the x errors will make no difference. This is because g is being multiplied by |b * |/σ b * , the inverse of 
which shows that the inverse of the relative uncertainty of b * is of the order of the measured range of the y variable, in units of its mean uncertainty, times the square root of n. If the data points are highly correlated, such that r 2 = 1−ε, ε 1, the function g can be expanded in terms of ε and condition (11), together with equation (12) yields
and there is no a priori reason to expect that this condition will not hold, particularly for measurements with high relative precision of the y variable, covering a range of over one order of magnitude with a large number of data points. An equivalent study of when significant differences arise through the inclusion of x errors in the intercept cannot be done, because of the already mentioned dependence on S and S x . However, using the pertinent formulae given in this work, such a study can be done numerically for any specific problem.
The analytical results discussed above are limited to data sets with proportional uncertainties. In general, 
Final remarks
The obtained results depend on b * d rather than on d alone, expressing that the relevance of the x errors to the parameters' determination depends also on the slope. Although this fact can be easily predicted from the expression of χ 2 (equation (3)), the relationship expressed in (11) allows the user to state quantitatively whether the inclusion of the x errors will significantly modify the slope value in any particular case in which the x and y errors are proportional to each other. The same can be done numerically for the intercept, by using the formulae given in this work.
Also under the assumption of errors being proportional, it was shown how to get the fitting parameters and their uncertainties using only the results of the standard fitting. This allows the user who has already got the standard values to update the results to include the x errors by evaluating the simple expressions (5)-(9). The plots given in the current paper can be used to estimate quickly the change the inclusion of the x errors will produce in the fitting slope and in its uncertainty. The obtained limits for the slope can also be used to assess the maximum expected change in its value due to the x errors. The corresponding changes in the intercept can then be evaluated. When point-dependent errors are present, numerical methods of finding the fitting parameters and their uncertainties are required. In these cases, however, the expected changes in their respective values can be approximately estimated by considering the largest b * d i value in the data set.
