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In this article, we implement relatively new analytical techniques, the variational iteration method and the Adomian
decomposition method, for solving nonlinear partial diﬀerential equations of fractional order. The fractional derivatives
are described in the Caputo sense. The two methods in applied mathematics can be used as alternative methods for obtain-
ing analytic and approximate solutions for diﬀerent types of fractional diﬀerential equations. In these schemes, the solution
takes the form of a convergent series with easily computable components. Numerical results show that the two approaches
are easy to implement and accurate when applied to partial diﬀerential equations of fractional order.
 2006 Elsevier Inc. All rights reserved.
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Ordinary and partial diﬀerential equations of fractional order have been the focus of many studies due to
their frequent appearance in various applications in ﬂuid mechanics, viscoelasticity, biology, physics and engi-
neering. Consequently, considerable attention has been given to the solutions of fractional ordinary diﬀeren-
tial equations, integral equations and fractional partial diﬀerential equations of physical interest [1–15]. Most
nonlinear fractional diﬀerential equations do not have exact analytic solutions, so approximation and numer-
ical techniques (see [11–19]) must be used. The variational iteration method [12,14,19–28] and the Adomian
decomposition method [29–32] are relatively new approaches to provide an analytical approximation to linear
and nonlinear problems, and they are particularly valuable as tools for scientists and applied mathematicians,
because they provide immediate and visible symbolic terms of analytic solutions, as well as numerical approx-
imate solutions to both linear and nonlinear diﬀerential equations without linearization or discretization.0307-904X/$ - see front matter  2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.apm.2006.10.025
* Corresponding author.
E-mail addresses: odibat@bau.edu.jo (Z. Odibat), shahermm@yahoo.com (S. Momani).
1 On leave from Department of Mathematics, Mutah University, Jordan.
Z. Odibat, S. Momani / Applied Mathematical Modelling 32 (2008) 28–39 29The decomposition method has been used to obtain approximate solutions of a large class of linear or non-
linear diﬀerential equations [29,30]. Recently, the application of the method is extended for fractional diﬀer-
ential equations [11–15,18]. The variational iteration method, which proposed by He [20–28], was successfully
applied to autonomous ordinary and partial diﬀerential equations and other ﬁelds. Ji-Huan He [23] was the
ﬁrst to apply the variational iteration method to fractional diﬀerential equations. Recently Odibat and
Momani [12] implemented the variational iteration method to solve nonlinear ordinary diﬀerential equations
of fractional order.
The objective of the present paper is to extend the application of the variational iteration method to provide
approximate solutions for initial value problems of nonlinear partial diﬀerential equations of fractional order
and to make comparison with that obtained by Adomian decomposition method.
2. Deﬁnitions
For the concept of fractional derivative we will adopt Caputo’s deﬁnition which is a modiﬁcation of the
Riemann–Liouville deﬁnition and has the advantage of dealing properly with initial value problems in which
the initial conditions are given in terms of the ﬁeld variables and their integer order which is the case in most
physical processes.
Deﬁnition 2.1. A real function f(x), x > 0, is said to be in the space Cl, l 2 R if there exists a real number
p(>l), such that f(x) = xpf1(x), where f1(x) 2 C[0,1), and it is said to be in the space Cml iff f (m) 2 Cl, m 2 N.Deﬁnition 2.2. The Riemann–Liouville fractional integral operator of order aP 0, of a function f 2 Cl,
lP 1, is deﬁned asJ af ðxÞ ¼ 1
CðaÞ
Z x
0
ðx tÞa1f ðtÞdt; a > 0; x > 0
J 0f ðxÞ ¼ f ðxÞ:
ð2:1ÞProperties of the operator Ja can be found in [1,7,8], we mention only the following:
For f 2 Cl, lP 1, a, bP 0 and c > 1:
1. JaJbf(x) = Ja+bf(x),
2. JaJbf(x) = JbJaf(x),
3. J axc ¼ Cðcþ1ÞCðaþcþ1Þ xaþc:
The Riemann–Liouville derivative has certain disadvantages when trying to model real-world phenomena
with fractional diﬀerential equations. Therefore, we shall introduce a modiﬁed fractional diﬀerential operator
Da proposed by Caputo in his work on the theory of viscoelasticity [2].
Deﬁnition 2.3. The fractional derivative of f(x) in the Caputo sense is deﬁned asDaf ðxÞ ¼ JmaDmf ðxÞ ¼
1
Cðm aÞ
Z x
0
ðx tÞma1f ðmÞðtÞdt; ð2:2Þfor m 1 < a 6 m; m 2 N; x > 0, f 2 Cm1.
Also, we need here two of its basic properties.
Lemma 2.1. If m  1 < a 6 m, m 2 N and f 2 Cml , lP 1, thenDaJ
af ðxÞ ¼ f ðxÞ ð2:3Þ
J aDaf ðxÞ ¼ f ðxÞ 
Xm1
k¼0
f ðkÞð0þÞ x
k
k!
; x > 0: ð2:4Þ
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The principles of the variational iteration method and its applicability for various kinds of diﬀerential equa-
tions are given in [12,20–28,33–35]. We consider the following time-fractional partial diﬀerential equationDatuðx; tÞ ¼ f ðu; ux; uxxÞ þ gðx; tÞ; m 1 < a 6 m; ð3:1Þ
where Dat ¼ o
a
ota is the Caputo fractional derivative of order a, m 2 N, f is a nonlinear function and g is the
source function. The initial and boundary conditions associated with (3.1) are of the fromuðx; 0Þ ¼ hðxÞ; 0 < a 6 1;
uðx; tÞ ! 0 as jxj ! 1; t > 0; ð3:2Þanduðx; 0Þ ¼ hðxÞ; ouðx; 0Þ
ot
¼ kðxÞ; 1 < a 6 2;
uðx; tÞ ! 0 as jxj ! 1; t > 0:
ð3:3ÞThe correction functional for Eq. (3.1) can be approximately expressed as follows:ukþ1ðx; tÞ ¼ ukðx; tÞ þ
Z t
0
kðnÞ o
m
onm
ukðx; nÞ  f ~uk; ð~ukÞx; ð~ukÞxx
  gðx; nÞ dn; ð3:4Þ
where k is a general Lagrange multiplier [36], which can be identiﬁed optimally via variational theory [21,26–
28,36], here ð~ukÞ, ð~ukÞx, ð~ukÞxx are considered as restricted variations, i.e., d~un = 0. Making the above functional
stationary,dukþ1ðx; tÞ ¼ dukðx; tÞ þ d
Z t
0
kðnÞ o
m
onm
ukðx; nÞ  gðx; nÞ
 
dn; ð3:5Þyields the following Lagrange multipliersk ¼ 1; for m ¼ 1
k ¼ n t; for m ¼ 2:Therefore, for m = 1, we obtain the following iteration formula:ukþ1ðx; tÞ ¼ ukðx; tÞ 
Z t
0
oa
ona
ukðx; nÞ  f uk; ðukÞx; ðukÞxx
  gðx; nÞ dn: ð3:6Þ
In this case, we begin with the initial approximationu0ðx; tÞ ¼ hðxÞ: ð3:7Þ
For m = 2, we obtain the following iteration formula:ukþ1ðx; tÞ ¼ ukðx; tÞ þ
Z t
0
ðn tÞ o
a
ona
ukðx; nÞ  f uk; ðukÞx; ðukÞxx
  gðx; nÞ dn: ð3:8Þ
In this case, we begin with the initial approximationu0ðx; tÞ ¼ hðxÞ þ tkðxÞ: ð3:9Þ
The correction functional (3.4) will give several approximations, and therefore the exact solution is
obtained asuðx; tÞ ¼ lim
k!1
ukðx; tÞ: ð3:10Þ
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The decomposition method requires that the nonlinear fractional diﬀerential Eq. (3.1) be expressed in terms
of operator from asDatuðx; tÞ þ Luðx; tÞ þ Nuðx; tÞ ¼ gðx; tÞ; x > 0; ð4:1Þ
where L is a linear operator which might include other fractional derivatives of order less than a, N is a non-
linear operator which also might include other fractional derivatives of order less than a, g(x, t) and Dat are
deﬁned as in Eq. (3.1).
Applying the operator Ja, the inverse of the operator Dat, to both sides of Eq. (4.1) yieldsuðx; tÞ ¼
Xm1
k¼0
oku
otk
ðx; 0þÞ t
k
k!
þ J agðx; tÞ  J a½Luðx; tÞ þ Nuðx; tÞ: ð4:2ÞThe Adomian decomposition method [29–32] suggests the solution u(x, t) be decomposed into the inﬁnite
series of componentsuðx; tÞ ¼
X1
n¼0
unðx; tÞ; ð4:3Þand the nonlinear function in Eq. (4.2) is decomposed as follows:Nu ¼
X1
n¼0
An; ð4:4Þwhere An are so-called the Adomian polynomials.
Substitution the decomposition series (4.3) and (4.4) into both sides of (4.2) givesX1
n¼0
unðx; tÞ ¼
Xm1
k¼0
oku
otk
ðx; 0þÞ t
k
k!
þ J agðx; tÞ  J a L
X1
n¼0
unðx; tÞ
 !
þ
X1
n¼0
An
" #
: ð4:5ÞFrom this equation, the iterates are determined by the following recursive wayu0ðx; tÞ ¼
Xm1
k¼0
oku
otk
ðx; 0þÞ t
k
k!
þ J agðx; tÞ;
u1ðx; tÞ ¼ J aðLu0 þ A0Þ;
u2ðx; tÞ ¼ J aðLu1 þ A1Þ;
..
.
unþ1ðxÞ ¼ J a Lun þ Anð Þ:
ð4:6ÞThe Adomian polynomial An can be calculated for all forms of nonlinearity according to speciﬁc algorithms
constructed by Adomian [31]. The general form of formula for An Adomian polynomials isAn ¼ 1n!
dn
dkn
N
Xn
k¼0
kkuk
 !" #
k¼0
: ð4:7ÞThis formula is easy to compute by using Mathematica software or by writing a computer code to get as
many polynomials as we need in the calculation of the numerical as well as explicit solutions.
Finally, we approximate the solution u(x,t) by the truncated series/N ðx; tÞ ¼
XN1
n¼0
unðx; tÞ and lim
N!1
/N ðx; tÞ ¼ uðx; tÞ: ð4:8Þ
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series solutions generally converge very rapidly. The convergence of the decomposition series has been inves-
tigated in [37–39]. They obtained some results about the speed of convergence of this method. In recent work
of Abbaoui and Cherruault [39] have proposed a new approach of convergence of the decomposition series.
The authors have given a new condition for obtaining convergence of the decomposition series to the classical
presentation of the ADM in [39].
5. Numerical experiments
In this section we shall illustrate the two techniques by several examples. These examples are somewhat arti-
ﬁcial in the sense that the exact answer, for the special cases a = 1 or 2, is known in advance and the initial and
boundary conditions are directly taken from this answer. Nonetheless, such an approach is needed to evaluate
the accuracy of the analytical techniques and to examine the eﬀect of varying the order of the time-fractional
derivative on the behavior of the solution. All the results are calculated by using the symbolic calculus soft-
ware Mathematica.
Example 5.1. Consider the nonlinear time-fractional advection partial diﬀerential equationDatuðx; tÞ þ uðx; tÞuxðx; tÞ ¼ xþ xt2; t > 0; x 2 R; 0 < a 6 1; ð5:1Þ
subject to the initial conditionuðx; 0Þ ¼ 0: ð5:2Þ
According to the formula (3.6), the iteration formula for Eq. (5.1) is given byukþ1ðx; tÞ ¼ ukðx; tÞ 
Z t
0
oa
ona
ukðx; nÞ þ ukðx; nÞðukÞxðx; nÞ  x xn2
 
dn: ð5:3ÞBy the above variational iteration formula, begin with u0 = 0, we can obtain the following approximationsu0ðx; tÞ ¼ 0;
u1ðx; tÞ ¼ x t þ t
3
3
 
;
u2ðx; tÞ ¼ x 2t þ t
3
3
 2t
5
15
 t
7
63
 t
2a
Cð3 aÞ 
t4a
Cð5 aÞ
 
;
u3ðx; tÞ ¼ x 3t  2t
3
3
 6t
5
15
þ 2t
7
45
þ 48t
9
2835
 34t
11
51; 975
 4t
13
12; 285
 t
15
59; 535
 3t
2a
Cð3 aÞ

þ 4ð4 aÞCð3 aÞ 
2
Cð5 aÞ
 
t4a þ 1
Cð6 2aÞ 
1
ð5 2aÞCð3 aÞ2
 !
t52a
þ 2 1
3Cð6 aÞCð3 aÞ þ
2
ð6 aÞCð5 aÞ þ
1
3Cð7 aÞ
 
t6a  2t
72a
ð7 2aÞCð3 aÞCð5 aÞ
þ 1
9Cð9 aÞ þ
2
3ð8 aÞCð5 aÞ 
4
15ð8 aÞCð3 aÞ
 
t8a þ t
32a
Cð4 2aÞ
 2
63ð10 aÞCð3 aÞ þ
4
15ð10 aÞCð5 aÞ
 
t10a
 2t
12a
63ð12 aÞCð5 aÞ 
t92a
ð9 2aÞCð5 aÞ2
!
;
..
.and so on, in the same manner the rest of components of the iteration formula (5.3) can be obtained using the
Mathematica package.
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(5.2) into (4.6), to obtain the following recurrence relationTable
Numer
t
0.2
0.4
0.6u0ðx; tÞ ¼ uðx; 0Þ þ J aðxþ xt2ÞÞ ¼ x t
a
Cðaþ 1Þ þ
2taþ2
Cðaþ 3Þ
 
;
ujþ1ðx; tÞ ¼ J aðAjÞ; jP 0;
ð5:4Þwhere Aj are the Adomian polynomials for the nonlinear function N = uux. In view of (5.4), the ﬁrst few com-
ponents of the decomposition series are derived as follows:u0ðx; tÞ ¼ x t
a
Cðaþ 1Þ þ
2taþ2
Cðaþ 3Þ
 
;
u1ðx; tÞ ¼ x Cð2aþ 1Þt
3a
Cðaþ 1Þ2Cð3aþ 1Þ þ
4Cð2aþ 3Þt3aþ2
Cðaþ 1ÞCðaþ 3ÞCð3aþ 3Þ þ
4Cð2aþ 5Þt3aþ4
Cðaþ 3Þ2Cð3aþ 5Þ
 !
;
u2ðx; tÞ ¼ 2x Cð2aþ 1ÞCð4aþ 1Þt
5a
Cðaþ 1Þ3Cð3aþ 1ÞCð5aþ 1Þ þ
8Cð2aþ 5ÞCð4aþ 7Þt5aþ6
Cðaþ 3Þ3Cð3aþ 5ÞCð5aþ 7Þ þ   
 !
;
..
.and so on, in this manner the rest of components of the decomposition series can be obtained.
The ﬁrst three terms of the decomposition series (4.3) are given byuðx; tÞ ¼ x t
a
Cðaþ 1Þ þ
2taþ2
Cðaþ 3Þ 
Cð2aþ 1Þt3a
Cðaþ 1Þ2Cð3aþ 1Þ 
4Cð2aþ 3Þt3aþ2
Cðaþ 1ÞCðaþ 3ÞCð3aþ 3Þ þ   
 !
:Table 1 shows the approximate solutions for Eq. (5.1) obtained for diﬀerent values of a using the decom-
position method and the variational iteration method. The values of a = 1 is the only case for which we know
the exact solution u(x, t) = xt and our approximate solution using the decomposition method is more accurate
than the approximate solution obtained using the variational iteration method. It is to be noted that only the
fourth-order term of the variational iteration solution and only three terms of the decomposition series were
used in evaluating the approximate solutions for Table 1. It is evident, from (3.10) and (4.8), that the efﬁciency
of these approaches can be dramatically enhanced by computing further terms or further components of u(x, t)
when the variational iteration method or the decomposition method are used.1
ical values when a = 0.5, 0.75 and 1.0 for Eq. (5.1)
x a = 0.5 a = 0.75 a = 1.0
uADM uVIM uADM uVIM uADM uVIM uExact
0.25 0.112844 0.103750 0.078787 0.077933 0.050000 0.050309 0.050000
0.50 0.225688 0.207499 0.157574 0.155865 0.100000 0.100619 0.100000
0.75 0.311249 0.311249 0.236361 0.233798 0.150001 0.150928 0.150000
1.0 0.451375 0.414999 0.315148 0.311730 0.200001 0.201237 0.200000
0.25 0.164004 0.172012 0.128941 0.134855 0.100023 0.101894 0.100000
0.50 0.328008 0.344025 0.257881 0.269710 0.200046 0.203787 0.200000
0.75 0.492011 0.516037 0.386821 0.404565 0.300069 0.305681 0.300000
1.0 0.656015 0.688050 0.515762 0.539420 0.400092 0.407575 0.400000
0.25 0.243862 0.215641 0.177238 0.179990 0.150411 0.153094 0.150000
0.50 0.487721 0.431283 0.354477 0.359979 0.300823 0.306188 0.300000
0.75 0.731581 0.646924 0.531715 0.539969 0.451234 0.459282 0.450000
1.0 0.975441 0.862566 0.7089541 0.719958 0.601646 0.612376 0.600000
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o
ox
uðx; tÞ ouðx; tÞ
ox
 
; t > 0; x 2 R; 1 < a 6 2; ð5:5Þsubject to the initial conditionuðx; 0Þ ¼ x2; utðx; 0Þ ¼ 2x2: ð5:6Þ
According to the formula (3.8), the iteration formula for Eq. (5.5) is given byukþ1ðx; tÞ ¼ ukðx; tÞ þ
Z t
0
ðn tÞ o
a
ona
ukðx; nÞ  oox ukðx; nÞ
oukðx; nÞ
ox
  
dn: ð5:7ÞBy the above variational iteration formula, begin with u0 = x
2  2tx2, we can obtain the following
approximationsu0ðx; tÞ ¼ x2ð1 2tÞ;
u1ðx; tÞ ¼ x2 1 2t þ 3t2  4t3 þ 2t4
 
;
u2ðx; tÞ ¼ x2 1 2t þ 6t2  8t3 þ 7t4  6t5 þ 174
30
t6  192
42
t7 þ 168
56
t8  96
72
t9 þ 24
90
t10
 
þ x2 6
Cð5 aÞ t
4a þ 24
Cð6 aÞ t
5a  48
Cð7 aÞ t
6a
 
;
..
.and so on, in the same manner the rest of components of the iteration formula (5.7) can be obtained using the
Mathematica package.
To solve the problem using the decomposition method, we substitute (5.5) and the initial conditions (5.6)
into (4.6), to obtain the recurrence relationu0ðx; tÞ ¼ uðx; 0Þ þ tuxðx; 0Þ ¼ x2ð1 2tÞ;
ujþ1ðx; tÞ ¼ J aðAjÞx; jP 0;
ð5:8Þwhere Aj are the Adomian polynomials for the nonlinear function N = uux. In view of (5.8), the ﬁrst few com-
ponents of the decomposition series are derived as follows:u0ðx; tÞ ¼ x2ð1 2tÞ;
u1ðx; tÞ ¼ 6x2 t
a
Cðaþ 1Þ 
4taþ1
Cðaþ 2Þ þ
8taþ2
Cðaþ 3Þ
 
;
u2ðx; tÞ ¼ 72x2 t
2a
Cð2aþ 1Þ 
4t2aþ1
Cð2aþ 2Þ þ
8t2aþ2
Cð2aþ 3Þ 
2Cðaþ 2Þt2aþ1
Cðaþ 1ÞCð2aþ 2Þ
 
þ 72x2 8Cðaþ 3Þt
2aþ2
Cðaþ 2ÞCð2aþ 3Þ 
16Cðaþ 4Þt2aþ3
Cðaþ 3ÞCð2aþ 4Þ
 
;
..
.and so on, in this manner the rest of components of the decomposition series can be obtained.
The ﬁrst three terms of the decomposition series (4.3) are given byuðx; tÞ ¼ x2ð1 2tÞ þ 6x2 t
a
Cðaþ 1Þ 
4taþ1
Cðaþ 2Þ þ
8taþ2
Cðaþ 3Þ
 
þ 72x2 t
2a
Cð2aþ 1Þ þ   
 
:Table 2 shows the approximate solutions for Eq. (5.5) obtained for diﬀerent values of a using the decom-
position method and the variational iteration method. The values of a = 2 is the only case for which we know
the exact solution u(x, t) = (x/t + 1)2 and our approximate solution using the variational iteration method is
Table 2
Numerical values when a = 1.5, 1.75 and 2.0 for Eq. (5.5)
t x a = 1.5 a = 1.75 a = 2.0
uADM uVIM uADM uVIM uADM uVIM uExact
0.2 0.25 0.0592832 0.047502 0.0497012 0.043403 0.0433951 0.043400 0.043403
0.50 0.237133 0.190007 0.194805 0.184170 0.173580 0.173600 0.173611
0.75 0.533549 0.427517 0.438311 0.414383 0.390556 0.390600 0.390625
1.0 0.948532 0.760029 0.779220 0.736680 0.694321 0.694400 0.694444
0.4 0.25 0.0654119 0.041853 0.037742 0.037742 0.031567 0.031779 0.031888
0.50 0.261647 0.167412 0.174992 0.150968 0.126268 0.127118 0.127551
0.75 0.588707 0.376676 0.393732 0.339679 0.284103 0.286015 0.286990
1.0 1.04659 0.669647 0.699969 0.603873 0.505072 0.508471 0.508471
0.6 0.25 0.063177 0.037722 0.381836 0.031457 0.022005 0.023665 0.024414
0.50 0.252710 0.150888 0.152735 0.125829 0.088018 0.094660 0.097656
0.75 0.568598 0.339499 0.343653 0.283114 0.198040 0.212984 0.219727
1.0 1.01084 0.603553 0.610938 0.503314 0.352071 0.378638 0.390625
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only the third-order term of the variational iteration solution and only three terms of the decomposition series
were used in evaluating the approximate solutions for Table 2. Of course the accuracy can be improved by
computing more terms of the approximate solution.
Example 5.3. Consider the nonlinear time-fractional Fisher’s equationDatuðx; tÞ ¼ uxxðx; tÞ þ 6uðx; tÞð1 uðx; tÞÞ; t > 0; x 2 R; 0 < a 6 1; ð5:9Þsubject to the initial conditionuðx; 0Þ ¼ 1ð1þ exÞ2 : ð5:10ÞAccording to the formula (3.6), the iteration formula for Eq. (5.9) is given byukþ1ðx; tÞ ¼ ukðx; tÞ 
Z t
0
oa
ona
ukðx; nÞ  ðukÞxxðx; nÞ  6ukðx; nÞð1 ukðx; nÞÞ
 
dn: ð5:11ÞBy the above variational iteration formula, begin with u0 = 1/(1 + e
x)2, we can obtain the following
approximationsu0ðx; tÞ ¼ 1ð1þ exÞ2 ;
u1ðx; tÞ ¼ 1ð1þ exÞ2 þ 10
ex
ð1þ exÞ3 t;
u2ðx; tÞ ¼ 1ð1þ exÞ2 þ 10
ex
ð1þ exÞ3 t  10
ex
ð1þ exÞ3
t2a
Cð3 aÞ
þ 1ð1þ exÞ6 ½200e
2xt3 þ ð50e4x þ 75e3x  25exÞt2 þ ð10e4x þ 30e3x þ 30e2x þ 10exÞt;
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10ex
ð1þ exÞ3 t þ 3t
2  2t
2a
Cð3 aÞ 
6t3a
Cð4 aÞ þ
t32a
Cð4 2aÞ
 
þ tð1þ exÞ4 4e
2x  2ex  6 	þ 10ð1þ exÞ5 4e3x  7e2x  11ex
 	 t2
2
 t
3a
Cð4 aÞ
 
þ 1ð1þ exÞ6 300e
2xt4 þ 100e4x þ 150e3x  400e2x  50ex t3
"
þ 80e4x þ 165e3x þ 90e2x þ 5ex t2 þ 10e4x þ 30e3x þ 30e2x þ 10ex t
 10e4x þ 30e3x þ 30e2x10ex  t2a
Cð3 aÞ  100e
4x þ 150e3x  50ex  t3a
Cð4 aÞ
þ 1200e2x 1
Cð5 aÞ
1
ð4 aÞCð3 aÞ

t4a  600e2x t
52a
ð5 2aÞCð3 aÞ2
 #
þ 1ð1þ exÞ8 3200e
4x þ 4400e3x þ 1600e2x  t4
4
þ 200e6x  425e5x  1600e4x  850e3x
þ 400e2x þ 275ex t3
3
þ 40e6x þ 50e5x  200e4x  500e3x  400e2x  110ex  t2
2

 120e
x
ð1þ exÞ9 200e
2x t
5
5
 t
6a
ð6 aÞCð3 aÞ
 
þ 50e4x þ 75e3x  25ex 
 t
4
4
 t
5a
ð5 aÞCð3 aÞ
 
þ 10e4x þ 30e3x þ 30e2x þ 10ex  t3
3
 t
4a
ð4 aÞCð3 aÞ
 
 6ð1þ exÞ12 40; 000e
4x t
7
7
þ 20; 000e6x  30; 000e5x þ 10; 000e3x  t6
6
þ 2500e8x þ 7500e7x
þ 1625e6x  14; 500e5x  15; 750e4x  4000e3x þ 625e2x t5
5
þ 1000e8x þ 4500e7x þ 7500e6x
þ 5000e5x  1500e3x  500e2x t4
4
þ 100e8x þ 600e7x þ 1500e6x þ 2000e5x þ 1500e4x
þ 600e3x þ 100e2x t3
3

;
..
.and so on, in the same manner the rest of components of the iteration formula (5.11) can be obtained using the
Mathematica package.
To solve the problem using the decomposition method, we substitute (5.9) and the initial conditions (5.10)
into (4.6), to obtain the following recurrence relationu0ðx; tÞ ¼ uðx; 0Þ ¼ 1ð1þ exÞ2 ;
ujþ1ðx; tÞ ¼ J aððujÞxx þ 6uj  6AjÞ; jP 0;
ð5:12Þwhere Aj are the Adomian polynomials for the nonlinear function N = u
2. In view of (5.12), the ﬁrst few com-
ponents of the decomposition series are derived as follows:u0ðx; tÞ ¼ 1ð1þ exÞ2 ;
u1ðx; tÞ ¼ 10e
x
ð1þ exÞ3
ta
Cðaþ 1Þ ;
Table 3
Numerical values when a = 0.5, 0.75 and 1.0 for Eq. (5.9)
t x a = 0.5 a = 0.75 a = 1.0
uADM uVIM uADM uVIM uADM uVIM uExact
0.1 0.25 0.946129 0.482361 0.488195 0.412450 0.317948 0.315940 0.316042
0.50 0.843908 0.394446 0.405740 0.334514 0.250500 0.249926 0.250000
0.75 0.715013 0.311106 0.324457 0.262103 0.190964 0.191606 0.191689
1.0 0.576466 0.236710 0.249683 0.198407 0.140979 0.142411 0.142537
0.2 0.25 1.47532 0.746994 0.791250 0.617790 0.481199 0.459320 0.461284
0.50 1.35983 0.653476 0.690142 0.536231 0.396941 0.386450 0.387456
0.75 1.18098 0.548977 0.574404 0.448264 0.315266 0.315478 0.316042
1.0 0.970076 0.441936 0.456647 0.359905 0.241175 0.249092 0.250000
0.3 0.25 1.96745 0.935741 1.12423 0.774999 0.681440 0.591179 0.604195
0.50 1.845231 0.878473 1.00948 0.720112 0.581861 0.527635 0.534447
0.75 1.622910 0.788974 0.859509 0.643697 0.475833 0.459719 0.461284
1.0 1.345510 0.673844 0.695479 0.549294 0.372917 0.387025 0.387456
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xð1þ 2exÞ
ð1þ exÞ4
t2a
Cð2aþ 1Þ ;
u3ðx; tÞ ¼ 50e
xð5 6ex  15e2x þ 20e3xÞCðaþ 1Þ2  12exCð2aþ 1Þ
ð1þ exÞ6Cðaþ 1Þ2
t3a
Cð3aþ 1Þ ;
..
.and so on, in this manner the rest of components of the decomposition series can be obtained.
The ﬁrst three terms of the decomposition series (5.4) are given byuðx; tÞ ¼ 1ð1þ exÞ2 þ
10ex
ð1þ exÞ3
ta
Cðaþ 1Þ þ
50exð1þ 2exÞ
ð1þ exÞ4
t2a
Cð2aþ 1Þ :Table 3 shows the approximate solutions for Eq. (5.9) obtained for diﬀerent values of a using the decom-
position method and the variational iteration method. The values of a = 1 is the only case for which we know
the exact solution u(x, t) = 1/(1 + ex5t)2 and, as the previous example, our approximate solution using the
variational iteration method is more accurate than the approximate solution obtained using the decomposi-
tion method. It is to be noted that only the fourth-order term of the variational iteration solution and only
three terms of the decomposition series were used in evaluating the approximate solutions for Table 3.6. Concluding remarks
The fundamental goal of this work has been to construct an approximate solution of nonlinear partial dif-
ferential equations of fractional order. The goal has been achieved by using the variational iteration method
and the Adomian decomposition method. The methods were used in a direct way without using linearization,
perturbation or restrictive assumptions.
There are ﬁve important points to make here. First, the variational iteration method and the decomposition
method provide the solutions in terms of convergent series with easily computable components. Second, it
seems that the approximate solution in Example 5.1 using the decomposition method converges faster than
the approximate solution using the variational iteration method while the approximate solution in Examples
5.2 and 5.3 using variational iteration method converges faster than the approximate solution using the
decomposition method to the accurate solution. So, the accuracy of the methods depends on the nonlinear
fractional diﬀerential equation and they can be used as an alternative methods for solving fractional partial
diﬀerential equations. Third, the variational iteration method handles nonlinear equations without any need
38 Z. Odibat, S. Momani / Applied Mathematical Modelling 32 (2008) 28–39for the so-called Adomian polynomials. However, Adomain decomposition method provides the components
of the exact solution, where these components should follow the summation given in (4.3).
Finally, the recent appearance of fractional diﬀerential equations as models in some ﬁelds of applied math-
ematics makes it necessary to investigate methods of solution for such equations (analytical and numerical)
and we hope that this work is a step in this direction.
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