The aim of this study is to improve the accuracy of flicker parameters estimation in old film sequences in which moving objects are present. Conventional methods tend to fail in flicker parameters estimation due to the effects of moving objects. Our proposed method firstly utilizes an adaptive Gaussian mixture model (GMM)-based method to detect the moving objects in the film sequences, and combines the detected results with the histogram-matched frames to generate reference frames for flicker parameters estimation. Then, on the basis of a linear flicker model, the proposed method uses an M-estimator with the reference frames to estimate the flicker parameters. Experimental results show that the proposed method can effectively improve the accuracy of flicker parameters estimation when the moving objects are present in the film sequences.
Introduction
The twentieth century is the century of the moving image. Since the invention of cinema at the end of the nineteenth century, it has become one of the most important manifestations of popular culture and mass media [1] . A huge number of films have been produced, which are valuable record of history and culture. However, many old films have become degraded due to poor storage conditions and chemical instability of film material. In recent years, there is a growing awareness of the urgency to restore these old films before they are lost.
In general, there are several typical defects in old film sequences: frame displacement, flicker, blotches, scratches, etc. [2] . These defects not only result in the loss of the original information but also are annoying to watch. In addition, compression standard such as MPEG is poorly suited to coding old film sequences suffering from these defects [3] . Digital restoration is an efficient technique to correct or remove these defects and present the restored films in digital media. In this paper, we focus on the correction of flicker in old film sequences. Particularly, we deal with old film sequences in which moving objects are present, because most film sequences contain moving objects.
Flicker is defined as temporal and spatial random variation of intensity in frames [4] , human vision being very sensitive to it. Many factors may cause flicker, e.g., aging of film, chemical processing, copying, and, in the case of earlier film cameras, variations in shutter time [5] . Over the years, various methods [4] - [13] have been developed to correct flicker in old film sequences. According to the models used in these methods, they can be classified into two categories: linear model-based methods and nonlinear modelbased methods.
Linear model-based methods [4] - [7] use a linear function to model the degradation of flicker and employ various statistical approaches to estimate the flicker parameters. These methods also employ some approaches to deal with moving objects in the film sequences. In Refs. [5] , [7] , the flicker parameters acting on moving objects are considered as missing data and obtained by interpolation. References [4] , [6] , [8] consider moving objects as outliers and utilize a robust estimator to improve the accuracy of parameters estimation. However, these methods frequently fail in parameters estimation when the size of moving objects is relatively large.
Nonlinear model-based methods [9] - [13] consider the process causing flicker to be nonlinear. Naranjo et al. [9] and Delon [10] adopt histogram matching to correct the flicker. Moreover, Refs. [11] - [13] propose a nonlinear model which uses the Hurter-Driffield density versus the log exposure characteristic to estimate image intensity errors caused by flicker. This model is based on an assumption that the prime cause of flicker is exposure inconsistency at the acquisition stage.
Most flicker correction methods require a so-called reference frame to estimate the flicker parameters. In Refs. [5] - [7] , [11] - [13] , a previously corrected frame is selected as the reference frame for the currently degraded frame. It inevitably leads to error propagation to the subsequent flicker estimation process. Kokaram et al. [4] use an overlapped window method to avoid such error propagation. This method, however, incurs a huge computational cost in the process of parameters estimation. Kawamata et al. [8] propose an α-trimmed mean filter in the temporal direction to generate a reference frame for each degraded frame. Though this method can avoid error propagation, it introduces errors when moving objects are present in film sequences. As an extension of the previous method in Ref. [8] , this paper proposes a new method to generate reference frames for improving the accuracy of flicker parameters estimation.
The remainder of the paper is organized as follows. Section 2 briefly introduces flicker correction on the basis Copyright c 2011 The Institute of Electronics, Information and Communication Engineers In Sect. 5, some experiments are conducted and the performance of the proposed method is evaluated in comparison with the previous method in Ref. [8] . Finally, a conclusion is drawn in Sect. 6.
Linear Flicker Model
It is hard to find an exact physical model to represent the processes that cause flicker. In this paper, we adopt a linear function to model the flicker. This linear model is based on observation of a faded black frame in an old film sequence.
In a film sequence, faded black frames are usually used for separating two shots, one shot fading out and the other simultaneously fading in [14] . These faded black frames allow us to observe the spatial characteristics of flicker. Figure 1(a) shows a faded black frame (275 × 381 pixels, 8-bit) in an old film sequence entitled Sendai † . From this figure, we can see that the flicker smoothly varies in space. Therefore, flicker can be reasonably modeled by the following linear function:
where I n (n 1 , n 2 ) and E n (n 1 , n 2 ) denote the degraded frame and original frame, respectively, n 1 = 0, 1, · · · , N 1 − 1 and n 2 = 0, 1, · · · , N 2 − 1 are spatial coordinates, and φ n (n 1 , n 2 ) and ψ n (n 1 , n 2 ) are the flicker gain parameter and offset parameter. The flicker parameters φ n and ψ n can be represented as smooth polynomial functions or linear combinations of cosine basis as follows:
ψ n (n 1 , n 2 ) =
where λ p 1 ,p 2 (n 1 , n 2 ) denotes the basis, θ
are coefficients of the basis, and P 1 and P 2 are the orders of flicker parameters. Here, the cosine basis is used since it yields a richer set of functions as well as a lower computational complexity in flicker parameters estimation [4] . The cosine basis is defined as follows:
where
Figure 1(b) shows an artificially flicker-degraded frame that was generated by using the linear model in Eq. (1). We can see that the linear model is suitable for simulating the actual frame in Fig. 1 
(a).
According to the linear model in Eq. (1), if E n (n 1 , n 2 ) is available, flicker parameters φ n (n 1 , n 2 ) and ψ n (n 1 , n 2 ) can be estimated by linear regression. In practice, due to the fact that the original frame E n (n 1 , n 2 ) is not available, generating an appropriate reference frame, denoted byÊ n (n 1 , n 2 ), is required in flicker parameters estimation.
Reference Frames Generation
In this section, a new method to generate the reference frames for flicker parameters estimation is presented. An adaptive Gaussian mixture model (GMM)-based method is utilized to detect the moving objects in the degraded film sequences, and then the detected results are combined with the histogram-matched frames to generate the reference frames.
Motion Detection Using Adaptive Gaussian Model
Motion detection is performed in segment regions corresponding to moving objects in the background of the frame sequences. Due to the effect of flicker, conventional motion detectors, such as background subtraction, temporal differencing, optical flow, etc. [15] , frequently fail in motion detection. Therefore, robust motion detection should be developed for the old film sequences. In this subsection, motion † The original film was provided courtesy of the Sendai City Museum. detection based on an adaptive Gaussian mixture model is presented as follows.
Let x t denote the intensity of a particular pixel at time t. Over a limited period T , we have the intensities of this pixel (190, 147) in a shot of the film sequence Sendai in which the displacement has been corrected [16] . The intensities of this pixel over 120 frames and the histogram of these intensities are observed as shown in Figs. 2(c) and 2(d), respectively. The histogram shows that the intensities of this pixel can be considered as a mixed data set which consists of several components. These components correspond to a background component and one or more moving object components.
Suppose that the intensity flicker and the noise in the temporal direction can be modeled as a zero mean Gaussian distribution, and that each component in the mixed data can be reasonably modeled as a Gaussian distribution. Accordingly, the mixed data set can be modeled as a Gaussian mixture model (GMM) with K components as follows:
where w j is the weight of the jth component, and
is the Gaussian probability density function with mean μ j and standard deviation σ j . The weight w j is non-negative and K j=1 w j = 1. The weight w j can be regarded as the probability that x t belongs to the jth component. The problem of estimating the parameters in the GMM can be solved by the Expectation-Maximization (EM) algorithm [17] . However, the shortcoming of the EM algorithm is that some prior knowledge is needed to choose the number of components K and initial parameters of each component.
In order to overcome the shortcomings of the EM algorithm, an adaptive mixture method [18] is adopted to estimate the number of components and the parameters of each component. This adaptive method uses a data-driven approach for estimating the number of components in a mixture model. The basic idea of the adaptive mixture is to take one data point at a time and observe the distance from this data point to each component. If the distance to each component is larger than a given threshold, a new component is created. If the distance is smaller than the threshold, the parameter estimation is updated based on the EM algorithm. The procedure of the adaptive mixture is shown as follows.
First, we initialize the adaptive mixture procedure using the first data point x 1 :
where the initial σ
1 may be user defined or derived from the data in the neighborhood of the observation [18] . The number of components is set as K = 1.
For a new data point x t+1 , we calculate the square of the Mahalanobis distances, denoted by M 2 j (x t+1 ), between x t+1 and the existing components:
We create a new component if
where T c is a threshold [18] defined by the user. If T c = 1 is used, it implies that a new component is created when the distance between the new data point and the mean of each component is larger than the standard deviation of each component. Similarly, T c = 9 implies the creation of a new component if the distance between the new data point and the mean of each component is larger than three times the standard deviation of each component. When we create a new component, the parameters are updated as follows:
where W(σ j ) is a weighted average using the posterior probabilities [19] . To ensure that the weights sum to one,ŵ (t+1) j must be rescaled using
On the other hand, if
x t+1 is close to the existing components. In this case, we calculate the posterior probabilities that x t+1 belongs to each existing component as follows:
and use it to update the parameters of existing components usingŵ
We continue through the data set and get the estimated GMM as follows: Figure 3 shows the estimated results of the intensities of the pixel I n (190, 147) in Fig. 2(d) . The results show that the mixed data set consists of two components (K = 2), and thatŵ 1 = 0.74,μ 1 = 0.18,σ 2 . Pixel-wise motion detection involves a decision as to whether x t belongs to the moving objects or the background. Usually, the components corresponding to moving objects in Fig. 3 Estimated results of the intensities of the pixel I n (190, 147) in Fig. 2(d) .
the GMM are reasonably considered to be the components with small weightsŵ j and large varianceσ 2 j . We use the following method to choose which components are most likely to result from the moving objects. First, the K components in the GMM are sorted in ascending order by the value of w j /σ 2 j . Then the first M components in the GMM are chosen as moving objects where M is estimated by
where T m is the threshold for choosing which components are considered to be the moving objects. The value of T m ranges from 0 to 1. Accordingly, for a frame I n (n 1 , n 2 ), we can obtain a binary motion mask, denoted by M n (n 1 , n 2 ), as follows:
Figures 4(a) and 4(b) show a degraded frame and its motion mask M n (n 1 , n 2 ). A background mask, denoted by M n (n 1 , n 2 ), can be obtained from the logical inverse of the motion mask M n (n 1 , n 2 ) as follows:
Reference Frames Generation
In Ref. [8] , reference frames are generated by time domain filtering with an α-trimmed mean filter. With this method multiple types of defects in the time domain can be removed, such as blotches and scratches. However, the moving objects in the reference frame are blurred simultaneously. Figure 4(c) shows a reference frame generated by filtering the degraded frames using the α-trimmed mean filter in the time domain. It can be seen that the moving objects are blurred. A serious error will be introduced if this reference frame is used to estimate the flicker parameters. Therefore, it is considered that generation of the reference frame should take the moving objects into account. In this subsection, a new method to generate the reference frames is presented. The basic idea of this method is to utilize motion masks together with corresponding degraded frames to obtain a background frame, and then "paste" the moving objects in each frame on the background frame. The reference frame is generated by the following three steps.
First, the degraded frames together with the background masks are used to make a background frame, denoted by B(n 1 , n 2 ), as follows:
where N denotes the number of frames in a shot. In this step, n 2 ) . (c) The reference frame generated by using α-trimmed mean filter [8] . (d) The reference frame generated by using the proposed method. The curve marked by circles shows the average intensities of the reference frames obtained from the α-trimmed mean filter [8] .
all the degraded frames in a shot are employed to obtain a background frame in which the moving objects are removed. Second, before "pasting" the moving objects on the background frame, a histogram matching approach is used for preprocessing to remove the flicker acting on the moving objects. In this preprocessing, the histogram of each degraded frame is matched to a target histogram. The target histogram is computed by averaging the histograms of neighboring frames of the degraded frame. Details of this approach can be found in Ref. [9] .
The reference frameÊ n (n 1 , n 2 ) is then generated by "pasting" the moving objects in the histogram matched frames on the background frame B(n 1 , n 2 ) as follows:
where H n (n 1 , n 2 ) denotes the histogram matched frame obtained from the second step. Figure 4(d) shows the reference frame generated by the proposed method. Compared with Fig. 4(c) , the reference frame generated by the proposed method is a close approximation of the degraded frame.
In Fig. 5 , the average intensities of the reference frames generated by using the two different methods are plotted. This figure shows that the average intensities of the reference frames generated by the proposed method are more stable than that of reference frames obtained from the α-trimmed mean filter in Ref. [8] . In addition, the average intensities obtained from the proposed method are seem to have an upward slope from the 2360th frame to the 2420th frame and a downward slope from the 2420th frame to 2450th frame. The upward slope and the downward slope correspond to the motion of two girls approaching the camera gradually and the motion of their going out of view, respectively.
Flicker Estimation and Correction
Although the accuracy of the reference frame can be improved by taking the moving objects into account, errors between the reference frame and the degraded frame still exist. These errors, considered as outliers, necessarily result in a bias if least squares are used in flicker parameters estimation. A robust estimation is therefore necessary. In this section, an M-estimation together with the reference frames is utilized to estimate the flicker parameters, and then the estimated results are used to correct the flicker.
M-estimation, where M stands for maximum-likelihood, is a robust estimation which has been widely used in many statistical applications [20] , [21] . The essential point of the M-estimation is to find the optimal solution by minimizing the residual energy function as follows:
where σ ρ is the scale parameter, ρ is a robust criterion function, and ε(n 1 , n 2 ) is the residual represented by ε(n 1 , n 2 ) = I n (n 1 , n 2 )−φ n (n 1 , n 2 )Ê n (n 1 , n 2 )−ψ n (n 1 , n 2 ) (28)
whereφ n (n 1 , n 2 ) andψ n (n 1 , n 2 ) are the estimated parameters. A number of popular robust criterion functions can be used in M-estimation. Here, we adopt the Cauchy's function as the criterion function [4] , given by
The minimization of the criterion function Eq. (27) can be done through the iterative reweighted least squares (IRLS) algorithm [20] . The details of the IRLS algorithm for flicker parameters estimation can be found in Refs. [4] , [8] .
Finally, we use the following linear function to correct the flicker
Experiments
In this section, some experimental results are given to evaluate the performance of the proposed method compared with a previous method in Ref. [8] . The experimental data consist of three artificially degraded image sequences and an actual old film sequence. Experiments are performed on an Intel Xeon 3.4 GHz computer with Linux OS using MATLAB.
In the experiments, the parameters T c in Eq. (10) and T m in Eq. (22) are set as T c = 9 and T m = 0.3. In addition, the orders of flicker parameters P 1 and P 2 in Eq. (2) and Eq. (3) are set as P 1 = 2 and P 2 = 2. All the abovementioned parameters are set based on the empirical knowledge and experimental results. These parameters do not need to be reset for different sequences in the experiments.
Artificially Degraded Image Sequences
The artificially degraded image sequences are generated from three image sequences: "Walk through the Square", "Intersection"and "Streetcar". Each sequence consists of 100 frames (360 × 240 pixels, 8-bit) and contains moving objects.
An artificial flicker is added according to the linear model in Eq. (1). The artificial flicker parameters, φ n (n 1 , n 2 ) and ψ n (n 1 , n 2 ), are generated by using second-order twodimensional polynomials. For each frame, the coefficients of polynomial φ n (n 1 , n 2 ) are drawn from a normal distribution N(1, 0.05 2 ), and the coefficients of ψ n (n 1 , n 2 ) are drawn from a normal distribution N(0, 3 2 ). Figures 6(a), 6(b), and 6(c) show three frames in the artificially degraded image sequences.
We employ the mean square error (MSE) as the criterion to evaluate the accuracy of the two methods. Table 1 summarizes the average MSE and maximum MSE of the degraded sequences and corrected sequences. This table shows that the accuracy of our proposed method is higher than the previous method in Ref. [8] .
Figures 7(a), 7(b), and 7(c) show the average intensities of the original, degraded, and corrected frames of the three sequences. We see that the average intensities of the original frames slowly vary due to moving objects and that flicker results in large variations in average intensities. After correction, the variations in average intensities are strongly reduced. Moreover, the proposed method is found to be capable to obtaining a better results than the previous method in Ref. [8] .
In addition, we summarize the computational time [sec/frame] in Table 2 . This table shows that our proposed method increases some computational time in reference frame generation compared with the previous method [8] . Meanwhile, the computational cost in flicker parameters estimation of the proposed method is largely unchanged compared with the previous method in Ref. [8] . For practical applications, the additional computational time in reference frame generation is acceptable. 
Actual Film Sequences
Experiments are also performed on an actual old film sequence. We choose a shot in the old film sequence Sendai. This shot consists of 100 frames with a size of 275 × 381 pixels. Figure 8 (a) shows four degraded frames in this shot. Figure 8 (b) shows the flicker corrected frames using the previous method in Ref. [8] . This method is found to fail to correct the flicker acting on the moving objects. Figure 8 (c) shows the corrected frames using the proposed method. This result shows that the proposed method can obtain a better visual result. Figure 9 (a) shows the average intensities of the degraded and corrected frames obtained by the previous method [8] and the proposed method. Figure 9(b) shows the intensities of the particular pixel I n (190, 147) corrected by using the two methods. These figures show that the proposed method is superior to the previous method [8] in terms of the average intensities of frames and the intensities of a particular pixel.
Conclusion
In this paper, a method was presented that improves the accuracy of flicker parameters estimation in old film sequences which contain moving objects. A new method to generate reference frames for improving the accuracy flicker parameters estimation was proposed. Experimental results showed improvement of flicker correction when moving objects are present in old film sequences.
In further work, the proposed method will be combined with a previous achievement in displacement estimation in Ref. [16] to deal with image sequences in which global motion, such as camerawork, and local motion are simultaneously present.
