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Abstract
We introduce a new analysis method to deal with stationary non-Gaussian noises
in gravitational wave detectors in terms of the independent component analysis.
First, we consider the simplest case where the detector outputs are linear combi-
nations of the inputs, consisting of signals and various noises, and show that this
method may be helpful to increase the signal-to-noise ratio. Next, we take into ac-
count the time delay between the inputs and the outputs. Finally, we extend our
method to nonlinearly correlated noises and show that our method can identify the
coupling coefficients and remove non-Gaussian noises. Although we focus on gravita-
tional wave data analysis, our methods are applicable to the detection of any signals
under non-Gaussian noises.(116 words)
Key words: Gravitational waves, data analysis, non-Gaussian noises, independent compo-
nent analysis.
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1 Introduction
Direct detection of gravitational waves (GWs) was achieved for the first time in 2015
[1] by the advanced Laser Interferometer Gravitational wave Observatory (aLIGO) [2].
This discovery brought a great impact on science, announcing the onset of gravitational
wave astronomy. Following aLIGO, the large-scale cryogenic gravitational wave telescope
(LCGT) now known as KAGRA, is being constructed in Kamioka, Japan [3]. It is the
first detector in deep underground and expected to provide useful knowledges for future
detectors. In addition, it will improve determination accuracy of a gravitational wave
source direction on the sky together with aLIGO and Virgo, and help to obtain more
information from GWs.
Because gravity is the weakest force among the four elementary interactions known to
the present, GWs have a high penetrating power. Thanks to the smallness of their cross
section, GWs are hard to be influenced by interstellar medium during the propagation
unlike electromagnetic waves. GWs bring information on deep inside of compact stars such
as neutron stars directly to us. By the same token, this property makes its detection very
difficult. To extract weak GW signals buried in detector noises, a commonly used method
is the matched filtering technique which is based on the maximum likelihood method
assuming stationary, Gaussian noises [4]. However, non-Gaussian noises frequently appear
in actually measured output data. They would hinder the sensitivity of the matched filter,
which is known to be susceptible to non-Gaussian noises stemming from instrumental and
environmental artifacts, and results in false alarms. One approach to deal with non-
Gaussian noises is to appropriately modify the functional form of the likelihood [5, 6]. In
the previous paper, one of us introduced the likelihood function based on the Edgeworth
expansion for weak non-Gaussian noise and the Gaussian mapping method for strong
non-Gaussian noise [7].
In this paper, we propose another method to mitigate the effect of non-Gaussian noises
using the independent component analysis (ICA) [8, 9, 10] (see [11, 12] for textbooks).
The ICA has been developed in the context of blind source separation among which the
cocktail party problem is well-known as a representative example. The ICA enables us to
decompose output data into statistically independent components on the assumption that
there is at most one Gaussian component in the data. Here, we apply the ICA method to
data analysis for burst-like GW signals and investigate how well the ICA works to separate
stationary non-Gaussian noise from output data.
The rest of the paper is organized as follows. In §2.1, we consider the simplest case
where the detector outputs are linear combinations of the inputs. Next, the time delay
between the inputs and the outputs, which exists in real experiments, is taken into account
in §2.2. Finally, we study the applicability of our method to nonlinearly correlated noises
in §2.3. The last section §3 is devoted to our conclusion.
1
2 Independent Component Analysis (ICA)
As is seen in the previous paper [7], signal detection under non-Gaussian noises is much
involved than the case with Gaussian counter parts since the optimal statistic has a more
complicated form. Interestingly, however, there have been some proposals to make use
of non-Gaussian natures of both signals and noises to separate signals from non-Gaussian
noises known as the independent component analysis (ICA). Here we consider applicability
of this new approach for the detection of GWs in a simple model.
Suppose that there exist N statistically independent sources of signals and N outputs
and that there is at most one source which follows the Gaussian distribution and all the
other sources obey non-Gaussian distributions. The ICA is a method to identify each
independent source of signals making use of the non-Gaussianity and statistical indepen-
dence of sources. So here non-Gaussianity is not an obstacle of the analysis but rather a
necessary ingredient. Indeed, if multiple sources obey Gaussian distributions, we cannot
distinguish them using ICA even if they are statistically independent.
2.1 The simplest model. Here let us consider a simple problem as a first step
of realistic application of ICA to the detection of GWs. To be specific, let us identify
two sources of signals s1(t), and s2(t) as a burst-like gravitational wave signal h(t) and
non-Gaussian noise k(t) such as seismic noises. That is,
s(t) =
(
s1(t)
s2(t)
)
=
(
h(t)
k(t)
)
. (1)
In addition to the output from the laser interferometer x1(t), we make use of the output
from an environmental monitor such as a seismograph x2(t), and assume that they are
linear functions of the signal s(t) as
x(t) =
(
x1(t)
x2(t)
)
= As(t) (2)
where A is assumed to be a time independent matrix.
By definition, the gravitational wave signal obeys a probability distribution function
(PDF)
r1(h, t) = δ(h− h(t, θ)) (3)
where h(t, θ) is the actual waveform of gravitational radiation emitted from some source,
say a binary neutron star coalescence, to be observed at the position of a laser interfer-
ometer, where θ collectively denotes parameters of the source.
On the other hand, we do not specify the PDF of k(t), r2(s2), except that it is a super-
Gaussian distribution such as a Student t-distribution with a larger tail than Gaussian
[13].
The detector output of a laser interferometer, of course, suffers from Gaussian noises
n(t) besides non-Gaussian noise k(t). Hence (2) should actually read
x(t) = As(t) + n(t), n(t) =
(
n(t)
0
)
. (4)
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Here we have not incorporated any Gaussian noise to the second line where the signal k(t)
itself consists of (non-Gaussian) noises and any Gaussian noise can be incorporated to a
part of it.
We now introduce a trick to replace the original source s1(t) = h(t) by s1(t) = h(t) +
n(t), that is, we regard the Gaussian noise as a part of the original signal. Since n(t) is
a Gaussian noise with vanishing mean, its statistical property is entirely characterized by
the two-point correlation function K(t−t′) = E[n(t)n(t′)]. Then the marginal distribution
function of s1(t) is given by
r1[s1(t)] =
1√
2πσ
exp
[
− 1
2σ2
(s1(t)− h(t, θ))2
]
, σ2 = K(0). (5)
Thus s1(t) now satisfies a simple Gaussian distribution which is much easier to handle
with than the delta-function distribution (2), and s(t) and x(t) are related by a simple
formula x(t) = As(t). Now our tentative goal is to find the inverse matrix of A whose
components are not known precisely. One may set it as
A =
(
a11 a12
0 a22
)
, (6)
since the gravitational wave is so weak that it will not affect any seismograph.
The aim of ICA is to find a linear transformation
y =Wx, (7)
such that each component of the transformed variables y is mutually statistically inde-
pendent. Thanks to the assumption (6), the matrix W also takes a form
W =
(
w11 w12
0 w22
)
. (8)
If we knew all the components of A, the matrix W could simply be given by the inverse
matrix W = A−1, in which case we would find y = s. However, since we do not know
them we attempt to determine W in such a way that the components of y, y1(t) and y2(t)
to be statistically independent with each other as much as possible.
The mutual independence of statistical variables may be judged by introducing a cost
function L(W ) which represents a “distance” in the space of statistical distribution func-
tionals. As an example, we adopt the Kullback-Leibler divergence [14] defined between
two arbitrary PDFs p(y) and q(y) as
D[p(y); q(y)] =
∫
p(y) ln
p(y)
q(y)
dy = Ep
[
ln
p(y)
q(y)
]
, (9)
where Ep[·] denotes an expectation value with respect to a PDF p.
3
We examine the distance between the real distribution function of statistically inde-
pendent variables s, r(s) = r1[s1(t)]r2[s2(t)], and a distribution of y, py, constructed from
the observed distribution function of x through the linear transformation y =Wx as
py(y) ≡ ||W−1||px(x), (10)
where ||W−1|| denotes the determinant of W−1.
The cost function of py(y) from r(s) is given by
Lr(W ) = D[py(y); r(y)] = Epy [ln py(y)]− Epy [ln r(y)]
=
∫
||W−1||px(x) ln
[||W−1||px(x)] dy −Epy [ln r(y)]
= − ln ||W ||+
∫
px(x) ln [px(x)] dx− Epy [ln r(y)]
= −H [x]− Epy [||W || ln r(y)] = −H [x]− Epx [ln p(x,W )], (11)
with
p(x,W ) ≡ ||W ||r(y), (12)
and
H [x] ≡ −
∫
px(x) ln [px(x)] dx. (13)
The PDF of x in the last expression of (11) has W dependence because p(x,W ) is a
PDF of x which is made out of the PDF of y (= s in this particular case) through the
relation y = Wx. The above formula shows that the matrix W which minimizes the cost
function Lr(W ) also maximizes the log-likelihood ratio of x.
Since we do not know r(y) a priori, we instead adopt an arbitrary mutually indepen-
dent distribution q(y) = q1(y1)q2(y2) in the cost function. Defining a PDF consisting of
marginal distribution functions
p˜(y) ≡
∫
py(y1, y2)dy2
∫
py(y1, y2)dy1 = p˜1(y1)p˜2(y2), (14)
we find the following relation
Lq(W ) = D[py(y); q(y)] = D[py(y); p˜(y)] +D[p˜(y); q(y)] (15)
holds. Since the Kullback-Leibler divergence is known to be positive semi-definite, a
distribution that minimizes the first term in the right-hand-side yields the desired linear
transformation y = Wx for which this term vanishes. In this case the second term gives
a discrepancy due to the possible incorrect choice of q(y). In this sense it would be better
to choose a realistic trial function q(y) as much as possible.
It is known in fact that even for an arbitrary choice of q(y), the correct W gives an
extremum of Lq(W ). Hence we solve
∂Lq(W )
∂wij
= 0. (16)
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From
Lq(W ) = −H [x]− ln ||W || − Epy [ln q(y)] ≡ −H [x]− ln ||W || − Epy [f(y)], (17)
f(y) ≡ ln q(y), (18)
dW ln ||W || ≡ ln ||W + dW || − ln ||W || = ln ||1+ dWW−1||
= Tr(dWW−1) = (W−1)jidwij,
and
dWf(y) ≡ f ((W + dW )x)− f(Wx) = ∂f
∂yi
dwijxj ,
we find
dWLq(W ) = Epy
[
−(W−1)ji − xj ∂f
∂yi
]
dwij. (19)
In order to satisfy (16) the above expectation value should vanish for each index. Multi-
plying wkj to the argument of the expectation value, we find it equivalent to
Epy
[
yk
∂f
∂yi
]
+ δki = 0. (20)
That is, we require
Epy [ϕi(yi)yj] = δij (21)
with
ϕi(yi) ≡ − d
dyi
ln qi(yi). (22)
We determine W so that (22) is satisfied for each component choosing plausible forms
of qi(yi). For q1(y1) we take
q1(y1) =
1√
2πσ
exp
[
−(y1 − h(t, θ))
2
2σ2
]
, (23)
based on (5), so that ϕ1(y1) = (y1−h(t, θ))/σ2. In real experiments, we do not know h(t, θ)
a priori. However, as found later, when we take temporal average, the contributions from
gravitational waves can be neglected. Therefore, we can set h(t, θ) = 0 when we apply
q1(y1) to real analysis. As for ϕ2(y2), it is recommended to take
ϕ2(y2) = c2 tanh y2 (24)
to model a super-Gaussian distribution [15]. Using these expressions in (22) we determine
W which relates each component of y and x as y1 = w11x1 + w12x2 and y2 = w22x2. In
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doing so we replace the ensemble average E[·] by temporal average of observed values of
x which we denote by brackets.
Each component of (22) reads as follows.
1 = σ−2E[(w11x1 + w12x2 − h)(w11x1 + w12x2)]
= σ−2
[
w211〈x21〉+ 2w11w12〈x1x2〉+ w212〈x22〉 − (w11〈hx1〉+ w12〈hx2〉)
]
, (25)
0 = σ−2E[(w11x1 + w12x2 − h)w22x2]
= σ−2
[
w11w22〈x1x2〉+ w12w22〈x22〉 − w22〈hx2〉
]
, (26)
0 = c2E[y1 tanh y2] = c2E [(w11x1 + w12x2) tanhw22x2]
= c2w11〈x1 tanh(w22x2)〉+ c2w12〈x2 tanh(w22x2)〉, (27)
1 = c2E[y2 tanh y2] = c2w22〈x2 tanh(w22x2)〉. (28)
Because a gravitational wave with a detectable amplitude is a rare event, long-time
averages of hx1 and hx2 should vanish. Then from (26) we obtain
w12 = −〈x1x2〉〈x22〉
w11, (29)
and from (25)
σ2 = w211〈x21〉+ w11w12〈x1x2〉, (30)
so that
w11 =
( 〈x22〉
〈x21〉〈x22〉 − 〈x1x2〉2
) 1
2
σ and w12 = − 〈x1x2〉σ
(〈x21〉〈x22〉2 − 〈x1x2〉〈x22〉)
1
2
. (31)
On the other hand, (27) yields a relation
w12 = −〈x1 tanh(w22x2)〉〈x2 tanh(w22x2)〉w11. (32)
It will be found later that this condition is consistent with (29).
We now apply the likelihood ratio test to the above result. The output of a laser
interferometer x1 consists of
x1 = a11s1 + a12s2 = a11h+ a11n+ a12k. (33)
If there were only Gaussian noises with a12 = 0, we would find
Epx[x1] = a11h, Epx[x
2
1]− (Epx [x1])2 = a211E[n2]
so that
S
N
=
a11h
a11
√
E[n2]
=
h√
E[n2]
. (34)
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In the presence of non-Gaussian noise instead we find
Epx [x
2
1]− (Epx [x1])2 = a211E[n2] + a212E[k2] (35)
assuming E[nk] = 0. As a result signal to noise ratio (S/N) gets worse
S
N
=
h√
E[n2] +
a2
12
a2
11
E[k2]
. (36)
Now we calculate S/N of y1 variable from
Epy [y1] = w11Epx [x1] + w12Epx[x2] = w11a11h,
Epy [y
2
1]− (Epy [y1])2 = w211a211E[n2] + (w11a12 + w12a22)2E[k2].
If W is solved exactly, it should be identical to the inverse matrix of A, namely,(
w11 w12
0 w22
)
=
( 1
a11
− a12
a11a22
0 1
a22
)
, (37)
then we find
Epy [y1] = w11Epx [x1] + w12Epx [x2] = h,
Epy [y
2
1]− (Epy [y1])2 = E[n2].
But in fact we cannot hope to obtain W as an inverse matrix, but instead estimate it
from temporal average of the observed sample. From (29), (32), and (33), we find
w12 = −〈x1x2〉〈x22〉
w11 ≈ −a12a22〈k
2〉
a222〈k2〉
w11 = −a12
a22
w11, (38)
and
w12 = −〈x1 tanh(w22x2)〉〈x2 tanh(w22x2)〉w11
≈ −a12〈k tanh(w22a22k)〉
a22〈k tanh(w22a22k)〉w11
= −a12
a22
w11, (39)
which means these two equations are consistent with each other. We also find that, even
from the observational data, we can deduce w11a12 + w12a22 = 0 and y1 variable is indeed
free from non-Gaussian noise. The resultant S/N of y1 is simply given by
S
N
≈ h√
E[n2]
. (40)
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Thus, the non-Gaussian noise is effectively removed here.
2.2 memory effect. The above simple model (2) is just the first step to analyze
realistic detectors. In fact, x1(t) would depend not only on s2(t) but also on some retarded
times as well thanks to operation of a sophisticated anti-vibration system. In order to
incorporate such a memory effect, we employ the following model as the second step.
x(t) =
Θ−1∑
τ=0
A(τ)s(t− τ). (41)
In this subsection, all the time variables are dimensionless being expressed in unit of
the measurement interval. The above expression corresponds to a model such that x(t)
depends on s(t) up to Θ time steps before the measurement time t. That is, we assume
that the correlation between x(t) and s(t− τ)(τ ≥ Θ) is negligible.
Taking data from t = ts to t = ts + T − 1, {x(t)|t = ts, ts + 1, ..., ts + T − 1}, and
working in the Fourier space
x(t) =
1
T
T−1∑
N=0
x˜(ωN ; ts)e
iωN t, ωN =
2π
T
N, (42)
we find
x˜(ωN ; ts) =
ts+T−1∑
t=ts
x(t)e−iωN t
=
ts+T−1∑
t=ts
Θ−1∑
τ=0
A(τ)s(t− τ)e−iωN t
=
Θ−1∑
τ=0
A(τ)e−iωN τ
ts+T−1∑
t=ts
s(t− τ)e−iωN (t−τ). (43)
If T ≫ Θ, the sum over t can be approximated by
ts+T−1∑
t=ts
s(t− τ)e−iωN (t−τ) ≈
ts+T−1∑
t=ts
s(t)e−iωN t = s˜(ωN ; ts). (44)
Thus, when we take a long time-series compared to Θ for the Fourier expansion, the
following equality holds for each Fourier mode.
x˜(ωN ; ts) = A˜(ωN)s˜(ωN ; ts), A˜(ωN) ≡
Θ−1∑
τ=0
A(τ)e−iωN τ . (45)
To derive this relation, we have assumed that A is independent of ts.
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Then for each Fourier mode, A and W take the following form
A˜(ωN) =
(
a˜11(ωN) a˜12(ωN)
0 a˜22(ωN)
)
, W˜ (ωN) =
(
w˜11(ωN) w˜12(ωN)
0 w˜22(ωN)
)
. (46)
Since the normalization of yi is arbitrary, one can put w˜11(ωN) = w˜22(ωN) = 1. Calculating
the Fourier components for various values of ts, for example ts = 0, T, 2T, ...,MT (M is an integer.),
and following the same argument as in the case of the simplest model, we find
w˜12(ωN) = −〈x1(ωN ; ts)x2(ωN ; ts)〉ts〈x22(ωN ; ts)〉ts
, w˜11(ωN) = −〈x1(ωN ; ts)x2(ωN ; ts)〉ts〈x22(ωN ; ts)〉ts
(47)
where 〈·〉ts denotes an average with respect to ts.
So the variable
y˜1(ωN ; ts) = x˜1(ωN ; ts) + w˜12(ωN)x˜2(ωN ; ts) (48)
follows a Gaussian distribution, and we can find the increased S/N for each frequency
f = ω/2π as in the previous subsection.
2.3 Nonlinear coupling. So far we have considered the linear models (4) and (41).
However, in real gravitational wave experiments, there exist non-linearly correlated noises
[16]. In order to investigate the applicability of ICA to nonlinear cases, we consider the
following simple nonlinear model as a first step:(
x1(t)
x2(t)
)
=
(
a b
0 1
)(
h(t) + n(t)
k(t)
)
+
(
c[h(t) + n(t)]k(t)
0
)
(49)
Without loss of generality, we can set the covariances of n(t) and k(t) to be unity by
redefining a, h(t), b, and x2(t):
E[n2(t)] = E[k2(t)] = 1, (50)
and we define n(t) so that
a ≥ 0. (51)
In addition, we consider the case where |b| is not much larger than a and |c| (see the
argument above (67) and (68)). By assumption, the marginal PDF of n(t) is the normal
distribution,
q1(n) =
1√
2π
exp
(
−n
2
2
)
, (52)
whereas the PDF of k, q2(k), is not known.
Our goal is to remove the non-Gaussian noise k(t). If we know the coefficients, a, b,
and c, we can obtain the time series without non-Gaussian noise, h(t) + n(t) by using the
transformation
h(t) + n(t) =
x1(t)− bx2(t)
a + cx2(t)
. (53)
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Therefore we estimate the values of a, b and c.
When we estimate them, we consider a long-time average of the data. Assuming that
the detectable burst gravitational waves rarely come to our detectors, we can neglect them.
Therefore we may consider a simplified model(
x1(t)
x2(t)
)
=
(
a b
0 1
)(
n(t)
k(t)
)
+
(
cn(t)k(t)
0
)
(54)
to estimate the coefficients. To begin with, the coefficient b can be estimated easily by
best = 〈x1(t)x2(t)〉, (55)
because
E[n(t)k(t)] = E[n(t)]E[k(t)] = 0, (56)
E[n2(t)k(t)] = E[n2(t)]E[k(t)] = 0. (57)
The next targets are a and c. To find their values, we consider a transformation similar
to (53),
y1(t) =
x1(t)− bestx2(t)
α+ γx2(t)
, y2(t) = x2(t) (58)
and regard y1(t) as the reconstructed h(t) + n(t). They are very close to each other when
α = a and γ = c. As the Jacobian of the transformation (58) is given by
J =
∣∣∣∣ ∂(y1, y2)∂(x1, x2)
∣∣∣∣ =
∣∣∣∣ 1α + γx2
∣∣∣∣ , (59)
the cost function can be expressed as
L(α, γ) = D[py(y); q1(y1)q2(y2)]
= Epy
[
ln
(
py(y)
q1(y1)q2(y2)
)]
= Epx
[
ln
(
J−1px(x)
q1(
x1−bestx2
α+γx2
)q2(x2)
)]
=
1
2
Epx
[(
x1 − bestx2
α+ γx2
)2]
+ Epx [ln |α+ γx2|] + const.. (60)
We minimize it with respect to α and γ. The derivatives of the cost function read
∂L
∂α
= Epx
[
(α+ γx2)
2 − (x1 − bestx2)2
(α + γx2)3
]
, (61)
∂L
∂γ
= Epx
[
x2(α+ γx2)
2 − x2(x1 − bestx2)2
(α + γx2)3
]
, (62)
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and their learning rules are ∆α ∝ −∂L
∂α
and ∆γ ∝ −∂L
∂γ
. However, the cost function is
mathematically ill-defined because of the singularity at α + γx2 = 0. Therefore we must
improve these rules. We consider the following modified learning rules,
∆α ∝ −Epx [(α + γx2)2 − (x1 − bestx2)2], (63)
∆γ ∝ −Epx [x2(α + γx2)2 − x2(x1 − bestx2)2], (64)
which are obtained by removing the denominators of (61) and (62). From (49) and (50),
the rules can be written as
∆α ∝ −[α2 − a2 − (b− best)2 + γ2 − c2], (65)
∆γ ∝ −2(αγ − ac) + [(b− best)2 − γ2 + c2]ǫ, (66)
where we have defined ǫ by ǫ = Epx [k
3(t)]. Now we assume |b− best| ≪ a, |c|, which means
that we do not consider the case where |b| is too large and the number of the samples is
too small for us to extract the information about a and c. In this case, (65) and (66) can
be written as
∆α ∝ −[α2 + γ2 − a2 − c2], (67)
∆γ ∝ −[2(αγ − ac) + ǫ(γ2 − c2)], (68)
respectively. We study these learning rules and show that they tell us where the point
(a,c) is.
First, we locate their stationary points, which satisfy ∆α = 0 and ∆γ = 0. The curves
defined by ∆α = 0 and ∆γ = 0 are depicted in Fig. 1. They are symmetrical with respect
to the lines ℓ± defined by the following equations,
ℓ+ : γ =
(
(ǫ2 + 4)
1
2 + ǫ
(ǫ2 + 4)
1
2 − ǫ
) 1
2
α, (69)
ℓ− : γ = −
(
(ǫ2 + 4)
1
2 − ǫ
(ǫ2 + 4)
1
2 + ǫ
) 1
2
α. (70)
We can easily check that (α, γ) = (a, c) satisfies ∆α = ∆γ = 0. Therefore, the points
satisfying ∆α = ∆γ = 0 are (a, c) and those which are symmetrical to (a, c) with respect
to ℓ+, ℓ− and the origin.
However, all these points are not necessarily stable points. In order to locate the
convergence point of (67) and (68), we must also study the evolution of (α, γ). Focusing
on the sign of ∆α and ∆γ, we depict the flow schematically in Fig. 2. We refer to the
stationary point on the region defined by
−
(
(ǫ2 + 4)
1
2 − ǫ
(ǫ2 + 4)
1
2 + ǫ
) 1
2
α < γ <
(
(ǫ2 + 4)
1
2 + ǫ
(ǫ2 + 4)
1
2 − ǫ
) 1
2
α (71)
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Figure 1: The curves defined by ∆α = 0 and ∆γ = 0 with a = 1, c = 0.5, ǫ = 1. They
are symmetrical with respect to ℓ+ and ℓ−. The intersections are the stationary points of
(67) and (68). The convergence point is one of them.
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[a]2ac+ ǫc2 > 0
(a = 0.5, c = −1, ǫ = 1.5)
[b]2ac + ǫc2 < 0
(a = 0.5, c = −1, ǫ = 0.8)
Figure 2: The flow of (67) and (68). It is drawn only by taking the signs of (67) and (68)
into account, which means the lengths of the arrows are not important. The large dots
represent the stationary points and the points other than C are not stable points. It can
be seen that points in the region satisfying (71) approach C.
as C(αc, γc), and to the symmetrical points to C with respect to ℓ
± as C±. We can easily
find that the stationary points other than C are not stable. For example, if the point
(α, γ) goes in the negative direction of α-axis from C±, it goes to infinity. Therefore, the
point (α, γ) never converges to them. On the other hand, C is a stable point. In order to
show that, we substitute α = αc+ δα and γ = γc+ δγ into (67) and (68), and keep leading
terms, to find (
∆(δα)
∆(δγ)
)
= −2A
(
δα
δγ
)
, (72)
with A =
(
αc γc
γc αc + ǫγc
)
. (73)
From (71), we can easily show that the matrix A has only positive eigenvalues and so C is
a stable point. In addition, if the point (α, γ) is constrained on the region defined by (71),
it does not go to infinity and tends to approach C. Because ǫ can be estimated from the
data, we can return the point onto that region by displacing it with respect to ℓ± or the
origin. Therefore, with the point (α, γ) displaced properly while it is evolving, it converges
to C.
Because C is just the stationary point on the region defined by (71) and not necessarily
coincide with (a, c), there are three patterns depending on the location of (a, c) shown in
Fig. 3.
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• Region 1: converges to the point symmetrical to (a, c) with respect to ℓ−.
• Region 2: converges to (a, c).
• Region 3: converges to the point symmetrical to (a, c) with respect to ℓ+.
In each of these cases, the desired point (a, c) is, respectively, C−, C, C+. The coordinates
of C± are given respectively by
C+ :
1
(ǫ2 + 4)
1
2
(−ǫαc + 2γc, 2αc + ǫγc), (74)
C− :
1
(ǫ2 + 4)
1
2
(ǫαc − 2γc,−2αc − ǫγc). (75)
Because the point (a, c) is on the region a ≥ 0 (see (51)), it is one of the points C, C+ and
C− which is on the right-half plane of the α − γ plane. We can identify the coefficients a
and c by investigating which point makes y1 follow Gaussian distribution.
We summarize how we obtain a, b, and c.
1. After subtracting the means of the time series from them, transform x2(t) so that
the equation (50) is satisfied:
x2(t)→ 1〈x2(t)2〉 12
x2(t). (76)
2. Calculate best by (55).
3. Evolve (α, γ) following (67) and (68) while constraining the point on the region
defined by (71).
4. Calculate the coordinates of C+ and C− by (74) and (75), and choose the best point
that is on the right-half plane of α−γ plane and maximizes the Gaussianity of y1(t).
In order to demonstrate that the algorithm works well, we make statistically indepen-
dent samples of x1 and x2 (ignoring their temporal correlations) and test it. We assume
that the probability density function of the non-Gaussian noise k is the Laplace distribu-
tion function whose variance is unity and mean is zero:
q2(k) =
1√
2
e−
√
2|k|. (77)
We generate 10,000 samples of n and k, and calculate
x1 = an+ bk + cnk (78)
x2 = k (79)
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Figure 3: The right-half plane devided by ℓ+ and ℓ−. From the condition (51), (a, c) is
on one of these regions. On the other hand, the convergence point C is on the Region 2.
Therefore whether the point (α, γ) converges to (a, c) depends on which region (a, c) is on.
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for each of the samples to make 10,000 samples of x1 and x2. When we set a = 1, b = 1,
c = 2, the evolutionary flow on the α− γ plane is shown in Fig. 4. The coordinates of C,
C± are C(1.98, 1.13), C+(1.08, 2.01) and C−(−1.08,−2.01). The estimated point of (a, c)
is C or C+. We choose the point which makes the kurtosis of y1 smaller, then find that
the estimated values of a, b, and c are aest = 1.08, best = 1.00, and cest = 2.01, which are
close to the real values.
Finally, we can remove the non-Gaussian noise k(t) by using y1(t) instead of x1(t). By
using (53), we can find that S/N is improved from
S
N
=
h√
E[n2] + b
2
a2
E[k2] + c
2
a2
(h2 + E[k2])E[n2]
(80)
to
S
N
≈ h√
E[n2]
, (81)
as y1(t) reproduces h(t) + n(t) well.
3 Conclusion
In the present paper, we have provided a new way to handle non-Gaussian noises for the
detection of GWs using the independent component analysis. While many other methods
attempt to overcome the non-Gaussian nature of noises by frontal attack, ICA makes use
of non-Gaussianity as well as statistical independence, to separate signals.
First, we have considered a simplified linear model to show that this method may be
useful to remove non-Gaussian noises that can be measured by enviromental sensors at
least partially. Next, we have checked the applicability of our method to a more realistic
case where there is time delay between the inputs and the outputs. We have shown that
we can also remove non-Gaussian noises by using Fourier components. These methods
can be applied to the case which has outputs of more channels. Finally, we have tried to
extend our method to nonlinearly correlated noises. As a first step, we have considered
a specific nonlinear model and show that we can identify the coupling coefficients and
remove non-Gaussian noises in that case.
It is worth while to pursue further analysis by considering more realistic situations.
Thus we shall prepare for the completion of KAGRA detector toward gravitational wave
astronomy.
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Figure 4: The evolutionary flows of (67) and (68) with a = 1, b = 1, c = 2. The initial
points are set to be (1,0), (2,0), (3,0). For each regeneration, we use only one sample
to calculate the right hand side of (67) and (68), and do this procedure successively for
each sample (This is called online algorithm.). For the i-th regeneration, the constant
of proportionality is 0.01/(1 + i/1000), which begins to decrease at about the 1000th
regeneration. The estimated value of ǫ is 0.05 and the lines, ℓ±, are drawn by using this
value. As can be seen, the flows from all the initial locations converges to the same point.
Because C− is not on the right-half of the plane, the estimated point is C or C+. We use
both values to construct y1 according to (58) and calculate each kurtosis of them, which
is zero when the samples are normally distributed. We choose the point which makes
the kurtosis smaller and find that the estimated values of a, b, and c are aest = 1.08,
best = 1.00, and cest = 2.01.
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