Abstract-This paper presents a unifying framework for designing a joint channel-estimation-and-data-detection (CE/DD) scheme and space-time block code (STBC) that improves the performances in a multiple-input-multiple-output (MIMO) slow flat Rayleigh fading channel. Modeling the channel using the continuous-fading model, a matrix state-space model, which naturally represents the temporal and spatial dimensions of a MIMO system, is introduced. A consistent and novel matrix CE/DD scheme is developed using a matrix Kalman filter and a matrix normalized-innovations-based maximum-likelihood detector. In MIMO CE/DD in multiplicative fading, symmetric STBCs (S-STBCs) cause isometric data sequences, which lead to a detection error floor. Motivated by the minimization of the probability of error, two asymmetric STBCs are introduced to be used with these S-STBCs to mitigate isometry. To further improve detection performance, a self-matching STBC (SM-STBC), which mitigates isometry using asymmetry, improves estimation performance using training, and improves detection performance by adapting its code properties, is introduced. This SM-STBC generalizes a limited version that was previously proposed. A comprehensive analysis, which is supported by some simulation studies, indicates that the proposed framework of transceiver and STBC designs offers excellent detection performance.
the fading coefficients remain constant for one block only. Thus, the channel estimates are already outdated when detection occurs, and the detection performance degrades. To minimize probability of error P e , a decision-directed CE/DD scheme, where the channel is modeled using the continuousfading model (CFM) and the estimates are recursively updated, is needed. In the decision-directed CE/DD schemes in [15] and [16] , the CSI is represented as vectors in the channel estimations (CEs) but as matrices in the data detections (DDs). This inconsistency between the CSI representations requires the CSI to be converted back and forth between their vector and matrix forms. In addition, the vector form of the CSI does not depict the temporal and spatial nature of MIMO systems. For a consistent and natural MIMO representation, a matrix state-space model (MSSM), where the temporal and spatial dimensions are intuitively represented by matrices, and its corresponding matrix CE/DD scheme, where matrix quantities are consistently used, are needed.
A novel decision-directed CE/DD scheme is proposed and analyzed in this paper: Using an MSSM based on the CFM, the proposed scheme recursively estimates the channel using the matrix Kalman filter (MKF) and detects the data using the normalized-innovations-based maximum likelihood (ML) detector. An ordinary Kalman filter (KF) only works with vector state-space models (VSSMs). Hence, this paper introduces the technique that was originally developed in [17] and the definition of the covariance of a matrix in [18] to derive the MKF for the MSSM. The DD is shown to be a Mahalanobis (i.e., weighted Euclidean) distance square DD, where the weighting factor represents the effective signal-to-noise ratio (SNR) and is calculated recursively by the MKF.
The P e of the CE/DD is derived and is shown to be linked to the properties of not only the model and CE/DD but also to the space-time block code (STBC). Commonly used linear unitary STBCs are shown to be optimal when CSI is known [5] , [11] , [12] . However, they are "symmetric," and symmetry causes isometric data sequences and detection error floor in CE/DD in multiplicative fading [19] [20] [21] . To minimize P e , pilot training can be used to mitigate isometry, but it reduces transmission rate [21] . This paper introduces information-bearing asymmetric STBCs (A-STBCs), which were developed from symmetric STBCs (S-STBCs), and shows how A-STBCs, in conjunction with S-STBCs, can be used to mitigate isometry. Hence, A-STBC can be seen as a generalized form of training. To further minimize P e , a self-matching STBC (SM-STBC), which 0018-9545/$25.00 © 2007 IEEE is asymmetric and adapts its code properties according to the estimation performance to reduce estimation and detection error, is proposed. The SM-STBC in this paper generalizes the one in [13] by replacing the transmission-rate-reducing fixed unitary matrix with the information-bearing A-STBC.
The unifying framework of CE/DD and STBC designs based on CFM in order to minimize P e is the major contribution in this paper. The channel and system models are derived in Section II. In Sections III and IV, a CE/DD is proposed, and its corresponding P e is derived. Properties of STBCs affecting P e , including symmetry, are explained in Section V. Section VI presents the use of A-STBCs and SM-STBCs to reduce P e . Simulation results are discussed in Section VII, and conclusions are drawn in Section VIII.
II. SYSTEM MODEL
In the succeeding sections, scalars are in italic, vectors are in lowercase bold, MATRICES are in uppercase bold, I is the identity matrix, 0 is the zero matrix, E{·} is the expectation, · * is the conjugate, · H is the Hermitian transpose, rank(·) is the rank, tr(·) is the trace, det(·) is the determinant, diag(·) is the diagonal matrix, vec(·) is the vectorization operation 1 [17] , ⊗ is the Kronecker product [22] , · F is the Frobenius norm [5] , M ∼ CN (M, Σ) denotes a circularly symmetric (proper) complex Gaussian distribution with meanM = E{M} and covariance
In flat Rayleigh fading, the theoretical capacity of a MIMO system with M transmit and N receive antennas grows linearly with min(M, N ) [5] , [25] , [26] . Hence, MIMO systems are preferred over single-input-single-output (SISO) systems for highdata-rate applications. Consider the MIMO system in Fig. 1 for slow flat Rayleigh fading; matched filtering and symbol-rate sampling are performed to obtain sufficient statistics, and the observation of the nth receive antenna at the kth symbol is
where x m (k) is the transmitted symbol from the mth antenna, h m,n (k) ∼ CN (0, 1) is the fading coefficient from the mth transmit antenna to the nth receive antenna, and v n (k) ∼ CN (0, r) is the additive white Gaussian noise (AWGN) [21] , [27] . Instead of assuming that the fading is time invariant, this paper considers a more realistic scenario: The MN fading coefficients are temporally correlated but spatially independent and identically distributed (IID), i.e., E{h a,
where δ(k) is 1 if k = 0 and 0 otherwise, and f D T s is the normalized fading rate [16] . The assumption of spatial independence holds when the antennas are sufficiently spaced [28] . 1 The vector is formed by stacking the columns of the matrix together. In addition, the AWGN samples are IID, i.e., E{v
; thus, the SNR is ρ = M/r. With the matrices that are defined in column 1 of Table I , the observations over N receive antennas and T symbol durations in (1) are collected as [21] , [29] 
Remark-Fading Model: The CFM, not BFM, is used in this paper to derive (2) [30] . BFM assumes that each fading coefficient is constant over the block of T symbols (i.e., T < T c , where T c is the channel coherence time) and adjacent blocks experience uncorrelated fading [1] , [7] . However, in a realistic channel, fading changes gradually without piecewise jumps [14] , [16] . Table I compares the definitions of the matrices in (2) for both CFM and BFM, and it shows that the BFM is simply a special case of the CFM when h m,n ((
Based on the availability of the CSI, three receiver schemes can be used: 1) coherent (perfect CSI); 2) differential (no CSI); and 3) CE/DD (estimated CSI). Realistically, perfect CSI is unavailable, but differential demodulation increases P e and reduces capacity [5] , [13] , [14] , [25] . The P e and capacity of the CE/DD scheme approach those of the coherent scheme when the estimation error is small [13] , [15] , [16] , [25] . Thus, the CE/DD in Fig. 1 is considered in this paper.
III. ESTIMATION-ASSISTED RECEIVER

A. CE
Since h m,n (k) and v n (k), which are the elements of H(l) and V(l) in (2) , are circularly symmetric complex Gaussian random processes, a second-order linear filter is used to estimate the CSI. Among the various options, a recursive version is preferred over a batch version to track the temporal variation of fading effectively [15] , [16] , [31] . The KF, which is a recursive adaptive second-order linear estimator, is used in this paper because it is optimal in the minimum mean square error (mse) sense [15] , [16] , [31] , [32] . 
1) MSSM:
The use of KF requires a state equation that approximates the temporal variation of fading using a rational hypermodel [15] , [16] . The second-order autoregressive (AR-2) model is used due to its excellent tracking performance and reasonable complexity [15] , [16] , [31] [32] [33] [34] :
where
. Recursively applying (3), the fading coefficients over T symbol durations are related as follows [21] , [29] :
where, for illustration, the specifics ofÃ, h m,n (l), and w m,n (l) for T = 2 and T = 4 are given in Table II . Then, the MN fading paths that are described by (4) can be collected as [21] , [29 
where H(0) is the initial condition. The observation (2), the state (5), the initial condition (H(0)), and the statistics
altogether constitute the MSSM. The matrix equations describe the dynamics of the MSSM, and the definition of the covariance of a matrix allows us to describe the statistics of the MSSM [18] . Since the model statistics will be used in the CE/DD, its value and accuracy will affect the performance of the CE/DD. Remark-Matrix Nature of the State-Space Model: Many state-space models have been used in the literature: Some employ matrices in the observation equation and DD but vectors in the state equation and CE [15] , [16] ; some employ vectors in both (i.e., a vectorized model) [35] ; some formulate matrix models by imposing restrictions on the number of receive antennas, the order of hypermodel, or the temporal correlation of fading [2] , [13] , [16] , [28] , [35] , [36] ; some avoid the spatial dimension, thus transmit diversity, by using only one receive antenna [2] , [35] ; and some avoid the temporal dimension, thus temporal diversity, by using vector modulation instead of matrix modulation [37] , [38] . In MIMO systems, the data are sent and received via multiple antennas and symbol durations. A matrix captures this by designating its row and column dimensions as the time and space dimensions. Thus, the MSSM in this paper allows a more intuitive, insightful, consistent, and compact formulation of the MIMO system and the resulting CE/DD scheme [17] . In addition, it can be used with any number of transmit and receive antennas, different hypermodels, time-variant fading channels, and diversity-achieving matrix modulations.
Remark-Varying Mobile Environment: In a realistic mobile environment, f D T s can vary over time. From (5), the value of f D T s changes the MSSM, and the model affects the CE/DD performance; mismatched f D T s is undesirable [32] , [39] . Using the technique in [40] , f D T s can be estimated accurately and periodically, and the parameters A and Q can be easily updated to adapt to the varying environment.
2) MKF: The use of MSSM dictates that a matrix estimator is desired. Since ordinary KF only works with VSSMs, an MKF is needed. This paper introduces the procedure that was originally developed in [17] to the area of communications and uses the procedure to formulate an MKF specifically to estimate H(l). The procedure does not lose any information or impose any restriction on the MSSM. First, using the vectorization operator and the Kronecker product [17] , [22] , (2) and (5) are converted to the vectorized representation [35] . Since the matrix quantities are now represented as vectors, the ordinary KF recursion is then applied to the vectorized equations. Converting the vector quantities in the resulting recursion back to matrices, the following MKF is derived [17] , [29] :
where R = cov(V(l)) = rI, and Q = cov(W(l)). The initial condition and its error covariance areĤ(0|0) and P(0|0) = cov(H(0) −Ĥ(0|0)), respectively. Without a priori information,Ĥ(0|0) is assumed to match the MSSM statistics, i.e., H(0|0) = E{H(0)} = 0. Thus, P(0|0) = cov(H(0)) ≈ I.
B. DD
Given the channel state predictionĤ(l|l − 1) and its error covariance P(l|l − 1) that is calculated by the MKF (6), the ML DD is then given as follows [29] :
is the normalized-innovations calculated by the MKF, and Ω X is the set of possible matrices for X(l).
The ML DD is hereafter called the matrix normalized-innovations-based DD (MNI-DD). Remark-Matrix Normalized Innovations:
The metric that is used in (7) is the Mahalanobis distance square, which is the Euclidean distance square that is weighted adaptively by the innovation covariance [41] . Hence, the MNI-DD generalizes the usual Euclidean distance-square-based DD. The innovation covariance represents the effective SNR, which consists of the covariances of the thermal noise and the estimation error.
Remark-Operation of the CE/DD: For CE/DD, the MKF operates in a decision-directed mode, so X(l) in (6) is replaced byX(l), which is provided by the DD [15] , [16] . The MKF provides the MNI-DD withĤ(l|l − 1) for the detection of X(l), and the MNI-DD provides the MKF withX(l) for the estimation of H(l + 1|l). The CE/DD recursively estimates the channel and detects the data, and the channel estimates are always up to date, unlike those in [2] and [13] .
IV. PROBABILITY OF DETECTION ERROR P e
For the CE/DD scheme (6) and (7), the P e in terms of bit error rate (BER) is approximated by the union bound [2] P e ≤ α =β P α→β (# error bits in the error event/# bits per code matrix), where P α→β is the pairwise error probability (PEP) when X α is sent but X β is detected (see the Appendix) [38] , i.e.,
and λ αβ+ , λ αβ− are the positive and negative eigenvalues of cov(Υ)Θ α,β , respectively, where [42] . The asymptotic bound of (8) is [38] P α→β = lim
Remark-Complete and Consistent Package:
The MSSM, MKF, MNI-DD, and P e all naturally fit together by consistently employing the same matrix quantities. P e is linked, either explicitly or implicitly, to the following: 1) Modulation: Weighted distances between X α and X β appear in (9) . Hence, properties of the modulation will affect P e . More discussion follows in Section VI. 2) Channel model: The innovation covariance PZ(l|l − 1) is calculated recursively by the MKF according to the MSSM. Thus, P e will be affected by the model parameters, e.g., R, A, Q, and the initial conditions H(0|0) and P(0|0). Thus, mismatched parameters and initial conditions may increase P e . 3) CE performance: P(l|l − 1), which is calculated by the MKF, indicates the theoretical estimation performance. Thus, factors that degrade the theoretical estimation performance, e.g., high f D T s , will increase P e . 4) Detection of past codewords: P e is derived, assuming thatĤl|l − 1) is accurate. IfX(l − 1) = X(l − 1), thenĤ(l|l − 1) is inaccurate, and an error is more likely to occur with the detection of X(l).
V. PERFORMANCE-RELATED PROPERTIES OF STBCS
As discussed in Section IV, the properties of the data matrices, which can be uncoded or coded, will affect P e . In an uncoded system, deep fading might render the transmitted symbols undetectable. The use of space-time codes exploits transmit diversity to mitigate deep fading [37] . Two types of space-time codes are available: 1) block and 2) trellis, and the former is the focus of this paper. An STBC is a set of T × M complex matrices Ω C = {C ∈ C T ×M }, where each matrix contains the coded symbols x m (k)'s to be sent over M transmit antennas and T symbol periods. To accommodate continuous fading in (2) , each codeword C(T × M ) needs to be mapped uniquely into a transmit matrix X(l)(T × MT ). Since the performance of the CE/DD scheme should lie between that of the coherent receiver and that of the differential demodulator, the coherent and differential STBCs serve as the basis for the discussion of code design.
To simplify the STBC design process, BFM and coherent detection are commonly assumed [1] , [2] , [5] , [8] , [10] [11] [12] , [30] . Many design criteria (e.g., rank, trace, and determinant) have been proposed to minimize P e [2] , [5] , [8] , [10] , [11] , [30] . Linear unitary STBC minimizes P e when BFM and coherent detection are assumed [5] , [8] , [11] , [12] . A well-known example for M = T = 2 is the Alamouti STBC [1] . Group STBCs, either cyclic or dicyclic, are used for differential demodulation, which requires that the channel be constant for 2T symbol durations (i.e., 2T < T c ) [4] , [6] , [9] . Group STBCs, which are square but nonlinear, can also be used for coherent detection [7] . However, the absence of CSI increases P e by a factor of 2 MN [14] . Remark-Square Versus Rectangular STBCs: To minimize P e , maximal transmit diversity is desired, i.e., T ≥ M [2] , [5] , [10] , [30] . STBCs can be square (T = M ) or rectangular (T > M) [1] , [4] [5] [6] , [9] . So far, only square examples (Alamouti and group) have been given. If a square STBC achieves maximal transmit diversity in BFM, then it also achieves maximal transmit diversity in CFM [30] . Hence, square STBCs serve as a reasonable benchmark.
Remark-P e of Square Unitary STBCs: To gain better insights about P e , simplification is needed. Assuming that BFM (cov(H(l)) = I, P(l|l
, and σ 2 is the (theoretical) estimation error variance (i.e., estimation mse) [42] , [44] .
When (10) increases, P e (8) decreases. Thus, d
2 s , which is the Euclidean distance square between codewords in the "space-time sphere," should be maximized [19] , [45] , [46] . This criterion is similar to that in SISO systems, where the distances between signal points on the complex plane are maximized [39] . Generally, as M increases, the code rate of a linear square unitary STBC decreases, so there is proportionally more room for the codewords to spread out in the space-time sphere [5] . Thus, as M increases, it should be easier to obtain a larger d An STBC Ω C is said to be symmetric if a unitary rotation leaves the STBC invariant [19] , i.e.,
It is easy to see that every linear unitary STBC, if the symbols are drawn from a rotationally invariant constellation, is symmetric [29] , [39] . Moreover, all group STBCs are symmetric by definition. Even though all examples that are presented thus far (Alamouti and group) are square and symmetric, an S-STBC can be rectangular, and a square STBC can be asymmetric. Lemma 1: When an S-STBC is used (i.e., X(l), X(l)U H ∈ Ω X ), the MKF (6) introduces a counterunitary transform in H(l + 1|l) in response to a unitary transform in X(l). That is, for some U, where
Lemma 2:
When an S-STBC is used, the MNI-DD ( 
Given UĤ(0|0), the CE/DD produces the unitary transformed counterparts (X Since the model in (2) is assumed to be intersymbolinterference free, the normalized innovations in (7) is a white process, and the path metric is the sum of the branch metrics: 
Hence, S-STBCs (11) cause isometry and detection ambiguity in CE/DD. Selection of the wrong isometric sequence results in detection error floor (X(l) = X(l)U H ) and increases the estimation error ( [29] , [39] , [47] . A large number of STBCs used in the literature, e.g., all the STBCs shown thus far, are symmetric. Thus, isometry affects a wide variety of applications. 
VI. STBC DESIGN
A. A-STBCs
∃(U
Two easy ways to design a pair of P -ary S-STBC Ω C(a) and P -ary A-STBC Ω C(b) , so that transmit matrices X(a) and X(b) together break isometry, as indicated in (13) P -PSK. For example, using the Alamouti's code structure in [1] (Q = 2), binary phase-shift keying (BPSK) {1, −1}, and asymmetric BPSK {1, j} [39] , the following pair of 4-ary STBCs Ω C(a) and Ω C(b) break isometry, as described in (13) . Thus
Remark-Tradeoff With Algorithm 1:
Both Ω C(a) and Ω C(b) contain the same number of codewords. However, due to the employment of ASC, the codewords of the A-STBC are not uniformly distributed in the space-time sphere, and Ω C(b) has a smaller d 2 s . This contributes unfavorably to the detection of C(b). However, since isometry is broken, the sequence of codewords and channel estimates are uniquely identified. Hence, the performance improvement of the channel estimation and detection of past codewords contributes favorably to the detection of the entire sequence. Since A-STBC is only used once in each sequence, as long as d 2 s is not too small to break isometry, the use of A-STBCs improves overall detection performance.
Algorithm 2: Group STBC can be seen as generalized PSK in the space-time domain [46] . Hence, [39, Alg. 1] can be modified to construct a pair of P -ary S-STBC and P -ary A-STBC from a P 2 -ary unitary group STBC: 1) Select a P 2 -ary unitary group STBC (either cyclic or dicyclic). 2) Arrange the codewords in a circle where each codeword is a U H rotated version of the previous one. 3) Label the codewords sequentially with 1, . . . , P . 4) Select a set of codewords with the same label to obtain the P -ary S-STBC. 5) Select one codeword from each set to obtain the P -ary A-STBC.
For example, Fig. 2 illustrates how a pair of symmetric 2-ary STBC and asymmetric 2-ary STBC can be constructed from a 4-ary cyclic group STBC.
Remark-Tradeoff With Algorithm 2:
Since the resulting P -ary STBCs are subsets of the P 2 -ary group STBC, the code rate is reduced. This can be compensated by using a group STBC with higher P but smaller d Asymmetry breaks isometry and provides the ML DD with the correct channel estimateĤ(l|l − 1) instead of the unitarily rotated version UĤ(l|l − 1). This leads to the mitigation of the detection error floor. Pilot training, which breaks isometry, is equivalent to having only one element in the A-STBC Ω X(b) . Hence, training can be seen as a special case of A-STBC. Since all S-STBCs that are shown thus far are square, the examples of A-STBCs that are shown here are also square. However, A-STBCs can also be rectangular, and the analysis in this paper will also apply.
B. Estimation-Based STBCs 1) Code Design Criteria:
As discussed in Section IV, in addition to isometry, estimation error also contributes to increasing P e . To minimizeP α→β , due to the negative exponent, it is necessary that λ αβ+ / − λ αβ− 1, or equivalently, λ αβ+ + λ αβ− 0. Thus, MN(λ αβ+ + λ αβ− ) = tr(cov(Υ)Θ α,β ) = T 1 must be maximized, i.e.,
Because of its complexity, (14) is simplified by assuming that BFM (cov(H(l)) = I, P(l|l − 1) = σ 2 I, and cov(Ĥ(l|l − 1)) = (1 − σ 2 )I, where σ 2 is the theoretical estimation mse) and unitary STBCs are used. Using the matrix inversion lemma, (14) reduces to [29, App. I.1]
Using the matrix identity ln(det(M)) = tr(ln(M)) and the Taylor expansion ln(1 + x) ≈ x [5] , it is easy to show that (15) resembles the KL distance criterion in [48] . From (15), the first term dominates when σ 2 → 0, and the second term dominates when σ 2 → 1. When the CSI is known (σ 2 = 0), (15) becomes
which is the trace criterion (d 2 s ) for designing coherent STBCs [8] . This suggests that square linear unitary STBCs should be used when CSI is known [5] , [8] , [30] . Let λ n be the eigenvalues of the matrix (17) , one might propose to first employ group STBC and differential demodulation when σ 2 is large and then switch to square linear unitary STBC once σ 2 is small enough. However, differential demodulation provides only the unitary rotational differences between consecutive codewords (which can be seen as the space-time extension of the phase differences between consecutive symbols); thus, the sets (X [29] , [39] . So, without isometry-breaking A-STBCs or training, the CSI remain ambiguous, and CE/DD cannot switch from differential demodulation to coherent detection. Thus, a single type of STBC that performs well in various 0 < σ 2 < 1 should be employed.
2) SM-STBCs: First, the competing criteria (16) and (17) suggest that the successful STBC should adapt its code properties to σ 2 . Hence, this STBC is called the SM-STBC. Second, Section IV suggests that the SM-STBC should also reduce the estimation error. Finally, Section VI-A suggests that the SM-STBC should break isometry. Again, to reduce the complexity that is involved in designing the SM-STBC, BFM is assumed. The SM-STBC is designed as follows: 1) Embedded training: Training has been used traditionally to reduce estimation error: pilot matrices [2] and codes with embedded training [49] . To minimize P e , STBCs with embedded training are considered. Hence, the SM-STBC (T × M ) is divided into a "training" part (T t × M ) and an "information" part (T d × M ), where T = T t + T d . According to [2] and [50] , the training matrix should be unitary (i.e.,
Since square linear unitary STBCs perform well in coherent detection, they are adopted for the information part (i.e., T d = M , T ≥ 2M ) [5] , [8] , [11] , [12] , [30] . 3) Asymmetry: Embedded training with a fixed matrix reduces P e by reducing σ 2 and breaking isometry, but it also reduces transmission rate [29] , [39] . Since training is a limiting case of asymmetry, the training part is replaced by information-bearing A-STBCs in Section VI-A. 4) Self-matching: When σ 2 is small, training is less important, and most of the signal energy should be used for information. Training becomes significant when σ 2 increases, and energy should be allocated appropriately between the training and information parts. The distribution should be controlled by a weighting factor, and (15) suggests that the factor should be P(l|l − 1) = σ 2 I. From (16) and (17), the SM-STBC should adapt its d Remark-Validity of the Code Design Criterion: At the heart of the SM-STBC is the square information part. If the square information part achieves full transmit diversity in BFM, then it also achieves full transmit diversity in CFM [30] . Hence, even though the code design criterion (15) is suboptimal (i.e., derived using the BFM), it is a reasonable approach.
Following the preceding design process, the following T × M unitary SM-STBC is proposed:
where (18) and [13] : The SM-STBC in (18) generalizes the previously proposed solution in [13] by using an A-STBC instead of a fixed unitary matrix for the training part. Since T ≥ 2M , the data rate of the SM-STBC in [13] is reduced by at least half. Since the SM-STBC in (18) uses information-bearing A-STBC, it breaks isometry and decreases P e without reducing the code rate substantially. In addition, the modulation and CE/DD schemes in [13] are ineffective: 1) Extra pilot matrices are used for CE, and the embedded training property of the SM-STBC is never exploited. The embedded training property of (18) is explicitly and effectively utilized in this paper.
Remark-Differences Between the SM-STBCs in
2) The CE is a function of the pilot matrix, which must precede the information-bearing codewords, and the DD is a function of this CE. Thus, the channel estimates that are used in DD are always outdated. The CE/DD scheme that is proposed in this paper is derived based on the CFM, and the channel estimates that are used for DD are kept up to date recursively using the MKF.
3) The steady-state σ 2 is used in [13] . The MKF in this paper easily calculates σ 2 for every l (a priori if desired), which accounts for the fact that the (theoretical) estimation performance changes over time.
Remark-Open-Loop Design of the CE/DD and SM-STBC Scheme:
To adapt the SM-STBC in (18) , knowledge of the estimation performance at every l is required by not only the receiver but the transmitter as well. In realistic applications, the actual estimation error square vec(
, cannot be calculated since H(l) is unknown. Generally, this quantity may be approximated at the transmitter using some elaborate procedure only ifĤ(l|l − 1) is fed back. However, using the MSSM, the MKF recursively calculates the theoretical estimation error covariance cov(H(l|l − 1)) = P(l|l − l) = σ 2 I at every l. From (6), this calculation does not require knowledge of Y(l) or H(l|l − 1). Thus, it can be easily calculated at the transmitter with no feedback from the receiver. In fact, P(l|l − 1) can even be calculated a priori. Hence, the use of the model eliminates the need for a feedback loop or some elaborate procedure. So, the simpler open-loop model-based CE/DD and SM-STBC scheme in this paper can take advantage of certain performance gains that are generally accessible only to more complex closed-loop systems, such as those in [51] and [52] .
Let
, and assuming that U(·) is detected correctly, the d 
Thus, the properties of the SM-STBC (d 
The P e of the SM-STBC is a function of the distance property of the square unitary code V(·). Thus, the design of a SM-STBC can be reduced to the design of a square unitary STBC. Since the design of square unitary STBCs has been studied very well, the design of an SM-STBC is made very easy. Table III summarizes the default values of the system and simulation parameters: f D T s = 0.00637, M = N = 2, QPSK is used for the symbols in linear unitary STBCs, unitary matrices are used for pilot and embedded training, the A-STBC in the example of Algorithm 1 is used when an A-STBC is needed, and 5000 independent iterations are performed for each experiments. Table IV When formulating SM-STBC using Alamouti, the code rate reduces by 50% since T increases by 100%. The values in the parenthesis in Table IV illustrates how some of the lost code rate can be recovered by replacing fixed unitary matrix with information-bearing A-STBC.
VII. RESULT
The theoretical P e at different σ 2 's of various receiver and STBC schemes are compared in Fig. 3 by fixing the SNR at 20 dB and assuming that isometry is mitigated. The P e of the CE/DD with Alamouti STBC is excellent (10 −7 ) when σ 2 ≈ 0, but it degrades rapidly as σ 2 increases (Section V). Ignoring CSI, differential demodulation and cyclic STBC offer much poorer (three orders of magnitude higher) but stable P e = 10 −4 across all σ 2 's. The SM-STBC (with CE/DD) adapts its code properties to σ 2 and offers better P e than Alamouti (with CE/DD) or cyclic STBC (with differential demodulation) (Section VI-B-2). Since d
2 , in CE/DD, the P e of the SM-STBC with Alamouti is always lower than that of Alamouti, even when CSI is known (∼2.5 orders of magnitude lower at σ 2 = 0.2 and ∼0.8 order of magnitude lower at σ 2 = 0). When σ 2 → 0, the P e of the SM-STBC in CE/DD approaches that of the coherent limit (known CSI and Alamouti) and eventually surpasses it as d These results are compared against the P e of the coherent receiver when the CSI is known and the mse of the CE when the data are known. Using Alamouti STBC, the CE/DD experiences an error floor (P e = 0.5) due to isometry (Section V). Ignoring the CSI, differential demodulation with cyclic STBC can only reduce the error floor (P e = 7 × 10 −3 ) but not eliminate it since the first block of every frame remains ambiguous [29] , [39] . The error floor is eliminated when a pilot matrix is used with differential demodulation, but the P e is still much higher than the coherent limit (∼2 orders of magnitude higher at 15 dB). Thus, a CE/DD scheme with an isometry-breaking solution should be employed.
Using pilot matrices to break isometry, the P e of the CE/DD with Alamouti can be further reduced (by 0.5 order of magnitude at 15 dB). When isometry is mitigated, the performance of the CE/DD with Alamouti improves substantially (P e and mse are reduced by three and two orders of magnitude at 15 dB). When transmission-rate-reducing pilots are replaced by information-bearing A-STBCs to break isometry, the performance does not degrade. This confirms that asymmetry breaks isometry and generalizes training (Section VI-A). Assuming that isometry is broken, as SNR increases, the mse decreases, and the P e of the CE/DD with Alamouti approaches that of the coherent limit. However, at lower SNR (< 10 dB), the mse is larger, and the P e of the CE/DD with Alamouti is only marginally lower than that of the differential demodulation. This confirms that Alamouti performs well only when the mse is negligible (Section V).
To further improve P e , the SM-STBC in (18) is proposed. Since the design of the SM-STBC is reduced to the design of the linear square unitary STBC V(·) (Section VI-B2), V(·) is fixed as Alamouti with QPSK. Experimentally, it is found that a 2 × 2 U(·) is enough training for this particular setup, so T = 4 [29] . With a fixed U(·), the SM-STBC performs much better than its square linear unitary STBC counterpart (P e is one order of magnitude lower at 10 and 15 dB, and mse is 0.5 order of magnitude lower at 10 dB). The tradeoff for the improvement in P e is the reduction in code rate (reduced by 50%). However, the use of Alamouti with QPSK in CE/DD requires an isometrybreaking solution. The use of pilot reduces transmission rate, and the use of A-STBC requires parallel MKFs [29] , [39] . The use of asymmetric SM-STBC does not induce isometry, so neither pilots nor parallel MKFs are needed. To compensate for the reduction in code rate, the fixed U(·) is replaced by an A-STBC (6.2.2) (code rate increases from 1 to 1.5). The performance of the SM-STBC with A-STBC is shown to be the same as that of the SM-STBC with fixed U(·). Table V compares the theoretical and experimental P e of various STBCs for different M 's and with different constellations. The theoretical P e (Section IV) agree with the experimental P e . Comparing the P e among the square unitary STBCs, Alamouti with QPSK consistently performs better than Alamouti with 16QAM since the former has a much larger d Comparing the P e between each square unitary STBC and its rectangular SM-STBC counterpart, the latter outperforms the former due to its code-adapting, isometry-breaking, and embedded training properties (Section VI-B2).
VIII. CONCLUSION
The major contribution of this paper is providing a unified framework to model a MIMO system and, subsequently, to derive a model-based CE/DD scheme and to design STBCs. Using the more realistic CFM, a complete MSSM (its dynamics and statistics) for a MIMO system is derived without imposing restrictive assumptions about the system. The MSSM employs matrix quantities consistently, which intuitively represent the spatial and temporal dimensions of a MIMO system. This natural and compact representation provides insights that are lost in other models [2] , [13] , [15] [16] [17] , [28] , [35] [36] [37] [38] . From the MSSM, a consistent matrix CE/DD scheme is derived. Using the technique in [17] , the MKF is introduced to the area of communications and formulated specifically to estimate the channel. The ML DD is the MNI-DD where the metric is the Mahalanobis distance square of the innovations weighted by the effective SNR. Motivated by the principle of minimizing P e , the A-STBC is designed to mitigate isometry, which causes detection error floor in fading. The SM-STBC is proposed to further minimize P e by adapting its code properties to estimation performance, breaking isometry with asymmetry, and reducing estimation error with its embedded training ability. Generally, the factor that is used to scale the SM-STBC, which is required at the transmitter, can only be calculated in a closedloop system. However, using the MSSM, the factor can be calculated a priori for every block without any feedback. In addition to being effective and simple, the Kalman recursion is a good choice because the normalized innovations, which are used for DD, and the estimation error covariance, which is used to scale the SM-STBC, is readily provided by the MKF. However, the strength of the CE/DD and STBC design framework lie in the modeling. So, other filters can also be derived from the MSSM for CE. This modeling-based transceiver and modulation design philosophy can be applied not only to SISO and MIMO systems but also to many other systems and channels, such as cooperative network and Ricean fading channel. APPENDIX DERIVATION OF THE PAIRWISE PROBABILITY OF ERROR From (7), givenĤ(l|l − 1) and P(l|l − 1), following the technique in [2] , the PEP is (22) where λ αβ+ and λ αβ− are the positive and negative eigenvalues of cov(Υ)Θ α,β , respectively [42] . From (22) and [38, eqs. (7) and (8)], P α→β is then given by (8) .
