INTRODUCTION
Aeronautical progress from the first half of the XX th century introduced the necessity of reliable numerical tools for investigating high Reynolds number compressible flows. For this reason, attention was directed towards the most general mathematical models that governs fluid flows such as Euler and Navier-Stokes equations. It is a well-known fact that, even until present days, theoretical solutions of these equations are still lacking in the literature except for some simple one-dimensional flows without practical interest on a larger scale.
Historically, numerical integration of Euler equations was stated for the first time in the early 1950's and it is related to the work of Courant ([16] with the work of P. Lax and B. Wendroff ( [14] , [15] ), various algorithms were developed for numerical analysis of compressible flows on both structured and unstructured grids. The necessity of using unstructured grids arises from both the flow domain geometrical complexity and the obvious motivation for obtaining more accurate solutions with the same computational effort as in structured grids.
Regarding spatial discretization, the most common methods for Euler equations are finite difference method and finite volume method. In the present work, attention is focused on a cell-centered finite volume formulation which employs Roe and Roe-HLL upwind schemes for the convective flux computation.
GOVERNING EQUATIONS
Formally, the time-dependent Euler equations express the conservation of mass, momentum and energy for a compressible fluid without viscosity. With the nonconductive adiabatic ideal gas assumption and in the absence of external forces, these equations are given below in integral form for a domain  bounded by surface    
where 
Here, n  is the exterior unit normal on the boundary   . Velocity components on y , x and z are designated as v , u and w , respectively, while the term E  represents the total energy per unit volume. With the ideal gas assumption, the static pressure and total enthalpy are expressed as
and
where V and  represent the velocity vector magnitude and the ratio of specific heats, respectively.
For air,  is prescribed as 1.4. Practically, equation (1) 
a semi-discrete form of equation (1) reads [4] :
In equation (7) NVF is the total number of finite volumes in the computational domain and the term i R represents the summation of the numerical fluxes over the total number of interfaces which bounds the sub-domain Consequently, the flux across each cell face j is computed using Roe's approximate Riemann solver,
where n F is expressed as
The matrix K is computed by evaluating the Jacobian
with Roe-averaged quantities such as 
In practice, the formulation presented in equation (9) turned out to be computationally expensive due to the explicit computation of the matrix K . For present computations, an equivalent formulation of the equation (9) 
Roe numerical scheme presented above is often employed for the convective flux computation due to its simplicity and robustness and, more importantly, because it is strictly related to the hyperbolic nature of the Euler equations. However, this numerical scheme provides some nonphysical solutions for flows with strong normal shocks (see chapter 7). Consequently, various numerical schemes had been developed in the literature ( [12] , [6] ) to overcome Roe scheme uncertainties. One of these numerical schemes is the Rotated Riemann solver Roe-HLL ( [12] ). This type of solver is based on the decomposition of the normal vector n  into two orthogonal directions. Suppose direction 1 n  has already been selected, the second direction 2 n  is simply aligned as perpendicular to
The normal is then projected onto these orthogonal directions, i.e. 
To define the total interface flux, the numerical fluxes in the two directions According to [12] , the best choice is to consider the direction of the velocity vector difference taken over two adjacent cells,
and  is a small number. Following this approach, the direction 1 n  is always selected as normal to a shock or tangent to a shear layer if they exist. 
SECOND ORDER SCHEME
Generally, the numerical flux computation on unstructured grids is accomplished by identifying a local one-dimensional Riemann problem at every interface of the computational domain. This implies that discontinuous states are assumed to exist on either side of a cell interface. A first order approach would require that the fluxes are computed simply by considering the volume-averaged quantities associated with the adjacent cells of the interface. However, when employed for viscous flows, first-order solutions are rather diffusive and determine excessive growth of boundary layers.
Second-order solutions are attained by redefining the right and left states of the interface. Consequently, we assume that the solution is piecewise linearly distributed over the control volume. This technique is known in the literature as piecewise linear state reconstruction. Following this approach, we can find the left and right states from 
where ij w are weights constructed solely from geometric information. Second-order upwind spatial discretization requires the use of so-called limiters in order to prevent generation of oscillations and spurious solutions in regions of high gradients. The purpose of the limiter function is to reduce the gradient used for left and right states reconstruction. In the present computations, we employ the widely used Venkatakrishnan limiter which reduces the gradient U  at the cell i by the factor The parameter 2  is used to control the limitation. In practice, 2  is considered to be proportional with a local length scale, i.e.
 
where K is a unit constant and h  is for example the cubic root of a cell volume. For detailed information about Venkatakrishnan limiter properties with respect to convergence and solution accuracy, the reader is referred to papers [17] , [18] and [19] .
TIME INTEGRATION
The system of first-order ordinary differential equations expressed in (7) is integrated in time using an explicit three-stage Runge-Kutta method developed by Shu and Osher ( [8] ): 36) is reduced by at least four orders in magnitude.
Usually, an explicit time-stepping scheme employs a relatively small time-step, due to stability restrictions, as it must be adapted to the smallest cell in the computational grid. Larger time step can be obtained by averaging the residuals i R with the ones corresponding to neighboring cells. This process increases the stencil of the numerical scheme and is denoted in literature as implicit residual smoothing ( [5] , [7] ). Precisely, the residuals are filtered through a smoothing operator, i.e. 
BOUNDARY CONDITIONS
Flow boundary conditions are implemented using ghost cells which are defined as images of adjacent interior cells across the exterior boundary. At wall boundaries, the flow tangency condition is imposed by creating an image for the interior velocity vector within corresponding ghost cell. Precisely, velocity components in the ghost cell are computed by subtracting twice the normal velocity from the adjacent interior cell velocity vector ( [20] , [21] 
Zero mass and energy flux through the wall surface is enforced by setting pressure and density in the ghost cells equal to corresponding interior values. This approach allows only a flux for the pressure terms of the momentum equations through a solid boundary. Supersonic inlet boundary conditions are imposed simply by computing the state variables in the ghost cells using free-stream variables while at the supersonic outlet the state variables are extrapolated from the interior. Symmetry boundary conditions are also required due to the fact that two-dimensional flows are studied using three-dimensional grids. The procedure for implementing this type of conditions is similar to that employed for the solid boundary conditions.
RESULTS
A range of numerical studies were carried out in this section to show the code accuracy and capability of providing non-oscillating solutions for shock-wave dominated flows. Supersonic solutions for flow around a circular arc in a channel and flow past a circular cylinder were assessed for various Mach numbers. For the first case, a grid sensitivity analysis was performed by computing supersonic solutions at the same conditions on four types of meshes. In the second case, comparisons to theoretical data were made with respect to normal shock resolution, stagnation pressure and shock-wave standoff distance.
Flow around circular arc in a channel
The computational domain employed for this flow consists of a rectangular channel and a circular arc situated on its lower side (Fig. 1) . Supersonic solutions were computed at 0 2. M   on four different computational grids to make an assessment of the grid sensitivity. Mesh size specifications are presented in Table 1 and Fig. 2 . Table 1 Mesh size specifications   Mesh 1  Mesh 2  Mesh 3  Mesh 4  Total Cells  6000  24000  54000  96000  Total Nodes  8484  32964  73444  129924 The grid sensitivity analysis was carried out using Roe scheme with a first-order spatial discretization. The computations were performed using the three-stage Runge-Kutta scheme with global time-stepping, implicit residual smoothing and a CFL number of 1.8. Initial solution was set from free-stream variables and the iterative time integration was run until the normalized density residual dropped by at least four orders in magnitude. The Roe scheme showed excellent convergence properties given the fact that the normalized density residual decreased by approximately seven orders in magnitude the moment when calculations stopped (Fig. 3) . Pressure contours and lower-wall pressure distributions are plotted in Fig. 5 and Fig. 6 respectively. It can be easily noticed the effect of mesh size over the shock resolution. Here, better shock resolutions are provided by finer meshes. The same effect can be observed in the wall pressure distributions where the best approximation is encountered for the finest mesh (Mesh 4). However, the solutions are strongly limited by the first-order spatial discretization since the two pressure peaks should have the same magnitude due to the fact that they arise from the same shock wave reflected by the upperwall of the channel. For this reason, second-order solutions were computed on Mesh 4 using both Roe and Roe-HLL schemes. Pressure contours and wall pressure distributions are presented in Fig. 7 and Fig. 6 respectively in comparison with first-order solutions.
Here, very sharp and clean resolution of the shock waves can be noted for both numerical schemes. Furthermore, the wall pressure distributions show excellent agreement between Roe and Roe-HLL solutions for both first and second-order spatial discretizations. 
Flow past a circular cylinder
Several computations were made for the flow past a circular cylinder at four different Mach numbers (
) to demonstrate the code robustness in obtaining accurate physical solutions for flows with strong normal shocks. The computational grid consists of 45000 cells and 61004 nodes and is shown in Fig. 9 . First and second-order solutions were computed using only the Roe-HLL scheme due to the fact that the Roe scheme provided solutions with nonphysical meaning (see Fig. 10 ). These nonphysical solutions were obtained by various researchers and are denoted in literature as "carbuncles" ( [12] , [13] ). The main reason for this numerical instability is that the Roe scheme doesn't provide sufficient numerical dissipation to deal with high solution gradients in strong normal shocks. The solutions were started from free-stream initial conditions and run until the normalized density residual dropped by five orders in magnitude at a point when convergence stagnated (Fig. 8) . A second-order solution was computed only for
since pressure contours and normal shocks resolutions showed no noticeable differences between first and secondorder solutions due to the relatively dense computational grid (Fig. 11, Fig. 13 ). Comparisons with theoretical stagnation pressures ( [9] ) and Hugoniot-Rankine relations for pressure before and after the normal shocks ( [1] , [3] ) show excellent agreement between theory and presented method (see Fig. 14) . Furthermore, Fig. 12 shows a good agreement between shock wave standoff distances predicted by present computations and experimental data from various researchers ( [10] ). resolution of shocks. Solution gradients required for the higher-order spatial discretization are computed using a least-square method and Venkatakrishnan limiter is employed to ensure the solution monotonicity and to avoid oscillations across shocks.
Results have been presented for two configurations at various supersonic and hypersonic speeds to show the accuracy and the robustness of the flow solver in resolving shock-wave dominated flows. A grid sensitivity analysis has been performed that showed a relatively high sensitivity of the solution to mesh size for a first-order spatial discretization. Solutions improved considerably when a higher-order discretization had been employed yielding a very high resolution of shock waves. Comparisons to theoretical and experimental data with respect to stagnation pressure, normal shock resolution and shock wave standoff distance showed excellent agreement with the presented method.
