Variable selection in sparse regression models is an important task as applications ranging from biomedical research to econometrics have shown. Especially for higher dimensional regression problems, for which the link function between response and covariates cannot be directly detected, the selection of informative variables is challenging. Under these circumstances, the Random Forest method is a helpful tool to predict new outcomes while delivering measures for variable selection. One common approach is the usage of the permutation importance. Due to its intuitive idea and flexible usage, it is important to explore circumstances, for which the permutation importance based on Random Forest correctly indicates informative covariates.
Introduction
Random Forest is a non-parametric classification and regression algorithm being known for its good predictive performance and simple applicability under various settings. The method is based on constructing each tree in the forest by bagging procedures, which enables the construction of several estimators based on Out-of-Bag principles, such as prediction points or variance estimates. Main advantages of the Random 5 Forest method compared to other Machine Learning tools is its relative ease in hyper-parameter tuning while delivering internal estimates of the mean squared error. Due to its complicated mathematical description, including data-dependent weighting, theoretical results such as consistency or central limit theorems have only been derived recently, see e.g. [1, 2, 3, 4] .
Beyond its usage for prediction, Random Forest models can also be used as a tool for variable selection. 10 Especially in high dimensional learning problems, where the number of variables exceeds the number of ob-
Model Framework and Random Forest
Our framework covers regression models, for which the covariable space is assumed to lie on the pdimensional unit space, i.e. X ∈ [0, 1] p . In fact, this assumption does not have sever generalization effects, since Random Forest models are invariant under (strictly) monotone transformations. For discrete distributions of X, one could alternatively assume a finite support, such that a [0, 1]-standardization exists for every feature j = 1, . . . , p. Furthermore, we will assume that the relationship between the response variable Y and the covariates X can be modeled through
wherem : [0, 1] p −→ R is a measurable function and X is independent of with E[ ] = 0, V ar( ) ≡ σ 2 ∈ (0, ∞). For sparse learning problems, not all of the given covariates are necessary, that is, there is a subset S with cardinality s less than p that covers all the information about Y . Assuming without loss of generality that S = {1, . . . , s}, the regression model (1) can then be reduced to
where X S = [X 1 , . . . , X s ] and m : [0, 1] s −→ R is another measurable function such that m(X) = m(X S ). The specification of S, or also known as variable selection, feature selection or subset selection, can be challenging, especially when the relationship is not linear or not deducible at all. Formally speaking, we refer to a variable j ∈ {1, . . . , p} as informative or important, if the corresponding regression model given in (1) can be reduced to a regression model of the form (2) . This leads to the independence of Y towards X j given all other covariates for features j / ∈ S. That is Y |= X j |X 1 , . . . , X j−1 , X j+1 , . . . , X p . For differentiable link-functions m, one can alternatively define a variable as unimportant or uninformative, if for h j = [0, . . . , 0, h, 0, . . . , 0] ∈ R p , with h ∈ R lying at the j-th position, it holds ∂ m(x) ∂x j := lim
hj →0
Then a feature j ∈ {1, . . . , p} is said to be informative or important, if it is not uninformative or unimportant.
Under the scenario of a differentiable link function m, both definitions given in (2) and (3) for an informative or important variable can be shown to be equivalent using a Taylor expansion of m.
Although there are several approaches in extracting informative features, difficulties exist if the underlying link function is of complex analytical structure. The Random Forest method enables the extraction of informative features during the training phase of the algorithm. To accept this, let us shortly recall the Random Forest. Given a training set
of iid pairs [X i , Y i ] , i = 1, . . . , n, the Random Forest method estimates the functional relationship of m by piecewise constant functions over random partitions of the feature space. To be more precise, the Random Forest model for regression is a collection of M ∈ N decision trees, where for each tree, a bootstrap sample is taken from D n using with or without replacement procedures. This is denoted as the resampling strategy P. Furthermore, at each node of the tree, feature sub-spacing is conducted selecting v try ∈ {1, . . . , p} features for possible split direction. Denote with Θ the generic random variable responsible for both, the bootstrap sample construction and the feature sub-spacing procedure. Then, Θ 1 , . . . , Θ M are assumed to be independent copies of Θ responsible for this random process in the corresponding tree, independent of D n .
The combination of the trees is then conducted through averaging. i.e. m n,1 (x; Θ j , D n ) (5) and is referred to as the finite forest estimate of m, where x ∈ [0, 1] p is a fixed point. Here, m n,1 (·; Θ j , D n )
refers to a single tree in the Random Forest build with Θ j , j = 1, . . . , M . As explained in [3] , the strong law of large numbers (for M → ∞) allows to study E Θ [m n (x; Θ, D n )] instead of (5) . Hence, we set
where E Θ denotes the expectation over Θ given the training set
Similar to [3] , we refer to the Random Forest algorithm by identfiying three parameters responsible for the 50 Random Forest tree construction:
• v try ∈ {1, . . . , p}, the number of pre-selected directions for splitting,
• a n ∈ {1, . . . , n}, the number of sampled points in the bootstrap step and
• t n ∈ {1, . . . , a n }, the number of leaves in each tree.
A detailed algorithm is given on page 1720 in [3] , for example.
An advantage of the Random Forest method is the delivery of internal measures such as predictions or prediction accuracy without initially separating the training set D n such as in cross-validation procedures. This is possible by making use of the bagging principle and Out-Of-Bag (OOB) samples. The latter extracts all random trees that have not used a fixed observation X i in the set D n during training and averages the prediction results over all those trees. In the sequel, we will denote with m OOB n,M (X i ) the OOB prediction of X i ∈ D n using the finite forest estimate and m OOB n
is the generic random vector, which has not selected observation i ∈ {1, . . . , n}. Note that the authors in [15] could show that even for the OOB finite forest prediction, it holds P Θ -almost surely that
In the sequel, it is required to have a look at a certain averaging step in the random tree ensemble of the Proposition 1. Assume regression model (1) and fix i ∈ {1, . . . , n}. Then it holds P Θ -almost-surely that
1 − a n /n, if observations are subsampled (draws without replacement),
(1 − 1/n) n , if observations are bootstrapped with replacement.
Permutation Importance of the Random Forest
Returning to the extraction of relevant features, the Random Forest permutation importance makes use of the Out-of-Bag principle. That is, for every tree constructed in the forest, the increase of mean squared error evaluated on the corresponding Out-of-Bag sample after permuting its observations along the j-th variable is measured, with j ∈ {1, . . . , p}. Hence, the measure clearly depends on the sampling strategy P chosen prior to tree construction. This could be seen in [6] for example, where different results were obtained depending on the sampling strategy given in P. Formally speaking, the permutation importance can be defined as
is the Out-of-Bag sample for the t-th tree, i.e. the set of observations not selected for training m n,1 (·; Θ t , D n ). The cardinality γ n of D −(t) n clearly depends on the sampling strategy P. Moreover, π j,t is the non-trivial permutation of observations in D −(t) n along the j-th variable in decision tree t ∈ {1, . . . , M }. In [16] and [14] , a theoretical version of I OOB n,M (j), j ∈ {1, . . . , p} was given by
where X j,1 = [X 1,1 , . . . , X j−1,1 , Z j , X j+1,1 , . . . , X p,1 ] and Z j is an independent copy of X j,1 , independent of Y 1 . The intuition behind the definition in (8) is that I(j), j = 1, . . . , p measures the increase in variation after eliminating potential dependencies between the j-th variable and the response.
Assuming an additive regression model, i.e. m(x) = p j=1 m j (x j ), [14] proved that Assumptions.
(A1) There is at least one informative variable, i.e. |S| ≥ 1, (A2) Permutations are restricted to the class V = {π ∈ S γn : π(i) = i}, where S γn is the symmetric group, (A3) The features are pairwise independent, i.e. X i is independent of X j for all i = j ∈ {1, . . . , p},
where X is an independent copy of X 1 .
Condition (A1) ensures that the random forest is not forced to select among non-informative variable.
This can happen if |S| = 0, since the tree construction process will continue until either a pre-defined number 75 of leaves t n is reached or each leave in a tree consists of at most a pre-specified number of observations.
Condition (A2) is important from a technical perspective, in order to achieve (asymptotic) unbiasedness.
Furthermore, this condition reveals some drawbacks of the traditional permutation approaches: considering arbitrary permutations π ∈ S γn , we cannot guarantee the (asymptotic) unbiasedness of the RFPIM. Hence, one should carefully consider implementations of RFPIM in statistical software packages such as R or python 80 with regard to this assumption. Condition (A3) is essential in this context. The permutation used in I OOB n,M aims to break the relationship between the response variable and the corresponding covariate. In case of dependency structures among the other covariables, however, this dependency is then also broken clouding the primary effect of dependencies between the response and the covariable of interest. Note that assumption (A3) implies the assumption of no multicolinearity. Condition (A4) is rather technical. Instead, 85 one could replace it with m being continuous, since the domain of X is the p-dimensional unit cube [0, 1] p . An important assumption is (A5), which was formally proven to be valid for Random Forest models in [3] . There, the authors proved the L 2 -consistency of the same Random Forest method as considered in our work. Note that their assumptions for the validity of (A5) do not exclude (A3) and (A4). Instead, one could completely overtake the assumptions given in Theorem 1 or Theorem 2 listed in [3] and replace them with (A3) -(A5).
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Assumptions (A1) and (A2) have then to be considered as additional assumptions in this context. A formal proof of this is given in the Appendix. However, for generality and as we also state non-asymptotic results, we decided to work with ours.
Our first result shows an alternative expression of the quantity I defined in (8) , which makes variable selection possible for the Random Forest permutation importance. Proposition 2. Assume the regression model (1) and conditions (A1), (A3) and (A4). Then for every variable j ∈ {1, . . . , p} it holds However, if the variable is informative, that is ∂ m(x)/∂x j = 0 and X j depends on Y , this will lead to I(j) > 0, such that on average, their is enough discriminating power between informative and non-informative variables.
Furthermore, the theoretical results obtained from Theorem 1 and equation (9) allow the sorting of variables according to their signal strength, if the underlying link-function is assumed to be additive. Hence, under the assumptions (A1) -(A5) together with the assumption that m decomposes into an additive expansion of measurable functions, the RFPIM does not only detect informative variables, but also delivers an internal ranking across variables in S. In addition, the theoretical results in Theorem 1 also reveal that unimportant variables tends to 0 stronger than important ones, since the unbiasedness is exact in that case for any sample Forest should deliver stronger discriminating power between variables in S and {1, . . . , p} \ S. Note that the theoretical findings do not reveal insights into the rate of convergence of the asymptotic. However, an important factor influencing the discriminating power of the permutation importance measure that cannot be directly extracted from the theoretical findings so far is the random noise arising from the residuals . These contaminate the data especially depending on the scale of their variance σ 2 . Nonetheless, if the systematic signal arising from the link function m(x) is strong enough, the effect of noise can be appeased. Thus, keeping an eye on the ratio
is an important task during the computation of the RFPIM. We refer to this meaasure as the signal-to-noise ratio, which is formally defined in [17] . Although this factor cannot be directly detected based on the results in Theorem 1, a closer look at the specific cut criterion used in the Random Forest will deliver some insights into the interaction of SN and the permutation measure I OOB n,M = [I OOB n,M (1), . . . , I OOB n,M (p)] ∈ R p . Recall that the empirical cut criterion of the Random Forest model within the construction of each tree is given by
,L (Θ t ) denotes the left hyper-rectangular cell after cutting
that belong to the cell
A and N n (A) refers to the number of observations falling into cell A. As stated in [3] , the strong law of large numbers for n → ∞ leads to the consideration of
such that L
If we oppose the cut criterion of the Random Forest to the variance decomposition of the response, we obtain
Assuming that the Random Forest is cut-consistent, that is
the influence of the signal-to-noise ratio on the cuts (j n , z n ) reduces immediately, since the residual variance drops out of the theoretical cut criterion which is then given by
For a formal proof, we refer to the Appendix. However, this clearly depends on the sample size and the assumption that Random Forest cuts are consistent M-estimators in the sense of (14). The proof of the latter should therefore be considered in future research. In case of σ 2 being larger than V ar( m(X)), the cut (j n , z n ) conducted by the Random Forest might be inflated in terms of potentially selecting noninformative variables. The estimation of SN can therefore be considered as an additional control mechanism in computing I OOB n,M . The authors in [15] proved the consistency of several estimators for σ 2 , which are based on the sampling variance of residuals obtained from the Random Forest model using Out-of-Bag samples.
These results enables practitioners to consistently estimate the signal-to-noise ratio given by
whereσ 2 Y is the sampling variance of the response Y andσ 2 RF an residual variance estimator as given in [15] . In the sequel, we simply restrict our attention to the residual sampling variance estimatorσ 2
for σ 2 as described in [15] , whereˆ i = Y i − m OOB n (X i ) and¯ n is its corresponding mean.
Simulation Study
In order to provide practical evidence for the theoretical results of the previous section, we simulated 105 artificial data and computed the empirical variable importance measure based on Out-of-Bag estimates for every variable. In doing so, several regression functions have been considered that are in line with the assumptions of the previous section. We first consider p = 10 covariates whose influence on Y is described by means of a regression coefficient vector β 0 = [2, 4, 2, −3, 1, 0, 0, 0, 0, 0] . The data is then generated under the following frameworks:
For the simplest case, we assume a linear model, i.e. m(x i ) = x i β 0 , for i = 1, . . . , n.
2.
Here, we assume a polynomial relationship, that is, m(x i ) = p j=1 β 0,j x j i,j for i = 1, . . . , n.
3. In order to capture recurrent effects, a trigonometric function is assumed, i.e. m(x i ) = 2 · sin(x i β 0 + 2)
for i = 1, . . . , n.
4. Finally, the effect of non-continuous functions is considered, that is
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We used M C = 1, 000 Monte-Carlo iterations to approximate the expectation of I OOB n,M . That is, for every
. . , n and m c = 1, . . . , M C. On every generated data set D mc n , the empirical permutation importance based on Out-of-Bag samples I OOB n,M ;mc (j), j ∈ {1, . . . , p} is then computed. By the strong law of large number, we can guarantee almost surely that
as M C → ∞, which should give some practical insights into Theorem 1. Different sample sizes of the form n ∈ {50, 100, 500, 1000} should also reflect the behavior of the permutation importance as prescribed in Theorem 1. Throughout our simulations, we used M = 1, 000 decision trees in the Random Forest model and trained it using sampling without replacement of a n = 2/3n < n data points.
Regarding the noise , a centered Gaussian distribution with homoscedastic variance σ 2 is assumed. As 120 explained at the end of Section 3, the discriminative power of the permutation importance measure clearly depends on the signal-to-noise ratio. In order to explore this effect, a signal-to-noise ratio of SN ∈ {0.5, 1, 3, 5}
is considered. That is, the residual variance σ 2 is determined by setting σ 2 = V ar(m(X 1 )) · SN −1 .
We additionally generated data under high-dimensional settings, i.e. for β 1 = [2, 4, 2, −3, 1, 0 ] ∈ R n+5 and n ∈ {50, 100, 500, 1000}, we generated D mc n and computed the permutation importance for every Monte-Carlo 125 set D mc n . This leads to regression problems of the type p > n, for which Theorem 1 -unless not any of the given assumptions are violated -should also be valid.
Simulation Results
In this section, we present the simulation result for all four models 1. − 4. with p = 10 and a sample size of n ∈ {50, 1000}. The results for the other sample sizes are moved to the supplement. Note that the 130 solid black lines in the boxplots represented in Figure 5 to 4, refer not to the median, but to the empirical meanĪ OOB n,M ;· (j) as computed in (16) For the polynomial model, we can also make use of equation (9), which will lead us to I(j) = 2β 2
for j ∈ S. This justifies the relatively small values of I OOB n,M (5) , which should lie around 25/198 ≈ 0.13.
Regarding the trigonometric link function, the permutation importance measure lost in separating force when the sample size was relatively small. Here, a larger signal-to-noise ration was helpful, but for weak signals such as β 5 , a clear distinction was rather hard. The results turned quickly into the right direction, when the sample size increased (right panel), as illustrated in Figure 3 . In the latter scenario, the permutation importance was able to distinguish between elements in S and {1, . . . , p} \ S while the empirical 160 mean approached its theoretical counterpart I. This was rather independent of the signal-to-noise ratio, as discussed in Section 3. Note that under this model, equation (9) cannot be applied. However, it seems that a stronger or weaker signal resulted into lower or higher permutation importance.
Moving to the non-continuous case with linear sub-functions, a stronger distinction power could be ob- The boxplots of the permutation importance for the high-dimensional settings are summarized in Figures 5 -8 given in the supplement. Under this framework, the linear model (see Figure 5 in the supplement) 180 lost in distinction power compared to p < n problems, especially when the sample size was relatively small.
Although p > n, an increase in n led to an increase in separation force between variables in S and {1, . . . , p} making the results clearer for n ≥ 500. The empirical mean of the permutation importance moved closer to its theoretical counterpart I(j), j = 1, . . . , 5. For j ∈ {6, . . . , 10}, they were almost exactly to zero as proven in Theorem 1. There is also an increase in variation under the high-dimensional setting. Regarding the 185 polynomial model (see Figure 6 in the supplement), similar results could be obtained compared to the p < n regression problem. However, the permutation importance was slightly downsized for all variables, but the distinction force was similar. Under the trigonometric function with p > n (see Figure 7 in the supplement), the permutation importance lost in separation force when the sample size was small. Evaluable results could be obtained for n = 1, 000, but the permutation measure was again downsized for all variables compared to 190 its analogon under p < n. The simulation reveals that the convergence of the expectation is slower compared to its p < n analogon. The non-continuous case (see Figure 8 in the supplement) led to similar results than under the scenario of p being less than n, with the exception that the permutation importance was again slightly downsized for all variables again.
Final Thoughts. Under both settings, i.e. p < n and p > n, the permutation importance measure ranked 195 the variables correctly according to the results given in equation (9) for the linear and polynomial model. The ranking remained the same for the trigonometric case, but was slightly changed when the sample size was rather small in high-dimensional settings. The ranking of the variables changed under the non-continuous model, where additional importance was set to variable 3 for playing the role of a discontinuity point and its systematic influence on Y through the sub-function. However, according to our findings, this effect should 200 vanish asymptotically.
Conclusion
We proved the (asymptotic) unbiasedness of the permutation importance measure originating from the Random Forest for regression models. Our results are mainly based on assuming that features are independent, and hence uncorrelated while requiring that the Random Forest is L 2 -consistent. Furthermore, we 205 identified main drivers for the quality of the variable selection process such as the signal-to-noise ratio by explicitly considering the cut criterion of the Random Forest model. An extensive simulation study has been conducted for low-(p < n) and high-dimensional (p > n) regression frameworks. The results support our theoretical findings: even under high-dimensional settings, the permutation importance was able to correctly select among informative features, when the sample size was sufficiently large. Our findings also indicate 210 that potential future research is worth to be conducted on (i) the consistency of the involved cut-criterion and (ii) the (asymptotic) distribution of the Random Forest permutation importance as a preliminary step towards the construction of valid statistical testing procedures for feature selection.
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Appendix.
In this section we state the proofs of Propositions 1 and 2 and Theorem 1. Additional proofs mentioned in the article are shifted at the end of this section.
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Proof of Proposition 1. Let i ∈ {1, . . . , n} be fixed and X i ∈ D n . Let {Θ t } M t=1 be the sequence of iid generic random vectors on the probability space (Ω Θ , F Θ , P Θ ) being responsible for the sampling procedure and the feature sub-spacing in the Random Forest algorithm. Note that the generic random vector can then be
t ] , where Θ 
Since {Θ t } M t=1 is a sequence of iid random variables, we can again assume without loss of generality, that the first Z i (M ) do not contain the i-th observation. Therefore, we can conclude that
P Θ − almost-surely as M → ∞. The convergence follows by applying the continuous mapping theorem on the function g(x, y) = x · y using K n,M and (18).
Proof of Proposition 2. Let X = [X 1 , . . . , X p ] ∈ R p be an independent copy of X 1 such that Y = m(X) + as in regression model (1) . Furthermore, Let j ∈ {1, . . . , p} \ S, i.e. j is non-informative. According to our definition of being non-informative and the assumption that there are no dependencies among the features {X j } p j=1 , this will lead us to Y being indepdendent of X j , while X j is also independent towards all other features X , = j ∈ {1, . . . , p}. Denoting with X j = [X 1 , . . . , X j−1 , Z j , X j+1 , . . . , X p ] ∈ R p , while Z j is an independent copy of X j , independent of X and Y for all = j, this will yield to
Hence, we will obtain
On the other hand, if j ∈ S, i.e. j is informative, than we can deduce the following computations, where the third equation follows from the independence of X and together with E[ ] = 0. The second last equality follows from assumption (A3) leading to X j d = X.
Proof of Theorem 1. Let j ∈ {1, . . . , p}, i ∈ {1, . . . , n} and t ∈ {1, . . . , M } be fixed but arbitrary and assume that the Random Forest sampling mechanism is restricted to sampling a n ∈ {1, . . . , n} points without replacement such that a n < n. Denote with D (t) n the collection of points selected for tree t ∈ 1, . . . , M . Then we denote with D
n the subset of D n in tree t ∈ {1, . . . , M } with cardinality γ n for which its elements have not been selected during the sampling procedure. Note that the cardinality of D −(t) n remains fixed for all t = 1, . . . , M and is given by γ n = n − a n , which is different to sampling with replacement. In addition, we set D
} to be the set of all features X that belong to D −(t) n , i.e. that have been selected during resampling. Then we recall from (7) that the permutation variable importance based on OOB estimates is given by
where π j,t is a real permutation of the j-th covariable in D −(t) n,X , where we call a permutation as real, if π j,t ∈ {π ∈ S γn : π(i) = i} =: V and S γn is the symmetric group. Although we did not yet specify the dependence of D (t) n and D −(t) n towards the generic random vector Θ t in the Random Forest mechanism, it is worth to notice that in fact, D
Then, the following results can be obtained:
The second equality follows from the measurability of (Y i −m(X i )) and
n,X (Θ t )|D n ] is the probabil-230 ity of not selecting a fixed observation i among n elements, when resampling is conducted without replacement.
Returning to the sequence of iid generic random vectors {Θ t } M t=1 , we recall that we can separate each generic random vector into Θ t = [Θ (1) t , Θ (2) t ], where Θ (1) t models the sampling mechanism prior to tree construction and Θ (2) t is the random variable modeling feature sub-spacing during the tree construction.
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Note that in case of m try = p, it follows that
where each entry Θ
,t , 1 ≤ ≤ n is Bernoulli distributed indicating whether observation has been selected during the sampling procedure. For sampling without replacement the sequence {Θ (1) ,t } n =1 does not consist of independent random variables. However, it holds that n =1 Θ ,t = a n and that Θ (1) t is independent of
Note that the random tree estimate m n,1 (X i ; Θ t ) can be rewritten into
where W n,j (X i ; Θ t ) = 1{Xj ∈An(X i ;Θt)} Nn(An(X i ;Θt)) with A n (X i ; Θ t ) being the hyper-rectangular cell containing X i under the random tree constructed by Θ t and N n (A n (X i ; Θ t )) the number of observations falling in that hyper-rectangular cell. This way, one can deduce that 0 ≤ W n,j (X i ; Θ t ) ≤ 1 for all j = 1, . . . , n and n j=1 W n,j (X i ; Θ t ) = 1. Since K := sup
∞ and together with the Cauchy-Schwarz inequality, it holds for all n ∈ N that
Set ∆ n,i (Θ t ) = m(X i ) − m n,1 (X i ; Θ t ) and recall that i = Y i − m(X i ) according to model (1) . Then it follows from the law of total probability that
since given the condition X i ∈ D −(t) n,X , or equivalently, Θ
i,t = 0, i is independent of ∆ n,i (Θ t ). Furthermore note that we used the independence of i towards X i and Θ (1) i,t leading to E[ i |Θ (1) i,t = 0] = E[ i ] = 0.
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Hence, combining the results from (23), (26) and (29), we obtain
DefiningX j,i = [X 1,i , . . . X j−1,i , Z j , X j+1,i , . . . , X p,i ] for i = 1, . . . , n, where Z j is independent of [X 1,i , . . . , X j−1,i , X j+1,i , . . . , X p,i ] and i and Y i , but has the same marginal distribution as X j d = X j,i , we can deduce that for any arbitrary measurable function f : R p −→ R and π ∈ V, it holds:
. . , X j,π(i) , . . . , X p,i )] = E[E[f (X 1,i , . . . , X j,π(i) , . . . , X p,i )|π]]
since E[f (X 1,i , . . . , X j,π(i) , . . . , X p,i )|π] d = E[f (X j,i )] due to the independence of the samples. Now, following exactly the same calculation rules as in the derivation of equation (23), while also using (31),
we receive
Now denote withX j,i an independent copy ofX j,i independent of m n,1 . Since sampling is restricted to without replacement, the permutation π j,t is independent of Θ t , D n and hence independent of D −(t) n,X . This would be different if sampling is conducted with replacement, since the cardinality of D −(t) n,X would be random leading to the dependence of π j,t towards Θ t . This independence allows us to conduct the following
where equality (33a) follows from applying (31), equality (33b) from the calculation results obtained from equation (25) and (26) and the second last equality from X i d =X j,i together with the independence property towards all other random elements, under the event that Θ
i,t = 0. Similarly, set∆ (j) n,i (Θ t ) = m(X j,i ) − m n,1 (X j,i ; Θ t ) and˜ j,i = Y i − m(X j,i ). Then, recall from model (1) that
where we explicitly used assumption (A3) in the second-last equality equality and the independence of Θ (1) t towards i and X i in the fourth equality. Now, consider
The second equality follows from the law of total expectation and the independence of i and∆ (j) n,i under the event that Θ 
In the second equality, we used (31), while the last equality follows from applying equation (35).
Using the results from (32), (33) and (36), one can now obtain:
Finally, using (30) and (37) together with (28), we obtain
where the second last equality follows from the identical distribution (in i) of the sequence
The last equality follows from the identical distribution of the sequence {ξ
Without loss of generality, assume that the first 1 ≤ s ≤ p features are informative, i.e. S = {1, . . . , s} and define X i;S = [X 1,i , X 2,i , . . . , X s,i ] ∈ R s , the i-th random vector reduced to informative features characterized by S. Similarly, letX j,i;S be the reduced random vector ofX j,i , in which the j-th position is substituted by Z j , with 1 ≤ j ≤ s .
We distinguish between two cases: First, let j ∈ S C = {1, . . . , p} \ S. Under this scenario, we know that m(X j,1 ) = m(X 1 ) = m(X 1;S ). Hence, we have
where W n, (·; Θ 1 , . . . , Θ M ) = 1
In the sequel, we will shortly deliver proofs for the following claims, that have been mentioned in the main article: (i) We argued that a variable j ∈ {1, . . . , p} is important, if the partial derivate of m(x) w.r.t.
x j vanishes, i.e. we claimed the equivalence of both definitions (2) and (3) mentioned in the article. (ii) We claimed that the assumptions given in [3] can replace (A3) − (A5). (iii) We claimed that the theoretical cut 260 criterion L (k) (j, z) is independent of the residual noise σ 2 .
Proof of (i). Suppose that being important is defined through ( 
which yields to S = C, i.e. the function m can be reduced to a function of potentially lower dimension, since a is chosen arbitrary and (48) holds for any fixed a.
Proof of (ii). Recalling some of the assumptions given in [3] in order to establish L 2 consistency, we have
is a sequence of univariate and continuous functions.
2. The feature vector X = [X 1 , . . . , X p ] ∈ R p is assumed to be uniformly distributed over [0, 1] p .
3. The residuals are assumed to be centered Gaussian with variance σ 2 ∈ (0, ∞), independent of X.
4. Sampling is restricted to sampling without replacement such that a n → ∞, t n → ∞ and tn·(log(an)) 9 an → 0 as n → ∞.
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Now, since m k is continuous for every k ∈ {1, . . . , p} according to 1., it immediately follows that m resp.
which then yields to sup
This is nothing else than assumption (A4). Furthermore, we have from 2. that X ∼ U nif ([0, 1] p ), which yields to f X (x 1 , . . .
f U nif (0,1) (x j ), i.e. the multivariate density decomposes into the product of univariate 275 densities. Therefore, the sequence of random variables {X j } p j=1 is pairwise independent. Hence, assumption (A3) follows. Assuming that the residuals are centered Gaussian with finite variance σ 2 as given in 3. is nothing else than the specification of our assumption that E[ ] = 0 and V ar( ) ∈ (0, ∞) by imposing explicitly the Gaussian distribution. Assumption (A5) then immediately follows by using Theorem 1 in [3] and the assumptions 1 -4. Assumptions (A1) and (A2) are not required in [3] , and hence, they do not prohibit us to 280 use Theorem 1 in [3] . Therefore, they can be taken over additionally.
Proof of (iii). Consider the theoretical cut criterion L (k) (j, z) at level 1 ≤ k ≤ log 2 (t n ) + 1 with 1 ≤ ≤ 2 k−1 . Then we can see that this is independent of σ 2 :
where the third equality follows from the independence of 1 and X 1 .
SUPPLEMENT
In the following, we present supplementary material, which has been part of the simulation study in the 320 main article. One can see that SN n tends to be smaller than SN , but slowly moves to SN for an increased sample size. The solid lines refer to the empirical mean and to a Monte-Carlo approximation of its expectation.
Results for p < n Problems

