Many scientific experiments have an interest in the estimation of the average treatment effect (ATE), which is defined as the difference between the expected outcomes of two or more treatments. In this paper, we consider a situation called adaptive experimental design where research subjects sequentially visit a researcher, and the researcher assigns a treatment. For estimating the ATE efficiently, we consider changing the probability of assigning a treatment at a period by using past information obtained until the period. However, in this approach, it is difficult to apply the standard statistical method to construct an estimator because the observations are not independent and identically distributed. In this paper, to construct an efficient estimator, we overcome this conventional problem by using an algorithm of the multi-armed bandit problem and the theory of martingale. In the proposed method, we use the probability of assigning a treatment that minimizes the asymptotic variance of an estimator of the ATE. We also elucidate the theoretical properties of an estimator obtained from the proposed algorithm for both infinite and finite samples. Finally, we experimentally show that the proposed algorithm outperforms the standard RCT in some cases.
Introduction
Discovering causality from observations is a fundamental task in statistics and machine learning. In this paper, we focus on the causality proposed by Rubin [19] , which defines the causal effect as a difference between the outcomes of two actions. In general, one of these actions corresponds to the treatment, and the other corresponds to the control [13] . Because researchers can only observe the result of one of the two actions, we consider estimating the difference of the mean outcomes called the average treatment effect (ATE). One of the methods for estimating ATE is the randomized control trial (RCT). In the RCT, we randomly assign one of the treatments to a research subject [15] to obtain an unbiased estimator of the ATE [13] . While RCT is a reliable method for scientific experiments, there are some problems, such as costs and ethics [16] . For mitigating these problems, previous research has developed methods called adaptive experimental design, which is a framework of the RCT to obtain a more efficient estimator than a standard RCT by using past information of RCTs to improve the next RCT. Hahn et al. [8] proposed a method of the adaptive experimental design for a situation where a researcher can separate an RCT into two stages. In the first stage, the researcher finds a probability of assigning a treatment that minimizes the asymptotic distribution of an estimator of the treatment effect. Then, the researcher uses the probability in the next RCT of the second stage. Although this method has the potential to improve the conventional RCT, it is not realistic; this is because Hahn et al. [8] requires a pilot phase for estimating the probability that minimizes the asymptotic variance of an estimator before using the probability. In this paper, we propose an algorithm that integrates the two-step procedure by sequentially estimating the probability of assigning a treatment that minimizes the asymptotic variance and assigning a treatment following the estimator of the probability. We consider that integrating the two-step procedure would improve the empirical performance.
One of the theoretical difficulties in our setting is the problem of dependency among samples. Because we change the probability of assignment using past information, samples are not independent and identically distributed. This means that we cannot apply existing results obtained for a situation where samples are independent and identically distributed to derive the theoretical properties of the proposed algorithm. In this paper, we tackle this problem by using the theory of the multi-armed bandit (MAB) problem and martingale. The MAB problem [18] is a sequential decision-making problem, where the agent sequentially chooses one action and receives a stochastic reward drawn from a fixed, unknown distribution related to the action chosen. The martingale theory enables us to conduct statistical inference from observations with dependency.
Related Work: As we explained above, our motivation follows Hahn et al. [8] , which proposed an impractical two-stage approach to achieve the goal. Instead of the two-stage approach, we consider a situation where we give a treatment and change the probability of assigning a treatment sequentially. There are several researches for statistical inference from data with dependency [17, 7] . Algorithms of the MAB problem have been used as a method of adaptive experimental design [20] . While the standard goal of the MAB problem is the maximization of profit obtained from treatments, there is another framework called best arm identification that aims to find actions with better rewards. Our motivation is similar to best arm identification. For example, Yang et al. [21] , Jamieson & Jain [14] proposed a framework to conduct a statistical test to find better actions with a small sample size. While Yang et al. [21] and Jamieson & Jain [14] tried to identify arms with better profit, our goal is to estimate the ATE efficiently. Some algorithms of the adversarial bandit also uses an inverse probability weighting to obtain an unbiased estimator [1] , but we have a different motivation from them. Still, an adaptive allocation technique has not been investigated for the estimation of the ATE.
Our Contributions: Major contributions of this paper are summarized as follows:
• We establish a framework for causal inference from data gathered from time-dependent algorithm.
• We propose an algorithm of the MAB problem that achieves the lower bound of the asymptotic variance.
• We elucidate theoretical properties with both infinite and finite samples.
This paper contributes to literatures and practitioners of an RCT by proposing an efficient experimental design with theoretical guarantees.
Organization of this Paper: In the following sections, we introduce the proposed algorithm with its theoretical analysis and experimental results. First, in Section 2, we define the problem setting. In Section 3, we present a new framework for statistical inference using samples with dependency. With the framework, we propose an algorithm for constructing an efficient estimator of the treatment effect in Section 4 and its theoretical proprieties in Section 5. Finally, in Section 6, we elucidate empirical performances of the proposed algorithm using synthetic and semi-synthetic datasets.
Problem Formulation
In this paper, we consider a setting where a research subject with an m-dimensional feature, X t ∈ [0, 1] m = X , visits us at a period, and we can assign a treatment to the research subject based on the feature. After the assignment, we observe the response from the subject immediately. We assume that there are T periods and two treatments d = 1 and d = 0. This setting is referred as contextual multiarmed bandit problem. Let us denote a probability that we select a treatment d as p(D t = d|X t ). For simplicity, we assumed that p(D t = d|X t ) is bounded as
where ε is a positive value less than 1 2 . Let us denote an outcome of treatment at t-th round as Y t (·) : {0, 1} → R. We also assume that 0 < Y ≤ |Y t | ≤ Y , where Y and Y are positive constant values. Let us denote a set of samples obtained until t-th round as
is the indicator function.
Parameter of Interest and IPW Estimator
Our interest is in the estimation of the ATE between treatments d = 1 and d = 0, which is defined as follows [13] :
Let us assume a traditional assumption called unconfounded treatment allocation as D t ⊥ (Y t (0), Y t (1))|X t . As Heckman et al. [10] pointed out that, for identification of the ATE, this assumption can be weakened to mean indepen-
Under this assumption, the ATE of (1) can be rewritten as follows:
with probability of assigning a treatment p(D = 1|X t ), we can construct an estimator of the average treatment effect as follows:
This is called an inverse probability weighting (IPW) estimator [13] . Lemma 1 shows the asymptotic distribution ofθ IPW T . Lemma 1. The asymptotic distribution ofθ IPW T is given as follows:
where N (0, σ 2 ) denotes the normal distribution with the mean 0 and the vari-
Previous research also have discussed this asymptotic variance in informal way [12] . In this paper, we also show the proof in Appendix D.1.
Based on Lemma 1, we consider minimizing the asymptotic variance by adjusting the probability p(D t |X t ). The optimal p(D t = 1|X t ) that minimizes the asymptotic variance is given by the following theorem. Theorem 1. Let P be a function class of p : X → [ε, 1 − ε], and let us define the following function f : P → R:
≤ 1 − ε, the minimizer of the function is given as follows:
.
The proof is shown in Appendix D.2.
Remark 1. The mean squared error between θ andθ IPW T is given as
Therefore, the minimizer of the asymptotic variance is also the minimizer of the mean squared error.
Data Generating Process
In this section, we define the data generating process in detail. Let us as-
Let ξ t be a random draw from the uniform distribution on [0, 1] at the t-th round. In the proposed algorithm, we change a probability of selecting a treatment using the past information. Let us define a real-valued function π t (X t , F t−1 ) ∈ [ε, 1 − ε], where F t is the history of t-th round defined as follows:
At each round t, we select a treatment as
Let us define a policy Π as a set of π t , i.e., Π = {π 1 , ..., π T }. Throughout this paper, we use the following two relationships:
The second equation holds because (Y t (1), Y t (0), X t ) and D t is independent given X t . In the data generating process, while (Y t (1), Y t (0)) is i.i.d., D t is not i.i.d. because the probability depends on past observations.
In some cases, we denote the probability that an expectation takes over by a subscript of the expectation. For example, E (Yt(d),Xt,Dt) denote the expectation over the distribution of (Y t (d), X t , D t ).
Statistical Inference from Samples with Dependency
In this section, we show a framework of the statistical inference when we change the probability of assignment using past information. When observations are not i.i.d., we cannot apply the standard limit theorems to an estimator constructed from the samples. Therefore, to avoid this problem, we propose an estimator θ Π T under a policy Π defined as follows:
For this estimator, we apply limit theorems for a martingale difference sequence. Here, we introduce the following random variables:
We show that the sequence {Z s } T s=1 is martingale.
, we construct the martingale difference sequence as follows:
πt(Xs+1,Fs)
If we assume that the conditions of Proposition 8 in Appendix hold, the asymptotic distribution ofθ Π T is given by the following lemma.
The proof is shown in Appendix D.4. From Lemma 3, an estimator defined by (3) enables us to derive the asymptotic distribution even in the case where the samples are not i.i.d. Then, as shown above, the asymptotic variance is minimized when α(X t ) is also given as
Remark 2 (Doubly Robust Estimator). As a well known fact, when we have an estimator of E[Y t (d)|X t ], we can construct a doubly robust estimator [2] . In this paper, we also construct a similar estimator defined as (9) in Appendix C by usingẑ d (X t , F t−1 ), which is a function of a treatment d ∈ {0, 1}, context X t , and samples obtained until (t − 1)-th period. The functionẑ d (X t , F t−1 ) corresponds to an estimator of E[Y t (d)|X t ] constructed from samples until (t−1)th period. We derive the asymptotic distribution of the doubly robust estimator in Lemma 5 in Appendix C. As we explain in Appendix C, when we have an estimatorẑ d,t (X t , F t−1 ) that converges to E[Y t (d)|X t ] almost surely, the asymptotic distribution of (9) is given as follows:
This asymptotic variance matches the semi-parametric efficiency bound [3] of an estimator of the treatment effect under a data generating process defined as
where p(x) is the probability of X t , p(d|x) the probability of D t conditioned on X t , and p(y|d, x) is the probability of Y t conditioned on D t and X t . However, this fact does not mean the doubly robust estimator is superior to the IPW estimator defined in (2) . For example, the model misspecification ofẑ d,t (X t , F t−1 ) might make the asymptotic variance ofθ DR,Π T larger than that ofθ Π T . Based on this discussion, in the proposed algorithm, we use an IPW estimator, not a doubly robust estimator. In practice, we can choose eitherθ Π T orθ DR,Π T depending on the situation. Remark 3 (Efficient IPW Estimator). When samples are i.i.d. and we use an IPW estimator defined as (2), we can achieve the same asymptotic variance of (9) in Appendix by replacing the inversed probability with its non-parametric estimator. Even though we know the true probability of assigning a treatment, we can make the asymptotic variance smaller by using an estimator of the probability of assigning a treatment [12] . However, in this paper, we do not use such an IPW estimator with an estimator of the probability of assigning a treatment because we construct a martingale difference sequence using the true value of the probability of assigning a treatment.
Algorithm for Efficient Adaptive Experimental Design
Following the discussion of the previous sections, we propose an algorithm to obtain an efficient estimator in this section. As we showed above, even when we use samples with dependency, we can minimize the asymptotic variance by setting the probability of selecting treatment d = 1 as
However, because we do not know the conditional means of squared outcomes
we consider estimating them using sequentially arriving samples.
Estimation of the Conditional Mean of the Squared Outcomes
For constructing the optimal probability of assigning a treatment, we consider
In this paper, we apply k n -nearest neighbor (NN) regression to construct the estimatorν t.d (X t ) with n samples by the following way proposed in Yang & Zhu [22] .
First, we fix x ∈ R d . Let k n > 0 be a value depending on the sample size n.
where π is the permutation of {1, 2, ..., N t,d } such that
Algorithm for Adaptive Experimental Design via Bandit Feedback
When ν d (X t ) takes values near 0 or 1, the proposed estimator takes an extremely large value. Therefore, to stabilize the algorithm, we restrict the range of π t (X t , F t−1 ). Recall that we assumed that Y t (d) is bounded by Y and Y . Under this assumption, the range of
Using these assumptions, we introduce an algorithm for efficient estimation of the treatment effect. At t-th round, we es-
. Because the estimatorsν t.d (X t ) for d = 1, 2 can take an extremely large or small value, we modify them using the prior knowledge about the upper and lower bound. Let us define modified estimators as
Algorithm 1 Parameter: ρ ≥ 0, which is the number of samples that we assign treatments with equal probability. Initialization:
end for
Then, using the modified estimatorsν t.d (X t ), we estimate the optimal probability as follows:
Following this probability, we select a treatment of the t-th round. In addition, we consider assigning treatments to the first some samples with a certain probability before using the proposed algorithm. This heuristics may stabilize our algorithm because it enables us to avoid critical estimation error of the mean of the squared outcome. With this heuristics, we show the detail of the proposed algorithm in Algorithm 1.
Theoretical Analysis
In this paper, we give the theoretical analysis for the algorithm shown in the previous section from two viewpoints; asymptotic theory and regret analysis. In the following part, Theorem 2 yields the asymptotic distribution of the estimator, which enables us to conduct a statistical test. The regret analysis of Theorem 3 guarantees the behavior when the number of research subjects is finite.
Convergence of an Estimator of the Conditional Variance
First, we show the properties of k n -NN regression with samples with dependency.
In addition to the data generating process we defined above, we put the following three assumptions:
Let ψ(z; ν d ) be a modulus of continuity defined by
The term ψ represents the smoothness of the function ν d .
Assumption 2 (Yang & Zhu [22] , Assumption 2). The probability p(x) is uniformly bounded above and away from 0
where ǫ d,t is a random variable with mean 0 satisfying the following assumption. [22] , Assumption 3). The error term ǫ d,t satisfies the moment condition such that there exist positive constants v and w satisfying, for all ℓ ≥ 2,
Assumption 3 (Yang & Zhu
Under these assumptions, we show the following propositions from Yang & Zhu [22] . [22] , Eq. (4)). Consider an arbitrary algorithm that satisfies ε ≤ π(X t , F t−1 ) ≤ 1 − ε for any X t ∈ X and F t−1 . For κ > 0, let η κ = sup{z : ψ(z; v d ) ≤ κ}. Then, under Assumptions 1-3, there exists a constant M > 0 such that, for κ > 0, h < η κ/4 , and k t ≤ cth m /2,
For simplicity, we use k t = √ t in the proposed algorithm, and the inequality (8) holds for k t = √ t. From Lemma 1, we have the following lemma.
The proof of Lemma 4 is shown in Appendix D.6.
Analysis for Infinite Samples
In order to derive the asymptotic distribution, we investigate that π t (X t , F t−1 ) converges to p OPT (D = 1|X t ) almost surely and 1 πt(Xt,Ft−1) is uniformly integrable. First, from Proposition 2, we can derive the following corollary.
Next, becauseν t,1 (x) andν t,0 (x) are bounded, 1 πt(Xt,Ft−1) is uniformly integrable from Proposition 5 in Appendix. Then, we have the following theorem.
Theorem 2. The asymptotic distribution ofθ T is given as follows:
Proof. From Corollary 1, the conditions of Lemma 3 hold. Therefore, we can directly use the asymptotic distribution derived in Lemma 3.
Analysis for Finite Samples
In this section, we analyze the behavior of the estimator when finite samples are given. Instead of the asymptotic theory, we introduce a framework of the regret analysis, which is often used in the literature of the MAB problem. In this paper, we define the regret based on the mean squared error (MSE). Let us define the MSE of an algorithm Π as E Π θ − θ Π 2 , where E Π [·] denotes the operator of the expectation under a policy Π. Let us define the optimal policy as a policy that chooses a treatment with the probability of assignment minimizing the asymptotic variance defined in (4), and denote an estimator given by the optimal policy Π OPT as θ Π OPT T . Then, the regret of a policy Π is defined as follows:
Under our algorithm, the regret is bounded as follows. 
The proof is shown in Appendix D.7. 
Experiments
In this section, we show the effectiveness the proposed algorithm through experiments. We compare the proposed algorithm with an RCT with p(D t = 1|X t ) = 0.5. We use two datasets; synthetic and semi-synthetic datasets.
Experiments with Synthetic Dataset: First, we conducted an experiment using the following synthetic datasets. We generated a covariate X t ∈ R 5 at each round as follows:
where N (0, σ 2 ) denotes the normal distribution with the mean 0 and the variance σ 2 . In this experiment, we used the following model of a potential outcome: where µ d is a constant and e td is the error term. The error term e td follows the normal distribution, and we denote the standard deviation as std d . By changing std d , We used six datasets with different µ d and std d , Datasets 1-6, with 200 rounds (samples). For Datasets 1-3, we set µ 0 = µ 1 = 0. For Dataset 1, we set std 0 = 60 and std 1 = 80. For Dataset 2, we set std 0 = 40 and std 1 = 80. For Dataset 3, we set std 0 = 20 and std 1 = 80. For Datasets 4-5, we set std 0 = 60 and std 1 = 80. For Dataset 4, we set µ 0 = 100 and µ 1 = 100. For Dataset 5, we set µ 0 = 80 and µ 1 = 100. For Dataset 6, we set µ 0 = 60 and µ 1 = 100. From the samples generated from the above settings, we estimated the ATE using the following five policies: an RCT with p(D t = 1|X t ) = 0.5 for all rounds, the proposed algorithm with ρ = 10, the proposed algorithm with ρ = 50, an RCT
for all rounds, and an RCT with
for all rounds. We refer the first naive randomized trail as RCT, the second adaptive randomization as ADPT1, the third adaptive randomization as ADPT2, the fifth randomized trial as OPT1, and sixth randomized trial as OPT2 in tables and figures of the result. We ran 1000 independent trials for each setting. The results of experiment for Datasets 1-3 are shown in Table 1 . The results for Datasets 4-6 are shown in Table 2 .
We show the mean of the error θ −θ, and the standard deviation ofθ at the 100th (mid) round and the 200th (final) round.
Experiments with Semi-Synthetic Datasets: In evaluation of algorithms for estimating the treatment effect, it is difficult to find 'real-world' data that can be used for the evaluation. Following previous work, we use semi-synthetic datasets made from the Infant Health and Development Program (IHDP), which consists of simulated outcomes and covariate data from a real study. We follow a setting of simulation proposed by Hill [11] . In the setting of Hill [11] , 747 samples with 6 continuous covariates and 19 binary covariates are used. Hill [11] generated the outcomes using the covariates artificially. Hill [11] considered two scenario: response surface A and response surface B. In response surface A, Hill [11] generated Y t (1) and Y t (0) as follows:
where σ 2 A = 1 and elements of β A ∈ R 25 were randomly sampled from (0, 1, 2, 3, 4) with probabilities (0.5, 0.2, 0.15, 0.1, 0.05). In our experiment, in addition to the dataset of Hill [11] , we generated two more different data by changing σ A . We refer a dataset proposed by Hill [11] as Dataset A1, a dataset proposed with σ 2 A = 2 as Dataset A2, and a dataset proposed with σ 2 A = 4 as Dataset A3. In response surface B, Hill [11] generated Y t (1) and Y t (0) as follows:
where σ 2 B = 1, W was an offset matrix of the same dimension as X t with every value equal to 0.5, s was a constant to normalize the average treatment effect conditional on d = 1 to be 4, and elements of β B ∈ R 25 were randomly sampled values (0, 0.1, 0.2, 0.3, 0.4) with probabilities (0.6, 0.1, 0.1, 0.1, 0.1). As well as the experiment with data of the surface A, in addition to the dataset of Hill [11] , we generated two more different dataset by changing σ B . We refer a dataset proposed by Hill [11] as Dataset B1, a dataset proposed with σ A = 5 as Dataset B2, and a dataset proposed with σ B = 10 as Dataset B3. From these samples, we estimated the ATE using the following three policies: an RCT with p(D t = 1|X t ) = 0.5 for all rounds, the proposed algorithm with ρ = 10, and the proposed algorithm with ρ = 100. We refer these three policies as RCT, ADPT1, ADPT2. We simulated 1000 times. The results of experiment for Datasets A1-A3 are shown in Table 3 . The results for Datasets B1-B3 are shown in Table 4 . In Table 3 and Table 4 , we showed the mean of the error θ−θ, and the estimated standard deviation ofθ at the 373th (mid) round and the 747th (final) round.
Interpretations: First, we can confirm that the mean errors become 0 with the sufficient number of trial because the estimators are unbiased. In many datasets, the proposed algorithm achieves the lower standard deviations than an RCT. When the difference of the variances of the potential outcomes is large, the proposed algorithm outperforms an RCT. This is because the proposed algorithm gained the efficiency from the difference between E Y 2 t (1)|X t and E Y 2 t (0)|X t . On the other hand, when the difference of variances of the potential outcomes is not large, an RCT also works well. We consider that this is because the inverse of E Y 2 t (d)|X t in an IPW estimator makes an estimator of the proposed algorithm unstable.
Conclusion
In this paper, we proposed an algorithm of the MAB problem that yields an efficient estimator of the treatment effect. To derive the theoretical properties of the proposed algorithm, we applied the martingale theory to construct an estimator of the proposed algorithm. By using the martingale theory, we analyzed the theoretical properties of the case with infinite and finite samples.
A Mathematical Tools
Proposition 3. [Continuous Mapping Theorem, Greene [6] , Theorem D. 12, p. 1113] For a continuous function of g(a n ) that is not a function of n, if a n p − → a, then g(a n ) p − → g(a).
If a n a.s. − − → a, then g(a n ) a.s. 
[Uniform Integrability and Convergence in Probability, Folland [5] ] If a n p − → a, (i)-(iii) in the following are equivalent.
(i) {a n |n ∈ N} is uniformly integrable.
(ii) a n → a in L 1 . 
B Martingale Limit Theorems
< ∞ for all t and all i, j, l, and m (including i = j = l = m), where B it is the i-th element of vector B t ; and (c)
C Doubly Robust Estimator for Samples with Dependency
In this paper, based on a doubly robust estimator proposed by Bang & Robins [2] , we construct the following estimator:
where z d (X t , F t−1 ) is a function of a treatment d ∈ {0, 1}, context X t , and information until (t − 1)-th period. Here, we derive the asymptotic distribution of a doubly robust estimatorθ DR,Π T in the following lemma.
and z(d, X t ) and 1 πt(Xt,Ft−1) are uniformly integrable. Then, for an estimator defined in (9),
The proof is shown in Appendix D.5. The variance σ 2 DR can be written as follows:
where σ 2 is the variance of an IPW estimator and
The termσ can be both positive and negative. For example, if z d (X t ) = 1, µ(d) = 0, and α(X t ) = 0.5 for d = 0, 1, thenσ = 4 > 0. However, if z d (·) = µ 1 (·), then we havẽ
Therefore, when we have an estimator z d (X t , F t−1 ) that converges to µ d (X t ) almost surely, we should use a doubly robust estimator. In this case, the probability of assigning a treatment that minimizes the asymptotic variance is given as follows:
This means that we make the asymptotic variance of an efficient estimator smaller by using the probability defined as (10) . This probability is equal to the probability of assigning a treatment used in Hahn et al. [8] . However, compared with the case where samples are i.i.d. as Hahn et al. [8] , we need a condition such that z d (X t , F t−1 ) a.s. − − → µ d (X t ). Besides, as explained above, misspecification of z d (X t , F t−1 ) may increase variance. Based on this discussion, we do not use a doubly robust estimator in the proposed algorithm. In practice, we can choose eitherθ Π T orθ DR,Π T depending on the situation.
D Proofs
In this section, we show proofs of the paper.
D.1 Proof of Lemma 1
Proof.
. Because the mean of β t is θ and θ IPW t = 1 t t s=1 β s , we can calculate the variance ofθ IPW t by calculating the variance of β t . The variance of β t is calculated as follows:
Therefore, from the central limit theorem, the asymptotic distribution is given as follows:
D.2 Proof of Theorem 1
Proof. Here, we rewrite f (p) as follows:
We consider minimizing f (p) by minimizingf (q) = E
The first derivative off (q) with respect to q is given as follows:
The second derivative of f is given as follows:
For ε < q < 1−ε, becausef ′′ (q) > 0, the minimizer q * off satisfies the following equation:
This equation is equivalent to
. Therefore,
D.3 Proof of Lemma 2
D.4 Proof of Lemma 3
In order to prove the lemma, we show the following four lemmas.
where recall that E Π [·] denotes the operator of the expectation under a policy Π.
Proof. The first equality is proved as follows:
Similarly,
The third equality is proved as follows:
where
Proof. Let us define γ
and γ
(1,0) t as follows:
Here, S s+1 , the following equality holds:
Then, we apply the strong large numbers for martingale (Proposition 7 in Appendix) to {S
We check the following condition:
From our assumptions, γ
(1,1) t is bounded as follows:
Therefore, there exists a constant C such that γ
Then, we bound ζ(a) = ∞ t=1 1/t 1+a , which is known as the Riemann zeta function. Given a > 1, ζ(a) is known to be a finite value. Therefore, the condition holds and Hence,
As a result, because each element of 1
t converges almost surely to the matrix with each element being 0, the lemma holds.
Using Lemmas 6 and 7, and Proposition 8 in Appendix, we prove Lemma 3.
Proof of Lemma 3. From Lemma 6,
Let us denote
First, we show that the condition (a) of Proposition 8 in Appendix, i.e., as T → ∞,
Because of the assumption π t (x, F t−1 ) 
The left hand side of (11) can be decomposed as follows:
where recall that
We have already showed that
Therefore, to prove (11), we show
Hence,
Thus, each element of Ω t converges to each element of Ω almost surely. Therefore, 1 T T t=1 Ω t − Ω holds. Then, for {W t } T t=1 , the assumption (a) of Proposition 8 in Appendix holds from Lemma 6 and the above result, the assumption (b) holds because the element of W t is bounded, and the assumption (c) holds from the above discussion and the above result. Therefore,
Then, we have
where the asymptotic variance is calculated as follows:
D.5 Proof of Lemma 5
We can use the same procedure of the proof of Lemma 
The sequence {Z DR s } T s=1 is martingale From the martingale sequence {Z DR s } T s=1 , we construct the martingale difference sequence as follows:
Using these sequences and assumptions shown in Lemma 5, we prove Lemma 5. In order to prove the lemma, we use the following three lemmas.
Proof. In this proof, we use the following properties:
ẑ 0,t (X t , F t−1 ) = 0.
Then, Finally,
= µ(1)µ(0) − µ(1)µ(0) − 0 − µ(1)µ(0) + 0 + E Π [µ 1 (X t )ẑ 0,t (X t , F t−1 )] − 0 + E Π [µ 0 (X t )ẑ 1,t (X t , F t−1 )] + E Π [−ẑ 1,t (X t , F t−1 )ẑ 0,t (X t , F t−1 )] = −µ(1)µ(0) + E Π [µ 1 (X t )ẑ 0,t (X t , F t−1 )] + E Π [µ 0 (X t )ẑ 1,t (X t , F t−1 )] − E [ẑ 1,t (X t , F t−1 )ẑ 0,t (X t , F t−1 )] , Lemma 9.
Proof.
Here, in addition to the assumptions of Lemma 3, we use the assumption z d,t (X t , F t−1 ) a.s − − → z(d, X t ) and z(d, X t ) is uniformly integrable. Then, we can prove the lemma using the same procedure as the proof of Lemma 7.
Let Ω DR = ẼF FG , wherẽ E = − µ 2 (1) + E (Yt(1),Xt)
Then, we prove Lemma 5 using Lemmas 8-9.
Proof of Lemma 5. Under the assumptions and Lemmas 8 and 9, we can use the same procedure as the proof of Lemma 3. We have
D.6 Proof of Lemma 4
Proof. For κ > 0, η κ = sup{z : ψ(z; v d ) ≤ κ}, and t > Therefore,
E (Xt,Ft−1) (π t (F t−1 ) − p OPT (D t = 1))ν 1 (X t ) p OPT (D t = 1)π t (F t−1 ) 
