Various active learning methods based on logistic regression have been proposed. In this paper, we investigate seven state-of-the-art strategies, present an extensive benchmark, and provide a better understanding of their underlying characteristics. Experiments are carried out both on 3 synthetic datasets and 43 real-world datasets, providing insights into the behaviour of these active learning methods with respect to classification accuracy and their computational cost.
Introduction
In practice, acquiring a large amount of data is easy while labeling these data is often rather difficult, time-consuming or expensive, due to the involvement of human experts (Settles, 2010) . For instance, collecting millions of images from Google is not that difficult, while obtaining the categories of each image may need a lot of manpower and other resources. Active learning addresses this challenge by selecting a most valuable subset from the whole data set for human annotation. The key idea behind is that active learning has the abilities and freedom to automatically choose the most valuable instances according to some criterion. Many research studies have demonstrated that active learning can be effective in maintaining good performance while reducing the overall labeling effort over a diverse range of applications, such as text categorization (Tong & Koller, 2002; Cai & He, 2012) , medical image classification (Hoi et al., 2006) , image retrieval (Hoi et al., 2008) and natural language processing (Tang et al., 2002) .
Choosing an appropriate criterion which measures the usefulness of unlabeled instances is of vital importance for active learning. Active learning tends to select those instances which can provide as much information as possible for the learning problem. Perhaps, the simplest method to choose the next instance from the unlabeled pool is random sampling. Even though that random sampling strategy is expected to be less efficient than actual active learning algorithms, at times, it can perform very well in comparison with the latter (Guyon et al., 2011) . Most commonly used criteria in active learning include query-bycommittee (Seung et al., 1992) , uncertainty sampling (Tong & Koller, 2002) , expected error minimization (Roy & McCallum, 2001; Guo & Greiner, 2007; Holub et al., 2008) , and variance reduction (Zhang & Oles, 2000; Yu et al., 2006; Schein & Ungar, 2007) , model change (Settles et al., 2008; Freytag et al., 2014; Cai et al., 2014) and "min-max" view active learning (Hoi et al., 2008; Huang et al., 2014) . They are derived from diverse heuristics and based on various types of classifiers. Some of them are specifically designed for one certain classifier, e.g., the simple margin criterion for support vector machines (Tong & Koller, 2002) , while others can be adapted to various classifiers, e.g., expected error reduction works with logistic regression and naive Bayes (Roy & McCallum, 2001 ).
Since the base classifier is a key component for an active learning algorithm, it seems fair to compare active learning methods using the same base classifier. In this paper, we mainly focus on several active learning approaches derived for logistic regression model. Logistic regression is chosen because (1) logistic regression the most widely applied classifier, certainly outside the areas of machine learning and pattern recognition. (2) For logistic regression, an estimate of the posterior class probability is readily available, something that is of use in active learning. It is, in part, for this reason that most active learners employ this methods as base classifier and a more diverse set of active learners have been developed. (3) there are already a variety of active learning algorithms which have been developed specifically for logistic regression (Kanamori & Shimodaira, 2003; Hoi et al., 2006; Guo & Greiner, 2007; Schein & Ungar, 2007; Kanamori, 2007; Cuong et al., 2014; Liu et al., 2015) .
Hence, in this work, we evaluate active learning methods which can be used in combination with logistic regression. As we see it, the various methods can be considered to be based on four different heuristics: uncertainty sample, error reduction, variance reduction and min-max view active arXiv:1611.08618v1 [stat.ML] 
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learning, all of which will be explained in further detail in Section 2. Seven different active learning algorithms within the above heuristics are compared. We aim to better understand their underlying characteristics and how these methods work on classification tasks with different levels of difficulty and why. We should mention the work by Schein and Ungar (Schein & Ungar, 2007) here, who already did an evaluation of active learning methods using logistic regression. In this paper, however, we compare some new methods, which appeared only recently (Guo & Greiner, 2007; Guo & Schuurmans, 2008; Huang et al., 2014) , and we generally provide an evaluation much more extensive than their paper does. We also investigate how active learning algorithms generally perform in comparisons with random sampling and point out the underlying relationships among the compared methods. The computational cost of each method is also evaluated.
In this paper, we focus on the setting of pool-based active learning that assumes a large pool of unlabeled data along with a small set of labeled data that is already available (Settles, 2010) . We consider the myopic setting which selects an unlabeled instance at a time. Batch mode active learning, which selects a batch of examples simultaneously, is not considered in this work and we refer for further background and some typical approaches to (Hoi et al., 2006; Guo & Schuurmans, 2008; Chakraborty et al., 2010; .
The main contributions of this work can be summarized as follows:
1. A review of the state-of-the-art in active learning for logistic regression is presented in which links and relationships between methods are explicated.
2. A preference map is proposed that reveals characteristics of the selection location in 2D problems.
3. Extensive experiments on 43 real-world data sets and 3 artificial sets are carried out.
4. Insights are provide into the behaviour of the classification accuracy and computational cost.
Outline
The remainder of the paper is organized as follows. Section 2 firstly describes the general procedure of active learning, and then reviews the various approaches to active learning built on logistic regression. At the same time it sketches the relationships between the different methods. Extensive experiments on synthetic and real-world data sets are given in Section 3. The experimental setup is described and the outcomes are reported on. More importantly, it provides an extensive discussion of the findings and aims to critically evaluate these. Section 4 concludes the work.
Active Learning Strategies and Methods
For myopic active learning in the pool-based scenario, we often assume that a small set of labeled instances with a large pool of unlabeled samples are available.
represent the training data set that consists of l labeled instances and U be the pool of unlabeled instances
. Each x i ∈ R d is a d dimensional feature vector, and y i ∈ C is the class label of x i . In this work we restrict ourselves to binary classification, which does not pose any essential limitation. For this reason, C is simply taken to be the set {+1, −1}. We denote P L (y|x) be the conditional probability of y given x according to a logistic classifier trained on L. The active learner will select a best instance x i from the unlabeled pool based on its measure of utility, ask for the corresponding label y i from the human and extend the training set with the new labeled sample L = L ∪ (x i , y i ). The whole procedure is repeated many times until some stopping criterion is satisfied.
The remaining part of this section presents seven active learning algorithms built on logistic regression. These seven algorithms relate to four different heuristics, one per subsection, that drive the design of the active learner. The links between some active learners are also presented.
Maximum Entropy
One widely used approach to active learning is uncertainty sampling (Lewis & Gale, 1994; Settles, 2010) . It selects the instances for which the current classifier is least certain. Querying these least certain, or equivalently, easily misclassified instances can help the model clarify the position of decision boundaries. Intuitively, the distances between unlabeled instances and the decision boundary can be a measure of the uncertainty. Tong et al. (Tong & Koller, 2002) proposed a simple margin approach which indeed queries the instance closest to the decision boundary.
Entropy (Shannon, 1948 ) is a different and more widely used general measure of uncertainty. Entropy-based approaches query the instances with maximum entropy:
This method is called ENTROPY for short. It calculates the entropy of each x ∈ U and selects the instance which has maximum entropy. It can be used with any classifier that produces probabilistic output. For binary classification, ENTROPY is equivalent to the simple margin approach (Settles, 2010) .
One shortcoming of such uncertainty sampling based approaches lies in that they are easy to pick up outliers since outliers are likely to acquire high uncertainty values (Tang et al., 2002; Zhu et al., 2010) . It takes a risk being stuck in a situation where active learner keeps selecting instances which do not improve the current classifier at all (Huang et al., 2014) .
Expected Error Reduction
Expected error reduction approaches are another type of popular active learning methods (Roy & McCallum, 2001; Guo & Greiner, 2007; Holub et al., 2008; Guo & Schuurmans, 2008) . These approaches attempt to measure how much the generalization error is likely to be reduced when adding one new instance into the labeled data set. As one does not have direct access to the future test data, however, Roy and McCallum (Roy & McCallum, 2001) proposed to estimate the expected error rate over the unlabeled examples under the assumption that the unlabeled data set is representative of the test distribution. In other words, the unlabeled pool can be viewed as a validation set. Roy and McCallum proposed to estimate the expected error using expected log-loss or 0-1 loss. For the former, which we consider in our work, the following objective is considered:
arg min x∈U y∈C
indicates that the selected instance x is labeled y and added to the labeled data set L. We refer to this method as EER in this paper. The first term P L (y|x) is the posterior probability of y given x trained on the labeled data set L. The second term can be viewed as the sum of entropy or (equivalently) expected log-likelihood over the unlabeled data U.
However, since the labeled data L, which is typically of small size, might result in a bad classifier, P L (y|x) may be not helpful (Guo & Greiner, 2007) . To avoid problems with such misspecifications, Guo and Greiner (Guo & Greiner, 2007) proposed an optimistic or, equivalently, maximum error reduction approach (called MAXER in this paper), which estimates the best-case error reduction, without considering P L (y|x). MAXER considers the following objective function instead:
Note that the error reduction approaches above only take the unlabeled instances into consideration and fail to include labeled examples. Therefore, in order to obtain better generalization performance, it has been suggested to compute the loss over the training set L, while at the same time estimate the loss over the unlabeled set U. This idea is proposed in (Grandvalet & Bengio, 2004) for semi-supervised learning, while Guo (Guo & Schuurmans, 2008) extends it to batch mode active learning. As we focus on myopic active learning, we adopt the following related criterion:
where α is a trade-off parameter used to adjust the importance of loss over labeled and unlabeled data. We term this combined approach CEER in this paper. This approach can of course be adopted directly to the worst-case or averagecase criterion as well.
One general disadvantage of error reduction approaches may be the high computational cost (Settles, 2010) . Each time a new queried instance x with its label y is added to the training data set, we need to retrain the classifier to get the new posterior probabilities P L + (y i |x i ). This retraining step may amount to great computational efforts.
Variance Reduction
Optimal experimental design (OED) is a next approach to active learning that we consider. In general, it attempts to minimize some statistical criteria with the aim of saving cost of an experimental design (Atkinson et al., 2007; Yu et al., 2006) . For example, A-optimality is one of the commonly used measure and it seeks to minimize the trace of the inverse of the information matrix (Atkinson et al., 2007) . Equivalently, A-optimality can also be seen as reducing the average variance of estimated parameter and is wildly used in active learning (Zhang & Oles, 2000; Hoi et al., 2006; Schein & Ungar, 2007) . Experimental design has a close relationship with maximum likelihood estimation (MLE). The Fisher information matrix is the second derivative of likelihood function with regards to model parameters. It is defined as
, where θ contains all model parameters and f (X|θ) is the likelihood function. The observed Fisher information matrix is I(θ M LE ): the information matrix evaluated at the maximum likelihood estimate.
In the binary setting, for regularized logistic regression, we consider minimizing min i∈L log(1 + exp
2 , where w is the parameter of logistic regression model, λ is the regularization parameter and y i ∈ {+1, −1}. In this case, the Fisher information matrix over the unlabeled pool U is defined as I U (w) =
is the posterior probability of P (y = 1|x i ), and I d is the identity matrix of size d × d. Zhang et al. (Zhang & Oles, 2000) utilize A-optimal design and minimize the Fisher information ratio between I U (ŵ) and
where
andŵ is the maximum likelihood estimator. The entity I U (ŵ) can be interpreted as the model's output variance with respect to unlabeled data U, and I x (ŵ) −1 I U (ŵ) can be viewed as the future output variance once x has been labeled. The criterion suggested selects unlabeled examples that minimize this ratio or, equivalently, reduce the future variance. We call this approach Fisher information variance reduction (FIVR) in this paper. Hoi et al. (Hoi et al., 2006) exploited the same idea as in (Zhang & Oles, 2000) and extended it to the batch mode setting. When the batch size is set to one, Hoi's method is basically identical to FIVR apart from some approximations introduced to be able to deal with the batch setting.
Schein and Ungar (Schein & Ungar, 2007) proposed a similar A-optimal active learning method based on logistic regression. In doing so, one can define the Fisher information matrix over the training data set
Schein proposed to minimize the variance of the estimated distribution of the model's output σ(ŵ T x i ) and considers a Taylor expansion around σ(ŵ T x i ):
where c i = σ i (1 − σ i )x i is the gradient vector of σ i . Based in this, Schein notes that
. The variance over all the unlabeled instance can be formulated as follows:
The benefit of a newly selected instance, can then be measured in terms of the expected variance reduction:
We refer to this method as EVR in this paper. EVR represents the potential variance changes weighted by current estimated model P L (y|x). EVR can also be extended to log-loss based EVR (Schein & Ungar, 2007) . We ignore this algorithm since we observe that it performs poorer than EVR in our experiments.
EVR also suffers from the problem of large computational costs since it goes over all the pool and re-estimatesŵ and Fisher information matrix each time. The calculation of the inverse of matrix even makes it slower than expected error reduction approaches.
Minimum Loss Increase
The next heuristic we consider is minimum loss increase, which directly bases its criterion on already labeled samples. Related to this class, is the method originally proposed by Hoi (Hoi et al., 2008) that minimizes the gain of the objective function, which is also referred to as a "min-max" (or "worst-case") view on active learning. We here look at this work in a more general formulation and demonstrate its relationship with the expected error reduction framework.
Let us consider an unconstrained optimization problem using an L2-loss regularized linear classifier and a loss function V (w; x i , y i ):
where y ∈ {+1, −1}. Many loss functions can be adopted for linear classification. For example, hinge loss,
2 , leads to ridge regression. We, of course, will consider the logistic loss in the experimental section: V (w; x i , y i ) = log(1 + exp −yiw T xi ), which results in L2-regularized logistic regression. Note that minimizing the logistic loss over the training data is equivalent to maximizing the conditional likelihood. Now, in order to identify the most valuable instances for labeling, we could select the example that, once labeled, results in the minimum gain in terms of the value of objective function. That is, we consider
where g L (w) denotes the score of objective function over the training data L. The second term, g L (w), is independent of the next queried instance and we can rewrite Equation 8 as follows:
This method can be interpreted as directly minimizing the worst-case value of the objective function when labeling a new instance.
Considering kernel versions instead of linear classifiers in the above, would entail the earlier mentioned min-max active learning (Hoi et al., 2008; Huang et al., 2014) , which use the hinge loss and square loss, respectively. Reference (Hoi et al., 2008) originally presented the min-max view and extended it to batch mode active learning. It also shows that the approach in some sense approximates margin methods. Huang (Huang et al., 2014) proposed socalled QUIRE which extends this framework to consider all the unlabeled data to select both informative and representative instances in Equation 10.
(10) where y u indicates the labels of remaining unlabeled pool U\x since x is already selected and added to L + , and n u is the number of samples of U . We need to point out, however, that this unlabeled part U\x is of no use since QUIRE relaxes the constraints of y u . Optimizing this unconstrained y u can guarantee that the remaining unlabeled data U\x is useless, which can also be observed from equation (9) and (10) in QUIRE paper (Huang et al., 2014) . Therefore, QUIRE also fits our general framework.
As we consider the logistic loss for the above framework, we will refer to this method with MLI since the method aims to minimize the increase of the value of an objective function. The objective, we consider is as follows:
whereŵ is the estimated parameter of the L2-regularized logistic regression model trained on the labeled data L + = L ∪ (x, y).
Links and Connections
The above active learning methods are all constructed using logistic regression, but some further relationships can be identified, as shown in Table 1 . We summarize seven active learning algorithms and analyse their links and connections. "data" in Table 1 indicates which kind of data is used to evaluate the criterion of an instance. For example, ENTROPY and FIVR measure their criteria only on the individual instance itself while EER calculates its criterion on all unlabeled data. "scenarios" represents which kind of scenario is considered to deal with missing true label when retraining classifier, e.g., average-case scenario for EER and worst-case scenario for MLI.
We see that EER, MAXER, CEER, MLI and EVR are rather similar in some respects. First, they all belong to retraining-based active learning, which measures the utility of instance by repeatedly labeling it (any possible category) and retraining the model. Since the true label is not available before asking for human annotation, these methods turns to consider the average-case, worse-case or bestcase scenarios. For example, both EER and EVR adopt the average-case criterion, or equivalently, the expectation value. Similarly, MAXER and CEER choose the best-case value while MLI takes the worst-case situation into consideration. Second, their measure of usefulness of unlabeled samples are derived on different kind of data. For example, EER, EVR and MAXER evaluate their corresponding criteria only on the unlabeled set while MLI does the evaluation on labeled set. CEER considers all the available data. Third, they evaluate the utility of samples by different means. EER and MAXER compute the sum of entropy as a measure of error while EVR cares about the variance. MLI bases its judgement on the value of objective function. CEER can be seen as a combination of EER and MLI, which measures the entropy and log-likelihood simultaneously with, in addition, a small difference of using the best-case criterion and not using any regularization. ENTROPY and FIVR are quite different from the above five active learning algorithms since they both do not need retrain the classifier multiple times during one selection. ENTROPY favours the instances with maximum entropy without retraining the model, while EER considers the sum of entropy over all unlabeled data after retraining the model. FIVR, which aims to reduce the Fisher information variance, is a little different from the EVR due to no need of retraining. Similarities and differences in performance between these active learning algorithms will be discussed in the next section, Section 3, which covers the experimental setup as well.
Experiments
In this section, we firstly describe the experimental settings. Then we analyse the experimental results on synthetic datasets and real-world datasets, respectively, followed by the computational cost analysis.
Experimental Setting
We mainly present the detailed information of 3 synthetic data sets and 43 real-world data sets in the following subsection, along with an illustration of the evaluation design.
SYNTHETIC DATA SETS
Three binary synthetic data sets are constructed to intuitively demonstrate the different behaviours of active learning algorithms. The first data set Synth1 is a standard 2D T , respectively. We want to explore which active learning method works well on this unambiguously specified problem. The second data set, Synth2, displayed in Fig 1d, is generated according to the description in (Huang et al., 2014) . We can observe that Synth2 has a clear cluster structure. On this kind of data, uncertainty sampling has substantial problems since it only considers the most uncertain instance which comes closest to the decision boundary. Initially, the decision boundary estimated from the limited number of labeled data may be far away from the true one and therefore uncertainty sampling may select less informative instances due to a poorly estimated posterior probability. Of course, this is precisely what this data set was designed for and set out to illustrate. This data set prefers some kind of active learning methods which can consider the so-called representativeness along with the informativeness at the same time (Huang et al., 2014) . Representative instances are those that lead more to exploration and not that much to exploitation. The latter is what uncertainty sampling typically aims for. The third synthetic data set, named Synth3, is also a 2D classification problem which is shown in Fig 1g. Synth3 is constructed to have a shape which looks like a tilted . Each part is generated from two multivariate normal distributions with small overlap. Compared with Synth1, Synth3 is a more challenging data set since it has relatively complex structure and may mislead some active learning methods. We are curious whether active learning can outperform random sampling on this kind of data. We investigate how active learning approaches work in the above three synthetic data sets and whether they perform better than random sampling.
In addition, we also explore the effect of the class overlapping and feature dimensionality on the performance of active learning algorithms. We consider a further experiment on Synth1 dataset by changing the overlap rates of two classes. This is carried out by decreasing the distance between the mean of two Gaussian distributions. We also adjust the dimensionality of Synth1 dataset from 2 to 20 and 200 dimensions to investigate the influence of feature dimensionality. The details can be found in Section 3.2.
REAL-WORLD DATA SETS
As real-world benchmarks, we used various UCI data sets (Lichman, 2013) , the MNIST handwritten digit dataset (LeCun et al., 1998) and the 20 Newsgroups dataset (Lang, 1995) . Table 2 lists the data sets used in our study together with some basic information. All the datasets are pre-processed to become binary classification problems.
There are a total of 43 benchmark datasets included in this comparison. Most data sets are pre-processed to have zero mean and unity standard deviation according to (Fernández-Delgado et al., 2014) . Some data sets are linearly scaled to [−1, 1] or [0, 1] according to (Chang & Lin, 2011) 1 . These datasets have various sample sizes and diverse feature dimensionalities. Some of them can be quite easily solved while others are quite difficult classification problems. The Letter Recognition Data Set from UCI, which consists of 20,000 examples of 26 uppercase letters in various fonts and distortions, is also used as a test bed in (Frey & Slate, 1991) . As in this last work, 16 attributes are extracted from the letters as the feature and we consider the following six classification tasks between pairs of letters: D vs. P, E vs. F, I vs. J , M vs. N, V vs. Y, and U vs. V. These pairs of letters are selected since they can have a fairly similar appearance and distinguishing them can be challenging.
The MNIST 2 contains 60,000 training examples and 10,000 test examples which have been pre-processed to the same size of 28 × 28 pixels. The pairs 3 vs. 5, 5 vs. 8, and 7 vs. 9 constitute three difficult classification tasks and are used as the binary sets in our benchmark. For each of the three pairs, we randomly subsample 1500 instances from the original data set for computational reasons. Each pixel value is extracted as a feature, resulting in a 784-dimensional feature.
The 20 Newsgroups is a common benchmark used for document classification 3 . We use one version of this dataset which consists of 18,846 instances of 20 different news topics. Following the work of (Zhu et al., 2003) , we also evaluate three binary tasks from this data set: sport.baseball vs. sport.hockey, pc.hardware vs. mac.hardware, and talk.religion.misc vs. alt.atheism. All the documents have been pre-processed into 26,241 dimensional tf.idf vectors to which we initially apply PCA to reduce the dimensionality to 500 for computational reasons.
EVALUATION DESIGN
In the evaluation, each data set is randomly divided into training and test data sets of equal size. Following previous work (McCallumzy & Nigamy, 1998; Zhu et al., 2003; Tong & Koller, 2002; Guo, 2010; Gu et al., 2014; Li et al., 2012) , we consider a difficult case of active learning, where only two labeled instances are provided as the initial labeled set, one from each class. We repeat each experiment 20 times on each real-world dataset. As to the synthetic data sets, we repeat the experiments 1000 times and every time we randomly regenerate the whole data set. The average performance of each active learning method on each data set is reported. In all the experiments, regularized logistic regression included in LIBLINEAR package (Fan et al., 2008 ) is used as the classifier. We set the regularization parameter λ to 0.01. The trade-off parameter present in the active learners considered, α for CEER, is set to 1.
For performance comparison, classification accuracy (or basically equivalently, the error rate) is the defacto standard evaluation criterion: the higher the accuracy, the better the algorithm. In active learning, however, performance varies depending on the number of labeled samples that one is allowed to take and we cannot settle on a single number of added labeled samples. For this reason, we decide to report the area under the learning curve (ALC) of each active learning method as the criterion. In our particular setting this means, we set an upper bound on the final number of labeled samples to pick and record the accuracy for the ever increasing training set size. Finally, the average over these accuracies is reported as the overall performance measure, which is a criterion, slightly different from the one suggested in (Cawley, 2011) , where AUCs are used instead of accuracies and the horizontal axis with the number of added data points is scaled logarithmically.
In addition to the accuracy or its average, we also consider the log-likelihood on the synthetic datasets. The re-3 http://qwone.com/ jason/20Newsgroups/ lationship between the performance in terms of the loglikelihood, which is the actual measure that the logistic regressor optimizes, and any secondary performance measure like the error rate, the AUC, or the average accuracy is not necessarily easy to captures. One of the authors has therefore advocated to not only consider accuracies (or any other secondary measure) in an evaluation, but to also consider the loss that the classifier under consideration actually optimizes on the test set. This viewpoint was originally suggested in the semi-supervised learning literature (Loog & Jensen, 2015) , but pertains to different learning settings like active learning as well (Loog et al., 2016) . Studying the log-likelihood basically gives us a potentially different view on the behavior of the active learners we consider.
Analysis of synthetic datasets
In the following subsection, we show the results on 3 synthetic data sets, respectively. A preference map is proposed to reveal the characteristics of different active learning algorithms. We also present the effects of class overlapping and feature dimensionality in the end.
RESULT ON SYNTH1 AND PREFERENCE MAP
Shown in Fig 1, we see the distributions of three synthetic datasets, along with the performance of each active learning method in terms of the classification accuracy and the log-likelihood on the test set. We also present the 90% confidence interval around each learning curve. To start with, note that no single method outperforms all the other methods on all the datasets.
Synth1 is a fairly simple classification problem and some algorithms perform really well in the very beginning stage, such as the variance reduction approaches FIVR and EVR. On the other hand, ENTROPY achieves rather poor performance at the beginning and even the worst one at the first selected point in Fig 1b. To understand a specific aspect of how uncertainty sampling acts and generally show a difference in characteristic of the various active learning methods, we introduce what we call the preference map (Fig 2) . The preference map is obtained by keeping track of the locations of the queried instances selected by each active learning algorithm. Presenting kernel density plots of all these locations and displaying them using pseudocolors gives an impression where in feature space the active learners request their data from. The highest density regions are marked in red while the lowest density regions are indicated in blue. The preference map of the instance first queried is shown in Fig 2a. We also plot the preference maps corresponding to the complete learning, where we exponentially weigh down later observations based on the intuition that the examples selected early on in the process are more valuable than the examples selected in the later rounds. The specific weight function we employ is exp(−2 * r/L), where r and L are the current round and the total rounds, respectively. The corresponding preference maps are in Fig 2b. Looking at Fig 2a, we can see that random sampling of course prefers the region where the mean vector of each class is. Clearly, the preference map for random sampling should ultimately just reproduce the original underlying distribution, which is a mixture of two normal distributions in the setting we consider. Uncertainty sampling clearly prefers to query the points in the middle of two clusters since it focuses on the instances near the estimated decision boundary. Even though these samples may be close to the true decision boundary, they may definitely not be a good choice, because it leads to instable estimates. This is what we see in the results, where ENTROPY performs rather poor in the very beginning stage. CEER and MAXER show similar behavior in the preference map and also seem to give fairly bad performance at the start of the active learning cycle. Their map, however, seems a bit more rectangular, which may lead to slightly improved stability and therefore performance as compared to ENTROPY. It is interesting to see that the variance reduction methods like EVR and FIVR also sample parallel to the decision boundary, but more through the respective class centers, which indeed leads to more stable and therefore better performing estimates. EER displays a bit of the same behavior, but clearly much less than EVR and FIVR. MLI, on the other hand, seems to sample perpendicular to the decision boundary, away from the regions with high density. This may be because MLI, which is similar to QUIER (Huang et al., 2014) , tends to balance the informativeness and representativeness. When only two initial points are available, MLI prefers to select the instance far away from already labeled ones. Turning our attention to Fig 2b, we see a dramatic change in behavior for at least four of the strategies. FIVR and especially EVR change their sampling from parallel to more perpendicular to the decision boundary. The changes we see for EER and MLI may be interpreted as a change from the more explorative initial phase to a more exploitative later stage, where a sampling around the decision boundary is performed to refine it. That active learning should actually deal with the exploration-exploitation tradeoff is at the basis of MLI. In addition, we can clearly see from Fig 1b that EER, FIVR, EVR and MLI, of which preference maps vary from and Fig 2a and Fig 2b, significantly outperform the remaining methods.
RESULT ON SYNTH2
Fig 1e shows that on the second synthetic problem, random sampling far surpasses all the active learning methods except for MLI, which is the best performing strategy. Fig 3 illustrates why random sampling can outperform some active learning methods. Assume that we have two initial labeled points which are marked with black color. Each active learning method is allowed to query two more examples. Note that some methods select the same points, such as ENTROPY, MAXER and CEER select the same points which come closest to the decision boundary estimated on the two initial points. However, these selected points can- not provide much more information about the true distribution. Take uncertainty sampling for example, it keeps querying the points closest to the initial decision boundary estimated from the limited labeled instances. In this setting, the two initial points lead to a completely wrong estimation of the decision boundary. This shows a common situation where some active learning methods get stuck in keeping querying useless instances due to inaccurate estimation of model parameter. Random sampling does not suffer from this because it acts purely random in selecting new instances.
MLI can perform even better in this situation (Huang et al., 2014) . MLI selects two examples which are far away from the wrongly estimated decision boundary since it also considers the so-called representativeness of each instance, such as whether the instances are inside of some clusters. This leads to the exploratory behavior of MLI. To demonstrate the clearly different behavior of MLI, Fig 4 displays preference maps corresponding to the whole learning curve on Synth2 dataset. MLI is more likely to query the instances along four clusters on the border line, while some methods like uncertainty sampling and error reduction approaches favor the instances in the two middle clusters. This is the reason why MLI can significantly outperform random sampling and other active learning methods on this artificial set. Figure 3 . Queried instances by different active learning methods. Two black points represent two initial labeled points. Two more instances are queried by each active learning method.
RESULT ON SYNTH3
From Fig 1h, we can observer some negative result that random sampling outperforms all the other active learning methods after 5 instances are selected. The possible reason is that random sampling can explore the whole structure of this dataset while other methods just pay attention to some certain parts without exploring the whole dataset. And another reason may be that this dataset is a little difficult due to its complex structure. On this kind of hard datasets, active learning methods can easily get stuck in local structure while ignoring the global view of the problem. Due to space limitations, the preference maps of Synth3 are omitted. From Fig 1, we also find that MAXER and CEER always get a poor performance compared with EER, EVR and MLI, which indicates the best-case criteria is not reasonable in active learning.
As indicated already, we also compute the log-likelihood the varies strategies attain on the test set. Looking at Fig 1c  and Fig 1b, the first main observation we can make is that a better likelihood-and therefore, in the sense of logistic regression, a better model-does definitely not necessarily lead to improved classification performance. A second important observation is that in terms of the log-likelihood, many active learners achieve a strongly decreased likelihood, while the accuracy may increase. In some settings, it is the other we around and we see an increasing likelihood, while the accuracy drops (e.g., see the cruves related to EVR on Synth3).
CLASS OVERLAPPING AND FEATURE

DIMENSIONALITY
We also explore how the class overlapping and feature dimensionality affect the performance of each active learning algorithm. As is shown in Fig 5, we show the results on four different overlap rates. Four colours represent four different overlap rates, and the numerical value behind each colour indicts the Bayes error of the classification problem. The value in vertical axis represents the area under the curve of the whole active learning procedure. Red dashed line shows the best achieved performance among all the methods; black dashed line corresponds to the performance of random sampling. It is clear that the higher the overlapping, the lower the scores of all active learning methods achieve. It is reasonable since higher overlapping indicates more difficult classification problem. We can also find that FIVR behaves robust in all overlapping setting, especially in the higher overlap rate situation, which indicts that FIVR may work well on difficult tasks. Error reduction approaches are even outperformed by random sampling in the higher overlapping setting, as well as uncertainty sampling. We also adjust the dimensionality of Synth1 dataset from 2 to 20 and 200 dimensions to investigate the influence of feature dimensionality. The results are omitted due to the space limit, however, similar results are observed in the experiment. We find that the higher the dimensionality, the worse the performance of each method. One cause may be that high dimensionality problems need more training samples to achieve the same performance. It also demonstrates that ENTROPY behaves worse along with the increase of feature dimensionality. For example, when the feature is 200-dimensional, ENTROPY behaves worse than random sampling. Table 3 presents the results for each active learning method on the 43 real-world datasets. We adopt the paired t-test at a 95% significance level on all the experiments to test which method does not significantly differ from the best method. The best performance is highlighted in bold face, together with the competitors that perform at a comparable level. The average accuracy ("Mean" in Table 3 ) of each method is also reported. "Win counts" shows the total number of datasets on which one method achieves the best performances. "win/tie/loss vs. random" demonstrates the win, tie, and loss counts of one method versus random sampling over all of the datasets.
Analysis on real-world datasets
As is shown in Table 3 , no algorithms outperform all others on all the datasets. Still ENTROPY, EER and MLI seem to markedly outperform other active learning methods. It may be surprising that uncertainty sampling can compete with relatively sophisticated active learning algorithms as it is a rather simplistic approach. In fact, uncertainty sampling gets the best accuracy and performs best in "win/tie/loss" counts versus random sampling. MLI behaves the best among the remaining methods in terms of "win counts" while its average accuracy is outperformed by uncertainty sampling and EER.
Considering the error reduction approaches, it is clear that EER outperforms MAXER and CEER. The overall performances of MAXER and CEER remain close to that of random sampling. MAXER merely surpasses random sampling on 19 of the 43 datasets. This seems to demonstrate that the best-case criterion is not a reasonable choice for active learning, at least for error reduction approaches. The possible cause may be that such optimistic measure simply puts too much trust in a typically badly estimated model. As a result, initial errors may get reinforced rather than mitigated by correctly chosen additional samples. This is comparable to some of the issues that arise in self-learning and EM-based approaches to semi-supervised learning (Loog & Jensen, 2015; Loog et al., 2016; Cohen et al., 2004) . (Guo & Greiner, 2007) proposed the on-line adjustment for MAXER, which switches to another active learning method when MAXER "guesses" wrong about the true label of latest queried instance. We do not adopt this adjustment since it can be used for any active learning algorithms and we care about the performance of pure active learning methods. CEER obtains performance comparable to MAXER, and it shares the same problem with MAXER since it also use the optimistic strategy (Guo & Schuurmans, 2008) . One possible reason why CEER can not work is that the trade-off parameter α is not well determined. Compared with error reduction approaches, MLI performs worse than EER while it is far better than MAXER and CEER. As to the variance reduction approaches, EVR seems to slightly outperform FIVR in terms of average scores and "win/tie/loss" counts. FIVR which achieves better performance than MAXER and CEER, however, is still exceed by random sampling on 12 out of 43 datasets. EVR behaves comparable with EER.
As it is the technique to beat, it is important to see how the active learners perform in comparison with random sam- pling over the 43 datasets. We therefore consider the ratio
with V active and V random the performance of active learning and random sampling, respectively. This gives us an indication of the relative improvement (or deterioration) the active learning schemes provide. We compute the ratios over all the datasets and visualize the outcomes with a box plot in Fig 6. The 25th, 50th and 75th percentiles are shown and the magenta crosses indict the average values of the ratios. We can observe that ENTROPY and EER may deliver satisfactory performances, while MAXER and CEER behave rather poor. MLI achieves a highest ratio on one dataset, which means that MLI can improve most upon random sampling sometimes. Possibly more important, however, ENTROPY and EER may be considered safer: they may not reach the relative improvements that MLI achieves, but at least they also do not display dramatic decreases in performance. Table 3 is divided into three different sections according to roughly indicate the difficulty level of each dataset, i.e., how high an accuracy random sampling achieves. The first group, which arranges from 0.5 to 0.78, represents the datasets on which reaching good accuracies seems difficult. The second group, arranging from 0.78 to 0.90, corresponds to the datasets which have medium accuracies apply. The last group consists of the remaining datasets, which seem fairly easy to solve by a linear logistic classifier. We can see that random sampling surpasses all the other methods on blood data sets, which only occurs in the difficult classification tasks. For the medium and easy datasets, random sampling does not achieve the best performances any more, which may indicate that we need only consider random sampling on relatively hard tasks. For the difficult classification problems in the first group, EN-TROPY, FIVR and MLI achieve comparable performances. FIVR is more likely to work on the hard tasks than on the easy tasks. This matches with the results in Fig 5 for the experiments where the ratio of overlap is varied. When the overlap ratio increases, the difficulty-level gains, and FIVR improves over other methods. In the second group, EVR obtains the best performance, while it seems to underperform in the other groups. For the easy datasets, it seems that MLI and ENTROPY get slightly better than the other methods. ENTROPY also performs well on the hard and medium datasets. The experiments demonstrate that uncertainty sampling is a robust active learning algorithm, regardless of the difficulty-level of the tasks. EER is a runnerup which also performs robust in the overall comparison.
Computational Cost Analysis
Computational cost can also be a critical issue when employing active learning methods. Table 4 Ratio Figure 6 . Box plots of the ratios of active learning to random sampling over all the datasets. The magenta crosses represent the average values of the ratios. The green line is at one, at the performance of random sampling. We test the computational cost on 8 datasets that vary in the numbers of instances and the feature dimensionalities. Clearly, random sampling and ENTROPY are the most efficient methods due to their simplicity. MLI also has a low computational burden compared with other algorithms. Error reduction and variance reduction have, on the other hand, a significantly higher computational cost than other methods. Both of them are especially significantly less efficient on the high dimensionality datasets like 3vs5 and basehockey. The reason may be that both need to retrain the logistic regressor in every selection step over all the unlabeled instances and all possible labels, which is relatively time consuming especially in higher dimensions. We also note that EVR has the highest computational cost. This is because EVR has to repeatedly calculate the inverse of matrix, which is extremely time consuming.
Conclusions
We compared the objective functions employed and the performance level attained for current state-of-the-art active learning methods for logistic regression. We also pointed out the main relationships between these methods. The experiments on the synthesis datasets and the large number of real-world datasets show some of the chief underlying characteristics of each of the active learning methods. On the average, we would deem ENTROPY and EER the more promising methods. Though ENTROPY is a rather simplistic criterion and quite short-sighted when picking instances, it does outperform min-max view ap-proach and variance reduction methods in our experiments. MLI demonstrates its advantage in querying the representative instances on the synthesis data Synth2. We also observe that FIVR is one hopeful active learning method especially on complex and difficult tasks. A possible downside of expected error reduction approaches is the high computational cost it incurs. Variance reduction approaches and MLI also suffer the same problem. How to speed up these methods may be one problem for further research.
Overall, on the positive side, we can conclude that active learning can indeed provide improved performance over random sampling, most certainly if we consider the whole ensemble of active learners in this work. This, however, also seems to be the big negative. On its own, none of these methods can prevent becoming worse than random sampling. While this seems impossible anyway for every single instantiation of a problem, our results indicate that it does not even hold in the average. That is, for every method there seem to be (real-world) datasets for which the method performs significantly worse than random sampling, even when averaged over multiple runs. Finding active learning methods that are, in some sense, safe and yet give significant performance gains at times, seems to be the challenge ahead.
