Featured Application: We present a method based on artificial neural networks-as an efficient procedure-aimed to predict the outcome of high-order harmonic generation experiments with previously unexplored parameters. The main goal is to provide quick help for attosecond science laboratories in designing experiments.
Introduction and Motivation
High-order harmonic generation (HHG) is a well-established experimental technique for obtaining coherent radiation in the XUV to soft X-ray spectral domain on the attosecond timescale [1, 2] . The process of HHG is highly nonlinear and has very low efficiency [3] . Despite the fact that high-harmonic radiation is the result of the highly nonlinear interaction between the atom and the driving laser pulse, this method is reliable and provides coherent secondary sources in the UV-XUV-soft-X-ray spectral domain with a table-top setup. The ELI-ALPS pan-European research infrastructure is also based on HHG sources [4] , demonstrating that the increasing research efforts dedicated to this field are fully justified. Given the advantages of exploring HHG in the emerging field of Attosecond Science and Technology, considerable research effort is being dedicated to find ways for increasing high-harmonic efficiency by implementing either tight [5] or loose focusing configurations [4, 6] , inventing different quasi-phase-matching techniques [7] [8] [9] [10] [11] [12] [13] [14] , multi-color and/or multi-jet configurations [12, [15] [16] [17] , but also to extend the available photon energy to reach the water-window [17] [18] [19] region.
Numerical approaches are unavoidable in this research for several reasons: (i) often, new experiments are designed based on predictions resulting from simulations; (ii) interpretation of existing experimental results cannot be done without additional results from models; (iii) when looking for the best possible outcome within given experimental possibilities, reliable simulation tools can considerably contribute in finding the best solution.
Increasing efficiency and/or finding the optimum photon flux obtainable within a restricted parameter space is crucial. Experimental scan along many tunable parameters is very time and resource consuming, additionally the experimental uncertainties result in variations from one measurement to the next. Simulation with a complete 3D model seems a more convenient route. However, as we will show in the following section, scanning along multiple parameters, typically [4] [5] , implies the execution and interpretation of hundreds to thousands of simulation runs. Since the amount of raw data and computational effort is very difficult to be managed, we propose an additional method to extract the needed information from the data pool, and to predict possible outcomes for parameter combinations which were not included in the original simulation sets.
The need for specialized algorithms capable to perform optimization procedures has been expressed, and evolutionary algorithms have been constructed to achieve this goal, see for example an early review on the adaptive control techniques [20] . Recently, genetic algorithms were used to optimize the optical waveforms [21] [22] [23] coming from a light-wave synthesizer with the goal either to extend the high-harmonic cutoff or to enhance the high-harmonic efficiency. In this respect, artificial neural networks (ANN) are known to be high speed mathematical models that are capable of solving linear and non-linear multivariate regression problems [24, 25] , being generally used for their excellent prediction capabilities [26, 27] but also for their capacity to solve problems such as classification [28, 29] , pattern recognition [30] or system control [31] [32] [33] . Inspired by the human brain, these numerical modelling techniques are able to gain high efficiency and accuracy in the presence of uncertainties due to their ability to learn from experience [34] . Based on these properties and also on their effectiveness in processing large amount of data, the ANNs have applicability in various fields such as medicine [35] , engineering [36, 37] , science technology [38] , nanotechnology [39, 40] or physics [41] .
In this particular paper the physical quantity we want to predict is the total harmonic flux in a predefined spectral region of the high-harmonic spectrum, which we define as yield:
where [ω 1 ; ω 2 ] is the spectral domain of interest, R is the radial extent of the interaction region, E h (ω,r) is the harmonic field in spectral representation. Alternatively, one can identify different physical quantities which we want to predict using ANN, for example the existence and bandwidth/duration of isolated attosecond pulses. One can search to maximize the brightness of a single harmonic as the function of different experimental parameters, as it has already been done experimentally [42] .
We propose here a combined method to predict the photon flux in the 20-40 eV spectral range while varying four experimental parameters: laser pulse energy, gas pressure, gas cell position and medium length. For this prediction an artificial neural network is designed, trained and tested. The input data are the results obtained with the 3D non-adiabatic model (see next section) from a 4-dimensional parameter scan [43] .
The paper has the following structure: in Section 2.1 we briefly describe the 3D non-adiabatic model for laser pulse propagation and high-harmonic generation, while in Section 2.2 the artificial neural network method is presented. In Section 3 we present and discuss the results obtained with the ANN, we test its robustness and reliability. Possible applications are suggested as well since the major role of this prediction procedure is to provide a quick help for HHG laboratories: predict the expected outcome of HHG experiments to be performed with previously unexplored experimental parameter combinations.
Theoretical Models and Numerical Methods for High-Harmonic Generation and Artificial Neural Networks

High-Harmonic Generation
In order to have sufficient input data for the training of the ANN, extensive simulation of the complete HHG process has been performed using a 3D non-adiabatic model [44] while the theoretical basis implemented in the simulation code has been described in [45] . According to the physical reality, this model has three main parts: (A) solves the propagation equation of the fundamental laser pulse in the generating medium, which is a noble gas in our case; (B) quantify the response of the individual atoms to the external laser electric field; and (C) solves the propagation equation of the dipole radiation generated in step (B) within the same medium.
(A) The propagation equation for the fundamental laser pulse is the Maxwell wave equation. This is solved with a self-consistent iterative method in frequency domain and using the paraxial approximation. The method is implemented in a way that the full electric field (carrier and envelope) is calculated, without using the slowly varying envelope approximation. The interaction configuration is considered to have cylindrical symmetry around the propagation direction defined as z axis, and r the radial coordinate. The pulse experiences an effective refractive index-function of time and spatial coordinates-which accounts for the linear refraction and absorption, the intensity-dependent optical Kerr effect and the dispersion due to the free electrons. In this way the modifications of the generating pulse during propagation are included: self-phase modulation, pulse lengthening, intensity clamping, possible self-guiding. The propagation part of the simulation code is partially parallelized. For detailed mathematical formulation we refer to [44] .
(B) The elemental interaction of a laser pulse with an atom is treated within the strong-field approximation and the generated dipole is calculated by solving the Lewenstein integral [46] . This part of the simulation code has been also parallelized, but it is still the most demanding part of the calculation in terms of CPU time and memory use.
(C) The total harmonic field results from the propagation and coherent addition of the atomic polarizations calculated in step (B). The wave equation describing the propagation of the harmonic field is similar to the wave equation for the fundamental, but the source term here is the non-linear polarization calculated in step (B).
This simulation code has several advantages which make it a very useful tool in the design and interpretation of HHG experiments. When we construct one specific case all the needed input data are experimentally measurable (or can be estimated). These are information about the fundamental laser pulse like beam type, pulse energy, duration, carrier-envelope phase, chirp; geometrical arrangement like aperture, focusing, cell position and length, far-field detection configuration; interaction medium like gas type and pressure profile.
One typical full calculation yields a complex set of quantities in the grid points built over the interaction domain such as: laser pulse shape before and after propagation in time and frequency representation, peak intensity and ionization fraction, harmonic spectrum in near-and far-field (spectral domain), harmonic bursts in temporal domain, spatial build-up of selected harmonic orders. The most important outcome is the harmonic power spectrum which can be directly compared to the experimentally measured spectra. In addition, the simulation results provide a detailed insight into the physics of the whole process (laser and harmonic field propagation), at sub-optical-cycle temporal resolution, while phase-matching conditions can be examined as well.
The model is flexible in the sense that it can be modified according to diverse experimental conditions. It has been extended to be able to treat multiple electric fields (two-color [47] [48] [49] [50] [51] [52] [53] and three-or four-color field coming from a light-field synthesizer [22] ) or multiple jets configurations. At very high laser intensities the atoms become highly charged ions, therefore we implemented also the multiple ionization scenario [54, 55] . Propagation in a fiber is essentially different from free space propagation, therefore this scenario has also been recently introduced. In attosecond laboratories very diverse experimental configurations are tried, for example Airy beams obtained with drilled mirror-also implemented in one version of the code.
The theoretical model implemented in the complete 3D simulation code is suitable for exploring a multi-dimensional parameter space and searching for optimum based on a given criterion. We can search for the maximum harmonic yield in a given spectral domain, or can look for the existence of a single attosecond pulse, or maximum cutoff energy within given parameter ranges. Although such a scan along multiple parameters is possible to be performed also experimentally, this process would require much more resources than usually affordable, therefore it is recommended to perform a scan with computer simulations.
Depending on the complexity of the possible experimental situation to be simulated, one whole calculation typically takes between a few hours to 1-2 days. This estimation is done based on the typical cases implemented so far on a cluster IBM System iDataPlex M4 dx360 (in Data Center of INCDTIM Cluj-Napoca).
When we need to explore an unknown parameter space, and we have to scan along several experimental parameters, the number of cases to be run is on the order of hundreds to thousands. Even though, one can afford only sparse sampling along each parameter. Therefore, if we want to search for an optimum output, for example harmonic yield, this sparse sampling (maximum 5 values for one parameter) is far not enough and cannot guarantee that an optimum configuration can be found. Typically in an experiment the gas pressure for example can be varied continuously.
Artificial Neural Networks
In an ANN, neurons are the ones responsible for processing the information. Each computing unit receives a weighted signal from all the previous neighboring neurons, sums the received signals and its own bias, processes the information via a transfer function and generates the output [27, 56] . The neurons are organized in input layer, output layer and one or several hidden layers. As general feature, for prediction purposes, the connections between the neurons that belong to the same layer are not allowed, the information being directed from the input towards the output layer [57, 58] . This kind of ANN is named feed-forward neural network and, in most cases, it is associated with the back-propagation learning algorithm [26, 59, 60] .
The main steps performed for training the ANN using the backpropagation algorithm are presented in Figure 1a . Input and desired output data sets are firstly scaled into the [−1, 1] interval for computation accuracy and then divided in training, validation and testing subsets. The backpropagation algorithm, presented in the detail of Figure 1b , iteratively adjusts the weights and biases of the ANN, starting from random values, until the difference between the ANN computed and desired outputs (error) is less than an imposed threshold. In order to avoid overfitting, the validation subset is used to early stop the training procedure. The trained ANN performance is then assessed using the testing data subset, not yet seen by the ANN.
Regarding the HHG process, it is known that the harmonic yield is non-linearly influenced by several parameters such as the fundamental laser pulse characteristics, focusing geometry, gas type and pressure which characterize the medium where HHG takes place. For this particular study we chose as varying parameters the laser pulse energy (E), gas pressure (p), gas cell position (z i ) and medium length (L med ). Consequently, these four process parameters are chosen to be the ANN inputs, whereas the harmonic yield is the model output. Based on the 3D non-adiabatic model, a total number of 453 input-output data sets were obtained and, subsequently, were divided in: (i) training data which represent 77.9% of the total amount of input-output data sets, (ii) validation data (15.7%) and (iii) testing data (6.4%). The testing data subset is obtained by uniformly extracting every sixteenth sample from the initial data. From the remaining data, every sixth sample was extracted to obtain the validation subset, whereas the remaining data represent the training data subset. The higher percentage of the training and validation subsets with respect to the testing subset is explained by the fact that the process is extremely nonlinear and, for good training results, more data are needed for the training and validation steps.
propagation learning algorithm [26, 59, 60] .
The main steps performed for training the ANN using the backpropagation algorithm are presented in Figure 1a . Input and desired output data sets are firstly scaled into the [−1, 1] interval for computation accuracy and then divided in training, validation and testing subsets. The backpropagation algorithm, presented in the detail of Figure 1b , iteratively adjusts the weights and biases of the ANN, starting from random values, until the difference between the ANN computed and desired outputs (error) is less than an imposed threshold. In order to avoid overfitting, the validation subset is used to early stop the training procedure. The trained ANN performance is then assessed using the testing data subset, not yet seen by the ANN. As a result of the complexity of the HHG process, the multilayer feed-forward network is structured in one input layer, two hidden layers and one output layer, the appropriate number of neurons in the hidden layers being found by systematically testing the ANN performance ( Figure 2 ). The information from the hidden and output layers is processed with two different transfer functions: the hidden layer uses a tansigmoid function (Equation (2)) [61] , whereas a linear transfer function is applied for the output layer. The ANN is trained with the Levenberg-Marquardt backpropagation algorithm, which is a standard technique for solving nonlinear least square problems [62, 63] , is included in the backpropagation procedure.
where n is the sums of the neuron received signals and its own bias. 
Results and Discussion
The main goal of this research is to explore a possible loose focusing HHG configuration and find a combination of input experimental parameters which enable the generation of XUV attosecond pulses at high flux. We have built up one scenario which is experimentally feasible in currently Several networks are trained and the best is chosen such that the ANN performance is maximized. The performance of the model is statistically evaluated using the Pearson correlation factor (R) and the relative errors (RE). Consequently, the best ANN has the highest correlation factor and the lowest relative errors.
where X si is the simulated output value, X ANNi is the model predicted output value, X S and X ANN are the arithmetic means of the experimental and respectively, of the predicted output values.
The main goal of this research is to explore a possible loose focusing HHG configuration and find a combination of input experimental parameters which enable the generation of XUV attosecond pulses at high flux. We have built up one scenario which is experimentally feasible in currently operating large attosecond science facilities, for example the ELI-ALPS. All input parameters are experimentally measurable, from which we fix all but 4 parameters, these are the scanned parameters.
Fixed input data are: pulse duration 10 fs, central wavelength 800 nm, focal length 21 m, radius (1/e 2 intensity) of the beam at the focusing element is 30 mm, total length of the interaction region is 20 cm, gas medium is argon. The scanned parameters with the values chosen for the full 3D calculations are the following: input laser pulse energy E (0.77; 3; 6; 9; 11.6) mJ; argon pressure p The unprecedented power of the ANN comes in exactly at this stage of the research. (1) We set the ranges of all the moving parameters; (2) we perform-in a carefully chosen way-a sufficient number of complete simulations, such as to have representative points from every part of the multi-dimensional parameter space; (3) use these simulation results as inputs for the ANN; (4) train, test and validate the ANN as it was presented in Section 2.2. The expected results are the estimated high-harmonic yields in the whole multi-dimensional parameter space with arbitrarily fine resolution along each parameter. We emphasize that the ANN method in the present stage of implementation is not yet a parameter optimization method, but an efficient prediction method. However, the trained ANN is also suitable to search for optimum, and the maximum yield within this 4-dimensional parameter space can be found by the user.
The results obtained with the complete 3D code are discussed in detail elsewhere [43] . There the main result was that the highest harmonic yield around 40 eV can be obtained with the parameter combination: E = 11.6 mJ; p = 5.31 mbar; z i = −25 cm; L med = 16 cm. In this study we also test this result, and present other parameter combinations which guarantee high yield comparable to the one found with the multi-parameter scan. We also propose experimentally feasible configurations for existing attosecond science laboratories. 
Testing the ANN against the Full 3D Simulation Results
The optimum topology of the ANN is found to have 11 neurons in the first hidden layer and 17 neurons in the second hidden layer. To obtain this topology several ANNs are trained and for each the number of neurons in the hidden layers is being found by systematically testing the ANN performance. The best ANN is chosen such that the model has the highest correlation factor and the lowest relative errors. In this respect, for this best trained ANN the Pearson coefficient and mean relative errors are calculated for the training and validation data subsets and its prediction capabilities are tested considering a subset of data that were not yet seen by the model (i.e., the testing data subset). The excellent correlation between the experimental results (from 3D simulations) and the predicted values is demonstrated by the regression plots and the high Pearson coefficients ( Figure  4) .
From Figure 4 one can observe that the correlation factor has values greater than 0.99 for all data subsets: 0.9998 for the training data subset, 0.9983 for the validation data subset, 0.9979 for the testing data and 0.9996 for the overall data set. As a consequence, the best linear fit of the points and the dotted line that represents the perfect correlation (R = 1) overlap, indicating an extremely reduced deviance of the ANN predictions from the 3D model data. The high performance of the ANN is also 
The optimum topology of the ANN is found to have 11 neurons in the first hidden layer and 17 neurons in the second hidden layer. To obtain this topology several ANNs are trained and for each the number of neurons in the hidden layers is being found by systematically testing the ANN performance. The best ANN is chosen such that the model has the highest correlation factor and the lowest relative errors. In this respect, for this best trained ANN the Pearson coefficient and mean relative errors are calculated for the training and validation data subsets and its prediction capabilities are tested considering a subset of data that were not yet seen by the model (i.e., the testing data subset). The excellent correlation between the experimental results (from 3D simulations) and the predicted values is demonstrated by the regression plots and the high Pearson coefficients (Figure 4 Table 1 . The maximum value of the relative error is 4.48% and is obtained for the validation data subset. The testing data subset has a similar maximum relative error of 3.94%, whereas the training data subset has a value of 1.8%. In case of the mean relative errors, the testing data subset has the highest relative errors among the three data subsets, with a fairly reduced value of 1.41%. This is expected, as the input testing subset of data was processed by the ANN only after the training-validation step, in order to prove its prediction capacity for the newly met testing data.
As a result of the excellent ANN prediction capabilities (extremely low relative errors and high correlation factors), the model was further used to predict the harmonic yield for various input variables. In further applications it is very important to have sufficient flux in a given spectral domain, therefore increasing the harmonic yield is of great interest.
We here show that the correctly trained ANN predicts the expected harmonic yield of a possible HHG experiment with the parameters changing in the given range. The ANN works best if the new parameters take values in the range of those used for training and validation. At first glance it may look as a typical interpolation in the multivariable space, however if we consider the complexity of the HHG process given by the highly nonlinear nature of the laser-atom interaction, entangled in the macroscopic effects like propagation, phase matching, etc., then we can understand that the potential of a good prediction method goes far beyond the capabilities of an interpolation.
Prediction Potential of the ANN
The quantity we propose to predict as the main outcome of a virtual HHG experiment is the logarithm of the harmonic yield (Equation (1)) in the specified spectral domain, namely in the 20-40 From Figure 4 one can observe that the correlation factor has values greater than 0.99 for all data subsets: 0.9998 for the training data subset, 0.9983 for the validation data subset, 0.9979 for the testing data and 0.9996 for the overall data set. As a consequence, the best linear fit of the points and the dotted line that represents the perfect correlation (R = 1) overlap, indicating an extremely reduced deviance of the ANN predictions from the 3D model data. The high performance of the ANN is also demonstrated by the low relative errors which are calculated for the three data sets and are presented in Table 1 . The maximum value of the relative error is 4.48% and is obtained for the validation data subset. The testing data subset has a similar maximum relative error of 3.94%, whereas the training data subset has a value of 1.8%. In case of the mean relative errors, the testing data subset has the highest relative errors among the three data subsets, with a fairly reduced value of 1.41%. This is expected, as the input testing subset of data was processed by the ANN only after the training-validation step, in order to prove its prediction capacity for the newly met testing data.
The quantity we propose to predict as the main outcome of a virtual HHG experiment is the logarithm of the harmonic yield (Equation (1)) in the specified spectral domain, namely in the 20-40 eV region (between harmonic orders H13-H27). We have chosen this quantity because it can be directly related to the total photon flux in the specified spectral domain which is of central interest in any attosecond science experiment. Since the harmonic yield spans several orders of magnitude, it was more convenient in the training procedure to take its logarithm as the output quantity.
One very important parameter in a HHG experiment is the optical density of the generation medium. In the usual cases the length of the interaction medium is constant, thus the optical density is proportional to the gas pressure. However, since we have as scanning parameter the medium length as well, we here use p × L med as parameter, a quantity which is proportional to the optical density. In the absorption limited HHG regime the harmonic yield (i.e., the total photon number) should grow with the square of the optical density in a configuration with fixed phase-matching conditions [64] . In order to have better insight into the physics of how the harmonic yield evolves with the optical density of the medium, we show the results as a function of the log 10 
In Figure 5 we show the prediction capability of the ANN. Dots represent full 3D calculations, while the "+" symbols are the ANN predicted yields for two intermediate pulse energies, namely 6 mJ and 9 mJ. In Figure 5 we represent the expected evolution of the harmonic yield as a function of the gas cell position relative to focus for different laser pulse energy values, while the gas pressure and medium length are fixed: (a) p = 0.38 mbar and L med = 20 cm; (b) p = 5.31 mbar and L med = 20 cm. Comparing the data in (a) and (b), we expect that the ratio of the yields for the same pulse energy should be close to the ratio of the square of the pressures (around 200) which is clearly not the case. This is because the cell position is a critical factor in every HHG process, influencing the yield via propagation of the fields, phase-matching effects and absorption of the harmonics. eV region (between harmonic orders H13-H27). We have chosen this quantity because it can be directly related to the total photon flux in the specified spectral domain which is of central interest in any attosecond science experiment. Since the harmonic yield spans several orders of magnitude, it was more convenient in the training procedure to take its logarithm as the output quantity.
One very important parameter in a HHG experiment is the optical density of the generation medium. In the usual cases the length of the interaction medium is constant, thus the optical density is proportional to the gas pressure. However, since we have as scanning parameter the medium length as well, we here use p × Lmed as parameter, a quantity which is proportional to the optical density. In the absorption limited HHG regime the harmonic yield (i.e., the total photon number) should grow with the square of the optical density in a configuration with fixed phase-matching conditions [64] . In order to have better insight into the physics of how the harmonic yield evolves with the optical density of the medium, we show the results as a function of the log10(p[mbar] ×
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In Figure 5 we show the prediction capability of the ANN. Dots represent full 3D calculations, while the "+" symbols are the ANN predicted yields for two intermediate pulse energies, namely 6 mJ and 9 mJ. In Figure 5 we represent the expected evolution of the harmonic yield as a function of the gas cell position relative to focus for different laser pulse energy values, while the gas pressure and medium length are fixed: (a) p = 0.38 mbar and Lmed = 20 cm; (b) p = 5.31 mbar and Lmed = 20 cm. Comparing the data in (a) and (b), we expect that the ratio of the yields for the same pulse energy should be close to the ratio of the square of the pressures (around 200) which is clearly not the case. This is because the cell position is a critical factor in every HHG process, influencing the yield via propagation of the fields, phase-matching effects and absorption of the harmonics. The prediction potential of the ANN simulation proves to be excellent, and captures the highly nonlinear dependence of the macroscopic harmonic yield on many parameters. Especially important conclusion can be drawn from the position-dependence of the yield, namely that very high input pulse energy is not in all cases necessary in order to obtain high harmonic efficiency. Harmonic yield predicted with E = 9 mJ pulse is almost as high as those obtained from 3D simulations with E = 11.6 mJ pulse energy. In order to correctly interpret the results we compare the full 3D simulation results with the ANN predictions as presented in Figure 5b . Magenta dots are yields from 3D simulations and agree well with magenta "+" symbols which are yields predicted by the ANN, being a signature of the ANN high performance. Blue dots are yields obtained from 3D simulations with 11.6 mJ pulse energy. At the zi = −25 cm starting position the ANN predicts the same high yield also for 9 mJ input The prediction potential of the ANN simulation proves to be excellent, and captures the highly nonlinear dependence of the macroscopic harmonic yield on many parameters. Especially important conclusion can be drawn from the position-dependence of the yield, namely that very high input pulse energy is not in all cases necessary in order to obtain high harmonic efficiency. Harmonic yield predicted with E = 9 mJ pulse is almost as high as those obtained from 3D simulations with E = 11.6 mJ pulse energy. In order to correctly interpret the results we compare the full 3D simulation results with the ANN predictions as presented in Figure 5b . Magenta dots are yields from 3D simulations and agree well with magenta "+" symbols which are yields predicted by the ANN, being a signature of the ANN high performance. Blue dots are yields obtained from 3D simulations with 11.6 mJ pulse energy. At the zi = −25 cm starting position the ANN predicts the same high yield also for 9 mJ input energy. Even if we use logarithmic scale, the yields predicted with 9 mJ are very close to those obtained with 11.6 mJ. The explanation for this situation can be found in the self-guiding propagation of strong laser pulses in ionizing medium. This result can be good news for attosecond science infrastructures where the other parameters-including cell position and length-are tunable, but the available laser power is limited.
Particularly, the ANN simulation was able to reproduce the transition between two different regimes of laser pulse propagation and consequently different conditions for HHG. At low pulse energy (i.e., starting intensity) and also low pressure conditions we find two comparable maxima of conversion efficiency-see data in Figure 5a with the cell positions before and after the focus. The harmonic yield is calculated with Equation (1), where the radial integration guaranties that off-axis contributions are also taken into account. In these mild macroscopic conditions the fundamental pulse does not suffer serious distortions during propagation, therefore we find a confirmation of the phase-matching model of Balcou [65, 66] : in the converging beam harmonics find favorable phase-matching conditions off-axis; while in the diverging beam collinear phase-matching on-axis helps the constructive build-up of the generated harmonic field. The situation is different at higher pressure as seen in Figure 5b . The maximum conversion efficiency found in the whole explored multi-dimensional parameter space has been found at E = 11.6 mJ, p = 5.31 mbar, z i = −25 cm, L med = 16 cm. The maximum harmonic yield in Figure 5b (p = 5.31 mbar) is two orders of magnitude higher than the maximum yield in Figure 5a (p = 0.38 mbar). The physical reason for this behavior is that the conditions for the formation of a self-guided beam propagation are fulfilled. A stable "working intensity" is maintained in a large interaction volume (both axially and radially) which creates good phase-matching conditions for a range of harmonics. The conditions that have to be fulfilled in order to have plasma-core induced self-guiding, as well as its effect on the phase-matching of HHG was also studied [67] , but goes beyond the scope of this paper.
The ANN has no knowledge about the physics of HHG, however it has been trained with data that contain synthetically the whole nonlinear process. It is highly recommended to perform the complete 3D simulation in cases when ANN predicts less intuitive output. In Figure 6 we present the main results obtained with the full 3D model for the parameter combination (9 mJ; 5.31 mbar; −25 cm; 20 cm). The power spectrum in Figure 6a confirms that the highest yield is expected towards the end of the interaction region. In Figure 6b we show the spatial (r,z) evolution of the laser pulse's peak intensity, which confirms the formation of a self-guided propagation regime with stable peak intensity 2.5-3 × 10 14 W/cm 2 . Figure 6c shows the spatial (r,z) evolution of the harmonic order H25. In accordance with the power spectrum, it is confirmed that H25 builds up constructively and attains maximum yield towards the end of the interaction region, predominantly off-axis. In correlation with the evolution of the fundamental pulse ( Figure 6b ) the spatial region of maximum H25 intensity is the same where the off-axis refocalization of the fundamental beam happens.
In the absorption limited HHG regime the harmonic yield (i.e., the output photon number) should grow quadratically with the optical density under given phase-matching conditions [64] . In Figure 7 we represent the harmonic yield as function of the optical density of the medium. Symbols are data coming from the full 3D simulations, lines are the results predicted by the ANN. With dashed line we show as guide to the eye the line with slope = 2. In Figure 7a ,b the 3D simulations provide sufficient data and they confirm that under low optical density conditions the quadratic growth of the yield is valid. Data in Figure 7c have been obtained for an intermediate pulse energy E = 9 mJ and the cell positioned in the diverging beam at z i = 10 cm. In this parameter combination there are few 3D simulation results available, being a good opportunity to test the accuracy of the ANN against the basic physics of the HHG process. Figure 7c shows that the ANN works correctly in this respect, predicting quadratic growth of the yield in the low density regime. Moreover, the end of the region for the absorption limited HHG is also reproduced in a similar manner by the ANN as by the complete 3D simulations. It is not possible to show all results, but the main conclusion is that the ANN is capable to predict regions in the multi-dimensional parameter space where the absorption limited HHG can take place. Furthermore, ANN also predicts for which parameter combinations there is a transition from the initially absorption limited HHG to a saturation, then to a drop in obtainable harmonic yield. This dynamics is represented for example in Figure 7b ,c at pressure values 0.38 mbar (green symbols and lines) and 1.41 mbar (blue symbols and lines).
intensity" is maintained in a large interaction volume (both axially and radially) which creates good phase-matching conditions for a range of harmonics. The conditions that have to be fulfilled in order to have plasma-core induced self-guiding, as well as its effect on the phase-matching of HHG was also studied [67] , but goes beyond the scope of this paper.
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Conclusions
In this work, we presented preliminary results for the prediction of the harmonic yield in different HHG configurations. The results have been obtained with the combination of a complete 3D simulation model and an artificial neural network model. The main result of this work is that we succeeded to build a complex computational tool which is able to predict the expected outcome of a HHG experiment covering conditions when several experimental parameters are varied in a given range. Since this is a usual situation in most attosecond science laboratories, we consider our achievement being a useful and very practical numerical instrument. We need to perform a sufficient number of full 3D simulations designed such as to cover (if possible uniformly) the whole explored parameter space. The next step is to introduce these results as input into the ANN, train it, validate and test. A correctly trained ANN is capable to predict the expected outcome of a possible HHG experiment to be performed with parameter combinations that were not implemented in the 3D simulations.
In general terms: the 3D model for HHG combined with the ANN model provide a smooth scan of the parameter space along any variable parameter, and can indicate combinations of possible experimental circumstances which are favorable for the targeted outcome.
In particular: within the present study we targeted to obtain enhanced harmonic yield in the 20-40 eV spectral domain. The variable experimental parameters were: input laser pulse energy E = [0.77; 11.6] mJ; argon pressure p = [0.1; 20] mbar; cell entrance position relative to the nominal focus zi = Figure 7 . Harmonic yield as function of the optical density of the medium. We represent the logarithm of both quantities, the units are arbitrary. Slope = 2 indicates the quadratic growth of the harmonic yield with the optical density.
In particular: within the present study we targeted to obtain enhanced harmonic yield in the 20-40 eV spectral domain. The variable experimental parameters were: input laser pulse energy E = [0.77; 11.6] mJ; argon pressure p = [0.1; 20] mbar; cell entrance position relative to the nominal focus z i = [−50; 50] cm, medium length L med = [0; 20] cm, while we kept unchanged the pulse duration, wavelength, focal length, beam size, gas type.
The main message of the obtained results is that a correctly trained ANN fed with reliable input data originating from the full 3D calculations is capable to predict the outcome of a HHG experiment in the unexplored parts of the multi-dimensional parameter space.
In this particular case study we only demonstrated the capabilities of the prediction method which uses the results of full 3D simulations as input and the harmonic yield as output. However, other physical quantities of interest can be defined and predicted if the ANN is modified accordingly. We can define for example a spectral domain where we search for the existence of isolated attosecond pulse; if it has satellites, then we can predict the contrast relative to the main pulse; we can look for the configuration which provides highest brightness for a specified harmonic order, i.e., high yield combined with low divergence.
ANN as a numerical instrument for prediction can use as input data either data originating from complex simulations (like in our case), or real experimental data (if available), or even a combination of experimental and simulation results. Obviously in the latter case one has to check for the agreement between them, and to perform a calibration of the simulated against the experimental data.
We foresee that this prediction method can be extended to become an easy to use optimization tool, which would mean an essential progress in the way to solve the problem of low conversion efficiency in HHG.
