Abstract. This paper deals with some global in time a priori estimates of the spatially homogeneous Landau equation for soft potentials γ ∈ [−2, 0). For the first result, we obtain the estimate of weak solutions in
1. Introduction 1.1. The Landau equations. We consider the spatially homogeneous Landau equation in dimension three for soft potentials. This equation of kinetic physics, also called FokkerPlanck-Landau equation, has been derived from the Boltzmann equation when the grazing collisions prevail in the gas. It describes the evolution of the density function f t (v) of particles having the velocity v ∈ R 3 at time t ≥ 0:
with collision operator
where a(v) is a symmetric non-negative matrix, depending on a parameter γ ∈ [−2, 0),
and P(v) is the 3 by 3 matrix
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This leads to the usual classification in terms of hard potentials γ > 0, Maxwellian molecules γ = 0, soft potentials γ ∈ [−2, 0), very soft potentials γ ∈ (−3, −2) and Coulomb potential γ = −3. Just as for the Boltzmann equation, little is known for soft potentials, i.e. γ < 0, and even less for very soft potentials, i.e. γ < −2. In particular, γ = −3 corresponds to the important Coulombic interaction in plasma physics. Unfortunately, it is also the most difficult case to study. However, the Landau equation can be derived from the Boltzmann equation with γ ∈ (−3, −1). Note the fact that the more γ is negative, the more the Landau equation is physically interesting. In this paper, we focus on soft potentials γ ∈ [−2, 0).
For a given non-negative initial data f in (v), we shall use the notations
for the initial mass, energy and entropy. It is classical that if f in (v) ≥ 0 and m(f in ), e(f in ), H(f in ) are finite, then f in (v) belongs to
The solution of the Landau equation (1) satisfies, at least formally, the conservation of mass, momentum and kinetic energy, that is, for any t ≥ 0,
Especially, we define
Another fundamental a priori estimate is the entropy estimate, that is, the solution satisfies, at least formally, for any t > 0,
where
Note that a(v − v * ) is a non-negative matrix, this implies D(f t ) ≥ 0, and hence the entropy is decreasing
Foe further use, we define the moment of order s, for s ≥ 0,
where v ≡ (1 + |v| 2 ) 1/2 . And we set
If γ > −3, we have
Finally, let us introduce the weak formulation of (1): for any test function ϕ :
where the operator L is defined by
1.2.
Review of previous works. The theory of the spatially homogeneous Landau equation for hard potentials was studied in great details by Desvillettes-Villani [6, 7] , while the particular case of Maxwellian molecules γ = 0 can be found in Villani [12] . However, to our knowledge, the results concerning about soft potentials may not rich. By using a probabilistic approach, Guerin [10] studied the existence of a measure solution for γ ∈ (−1, 0). Still by probabilistic approach, Fournier-Guerin [8] studied the uniqueness of such weak solutions for soft potentials, moreover, they have global existence result for γ ∈ (−2, 0) and local existence result for γ ∈ (−3, −2]. For the Coulomb potential case γ = −3, Arseńev-Peskov [2] studied the local existence of weak solutions and Fournier [9] considered the local well-posedness result for such solutions. For the L 2 a priori estimate, Alexandre-Liao-Lin [1] constructed the global estimates for γ ∈ (−3, 0), but their result must be in weighted space and needs smallness assumption of the initial condition for γ ∈ [−3, −2].
All these results listed above give a priori estimates of solutions in some L p spaces, globally if γ ∈ (−2, 0), either locally or globally but in weighted space and need smallness assumption of the initial condition if γ ∈ [−3, −2].
In this paper, we construct some global in time a priori estimates for the spatially homogeneous Landau equations, it includes the critical case γ = −2. Moreover, our results do not need in weighted space and smallness assumption.
For simplicity of notations, hereafter, we abbreviate " ≤ C " to " ", where C is a positive constant depending only on fixed number.
a priori estimate of the spatially homogeneous Landau equation (1) for γ ∈ [−2, 0), here α > 1 and 0 < ε < 1, which is an improvement over estimates by Fournier-Guerin [8] 
. More precisely,
for some constant C > 0.
The proof of this theorem is based on the entropy production estimate, it was firstly introduced by Desvillettes-Villani [6] for hard potentials γ > 0, and later Fournier-Guerin [8] 
estimate for soft potentials γ ∈ (−2, 0). In this paper, We can control f t L 3−ε by using the Hardy-Littlewood-Sobolev inequality for γ ∈ (−2, 0). However, γ = −2 is the critical case, we apply uniform bound of entropy to get a parameter of freedom, this can help us overcome this difficulty. In Alexandre-Liao-Lin's work
2 ) a priori estimate for γ ∈ (−3, 0), but when γ ∈ (−3, −2], their estimate needs in weighted space and extra smallness assumption of the initial condition. On the other hand, in FournierGuerin's work [8] , they have local (in time)
a priori estimate for all 1 < p < ∞, the weighted space and smallness assumption of the initial condition are not necessary in my result.
where C(t) e
Ct for γ ∈ (−2, 0) and C(t) exp{Ct z } for γ = −2, C > 0 is a positive constant and the polynomial power z was defined in (5).
The proof of this theorem is based on a crucial argument, namely the Pitt's inequality [3, 4, 5] , it was firstly applied to Landau equations by Alexandre-Liao-Lin [1] . For γ ∈ (−2, 0), we follow Alexandre-Liao-Lin's idea [1] to construct general L p theorem. However, when γ = −2, it is the critical case, we apply uniform bound of entropy to get a parameter of freedom, it will help us control the coercivity term. Moreover, the entropy production estimate (theorem 1) plus bootstrap procedure can improve the temporal growth.
1.5. Application. As an application, we deduce some well-posedness results. Let us recall existence and uniqueness results for the spatially homogeneous Landau equation (1) with
, then FournierGuerin [8] has shown the uniqueness holds in
where the space J γ of probability measures of f t on R 3 such that
We have the following estimate about J γ (f t ): there exists a constant C > 0 such that
. This implies the uniqueness also holds for
For the existence result, Villani [13] has shown the existence of weak solution
2 ), with constant energy and nonincreasing entropy. Combining our a priori estimates and existence/uniqueness results listed above, we have the following well-posedness results (compare Fournier-Guerin [8] ):
and s > 0. Let the initial condition 
1.6. Preliminaries. In this subsection, we list some well known results of equation (1):
For high order moments estimate, we recall the following result for γ ∈ (−2, 0) in [14] (Section 2.4, p.73).
If γ = −2, we have the following moments estimate:
Proof. We still use the abstract notation γ. Let us recall from [6] the basic equation for the moments M s (f t ):
By the Hölder's inequality,
and using that fact that
it is easy to see that if γ = −2,
This completes the proof of the proposition.
We need a result on the ellipticity of the matrix a ft .
Finally, we have the chain rule for the Landau equation in [6] : 
Proof of Theorem 1
We now divide the proof of theorem 1 into several steps.
Step 1: Modified entropy. We apply (6) with β(x) = (x + 1) log(x + 1), one easily checks that β ′′ (x) = 1 x+1 and 0 ≤ φ β (x) = x − log(x + 1) ≤ x. Since H(f in ) < ∞ by assumption, we easily see that β(f t (v))dv < ∞. The ellipticity of a ft in proposition 8 immediately
Step 2: Estimate of
, for any D > 0, where B D = {x ∈ R 3 : |x| < D}. By the Sobolev embedding theorem, there exists a constant C sob > 0 such that
Finally, for all D ≥ 1, since (1 + D) ≤ 2D, we have
Remark Basically step 1 and step 2 follow the idea from Desvillettes-Villani [6] and Fournier-Guerin [8] directly, this is a standard method for entropy production estimate. If we want to improve Fournier-Guerin's result in [8] , we need some new ideas in the following steps.
Step 3: Estimate of W 2 (f t ). We shall present the estimates of W 2 (f t ) for γ ∈ (−2, 0) and γ = −2 separately.
Case I: γ ∈ (−2, 0). We apply the Hardy-Littlewood-Sobolev inequality [11] (Section 4.3, p.106) to get that
where −γ 3
, if we choose q 1 = q 2 , then , and hence
Case II: γ = −2. The estimate of W 2 (f t ) for γ = −2 depends on the size of f t L 3−ε . Let C size be any fixed constant. If f t L 3−ε < C size , by (9),
On the other hand, if f t L 3−ε ≥ C size , we can decompose W 2 (f t ) as
It is easy to see that
Next for W 22 (f t ), we apply the Cauchy-Schwarz inequality to get that
Consider the following decomposition:
where A is a parameter to be chosen later. It is easy to see that , by the Hölder's inequality,
Combining (11)-(16), we have
K.
-C. WU
Optimizing the first two terms with respect to R * , we obtain
This completes the estimate of W 2 (f t ) for γ = −2 and f t L 3−ε ≥ C size . All in all, by (10) and (17), we have obtained, for γ = −2,
Combining (7), (8), (9) and (18), we have
Step 4: Weighted estimate. For s > 0, we define g t (v) = v γ−s f t (v)1 {ft(v)≥1} . Now, we will show the relation between the weighted function g t L 3 and f t 1 {ft≥1}
On the other hand, let us decompose the function f
= 0, then we have
where α = 2(3−ε) 3(2−ε) .
Step 5: Conclusion. Consequently, by (21) and (22)
We shall present the conclusion for γ ∈ (−2, 0) and γ = −2 separately.
Case I: γ ∈ (−2, 0). Let δ be a parameter to be chosen later, by (20), (23) and the Young's inequality,
Let η be a small number, one can choose δ such that
This means
Case II: γ = −2. By (20) and (23),
Let η be a small number, one can choose A large enough such that
for some constant C > 0 and
Step 3: Estimate of B 2 (f t ). We further decompose B 2 (f t ) as
We shall present the estimates of B 22 (f t ) for γ ∈ (−2, 0) and γ = −2 separately.
We apply the Pitt's inequality [3, 4, 5] to get that
then (31) becomes
where R * is a large number to be chosen later. We shall present the estimates of B 221 (f t ) for 1 < p < 2 and p ≥ 2 separately. If 1 < p < 2, by the Parseval's theorem,
1 and L p , we obtain
This means for all 1 < p < ∞,
For B 222 (f t ), we have
Combining (35)- (36), we get
Using (30) and (37), we have the estimate for B 2 (f ),
Case II: γ = −2. We further decompose B 22 (f t ) as
where A = A(t) is a large parameter to be chosen later. It is easy to see that
For the difficult part B 221 (f t ), since v * −2 v 2 ≤ 3, we get
We apply the Pitt's inequality to get that
We now analyze the term B 2211 (f t ), note that log
hence the Hölder's inequality implies
Next for B 2212 (f t ),
Combining (30), (40) and (41)- (43), we have
Step 4: Conclusion. We shall present the conclusion for γ ∈ (−2, 0) and γ = −2 separately.
Case I: γ ∈ (−2, 0). Consequently, by (24), (25), (28) and (38
One can choose R * lagre enough, then it is easy to get
Case II: γ = −2. By (24), (25), (28) and (44
Let us prove the case 1 < p ≤ 2 first. We need more analysis for e A f t 2 L 2 . Consider the following decomposition:
= 1 and
= 0, one can choose
and hence by the Young's inequality, there exists a small number η 1 > 0 such that
Combining (46) and (47), we have 
C(t) ,
where C(t) exp{C ′ t z } , the polynomial power z was defined in (5) . This completes the proof of theorem 2.
