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Chapter 1
Gamma-ray astronomy
1.1 Introduction
Astronomy of today implies performing observations over the whole range of the electro-
magnetic spectrum (see Figure 1.1), from radio astronomy with lowest energies of order of
1 peV (10 12 eV; 1.24⇥1015 nm) to gamma-rays with energies going up to 100 TeV (1014 eV;
1.24⇥10 11 nm). To study each of these energy bands astronomy expanded into scientific sub-
fields such as X-ray astronomy, which focuses on X-rays or optical astronomy, which studies
the visible spectrum and others. Each of these require separate instruments and study meth-
ods, but in return each field provides us with wast amount of information. Some phenomena
may be studied by more than one field, others are unique to a specific energy signature or a
narrow energy interval.
In the same manner, gamma-ray astronomy is the astronomy which focuses on the most
energetic phenomena. It starts at energies of several hundreds keV and goes up to several
hundred TeV, covering more than nine orders of magnitude of the electromagnetic spectrum.
Formally, there is no upper energy limit to gamma rays, yet pair-production on background
photons (  +   ! e+ + e ) effectively sets a horizon to the explorable Universe. For photon
Figure 1.1: Opacity of the Earth’s atmosphere as a function of photon wavelength.
Gamma-ray astronomy
energies above 1 PeV (1015 eV), this horizon is of the size of our Galaxy (Gould and Schréder,
1966). Even more, the modern gamma-ray astronomy is divided into more narrow fields, such
as: the low-energy range from about 100 keV to 2 MeV, the medium-energy range from about
2 to 100 MeV, the high-energy range from about 100 MeV to 100 GeV and the very-high-energy
range above 100 GeV.
Gamma-ray astronomy has been growing since the mid of 20th century and provided us
with the opportunity to study a wide range of topics, including stellar coronas, white dwarf
stars, neutron stars, black holes, supernova remnants, clusters of galaxies, diffuse gamma-ray
background radiation, gamma-ray bursts, pulsars and many others. The broad width of the
gamma-rays energy range necessitates a big versatility in detectors applied. However, we can
roughly separate all of the instruments into two groups: first one includes telescopes installed
on the ground, which are grouped into ’ground-based’ gamma-ray astronomy instruments,
and second one are all instruments carried into atmosphere or space by balloons and satellites,
they constitute ’space-borne’ gamma-ray astronomy.
1.2 Ground-based gamma-ray instruments
Ground based instruments, as mentioned, are all the instruments located on the Earth’s sur-
face. Usually they involve an array of several interconnected telescopes focused on detection
of gamma-rays with energies above 100 GeV (very-high-energy gamma-ray astronomy). The
main principle of work is an indirect detection of high energy  -rays through their interaction
with the Earth’s atmosphere. One example would be a telescope array based on Cherenkov
technique, illustrated on the Figure 1.2, as it is one of the main techniques used today.
As seen on Figure 1.2, the incoming high energy  -ray enters and interacts with the Earth’s
atmosphere, and so produces secondary particles which may further interact with the atmo-
sphere on their own. Such chain effect may eventually lead to a creation of an air shower effect,
i.e. the creation of an "avalanche” of particles in the atmosphere. If the particles in the shower
possess speeds close to the speed of light they will emit visible radiation (blue light on Fig-
ure 1.2), due to Cherenkov radiation effect. Cherenkov radiation is then directly visible and
recorded via optical telescopes from the ground. The Cherenkov cone opening is of the order
of 105 106 m2. The array of telescopes aims to cover as much of this area as possible. The data
Figure 1.2: EM shower, cherenkov light, telescopes
8
Ground-based gamma-ray instruments
Figure 1.3: H.E.S.S. Telescope Array located in Namibia. It consisted of 4 smaller, 12 meters
diameter telescopes, and one central telescope of 28 meters diameter.
from all of the individual instruments is then combined, in order to reconstruct the energy and
the point/direction of origin of the primary  -ray. An example of such telescope array is the
High Energy Stereoscopic System (H.E.S.S.) shown on Figure 1.3.
On each telescope dish the Cherenkov light is collected viamirrors and focused on high sen-
sitivity cameras. Some other well known telescopes, of the same type are: MAGIC, VERITAS
and a future concept called the Cherenkov Telescope Array (CTA).
The CTA, Figure 1.4 is a large telescope array, currently under development, aiming to
detect Very High Energy (VHE) gamma-rays, with the operating range from 10 GeV up to 300
TeV. When finished, the CTA will include two large groups of telescopes, one located in the
Northern and the other located in the Southern hemisphere.
Figure 1.4: Left : Artist impression of the CTA site, including 23 m and 12 m telescopes.
Right :Gamma-ray Cherenkov Telescope (GCT), one of the prototype instruments for the CTA.
GCT is a small 4 m diameter telescope, installed at Paris Observatory in Meudon. It is also the
first Schwarzschild-Couder telescope to be used in detection of the Cherenkov light.
Currently the Location South is planned in Atacama desert in Chile and Location North is
planned on La Palma in the Canary Islands, Spain. The construction phase is expected to last
from 2018 to 2023. Each of the two locations will be designed using different types of Imag-
ing Atmospheric Cherenkov telescopes (IACTs) depending on the energy range they observe.
Several big, 23 m diameter telescopes, will focus on the gamma-rays between 20 and 200 GeV,
a bigger array of medium, 12 m telescopes, will focus on energies from 100 GeV to 10 TeV and
finally a large number of small, 4 m telescopes, is planned for the highest energies from sev-
eral up to several hundred TeV. Although, the exact number of individual instruments is not
yet determined, performance studies have been done with Location South containing 4 big, 24
medium and 72 small telescopes and Location North having 4 big and 15 medium-sized tele-
9
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scopes (Bernlöhr et al., 2013). The scientific goals are roughly grouped into three main parts: the
origin and role of cosmic rays, nature and variety of particle acceleration around black holes
and the search for the nature of matter and physics beyond the Standard Model1.
1.3 Space borne gamma-ray instruments
On the other hand, gamma-rays, from 0.1 MeV up to 10 GeV, are not visible from Earth and
are mostly absorbed by the Earth’s atmosphere (see Figure 1.1). Therefore, to be able to study
this part of the gamma-ray spectrum, balloons and satellites carrying instruments are launched
into the Earth’s stratosphere or orbit. In this way, a direct observation of gamma-ray sources is
performed.
In fact, this is why gamma-ray astronomy, as a discipline had a late start, it lacked any
means for direct observations of gamma-rays from space. Therefore, first real experiments
started after the 1960s. However, even before any experimental confirmations, there were var-
ious scientific works predicting the existence of gamma-ray sources in the universe. Processes
such as: cosmic ray interactions with interstellar gas, supernova explosions, and interactions
of energetic electrons with magnetic fields were all believed to produce gamma-rays.
The first real astrophysical observation in gamma-rays domain was the detection of
2.223 MeV line from the solar flares, predicted by Morrison (1958). One of the first notable
gamma-ray missions was Orbiting Solar Observatory 3 (OSO-3) mission, launched in 1967.
Over the operating period of 16 months it recorded 621 gamma-ray sources, mostly above
50 MeV, distinguishing among galactic equatorial, galactic center and extragalactic sources,
while mapping the sky distributions (Kraushaar et al., 1972). The mission carried various ex-
periments utilizing NaI(Tl) and CsI(Tl) scintillators, photomultipliers and Anti-Coincidence
Shielding (ACS) made of plastic scintillators.
Next notable gamma-ray mission was the Small Astronomy Satellite B (SAS-B/SAS-2)
(Fichtel et al., 1975). It was launched by NASA in 1972. It consisted of spark chambers and
Cherenkov counters with ACS, and operated in 30–200 MeV range. The main purpose was to
measure the spatial and energy distribution of primary galactic and extragalactic gamma-ray
emissions.
The first gamma-ray mission from ESA, Cosmic ray Satellite (’option B’.) or COS-B was
launched in 1975. It provided extensive and important results in the energy range from 50MeV
to 5 GeV, including: creation of 2CG Catalogue (Swanenburg et al., 1981) with over 25 detected
gamma-ray sources, the first complete map of the gamma-ray emission from the disc of our
Galaxy and the first detectable emission from an extra-galactic object 3C273. The instrument
implemented a CsI calorimeter and a spark chamber for determining the direction of gamma-
rays (Bignami et al., 1975).
In 1979. NASA launched (H.E.A.O. 3) the third of its High Energy Astronomy Observatory
satellites. It was the first mission to carry a gamma-ray instrument based on high-resolution
Germanium detectors (Mahoney et al., 1980). The ’C-1’ or The Gamma-ray Line Spectrometer
Experiment was an instrument made with oxygen cooled p-type High-Purity Ge (HPGe) de-
tectors enclosed with CsI scintillators. It was capable of monitoring energies from 45 keV up to
10 MeV. Over six months it performed all-sky surveys, observing numerous gamma-ray lines,
including the 26Al line at 1.8 MeV for the first time.
1see: https://www.cta-observatory.org/ for more detailed topics.
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OSSE 
COMPTEL 
EGRET 
BATSE 
Figure 1.5: View of the Compton Gamma Ray Observatory during deployment of the space-
craft.
In more recent history we have the two of the biggest realized gamma-ray astronomy mis-
sions; NASA’s Compton Gamma-Ray Observatory (CGRO) mission and ESA’s INTEGRAL
mission.
Compton Gamma-Ray Observatory (CGRO) was the second of NASA’s Great Observato-
ries. At 17 tons, it was the heaviest astrophysical payload ever flown at the time of its launch,
aboard the space shuttle Atlantis, on April 5th, 1991. CGRO was safely de-orbited and re-
entered the Earth’s atmosphere on June 4, 2000. CGRO carried four instruments (Figure 1.5).
COMPTEL (a classical Compton telescope, see Sect. 1.4.3) was one of the main instruments on
board and was used to study the gamma-ray sky between 0.8 and 30 MeV. Energetic Gamma
Ray Experiment Telescope (EGRET) was a pair production telescope, which covered the en-
ergies from 20 MeV up to 30 GeV, composed of multi-level thin plate spark chamber for pair
production detection with NaI scintillators underneath for added dynamics range. The Burst
and Transient Spectrometer Experiment (BATSE) was an all sky monitor used for search of
gamma-ray bursts, in the range of 20–600 keV. It was composed of modules containing NaI
Spectroscopy Detector and NaI Large Area Detector. The Oriented Scintillation Spectrometer
Experiment (OSSE) was designed to undertake comprehensive observations of astrophysical
sources in the 0.05-10 MeV energy range. Secondary capabilities for gamma-ray and neutron
observations above 10MeV have also been included, principally for solar flare studies. The pri-
mary detector element was the NaI(Tl)-CsI(Na) phoswich consisting of a 102-mm thick NaI(Tl)
crystal optically coupled to a 76-mm thick CsI(Na) crystal. Each phoswich was coupled from
the CsI(Na) to seven 89-mm diameter photomultiplier tubes (PMTs), providing an energy res-
olution of 8% at 662 keV. Overall, the CGRO is a showcase of versatility in instrumental design
for specific purposes.
INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL) is more recent and an-
other great example of MeV astronomy instruments. This, still ongoing, big space mission was
launched in 2002. by ESA. Onboard it has two instruments dedicated for gamma-ray detection
(Figure 1.6): the Spectrometer on-board INTEGRAL (SPI) and the Imager on-board INTEGRAL
(IBIS). SPI has a very high energy resolution of 2.2 keV (FWHM) at 1.3 MeV. It can observe
energy interval between 18 keV and 8 MeV. The very high energy resolution comes from 19
hexagonal HPGe detectors which are used as primary calorimeters. Above the calorimeters is
a complex hexagonal coded aperture mask. The coded mask is used to "cast a shadow" on the
11
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SPI 
IBIS 
Figure 1.6: Artist’s view of the INTEGRAL satellite.
detectors, by knowing the position of this shadow on the detectors plane it is possible to re-
construct the incoming direction of the detected gamma-rays. IBIS, on the other hand, focuses
on monitoring the continuum emission and the broad lines within the range of 15 keV up to
10 MeV. It also has a coded mask and two layers of detectors. The upper layer, ISGRI, is made
from 16384 CdTe crystals and is used for detecting lower energy gamma-rays, while the bot-
tom one, PICsIT, consists of 4096 CsI detectors which capture higher energy gamma rays. IBIS
can also work as a Compton telescope when ISGRI and PICsIT are used in coincidence (Forot
et al., 2007). Furthermore, two other instruments, OMC and JEM-X, are monitoring the visible
and X-ray bands, respectively. This is a good example of how complex detection and study
of gamma-ray phenomena can be, involving sometimes observations from several instruments
covering different wide ranges of EM spectrum.
Fermi Gamma-Ray Space Telescope (formerly GLAST) is a large mission launched by
NASA in 2008. It carries two main instruments onboard, first is a Large Area Telescope (LAT)
and the second is The Glast Burst Monitor (GBM).
Fermi covers the gamma-rays energies from 8 keV up to 300 GeV. Main purpose of the
LAT is to perform all sky surveys by covering the entire sky each 3 hours, with the ability for
more precise point observation. It is a pair-production telescope comprised of two main de-
tector volumes: a tracker and a calorimeter, both shielded with the anti-coincidence detectors.
LAT’s tracker is made of 16 tower modules, where each has 16 single sided silicon detector
layers separated with 18 tungsten converter layers, meant for inducing the pair creation. The
calorimeter is made of 16 CsI(Tl) modules, each containing 96 crystals placed in 8 layers. The
anti-coincidence is done with a series of plastic scintillators placed outside of the detectors. The
GBM instrument is aiming to monitor all sky, whenever possible and search for very prompt
gamma-ray emissions, such as gamma-ray bursts (GRBs). The GBM is placed on the opposite
side of LAT, and it has two main types of detectors: 12 NaI(Tl) scintillators for monitoring the
X-rays and low-energy gamma rays from 8 keV to 1 MeV, and two bismuth germanate (BGO)
detectors for monitoring higher energies up to 30MeV. This currently operating mission has, so
far, provided many important results and discoveries. Some of the examples of Fermi results
are:
• Discovery of the first gamma-ray pulsar not emitting in any other wavelengths (PSR
12
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Figure 1.7: Fermi (GLAST) satellite schematic, with noted two main instruments: LAT - with
tracker, calorimeter and ACS; and GBM on the opposite side.
J1906+0722).
• Measurement of the strongest energy release, recorded up to date, from a gamma-ray
burst (GRB 080916C).
• Discovery of the gamma-ray bubbles originating from the center of the Milky Way.
• Detection of more then 160 gamma-ray pulsars (only 9 were catalogued before Fermi
mission), including the first gamma-ray pulsar from another galaxy (PSR J0540-6919).
• Observation of the first pulsar (PSR J1023+0038) that underwent emission transformation
from X-rays to gamma-rays, within the binary system AY Sextantis. Noted as the first
example of a transient, compact, low-mass gamma-ray binary.
• Establishing classical novae as a distinct class of gamma-ray sources. For the first time
ever, Fermi detected gamma-ray emissions produced by novae explosions, observing
four such cases: V407 Cyg 2010, V1324 Sco 2012, V959 Mon 2012 and V339 Del 2013.
Figure 1.8 shows the sensitivity of several space and ground-based instruments of high-
energy astronomy. The highest energies, the TeV scale, is covered with high sensitivity ground
based instruments such as HESS and CTA (Sect.). Such sensitivity is matched or even sur-
passed with X-ray instruments, at the opposite side of the spectrum, e.g. with the Chandra
observatory. Contrarily, the MeV range is standing out by poorest achieved sensitivity. The
reasons for such inequality in coverage are discussed in the following section.
13
Gamma-ray astronomy
Figure 1.8: Sensitivity achieved in different energy bands of the gamma-ray astronomy by
different instruments (from: Takahashi et al., 2012). Here, ⌫F⌫ = S(E) ⇥ E2 , where E is
the photon energy and S(E) the differential sensitivity, i.e. the minimum flux (e.g. in pho-
tons cm 2 s 1 MeV 1) that can be detected at a given confidence level (usually 3  or 5 ) after
a given time of observation of the astrophysical source (see: Takahashi et al., 2012). The lines in
blue represent past or currently operating instruments, while instruments planned for the near
future are in black. The dashed red line shows the sensitivity reference expressed by mCrab,
an equivalent to one thousandth part of intensity detected from the Crab nebula (including the
Crab pulsar within it).
1.4 MeV astronomy
From the Figure 1.8 it is straightforward that the sensitivity of the instruments in the MeV
range is weaker, up to five orders of magnitude, when compared to instruments in other energy
bands. In association with this, stands the fact that currently and in the near future there are no
planned missions to specifically cover the MeV range. Therefore the MeV astronomy remains
an understudied part of the EM spectrum, and, at the moment, leaves a big scientific potential
untouched. These facts, apart from being the main problems for the MeV astronomy are at the
same time the main motivator which drives the community to constantly work and push out
new ideas and projects in order to overcome the sensitivity gap. However, there are several
strong limitations which provide a challenge for constructing instruments with higher-than-
current sensitivities:
1. Gamma-rays are very hard to reflect, since their wavelengths are much smaller than the
typical interatomic distance. Consequently, focusing mirrors for gamma-rays are of lim-
ited performance and require large focal lengths, and as such are difficult to operate in
space.
2. The instrumental background in theMeV range is very high, asMeV is also the domain of
nuclear  -ray lines which are produced by irradiation and activation of active and passive
materials of the instrument in space.
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3. Within theMeV range, the dominant process of photon interactions with matter is Comp-
ton scattering, which causes difficulties in reconstructing detected events.
4. The probability of photons interacting with matter reaches minimum at around 1 MeV,
which additionally decreases the probability for detection.
1.4.1 MeV astronomy science
The MeV astronomy domain is nevertheless associated with various scientific questions and
future studies may provide information of interest to a large number of fields. Some of the
main scientific topics of present MeV gamma-ray astronomy2 include:
• Cosmic rays; their origin, propagation and interaction. Observation of emission between
0.1 and 10 MeV, e.g. 4.4 MeV and 6.1 MeV lines from 12C and 16O respectively, would
give a direct measurement of the densitiy of low-energy cosmic-rays (LECRs) in theMilky
Way.
• Supernovae; for the supernovae of the type Ia and related subtypes, information such
as ignition mechanism and stellar configuration may be deduced from the radioactive
isotopes they produce. Therefore, detecting gamma-rays from these isotopes is a diag-
nostics tool to study the explosion process. For example, one of such isotopes is the 56Ni
and its radioactive chain. For core collapse type II supernovae observations on isotopes
as 56Co, 57Co can give information on nucleosynthesis, dynamics, possible jet formation
and more. 44Ti is one of the radioactive nuclei which is present in all supernovae explo-
sions (thermonuclear and core collapse) and is one of the most important tools to search
for supernovae remnants and study the physical parameters of supernovae explosions.
• Novae; they produce several gamma-ray lines of interest which may put constrains on
theoretical understanding of these objects. Most important are 511 keV line from e+–e 
pairs annihilation, 478 keV from 7Be decay and 1275 keV from 22Na decay.
• Gamma-ray lines from long lived radioactive isotopes; e.g. 26Al and 60Fe are produced
and ejected into the interstellar medium by massive stars. Their lifetimes are of the order
of 106 years, comparable to the evolutionary time scales of the OB associations and the
stars contained within. The presence of these isotopes traces the regions where massive
stars formed recently. Further, by mapping the 26Al in the Galactic plane, we could see
at which locations star formation happens and where the large-scale outflow from these
regions transports matter, energy and momentum within the Galactic disc.
• Gamma-ray bursts; overall study of gamma-ray bursts through spectroscopy and po-
larimetry in the MeV range may explain the physics of GRB jets as well as particle accel-
eration and emission.
• Blazars and Active galactic nuclei (AGNs); most AGNs discovered so far emit in the MeV
range, thus MeV astronomy can boost the discovery of new AGNs, placing constraints
on physical models, determining the energy output.
• MeV emission from neutron-star and black-hole binaries; both inflows and outflows in
accreting black-hole binaries can produce continuum MeV emission. Relativistic elec-
trons appear to be present in accretion flows in both hard and soft spectral states. MeV
2see, e.g., the AstroMeV website at http://astromev.in2p3.fr/?q=aboutus/science.
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tails due to their Compton emission have been discovered in Cygnus X-1 and a number
of other sources. Jets of those systems are known to contain relativistic electrons and can
produce MeV emission via both synchrotron and Compton processes. Thus, studying the
MeV emissions we could understand both the jets and accretion flows in those systems.
• Gamma-ray emission from magnetars and rotation-powered pulsars; magnetars are neu-
tron stars with extremely powerful magnetic fields. It is still not clear which processes,
in such extreme fields, produce the non-thermal soft gamma-rays emission, nor do we
understand the connection between the pulsar and magnetar population. More sensi-
tive and extensive study of the pulsar emissions in the MeV range, can help identify the
sources of these emissions and understand pulsar population.
• Gamma-ray emission from the active Sun; lots of questions related to solar flares such as
the mechanisms of energy release and the acceleration of particles may be resolved by
observation of various gamma-ray lines emitted from the Sun, e.g. 4.44 MeV from 12C
and 6.13 MeV from 16O are prompt lines produced in nuclear collisions during the solar
flares. Further examples of solar gamma-ray activity include, the 2.2 MeV line from neu-
tron capture on hydrogen or delayed lines produced by radioactive isotopes synthesized
during flares, such as 847 keV from 56Co, or still unobserved 52Mn line predicted at 1434
keV.
• Terrestrial Gamma-Ray Flashes; study of recently discovered terrestrial gamma-ray
flashes (TGFs). Their emission spectrum goes up to 100 MeV and contains a 511 keV
annihilation line as well. The process of TGFs creation is not yet explained and is be-
lieved to be connected to particle acceleration during thunderstorms. More information
on the topic would greatly improve our understanding of atmospheric phenomena and
climate in general.
1.4.2 Gamma-ray interaction with detector material
Primary principle of detecting gamma rays in the MeV range is based on exploiting main
gamma-rays interaction mechanisms with matter.
As seen on Figure 1.9, depending on the incident energy, gamma rays may undergo several
processes: photoelectric absorption, Compton scattering and e+–e  pair production.
1.4.2.1 Photoelectric absorption
Photoelectric effect is the dominant interaction for X-ray and gamma-ray energies from sev-
eral keV up to several hundred keV. An incoming gamma-ray interacts primary with a bound
atomic electron, transferring its total energy to the interaction material and disappearing in the
process. In order for photoelectron to be emitted from the material, the energy of the gamma-
ray has to be higher than the binding energy of an electron. The photoelectric effect can be
followed by fluorescent emission which can further lead to secondary photoelectric effect. The
energy of the created photoelectron Ee  is given by the formula:
Ee  = h⌫   EION (1.1)
where h⌫ is the energy of the original gamma-ray and EION is the ionization or binding energy
of the electron in the atomic shell. Essentially, EION is also absorbed in the interaction mate-
rial, as X-ray radiation and due to Auger effect following the photoelectric absorption. The
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Figure 1.9: Cross-sections for different interactions of gamma-rays with matter, calculated for
Si, depending on the energy of an incident gamma-ray.
probability for the photoelectric effect scales roughly as:
pphotoelectric /
Zn
(h⌫)3
, (1.2)
where Z is the atomic number of the target material and the exponent n ranges from 3 to 4
depending on the energy.
1.4.2.2 Compton Scattering
The probability for Compton interaction increases for gamma-rays above 100 keV and be-
comes the dominant interaction at ⇠1 MeV. The effect is illustrated on Figure 1.10. An incident
gamma-ray is scattered on an electron and thus changes its original trajectory and energy. An
electron, called Compton electron, receives a part of the gamma-ray’s energy and also changes
its trajectory. The energy of the scattered  -ray is given by the classical Compton formula:
E0  = E 
1
1 + E mec2 (1  cos⇥)
, (1.3)
whereme is the mass of an electron at rest and scattering angle ⇥may take any value from 0 to
2⇡.
The differential cross section of Compton scattering for unpolarized photons scattering off
unbound electrons is given by the Klein-Nishina formula:
d 
d⌦
=
1
2
↵2rc
2f(E  ,⇥)
2[f(E  ,⇥)  f(E  ,⇥) 1   1 + cos⇥2] , (1.4)
where ↵ is a fine structure constant, rc = ~mec is the reduced Compton wavelength and
f(E  ,⇥) =
E0 
E 
= 1
1+
E 
mec2
(1 cos⇥) . The above equation is also called the unbound Compton
cross section since the electron is assumed to be not bound to an atom and therefore to be at
rest. Because this is not the case for any detector material used in Compton telescopes today,
the Klein-Nishina cross section constitutes an approximation.
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Figure 1.10: Simple representation of a Compton effect. The incident gamma-ray (in red) hits an
electron at rest and scatters with lower energy (in blue). The noted angle⇥ is the angle between
the original and scattered direction of the gamma-ray, and is called Compton scattering angle.
A part of energy is also given to the electron, called Compton electron, which scatters in a
different direction, defined by the electron scattering angle.
Z"γ"
Z’"
e+"
e&"
Figure 1.11: Representation of an electron-positron (e e+) pair production in the electromag-
netic field of a nucleus of charge Z. Noted with Z 0 is the nucleus of the same charge but with
change in momentum due to occurred interaction.
1.4.2.3 Pair production
When a gamma-ray possesses an energy above 1.022 MeV (double energy of an electron at rest)
it can interact with matter via pair production. The interaction usually occurs in the electro-
magnetic field of a nucleus and the energy of an incident gamma-ray is transformed to produce
an electron-positron pair (e e+). The excess of energy of the gamma-ray affects the nucleus,
which recoils. The effect is visualized on Fig. 1.11 and described through the following equa-
tions of energy and momentum conservation:
E  = Ee  + Ee+ + En + 2mec
2 (1.5)
~p  = ~pe  + ~pe+ + ~pn . (1.6)
Here, Ee  , Ee+ , and En are the kinetic energies of the electron, positron and recoiling nucleus,
respectively, and ~pi is the momentum of the particle i.
If the photon’s energy exceeds four times the rest mass of an electron, pair creation can also
happen in the field of an electron. Here the momentum is not transferred to the nucleus, but
instead to the target electron. The ratio of the probability for pair production on an electron to
that for pair production on a nucleus is given by:
pelectron =
1
CZ
pnucleus , (1.7)
where C is a factor depending on the incident gamma-ray energy, e.g. C = 2.6 at E  = 6MeV
and C = 1.2 at E  = 100MeV.
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Figure 1.12: a) Principle of a classical Compton telescope made of two detectors D1 and D2. b)
An advanced Compton telescope comprising a tracker allowing the tracking of the Compton
electron and a 3-D position sensitive calorimeter. Measuring the direction of the recoil electron
can constrain the gamma-ray event to an arc of the Compton annulus.
1.4.3 Principle of a Compton telescope
A so-called classical Compton telescope operates on the method of collecting enough data to be
able to calculate all of the values from the Compton formula (Eq. 1.3). It uses a double detector
plane as shown in Figure 1.12a. The first plane is used to scatter the incident gamma-rays. In
order to increase the probability of Compton scattering with respect to photoelectric absorption
and pair creation, low-Z materials are used. Indeed, the Compton scattering probability scales
as the number of electrons of the target atom, i.e. Z, whereas the probability for the photoelec-
tric effect scales asZn with n in the range 3–4 (see Eq. 1.2) and that for the pair production scales
as Z2. After scattering it is possible to capture the photon in the second plane. Here, high-Z
materials are used in order to fully absorb the energy of the scattered photon. Combining the
energy left in both D1 and D2 we have:
E  = E1 + E2 (1.8)
and
⇥ = arccos
h
1 mec2 ⇥
✓
1
E2
  1
E1 + E2
◆i
. (1.9)
The above equation gives the scattering angle ⇥ with respect to the direction defined by the
two positions of interaction r1 and r2 inside the detector planes D1 and D2 (Fig. 1.12a). The
calculated direction of an incoming gamma-ray is thus limited to an event circle in the sky and
not a specific direction (i.e. a point in the sky).
Finding interaction position within the detector is possible through two options. The first
one is to use highly pixelated detectors, made out from a lot of small detector units. The second
is to create one big detector and perform position localization within it, a method we are using
in our work and that we shall explain more later on. Finally, it is important to maintain the
correct sequence of events, where for one event we should know which interaction, either in
detector D1 or D2, is the first and which is the second. This can be done by performing time-of-
flight measurements between the two detector planes, as in the COMPTEL instrument of the
CGRO mission.
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1.4.3.1 Advanced Compton Telescope (ACT)
Shown on Figure 1.12b is an ACT concept. By simple comparison with a classical Compton
telescope we note a more compact design, where two detector layers, a tracker and a calorime-
ter, are next to each other, without any spacing. The tracker is made of multiple layers which
allows for detection of events with several Compton interactions, opposed to e.g. single event
tracking with COMPTEL. This contributes to a gain in detection efficiency and in field-of-view
(FOV) of an ACT, and is allowed by new detector materials.
The main characteristic of an ACT is the use of detectors with a fine sensitivity to the 3D
positions of the interactions, in order to track with high accuracy, both, the scattered gamma
rays and the Compton electrons. This is important for distinguishing a cosmic gamma-ray
photon from a background event produced by, e.g. a cosmic-ray particle impinging the satellite
or a radioactive decay from an activated material within the telescope. Taking a full advantage
of recent progresses in silicon detectors and readout microelectronics, the tracker of an ACT can
be made by a stack of double sided Si strip detectors (DSSSDs) with fine spectral resolution. In
general, the possibility to track Compton recoil electrons significantly increases the precision
on reconstructing the position of origin of gamma-rays. However, electron tracking is possible
only for gamma-rays with energies above about 1 MeV, depending on the thickness of the
tracker detectors, as they transfer enough energy for scattered electrons to leave visible tracks
in the detector. The benefits of tracking are explained in the next subsection.
Furthermore, an ACTmay use two concepts for the calorimeter design, either a highly pixe-
lated detector volume or connected bigger detector blocks with an imaging capability. Both are
used to track the impact position of detected gamma-rays. However, new scintillators and elec-
tronics allow the creation of monolithic scintillator detector modules with imaging capability
in 3D. The 3D first-impact-position reconstruction of a detected gamma-ray, when combined
with increase in spectral resolution, results in improving the constraints on reconstruction of
Compton events.
1.4.3.2 Compton Imaging
Once a full Compton event is detected, we are able to reconstruct a so-called Compton or event
cone, as noted on the Figure 1.12. The properties of the reconstructed event circle or arc, shown
on the right panel of Fig.1.12, depend on the performance of the detectors. The more precise
they are, the thicker and more intense the event circle (arc) will be. Such general method,
used by Compton satellites, of determining the position from which the detected gamma-rays
originate is named Compton Imaging and is illustrated on the Figure 1.13.
Image on the left of Fig. 1.13 is a Compton image obtained with a classical Compton tele-
scope. Each cone corresponds to a detected gamma-ray, and, as mentioned, the accuracy on
energy and position measurements influence the shape of the cones. By detecting multiple
events with the same origin, the intersection of many event cones determines the position of a
detected gamma-ray source.
Using an ACTwe can benefit from increased precision by employing the mentioned Comp-
ton recoil electron tracking. An example is given on the middle image on Figure 1.13. Such
image is usually obtained by detecting the gamma-rays of energies between about 1 and 10
MeV, where the Compton electron paths can be tracked. The information gained from know-
ing electron scattering angle and its energy allows the reduction of an event cone to an event
arc, where the precision by which they are measured defines the arc’s size. The far right im-
age on the Fig. 1.13 is the case of Compton reconstruction of high-energy events with electron
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outside the image space. Consequently, only a fraction of the event is seen in the image, the
fraction vi.
The original list-mode algorithm (Wilderman et al., 1998) did not contain any criteria to
stop the iterations. It simply converges asymptotically. The best images, however, are obtained
shortly before convergence, when the width of the point sources corresponds to the intrinsic
angular resolution of the detector. At this point the iteration is stopped by hand.
In the following section the determination of the response T is discussed in more detail.
5.3 Imaging response of a Compton and pair telescope
Figure 5.3: The 4 di erent event types of a tracking Compton and pair telescope. Left to right: Untracked
Compton events; tracked Compton events; high-energy tracked Compton events with incomplete absorption; pair
events.
Figure 5.3 illustrates the four basic event types of a MEGA-type instrument: For most
interactions below 2 MeV, the kinetic energy of the Compton recoil electron is not su cient to
produce a track. Therefore the photon’s origin can only be restricted to a cone (see Section
2.2.4.1 and Figure 5.3, left). Its width is determined by the accuracy of energy and position
measurements. Between 2 and 10 MeV most events have an electron track and a reasonable
amount is completely absorbed (at least in the MEGA satellite geometry). Thus, their origin is
restricted to an arc, a section of the cone (Figure 5.3, middle left), whose length is determined
by Molie`re scattering. Above 10 MeV most of the Compton scatter events are incompletely
absorbed, but the direction of electron and scattered photon is well defined. Therefore, the
origin of the photon can be restricted to the great circle between (reverse) electron and photon
direction (Figure 5.3, middle right). Since the direction of the scattered gamma ray can be
determined more accurately than the direction of the recoil electron (Molie`re scattering), the
origin distribution has a drop-like shape. Measured energies can further restrict this arc (details
see Section 2.2.4.2). The origin of pair events (Figure 5.3, right) can be calculated from electron
and positron direction and energy (see Section 2.3). The main uncertainties are due to Molie`re
scattering of electron and positron in the Silicon layers.
Two parameters describe the imaging response in Equation 5.5: the event response tij and
the sensitivity sj (Note that the word “sensitivity” denotes a quantity here that is di erent
from the sensitivity describing the overall performance of an astrophysical telescope). Figure
5.4 summarizes all probabilities which contribute to these parameters for Compton events.
The easiest way to determine the sensitivity sj are Monte-Carlo simulations. This avoids
the analytic calculation of all the probabilities of Figure 5.4. The determination of the response
tij is less straightforward: it is calculated by looping over all image-space bins and describes
the probability that the measured photon was emitted from any one given image bin. The
calculation has two steps: determine the absorption probability and multiply by a normalized
response which basically represents the Compton cone/arc or pair origin distribution.
Using list mode allows to strongly simplify the large response matrix required for a binned-
mode approach (see Table 5.1) — given the case of a very sparsely populated data space, as
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Figure 5.3 ll strates the four basic event types of a MEGA-type instrument: For most
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2.2.4.1 and Figure 5.3, left). Its width is determined by the accuracy of energ and positio
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see Section 2.2.4.2). The origin of pair events (Figure 5.3, ri ht) can be calculated from electron
and positro direction and energy (se Section 2.3). The main uncert i ties are due to Molie`re
scattering of el ctron and positro in the Silicon layers.
Two parameters describe the imaging response in Equation 5.5: the event response tij and
the sensitivity sj (Note that the word “sensitivity” denotes a quantity here that is di erent
from the sensitivity de cr bing the overall performance of an astrophysical telescope). Figure
5.4 summarizes all probabilities which contribute to hese parameters for Compton events.
The easiest way to determine the sensitivity sj are Monte-Carlo simulation . This avoids
the analytic calcu a ion of a l he probabilities of Figur 5.4. The determination of the resp nse
tij is less straightforward: it is calculated by looping over all image-space bins and describes
the probability that the me sured photon was emitted fro any one given image bin. Th
calculation has two step : determine the absorption pr bability and multiply by a normalized
response which basically represents the Compton cone/arc or pair origin distribution.
Using list mode allows to strongly simplify the large response matrix required for a binned-
mode approach (see T ble 5.1) — given the cas of a very sparsely po ulated data space, as
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shortly before convergence, when the width of the point sources corresponds to the intrinsic
angular resolution of the detector. At this point the iteration is stopped by hand.
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events.
Figure 5.3 illustrates the four basic event types of a MEGA-type instrument: For ost
interactions below 2 MeV, the kinetic energy of the Compton recoil electron is not su cient to
produce a track. Therefore the photon’s origin can only be restricted to a cone (see Section
2.2.4.1 and Figure 5.3, left). Its width is determined by the accuracy of energy and position
measurements. Between 2 and 10 MeV most events have an electron track and a reasonable
amount is co pletely absorbed (at least in the MEGA satellite geometry). Thus, their origin is
restricted to an arc, a section of the cone (Figure 5.3, middle left), whose length is determined
by Molie`re scattering. Above 10 MeV most of the Compton scatter events are incompletely
absorbed, but the direction of electron and scattered photon is well defined. Therefore, the
origin of the photon can be restricted to the great circle between (reverse) electron and photon
direction (Figure 5.3, middle right). Since the direction of the scattered gamma ray can be
determined more accurately than the direction of the recoil electron (Molie`re scattering), the
origin distribution has a drop-like shape. Measured energies can further restrict this arc (details
see Section 2.2.4.2). The origin of pair events (Figure 5.3, right) can be calculated from electron
and positron direction and energy (see Section 2.3). The main uncertainties are due to Molie`re
scattering of electron and positron in the Silicon layers.
Two parameters describe the imaging response in Equation 5.5: the event response tij and
the sensitivity sj (Note that the word “sensitivity” denotes a quantity here that is di erent
from the sensitivity describing the overall performance of an astrophysical telescope). Figure
5.4 summarizes all probabilities which contribute to these parameters for Compton events.
The easiest way to determine the sensitivity sj are Monte-Carlo simulations. This avoids
the analytic calculation of all the probabilities of Figure 5.4. The determination of the response
tij is less straightforward: it is calculated by looping over all image-space bins and describes
the probability that the measured photon was emitted from any one given image bin. The
calculation has two steps: determine the absorption probability and multiply by a normalized
response which basically represents the Compton cone/arc or pair origin distribution.
Using list mode allows to strongly simplify the large response matrix required for a binned-
mode approach (see Table 5.1) — given the case of a very sparsely populated data space, as
Figure 1.13: Left : A Comp n image gained from a classical C mpton le c pe. Middle : An
image obtained with a Compton telescope capable of electron tracking. Right : Imaging with
electron tracking for the cas of high- n rgy ev nts (from: Z glauer, 2006).
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Figure 2.11: Angular extent of the seg-
ment of the great circle describing the
possible origins of the Compton event
in case of incompletely absorbed energies
but well defined directions of the recoil
electron and the scattered gamma ray for
a fixed total scatter angle of 45 . Only
those photons which lie on the line of com-
plete absorptio can be reconstructed to a
point (in absence of measurement errors).
through the layers. Fortunately, it is in this same energy regime above 10–20 MeV were the
approach is needed most, since here almost all Compton events are incompletely absorbed.
Of course, although it is possible to image such events, only lower and sometimes upper
limits on the photons’ incident energy can be given.
2.2.5 Angular r solu io determina i n
No Compton telescope has perfect energy and position resolutions. Together with Doppler-
broadening (Section 2.2.6), those measurement uncertainties limit the accuracy with which the
origin of t e ph tons can be determine . For an electron-tracking Compton telescope, this
angular resolution can be described in rms of th ngular r s lution measure (ARM) and the
scatter plane deviation (SPD). To determine these, the origin of the photons and thus their
original direc ion ~ei needs to be known.
Origin of
photons
!"
!"
Real Origin of photons
Calculated origin of photon
!# !#
Figure 2.12: The angular resolution measure (ARM)
is defined as the smallest ngular istance between
the known origin of the pho and the Compton
co e. It is a measure for the width f the Comp-
t n scatter cone or arc. A real or gin lyin withi
the cone, which mostly impli s at the scattered
gamma ray is incompletely absorbed, results in a neg-
ative   ARM value, a real origin outside the cone,
i.e. an incompletely absorbed recoil electron, results
in a positive   ARM value.
Figure 2.13: The scatter plane deviation (SPD) is
defined as the angular distance on the Compton cone
between the known origin of the photons and the
calculated one. It is a measure for the length of the
Compton scatter arc.
The ARM (Figure 2.12) for a reconstructed Compton event is defined by the shortest dis-
tance between the known initial photon direction ~ei and the photon scatter cone defined by
Figure 1.14: The ARM ( ') is the measure of the width of the Compton scatter cone or an arc.
The  'ARM value can be positiv , m aning the r al poi of rigin lays outside the cone and
we have an incomplete detection of an recoil electron, or if  'ARM is negativ , the poi t of
origin lies inside the cone, and the scattered g mma-ray i incompletely absorbed (Zoglauer,
2006).
tracking. Usually, gamma-rays with energies above 10 MeV are not fully detected, meaning the
Compton scattering is incompletely absorbed by the instrument. However, for these events the
recoil electrons receive high enough energies, so they have a well defined recoil paths. Such
paths are easier to track and thus provide an increase in precision on determining the original
position of the gamma-ray source.
1.4.3.3 Angular resolution measure
For any Compton telescope, the ability to determine the point of origin (the incoming direc-
tion) of a detected gamma-ray, is, as noted before, limited by the uncertainties of the measure-
ment (i.e. energy or position resolution) and additionally by Doppler broadening. Therefore,
through a value named Angular Resolution Measure (ARM), we express the precision of an
instruments in determining the original direction of the detected events. The ARM is defined
as the smallest angular distance between the known point of origin and the Compton cone
(Zoglauer, 2006). Or in other words, the shortest distance between the known original direction
of the photon and the scatter cone reconstructed from the information on the scattered gamma
photon. The ARM is illustrated on the Figure 1.14.
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Figure 1.15: DUAL in deployed configuration with a detailed view of the focal plane instru-
ment ASCI (All-Sky Compton Imager) made of a compact array of cross-strip germanium de-
tectors.
1.4.4 New concepts in MeV gamma-ray instruments
To be able to access the science of the MeV range and to overcome the instrumental limits, the
MeV scientific community is working constantly on new concepts of instruments and detection,
with the goal to gain experience and better prepare for the future missions. I will give a list of
several such projects, proposed to the European Space Agency (ESA) over past several years,
as they illustrate new ideas and approaches in the field, and then in Chapter 2 give an overview
of our project, as a part of these future space mission research and development. In addition,
the work presented in the next chapters is a direct continuation of work done for missions such
as e.g. GRIPS (detailed below).
1.4.4.1 Gamma-ray proposals of ESA’s M3 Call
In 2010, the European Space Agency solicited proposals from the broad scientific community
for the competitive selection of mission concepts to be candidate for the implementation of the
third medium-size mission (“M3”) of the Cosmic Vision scientific program for launch in 2025.
Three proposals were issued by the gamma-ray community: DUAL (von Ballmoos et al., 2012),
CAPSiTT (Lebrun et al., 2010) and GRIPS (Greiner et al., 2012).
DUAL was a proposal which implements a novel type of gamma-ray lens. Using a mosaic
of small crystals in Laue geometry (e.g. see: Section 2, von Ballmoos, 2007), allows the focusing
of gamma-rays through diffraction on a small detection area. This provides the separation of
collection and detection area, reducing background, as less material is used. The concept is
shown on Figure 1.15. The focal plane instrument is a Compton telescope made of cross-strip
Ge detectors working in the range from 0.1 to 10MeV. However, the drawback of germanium is
the need for a cooling system. In addition to a Laue lens, the main satellite also carries a coded
mask. The plan was to use a Soyuz launcher to place the DUAL instrument in an L2 orbit.
Compton And Pair Silicone Timing Tracker (CAPSiTT), illustrated on Figure 1.16, is an all
silicon instrument, made from layers of double sided silicon strip detectors (DSSSDs). The
operational energy range was from 100 keV up to 100 MeV. It can work as a pair production
telescope and Compton telescope, using a 3 Compton technique, where by knowing the energy
and position of two consecutive Compton scatterings can give us the incoming direction of the
original particle. The advantages include lowermass, whichmeans lower internal background,
and the use of a single technology for the whole instrument. However, this concept requires
a large number of thick (2 mm) DSSSDs (11520 detectors of 10⇥ 10cm2 area), which raises a
problem of supply and cost. As for the space deployment, idea was to use a VEGA launcher to
send the instrument to an equatorial low-Earth orbit (at about 550 km altitude).
22
MeV astronomy
Figure 1.16: View of the CAPSiTT payload made of a stack of double-sided silicon strip detec-
tors, on top of the Sentinel 3 platform developed by Thales Alenia Space.
GRM 
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Figure 1.17: GRIPS configuration in the two satellite option, where the Gamma-Ray Monitor
(GRM) is on one satellite, and the X-Ray Monitor (XRM) and the InfraRed Telescope (IRT) on
the other.
Gamma-Ray Imaging, Polarimetry, and Spectroscopy (GRIPS) (Figure 1.17) was the third
M3 ESA mission proposal for a gamma-ray observatory. The main on-board instrument
Gamma-Ray Monitor (GRM) is an ACT and a pair-production telescope, meant to operate be-
tween 0.2 and 100 MeV. It is designed out of two main detector layers. The first detector is
a tracker constructed of 64 layers of 8⇥ 8 DSSSDs of 10⇥ 10 cm2 area. The tracker works as
a Compton scatterer in the Compton telescope mode, and as a pair production telescope in
the high-energy mode, above about 10 MeV. Above 2 MeV the DSSSDs are able to perform a
tracking of a Compton recoil electron. The second main GRM detector is a calorimeter made
of a very large number (⇠ 75000) of small LaBr3:Ce scintillator bars of 5⇥ 5 mm2 cross sec-
tion with the total mass of ⇠ 500 kg. The scintillator crystals are read out with Si Drift Diode
(SDD) photodetectors and are encasing the tracker volume from all sides, apart the detection
plane. The side scintillators are 2 and 4 cm thick, while the bottom one is 8 cm thick and read
out on both ends. Such calorimeter enables the GRM to operate in the ‘spectroscopy’ mode,
apart from the ‘telescope’ mode; this implies performing only spectroscopic measurements of
energy deposits inside the scintillators, for e.g. high-level spectroscopy of the GRBs. The whole
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Figure 1.18: Left : ASTROGAM satellite with deployed solar panels and radiators. Right :
Zoom-in on the satellite’s payload showing the Silicon Tracker, the Calorimeter and the Anti-
Coincidence (AC) system.
GRM instrument is surrounded with an Anti-Coincidence Shielding (ACS) made with plastic
scintillators.
GRIPS mission carries two further instruments, an X-Ray Monitor (XRM) and an InfraRed
Telescope (IRT). The main purpose of XRM is to gain the precision on the determining the
position of the GRBs, where it works in the combination with GRM, and further to observe the
GRB emission in the X-ray range from 0.2 to 12 keV. It is a concept made of 7Walter-I telescopes,
identical to eROSITA instrument (Predehl et al., 2014). The IRT is meant to to rapidly identify
the GRBs at high redshift. It is a telescope of mirrors with multi-band photometry similar to
the EUCLID mission (Laureijs et al., 2010). The GRIPS mission was supposed to be launched to
equatorial low-Earth orbit using a Soyuz launcher.
In summary, although quite different in their design (with or without a calorimeter, asso-
ciated or not to a focusing optics etc.), the three gamma-ray instruments proposed for ESA’s
M3 Call were all advanced Compton telescopes with some capabilities for electron tracking,
characterized by a very large field of view to monitor the poorly known MeV gamma-ray sky.
1.4.4.2 ASTROGAM
ESA’s Call for the fourth medium-size mission opportunity in the Agency Science Programwas
released in August 2014 and the proposal submission deadline was January 15, 2015. This time,
the gamma-ray scientific community has responded in a unified manner by working together
on a single proposal: the ASTROGAM mission. The main elements of the ASTROGAM pay-
load (Figure 1.18) include a Si Tracker made from 2520 Si DSSSDs arranged in 70 layers of 6⇥ 6
tiles, which is coupled to a calorimeter made from 12544 bars of CsI(Tl) scintillation crystals.
The operating modes of such instrument are Compton regime from 0.1 to 10 MeV and
pair production regime up to 3 GeV. The Si tracker, similarly to GRIPS or CAPSiTT, is capable
of resolving energy deposits and tracking of both the Compton photon and (for the energies
above 1 MeV) the recoil electron. While the calorimeter, due to precision and high pixelization,
is capable of resolving both the energy and the interaction position of a Compton scattered pho-
ton. Combined with an Anti-Coincidence Shielding (ACS) the instrument operates as an Ad-
vanced Compton Telescope which performs Compton Imaging and polarimetry. At energies
above 10 MeV, the Si Tracker is used as electron-positron pair production medium by gamma-
rays interacting with the fields of hit nuclei within the tracker, allowing for ASTROGAM to
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ASTROGAM
e-ASTROGAM
Figure 1.19: Same as Figure 1.8, but with the predicted sensitivity of ASTROGAM for an effec-
tive exposure of one year of a high Galactic latitude source. The curve for e-ASTROGAM is
the goal sensitivity of the larger scale and enhanced instrument that will be proposed to ESA
in 2016 in response of the M5 Call.
function as a pair-production telescope.
Following ESA’s guidelines for theM4 Call, the ASTROGAMpayloadwas designed to have
a mass of 300 kg. Although the proposed mission concept has been very well evaluated by
ESA’s Technical and Programmatic Evaluation Panel, it was unfortunately finally not selected
for a mission study. For the M5 Call, to be issued in 2016, the ASTROGAM Collaboration is
currently working on a larger scale instrument and satellite (the e-ASTROGAMmission), with
an estimated payload mass of about one ton. The enabling technologies and processes will be
the same as those of the M4 project. Such an extension of the mission concept is aiming at
further improving the leap in sensitivity compared to previous missions, especially between 1
and 10 MeV (see Fig. 1.19).
In the preliminary design of e-ASTROGAM, the Si Tracker consists of four units compris-
ing 56 layers of 5 ⇥ 5 DSSSDs. Each DSSSD has a geometric area of 9.5 ⇥ 9.5 cm2, a thickness
of 500 µm, and a strip pitch of 240 µm. The total detection area then amounts to 9025 cm2
and the total Si thickness to 2.8 cm, which corresponds to 0.3 radiation length on axis. The
e-ASTROGAM Calorimeter comprises 8464 parallelepiped bars of CsI(Tl) of 8 cm length (cor-
responding to 4.3 radiation length) and 10⇥10mm2 cross section. The scintillation light of each
bar is collected by two matrices of 4⇥ 4 SDDs, which are glued to the crystal at both ends. The
new design aims to further significantly improve the sensitivity in the crucial energy range 0.3
– 100 MeV (see Fig. 1.19). The proposed gamma-ray observatory would then open an entirely
new window of opportunity for discovery in the evolving energetic Universe.
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Chapter 2
A prototype of an Advanced Compton
Telescope
2.1 Introduction
The main goal of this thesis is to develop and study a small scale prototype of an Advanced
Compton Telescope (ACT). The prototype consists of one to three double sided silicon strip
detector (DSSSD) detector planes, that form the tracker, and one Anger-type calorimeter mod-
ule, made of monolithic scintillator crystal. The tracker and the calorimeter are mounted on
a specialized test bench that has been developed at CSNSM (Centre de Sciences Nucléaires et
de Sciences de la Matiére) and IPN (Institut de Physique Nucléaire) in Orsay. The project is
done in the framework of a collaboration between several research groups. IPNO and APC
(AstroParticule et Cosmologie) laboratories are working on the tracker elements, primary on
testing the DSSSDs and the corresponding read-out and acquisition systems. Our group at
CSNSM is producing a calorimeter based on novel inorganic scintillator detectors, with the
following electronics and acquisition system. In parallel, all of the work is connected to in-
ternational collaboration under ASTROGAM proposals as well as any similar future missions
for the MeV gamma-ray astronomy, with the overall goal to improve and push forward the
performance of instruments in this range.
2.2 The ACT prototype test bench
The model of an instrument and a designed test-bench aimed for performance testing are pre-
sented on the Figure 2.1.
The mechanical device of the telescope is completed and the integration of the LaBr3:Ce
module and the first DSSSD is under way. The system comprises supports to accommodate
up to three DSSSDs with their associated FEE cards (the two developed at IPNO and the one
made by the team of the LabEx UnivEarthS). The instrument is mounted on an X-Y table which
allows the full frontal coverage using collimated gamma-ray sources. The complete readout
from all detectors is lead to a PC and controlled by NARVAL (Grave et al., 2005) based applica-
tion. This entire device will be placed in a special black box, designed at IPNO, ensuring both
the light sealing and good electromagnetic compatibility of the apparatus. Moreover, some of
the test measurements will be performed in a climatic chamber, available at IPNO, at tempera-
tures between  10o and 20o C. This will allow us to study the telescope under better operating
A prototype of an advanced Compton telescope
Figure 2.1: Left: Mechanical drawing of the gamma-ray telescope concept. Right: Presenta-
tion of the telescope and the collimator for radioactive gamma-ray sources inside the climatic
chamber. The telescope is placed in a black box not shown in this diagram.
Figure 2.2: Photograph of the BB7 DSSSD test bench around PACI preamplifiers. The detector
is mounted in the lower left corner of the electronic readout card. A copper cooling circuit
provides temperature control of the preamplifiers.
conditions for the DSSSDs (low leakage current at low temperatures), closer to the expected
conditions in space and the upper atmosphere.
2.2.1 Tracker
For the main element of the ACT prototype’s tracker, the team studied the spectral response
of the DSSSD BB7 version 2 of Micron Semiconductor Ltd, which is a detector of 64⇥64 mm2
area, 1.5 mm thickness, and 32⇥32 strips. Initial tests showed that this detector has the ability
to detect low energy deposits. To optimize the electromagnetic compatibility of the detection
device, a first test bench, shown on Figure 2.2, was designed and constructed. The bench is
dedicated to the reading of DSSSDs around a conventional analog electronics readout. This
task required the realization of electronic cards around the PACI (charge preamplifier with
additional current output) preamplifiers previously developed at IPNO (Hamrita et al., 2004).
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•  At IPN-Orsay: DSSSD BB7 (Micron) of 
64x64x1.5 mm3 with 32 strips per side 
readout by the ASIC VA32TA7 from 
IDEAS (http://ideas.no/) 
•  Characterization of the BB7 detector with a 
test bench using standard electronics: 
 energy threshold: ~11 keV 
 energy resolution: 8 keV FWHM @ 60 keV 
•  Together with CSNSM-Orsay: assembly of 
3 DSSSDs and 1 LaBr3 module to test the 
performance of a rudimentary Compton 
telescope (2014) 
207Bi source 
1 strip on p side 
T = 15° C 
Figure 2.3: 207Bi energy spectrum obtained with the BB7 DSSSD at IPNO, Orsay.
Figure 2.4: Computer-aided design of the FEE card of the BB7 detector.
With this device, themeasured energy threshold is 11 keV and the energy resolution obtained is
8 and 10 keV (FWHM) at 59.5 keV (241Am) for the p and n sides of the BB7 detector, respectively,
which validates the choice of this sensor for our application. Figure 2.3 shows an example of
the BB7 performance obtained with a 207Bi electron source.
For the Compton telescope, the readout of the DSSSD signals is done with a low noise
Application Specific Integrated Circuit (ASIC). We originally intended to use the ASIC ATHED,
which was developed for the multi-detector of charged particles MUST21. But after a series of
tests, it was found that the spectroscopic resolution for the detection of low-energy deposits,
with this ASIC, would be unacceptable for our application. After extensive market research,
we selected the chip VA32TA7 from the Ideas company2, which incorporates 32 channels of
full electronic processing sensor signals. The Electronics Group of IPNO then designed an
electronic board (see Figure 2.4) carrying a sensor BB7, two ASICs VA32TA7 (one for each
sensor face), and an interface to a Field-Programmable Gate Array (FPGA) development board
(ML605, Xilinx). The card passed the qualification phase and is now coupled to the detector
BB7, which allows us to run extensive performance testing.
1see: http://pro.ganil-spiral2.eu/laboratory/detectors/charged-particles/must2.
2http://www.ideas.no/
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2.2.2 Calorimeter
At CSNSM, we are working on the calorimeter modules made of large monolithic inorganic
scintillator crystals (e.g. 50⇥50 mm2 area and 1 cm thickness) coupled to position-sensitive
arrays of photodetectors. The main focus, while developing these modules, is on achieving
the best possible 3D imaging and spectral performances for MeV gamma rays. The goal is to
improve the design of a future space calorimeter compared to the approach of the GRIPS and
ASTROGAM proposals (Chapter 1), where the gamma-ray hit localization in the calorimeter is
achieved with a pixelated detector comprising a large number (⇠ 75000 bars of LaBr3:Ce for
GRIPS and 12544 bars of CsI(Tl) for ASTROGAM) of thin scintillator bars (of 5⇥5 mm2 cross
section in both proposals for ESA, see Chapter 1). Using bigger crystals, having 3D imaging
capabilities, in modules should allow us to reduce significantly the complexity of the future
calorimeter while optimizing the spectral resolution of the instrument. We tested prototype
modules made of LaBr3:Ce and CeBr3 scintillators, with the idea to use them as a multiplica-
tive unit for any future large scale instrument. However, we found that the LaBr3:Ce’s intrinsic
radiation, coming from 138La (half-life: T1/2 = 1.02⇥1011 yr; natural abundance 0.09%) isotope,
notably reduces its performance. Therefore, another option would be to try other new scintil-
lator material, such as glass-ceramic scintillator (de Faoite et al., 2015). CeBr3 has no problems
with intrinsic radioactivity, but however doesn’t outperform the LaBr3:Ce in our study.
The study of the calorimeter modules has been the essential work of this thesis, thus we
describe the modules in detail in Chapter 3.
2.3 Simulations of the ACT prototype
2.3.1 MEGAlib
MEGAlib3 (Zoglauer et al., 2006), stands for theMedium Energy Gamma-ray Astronomy library,
and represents a package of tools for simulating and studying the performance and data anal-
ysis of Compton telescopes. The necessity for such a package comes from the ever-growing
amount of data which needs to be handled in todays instrument designs; time-of-flight or elec-
tron tracking are just some examples that have grown more complex in comparison to instru-
ments such as COMPTEL or EGRET.
MEGAlib is completely based on C++ programing language, ROOT (see: Brun and Rademak-
ers (1997) and https://root.cern.ch/) software and Geant4 (detailed in the next chapter).
The idea is to use all the built-in features and apply them to any Compton telescope we wish
to simulate. The library includes: different tracking options, multiple designs of Compton
telescopes, various strip detectors, scintillators and drift chambers. An example of MEGAlib
is given on Figure 2.5 with the original MEGA mission (Bloser et al., 2005). The data analysis
process can be separated into 4 main steps:
• Data acquizition can be done either by generating data through simulations or using data
measured by real detectors.
• Data optimization either by calibration or introduction of calculated uncertainties from
the real data.
• Event reconstruction, which includes recognition of the basic physical process (Compton
scattering, pair production etc.), qualification of the events etc.
3available from: http://megalibtoolkit.com/
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Chapter 6
The MEGA Prototype
When the completed MEGA prototype achieved its first light in February 2003 at MPE, an
important step towards the next generation of Compton telescopes was taken: MEGA added
a new dimension to the measurement of gamma rays in the Compton regime, the direction of
the recoil electron. This chapter is dedicated to the setup and the calibration of this unique
instrument.
6.1 Setup of the prototype instrument
Figure 6.1: MEGA prototype detector: The tracker is housed in the central gold-colored box. It consists of 11
layers; each is made up of a 3 3 array of double-sided Silicon strip detectors. The lower hemisphere of the tracker
is surrounded by 20 CsI calorimeter modules, which are housed in the aluminum boxes.
Each new measurement concept, such as adding electron tracking to a Compton telescope,
needs to be proven before it is applied to a full-scale gamma-ray astronomy mission. This
validation involves several steps, including extensive simulations as well as the construction and
calibration of a prototype. The latter’s performance of course must be verified against the
simulations. This is the level MEGA has reached. In the future, the MEGA prototype probably
89
Figure 2. Cutaway-view of the MEGA pro-
totype as seen with Geomega (utilizing
ROOT’s OpenGL viewer).
detector, trigger, etc.) ASCII file§.
Finally, Geomega’s user interface contains several tools to verify the geometry during its construction phase,
such as:
• Zoomable geometry display with axes (inherited from ROOT)
• Display of the whole geometry or a subset in a common mother volume
• Total mass calculations for main volume or a subset (including sum of di erent materials)
• Overlap detection (based on Geant4’s detection capability)
• Conversion to Geant4 (via Cosima) and MGGPOD, as well as a limited import from MGGPOD and Geant4
2.1.2 Detector and Trigger description
In Geomega a set of typical gamma-ray detectors is defined such as scintillators (single detector volume, Anger
camera, MEGA-type calorimeters) and strip/pixel detectors¶ (with and without depth resolution). For all those
detectors energy resolutions, position resolutions, trigger thresholds, noise threshold, overflows, defective pixels,
guard-ring size, number of strips/pixels, etc. can be defined. In addition Geomega allows to define complex
trigger and veto criteria. The user can decide if a hit above the trigger threshold results in a trigger or a veto
event, how many hits in the same detector type are required to raise a trigger, or if a coincidence between several
detectors is required to raise a trigger.
2.1.3 Instrumental e ects engine
An important step to reproduce measurements with simulations is to adapt the ideal simulated data to the
measurements by applying detrimental detector e ects:
• Gaussian/Lorentzian noise for energy measurements (as a function of energy and for 3D strip/voxel detec-
tors of depth) as well as the depth measurement in calorimeters and 3D strip/pixel detectors
§Examples can be found in the appropriate MEGAlib example directory.
¶In the current version for strip detectors the charge deposit is measured in voxels only.
Figure 2.5: Me ium Energy Gamma-ray Astronomy telescope (MEGA) mission; Left: scaled
working prototype. The tracker in gold casing in the middle is made of 11 layers of 3⇥3
DSSSDs. The tracker is surrounded with 20 CsI(Tl) detectors placed in separat grey alu-
minium boxes. Right: a simulated geometry model corres onding to the pr totype.
• Data analysis, which includes imaging and reconstruction, polarization analysis, sensi-
tivity calculations etc.
In detail, MEGAlib includes the two following sub-packages:
• GEOMEGA - Geometry for MEGAlib is intended to h lp cre te the main g ometry to be
used in MEGAlib and all connected software. It allows definition and visualization of all
materials, volumes, detector materials and all other elements in use.
• COSIMA - A Cosmic Simulator for MEGAlib based on Geant4 (Zoglauer et al., 2009), it is
intended as universal simulation tool for low and medium energy gamma-ray telescopes
which are based on one of the basic gamma-ray interactions ith matter (Chapter 1).
2.3.2 Model of the prototype
We have implemented a basic geometry (see Figure 2.6) and detector parameters within ME-
GAlib to simulate and test the performance of our ACT prototype model. The detector per-
formance (energy threshold, spectral resolution, 3D position resolution) were taken from our
experimental results, which are discussed later in Chapter 6.
In red, on Figure 2.6, is a volume which represents one DSSSD. The volume dimensions
are: 64⇥64⇥1.5 mm3 and is made of 32⇥32 Si strips. We use several measured values to place
constraints on the parameters within the simulation, therefore for the DSSSD, we take:
– Electronics noise set to 8 keV
– Trigger threshold of 15 keV
On the right side of the image on Fig. 2.6, the calorimeter volume is represented in
blue. The calorimeter is simulated using LaBr3:Ce scintillator parameters. The volume is
50.8⇥50.8⇥10.0 mm3 and is defined in MEGAlib as "3D strip" detector i.e. a 2D strip detec-
tor with depth resolution. The parameters we implement from measurements (Chapter 6) are:
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Zdist&
Figure 2.6: Simulated model of the ACT prototype. Separate elements are explained in the text.
– 2D position resolution in XY plane (50.8⇥50.8 mm2); 1 X = 1 Y ⇡ 2.4 mm;
– Depth of interaction (D.O.I.), along the thickness of the detector (10.0 mm), 1 Z = 2.1 mm;
– Spectral resolution; FWHM = 3.5% at 661.7 keV;
– Trigger threshold = 15 keV.
The brown volume on Figure 2.6, is the aluminium plate of 0.5 mm thickness, which sim-
ulates the entrance window to the LaBr3:Ce detector. The distance between the two main vol-
umes, noted Zdist on the Figure 2.6, is parameter with an effect on the overall performance
results. We explored this dependency in a parametric study, presented later in this Chapter.
2.3.3 Simulated performance
The end result of creating MEGAlib simulations is to study and acquire essential performance
values of a simulated instrument, which we can compare with the real measured data acquired
with the prototype test bench. For this purpose we tested several key abilities by running simu-
lations of our set-up. In Table 2.1 we report the performance of these simulation runs, where we
tested the response on the variations of the Zdist parameter. All simulated runs were performed
with a collimated radioactive beam, simulated tomimic the onewe used duringmeasurements,
with an energy of E  = 662 keV. The source was placed at the distance of l = 15 cm from the
front side of the DSSSD volume, having a beam opening angle of ⇠ 3o.
2.3.3.1 Spectral resolution
A typical energy spectrum, produced by one MEGAlib run, used to obtain the 1 (E) values,
is shown on Figure 2.7. The data on the Figure 2.7 represents the total of detected Compton
events. The full energy peak, on the right, corresponds to the events in which the incident
gamma-ray deposited its total (E  = 662 keV) energy within the prototype, while the data
dispersed to the left, comes from events which made only partial energy deposits. From fitting
the 662 keV peak we obtained the corresponding 1  uncertainties, which are listed in the  E
column of the Table 2.1. From here, we note the dependency of the energy resolution from
the Zdist. This is explained by noting several properties of our instrument. First, the DSSSD
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Zdist ARM FWHM  E (1 ) Compton Eff. Full E peak Eff.
(cm) (degree) (keV) (%) (%)
1 12.3 9.2 0.64 0.27
4 7.3 10.6 0.20 0.07
7 6 11.5 0.08 0.02
10 4.8 11.9 0.03 0.01
Table 2.1: Energy, angular resolution (ARM) and efficiency obtained with MEGAlib simulation
runs using the geometry defined on Fig. 2.6. Each of the recorded values listed are explained
in the text. We used a gamma-ray source with E = 662 keV. Furthermore, we varied the Zdist
parameter, assigning values of 1, 4, 7 and 10 cm.
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Figure 2.7: Reconstructed spectrum from the simulated data, implementing the prototype ge-
ometrywith Zdist = 10 cm. All of the counts correspond to detected Compton scattered photons,
originating from a radioactive beam of E  = 662 keV. The events, which deposited the full en-
ergy in the detector are grouped in a noted 662 keV peak, while the uneven distribution to the
left is from incompletely detected events. By using the implemented fit tools in MEGAlibg we
placed a selection around the full energy peak and performed fitting, obtaining the width (1 )
of a Gaussian fit function.
detector has a better energy resolution than the LaBr3:Ce scintillator; Second, the total energy
of one event is calculated by summing up the energy deposits left in both the DSSSD and the
calorimeter; Third, from equation 1.3 and Figure 1.10 (Chapter 1): the Compton scattering angle
✓ depends on the amount of energy a gamma-ray deposits during scattering in the DSSSD.
Then, connecting the above: when the Zdist value is lower the calorimeter is able to capture
gamma-rays (coming from the DSSSD) with larger scattering angles, such events leave higher
energy deposits in the DSSSD, which means that the precision by which we measure their total
energies are higher, finally increasing the overall energy resolution; where the opposite is also
true. Therefore, we have a spread of E (Table 2.1) values from 9.2 keV to 11.9 keV, when Zdist
goes from 1 to 10 cm.
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Figure 2.8: ARM spectrum obtained in MEGAlib after a selection on the full energy peak in
the energy spectrum (Figure 2.7), with E  = 662 keV and Zdist = 10 cm. The performed fit,
from which we obtained the ARM(FWHM)=4.8o value is noted in red, while the data is given
in green.
2.3.3.2 Angular resolution
An example of simulated ARM spectrum, obtained in MEGAlib, is shown on Figure 2.8. The
fit (noted in red on Fig. 2.8) is performed automatically in MEGAlib. It is a complex fit function
consisting of two Lorentz functions and one asymmetric Gaussian, where right and left wings
can have different sigmas (Zoglauer et al., 2011). The FWHM values we obtained are presented
in the ARM column of the Table 2.1. Decrease of the FWHM values for higher values of Zdist
is again explained by changes in detector geometry i.e. the spacing between the two detectors.
As explained in Chapter 1, the ARM is a parameter which represents the precision with which
we determine the point of origin of a detected gamma-ray. Therefore, by having a larger dis-
tance between the two key interaction points, a gamma-ray scattering location in DSSSD and
a gamma-ray capture location in the calorimeter, we are able to better reconstruct their relative
position. This directly influences the reconstruction of the scattering angle and the precision on
the original position, which reflects in the ARM parameter.
2.3.3.3 Efficiency
Compton and full-energy-peak efficiency dependencies are expressed in the last two columns
of the Table 2.1. The Compton efficiency is calculated as the ratio between the number of
detected Compton scattering events Nscatt. (total number of counts from Figure 2.7) and the
known number of gamma-ray photons Ntot. we generated from the radioactive source. In
the same way, the full energy efficiency is the ratio between the number of Compton events
which deposited their complete energy inside the detector NfullE and Ntot.. In Figure 2.9, we
show results from a broader efficiency study, using several different energies: 122 keV, 365 keV
and 662 keV. The selected energies corresponding to the characteristic gamma-ray lines from:
57Co, 133Ba and 137Cs sources, respectively. These runs are performed using the same geometry
set-up (Fig. 2.6), with the same Zdist variations. It is visible, as for previous values, that the
efficiency is strongly dependent of the Zdist, where the closer the two detector volumes are, the
more Compton effects we are able to detect because we include Compton events with higher
scattering angles, which leads to higher efficiency. In the opposite case, when the two layers are
further apart, a lots of gamma-rays which scatter in the DSSSD miss the calorimeter, and are
not detected as Compton events. Since both efficiencies are connected (the full energy events
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Figure 2.9: Efficiency study using MEGAlib simulations. We note the full-energy peak effi-
ciency with full lines, and efficiency to detect Compton events with dotted lines, for three
different source energies: 122 keV (in blue), 356 keV (in red) and 662 keV (in green).
are a part of the total Compton detected events), both express the same Zdist dependency.
2.3.3.4 Compton Imaging
Finally, we show the ability to reconstruct a Compton image (Chapter 1) from the performed
simulations, as shown on Figure 2.10. The images are obtained using automated imaging tools
within MEGAlib. The utilized imaging algorithm is an iterative process called a List-Mode
Maximum-likelihood Expectation-Maximization (LM-ML-EM) (Zoglauer, 2006).
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Figure 2.10: Compton Imaging performed with MEGAlib from the obtained simulated data
with E  = 662 keV and Zdist = 10 cm. The top left image corresponds to the left image on
the Fig. 1.13 (Chapter 1). The final outcome is improved over several iterations, where we note
the limit of the method reached after the 4th iteration.
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Development of the Calorimeter
testbench
3.1 General view of the test-bench
All experimental work regarding the 3D imaging module, intended as the calorimeter of the
Advanced Compton Telescope (ACT) prototype, was carried out on a dedicated test-bench
made and operated at CSNSM, Orsay. The setup used is shown on Fig. 3.1;
Figure 3.1: Detector test bench at CSNSM Orsay: 1. collimated radioactive source, 2. inter-
changeable detector module, 3. electronics board, 4. X–Y table, 5. PC.
The setup is shielded, from below with, 4 cm thick, lead bricks and an aluminum plate of
2.5 cm thickness to reduce the environmental background. The mechanical parts include: an
X–Y table, holders for electronics board, a detector holder and two source cradles. The detector
module was fixed onto the X–Y table, whose horizontal and vertical positions could be accu-
rately adjusted with the help of threaded shafts in a range of about 15 cm. That enabled us to
irradiate the full area of the front face of the detector crystal with fixed collimated sources in the
front cradle (item 1 on Fig.3.1).The irradiation of the crystal side face was done using a second
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cradle (not shown on Fig.3.1), placed perpendicular to the first one at adjustable distance from
the detector.
We used several radioactive sources for the purpose of testing: 241Am (430 kBq), 133Ba
(40 kBq), 137Cs (4.5 kBq and 3.8 MBq) and 60Co (34.8 kBq). These sources can be collimated
with several copper and lead discs with a central hole of 3 mm diameter, which can be settled,
together with the source holder disks, in one of the two (front and side) cradles. The sources
can be placed at arbitrary distance from the detector.
We tested two detector modules, one with a cerium-doped lanthanum(III) bromide
(LaBr3:Ce) crystal and the other with cerium(III) bromide (CeBr3). The two modules are in-
terchangeable and fit in the same position within the bench.
3.2 LaBr3:Ce detector module
A simple scheme of LaBr3:Ce module is presented on Figure 3.2. The LaBr3:Ce scintillator
is an inorganic crystal produced by Saint-Gobain Crystals (model: BrillianCeTM 380). The
dimensions are: 5.08 ⇥ 5.08 cm2 front surface and 1 cm thickness. Five sides of the crystal are
ground and wrapped in Teflon in order to conserve the maximum of created optical photons.
The crystal is hermetically sealed by an optical window made from borosilicate glass (0.5 cm
thick with a refractive index n = 1.472), and both are encapsulated in an aluminium housing
of 0.5 mm thickness. The surface of the crystal coupled to the optical window is polished. The
optical window is coupled, via optical grease, to a multi-anode photomultiplier (MAPMT) of
64 (8 ⇥ 8) channels produced by Hamamatsu Photonics (model H8500C). The MAPMT anode
gains provided by the manufacturer Hamamatsu Photonics K.K. (2011) are in the range: (1.03  
2.11)⇥ 106 for a high voltage of 1000 V.
We first performed a radiography of the detector to check the dimensions of the LaBr3:Ce
crystal, from a scan of both the front and side faces of the module using the 241Am collimated
source. The crystal dimensions were estimated from the measured count rate as a function of
the source position and were found to be consistent with the values provided by the manufac-
turer. In particular, from a fit of the count rate profile measured from the side, we obtained a
crystal thickness of 10± 1mm.
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Figure 3.2: Schematic representation of main elements within the LaBr3:Ce detector module.
From left to right: LaBr3:Ce crystal is coupled to a borosilicate glass optical window which
on the other side connected to the 64 channel MAPMT. The elements are placed in an isolated
aluminium protective box.
3.3 CeBr3 detector module
The CeBr3 scintillator (Fig. 3.3) is an inorganic crystal produced by SCIONIX (model V51C10-
CeBr-X). The dimensions are: 5.1 ⇥ 5.1 cm2 front surface and 1 cm thickness. Surfaces of the
crystal are again ground and wrapped in Teflon to maximize the conservation of scintillation
light. The crystal is coupled via a quartz optical window and, same as LaBr3:Ce, hermitically
sealed within a 0.5 mm thick aluminium box. The optical window is 0.15 cm thick, has a refrac-
tive index n = 1.4585, and is further coupled, using optical couplant Q2-3067 from Dow Corn-
ing, to another Hamamatsu 64 channel MAPMT (same model: H8500C). The coupling of this
detector to the MAPMT was done at CSNSM. According to the manufacturer, the anode gains
of this MAPMT are in the range: (0.8  2.01)⇥ 106 for a high voltage of 1000 V.
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Figure 3.3: CeBr3 module, with the scintillator crystal wrapped in reflective coating and placed
in an air-tight enclosure within the aluminum casing. In front of the crystal is an optical win-
dow held by a hermetic seal. The module was later coupled, via the surface visible on the
figure, to a MAPMT via optical grease.
3.4 Electronics and data acquisition
We used the same acquisition system to read out both tested detector modules.
The front-end electronics (FEE) are based on the latest version of theMAROC (Multi-Anode
ReadOut Chip) ASIC (Application-Specific Integrated Circuit), which was initially developed
by LAL laboratory (Laboratoire de l’Accélérateur Linéaire) for the LHC/ATLAS experiment
at CERN (Barrillon et al., 2006). The MAROC ASIC is a 64-channel input circuit of 4⇥4 mm2
area based on AMS Si-Ge 0.35 µm technology, which provides 64 trigger outputs and charge
measurement.
Figure 3.4: The schematic of the electronics test board used to read out the 64 channel MAPMT
from the detector module.
In this work, we used the electronics board and associated LabVIEW software developed at
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LAL for the chip characterization. This board comprised the following main elements (Figure
3.4):
• C test port: Entrance for input voltage that is used only for testing.
• PMT connector: 64 channels on the electronic board into which the pins of the MAPMT
are plugged.
• ASIC MAROC: this contains a preamplifier, a fast shaper, a slow shaper, a discriminator
and a multiplexer (see below).
• A digital to analog converter (DAC).
• An external ADC and an internal ADC (Wilkinson).
• An Altera Cyclone 1 FPGA (Field Programmable Gate Array).
• Hold switches, board reset, power supply and an USB port.
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4. General description 
 
The MAROC3 chip is a 64-channel input front end circuit to read out MAPMT outputs. It provides one 
shaped signal proportional to the input charge and 64 trigger outputs. Two outputs are implemented to make 
OR of the first and the second discriminator in order to perform a charge measurement with an auto trigger. 
Figure 1 gives a simplified schematic of the whole chip with its main features. 
Each channel is made of a variable gain preamplifier (“Super Commun Base”) with low input tunable 
impedance (50-100Ω), a low offset and a low bias current (5µA) in order to minimize the cross talk. This 
variable gain allows adapting the gain depending on the detector choice, up to a factor 4 to an accuracy of 1% 
with 8 bits. This gain tuning is also convenient to switch off a noisy channel. The amplified current feeds then 
two paths: 
- A slow shaper path which consists in a CRRC2 shaper with switchable capacitances to allow tuning peaking time 
and gain and 2 Track and Hold Widlar differential buffer one to measure the baseline and other one to obtain 
charge measurement. These T&H blocks store the charge in a 2pF capacitor and deliver a multiplexed charge 
measurement with a 5 MHz readout speed. 
- Two possible fast shapers selected with cmd_fsb_fsu switch are followed by a one discriminator to deliver 
trigger outputs. Another fast shaper with less gain is implemented to trig for higher threshold.  
- CK_mux and d1_d2 commands allow selecting the wanted discriminator outputs as the trigger output. 
 
The different blocks are described in the next section. 
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 Figure 1:  Block schematic of MAROC3 chip architecture 
 
All the biases of each stage are common for every channels and have an internal default value 
referenced at a 2.5V internal bandgap. Each threshold is loaded by a 10-bit DAC and all switch commands are 
programmed through the Slow Control register. There are 829 Slow Control (SC) parameters which are loaded 
serially to control the chip.  
Few blocks are power pulsed to decrease the power consumption: Bandgap, DAC OTA, Slow Shaper 
A Read register is used to readout the charge output and the outputs of the selected fast shaper (Unipolar Fast 
Shaper “FSU”, Bipolar Fast Shaper “FSB1”, Half Gain Bipolar Fast Shaper “FSB2”). 
Figure 3.5: Block schematic of the MAROC chip architecture.
The ASICMAROC is schematically presented in Figure 3.5. The 64 readout signals from the
MAPMT are directly connected to the preamplifier inp t stage of the ASIC. The low impedance
preamplifier has a variable 8 bit gain for each channel, which compensates the PM gain disper-
sion up to a factor of four. Next, each signal (from each channel) is lead to a fast shaper, which is
used to generate a trigger signal when the level of the fast shaper goes above a programmable
threshold. It is possible to choose between two fast shapers within MAROC: the first one is
associated with a low offset discriminator and it allows 100% trigger efficiency rate for input
signals close to 10 fC; the second one is a bipolar fast shaper with lower gain, which enables
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triggering on higher input charge without saturation. The thresholds are set by two internal
10 bit DACs (Digital-to-Analog Converters). The ASIC also includes 64 slow shapers with in-
dependent variable slopes (50-150 ns) followed by two Track-and-Hold functions in order to
provide a multiplexed analog charge output.
An external, global, hold signal, with a programmable delay is generated from the ALTERA
FPGA (Fast Programable Gate Array) on the FEE board, using a Global Trigger signal, which
is the OR signal of the 64 triggers coming out of the MAROC ASIC. The Hold signal from
the FPGA (see Figure 3.4) then holds the slow shaper signal and keeps it available until it
is digitalized either by a 12 bit Wilkinson ADC (Analog-to-Digital Converter) internal to the
ASIC or by an external ADC on the FEE board. All of the results presented in this thesis were
obtained using the external ADC. The creation of this digitally-controlled track-and-hold signal
from the trigger output was the first step to transform the MAROC test board into an auto-
triggered system of charge signal acquisition.
Two back-end electronics (BEE) and data acquisition systems were developed for this
project. Initially, after the digitalization, the data were transferred to a PC via an USB con-
nection and recorded with a LabVIEW software (Gostojic et al., 2013). But the data acquisition
rate was too limited with this system, being of the order of ten counts per second. So we devel-
oped a second system where the data is first stored into an ALTERA FIFO (First In First Out)
memory and then transferred into a data merger board based on the Xilinx ML605 evaluation
board equipped with a Virtex-6 FPGA. The data block is then time stamped and formatted,
using MFM (MultiFrame Metaformat) data header, to a 64 signals data block to create an event
data block. The event block is then transferred to a PC via a PCI Express interface. The online
acquisition is based on a triggerless system which is controlled via graphical interface with a
dynamic configuration based on the NARVAL1 software. The acquisition system dead time
was measured to be less then 20 µs. This system is now used to acquire data from the ACT pro-
totype (Chapter 2), with the merging of the data, from the Tracker and the Calorimeter, being
made in the Xilinx ML605 board.
3.5 Calibration of the acquisition system
In 2014, after updating the acquisition electronics to the current configuration, we performed
a full calibration of the system. We based the method on experiences from calibrating the
previous, LabVIEW-based version of the acquisition system. To generate the test signals we
used a programmable pulse generator, ArbStudio 1102, from Teledyne LeCroy. It is an arbitrary
waveform generator, with a sample rate of 1GS/s and which comes with a control software,
allowing for a versatile choice of output signals. We use a high-precision capacitance, with a
nominal accuracy of 1%, to transform the output voltage U from the generator into a charge q
feeding the ASIC preamplifier, according to the well-known formula:
q = Cinput ⇥ U . (3.1)
The capacitance was connected in series to a customized shielded cable, which was de-
signed with a BNC (Bayonet Neill-Concelman) connector on one side, and a pin output on the
other, allowing a direct connection to the MAPMT inputs on the electronics board.
Using the control LabVIEW application for the electronics board, we set the tunable gain
of the MAROC preamplifier to an input value of 4 (DAC value) for all measurements. This
1See: https://forge.in2p3.fr/projects/ and Grave et al. (2005).
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corresponds to an analog "gain” of 0.0625 (= 1/16) for the input signal. Such a reduction of the
MAPMT signals is needed, in order to match the ASIC bandwidth, which ranges from baseline
to 15 pC for the unity analog gain. We adopted the capacitance value Cinput = 273 pF, which
allows exploration of the full dynamics of the ASIC, with generator pulse amplitude ranging
from 0 to 1 V.
In practice, using the ArbStudio software for the waveform generator, we created an input
test sequence consisting of multiple square signals. In total, we had 28 different signals, with
consecutive amplitude values of U(in mV) = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 250,
300, 350, 400, 450, 500, 550, 600, 650, 700, 750, 800, 850, 900, 950, 1000]. The duration of each
signal was 100 µs in total, specifically 50 µs of full amplitude, followed by a null signal (zero
amplitude) of 50 µs. To acquire statistics, each signal was repeated 250 times.
Afterwards, each of the 64 channels (channel numbering between 0 and 63) was fed by
the described test sequence and as a result, we collected a set of output signals in the form of
ADC (analog-to-digital converter) values. Each ADC value corresponding to one input signal
(amplitude) from the sequence. We then determined the mean ADCm and standard deviation
 ADC for each of the ADC value distributions, and proceeded to fit the obtained ADCm(q) data
points with three separate functions: a third order polynomial function,
f1(ADCm) = aq
3 + bq2 + cq + d , (3.2)
a sigmoidal function,
f2(ADCm) =
s1
1 + 10(s2 q)s3
(3.3)
and for the highest values a linear function,
f3(ADCm) = eq + f . (3.4)
Here, a, b, c, d, e, f , s1, s2, and s3 are the fitted function coefficients and q is the input charge. The
function boundaries, named B1 and B2, were calculated for charge values of q(B1) = 80 pC
and q(B2) = 150 pC. Examples of fit functions with fit residuals are shown in Figure 3.6 for
four channels, where f1, f2, and f3 are presented in orange, green, and blue, respectively.
Once obtained, we implemented the fitting data in our data analysis code. Starting from the
knownADCm(q) functionality (Fig.3.6), we implemented a routine which calculates the inverse
dependency q(ADCm). More specific, the routine is solving, for q taken as unknown, the three
following equations (corresponding to the three fit functions f1, f2, and f3):
0 = aq3 + bq2 + cq + (d ADCm) (3.5)
0 =
s1
1 + 10(s2 q)s3
 ADCm (3.6)
0 = eq + (f  ADCm) . (3.7)
A full cubic equation, given in the general form, as in eq. 3.5, has multiple different solu-
tions (roots). The type of solutions can be determined by calculating the discriminant , which
for the case of a third order polynomial is in the form:
  = b2c2   4ac3   4b3d0   27a2d02 + 18abcd0 . (3.8)
Here, d0 = d ADCm (see eq. 3.5). Depending on the   value, we have three possible cases: 1)
  < 0 – the cubic equation has one real and two complex solutions; 2)   = 0 – a special case
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Figure 3.6: Examples of results used for the calibration of four different channels numbered:
04, 33, 46 and 61. Top panels: measured ADCm(q) data points, presented as red dots, were fitted
with three different functions: f1 (eq. 3.2) in orange, f2 (eq. 3.3) in green and f3 (eq. 3.4) in blue.
The functions are taken in intervals defined by borders q(B1) = 80 pC and q(B2) = 150 pC.
Bottom panels: corresponding fit residuals for each of the three fit functions.
where all three roots are real and equal; and 3)   > 0 – there are three, different real solutions.
In our case, all of the coefficients a, b, c and d0 are known from the fitting functions and for each
of the fitted 64 channels they are similar and give a discriminant which is negative, thus we
only needed to calculate the single real solution for the case of  < 0:
q =   1
3a
 
b  C    0
C
 
, (3.9)
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with
C =
3
s
 1 +
p
 21   4 30
2
, (3.10)
and
 0 = b
2   3ac ,  1 = 2b3   9abc+ 27a2d0 , and  21   4 30 =  27a2  , (3.11)
where   is the discriminant given in equation 3.8.
Solving the inverse sigmoidal function, within the borders B1 and B2 is straightforward:
q = s2  
log10
 
s1
ADCm
  1 
s3
, (3.12)
with s1, s2, and s3 being known fit coefficients. Above the B2 border, the solution of equation
3.7 for q is also obvious:
q =
ADCm   f
e
(3.13)
with known coefficients e and f .
Finally, by knowing all of the fit functions with their according inverse solutions, we are
able to calculate any unknown charge deposit, and thus the corresponding energy, from the
detected gamma-rays having the ADC values from the acquisition system.
3.6 Scanning measurements
We performed several series of measurements, with both detector modules, to study the local-
ization of  -ray hits within the crystals from measured distributions of the scintillation light.
We used gamma-ray lines at 59.5 keV, ⇡360 keV and 661.7 keV, from radioactive sources of
241Am, 133Ba, and 137Cs, respectively2. The sources were placed inside the  -ray collimator
(see Fig. 1). In all these measurements, the front side of the collimator was located at ⇠ 1 cm
from the front side of the detector module. Collimation was done with different materials for
different sources: 1 Cu disk of 0.5 cm thickness for 241Am, 2 disks of Pb of 2.85 cm thickness
for 133Ba and 3 Pb disks for 137Cs. All the collimator disks have a central hole with a diameter
of d = 3 mm, which gives a beam spot diameter of approximately 4.0, 3.4, and 3.2 mm for the
three sources, respectively. The corresponding beam opening angle is of 17 , 2.85 , and 1.6 
from the beam axis, respectively.
We scanned the surface of the detector bymoving themechanical holderwith the detector in
steps of±5mm in front of the stationary collimated sources. We performed horizontal, vertical
and diagonal series of measurements, starting from the central position (on the front face of
the detector), noted by the coordinates XPOS = YPOS = 0 mm. We later on used this data
to compare two methods of position reconstruction: one based on an Anger logic algorithm
and the other on an Artificial Neural Network (ANN, Chapters 5 and 6). An example of such
measurements is given in Figure 3.7.
Furthermore, each measurement is corrected during the analysis for the non-uniformity of
theMAPMT anodes. Each of the 64MAPMT channels has a slightly different gain for which we
had to compensate by adjusting the collected charge, using the anode non-uniformity matrix
provided by the manufacturer (Hamamatsu) in the technical documentation (this correction is
further discussed in Sect. 3.8 below). In Figure 3.8 we see an example of such correction on the
overall distribution of the collected charge from one measurement run.
2The observed line at ⇡360 keV from 133Ba is composed of two lines at 356.0 and 383.8 keV, of relative intensity
62.05% and 8.94%, respectively.
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Figure 3.7: Charge distribution dependency on the radioactive beam position. All four cases are
measured with a collimated 241Am source and selecting the full energy 59.5 keV gamma-rays
in the analysis. The respective beam positions, relative to the central position of the detector,
are: XPOS = YPOS =  20, +00, +05, and +20mm, for each panel respectively, from the top left
to the bottom right.
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Figure 3.8: Left: Uncorrected total charge distribution over the 64 channels of the MAPMT.
Right: After correction for the non-uniformity of the MAPMT anodes. Both panels correspond
to the same measurement run, performed with collimated gamma-rays of 662 keV from a 137Cs
source. The beam is aimed at the central position of the LaBr3:Ce detector, XPOS = YPOS =
0mm.
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3.7 Energy measurements
To characterize the energy response of our detector modules, we used the three radioactive
sources mentioned in the previous section (241Am, 133Ba, and 137Cs), as well as a 60Co source
for the high-energy end of the explored range. To extend the energy calibrations to lower
energies, we also used Ag X-rays induced by irradiation of a silver plate of 0.5 mm thickness by
a slightly collimated source of 241Am. The produced Ag fluorescence line emission results from
the merging of the Ag K↵ and K  lines at 22.1 keV and 25.0 keV, respectively. A complete list of
radioactive sources with corresponding lines will be discussed in Chapter 6, when discussing
the results. We performed some measurements with the  -ray collimator, and others with
uncollimated sources. Figure 3.9 shows examples of the full energy spectra obtained in these
runs.
3.8 One photoelectron calibration
The purpose of the calibration of the MAPMT to one photoelectron (phe ) was twofold: the
first aim was to verify if the detection setup consisting of the MAPMT and the FEE board
with the chosen parameters was able to provide a detection of 1 phe . Second, this calibration
enables an independent check of the MAPMT anode uniformity as measured by Hamamatsu
Photonics.
The measurements were made at the APC (AstroParticule et Cosmologie) laboratory, Uni-
versity Paris 7, in a black box regularly used for the calibration of optical modules of the
ANTARES experiment (Gauchet and Creusot, 2012). The black box features a pulsed LED light
source of near ultraviolet (UV) photons (  = 380 nm) controlled by five motors to set posi-
tion and direction of the photon beam, which had an opening of  ⇥ = 5 . The photon flux
(pulse width of a few ns) can be adjusted with the help of a calibrated NIST diode attached to
the light source. The light source pulse frequency was set to 100 kHz and the intensity to 0.05
photons per pulse. Such a low intensity results in a negligible probability of 2-and-more phe 
events. Most of the pixel spectra were taken with both the local acquisition system and the
prototype MAROC board. From the spectra, we obtain the value for quantum efficiency of the
photocathode of approximately 25%, which is in agreement with the value of 27% provided by
Hamamatsu Photonics.
We present in Figure 3.10 a comparison betweenmeasured gain values and values provided
by Hamamatsu Photonics for 15 different pixels. The number of the chosen pixels is shown on
the X-axis. We see that the relative gains wemeasured correspond reasonably well to the values
given in the test sheet provided by the manufacturer, while there is a difference in absolute
gains.
The gains provided by Hamamatsu Photonics (in red) were obtained with a PMT high volt-
age of HV = 1000 V and according to Hamamatsu data sheet (Hamamatsu Photonics K.K., 2011),
these values should be lower by a factor of approximately 1.7 than the values obtainable with
the PMT high voltage of HV = 1100 V. However, we tested this by comparing our measure-
ments, done with PMT high voltage of HV = 1100 V, with the Hamamatsu provided data and,
as shown in Fig. 3.10, the difference is only by a factor of approximately 1.3.
We thus conclude that the total gain of the MAPMT is ⇡25% lower than the value given
in the test sheet provided by Hamamatsu Photonics, which can be explained by the different
technique of measuring the gain by the manufacturer (measurement of the total current from
bundling all 64 anodes produced by illumination of the MAPMT by a white light source).
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Figure 3.10: Result from one photoelectron calibration of the MAPMT. In blue is the measured
gain for each of the anode (in total 15 different anodes out of 64), while in red are scaled (⇥1.3)
values from the test sheet provided by Hamamatsu Photonics.
In this calibration, we also observed a cross-talk of about 10% between adjacent anodes of
the MAPMT. This cross-talk probability is taken into account in the detector simulation pre-
sented in the next Chapter.
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Chapter 4
Geant4 simulation of the Calorimeter
modules
4.1 Introduction to Geant4
Geant4 is one of the most used toolkits for simulating the interaction of particles with matter.
The wide range of options and functionalities, paired with a high level of customization, makes
it adoptable to multitude of physics applications (nuclear and particle physics, medical and
space science...). To begin, it comprises libraries of materials which allow the user to select or
define properties of materials and create volumes of choice. This enables a complete modeling
of any geometry used in real life experiments. Regarding the physics, it is possible to define
all of the fundamental particles, e.g. by implementing Particle Data Group tables (Olive and
Particle Data Group, 2014) and to take into account corresponding physical processes to describe
interactions related to chosen particles. The Geant4 scope is valid in the energy range from 250
eV up to several PeV (1015 eV). In general, it is possible to choose within major groups of
physical processes:
• Electromagnetic interactions
• Hadronic interactions
• Particle decay processes
• Gamma-nuclear and lepto-nuclear processes
• Optical photon processes
In addition, Geant4 includes two processes that deal with particle transportation and simula-
tion parametrization.
Next, Geant4 is capable of generating primary processes and tracking the propagation of
particles through matter and electromagnetic fields. It allows creation of sensitive detector ele-
ments and full visualization of the experimental experience. This includes creating the particles
and following their trajectory through or recording their interactions with any simulated ex-
perimental geometry. Furthermore, Geant4 generates the event data and has the capability to
store all the events and tracks. This means that it is possible to capture and analyze the data at
any desired moment and with a very high level of details if necessary. Finally, Geant4 is created
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and maintained by a worldwide collaboration which results in constant addition of new con-
tent and functionalities. It is used in different physics fields: nuclear physics, particle physics,
astrophysics, accelerator and detector construction, medical physics and others. The software
is object oriented and based on C++ programing language.
For this thesis we used the 4.9.4 version of Geant4. We created several Geant4 based simu-
lations of the experimental set-ups we tested via the test bench at CSNSM. The need for such
simulations was threefold. First, the simulation let us check our knowledge about the prop-
erties of the detector modules. Thus, we studied if inputing all known physical and optical
properties of the scintillator in the simulation would give simulated results comparable to the
measured ones. Second, having a precise simulation enabled us to perform various physical
testings, which were practically impossible to perform in any other way. For example, to test
the effect of the thickness of the optical window through which the scintillator is coupled to
the MAPMT, it would require purchasing of 4–5 detector modules, each with different thick-
ness of the window. Finally, we needed a large set of data in order to set up and prepare our
Artificial Neural Network (ANN) software (Chapter 5). Such data set is experimentally hard to
achieve, due to high statistics requirement, and physical and/or time limitations involved. For
example, doing one measurement per each 1 mm2 of the detectors surface, would require 2500
experimental runs. Therefore we decided for the option to simulate the required data.
4.1.1 Simulating optical light propagation and tracking
While preparing the project, we discussed several software options for simulating the optical
photons and their behavior within the scintillator. A first option was to use Litrani (Gentit,
2002) which is a Monte-Carlo tool for simulating light propagation in any type of geometry
based on ROOT (Brun and Rademakers, 1997). Another option was to use GATE (Jan et al.,
2004), a toolkit focused on numerical simulation of various medical imaging techniques, such
as: Emission Tomography (Positron Emission Tomography - PET and Single Photon Emission
Computed Tomography - SPECT), Computed Tomography (CT), Optical Imaging (Biolumi-
nescence and Fluorescence) and Radiotherapy experiments. However, as GATE is similar to
Geant4 and implements Geant4 physics lists, and as Litrani lacks the ability to simulate the
high-energy physics processes, we finally opted for Geant4 as the most versatile toolkit.
Big part of the Geant4 work was dedicated to selecting the best parameters to define the
optical propagation of the scintillation light created in the scintillating LaBr3:Ce and CeBr3
crystals. This directly influences the output of the simulation and thus the compatibility of
simulated and experimental results. The scintillation light in our detectors is near ultraviolet
(UV) photons with wavelengths approximately between 300 and 400 nm. For such case Geant4
offers two different models: GLISUR and UNIFIED. Both are implemented within the toolkit
and can be used to simulate the propagation, behavior and interactions of optical photons at the
boundaries or borders of geometry volumes. Moreover, within these models, we can choose
various different settings for the properties of interfaces between volumes and the behavior of
optical photons at surface boundary. The nature of the interfaces between two volumes can
be defined as dielectric_metal or dielectric_dielectric. The finish of a surface may be defined
as polished – perfectly smooth surface or as ground – the surface is rough, covered with small
irregularities (micro-facets). An example of ground surface is shown on the right of Figure 4.11.
Even more specific for our case are the available options for the surface reflectivity, within the
UNIFIED model. When a ground surface option is selected, there are four sub-options to select
a types of radiant intensity (Gumplinger, 2002):
1Image taken from: OpenGATE Collaboration (2014).
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1. Specular lobe for reflection probability about the normal of micro facet;
2. Specular spike for reflection probability about the average surface normal;
3. Diffuse reflection for internal Lambertian reflection;
4. Backscatter for several reflections within a deep groove with the ultimate result of exact
backscattering.
Figure 4.1: Right: representation of a ground surface with micro-facets. The inclination of each
micro-facet is defined by the angle ↵ from the normal of the average surface. Left: different
cases of photon reflection as defined in the UNIFIED model. The Lambertian reflection is repre-
sented on the figure by the Diffuse Lobe. The Backscatter reflection is when the reflected photon
propagates in the opposite direction from the Incident light.
All four cases are illustrated on the Figure 4.1. It is possible to mix several of these op-
tions at the same time with given probability. Further, the distribution/orientation of micro-
facets (small imperfections or bumps on the surface) is defined through parameter named
SigmaAlpha ( ↵). Formally,  ↵ is the standard deviation of a Gaussian distribution of themicro-
facet orientations around the average surface normal (Geant4 Collaboration, 2013, Section 5.2.5).
The angle ↵ is defined on the right of Figure 4.1. Note that a surface defined as ground with
 ↵ = 0 is equivalent to a polished surface. We use an additional parameter called reflectivity
in the tracking of optical photons, which defines light absorption at the surface and stands
for the fraction of light that does not get absorbed (that is either reflected from or transmitted
through the surface). Finally there are options for reflector coating: backpainted or frontpainted ,
which can be combined with the polished and ground surface options.
4.2 Simulating the LaBr3:Ce and CeBr3 detector modules
We started by creating a very detailed simulation of a LaBr3:Ce detector module and then later
adjusted the simulation to be able to test the CeBr3 module. In general, the simulation of our
experimental setup includes: the  -ray source, an optional adjustable  -ray collimation, the
detector module with the scintillator crystal coupled to an optical window, and a PMT volume
with the photocathode inside. The simulation also includes the tracking of the scintillation pho-
tons produced in the crystal and, as mentioned above, a detailed parametrization to control this
propagation. Additionally, first results, from the extensive simulation work, were previously
presented in (Gostojic et al., 2015).
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4.2.1 LaBr3:Ce simulation configuration
This section provides the main parameters and configuration we use to simulate the LaBr3:Ce
detectormodule. First, we create an LaBr3:Ce crystal volume of 50.8⇥50.8mm2 area and 10mm
thickness, with the optical properties taken from (van Dam et al., 2012). In particular, from these
authors we use the experimentally determined mean refractive index of LaBr3:0.5%Ce3+ as a
function of wavelength (e.g. nm = 2.25 at 380 nm). From this paper we also take the intrinsic
emission spectrum of this material, as well as the attenuation, absorption and scattering lengths
of the near-UV photons as a function of wavelength. The scintillation light yield of the crystal
is set to 63 photons per keV, in accordance with the known light yield of the LaBr3:Ce. The
emission spectrum is defined from 320 to 420 nm, having a maximum at 360 nm. The absorp-
tion and reemission of the scintillation light are simulated with the Geant4 process developed
to model Wavelength Shifting (WLS) fibers, attributing theWLS properties to the whole scintil-
lator volume. The absorption and reemission spectra, together with the absorption length, are
also taken from the publication of van Dam et al. (van Dam et al., 2012). Light scattering within
the scintillator volume is taken into account with the Rayleigh scattering process of Geant4 and
the wavelength-dependent mean free path given in Ref. (van Dam et al., 2012). The optical win-
dow is defined as a volume of glass with an index of refraction n = 1.472 for   = 380 nm
(private communication from Saint-Gobain Crystals).
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Figure 4.2: Left: Schematic representation of volumes and surfaces within the LaBr3:Ce detec-
tor module: Surface 1 , shown in red, is the coupling surface between the LaBr3:Ce crystal and
the optical window; Surface 2 , shown in blue, includes the border sides of both the LaBr3:Ce
crystal and the optical window. Right: Image from Geant4 visualization with simulated ele-
ments: 1 – 241Am radioactive source, 2 – radioactive beam, 3 – Cu collimator, 4 – aluminium
entrance window modeling the aluminium housing, 5 – LaBr3:Ce scintillator (with produced
scintillation light in green), 6 – optical window, 7 – MAPMT volume with photocathode (red)
and active detector volume (yellow). Note that, for clarity, we reduced the LaBr3:Ce’s light
yield from 63 to 0.1 photons per keV, which resulted in detecting only 1 simulated photon.
All of the surfaces and borders were defined in our simulations through the UNIFIED
model. The surface between the crystal and the optical window (hereafter "Surface 1”; see
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Fig. 4.2) is set as dielectric_dielectric and ground , with reflectivity = 1.0 (i.e. 100% transpar-
ent).
The optical window is coupled to a PMT volume through a surface defined as:
dielectric_dielectric, polished , with reflectivity = 0.97. This value reflects the expected light
transmission of the optical adhesive used by the manufacturer (Saint-Gobain Crystals, private
communication). The PMT volume is a 52.0⇥52.0 mm2 area and 20 mm thick cuboid made of
borosilicate glass with an index of refraction: n = 1.5. The photocathode is modeled with
a volume made of aluminium of 49.0⇥49.0 mm2 area and 1 mm thickness, placed within the
PMT glass volume, at 1.5 mm depth (from the side coupled to the optical window, see left panel
on Fig. 4.2). The border sides of the crystal and the border sides of the optical window, repre-
sented in blue on the left panel of Fig. 4.2, are implemented into one group, named hereafter
“Surface 2”, and are considered to have identical optical properties, apart for the reflectivity.
The crystal is wrapped in Teflon, for which we adopt a reflection coefficient of 97% (Janecek,
2012), while the optical window is surrounded by a hermetic seal of unknown composition,
which we also define as Teflon in the simulation, but with 70% reflectivity (see also: Ulyanov
et al., 2013). Surface 2 is set as dielectric_dielectric and groundbackpainted .
The photocathode surface is simulated with a complex index of refraction in order to take
into account the angular dependence of the photocathode reflectance and absorption. We use
n?( ) = n( ) + ik( ) with n( ) = 1.92 and k( ) = 1.69, which are the best-fit values obtained
by Motta and Schonert (2005) for a bialkali KCsSb photocathode at the photon wavelength   =
380 nm. We further take the photoelectron efficiency to be PE = 0.46, which results in a mean
(i.e. angle-averaged) quantum efficiency of⇠27% at 380 nm, as given byHamamatsu Photonics
for the MAPMT H8500C (Hamamatsu Photonics K.K., 2011).
Given the above assumptions, the only remaining parameters that need to be defined
are: the values of  ↵ for the (ground ) Surface 1 and Surface 2, and the type of reflection
(specularspike, specularlobe, Lambertian, or backscatter) for Surface 2. These parameters were
carefully studied from a comparison of simulated and experimental data.
4.2.2 Parametrization of the LaBr3:Ce simulation
Two variables are used to compare quantitatively simulation and experimental results:
(a) Least squares (LS) is the sum of squares of differences between the simulated and experi-
mental values of charge for each channel (i = 1...64), where the maximum values are nor-
malized to 1.0. Similarly to Garcia de Acilu et al. (2012) we define:
LS =
64X
i=1
[
qexpi
qexpmax
  q
sim
i
qsimmax
]2 . (4.1)
Here, qexpi and q
sim
i are the charge values for one corresponding channel (i = 1...64) and
qexpmax and qsimmax the maximum charge value for the experiment and simulation, respectively.
(b) Contrast is the ratio between the average value of the four channels (anodes) with most
collected charge (qmaxi ) and the average value of the eight channels with least collected
charge (qmini ):
Contrast =
P4
i=1 q
max
i /4P8
i=1 q
min
i /8
. (4.2)
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We introduced the Contrast parameter to compare simulations and experiments, because
it was found to be more sensitive than LS parameter to the modeling of optical properties
of surfaces in Geant4.
We ran a large number of simulations to study the optical properties of the border sides of
the LaBr3:Ce crystal and optical window (Surface 2), as well as the interface between the crystal
and the optical window (Surface 1). In practice, we varied the two  ↵ parameters of Surface
1 and 2 (SigmaAlpha 1 and SigmaAlpha 2) among seven values: 0.1, 0.3, 0.5, 0.7, 0.9, 5.0, and
10.0 rad2. We also considered the four possible types of reflection for Surface 2 (specularspike,
specularlobe, Lambertian, or backscatter). Thus, for a given simulation setup defined by the
characteristic energy of the gamma-ray source (241Am, 133Ba, 137Cs) and the gamma-ray beam
position (i.e. the values of XPOS and YPOS), there are 7⇥ 7⇥ 4 = 196 possible combinations of
parameters. We compared simulation results with measurements performed with the three ra-
dioactive sources for the three positions: XPOS = YPOS = 0mm,XPOS = YPOS = +15mm, and
XPOS = YPOS = +20mm from the center of the crystal. The best simulated optical parameters
were then found by computing the LS and Contrast parameters, as well as the total simulated
charge, and comparing them with the experimental values.
4.2.3 Simulation versus experiment for the LaBr3:Ce detector
To compare the measured charge with the number of photoelectrons "detected” in the simu-
lation, we took an overall PMT gain of GPMT = 1.6 ⇥ 106, which is 24% less than the value
given in the manufacturer test sheet (2.11 ⇥ 106). Such a gain reduction is consistent with the
one-photoelectron calibration performed at the APC laboratory (Chapter 3). With the adopted
PMT gain, the number of detected photoelectrons3 for fully-absorbed 662-keV  -rays from the
137Cs source is Nphe  = Qmes/(eGPMT) = 8837, where Qmes = 2265 pC is the measured charge
and e = 1.602⇥ 10 19 C. We can then compare the measured detector resolution, 3.6% FWHM
at 662 keV (Chapter 6), with the expected, theoretical resolution (Khodyuk et al., 2013):
R =
q
R2M +R
2
S , (4.3)
where RM is the statistical contribution,
RM = 2.35⇥
s
1 + ⌫(M)
Nphe 
= 2.8%, (4.4)
with ⌫(M) ⇠ 0.25 the variance in the overall gain of the PMT, and RS is the intrinsic resolution
of the scintillator. We obtain from the measured resolutionRS = 2.3%, which is consistent with
the results of Khodyuk et al. (2013) and Quarati et al. (2013).
We first simulate the effect of 59.5 keV  -rays from the 241Am source. The reason to choose
low-energy  -rays to start with is because they produce less scintillation light within the scin-
tillator, which significantly reduces the required computation time for tracking of the near-UV
photons. At this energy, we tested the 196 possible combinations of parameters and systemati-
cally compared the simulation results to the experimental data. Examples of such parametriza-
tion test results are given in Figure 4.3, where we can see that the specularspike reflection
option provides a much better agreement with the data than the backscatter option.
2 Note that in general SigmaAlpha ( ↵) may take any value, as it is the standard deviation of a Gaussian, where
SigmaAlpha = 10 rad corresponds to a nearly flat distribution.
3The number of photoelectrons produced by the interaction of scintillation photons with the PMT photocathode
that reach the first dynode.
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Figure 4.3: Left: LS and Contrast parameters derived from Geant4 simulations with different
combinations of  ↵ and with the reflection type from the sides of the crystal and optical guide
(Surface 2) set to be 100% backscatter. The horizontal lines in the lower panels show the values
of Contrast from the experimental measurements, for the two beam positions. Vertical data
lines with points, corresponding to simulated data, show the variation depending on different
values of SigmaAlpha 2 (the  ↵ parameter for the border sides of the crystal and optical win-
dow). SigmaAlpha 1 is the  ↵ parameter for the interface between the crystal and the optical
window. Data points corresponding to beam positions XPOS = YPOS = 0 and +15 mm are
given in black and green, respectively. All simulations and measured data are for 59.5-keV  -
rays from the 241Am source. Right: Same as on the left panel, but for the reflection type from
Surface 2: 100% specularspike.
Thus, the minimum least-squares parameter for the specularspike case is LSmin = 0.06 for
XPOS = YPOS = 0 mm and LSmin = 0.07 for XPOS = YPOS = +15 mm, both values being
obtained with SigmaAlpha 1 = 0.5 rad (the dependency of this result with SigmaAlpha 2 is
negligible), while for the backscatter case LSmin = 0.62 and 1.13 for the two positions, re-
spectively. Furthermore, we see that the specularspike option with SigmaAlpha 1 = 0.5 rad
gives a good match to the measured Contrast for the two tested positions. This is not the case
with the backscatter option, for which the simulated contrast for XPOS = YPOS = +15 mm
significantly overestimates the measured value (minimum Contrast = 11.2 for the simulation
whereas Contrast = 4.02 for the experiment).
Figure 4.4 shows the results obtained when setting the reflection type from Surface 2 as
Lambertian (left panel) and specularlobe (right panel). By studying the least-squares param-
eter for these two options, we can first note that for the specularlobe option, the LS values
strongly depend on SigmaAlpha 2 for XPOS = YPOS = +0 mm, ranging from ⇠ 1 up to
⇠ 6, when SigmaAlpha 1 > 5 rad. Contrary, this dependency is negligible for the case when
XPOS = YPOS = +15 mm (which on its own would be a fairly good result, but however we
needed of course an option to work for any beam position). On the other hand, the LS parame-
ters obtained with the Lambertian option are systematically lower then LS = 2, for both beam
position, and in addition, they converge to a minimum for values of SigmaAlpha 1 = 0.7 and 0.9
rad. The overall minimum values for Lambertian, LSmin = 0.04 for XPOS = YPOS = +0 mm
andLSmin = 0.09 forXPOS = YPOS = +15mm, are comparable withminimum values obtained
with the specularspike option, as the lowest values with best consistency. The Contrast distri-
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Figure 4.4: Same as Figure 4.3, but for the reflection type from Surface 2: 100% Lambertian (left
panel) and 100% specularlobe (right panel).
butions for bothLambertian and specularlobe are similar, withLambertian (left panel on Fig.4.4)
values being slightly higher. Nevertheless, for Lambertian case, when SigmaAlpha 1 > 0.7 rad,
we see goodmatching with the experimental values (Contrastexp = 2.77 for the beam position
XPOS = YPOS = +0mm and Contrastexp = 4.02 for XPOS = YPOS = +15mm). For the cases
when Sigma Alpha 1 > 5 rad, we obtain, for SigmaAlpha 2 = 0.3 rad, Contrast0mm ⇡ 2.66
and Contrast+15mm ⇡ 4.37, or for SigmaAlpha 2 = 0.5 rad Contrast0mm ⇡ 2.45 and
Contrast+15mm ⇡ 4.09, all of which are within 12% error comparing to the measurements.
In summary, from this set of simulations, we find acceptable combinations of parameters
with the specularspike and Lambertian options, but not with the backscatter and specularlobe
options.
We then study the specularspike and Lambertian options for fully-absorbed  -rays of
356 keV (133Ba source) and 662 keV (137Cs source). Contrary to the  -rays emitted by the
241Am source, which are mostly absorbed within the first millimeters of the LaBr3:Ce crys-
tal, those of 356 and 662 keV have sufficient energy to penetrate the full volume of the crystal.
Results for the 133Ba source are shown in Figure 4.5. The left panels show the LS and Contrast
parameters as a function of SigmaAlpha 2 in the Lambertian case, and for a fixed value of
SigmaAlpha 1 = 10 rad (see footnote2), which is the best-fit value obtained from the simula-
tions at 59.5 keV.
The right panels of Figure 4.5 show the specularspike results as a function of SigmaAlpha 1,
for SigmaAlpha 2 = 10 rad. We see that in the Lambertian case, for SigmaAlpha 2 ⇠ 0.5 rad
the simulated contrast is in fair agreement with the measured one for XPOS = YPOS =
0 and +15 mm, but it slightly overestimates the experimental result for XPOS = YPOS =
+20 mm (Contrast = 4.5 and 3.5 for the simulation and measurement, respectively). In the
specularspike case (right panels), the experimental contrast for the most extreme beam posi-
tion can be reproduced with a high value of SigmaAlpha 1, but the simulation of the central
position is then bad (see the high values of the LS parameter for SigmaAlpha 1 = 5 and 10 rad).
From a detailed examination of all available data, we finally selected two possible combi-
nations of simulation settings giving us reasonable results.
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Figure 4.5: Left: LS and Contrast parameters as a function of SigmaAlpha 2 (the  ↵ pa-
rameter for the border sides of the crystal and optical window in the Geant4 simulation), for
SigmaAlpha 1 = 10 (the  ↵ parameter for the interface between the crystal and the optical
window) and the reflection type from Surface 2 set to be 100% Lambertian. The horizontal
lines in the lower panel show the measured Contrast for the three beam positions. Simulated
data points corresponding to beam positions XPOS = YPOS = 0 mm/+15 mm/+20 mm are
given in black,green and blue, respectively. All simulations and data are for 356-keV  -rays
from the 133Ba source. Right: LS and Contrast parameters as a function of SigmaAlpha 1, for
SigmaAlpha 2 = 10 and the reflection type from Surface 2 set to be 100% specularspike.
• “Simulation 1” uses the specularspike reflection type from Surface 2with SigmaAlpha 1 =
0.5 rad and SigmaAlpha 2 = 10 rad.
• “Simulation 2” uses the Lambertian reflection type from Surface 2 with SigmaAlpha 1 =
10 rad and SigmaAlpha 2 = 0.6 rad.
Table 1 summarizes the simulated and experimental results for these two best simulation con-
figurations. We see that Simulation 1 reproduces the measured total charge within a few per-
cent for all  -ray energies and beam positions. But it significantly overestimates the measured
contrast for the beam position XPOS = YPOS = 20 mm (by a factor of 1.3, 1.5, and 1.6, for the
241Am, 133Ba and 137Cs sources, respectively). Simulation 2 provides a better overall matching
for the contrast. But it systematically underproduces the measured charge by 15–20%.
Figure 4.6 shows a comparison of simulated and measured distributions of charges for
fully-absorbed 662-keV  -rays irradiation of the LaBr3:Ce detector at the position XPOS =
YPOS = +15 mm. We applied to the measured charge distribution a correction for the non-
uniformity of the gain of the PMT anodes, for which we use the response matrix provided by
Hamamatsu Photonics. We see that the agreement between the theoretical and experimental
results is good for both simulations, although Simulation 2 underproduces the measured total
charge by ⇠ 17%.
4.2.4 Simulation of the CeBr3 detector
To simulate the CeBr3 detector, we start from the LaBr3:Ce simulation and redefine the geome-
try and some physical parameters of the materials to match the new module. The optical and
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Detector: LaBr3:Ce Charge [pC] Contrast
Source Beam Position [mm] Experiment Simulation 1 Simulation 2 Experiment Simulation 1 Simulation 2
241Am
+00, +00 198 200 168 2.77 2.36 2.46
+15, +15 190 196 162 4.02 3.93 4.06
+20, +20 189 195 160 4.06 5.22 4.74
133Ba
+00, +00 1186 1200 996 2.68 2.34 2.31
+15, +15 1158 1190 968 3.48 3.93 3.83
+20, +20 1134 1176 951 3.46 5.14 4.52
137Cs
+00, +00 2234 2250 1867 2.61 2.25 2.39
+15, +15 2174 2190 1814 3.26 4.10 3.93
+20, +20 2148 2184 1785 3.25 5.12 4.61
Table 4.1: Comparison between experimental data and two Geant4 simulations (see Sect. 3.4)
for the LaBr3:Ce detector. The selected  -ray energies are: 59.5 keV (241Am), 356 keV (133Ba)
and 662 keV (137Cs). The  -ray beam position is given as the distancesXPOS and YPOS from the
center of the detector. The simulated contrast values in bold are those differing by more than
25% from the experimental ones.
Detector: CeBr3 Charge [pC] Contrast
Source Beam Position [mm] Experiment Simulation 1 Simulation 2 Experiment Simulation 1 Simulation 2
241Am
+00, +00 138 157 144 3.17 3.66 3.78
+15, +15 131 152 138 4.21 6.45 7.11
+20, +20 129 150 134 5.03 9.03 9.20
133Ba
+00, +00 881 941 860 3.34 3.62 3.64
+15, +15 855 923 828 4.26 6.43 6.80
+20, +20 828 901 802 4.54 8.98 8.66
137Cs
+00, +00 1647 1760 1596 2.75 3.56 3.56
+15, +15 1619 1714 1537 3.33 6.38 6.59
+20, +20 1589 1674 1497 3.41 8.85 8.34
Table 4.2: Same as Table 1, but for the CeBr3 detector.
physical properties of CeBr3 are taken from Quarati et al. (2013), Drozdowski et al. (2008) and
Schotanus (2015). The light yield is set to 45 photons per keV, acquired from Quarati et al. (2013)
as it also relates to the CeBr3 crystals grown by the samemanufacturer as the one we use. While
some sources (Wei et al., 2014; Hellma Materials GmbH, 2014) report higher values for the light
yield of CeBr3, we found the value of 45 photons per keV, approximately 25% less than that
of LaBr3:Ce (Drozdowski et al., 2008), to be in good agreement with the total charges we obtain
from the measurements. The maximum of emission spectrum is at 370 nm. Additionally, due
to the lack of measured data in literature, we adopt the absorption and reemission spectra of
the optical light measured for the LaBr3:Ce crystal van Dam et al. (2012). These mechanisms are
simulated using WLS shifting fibers option in Geant4. Likewise, we use the same values for
the absorption length as for LaBr3:Ce simulation. The CeBr3 crystal volume is again coupled
to the optical window via Surface 1, but now the optical window is a 1.5 mm thick quartz with
a refractive index of n = 1.4585. Surface 2, the photocathode and the crosstalk between PMT
anodes are defined the same as for LaBr3:Ce. Additionally, we estimate the total gain of the
MAPMT the same way we did it for LaBr3:Ce: we reduce the gain value of 2.01⇥106 provided
by Hamamatsu by 24%, which gives us a PMT gain of 1.53⇥106.
For the CeBr3 detector, we do not study in detail the optical properties of Surfaces 1 and 2,
but adopt the two best simulation configurations found previously for the LaBr3:Ce detector.
The corresponding results for the CeBr3 module are given in Table 2. We see that the two simu-
lations reproduce well the measured total charge, with a slight overproduction of 5–15% in the
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Figure 4.6: Comparison of (top) measured and (bottom) Geant4 simulated distributions of
charges for the LaBr3:Ce detector, and for fully-absorbed 662-keV  -rays emitted by a colli-
mated 137Cs source pointing at the position from the detector centreXPOS=YPOS=+15 mm. The
bottom left panel shows the simulated distribution for the specularspike case of "Simulation
1”, while the bottom right panel is for the Lambertian case of "Simulation 2” (see text). The
measured total charge is Qexp=2174 pC, while the simulated ones are Qsim=2190 and 1814 pC
for Simulations 1 and 2, respectively (see Table 1).
first configuration, and within ⇡ 5% for the second. Concerning the shape of the distribution,
we have fair results for the central position of the  -ray beam, with less than 30% difference for
the Contrast parameter compared to the experiment. But the agreement between the simula-
tion and the experiment is not as good for the off-center positions (X = Y = +15/ + 20 mm),
where the simulated contrast can be up to a factor of 2.5 higher than the measured value. This
can be improved in the future by studying in more detail the optical properties of the module
at surface boundaries and the corresponding parametrization in Geant4. Graphical examples
of measured and simulated charge distributions for the CeBr3 module are given in Figure 4.7.
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Figure 4.7: Comparison of (top) measured and (bottom) Geant4 simulated distributions of
charges for the CeBr3 detector, and for fully-absorbed 356-keV  -rays emitted by a collimated
133Ba source pointing at the detector centre (XPOS=YPOS=0 mm). The bottom left panel shows
the simulated distribution for the specularspike case of "Simulation 1", while the bottom right
panel is for the Lambertian case of "Simulation 2" (see text). The measured total charge is
Qexp=881 pC, while the simulated ones are Qsim=941 and 860 pC for Simulations 1 and 2, re-
spectively (see Table 2).
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Chapter 5
Gamma-ray tracking with an Artificial
Neural Network
5.1 Introduction
5.1.1 Artificial Neural Network
Artificial Neural Networks (ANNs) are being developed since 1940s, with McCulloch and Pitts
(1943) being the first work to introduce an idea of an artificial neuron, today known as a
McCulloch-Pitts unit. The basic idea was to represent the structure of biological neurons and
the interconnected structure of neurons featured in brains. The first artificial neuron was a sim-
ple binary unit, capable of logical operations e.g. a and b or a or b, by producing a binary (0
or 1) output. It also had a simple threshold step function ✓, allowing for an artificial neuron
to "fire" (activate) when the integrated input value was above the threshold. The work on the
ANNs continued over the years, with the introduction of perceptron (Rosenblatt, 1958) being
an important advancement in the field. Perceptron was based on McCulloch-Pitts units and
represented a first model of supervised learning. In modern terms a perceptron is considered
a single-layered neural network.
In 1986, the "backwards propagation of errors” or the backpropagation method was intro-
duced as a new way of learning of the ANNs (Rumelhart et al., 1986). The backpropagation
method proved to be much faster than previous learning methods, allowing the ANN to be
used in solving a wider range of problems. Up until today, the backpropagation, used with an
optimization method such as gradient descent (see Sect. 1.2), remains one of the main methods
of supervised learning of the ANNs. By supervised it is implied that the network is provided
with an example of known inputs and the linked desired outputs.
Presently, thanks to the increased structural and functional complexities, the ANNs are used
in a number of fields, including machine learning, robotics, medicine, neurobiology, cognitive
science and others. In detail, ANNs are applied in signal processing, pattern recognitions,
speech or vision recognition, navigation, modeling of human brain, various data processing
(finance, analysis), games and decision making etc.
The ability to solve complex, non-linear problems and find non-linear functional depen-
dencies and the adaptiveness to solving tasks using unknown sets of data were the reasons we
decided to utilize the ANN algorithm as a method for 3D imaging with our detector modules.
Ultimately, it is a tool which should allow us to reconstruct the first interaction positions of
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Figure 5.1: A representation of an artificial neuron - a main computational unit of the ANN.
The x1···n are the input values with corresponding attributedweightsw1j···nj ,⌃ is an integration
function reducing the number of inputs to a single net input value, g is the activation function
of the neuron, with ✓j being the threshold value attributed to g and yj are the corresponding
output features.
detected unknown gamma-rays from the corresponding recorded read-out of our acquisition
system.
A schematic representation of an artificial neuron (node, unit), modeled on a structure of a
biological neuron, is represented on Figure1 5.1.
The neuron (Fig. 5.1) receives real input values xi from multiple (i = 1 . . . n) input chan-
nels which represent biological dendrites. The inputs are integrated inside the neuron and are
processed by an arbitrary selected function g named neuron activation function. The integra-
tion is usually very simple, e.g. involving only addition. Additionally, there is a possibility to
assign weights wij to each input value xi through multiplication: xiwij (Chapter 1, Rojas, 1996).
The output yj , representing the axon of a biological neuron, is given as a combination of all
weighted inputs:
yj = g
 
nX
i=1
xiwji
!
(5.1)
Neurons are used as a main building block in forming the interconnected, network struc-
ture. Several neurons connected to each other can form a so-called layer, comprising a simple
neural network. Today the complexity of the ANN is arbitrary and can involve inclusion of
several layers each containing a large number of nodes.
5.1.2 JETNET 3.0
Our main choice for the ANN algorithm is the software toolkit JETNET 3.0 (Peterson et al.,
1994), which is implemented through FORTRAN 77 programming language. JETNET 3.0 is a
powerful package based on a feed-forward multilayer perceptron neural network.
The feed forward ANN is the simplest type of the neural network, in which the data flow
is linear - the connections between the units do not form any loops or cycles. In other words,
the information moves in a single direction through the network, from input to the output.
A multilayer perceptron (MLP) refers to an ANN structure consisting of multiple layers
each including a number of nodes (e.g. as on Figure 5.2), while perceptron is a single-layered
1Image: Chrislb, CC BY-SA 3.0, https://commons.wikimedia.org/w/index.php?curid=224555.
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Figure 5.2: A schematic representation of a multilayer perceptron structure available with JET-
NET 3.0. We can see an ANN with one input layer made out of xk nodes, one hidden layer
containing hj nodes and one output layer with yi nodes. The nodes are connected through
weights wjk and wij , where i,j and k denote the index of nodes in each layer, respectively.
model of an ANN introduced by Rosenblatt (1958). On the other hand, the multilayer percep-
tron is an ANN with a more complex structure. The benefits of the MLP are the ability to
approximate any continuous functional mapping as opposed to single perceptrons which have
limitations on the range of functions they can represent (Chapter 4, Bishop, 1995).
An example of an ANN structure is represented on Figure 5.2. Three layers of anMLPANN
are shown, where each layer contains multiple neurons and forms an interconnected structure
of nodes. The first layer from the bottom, xk, represents the input layer. These are the values
which we provide to the network, and may represent some observed variables. To be able
to select some desired features of interest yi, from the known variables, selections need to be
implemented. A group of such selections is represented by a set of feature functions Fi, with
the ANN being an automated process for finding the optimal values of these functions.
yi = Fi(x1, x2, ...) = Fi(~x) . (5.2)
In fact, the function Fi, also called the network function, represents the network structure
of the complete ANN (see Bishop, 1995, Chapter 4). It is usually given as a composition of other
functions (g) and can be expressed by e.g. a nonlinear weighted sum. For the JETNET 3.0
example, shown on Fig. 5.2, the network function is:
Fi(~x) = g[
1
T
X
j
!ijg(
1
T
X
k
!jkxk + ✓j) + ✓i] . (5.3)
Here, !ij and !jk are the weights, which in practice are parameters fitted to the data distribu-
tions, and the g(x) is the non-linear activation function of a node, T is so called "temperature"
and sets the gain of g(x) (Lönnblad et al., 1992), ✓j and ✓i are the activation function threshold
values for layers hj and yi.
Further in JETNET, the non-linear node activation function is typically given by:
g(x) =
1
2
[1 + tanh (x)] = (1 + e 2x) 1 . (5.4)
The middle layer, noted with hj in Figure 5.2, is the hidden layer. It enables the non-linear
modeling of the input data. In practice, it is possible to choose the number of hidden layers
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and their structure thus adjusting the complexity of the network structure. The top layer, noted
yi on Figure 5.2, is the output layer, which returns the requested features yi.
The optimal values of weights (parameters), !ij and !jk, are found by minimizing the error
(loss) function E, which is a mean square error between the output features yi and the targeted
values for these features ti with respect to the weights.
E =
1
2Np
NpX
p=1
X
i
(y(p)i   t(p)i )2 (5.5)
The targeted values ti are the values we selected and provided to the network. A loss
function E is the measure of how good "predictor” is the network. For linear problems it is
possible to find an exact solution, but for a non-linear problems, as in our case, the solution
is found by an iterative process (minimization). Once the fitting of the weights is completed a
network is ready to be used inmodeling the unknown data, i.e. to perform the "generalization”.
The backpropagation for MLPs solves the problem of not knowing the targeted (desired)
outputs of the hidden layers. Backpropagation is done in several steps. Looking at Fig. 5.2, the
first step is a straight forward calculation of all of the network values and finding the desired
output values yi. Next, by comparing the outputs yi with target values ti, we can calculate
the errors of these outputs, e.g. the function E (equation 5.5). Next step is returning (thus
backpropagation) the calculated errors of the output layer to the hidden hj and then to the input
layer xk. This enables the calculation of according errors of outputs from these two layers. This
information is then used to adjust the weights i.e. wjk,wij , and the process is repeated until the
error function (E) is minimized.
In JETNET 3.0 theminimization of equation 5.5 is done using the "gradient descent”method
together with so-called Langevin updating. Gradient descent is a way to find the local mini-
mum of a function by moving in steps, where each step is proportional to the negative (thus
descent) gradient of the function:
!t+1 = !t + !t , (5.6)
where
 !t =  ⌘@Et
@!
=  ⌘rEt . (5.7)
Here, ! represents the whole vector of weights used in the network, ! is the weight update, ⌘
is the learning rate – a parameter which shows by how much we change the weights ! at each
step – andrE is the gradient of the error function E with respect to !t.
Furthermore, to stabilize the learning and solve the "flat-spot” problem, when the nodes
become oversaturated, and the derivative which is propagated backwards becomes zero (please
check: Johansson et al., 1991; Fahlman, 1989), we used Langevin updating method (Rögnvaldsson,
1994) – an option available within JETNET 3.0. Langevin updating is done by introducing an
extra term to the minimization process:
 ! =  ⌘rE +   , (5.8)
where   is the key factor in this method and represents a Gaussian noise term. The main con-
tribution of Langevin updating is the improvement of the minimization process performance,
which is done by introducing the noise directly to the weights during the weight optimization
process of the ANN.
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5.2 ANN configuration and training
Regarding our work, the benefits of the ANN include its rather simple utilization after complet-
ing the training process and the ability to do a reconstruction of the position of the first interac-
tion of gamma-rays in scintillation crystals in 3D, thus, also providing us with the information
on the depth of interaction (DOI), noted as the coordinate Z. To be able to use the ANN, we
had to perform several preparation steps, including the choice and configuration of the ANN
parameters, and the completion of the ANN training process. We performed systematic testing
of the parameters, finally adopting a configuration which enabled proper representation of the
non-linear transfer function of the detector, all the while limiting the complexity of the ANN
structure and thus the computation time.
First, we had to decide on the general ANN structure. We started by defining the general
format of the ANN, similarly to the one shown in Figure 5.2.
We begun with considering the format of the input layer i.e. which information to provide
to the ANN. We started to study reconstruction of the 2D position of the gamma-ray first in-
teraction in the detector frontal plane. For this, to compare the ANN performance with that
of a simple Anger logic algorithm (explained in Chapter 6), we first fed the network with the
center of gravity of truncated charge distributions using only the N pixels with the highest
charge value, with N = 4, 9, 16, 25 or 36. However, we concluded that in such way we would
lose valuable information contained in the output of the 64 MAPMT channels (e.g. the charge
distribution), so using the center-of-gravity values to train the ANN should not provide the
most optimal results. Thus, we tested another option, that is to use directly the 64 values from
the MAPMT output as the ANN input values. This resulted in better ANN performance, e.g.
the ANN trained with center-of-gravity inputs provided a root-mean-square error of the recon-
structed 2D position of   ⇡ 3 mm, while when we used the 64 charge values as ANN input
we obtained   ⇡ 2.5 mm. Therefore, we selected the 64 charge values as our preferred ANN
input format.
Next, we proceeded with testing the other parameters of the ANN, starting with the num-
ber of hidden layers and the number of nodes in each layer. We tried the options of having
one, two or three hidden layers, increasing the networks complexity. However, the optimal
results were obtained by using the configuration with two layers, as using only one layer was
insufficient leading to bad ANN performance. The other test, using three hidden layers, re-
quired considerably longer computational time, without granting a significant performance
improvement. The option of using two layers was also in accordance with (Peterson et al., 1994;
Lippmann, 1987).
Similarly, we tested the number of nodes within the hidden layers, from several to several
tens, eventually settling on 10 nodes per each hidden layer. In a similar way having just 3 – 5
nodes was not sufficient enough to give optimal performance, while using 20, 30 or 40 nodes
increased the ANNs training time considerably, without having any significant impact on the
final results. Furthermore, using a more complex network with a large number of nodes, might
lead to a negative effect of "overfiting” the network (Peterson et al., 1994). Therefore, we opted
for the choice of 10 nodes per layer.
Final optimization testing was performed on the number of "epochs” i.e. the number of it-
erations of the ANN learning process, where we decided on setting this value to a maximum of
1000 (e.g. see Figure 5.3). Even more, we run additional tests going up to 104 iterations, which
provided us with no improvement of the gamma-ray hit position reconstruction obtained after
the training process.
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To be able to perform the training of the ANN, we needed to provide a large amount of
data to the ANN in order to generate the proper weights. For this purpose, we used the
Geant4 simulation configurations we found are the best in representing the experimental re-
sults. As discussed in Chapter 4, we studied two Geant4 simulation configurations: "Simula-
tion 1” uses the specularspike type of reflection for treating the reflection of optical photons
from the sides of the scintillator and the optical window, while for "Simulation 2” we adopted
the Lambertian type of reflection for the same surface. Also, we used different gamma-ray
energies, E  = 59.5, 356 and 661.7 keV, corresponding to gamma-ray lines from 241Am,133Ba
and 137Cs radioactive sources, respectively. The beam position was defined as perpendicular
to the detector entrance surface and its X–Y position was randomized for each event in order
to uniformly irradiate the full detector area. During the simulation we selected the events that
fully deposited their initial  -ray energy within the crystal. Additionally, for all of these "good”
events, we recorded the first 3D interaction position and energy deposited in each hit. For each
run (defined by the simulated module, the simulation configuration, and the  -ray energy), we
generated typically (5–10)⇥ 104 simulated good events.
After the training process is completed, the ANN returns a file containing the generated
weight values, which in our case is a single file with corresponding values for the weights
between each of the layers and the threshold values for the two hidden layers and the output
layer. This enabled us to finally be able to introduce unknown data to the ANN and use it to
obtain the results of the 3D position reconstruction method.
5.3 ANN performance using simulated data
5.3.1 X–Y position reconstruction
Figure 5.3 shows an example of the 1  error of the three position coordinates of the first gamma-
ray hit (noted with X1, Y1, Z1 in the figure), returned by the ANN, as a function of the number
of iterations in the training process. Each value on the figure is a root-mean-square (RMS) error
of the reconstructed position, calculated using the 3D position of the first interaction of all of
the simulated events. We see that the 1  values meet asymptotic values ( X ⇡  Y ⇡ 2.5 mm
and  Z ⇡ 2.2mm) after about 500 iterations.
In Figure 5.4, we show the standard deviations  X and  Y (⌘  (X1) and  (Y1)) returned by
the ANN from the validation process, as a function of the number of simulated events used in
the training process. For a number of training events between⇠ 3.5⇥104 and 6.5⇥104, we have
 X ⇡  Y ⇡ 2.5 mm. In the following, the studied networks are trained with typically 6⇥104
events during 1000 iterations.
Furthermore, in Figure 5.5, we show the two-dimensional distribution of the RMS error of
the reconstructed position, again returned by the ANN after the training process. The 10⇥10
values represented in Figure 5.5 are average values of the two standard deviations  X and  Y .
We can see that these values are worse in the corner positions or near the sides (  > 2.5 mm),
when one or both coordinates have maximal values: XPOS and/or YPOS   2 cm. On the other
hand, in the middle positions the 2D sigma values can go as low as   = 2mm.
5.3.2 Depth of interaction reconstruction
Another result, obtained using the ANN, was the testing of reconstruction of the depth-of-
interaction (DOI, Z coordinate) of the first interaction position of gamma rays inside the mod-
ule. It is important to state that we had no experimental ways to measure the DOI using our
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Figure 5.3: RMS deviations of the reconstructed 3D position of gamma-ray hits from the train-
ing and validation processes of the ANN as a function of the number of iterations in the train-
ing process. The three panels correspond to three position coordinates of the first  -ray hit in
the LaBr3:Ce crystal. The ANN training and validation processes are done with 6 ⇥ 104 and
3⇥ 104 simulated events, respectively. The Geant4 simulation is performed for incident  -rays
of energy E  = 356 keV using the configuration of "Simulation 2” (see text).
test bench. In Figure 5.6 we present the results, obtainedwith two different fully trained ANNs.
Both ANNs were trained with the same Geant4 configuration (Simulation 2), but we trained
the first one using events simulated with E  = 59.5 keV (241Am source) and the second one
using events simulated with E  = 356 keV (133Ba source) radioactive beam. Furthermore, to
test the ANNs performance we used 80⇥103 simulated events with E  = 59.5 keV and 30⇥103
simulated events with E  = 356 keV.
Figure 5.6 shows the two studied cases of the DOI for the two energies of gamma rays (59.5
and 356 keV) used to train the ANN:
• Left panel; We show the first 1 mm of the LaBr3:Ce scintillator crystal and clearly see
that the majority of the interactions from the simulated (Geant4) E  = 59.5 keV gamma-
rays (black line) occur within the first 0.5 mm of the crystal, while the recorded distribu-
tion corresponds to an exponential decline. Such trend is as expected for the low energy
gamma-rays, as their energy is insufficient for them to penetrate deeper within the detec-
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Figure 5.4: Standard deviations ofX1 and Y1 from the ANN validation process, as a function of
the number of training events. The ANN training configuration is as for Fig. 5.3. The number
of iterations in the ANN training process is 1000.
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Figure 5.5: Distribution of the RMS error of the reconstructedX–Y position, averaged for both
coordinates X and Y, as a function of position on the front plane of the crystal. The values are
obtained from the ANN readout after the training and validation processes. The ANN training
configuration is the same as for Figures 5.3 and 5.4.
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Figure 5.6: Study of the ANN performance on the reconstruction of the depth-of-interaction
(DOI) of the first interaction position of the incident gamma rays within the LaBr3:Ce detec-
tor. Full black lines are direct DOI output from the Geant4 simulations, while in red we give
reconstructed DOI values from the ANN. Left: ANN trained with E  = 59.5 keV gamma rays;
Right: same study for the case of E  = 356.5 keV.
tor. The small inconsistency in the distribution, seen at ⇠4.6 mm, is caused by the low
statistics. However, we also see that the results obtained from the ANN are shifted deeper
inside the crystal, by several tenths of a millimeter. The shift comes from the imperfect
ANN performance, with the ANN having problems reconstructing positions near the
edges of the crystal, because the scintillation light distribution is essentially independent
of the DOI for Z1 < 1mm.
• Right panel; Here we present a case where the ANN, trained with E  = 356 keV gamma-
rays, was used to reconstruct the DOI from the data simulated with the same energy.
The noted shift of 1–2 mm and a peak in the reconstructed DOI (in red) is, again, most
likely due to poorer ANN performance near the crystal edges. However, for both distri-
butions (red and black) we find expected behavior for gamma rays of higher energy (E 
= 356 keV): the interaction depth is distributed evenly through the crystal volume as the
gamma rays are energetic enough to pass through the full thickness of the detector.
5.3.3 Module design optimization
With the ANN, we have also explored the possibility to use different Geant4 simulation con-
figurations, which differ from the real experimental detector module geometry, in order to
study the performance and the possibilities of different construction concepts. In this way, we
were able to gain insight on how optimal is the physical design of our detector modules and if
changing some of the elements would improve the performance.
An example of one of such tests was to use the same Geant4 simulation as for the train-
ing process explained above (“Simulation 2” configuration and geometry from Chapter 4) but
changing the thickness of the optical window from d = 5 mm to d = 0.5 mm. We defined
a gamma-ray beam as perpendicular to the central position XPOS = YPOS = 0 mm, of the
LaBr3:Ce crystal, and with energy E  = 356 keV (133Ba source). In such manner we generated
⇡ 50⇥103 events. We used this data to train the ANN and through training acquired the values
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for the RMS errors of the three coordinates:  X = 2.3 mm,  Y = 2.3 mm and  Z = 1.9 mm.
These values are comparable with the values shown in Figure 5.3 and show a similar depen-
dency from the number of iterations used in the training process. The fact that there is no big
improvement on the RMS errors of the reconstructed positions shows that the thickness of the
optical window is in fact not the main parameter limiting the position resolution.
The main limitation of the imaging performance of the LaBr3:Ce detector module is most
likely due to the propagation of the scintillation light within the scintillator crystal, previous
to their collection on the photocathode of the MAPMT. The optical photons produced during
gamma-ray interactions can either have relatively direct paths from the interaction positions
to the photocathode of the MAPMT or they can first undergo numerous reflections from the
surfaces within the detector. If the number of optical photons with complex trajectories is not
negligible, this influences the final distribution of the readout charge from the 64 channels of
the MAPMT, producing an almost uniform background, thus influencing the position recon-
struction precision. As recently proposed by Iltis and Snoussi (2015), a possible way to improve
the position resolution in a monolithic LaBr3:Ce crystal would be to perform timing measure-
ments of the arrival of scintillation photons at the photocathode with an accuracy of about one
hundred picosecond, in order to be able to distinguish unscattered photons from those detected
after several reflections.
We also note that the detector readout is done with 64 MAPMT channels covering the de-
tector area of 50⇥50mm2, thus each channel covers an area of 6.25⇥6.25mm2. As the obtained
RMS errors on the 2D position reconstruction,  X and  Y , are generally in the range 2 – 2.5 mm,
it means that the position resolution obtained through the ANN is of the order of 1/3 of the
readout channel (pixel) size. Such pixel size limitation may have a larger influence on the final
results than the thickness of the optical window within the detector module. One possible way
of improving the position resolution in the future would be to use a higher pixelization read-
out system, e.g. the Hamamatsu H9500 16⇥16 channels MAPMT, at the cost of increasing the
number of readout electronics channels.
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Experimental results
6.1 Position reconstruction
An important goal of the thesis work is to study the accuracy of localization of  -ray hits inside
the scintillator crystal using the distribution of charges onto the 64 anodes of the PMT (see,
e.g., Figs. 4.6 and 4.7 in Chapter 4). Studying the shape of these distributions via different
algorithms can give us information on the position of interaction on the front plane of the
detector (2D position reconstruction in the X–Y plane), as well as on the depth of interaction
Z inside the crystal (Tatischeff et al., 2010).
We first developed a simple center-of-gravity method (Anger logic) to test the 2D position
reconstruction. We then used an Artificial Neural Network (ANN) to estimate the 3D position
of the gamma-ray hits, as explained in Chapter 5. The results of the two methods are compared
thereafter.
6.1.1 Anger logic algorithm
The Anger logic algorithm is based on a center-of-gravity calculation that gives the location
of the highest charge accumulation within the distribution of outputs from the 64 MAPMT
channels (see, e.g., Fig. 4.6). We test the position reconstruction using experimental data from
the collimated 241Am source, which we obtain as explained in Chapter 3, Section 3.6, and study
only the 2D position reconstruction (in the X–Y frontal plane of the detector).
We start by calculating the center of gravity of truncated charge distributions using only
theN pixels with the highest charge value, withN = 4, 9, 16, 25 or 36. The mean reconstructed
positions obtained for eachmeasurement are shown by the open symbols in Fig. 6.1 for both the
LaBr3:Ce and CeBr3 detectors. We show in this Figure only one coordinate of the reconstructed
position on the detector front plane (XPOS), the results obtained for the other coordinate (YPOS)
being almost identical. For a given value of N and by using a simple linear interpolation,
we then obtain a relation which gives the "real” (i.e. known) position as a function of the
reconstructed position.
In the second step, we calculate for each event the center of gravity of the charge dis-
tribution – this gives a first reconstructed position – and then estimate the real position by
using the relation obtained at the first step. An example of a corresponding distribution of
events is shown by the green histogram in Fig. 6.2. We see that the peak of this distribution
(XPOS = +5.60 mm) is in better agreement with the experimental position (XPOS = +5 mm)
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Figure 6.1: First reconstructed position obtained by a center-of-gravity method as a function
of the experimental irradiation position (open symbols). Different experimental points are
obtained for different number of pixels utilized for the truncated charge distributions. Left:
LaBr3:Ce; Right: CeBr3 module.
than the mean value of the first-step distribution (XPOS = +3.76 mm). But the associated
error in the reconstructed position is larger after the second step (FWHM = 7.55 mm versus
5.29mm), due to the compaction (flattening) of the reconstructed positions whenmoving away
from the detector center (see the S-shape of the curves shown in Fig. 6.2).
The position resolution obtained with this method is shown in Figure 6.3. The resolution
results from both the width of reconstructed position histograms and the offset of the distribu-
tions compared to the "real” positions of irradiation (see Fig.6.2). While the dispersion of the
data is more important to the final resolution for irradiation in the central region of the detector,
typically forXPOS  10mm, the offset becomes dominant near the edges, and it increases with
the utilized number of pixels. A good compromise between the resolution obtained close to the
borders and the one in the middle of the crystal is achieved using N = 9 pixels.
We also see in Figure 6.3 that the reconstructed position resolution for the CeBr3 module
is not as good as for the LaBr3:Ce detector. This is partly because CeBr3 is producing less
scintillation light (45 ph keV 1 versus 63 ph keV 1 for LaBr3:Ce; compare also the charges in
Tables 4.1 and 4.2), but it is most likely due also to intrinsic properties of the modules: possible
inhomogeneities within the crystal, finish on the crystal surfaces, reflector coating etc..
6.1.2 ANN performance with experimental data
In Figures 6.4 to 6.6, we show some examples of reconstructed X-Y positions applying the ANN
method to data acquired by the scanning measurements (Sect. 3.6).
We use diagonal series of measurements with all sources, and additionally a horizontal
scan and a vertical scan of the LaBr3:Ce detector with the 133Ba source. The results shown in
Figure 6.4 for three  -ray energies (59.5 keV,⇠360 keV, and 662 keV)were obtainedwith a single
ANN, independent of energy, which was trained with Geant4-simulated data for incident  -
rays of energy E  = 356 keV using the configuration of "Simulation 2” (see Chapter 4). We
see that the data are generally well clustered around the gamma-ray beam positions, which
illustrates the goodness of this position reconstructionmethod (the obtained position resolution
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Figure 6.2: Distributions of reconstructed positions for each full-energy event of the measure-
ment with the collimated 241Am source at XPOS = YPOS = +5mm from the LaBr3:Ce detector
middle position, using the 25 pixels with the highest charge value. Blue histogram: first re-
construction step of the center-of-gravity method; green histogram: second reconstruction step
after interpolation between the mean values obtained in the first step. The solid curves show
Gaussian fits to the data yielding centroid values of +3.76 and +5.60 mm, and FWHM of 5.29
and 7.55 mm, for the blue and green histograms, respectively.
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Figure 6.3: Position resolution obtained by the center-of-gravity method – 1  standard devia-
tion about the experimental position – as a function of projected distance from the center along
a diagonal in the front plane of the detector. Each line corresponds to a given number of pixels,
as indicated in the panels. The values given in the panels correspond to the mean position
resolutions. Left: LaBr3:Ce; Right: CeBr3 module.
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Figure 6.4: Reconstructed X-Y position of the first  -ray hit in the LaBr3:Ce crystal using
the ANN method. From left to right, the data are for fully-absorbed 59.5-keV  -rays (241Am
source), ⇠ 360-keV  -rays (from the lines at 356 and 384 keV from the 133Ba source), and 662-
keV  -rays (137Cs source). The black crosses note the  -ray beam positions during the measure-
ments; they change in steps of ±5 mm for XPOS and YPOS starting from the central position
(XPOS = YPOS = 0 mm). The ANN was trained using 6 ⇥ 104 simulated events for incident
 -rays of energy E  = 356 keV, using the configuration of “Simulation 2” (see Chapter 4).
is further discussed in the next section). The clustered data are superimposed on a uniform
background covering most of the detector surface, which is mostly due to the internal, self-
counting background of LaBr3:Ce. The relative intensity of this background with respect to the
emission from the collimated sources depends on the  -ray energy and source intensity. It is of
the order of 1% for the 241Am source (left panel), 10% for the 133Ba source (middle panel), and
25% for the 137Cs source (right panel).
It is remarkable that the  -ray interaction location in the LaBr3:Ce detector can be fairly
well estimated for all  -ray energies using a single file of weight values from the ANN training
process. However, the position reconstruction could in principle be further improved using
different weight matrix files for different energies. This is illustrated by the left panel of Fig-
ure 6.5, which shows the reconstructed position of 241Amdatawith anANN trained at 59.5 keV.
By comparing this plot with the left panel of Figure 6.4, we see that, while the improvement for
the center of the detector is not obvious, that for the two extreme positions is clear, the data in
red being more concentrated around the beam position.
In the middle panel of Figure 6.5, we show the performance of an ANN trained with data
simulated using the configuration of “Simulation 1” (i.e. with the specularspike option for the
type of reflection from the border sides of the crystal and optical window, see Chapter 4). We
see that the results are not as good as those obtained using “Simulation 2” (middle panel of
Fig. 6.4), especially near the detector corners. We note also that the background is not anymore
uniformly distributed over the detector surface, which further illustrates the bad reconstruction
of  -ray events in the outer area of the detector. This is consistent with the results of Chapter 4
(Section 4.2.3), where we found that "Simulation 1” significantly overestimates the measured
contrast for the beam position XPOS = YPOS = 20mm (see Figure 4.5 and Table 4.1).
We also studied the possibility of using two different sets of simulated data to train the
network, one for  -ray impacts around the center of the detector and another for the outer
area. This was motivated by the results of the Geant4 parametric study (Chapter 4), where we
found it difficult to reproduce accurately all the experimental data with a single value of the  ↵
parameters. In practice, we used the configuration of “Simulation 2” except for SigmaAlpha 2:
we created a first set of simulated data covering the square area from the center of the detector
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Figure 6.5: Further examples of ANN performance for the reconstructed X-Y position of the
first  -ray hit in the LaBr3:Ce crystal. Left panel: 241Am data reconstructed using an ANN
trained with simulated events from 59.5 keV   rays and with the configuration of “Simulation
2” (see Sect. 3.4). Middle panel: 133Ba data reconstructed with an ANN trained with simulated
events from 356 keV   rays and with the configuration of "Simulation 1”. Right panel: 133Ba
data reconstructedwith an ANN trainedwith two sets of simulated events, both producedwith
E  = 356 keV and "Simulation 2”, but with two different values of SigmaAlpha 2 depending
on the X-Y position (see text).
up to XPOS = YPOS = ±14mm with SigmaAlpha 2 = 0.5 rad, and another set of data covering
the remaining outer area of the detector with SigmaAlpha 2 = 10 rad (see the right panel of
Figure 4.5). The right panel of Figure 6.5 shows the performance of an ANN trained by these
two sets of simulated data. As the position resolution obtained with this ANNwas found to be
not significantly better than that obtained using “Simulation 2” whatever the impact position of
the  -rays (middle panel of Figure 6.4), we have adopted the latter configuration as our default
choice.
Figure 6.6 shows the performance of such an ANN for the position reconstruction within
the CeBr3 detector. We see that the results are not as good as those obtained with the LaBr3:Ce
detector for the same simulation configuration (middle panel of Figure 6.4). In particular, we
observe in Figure 6.6 that the reconstructed data are significantly offset from the experimental
beam positions, and that this offset is more important for positive XPOS and YPOS. Such an
asymethry is due to intrinsic properties of our CeBr3 module that cannot be easily taken into
account in the Geant4 simulation.
6.1.3 2D position resolution
To estimate the accuracy of the 2D position reconstruction, one needs to take into account the
background from the internal radioactivity of LaBr3:Ce. We assumed that for each position
measurement performed with this detector, the resulting 2D distribution of reconstructed po-
sitions (Figure 6.7, left panel) can be modeled with two functions: a 2D Gaussian representing
the emission from the collimated source and a uniform distribution covering thewhole detector
surface representing the background radiation.
We then developed aMonte-Carlo simulation to fit the measuredX–Y position distribution
with two free parameters: the width of the Gaussian function (  =  X =  Y ) and the relative
intensity of the background emission. We took into account the finite size of the collimated
gamma-ray beam at the crystal position by selecting randomly for each event the central posi-
tion of the Gaussian within a disc of known diameter (depending on the collimation used for
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Figure 6.6: ANN performance for the reconstructed X-Y position of the first  -ray hit in the
CeBr3 detector. The data are for fully-absorbed   rays from the 133Ba source. The ANN is
trained with simulated events from 356 keV  -rays, using the configuration of "Simulation 2”
(see Chapter 4).
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Figure 6.7: Measured (left) and simulated (right) distributions of reconstructed X-Y positions
in the LaBr3:Ce detector, for the 133Ba  -ray beam at the positionXPOS = YPOS = +10mm. The
position reconstruction uses the ANN trainedwith Geant4 simulated events from 356 keV  -ray
with the configuration of "Simulation 2". The two distributions were quantitatively compared
(see text) by calculating the RMS error of the reconstructed beam position, using only the data
within the circle of radius dmax. For illustrative purpose, we used for this Figure the same
number of Monte-Carlo simulated events as measured: 1800. The simulated data were drawn
randomly using the best-fit parameters   = 2.2 mm and fbg = 14.5%,   being the standard
deviation of the Gaussian function representing the  -ray emission from the collimated source
and fbg the relative intensity of the background emission.
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Figure 6.8: Standard deviations of truncated 2D distributions of the reconstructed  -ray hit po-
sition around the experimental position of irradiation, as a function of the maximum distance
of the reconstructed position to the  -ray beam position. The number of events used in the
calculations of the 1  values thus increases with dmax. The open symbols are standard devi-
ations for XPOS (in blue) and YPOS (in red) calculated with real data, whose positions were
reconstructed with the ANN method (see text). The black curves are simulated fitting curves
depending on two free parameters: the 1  width of the Gaussian representing the  -ray emis-
sion from the collimated source, and the relative intensity of the uniform background emission,
fbg. We show two cases (top and bottom panels) for two different measurements as noted on
panels. For each case we give three different fit functions, calculated with different parameters
as noted on bottom right of the panels. Functions 1 and 3 are clearly over- and under-producing
the data, respectively, while function 2 is the best-fit result.
the various sources, see Chapter 3, Section 3.6). An example of simulated distribution is shown
on the right panel of Figure 6.7.
Themodeled distributions were then fitted to themeasured ones for each radioactive source
and position of the collimator by calculating the standard deviations of truncated distributions
as a function of the cut-off distance dmax defined in Figure 6.7. Two examples of such fits are
shown in Figure 6.8, where both the 241Amdata (top panel) and 133Ba data (bottom panel) were
reconstructed using an ANN trained with simulated events from 356 keV  -rays and with the
Geant4 configuration of “Simulation 2”. We see that the data can be well represented by the
simulation.
Furthermore, the levels of background given by the fit (e.g. fbg = 1.3% and 11.5% for
the two cases shown in Figure 6.8) were found to be in very good agreement with the ones
estimated from the measured energy spectra. This indicates that our simple fitting procedure
is adequate to estimate the uncertainty in the position reconstruction.
Figure 6.8 clearly shows the relevance of taking into account the background radiation
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Figure 6.9: Position resolution obtained by the ANNmethod – 1  standard deviation about the
experimental position – as a function of projected distance from the center along a diagonal
in the front plane of the detector. Solid lines: position resolution on data corresponding to
measurements at three different energies (noted on the panel), where the  -ray hit position is
reconstructed with a matrix of weights from an ANN trained with simulated E  = 356 keV
 -rays and the Geant4 configuration of “Simulation 2”. The red dashed line shows the error in
the position reconstruction using simulated E  = 59.5 keV  -rays (together with "Simulation
2”). The green dotted line gives the position resolution for the CeBr3 detector; it is for 133Ba
data reconstructed with an ANN trained with simulated events from 356 keV   rays and with
the Geant4 configuration of "Simulation 2”.
when estimating the position resolution. Thus, for the measurement with the 241Am source
at the central position (top panel), the standard deviation of the full position distribution using
all events, i.e. without background subtraction, amounts to  X ⇡  Y ⇡ 2.8 mm (the value
of the plateau reached at dmax > 40 mm in the top panel), whereas the best-fit value of the
Gaussian width is   = 2.1mm.
Figure 6.9 shows the position resolution obtained with the ANN method, where the stan-
dard deviations as a function of position were calculated as explained above. We see that the
resolution is better in the middle of the LaBr3:Ce crystal than near the edges. Thus, in the center
of the detector up to XPOS = YPOS = ±10 mm, the 1  values are between ⇠ 2.0 and 2.6 mm
for the three  -ray energies. The resolution is not as good in the outer area of the detector,
especially for the 241Am and 137Cs data when using an ANN trained at 356 keV. As shown
by the dashed line in this Figure, using an ANN trained with simulated  -rays of 59.5 keV
can significantly improve the resolution for the 241Am data at the studied extreme positions
XPOS = YPOS = ±20 mm. However, using different matrices of weights for different energies
can be problematic when the method is applied to a Compton telescope, because neither the
energy of the incoming  -ray nor the mechanism of its interaction in the detector (Compton
scattering, photoelectric effect leading to a full-energy deposit etc.) are known a priori.
The average standard deviations from Figure 6.9, i.e. along a diagonal in the front plane
of the LaBr3:Ce detector, are h i = 2.9/2.4/3.0 mm for E  = 59.5 / ⇠360 / 662 keV, respec-
tively (and h i = 2.5 mm for the case of the 241Am data reconstructed with an ANN trained
at 59.5 keV). The RMS error in the position reconstruction over the full area of the detector,
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Figure 6.10: 2D distribution of the RMS error of the first gamma-ray interaction position, av-
eraged for both coordinates X and Y, as a function of position on the front plane of the crystal.
Left: RMS error distribution from simulated data shown in Fig. 5.5 (Chapter 5); Right: RMS
error distribution obtained using measured data from 133Ba source as in Figure 6.9, and using
the same ANN configuration as for the left panel of the current Figure.
shown in Figure 6.10 (right panel), is estimated using also the horizontal and vertical scans
of the LaBr3:Ce detector with the 133Ba source (see middle panel of Figure 6.4). The average
 -value over the full area of the detector is estimated to be h i ⇡ 2.6mm at E  ⇠ 360 keV. This
value is comparable to (but slightly above) that given by the validation process of the ANN
using simulated data: h i = 2.5 mm (see Sect. 4.2 and Figures 5.3 and 5.4). This confirms that
the simulated data are very similar to the experimental ones, and shows that a detailed Geant4
simulation of the LaBr3:Ce detector can give an almost optimal result for the ANN method.
In particular, the position resolution obtained with this method is significantly better than that
provided by the Anger logic algorithm (see Figure 6.3). The final resolution we obtain is most
likely limited by intrinsic properties of the detector, such as the size of the PMT pixels (6.25 mm,
see Chapter 5).
Furthermore, we compare in Figure 6.10 the RMS errors of the position reconstruction
distributed over the detector front plane for the case of simulated (left) and measured (right)
data. Even though the average RMS error values over the detector surface are almost equal
(h i = 2.5mm for the simulated data and h i = 2.6mm for the experimental data), we observe
a clear difference in the 2D distributions between the two cases. When using experimental
data, the RMS error values are significantly lower within the central ⇡ 1⇥1 cm2 detector area
(  ⇠ 2 mm) and higher near the edges and in the corners (  ⇠ 3 mm and above). On the
other hand, the 2D distribution from simulated data is more uniform, with the majority of val-
ues being close to the average RMS error value of 2.5 mm (green squares in the left panel of
Fig. 6.10).
The green dotted curve in Figure 6.9 shows the position resolution we get with the CeBr3
detector using the same ANN training configuration as for the LaBr3:Ce module. The aver-
age standard deviation from this curve is h i = 3.3 mm, which is significantly worse than the
result obtained with the LaBr3:Ce detector (h i = 2.4 mm for the diagonal series of measure-
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Figure 6.11: DOI of gamma-rays in the LaBr3:Ce module obtained with the ANN method. The
black and red curves were already shown in Figure 5.6: they correspond to DOI values obtained
from the Geant4 simulation and to those reconstructed from the ANN method, respectively.
The blue curves show the reconstructed DOI using experimental data. Left: both experimental
and simulated data were obtained with E  = 59.5 keV (241Am radioactive source), and the
ANN was trained with simulated gamma rays of the same energy; Right: experimental data
were obtained with E  ⇠ 360 keV (from the lines at 356 and 384 keV from the 133Ba source),
simulated data with E  = 356 keV and the ANN was also trained with E  = 356 keV gamma
rays. In both cases, the ANN training was done using the Geant4 configuration of "Simulation
2” (see text and Chapter 5 for details).
ments with 133Ba). In particular, we see that the reconstruction is worse for positive XPOS and
YPOS than for negative positions, as already identified in Figure 6.6. To improve the position
resolution for this detector, it will likely be necessary to modify the ANN training process by
using a large set of experimental data, instead of Geant4 simulated data. This will be studied
in a future work with a dedicated scanning test bench.
6.1.4 Depth-of-interaction reconstruction
To further test the performance of the ANN in reconstructing the depth-of-interaction (DOI),
we used several measured data sets from our scanning measurement series. To study the de-
tector response at low energies, we used gamma rays of 59.5 keV from the 241Am source. The
source was collimated giving a radioactive beam perpendicular to the XPOS = YPOS = 0 mm
position in the detector plane. We recorded approximately 4⇥104 events during this measure-
ment. However, it is important to emphasize again that we used this experimental data only
as an input to test the ANN response for the 3D imaging. We were unable to directly measure
the DOI of gamma rays within the detector modules.
The results for 59.5 keV gamma rays are shown in the left panel of Figure 6.11. We see
that the ANN performance follows the same trend for both simulated and measured data sets,
placing the reconstructed values at several tenths of a millimeter depth within the crystal. As
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previously concluded, the shift from the edge, where we see a majority of the interactions
occuring in the Geant4 simulation, is due to the limited performance of the ANN near the
crystal surface.
The blue curve in the right panel of Figure 6.11 shows the ANN response for the reconstruc-
tion of the DOI using measured data with E  ⇠ 360 from the 133Ba source. The measurement
was done in the same way as with the 241Am source, and we recorded approximately 2000
full-energy events. The reconstructed experimental data show a similar trend to the simu-
lated ones, both distributions being shifted by several millimeters from the front face of the
detector. The reconstructed distribution from experimental data, although not as flat as the
one obtained from Geant4, demonstrates the expected behavior of high-energy gamma-rays to
interact within the full volume of the detector.
6.2 Energy characterization
To study the energy response of our detector modules we use several X- and  -ray lines. The
energy spectra are obtained by summing the 64 charge values after applying a correction for
the non-uniformity of the gain of the PMT anodes (see Fig. 3.8 in Chapter 3). All sources with
respective energies and measured full widths at half maximum (FWHM) for both modules are
listed in Table 6.1. The Ag K↵ line has been produced by irradiating a silver plate of 0.5 mm
thickness with a slightly collimated source of 241Am, in order to induce an Ag fluorescence
emission. The observed peak at ⇠ 23 keV (Fig. 6.12) results from the merging of the Ag K↵
and K  lines at 22.1 and 25.0 keV, respectively. It has been fitted by two Gaussian functions
imposing equal widths and a K /K↵ amplitude ratio of 0.19.
The second line from Table 6.1, the Cs K↵ line at 30.85 keV is emitted by the 133Ba source
(electron capture decay). The observed peak has also been fitted by two Gaussians to take into
account the emission of K  X-rays at 35.1 keV with imposed amplitude ratio of 0.22 (Khazov
et al., 2011).
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Figure 6.12: Blue symbols: energy spectrum obtained with the LaBr3:Ce detector from the
irradiation of a silver plate with a collimated 241Am source. Red symbols: spectrum measured
under the same conditions but without the silver plate. The structure above the K X-ray lines
of Ag and Ba is due to 59.54-keV   rays reaching the detector directly and/or indirectly by
coherent and incoherent scattering. The two spectra have been obtained with a high-voltage
power supply on the MAPMT of HV = 1000 V.
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The peak composed of Ba K X rays + Auger electrons (EX = 37.44 keV ⌘ K-shell binding
energy) is observed in the self-counting emission spectrum of LaBr3:Ce and is produced in the
electron capture decay of 138La (natural abundance of 0.09%) inside the crystal. This peak is
therefore non existent in the background spectrum of CeBr3.
The other lines in Table 6.1 are intense  -ray lines produced by the standard radioactive
sources listed in the first column.
6.2.1 Energy dynamic range
The ability to detect small energy deposits with the LaBr3:Ce detector is illustrated in Fig. 6.12.
We see that the Ag K X-ray line at ⇠ 23 keV can be easily detected. In the same Figure, we
additionally see another line just above the electronic noise, which is also observed in mea-
surements without any (external) radioactive source. This line, which is not observed with the
CeBr3 detector, is most likely from the internal decay of 138La proceeding by L-shell electron
capture. Its centroid is at 5.4 keV, compatible with the range of binding energies of L-shell
electrons in Ba (5.25 – 5.99 keV).
We also tried to detect Cu X rays (EX = 8 keV for K↵ X rays) by irradiating a Cu disk
with the same experimental setup as for the production of Ag K X rays. However, no structure
indicating 8 keV photon emission was observed in the recorded spectrum. This may partly
be explained by a lower production efficiency of Cu fluorescence X-ray lines with the 241Am
source compared to Ag. But the main reason is the strong absorption of 8 keV photons in the
housings of both the LaBr3:Ce and CeBr3 detectors: the transmission through 0.5 mm of Al
calculated with the photon cross section database of NIST (Berger et al., 2010) amounts to 69%
for Ag K↵ X rays, but only to 0.13% for Cu K↵ X rays. Obviously, for a power supply of the
MAPMT of HV = 1000 V, the detection threshold of both modules is limited by absorption in
the entrance window rather than by the electronic noise.
The response of the detectors to relatively high-energy  -rays is studied with a 60Co source.
We first perform a measurement with the LaBr3:Ce detector and with HV = 1000 V that clearly
shows two lines at 1173.2 and 1332.5 keV, but with a worse resolution than expected (see Ta-
ble 6.1 and Fig. 6.15). We interpret this result as due to an electronic saturation of someMAPMT
channels and then perform another measurement with HV = 900 V. The corresponding spec-
trum is shown in Figure 6.13 and the observed FWHM of the 1173.2 and 1332.5 keV lines is
given in Table 6.1. Thus, for HV = 900 V, the LaBr3:Ce detector is working properly between
⇠ 15 keV and⇠ 1.3MeV,which is a satisfactory dynamics for use in a small Compton telescope.
With the CeBr3 detector, a saturation effect is also observed with HV = 1000 V for the  -ray
lines of the 60Co source, but to a lesser extend than with the LaBr3:Ce module. Thus, with
the CeBr3 detector, the measured FWHM of the 60Co lines is higher by no more than ⇠ 25 –
30% than the expected values from a fit to the data at lower energies (see Sect. 6.2.2 below
and Fig. 6.15). This is simply because CeBr3 is producing less scintillation light than LaBr3:Ce:
45 photons keV 1 for the former versus 63 ph keV 1 for the latter.
6.2.2 Energy resolution
To optimize the energy resolution, to each event we apply a correction on the total charge
depending on the location of the  -ray energy deposit inside the crystal. Indeed, we observe,
from both the Geant4 simulation and the measurements that less charge is collected by the
MAPMT if a  -ray photon interacts closer to the border of the detector (see, e.g., Tables 4.1 and
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Figure 6.13: Total charge spectrum recorded with the 60Co source. The measurement is done
with a high voltage of HV = 900 V.
Line origin Line energy (keV) LaBr3:Ce FWHM(keV) CeBr3 FWHM(keV)
Ag K↵ X ray 22.1 5.4 7.2
Cs K↵ X ray 30.85 6.0 8.31
Ba K X ray + Auger 37.44 5.4 -
  241Am 59.54 6.9 10.52
  133Ba 80.9 8.3 11.80
  133Ba 276.4 16.5 22.23
  133Ba 302.9 16.5 22.23
  133Ba 356.0 18.2 23.81
  133Ba 383.8 18.2 28.81
  137Cs 661.7 24.9 31.72
  60Co 1173.2 58.5 (36.8) 56.39
  60Co 1332.5 63.23 (41.7) 63.75
Table 6.1: Studied X-ray and  -ray lines with FWHM for both detector modules. In the fit of
the 133Ba spectrum, equal Gaussian widths were imposed for the lines at 276.4 and 302.9 keV,
and for those at 356.0 and 383.8 keV. All data were acquired with a high-voltage power supply
on the MAPMT of 1000 V. The results of a measurement with the LaBr3:Ce detector and HV =
900 V are shown for the 60Co lines at 1173.2 and 1332.5 keV by the values in parenthesis.
4.2). The 2D position of each  -ray hit is estimated with the Anger logic method described
in Sect. 6.1.1. We divide the measured charge by a second-order polynomial correction factor
depending on the distance r from the detector center expressed in mm, r =
q
X2POS + Y
2
POS.
For the LaBr3:Ce detector, the correction function is given by:
fQ = 1  1.76⇥ 10 3 ⇥ r + 5.82⇥ 10 7 ⇥ r2 . (6.1)
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Figure 6.14: Experimentally recorded events from uncollimated 137Cs source. The left panel
corresponds to an uncorrected charge spectrum, where we select events from the full energy
peak at E =661.7 keV by choosing a corresponding window in the charge spectrum (2100–
2350 pC). A clear trend is visible: the larger the distance from the center of the detector r [mm]
the less charge is collected. The green points on the graph present the average charge collected
for all events with the reconstructed position less than r = 3, 9, 15, 21, 27 and 33 mm. After
fitting the data we are able to find a correction function fQ from the fit. On the right is the same
plot after the correction is applied. The selection window is narrower (2200–2350 pC), which
indicates that the full-energy peak is also narrower. The fit now shows a horizontal flat trend,
which directly improves the final energy resolution.
This correction is demonstrated in Figure 6.14. It significantly improves the energy resolution,
e.g. at 661.7 keV from 4.9% to 3.6% for the LaBr3:Ce detector and from 5.5% to 4.8% for the
CeBr3 module.
The energy resolution obtained after position reconstruction is shown in Figure 6.15. In total
we give results for three sets of measurements: the first set is for measurements performedwith
the LaBr3:Ce detector in summer of 2013 (blue data points), the second is for measurements
with the same detector in autumn of 2014 (green data points), and the third is for measurements
with the CeBr3 detector in spring of 2015 (yellow data points). The consistency of the results
obtained with the LaBr3:Ce detector in 2013 and 2014 demonstrates the good stability of this
module over time.
The data for all three sets can be well fitted between 59.5 and 662 keV with functions pro-
portional to
p
E, which shows that the resolution is dominated by the statistical uncertainty in
this energy range. At higher energies, the 60Co data points at 1173 and 1332 keV deviate sig-
nificantly from the general trend, even using HV = 900 V for the LaBr3:Ce detector (Fig. 6.15),
which is most likely due to a residual saturation of the readout electronics. Below 59.5 keV,
the measured FWHM of the Ag and Cs K↵ lines at 22 and 31 keV are also above the fitted
curve, which is probably due to the nonproportional scintillation response of both LaBr3:Ce
and CeBr3 (e.g. Quarati et al., 2013; Khodyuk and Dorenbos, 2010).
For the LaBr3:Ce crystal, Saint-Gobain reports a FWHM of 3.0% for the 661.7 keV line from
137Cs, measured with the High Quantum Efficiency PhotoMulTiplier (HQE PMT) Photonis
XP5300B, which has a quantum efficiency (Q.E.) of ⇡35 %. For the CeBr3 detector, SCIONIX
reports a FWHM of 4.6% for the same energy, 661.7 keV, measured with the HQE PMT Hama-
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Figure 6.15: Energy resolutionmeasured with the LaBr3:Ce and CeBr3 detectors. The green and
blue data points give the performance for LaBr3:Ce measured in 2013 and 2014, respectively.
The data in yellow are for the CeBr3 detector. All the experimental data were obtained with a
high voltage power supply of the MAPMTs of 1000 V, except for the 60Co data points in pink
that show the results obtained with the LaBr3:Ce in 2013 using HV = 900 V. The straight lines
show best fits to the data between 59.5 and 662 keV with functions proportionnal to
p
E. The
resulting values of fwhmdetector (the best-fit relative resolution at 662 keV) are of 3.6% (LaBr3:Ce
in 2013), 3.6% (LaBr3:Ce in 2014) and 5.1% (CeBr3 in 2015), as given on the plot.
matsu R6233 (Q.E. ⇡ 35%). We confirmed both results in separate tests performed under the
same conditions. The slightly higher FWHM values we measure with the MAPMT modules
(3.6% and 5.1% for LaBr3:Ce and CeBr3, respectively) may be explained by the lower quan-
tum efficiency of the H8500C MAPMTs compared to the PMTs used by the manufacturers.
Nevertheless, the spectral resolution we reach with both detector modules is well within the
requirements for our Compton telescope project.
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Conclusions and perspectives
We aimed to study a novel instrumental concept for detection of medium energy gamma-rays.
For this purpose, we developed and tested a prototype of scintillation detector module, capable
of 3D imaging and calorimetry of gamma-rays between 10 keV and 10MeV. Utilization of inno-
vative detector materials allowed us to construct a prototype of a so called Advanced Compton
Telescope (ACT), an instrument which operates by exploiting Compton scattering interactions
in order to detect gamma rays and localize their source in the sky.
The intended primary application of the studied ACT prototype is space born gamma-ray
astronomy. The operating energy range of such a prototype is the so-called MeV range, mainly
from 100 keV up to 10MeV. However, the prototype is further meant to be a building block for a
bigger, more complex instrument, contending to become a candidate for ESA’s future medium-
sized mission for gamma-ray astronomy. In this light, a working prototype has to performwith
satisfactory results in order to correctly assess the performance of the large scale instrument.
The main target is to achieve an improvement of instrumental sensitivity compared to what
is available today, bringing it to a level of at least 30 to 50 times better than the sensitivity of
previous MeV gamma-ray instruments such as CGRO/COMPTEL and INTEGRAL/SPI. In-
ventive techniques needed to be developed and tested in order to solve the existing detection
challenges in the MeV range. Gamma rays of these energies are hard to study and detect with
current instruments due to reasons we discussed in Chapter 1. This leads to a high dispropor-
tion and a noticeable lack of observations whenMeV range is compared to other energy ranges.
Having in mind the grand scale of the future space mission, two international collaborations
were formed in the last two years, first AstroMeV1 and then the presently active ASTROGAM2,
with both working on the development of gamma-ray space-born instrumentation.
Our collaboration in Orsay designed, assembled and fully tested all of the individual com-
ponents of the ACT prototype such as detectors, readout electronics and data analysis methods.
Furthermore, we aim to fully characterize the completed prototype, whose assembly is, at the
moment of submitting this manuscript, not yet finalized, but well under way.
The first of the two main parts of this prototype is a charge particles tracker made out of
DSSSD detectors. These detectors provide the capability for high-precision tracking of both
the electron and the gamma-ray from Compton scattering. The work on testing and commis-
sioning the tracker was done by the IPNO and APC laboratories. In particular, the DSSSD
BB7 version 2 of Micron Semiconductor Ltd studied at IPNO is now readout with a homemade
front-end electronics board carrying two low-noise ASICs3 and it is fully operational, providing
satisfactory performance (see Chapter 2). The second main component of the ACT prototype,
a calorimetric module capable of 3D imaging, was developed by our group at CSNSM Orsay
and comprises the majority of the work presented in this thesis.
1See http://astromev.in2p3.fr/
2See http://astrogam.iaps.inaf.it/
3The selected ASIC is the chip VA32TA7 from the Ideas company, see: http://ideas.no/
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We studied the performance of novel detectors made of new scintillators, LaBr3:Ce or
CeBr3, coupled to a 64-channels MAPMT. We developed a dedicated detector test bench, with
the possibility to interchange the two tested modules and a customized readout electronics
and data acquisition system, to study the position resolution of the first hit of an incident  -ray
within the scintillation crystal, as well as the energy response of themodule. We also performed
a one-photoelectron calibration of an MAPMT to measure both the pixel-to-pixel gain and the
mean gain of the PMT.
Next, we developed a detailed Geant4 simulation of the experimental setup that includes
the tracking of the near-UV photons produced in the scintillation crystal and the creation of
photoelectrons at the PMT photocathode. We studied in particular various models for photon
reflection at interfaces between volumes and finally found a best match between simulated and
measured charge distributions with a model of diffuse Lambertian reflection from all crystal
surfaces. However, the simulation that reproduces at best the shape of the measured charge
distributions systematically underproduces the overall charge by 15–20%.
The  -ray hit localization was studied from the measured charge distributions using an
ANN trained with Geant4 simulated data. The process is somewhat more complex to setup
than an Anger-like method based on a center-of-gravity calculation, but after the network has
been prepared it becomes a simple tool to use: the ANN training results in a one file with ma-
trix of weights values, which is later easily implemented in any position reconstruction code.
Furthermore, the position resolution obtained with the ANN method is found to be signifi-
cantly better than that provided by an Anger logic algorithm. We achieved a mean resolution
for the position of interaction on the front plane of the detector of ⇡ 2.6 mm (1  value) for
 -rays of 360 keV (133Ba source). Using the same ANN, which was trained with simulated
events from incident  -rays of 356 keV, we also obtained a satisfactory position reconstruction
accuracy for two other  -ray energies, from data acquired with radioactive sources of 241Am
(E  = 59.5 keV) and 137Cs (E  = 662 keV). Thus, in the central 9 cm2 area of the detector, the
measured 1  resolution values are between 2.0 and 3.3mm for the three  -ray energies. For the
241Am and 137Cs data, the resolution is lower in the outer area of the detector (see Figure 6.9).
But all in all, we expect that the obtained spatial resolution with this ANNwill be adequate for
the small Compton telescope with the mechanical integration of the LaBr3:Ce module to the
telescope prototype being completed.
The depth of interaction (DOI) reconstruction capabilities of the ANN were tested using
simulated and experimental data. The returned results, shown on Figure 6.11, show a positive
trend when compared with the depth of interaction obtained from the Geant4 simulations. The
reconstructed DOIs corresponding to the low 59.5 keV and the higher 360 keV energy gamma-
rays follow the expected distributions, with interactions placed in the first several millimeters
and over the whole thickness of the LaBr3:Ce, respectively. Nevertheless, we did not exper-
imentally study the resolution in the depth of interaction inside the crystal, because the test
bench we used is not suitable for this. However, the performance returned by the validation
process of the ANN using simulated data is promising:  Z = 2.2 mm for 356 keV  -rays (see
Figure 5.3). We hope to experimentally confirm this result in the near future.
The dynamic range of the LaBr3:Ce detector with its customized front-end electronics al-
lows us to both detect and identify lines of interest in the desired energy range. This is demon-
strated by detecting low energy X-rays from irradiated Ag sheet at 22.1 keV and by detecting
 -ray lines from 60Co at 1.1 and 1.3 MeV. The energy resolution of the module is comparable
to the optimal resolution of the cylindrical LaBr3:Ce detector, being only approximately 25%
higher. The result we obtain for the 662 keV line, 3.6% FWHM, is fitting and in agreement
with the results we require from such a module. The stability of the detector over time is also
entirely satisfactory.
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Overall, the results we present on the performance of the LaBr3:Ce module show that its
characteristics make it a good candidate for a  -ray astronomy instrument working in the 0.1
up to 10 MeV energy domain. However, the intrinsic radiation of LaBr3:Ce, which is due to
138La (half-life T1/2 = 1.02 ⇥ 1011 yr; natural abundance 0.09%), can be an important source
of background for a space instrument. Therefore, we also studied a CeBr3 + MAPMT detector
using the test bench and readout electronics initially developed for the characterization of the
LaBr3:Ce module.
The energy resolution of the CeBr3 detector is worse than that of the LaBr3:Ce module by
a factor of 1.4 (5.1% FWHM at 662 keV versus 3.6% for LaBr3:Ce; see Figure 6.15). Such a fac-
tor is consistent with the difference in spectral resolution measured with cylindrical detectors
(Quarati et al., 2013). The position resolution obtainedwith the CeBr3 detector is also worse than
that of the LaBr3:Ce module. Using the same ANN training configuration as for the LaBr3:Ce
detector, the average standard deviation of the X–Y 2D positions measured along a diagonal
in the front plane of the CeBr3 module was found to be <   >= 3.3 mm. This result could be
improved by optimizing the simulated data used for the ANN training, i.e. by undertaking a
detailed parametric study of the Geant4 simulation for this detector, as done for the LaBr3:Ce
module. However, our CeBr3 detector shows a non-uniform response as a function of irra-
diation position (see Figure 6.6), which could be difficult to take into account in the Geant4
simulation. For such a detector it should be preferable to use experimental scanning data for
the ANN training process, rather than simulated data. An automatic detector scanning system
with a collimated pencil gamma-ray beam will be developed in the future for this purpose.
Once the BB7 DSSSD and the LaBr3:Ce detector have been fully qualified, we have tested
extensive simulation performance of the Orsay ACT prototype, as well as of several larger scale
concepts. The simulations were done in MEGAlib, aiming to show the energy response and
angular resolution of the finished prototype. The simulationswere based on themeasured data,
from both the tracker and the calorimeter test runs, and provide a realistic prediction of the
prototype performances. The obtained results (see Chapter 2) are well within the requirements
for a small sized Compton telescope, thus, the energy resolution amounts to about 10 keV
FWHM at 662 keV and the corresponding angular resolution is ARM(FWHM) = 4.8 .
In the very near future of next 2 – 6months, we are aiming to complete the prototype assem-
bly and perform extensive testing on its imaging and spectral capabilities. We wish to obtain
the full characterization of the prototype which would allow the comparison of its energy and
position resolution performances to the results obtained with MEGAlib simulations. This will
give further insight on the goodness of such concept for the future space applications.
In the longer term, during the next five years, with the collaboration of CNES and of several
french laboratories including APC, AIM (CEA/DSM/IRFU/SAp), IPNO, and IRAP, we would
like to prepare a stratospheric balloon experiment dedicated to the polarimetry measurement
of bright X-ray sources, such as the Crab nebula and pulsar, in the 0.1 – 2 MeV range. The
instrument would be a fully operational ACT optimized for polarization measurement. In
addition, the balloon flight would allow us to test the performance of all of the detectors and
readout electronics in a realistic surroundings (i.e. outside laboratory conditions) which, apart
from bringing realization challenges, will hopefully be an invaluable opportunity to further
test the envisioned ACT concept by performing observational measurements. A preliminary
design of the envisioned polarimeter, named ComPol, which was proposed to CNES in 2015
(PI: Philippe Laurent), is shown in Figure 6.16.
The overall simulated instrument weights 64 kg and contains:
1. Tracker volume (dark blue slabs); made out of 8 layers of 4 DSSSD. Each DSSSD has
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Figure 6.16: A studiedmodel of the ComPol project, a full ACT prototype aimed to be launched
in a stratospheric balloon mission to study the emission and polarization of bright X-ray
sources such as the Crab nebula.
64⇥64 strips, covers an area of 10⇥10 cm2 and is 1.5 mm thick. The spacing between the
layers is 7 mm, and the electronic noise is FWHM = 5 keV.
2. Bottom calorimeter volume (pink); the calorimeter is made out of ⇠14 kg of CeBr3 crys-
tals (with the similar or better performance expected of LaBr3:Ce). It is made out of 6⇥6
monolithic crystal blocks, 50⇥50⇥20 mm3 each. The calorimeter is read out by a set of ar-
rays (1 per each crystal block, of 8⇥8 silicon photomultipliers. The modeled performance
is based on energy performance of FWHM = 5% at 662 keV and the DOI resolution of
FWHM = 4.7 mm.
3. Side calorimeter volume (pink); 12 CeBr3 identical to the others, apart from being 1.6 mm
thick.
4. Tantalum shielding (light blue); is a structure of 0.5 cm thick Ta plates, weighting a total
of 27.6 kg.
5. Anti-coincidence shielding (yellow); it is made out of NE110 plastic scintillators which
are 5 mm thick and cover all 6 sides of the instrument.
6. FEE (green) and BEE + Power Supply Unit + Data Handling Unit (red); total weight of
17.3 kg.
Using such geometry design in MEGAlib resulted in the following simulated performance
of the ComPol model: the required effective observation time of the Crab nebula to detect at 3 
a polarization fraction of 50% (see:Moran et al., 2013) is 6.5 min, 30.1 min, 4.8 h, 1.4 d, and 4.3 d,
for photons in the energy ranges 80 – 250 keV, 250 – 500 keV, 500 – 750 keV, 750 – 1000 keV, and
1 – 2 MeV, respectively.
Another, more commercial application, is being realized for the Call for Proposals from the
French National Agency for the Management of Radioactive Waste (ANDRA): “Optimization
of post dismantling radioactive waste management”. Through a project named ComptonCam,
our collaboration in Orsay is currently working on an ultra sensitive, wide field gamma camera
for localization and characterization of low-intensity radioactive waste. In short, it is a scaled
model of the Compton telescope, which utilizes the developed calorimetry module, DSSSD
detectors and electronics to create a small compact portable gamma camera.
Shaped on the space instrumentation background, ComtonCam, represented in Figure 6.17,
aims to be the most sensitive portable gamma camera available, being, e.g., approximately 90
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Figure 6.17: MEGAlib geometry model of the ComptonCam portable gamma camera projetc.
In the front we see DSSSD detectors (yellow) with the corresponding FEE (green). Behind are
the scintillation calorimeter modules (purple) with the BEE electronics in the far back (red).
times more sensitive than the similar instrument ASTROCAM 7000HS produced byMitsubishi
Heavy Industries (in collaboration with scientists from the Japonese Space Agency JAXA) after
the Fukushima disaster (Matsuura et al., 2014). In practice, localization of a source, emitting at
a dose equivalent rate of 100 nSv/h (similar to the level of natural radioactivity in France), can
be done with ComptonCam, within just 10 seconds. Such high level performance projections
are based on studied models and simulations. From the MEGAlib model (Fig. 6.17), we ob-
tained an energy resolution of FWHM = 5.1% and an angular resolution of FWHM = 5.6  for
662 keV gamma-rays. In addition, the compact design, corresponding to the ACT design, gives
ComptonCam a very large field of view, close to 2⇡ sr.
Finally, the total presented work shows that the 3D imaging modules, as well as astrophys-
ical instrument designs based on them, play a key role in progress of the overall space-born
instrumentation development, encouraging exploration of new detector design concepts and
pushes forward detector capabilities by exploiting newest available materials. Furthermore,
such work has the potential to be applied in more commercial fields, such as environmental
surveys and security.
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Appendix A
Defining geometry for the simulation of
the LaBr3:Ce module
We attach a partition of code from used Geant4 simulation, containing the full detector ge-
ometry and explored parametrization of the optical surfaces. The LaBr3DetectorGeometry.cc
file corresponds to the "Simulation 2" configuration, (Chapter 4), and was adopted for tests of
the LaBr3:Ce detector with the 133Ba source. Same configuration was used for generating the
training data of the ANN (Chapter 5).
//////////////////////////////////////////////////////////////////
//                                                              //
//           L a B r 3 : Ce   simulation                       //
//                                                              //
// Defining elements and geometry for the LaBr3:Ce module       //
//                                                              //
// Main volumes:                                                //
//      experimental hall : world volume                        //
//      scintillator      : LaBr3:Ce, 10 mm thick               //
//      optical window    : Borosillicate glass, 5 mm thick     //
//      PMT volume        : Borosilicate glass;                 //
//                          Bialkali photocathode inside        //
//      g-ray collimator  : Lead, 57 mm thick, 3 mm diam. hole  //
//                                                              //
// Surfaces:                                                    //
//      Surface 1: interface btwn. scintillator and opt.window  //
//                  UNIFIED, dielectric_dielectric, ground      //
//      Surface 2: crystal+op. windowd border sides;            //
//                  ground and wrapped in Teflon-97% reflec.    //
//      Surface 3: interface btwn opt. window and PMT volume    //
//                  UNIFIED, dielectric_dielectric, polished //
//      Surface 4: PMT vol. border sides (except detect. side)  //
//                  100% opaque : kills the photons             //
//                                                              //
//                                                              //
// Version: Oct. 2015                                           //
//                                                              //
// created by:   A. Gostojic; V. Tatischeff                     //
// affiliation:  CSNSM, Orsay; University Paris Saclay; CNRS    //
//////////////////////////////////////////////////////////////////
#include "Labr01DetectorConstruction.hh"
#include "Labr01ScintillatorSD.hh"
#include "Labr01PhotocathodeSD.hh"
#include "G4Material.hh"
#include "G4MaterialTable.hh"
#include "G4Element.hh"
#include "G4ElementTable.hh"
#include "G4OpticalSurface.hh"
#include "G4LogicalBorderSurface.hh"
#include "G4LogicalSkinSurface.hh"
#include "G4NistManager.hh"
#include "G4Box.hh"
#include "G4Tubs.hh"
#include "G4LogicalVolume.hh"
#include "G4RotationMatrix.hh"
#include "G4ThreeVector.hh"
#include "G4Transform3D.hh"
#include "G4PVPlacement.hh"
#include "G4SDManager.hh"
#include "G4OpBoundaryProcess.hh"
#include "G4UserLimits.hh"
#include "G4VisAttributes.hh"
#include "G4Colour.hh"
#include "G4ios.hh"
Labr01DetectorConstruction::Labr01DetectorConstruction():
  experimentalHall_box(0), experimentalHall_log(0), experimentalHall_phys(0), 
  scintillator_box(0), scintillator_log(0), scintillator_phys(0),
  teflon_box(0), teflon_log(0), teflon_phys(0),
  par_box(0), par_log(0), par_phys(0),
  isolator_box(0), isolator_log(0), isolator_phys(0), 
  collimatorPlate_box(0), collimatorPlate_log(0), collimatorPlate_phys(0),
  collimatorHole_tube(0), collimatorHole_log(0), collimatorHole_phys(0),
  collimatorTube_tube(0), collimatorTube_log(0), collimatorTube_phys(0),
  collimator_tube(0), collimator_log(0), collimator_phys(0),
  sourceBox_tube(0), sourceBox_log(0), sourceBox_phys(0),
  guide_box(0), guide_log(0), guide_phys(0),  
  PMT_box(0), PMT_log(0), PMT_phys(0),
  photo_box(0), photo_log(0), photo_phys(0),
  dyno_box(0), dyno_log(0), dyno_phys(0),
  stepLimit(0)
{;}
Labr01DetectorConstruction::~Labr01DetectorConstruction()
{
  delete stepLimit;
}
G4VPhysicalVolume* Labr01DetectorConstruction::Construct()
{
  //---------------------Defining the materials used:
  G4double a;  // atomic mass
  G4double z;  // atomic number
  G4double density;
  G4int nel, natoms;
  G4double abundance;
  //Air
  G4Element* N = new G4Element("Nitrogen", "N", z=7., a= 14.01*g/mole);
  G4Element* O = new G4Element("Oxygen"  , "O", z=8., a= 16.00*g/mole);
  G4Material* Air = new G4Material("Air", density= 1.29*mg/cm3, nel=2);
  Air->AddElement(N, 70*perCent);
  Air->AddElement(O, 30*perCent);
  //LaBr3:5%Ce
  G4Element* La = new G4Element("Lanthanum", "La", z=57., a= 138.91*g/mole);
  G4Element* Br = new G4Element("Bromine"  , "Br", z=35., a= 79.90*g/mole);
  G4Element* Ce = new G4Element("Cerium"  , "Ce", z=58., a= 140.11*g/mole);
   
  G4Material* LaBr3 = new G4Material("LaBr3", density= 5.08*g/cm3, nel=2);
  LaBr3->AddElement(La, natoms=1);
  LaBr3->AddElement(Br, natoms=3);
  G4Material* LaBr3Ce = new G4Material("LaBr3Ce", density= 5.08*g/cm3, nel=2);
  LaBr3Ce->AddMaterial(LaBr3, abundance=95.*perCent);
  LaBr3Ce->AddElement(Ce, abundance=5.*perCent);
  //Aluminium
  G4Material* Al = 
  new G4Material("Aluminum", z= 13., a= 26.98*g/mole, density=2.7*g/cm3);
  //Lead
  G4Material* Pb =
  new G4Material("Lead", z=82., a= 207.2*g/mole, density=11.34*g/cm3);
  //Glass
  G4Element* H = new G4Element("Hydrogen", "H", z=1., a=1.01*g/mole);
  G4Element* C = new G4Element("Carbon", "C", z=6., a=12.01*g/mole);
    
  G4Material* Glass = new G4Material("Glass", density=1.032*g/cm3,2);
  Glass->AddElement(C,91.533*perCent);
  Glass->AddElement(H,8.467*perCent);
  
  //Glass2
  G4Material* Glass2 = new G4Material("Glass2", density=1.032*g/cm3,2);
  Glass2->AddElement(C,91.533*perCent);
  Glass2->AddElement(H,8.467*perCent);
  
  //Teflon
  G4NistManager* man = G4NistManager::Instance();
  G4Material* Teflon = man->FindOrBuildMaterial("G4_TEFLON");
  // Print all the materials defined.
  //
  G4cout << G4endl << "The materials defined are : " << G4endl << G4endl;
  G4cout << *(G4Material::GetMaterialTable()) << G4endl;
    
//
// ------------ Material Properties Table for the LaBr3:Ce------------
//
// Parameters taken from:
// van Dam, Herman T. et. al.
// Optical absorption length, Scattering length and Refractive index
// IEEE Trans. on Nucl. Sci., vol 59, no. 3, June 2012
// Range of the emission spectrum:
// 460-(step 10)->410-(step 5)->340 nm
    const G4int nEntries = 20;
    const G4int nEntries2 = 22;
    
G4double PhotonEnergy2[nEntries] = 
  { 2.695*eV, 2.755*eV, 2.818*eV, 2.884*eV, 2.952*eV, 
    3.024*eV, 3.061*eV, 3.100*eV, 3.139*eV, 3.179*eV,
    3.220*eV, 3.263*eV, 3.306*eV, 3.351*eV, 3.397*eV,
    3.444*eV, 3.493*eV, 3.542*eV, 3.594*eV, 3.647*eV };
// Range of the absorption spectrum:
// 340-(step 1.)->360 nm + 460 nm for range equalization with the above
G4double PhotonEnergyABS[nEntries2] =
  { 2.695*eV, 3.444*eV, 3.454*eV, 3.463*eV, 3.473*eV,
    3.483*eV, 3.493*eV, 3.502*eV, 3.512*eV, 3.522*eV,
    3.532*eV, 3.542*eV, 3.553*eV, 3.563*eV, 3.573*eV,
    3.583*eV, 3.594*eV, 3.604*eV, 3.615*eV, 3.625*eV,
    3.636*eV, 3.647*eV };
// Fast emission spectrum of LaBr3:Ce:
G4double fastEmissionSpectrum2[nEntries] =
  { 0.000004, 0.00008, 0.0013, 0.0016, 0.0133,
    0.0758, 0.1522, 0.2692, 0.4152, 0.5540,
    0.6379, 0.6466, 0.6249, 0.6670, 0.8237,
    1.000, 0.9871, 0.6590, 0.2026, 0.0097 };
       
// Table of refractive indexes of LaBr3:Ce:
G4double refractiveIndex1[nEntries] =
  { 2.150, 2.161, 2.173, 2.187, 2.202,
    2.218, 2.227, 2.236, 2.246, 2.256,
    2.267, 2.279, 2.292, 2.305, 2.319,
    2.334, 2.350, 2.367, 2.386, 2.406  };
// Table of absorption length for LaBr3:Ce:
G4double Absorption1[nEntries2] =
  { 24*cm, 24*cm, 24*cm, 24*cm, 24*cm, 
    24*cm, 24*cm, 24*cm, 24*cm, 24*cm, 
    24*cm, 24*cm, 24*cm, 24*cm, 24*cm, 
    24*cm, 24*cm, 24*cm, 24*cm, 24*cm };
 
// Absorption and reemission of the scintillation light
// simulated with the WLS Fiber mechanism
// - table of absorption length:
G4double AbsorptionABS[nEntries2] =
  { 99999.*mm, 1594.*mm, 1146.*mm, 827.1*mm, 599.1*mm,
    435.6*mm, 318.0*mm, 233.0*mm, 171.4*mm, 126.7*mm,
    93.98*mm, 70.03*mm, 52.41*mm, 39.40*mm, 29.76*mm,
    22.58*mm, 17.21*mm, 13.19*mm, 10.15*mm, 7.858*mm,
    6.112*mm, 4.779*mm };
  
// - table of reemission spectrum:
    
G4double EmissionABS[nEntries2] =
    { 0.000, 0.972, 0.991, 1.000, 0.998,
        0.985, 0.959, 0.919, 0.867, 0.802,
        0.725, 0.640, 0.549, 0.455, 0.362,
        0.274, 0.196, 0.131, 0.081, 0.045,
        0.022, 0.009, };
    
// Rayleigh scattering length for LaBr3:Ce:
    
G4double RayleighScattering[nEntries] =
  { 171*mm, 165*mm, 159*mm, 153*mm, 147*mm,
    141*mm, 138*mm, 135*mm, 132*mm, 129*mm, 
    126*mm, 123*mm, 120*mm, 117*mm, 114*mm, 
    111*mm, 108*mm, 105*mm, 102*mm,  99*mm };    
// Setting the properties of the material for LaBr3:Ce
        
 G4MaterialPropertiesTable* LaBr3MPT = new G4MaterialPropertiesTable();
 LaBr3MPT->AddProperty("FASTCOMPONENT", PhotonEnergy2, fastEmissionSpectrum2, 
nEntries);
 LaBr3MPT->AddProperty("RINDEX", PhotonEnergy2, refractiveIndex1, nEntries);
 LaBr3MPT->AddProperty("ABSLENGTH", PhotonEnergy2, Absorption1, nEntries);
 LaBr3MPT->AddConstProperty("SCINTILLATIONYIELD", 63./keV);
 LaBr3MPT->AddConstProperty("RESOLUTIONSCALE", 1.0);
 LaBr3MPT->AddConstProperty("FASTTIMECONSTANT", 16.*ns);
 LaBr3MPT->AddConstProperty("YIELDRATIO",1.0);
 LaBr3MPT->AddProperty("RAYLEIGH", PhotonEnergy2, RayleighScattering, nEntries
);
 LaBr3MPT->AddProperty("WLSABSLENGTH", PhotonEnergyABS, AbsorptionABS, 
nEntries2);
 LaBr3MPT->AddProperty("WLSCOMPONENT", PhotonEnergyABS, EmissionABS, nEntries2
);
 LaBr3MPT->AddConstProperty("WLSTIMECONSTANT", 0.001*ns);
 LaBr3Ce->SetMaterialPropertiesTable(LaBr3MPT);
 //Air: 
 
 //Refractive index of air:
 
G4double refractiveIndex2[nEntries] =
  { 1.0, 1.0, 1.0, 1.0, 1.0,
    1.0, 1.0, 1.0, 1.0, 1.0, 
    1.0, 1.0, 1.0, 1.0, 1.0,
    1.0, 1.0, 1.0, 1.0, 1.0 };
 G4MaterialPropertiesTable* airMPT = new G4MaterialPropertiesTable();
 airMPT->AddProperty("RINDEX", PhotonEnergy2, refractiveIndex2, nEntries);
 
 Air->SetMaterialPropertiesTable(airMPT);
 // Refractive index for optical window volume in the detector 
 // for the material borosilicate glass,
 // From Saint Gobain private com (email of 15 June 2012):
 
G4double refractiveIndex3[nEntries] =
  { 1.472, 1.472, 1.472, 1.472, 1.472,
    1.472, 1.472, 1.472, 1.472, 1.472,
    1.472, 1.472, 1.472, 1.472, 1.472,
    1.472, 1.472, 1.472, 1.472, 1.472 };
 G4MaterialPropertiesTable* glassMPT = new G4MaterialPropertiesTable();
 glassMPT->AddProperty("RINDEX", PhotonEnergy2, refractiveIndex3, nEntries);
 
 Glass->SetMaterialPropertiesTable(glassMPT);
 // Entrance window of the PMT. From Hamamatsu: Borosilicate. 
 // Refractive index from Motta & Schonert (2008), Eq. 9: ~1.5 at 380 nm
G4double refractiveIndex4[nEntries] =
  { 1.5, 1.5, 1.5, 1.5, 1.5,
    1.5, 1.5, 1.5, 1.5, 1.5,
    1.5, 1.5, 1.5, 1.5, 1.5,
    1.5, 1.5, 1.5, 1.5, 1.5 };
 G4MaterialPropertiesTable* glassMPT2 = new G4MaterialPropertiesTable();
 glassMPT2->AddProperty("RINDEX", PhotonEnergy2, refractiveIndex4, nEntries);
 
 Glass2->SetMaterialPropertiesTable(glassMPT2);
//
//--------------------------------- volumes
  //----------------------- experimental hall (world volume)
  //----------------------- beam line along z axis
  G4double expHall_x = 30.0/2.*cm;
  G4double expHall_y = 30.0/2.*cm;
  G4double expHall_z = 40.0/2.*cm;
  experimentalHall_box
    = new G4Box("expHall_box",expHall_x,expHall_y,expHall_z);
  experimentalHall_log = new G4LogicalVolume(experimentalHall_box,
                                             Air,"expHall_log",0,0,0);
  experimentalHall_phys = new G4PVPlacement(0,G4ThreeVector(),
                                      experimentalHall_log,"expHall",0,false,0
);
  //--------LaBr3:Ce scintillator
  G4double scint_x = 5.08/2.*cm;
  G4double scint_y = 5.08/2.*cm;
  G4double scint_z = 1.0/2.*cm;
  scintillator_box = new G4Box("scint_box",scint_x,
                                          scint_y,scint_z);
  scintillator_log = new G4LogicalVolume(scintillator_box,
                                             LaBr3Ce,"scint_log",0,0,0);
  G4double scintPos_x = 0.0*cm;
  G4double scintPos_y = 0.0*cm;
  G4double scintPos_z = 0.0*cm;
  scintillator_phys = new G4PVPlacement(0,
             G4ThreeVector(scintPos_x,scintPos_y,scintPos_z),
             scintillator_log,"scintillator",experimentalHall_log,false,0);  
  
  
  //--------------Teflon, 0.9 mm layer at the front side of the crystal
  //--------------(see Hull et al. 2008, NIM Phys. Res A588, 384)
  G4double tefl_x = scint_x;
  G4double tefl_y = scint_y;
  G4double tefl_z = 0.045*cm;
  teflon_box = new G4Box("tefl_box",tefl_x,tefl_y,tefl_z);
  teflon_log = new G4LogicalVolume(teflon_box,Teflon,"tefl_log",0,0,0);
  G4double teflPos_x = 0.0*cm;
  G4double teflPos_y = 0.0*cm;
  G4double teflPos_z = -scint_z-tefl_z;
  teflon_phys = new G4PVPlacement(0,
             G4ThreeVector(teflPos_x,teflPos_y,teflPos_z),
             teflon_log,"teflon",experimentalHall_log,false,0);
  //----Glass layer (isolation) between the crystal and the Al housing:
  
  G4double isol_x = scint_x;
  G4double isol_y = scint_y;
  G4double isol_z = 0.14/2*cm;
  isolator_box = new G4Box("isol_box",isol_x,isol_y,isol_z);
  isolator_log = new G4LogicalVolume(isolator_box,Glass,"isol_log",0,0,0);
  G4double isolPos_x = 0.0*cm;
  G4double isolPos_y = 0.0*cm;
  G4double isolPos_z = -scint_z-2*tefl_z-isol_z;
  isolator_phys = new G4PVPlacement(0,
             G4ThreeVector(isolPos_x,isolPos_y,isolPos_z),
             isolator_log,"Isolator",experimentalHall_log,false,0);
  
  //------------------------------ Aluminium housing:
  G4double pa_x = scint_x;
  G4double pa_y = scint_y;
  G4double pa_z = 0.05/2*cm;
  par_box = new G4Box("pa_box",pa_x,pa_y,pa_z);
                                         
  par_log = new G4LogicalVolume(par_box, Al,"par_log",0,0,0);
                                          
  G4double pasPos_x = 0.0*m;
  G4double pasPos_y = 0.0*m;
  G4double pasPos_z = isolPos_z-isol_z-pa_z;
  par_phys = new G4PVPlacement(0,
             G4ThreeVector(pasPos_x,pasPos_y,pasPos_z),
             par_log,"par",experimentalHall_log,false,0);
     
//----- Position of the collimator (radioactive beam):
  //******* (X_pos, Y_pos) *******
  G4double Pos_x = +0.0*cm;
  G4double Pos_y = +0.0*cm; 
  
  //******************************
  //--- Pb collimator (57 mm thick for 133-Ba source, 356 keV g-rays):
  G4double innerRadiusOfTheT = 0.15*cm;
  G4double outerRadiusOfTheT = 3.0*cm;
  G4double hightOfTheT = 5.7/2*cm;
  G4double startAngleOfTheT = 0.*deg;
  G4double spanningAngleOfTheT = 360.*deg;
  collimator_tube = new G4Tubs("coll_tube",
                 innerRadiusOfTheT, 
                 outerRadiusOfTheT,
                 hightOfTheT,
                 startAngleOfTheT, 
                 spanningAngleOfTheT);
  collimator_log = new G4LogicalVolume(collimator_tube,Pb,"collimator_log");
  
  // Added "-3 mm" as the collimator is 3 mm away from the front of the 
detector
   
  G4double collPos_z = pasPos_z-pa_z-0.1*cm-hightOfTheT;
  collimator_phys = new G4PVPlacement(0,
             G4ThreeVector(Pos_x,Pos_y,collPos_z),
             collimator_log,"collimator",experimentalHall_log,false,0);
          
  //----------------- Source Container:
  
  G4double innerRadiusOfBox = 0.0 *cm;
  G4double outerRadiusOfBox = 1.0*cm;
  G4double hightOfBox = 0.5*cm;
  G4double startAngleOfBox = 0.*deg;
  G4double spanningAngleOfBox = 360.*deg;
  sourceBox_tube = new G4Tubs("sourceBox",
                 innerRadiusOfBox, 
                 outerRadiusOfBox,
                 hightOfBox,
                 startAngleOfBox, 
                 spanningAngleOfBox);
  sourceBox_log = new G4LogicalVolume(sourceBox_tube,Air,"sourceBox_log");
  G4double boxPos_z = collPos_z-hightOfTheT-hightOfBox;
  sourceBox_phys = new G4PVPlacement(0,
             G4ThreeVector(Pos_x,Pos_y,boxPos_z),
             sourceBox_log,"sourceBox",experimentalHall_log,false,0);
    
 
   //-------------- Optical window volume, 5 mm thick glass:
  
  G4double guide_x = scint_x+0.*cm;
  G4double guide_y = scint_y+0.*cm;
  G4double guide_z = 0.25*cm;
  guide_box = new G4Box("guide_box",guide_x,guide_y,guide_z);
  guide_log = new G4LogicalVolume(guide_box,Glass,"guide_log",0,0,0);
    
  G4double guidePos_x = 0.0*cm;
  G4double guidePos_y = 0.0*cm;
  G4double guidePos_z = scint_z + guide_z;
  guide_phys = new G4PVPlacement(0,G4ThreeVector(guidePos_x,guidePos_y,
guidePos_z),
             guide_log,"LightGuide",experimentalHall_log,false,0);
  //------------------------------ 
  // PMT + Photocathode
  //------------------------------
  
  // PMT Simulated by glass bulk:
  G4double PMT_x = scint_x+0.06*cm;
  G4double PMT_y = scint_y+0.06*cm;
  G4double PMT_z = 2.0/2*cm;
  PMT_box = new G4Box("PMT_box",PMT_x,PMT_y,PMT_z);
  PMT_log = new G4LogicalVolume(PMT_box,Glass2,"PMT_log",0,0,0);
    
  G4double PMTPos_x = 0.0*cm;
  G4double PMTPos_y = 0.0*cm;
  G4double PMTPos_z = scint_z + 2*guide_z + PMT_z;
  PMT_phys = new G4PVPlacement(0,G4ThreeVector(PMTPos_x,PMTPos_y,PMTPos_z),
             PMT_log,"LightPMT",experimentalHall_log,false,0);
  // Following is a "dummy" volume (called dynode) defined as the sensitive 
  // detector for counting the optical photons
  
  G4double dyn_x = PMT_x-0.15*cm;
  G4double dyn_y = PMT_y-0.15*cm;
  G4double dyn_z = 0.05*cm;
  dyno_box = new G4Box("dyn_box",dyn_x,dyn_y,dyn_z);
  dyno_log = new G4LogicalVolume(dyno_box,Al,"dyn_log",0,0,0);
    
  G4double dynPos_x = 0.0*cm;
  G4double dynPos_y = 0.0*cm;
  G4double dynPos_z = -PMT_z+0.15*cm+dyn_z+0.1*cm;
  
  dyno_phys = new G4PVPlacement(0,G4ThreeVector(dynPos_x,dynPos_y,dynPos_z),
             dyno_log,"Dynode",PMT_log,false,0);
  // the "photocathode" is a metal slab inside the PMT glass 
  
  G4double phot_x = dyn_x;
  G4double phot_y = dyn_y;
  G4double phot_z = 0.05*cm;
  photo_box = new G4Box("phot_box",phot_x,phot_y,phot_z);
  photo_log = new G4LogicalVolume(photo_box,Al,"phot_log",0,0,0);
    
  G4double photPos_x = 0.0*cm;
  G4double photPos_y = 0.0*cm;
  G4double photPos_z = dynPos_z-dyn_z-phot_z;
  
  photo_phys = new G4PVPlacement(0,G4ThreeVector(photPos_x,photPos_y,photPos_z
),
              photo_log,"Photocathode",PMT_log,false,0);
  //------------------------------------------------ 
  // Sensitive detectors
  //------------------------------------------------ 
  G4SDManager* SDman = G4SDManager::GetSDMpointer();
  G4String scintillatorSDname = "Labr01/scintillatorSD";
  Labr01ScintillatorSD* scintillatorSD = new Labr01ScintillatorSD( 
scintillatorSDname );
  SDman->AddNewDetector( scintillatorSD );
  scintillator_log->SetSensitiveDetector( scintillatorSD );
    //sensitive detector is not actually on the photocathode.
    //processHits gets done manually by the stepping action.
    //It is used to detect when photons hit and get absorbed&detected at the
    //boundary to the photocathode (which doesnt get done by attaching it to a
    //logical volume.
    //It does however need to be attached to something or else it doesnt get
    //reset at the begining of events
    
  G4String photoSDname = "/Labr01/photocathodeSD";
  Labr01PhotocathodeSD* photocathodeSD = new Labr01PhotocathodeSD( photoSDname 
);
  SDman->AddNewDetector( photocathodeSD );
  dyno_log->SetSensitiveDetector( photocathodeSD );
//------------------------------------------------ 
//---------     Surfaces   -----------------------
//------------------------------------------------ 
// Surface 1:
//----------------- Scintillator / optical window interface:
  G4double sigma_alpha_1 = 10.;
  
  G4double specularlobe2[NUM] = {0.0,0.0}; 
  G4double specularspike2[NUM] = {0.0,0.0};
  G4double backscatter2[NUM] = {0.0,0.0};
  G4OpticalSurface *OpCrystalGuide  = new 
G4OpticalSurface("CrystalGuidesurface");
  OpCrystalGuide->SetType(dielectric_dielectric);
  OpCrystalGuide->SetModel(unified);
  OpCrystalGuide->SetFinish(ground);
  OpCrystalGuide->SetSigmaAlpha(sigma_alpha_1);
  
  G4double guide_reflectivity[NUM] = {1.,1.};  
  
  G4MaterialPropertiesTable* sGuide = new G4MaterialPropertiesTable();
  sGuide->AddProperty("SPECULARLOBECONSTANT", pp, specularlobe2, NUM);
  sGuide->AddProperty("SPECULARSPIKECONSTANT", pp, specularspike2, NUM);
  sGuide->AddProperty("BACKSCATTERCONSTANT", pp, backscatter2, NUM);
  sGuide->AddProperty("REFLECTIVITY", pp,guide_reflectivity, NUM);
  
  OpCrystalGuide->SetMaterialPropertiesTable(sGuide);
  G4LogicalBorderSurface* CrystalGuidesurface =  
    new G4LogicalBorderSurface("",scintillator_phys,guide_phys,
    OpCrystalGuide);
  if(CrystalGuidesurface->GetVolume1() == scintillator_phys) 
    G4cout << "Crystal is volume 1" << G4endl;
  if(CrystalGuidesurface->GetVolume2() == guide_phys) 
    G4cout << "Light guide is volume 2" << G4endl;
   
// Surface 2: 
// Entrance and side surfaces of the LaBr3:Ce crystal +
// side surfaces of the optical window:
  G4double sigma_alpha_2 = 0.6;
//-----Scintillator crystal ground and wrapped in Teflon on the entry side:
  G4OpticalSurface* OpCrystalTeflonSurface = new 
G4OpticalSurface("crystalSurface1");
  OpCrystalTeflonSurface->SetType(dielectric_dielectric);
  OpCrystalTeflonSurface->SetModel(unified);
  OpCrystalTeflonSurface->SetFinish(groundbackpainted);
  OpCrystalTeflonSurface->SetSigmaAlpha(sigma_alpha_2);
  const G4int NUM = 2;
  G4double pp[NUM] = {2.0*eV, 4.0*eV};
  //Refractory index of the thin layer (=air) between the crystal and the 
Teflon
  //for energies at both ends of scintillation spectrum
  G4double air_rindex[NUM] = {1.0,1.0};
  //The three options for photon reflections at the surfaces (Thesis, Figure 
4.1):
  G4double specularlobe[NUM] = {0.0,0.0}; 
  G4double specularspike[NUM] = {0.0,0.0};
  G4double backscatter[NUM] = {0.0,0.0};
  //From the 3 above: diffuselobe = {1.0,1.0} - this should be Lambertian 
refl.
  
  // Teflon reflectivity from:
  // M. Janecek, Reflectivity Spectra for Commonly Used Reflectors,
  // IEEE Transactions on Nuclear Science 59 (2012) 490-497.
  G4double teflon_reflectivity[NUM] = {0.97,0.97};
  G4double null_efficiency[NUM] = {0.,0.};
  G4MaterialPropertiesTable* s1MPT = new G4MaterialPropertiesTable();
  s1MPT->AddProperty("RINDEX", pp,air_rindex, NUM);
  s1MPT->AddProperty("SPECULARLOBECONSTANT", pp, specularlobe, NUM);
  s1MPT->AddProperty("SPECULARSPIKECONSTANT", pp, specularspike, NUM);
  s1MPT->AddProperty("BACKSCATTERCONSTANT", pp, backscatter, NUM);
  s1MPT->AddProperty("REFLECTIVITY", pp,teflon_reflectivity, NUM);
  s1MPT->AddProperty("EFFICIENCY", pp,null_efficiency, NUM);
 
  OpCrystalTeflonSurface->SetMaterialPropertiesTable(s1MPT);
  G4LogicalBorderSurface* crystalTeflonSurface =  
    new G4LogicalBorderSurface("crystalSurface1",scintillator_phys,teflon_phys
,
    OpCrystalTeflonSurface);
  if(crystalTeflonSurface->GetVolume1() == scintillator_phys) 
    G4cout << "Physical scintillator is volume 1" << G4endl;
  if(crystalTeflonSurface->GetVolume2() == teflon_phys) 
    G4cout << "Physical teflon is volume 2" << G4endl;
  
// Scintillator crystal ground and wrapped in Teflon on all sides
// Note that Teflon is not "physically" introduced in the simulation for the 
side surfaces
  G4LogicalBorderSurface* crystalSideSurface =  
    new G4LogicalBorderSurface("crystalSurface2",scintillator_phys,
experimentalHall_phys,
    OpCrystalTeflonSurface);
  if(crystalSideSurface->GetVolume1() == scintillator_phys) 
    G4cout << "Physical scintillator is volume 1" << G4endl;
  if(crystalSideSurface->GetVolume2() == experimentalHall_phys) 
    G4cout << "Physical World is volume 2" << G4endl;
//------------ Optical window border sides:
  G4OpticalSurface* OpGuideBorderSurface = new G4OpticalSurface("");
  OpGuideBorderSurface->SetType(dielectric_dielectric);
  OpGuideBorderSurface->SetModel(unified);
  OpGuideBorderSurface->SetFinish(groundbackpainted);
  OpGuideBorderSurface->SetSigmaAlpha(sigma_alpha_2);
  
// Optical window is surrounded by a hermetic seal of unknown 
// composition, which we also define as Teflon in the simulation, 
//  but with 70% reflectivity (see also: Ulyanov et al., 2013, arXiv:
1302.5786)
  G4double guide_refl[NUM] = {0.7,0.7};
  G4MaterialPropertiesTable* t1guide = new G4MaterialPropertiesTable();
  t1guide->AddProperty("RINDEX", pp,air_rindex, NUM);
  t1guide->AddProperty("SPECULARLOBECONSTANT", pp, specularlobe, NUM);
  t1guide->AddProperty("SPECULARSPIKECONSTANT", pp, specularspike, NUM);
  t1guide->AddProperty("BACKSCATTERCONSTANT", pp, backscatter, NUM);
  t1guide->AddProperty("REFLECTIVITY", pp,guide_refl, NUM);
  t1guide->AddProperty("EFFICIENCY", pp,null_efficiency, NUM);
 
  OpGuideBorderSurface->SetMaterialPropertiesTable(t1guide);
  
   G4LogicalBorderSurface* GuideWorldSurface =  
    new G4LogicalBorderSurface("guideExteriorSurface",guide_phys,
experimentalHall_phys,
    OpGuideBorderSurface);
  
  if(GuideWorldSurface->GetVolume1() == guide_phys) 
    G4cout << "Physical Guide is volume 1" << G4endl;
  if(GuideWorldSurface->GetVolume2() == experimentalHall_phys) 
    G4cout << "Physical Experimental Hall is volume 2" << G4endl;  
    
       
// Surface 3:
//--------- Optical window / PMT glass volume interface:
    
  G4OpticalSurface *OpGuidePMT  = new G4OpticalSurface("GuidePMTsurface");
  OpGuidePMT->SetType(dielectric_dielectric);
  OpGuidePMT->SetModel(unified);
  OpGuidePMT->SetFinish(polished);
  
  // Reflectivity consistent with expected light transmission 
  // of the optical adhesive used by the manufacturer 
  //(Saint-Gobain Crystals, private communication)
  G4double PMT_reflectivity[NUM] = {0.97,0.97};
  
  G4MaterialPropertiesTable* sPMT = new G4MaterialPropertiesTable();
  sPMT->AddProperty("REFLECTIVITY", pp,PMT_reflectivity, NUM);
  
  OpGuidePMT->SetMaterialPropertiesTable(sPMT);
  G4LogicalBorderSurface* guidePMTsurface =  
    new G4LogicalBorderSurface("",guide_phys,PMT_phys,
    OpGuidePMT);
  if(guidePMTsurface->GetVolume1() == guide_phys) 
    G4cout << "Light guide is volume 1" << G4endl;
  if(guidePMTsurface->GetVolume2() == PMT_phys) 
    G4cout << "PMT glass is volume 2" << G4endl;
// Surface 4:
//------- Surface between PMT glass volume and World (experimental hall):
// Added to kill the photons which miss the photocatode:
  
  G4OpticalSurface *OpPMTWorld  = new G4OpticalSurface("PMTWorldsurface");
  OpPMTWorld->SetType(dielectric_dielectric);
  OpPMTWorld->SetModel(unified);
  OpPMTWorld->SetFinish(polished);
  G4double PMT1_reflectivity[NUM] = {0.,0.};  
  
  G4MaterialPropertiesTable* sPMT1 = new G4MaterialPropertiesTable();
  sPMT1->AddProperty("REFLECTIVITY", pp,PMT1_reflectivity, NUM);
  
  OpPMTWorld->SetMaterialPropertiesTable(sPMT1);
  G4LogicalBorderSurface* PMTWorldSurface =  
    new G4LogicalBorderSurface("lightPMTSurface",PMT_phys,
experimentalHall_phys,
    OpPMTWorld);
  
  if(PMTWorldSurface->GetVolume1() == PMT_phys) 
    G4cout << "Physical PMT is volume 1" << G4endl;
  if(PMTWorldSurface->GetVolume2() == experimentalHall_phys) 
    G4cout << "Physical Experimental Hall is volume 2" << G4endl;
//------------ Photocathode properties:
// Photocathode properties, complex index of refraction, from:
// Motta & Schönert 2005, NIM Phys. Res. A539, 217, Table 3
  G4OpticalSurface* PhotocathodeOpSurface = new 
G4OpticalSurface("photocathodeSurface");
  PhotocathodeOpSurface->SetType(dielectric_metal);
  PhotocathodeOpSurface->SetModel(glisur);
  PhotocathodeOpSurface->SetFinish(polished);
  G4double photocath_efficiency[NUM]={0.46,0.46}; //Enables 'detection' of 
photons
  G4double photocath_ReR[NUM]={1.92,1.92}; // Best fit refractive indices at 
380 nm
  G4double photocath_ImR[NUM]={1.69,1.69}; 
  G4MaterialPropertiesTable* s3MPT = new G4MaterialPropertiesTable();
  s3MPT->AddProperty("EFFICIENCY",pp,photocath_efficiency,NUM);
  s3MPT->AddProperty("REALRINDEX",pp,photocath_ReR,NUM);
  s3MPT->AddProperty("IMAGINARYRINDEX",pp,photocath_ImR,NUM);
  PhotocathodeOpSurface->SetMaterialPropertiesTable(s3MPT);
  new G4LogicalSkinSurface("photocathodeSurface",photo_log,
PhotocathodeOpSurface);
//--------- Visualization attributes -------------------------------
  G4VisAttributes* BoxVisAtt= new G4VisAttributes(G4Colour(0.0,0.0,0.0));
  experimentalHall_log  ->SetVisAttributes(BoxVisAtt);  
  
  G4VisAttributes* ScintillatorVisAtt = new G4VisAttributes(G4Colour(0.0,0.0,
1.0));
  scintillator_log->SetVisAttributes(ScintillatorVisAtt);
  
  G4VisAttributes* ParVisAtt = new G4VisAttributes(G4Colour(1.0,1.0,1.0));
  par_log->SetVisAttributes(ParVisAtt);
  
  G4VisAttributes* IsolVisAtt = new G4VisAttributes(G4Colour(1.0,0.0,1.0));
  isolator_log->SetVisAttributes(IsolVisAtt);
  
  G4VisAttributes* CollimatorVisAtt = new G4VisAttributes(G4Colour(1.1,0.1,0.0
));
  collimator_log->SetVisAttributes(CollimatorVisAtt);
  
  G4VisAttributes* teflonVisAtt = new G4VisAttributes(G4Colour(1.0,0.0,1.0));
  teflon_log->SetVisAttributes(teflonVisAtt);
  G4VisAttributes* sourceVisAtt = new G4VisAttributes(G4Colour(0.5,0.5,0.5));
  sourceBox_log->SetVisAttributes(sourceVisAtt);
  
  G4VisAttributes* guideVisAtt = new G4VisAttributes(G4Colour(0.0,1.0,0.0));
  guide_log->SetVisAttributes(guideVisAtt);
  
  G4VisAttributes* PMTVisAtt = new G4VisAttributes(G4Colour(0.0,1.0,1.0));
  PMT_log->SetVisAttributes(PMTVisAtt);  
  
  G4VisAttributes* CollimatoVisAtt = new G4VisAttributes(G4Colour(1.1,0.1,0.0)
);
  photo_log->SetVisAttributes(CollimatoVisAtt);
  
  G4VisAttributes* photoVisAtt = new G4VisAttributes(G4Colour(1.0,1.0,0.0));
  dyno_log->SetVisAttributes(photoVisAtt);
  
//--------- example of User Limits -------------------------------
  // below is an example of how to set tracking constraints in a given
  // logical volume(see also in N02PhysicsList how to setup the processes
  // G4StepLimiter or G4UserSpecialCuts).
    
  // Sets a max Step length in the tracker region, with G4StepLimiter
  //
  G4double maxStep = 1.*cm;
  stepLimit = new G4UserLimits(maxStep);
  scintillator_log->SetUserLimits(stepLimit);
  
  // Set additional contraints on the track, with G4UserSpecialCuts
  //
  // G4double maxLength = 2*fTrackerLength, maxTime = 0.1*ns, minEkin = 
10*MeV;
  // logicTracker->SetUserLimits(new G4UserLimits(maxStep,maxLength,maxTime,
  //                                               minEkin));
  
  return experimentalHall_phys;
}
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Synthèse de la thèse en français
Le principal objectif de la thèse est de créer et de tester un nouveau module de détection de
photons de haute énergie destiné à l’imagerie gamma, puis d’utiliser ce module au sein d’un
prototype opérationnel de télescope Compton de nouvelle génération. Ce travail de recherche
et développement (R&D) vise à préparer une nouvelle mission spatiale d’astronomie gamma
dans le domaine d’énergie du MeV, qui a pour but la détection et l’étude de l’origine du ray-
onnement gamma cosmique d’énergie comprise entre 0,1 et 10 mégaélectronvolt (MeV). Le
prototype de détecteur étudié dans cette thèse a vocation à devenir une brique de détection
élémentaire d’un futur satellite d’astronomie gamma.
Les principaux objectifs scientifiques de l’astronomie au MeV, ainsi que les observatoires
spatiaux existants sont présentés dans le Chapitre 1. Nous donnons tout d’abord un panorama
du développement de l’astronomie gamma au cours des 20e et 21e siècles, en passant en re-
vue les différents télescopes utilisés dans ce domaine. Nous décrivons en particulier la mission
Compton Gamma-Ray Observatory (CGRO) de la NASA,mise sur orbite en 1991, celle de l’Agence
Spatiale Européenne (ESA) INTEGRAL (INTErnational Gamma-Ray Astrophysics Laboratory),
lancée en 2002 et toujours en opération, ainsi que la mission Fermi de la NASA, en observation
depuis 2008. Nous présentons les instruments scientifiques à bord de ces missions, leurs per-
formances, notamment en terme de sensibilité de détection d’un flux de rayons gamma, ainsi
que les principaux résultats astrophysiques qu’ils ont permis d’obtenir. Nous mettons ainsi en
lumière le relatif retard de l’astronomie gamma des moyennes énergies (0,1 – 100 MeV) par
rapport au développement au cours des dernières décennies de l’astronomie X (0,1 – 100 keV)
et celle des rayons gamma des hautes énergies (100 MeV à quelques dizaines de GeV). Dans ce
contexte, la principale motivation de ce travail de thèse est d’augmenter les performances des
futurs télescopes gamma du MeV, pour atteindre un niveau de sensibilité environ 50 à 100 fois
plus élevé que celui de l’instrument de référence à l’heure actuelle : le télescope COMPTEL de
la mission CGRO. Nous énumérons alors les quatre problèmes spécifiques à la conception d’un
télescope spatial opérant au MeV :
1. Les rayons gamma sont très difficiles à réfléchir, parce que leurs longueurs d’onde sont
beaucoup plus petites que la distance interatomique typique. Par conséquent, les miroirs
de focalisation pour les rayons gamma ont des performances limitées et nécessitent de
grandes longueurs focales, de sorte qu’ils sont difficiles à utiliser dans l’espace.
2. Le fond instrumental dans la bande des rayons gamma du MeV est très élevé, du fait de
l’émission de raies gamma nucléaires produites par irradiation et activation des matéri-
aux actifs et passifs des instruments dans l’espace.
3. Dans la gamme du MeV, le processus dominant des interactions de photons avec la
matière est la diffusion Compton, ce qui provoque des difficultés dans la reconstruc-
tion des événements détectés. La reconnaissance des événements à absorption photoélec-
trique ou à production de paires est généralement plus aisée.
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4. La probabilité d’interaction de photons avec la matière atteint un minimum à environ 1
MeV, ce qui diminue en conséquence la probabilité de détection.
Nous donnons ensuite un aperçu des multiples sujets scientifiques qui pourraient bénéficier de
l’exploitation d’un nouvel instrument spatial dans la gamme d’énergie du MeV. Ces questions
scientifiques concernent, par exemple, (i) l’origine, la propagation et l’interaction des rayons
cosmiques, (ii) la nucléosynthèse dans les novae et les supernovae, (iii) le rayonnement des
pulsars à haute énergie, (iv) la nature des blazars, (v) les sursauts gamma, (vi) les éruptions
solaires, et (vii) les flashes terrestres de rayons gamma.
Nous décrivons également dans cette partie, le principe de l’imagerie Compton, en soulig-
nant l’intérêt d’une conception innovante de télescope Compton de nouvelle génération. Nous
concluons ce chapitre en donnant un aperçu du travail accompli ces dernières années, par notre
équipe de recherche au Centre de Sciences Nucléaires et de Sciences de la Matière (CSNSM)
d’Orsay en particulier, et par la communauté des astronomes gamma en général, pour faire pro-
gresser à la fois l’instrumentation gamma et les propositions de nouvelles missions soumises
aux agences spatiales. Ce tour d’horizon se termine par une brève présentation de la proposi-
tion ASTROGAM, qui a été soumise à l’Agence Spatiale Européenne (ESA) en 2015 en réponse
à l’appel à projet de l’ESA pour la quatrième mission de classe moyenne du programme sci-
entifique «Cosmic Vision». Le télescope gamma de la proposition ASTROGAM associe deux
dispositifs de spectro-imagerie étudiés à Orsay : un trajectographe constitué de couches minces
de détecteurs en silicium double face à micropistes (DSSSD) et un calorimètre composé d’une
mosaïque de cristaux scintillants inorganiques.
Dans le Chapitre 2, nous présentons le prototype de télescope Compton de nouvelle généra-
tion développé à Orsay pour préparer un futur télescope spatial. Ce banc de test associe
actuellement un détecteur silicium DSSSD de 32+32 pistes monté sur sa carte électronique
de lecture, qui est développé à l’Institut de Physique Nucléaire d’Orsay (IPNO), et un dé-
tecteur à scintillation constitué d’un cristal de bromure de lanthane dopé au cérium (LaBr3:Ce)
couplé à un photomultiplicateur multi-anodes (MAPMT) 64 voies, réalisé par notre groupe
au CSNSM. En 2016, un nouveau détecteur silicium développé au laboratoire AstroParticule
et Cosmologie (APC) du campus Paris Rive Gauche, en liaison avec l’Institut de recherche
sur les lois fondamentales de l’Univers (Irfu) du CEA-Saclay, sera intégré au banc de test.
L’électronique de lecture du scintillateur repose sur l’ASIC (Application-Specific Integrated Cir-
cuit) MAROC (MultiAnode Readout Chip), qui a été initialement développé au Laboratoire de
l’Accélérateur Linéaire (LAL) d’Orsay pour le luminomètre du détecteur ATLAS installé auprès
de l’accelérateur LHC (CERN, Genève). La lecture du DSSSD de l’IPNO (le modèle BB7 version
2 de Micron Semiconductor Ltd) utilise la puce VA32TA7 de l’entreprise Ideas, qui intègre 32
voies complètes d’électronique de traitement de signaux détecteurs. Dans le cadre de ce projet,
l’IPNO a conçu une carte électronique embarquant un détecteur BB7, deux ASICs VA32TA7
(un par face du détecteur), les électroniques de numérisation des signaux de sortie des ASICs,
ainsi qu’une interface vers une carte de développement FPGA (la carte d’évaluation ML605 de
Xilinx). La synchronisation des différents sous-systèmes est assurée par la distribution d’un
signal d’horloge d’environ 1 Hz. Les données numérisées sont ensuite transmises à un PC via
une interface PCI Express et traitées par le système d’acquisition NARVAL pour l’identification
des événements de coïncidences caractéristiques d’une diffusion Compton. Certaines mesures
de test du prototype sont réalisées dans une enceinte climatique, à des températures variant
entre -5  et 20  C, afin d’étudier le télescope dans de meilleures conditions de fonctionnement
des DSSSDs (diminution du courant de fuite à basse température), plus proches des conditions
attendues dans l’espace.
Dans la seconde partie de ce chapitre, nous présentons la suite de logiciels MEGAlib spé-
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cialement conçue pour simuler les performances de télescopes gamma de nouvelle génération.
Nous exposons alors le modèle numérique utilisé pour simuler les performances de notre pro-
totype de télescope Compton. Les propriétés des détecteurs – résolution spectrale, résolution
en position, seuil de détection – sont entrées dans la simulation numérique à partir des résul-
tats des mesures de caractérisation. En étudions en particulier dans cette partie l’efficacité de
détection, la résolution en énergie et la précision de positionnement des sources gamma avec
le prototype de télescope, en fonction de la distance entre les différents détecteurs. Nous mon-
trons que la résolution angulaire s’améliore quand la distance augmente, mais au prix d’une
plus mauvaise résolution spectrale et d’une moins bonne efficacité de détection. Un bon com-
promis pourrait être obtenu avec une distance d’environ 10 cm entre le DSSSD et le scintillateur.
Dans le Chapitre 3, nous nous concentrons sur le principal travail expérimental réalisé par
notre groupe au CSNSM. Nous avons assemblé et testé deux modules de détection, l’un avec
un cristal de LaBr3:Ce et l’autre avec un cristal de bromure de cérium (CeBr3). Dans les deux
modules, la lumière de scintillation des cristaux est collectée par des photomultiplicateurs
multi-anodes 64 voies sensibles à la position de l’interaction gamma. L’objectif principal de
nos travaux de R&D est d’optimiser la résolution en énergie de ces détecteurs en même temps
que la résolution en positionnement du premier impact d’un rayon gamma incident dans le
cristal scintillant. Les deux informations sont essentielles pour la reconstruction d’une image
gamma avec le prototype de télescope à partir de l’effet Compton. Outre la localisation du
dépôt d’énergie dans le plan X–Y de la photocathode, la distribution spatiale des signaux de
scintillation sur les anodes peut fournir une mesure de la profondeur Z de l’interaction dans le
cristal. Nous avons développé au CSNSM un banc de test pour étudier expérimentalement les
deux modules avec une électronique de lecture et un système d’acquisition de données dédiés.
L’électronique frontale des détecteurs utilise la carte de test de l’ASIC MAROC initialement
conçue au LAL, mais qui a été largement modifiée dans le cadre de ce projet et complétée par
une extension assurant le transfert des données numérisées vers une carte FPGA concentra-
trice. Le système d’acquisition de données auto-déclenchées ainsi obtenu est piloté via une
interface graphique dotée d’une configuration dynamique. Un étalonnage précis du système
électronique, canal par canal, a été effectué avant les mesures. Le banc de test comprend égale-
ment une table X–Y permettant de déplacer finement le détecteur devant un faisceau de rayons
gamma obtenu avec un collimateur de sources radioactives gamma constitué de plomb et de
tantale. Nous avons utilisé les sources radioactives suivantes : 241Am (430 kBq), 133Ba (40 kBq),
137Cs (4.5 kBq et 3,8 MBq) et 60Co (34,8 kBq). De nombreuses mesures de position ont été ef-
fectuées avec ce banc de test, afin d’étudier la précision de localisation du site d’interaction des
rayons gamma dans les scintillateurs, en fonction de la position du faisceau incident et de son
énergie.
Dans le Chapitre 4, nous présentons une simulation numérique détaillée de l’expérience
visant à reproduire au mieux les mesures de distribution spatiale de la lumière de scintillation
au niveau de la photocathode. Ce travail, réalisé avec le logiciel Geant4, a nécessité unemodéli-
sation fine des propriétés optiques des différents constituants des détecteurs (cristal scintillant,
enveloppe réfléchissante, fenêtre optique, photomultiplicateur etc..), ainsi que de la propaga-
tion des photons ultraviolets depuis leur site d’émission dans le cristal jusqu’à la photocathode.
Nous avons inclus dans cette simulation l’ensemble des propriétés optiques des scintillateurs
données dans la littérature : spectres d’émission et de ré-absorption, longueur caractéristique
d’auto-absorption de la lumière ultraviolette etc.. Nous présentons dans cette partie une série
de tests visant à optimiser les paramètres du modèle dans son ensemble. Ces travaux nous ont
permis de sélectionner deux configurations reproduisant correctement les mesures effectuées
sur le banc de test avec les détecteurs au LaBr3:Ce et au CeBr3. Les constituants du détecteur au
LaBr3:Ce et leurs propriétés optiques déterminées grâce à la simulation sont données en annexe
113
Defining geometry for the simulation of the LaBr3:Ce module
du manuscrit. La simulation Geant4 nous a permis de comprendre dans le détail le fonction-
nement de ces nouveaux modules de détection et d’envisager des moyens d’améliorer encore
leurs performances. En outre, les données simulées sont utilisées pour entraîner un réseau de
neurones artificiels (RNA) dédié à la reconstruction de la position 3D du premier impact des
rayons gamma dans les scintillateurs.
Le logiciel RNA utilisé, JETNET 3.0, est présenté dans le Chapitre 5. Ici, nous donnons tout
d’abord une brève introduction sur la théorie des réseaux de neurones artificiels, en présen-
tant le concept de base, les termes principaux du formalisme mathématique et les avantages
pratiques de l’utilisation d’un tel algorithme. Ensuite, nous détaillons la configuration de
l’algorithme utilisé et l’optimisation des paramètres informatiques pour une application en
imagerie 3D. Nous avons étudié de manière détaillée les variables d’entrée du réseau de neu-
rones, le nombre de couches du réseau, le nombre de nœuds (ou neurones) par couche, ainsi
que la durée nécessaire du processus d’apprentissage. Le réseau de neurones finalement retenu
est un perceptron multicouche comprenant deux couches cachées de dix nœuds chacune, avec
rétro-propagation des erreurs. Il prend en entrée les 64 charges mesurées avec le photomulti-
plicateur multi-anodes et donne en sortie les positions X, Y et Z. Enfin, nous présentons dans
cette partie les performances idéales de cette méthode pour l’imagerie gamma 3D, en appli-
quant l’algorithme de reconstruction à des données simulées avec le logiciel Geant4.
Dans le dernier chapitre de la thèse, nous présentons tous les résultats expérimentaux
obtenus avec les deux modules à scintillation, en commençant par exposer une méthode rel-
ativement simple de reconstruction de position gamma basée sur la logique dite d’Anger (en
référence au concept de gamma caméra d’Anger). Cette méthode repose sur la mesure du cen-
tre de gravité de la distribution de charges, en utilisant un nombre fixé de pixels présentant
une charge maximum, pour estimer les positions X et Y sur le plan de la photocathode. Cette
méthode a été développée à titre de comparaison et de vérification des résultats obtenus avec
l’algorithme RNA. Nous présentons ensuite les performances de plusieurs RNAs entraînés
avec différents jeux de données simulées, en appliquant l’algorithme de reconstruction de po-
sition à des données expérimentales enregistrées sur le banc de test. Nous discutons alors de
l’erreur quadratique moyenne obtenue sur la position 2D des interactions des rayons gamma
dans le plan frontal des détecteurs. Pour estimer au mieux l’erreur sur le positionnement 2D
de l’interaction gamma, nous avons développé une nouvelle simulation numérique, de type
Monte-Carlo, visant à reproduire au mieux la distribution des positions reconstruites. Cette
simulation inclut notamment le bruit de fond propre du détecteur au LaBr3:Ce dû à la radioac-
tivité interne de ce scintillateur.
Finalement, nous donnons dans cette partie l’ensemble des résultats portant sur la réponse
spectrale des détecteurs. Nous étudions en particulier la gamme dynamique des détecteurs,
pour une tension de polarisation donnée, ainsi que leur résolution en énergie. Nous avons
utilisé pour ce travail une douzaine de raies X et gamma, comprise dans une gamme d’énergie
entre 22,1 keV – raie K↵ de fluorescence de l’argent – et 1332,5 keV – raie produite par la source
de cobalt-60. Nous avons par ailleurs montré la bonne stabilité avec le temps du détecteur
au LaBr3:Ce, sur une période de près de deux ans. De plus, nous démontrons dans ce travail
comment une simple correction dépendante de la position d’interaction des rayons gamma à
l’intérieur du détecteur peut améliorer de manière significative la résolution en énergie des
scintillateurs.
Les résultats que nous avons obtenus dans cette thèse demontrent clairement l’intérêt du
détecteur étudié pour l’astronomie gamma spatiale. Ainsi, notre module en LaBr3:Ce a un seuil
de détection d’environ 15 keV, une résolution en énergie de 3,6% à 662 keV et une résolution
moyenne en position d’environ 2,6 mm (écart type) sur toute la surface du détecteur. Ce dernier
résultat a été obtenu en utilisant un algorithme RNA entraîné avec des données simulées pour
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des photons gamma de 356 keV (caractéristiques d’une source de 133Ba). Mais nous avons
montré que ce même algorithme fournit également des résultats tout à fait satisfaisant pour
des photons de 59,5 keV (source de 241Am) et 662 keV (137Cs ). Les résultats obtenus avec le
module en CeBr3 sont moins probants du fait du plus faible taux de scintillation de ce cristal,
ainsi que d’un défaut structurel de ce détecteur révélé par ce travail ; néanmoins, les résolutions
mesurées répondent parfaitement aux exigences d’un futur télescope spatial de type Compton.
Nous concluons le manuscrit par un résumé du travail effectué et une brève présentation
de différents projets utilisant le concept d’imagerie gamma 3D développé dans cette thèse. Le
projet principal porte sur le développement d’un petit télescope Compton dédié à des mesures
de polarisation gamma entre 0,1 et 2 MeV dans des expériences sous ballon stratosphérique.
Une autre application envisagée consiste en la réalisation d’une gamma caméra portative ultra
sensible pour les prochains chantiers de démantèlement d’installations nucléaires.
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Titre : Développement d’un télescope Compton avec un calorimètre imageur 3D pour l’astronomie gamma 
Mots clés: Astronomie gamma, Télescope Compton, Imagerie gamma, Détecteurs, Scintillateurs, 
Simulation par ordinateur – Logiciels, Réseau de neurones 
Résumé: La thèse porte sur le développement d’un 
petit prototype de télescope Compton pour 
l'astronomie gamma spatiale dans la gamme 
d’énergie du MeV (0.1-100 MeV). Nous avons 
étudié de nouveaux modules de détection destinés à 
l'imagerie Compton. Nous avons assemblé et testé 2 
détecteurs à scintillation, l'un avec un cristal de 
bromure de lanthane dopé au cérium (LaBr3:Ce) et 
l'autre avec un cristal de bromure de cérium 
(CeBr3). Les deux cristaux sont couplés à des 
photomultiplicateurs multi-anodes 64 voies 
sensibles à la position. Notre objectif est 
d’optimiser la résolution en énergie en même temps 
que la résolution en position du premier impact d'un 
rayon gamma incident dans le détecteur. Les deux 
informations sont vitales pour la reconstruction 
d'une image avec le prototype de télescope à partir 
de l’effet Compton. Nous avons développé un banc 
de test pour étudier expérimentalement les deux 
modules, avec une électronique de lecture et un 
système d'acquisition de données dédiés. Nous 
avons entrepris un étalonnage précis du dispositif et  
effectué de nombreuses mesures avec différentes 
sources radioactives. En outre, nous avons réalisé 
une simulation numérique détaillée de l'expérience 
avec le logiciel Geant4 et effectué une étude 
paramétrique extensive pour modéliser au mieux la 
propagation des photons ultraviolet de scintillation 
et les propriétés optiques des surfaces à l'intérieur 
du détecteur. Nous avons alors développé une 
méthode originale de reconstruction de la position 
d’impact en 3D, en utilisant un réseau de neurones 
artificiels entrainé avec des données simulées. Nous 
présentons dans ce travail tous les résultats 
expérimentaux obtenus avec les deux modules, les 
résultats de la simulation Geant4, ainsi que 
l'algorithme basé sur le réseau de neurones. En plus, 
nous donnons les premiers résultats sur l'imagerie 
Compton obtenus avec le prototype de télescope et 
les comparons avec des performances simulées. 
Enfin, nous concluons en donnant un aperçu des 
perspectives d'avenir pour l'imagerie gamma 
Compton et considérons une application possible en 
discutant d’un concept de télescope spatial 
semblable à notre prototype. 
 
 
Title : Development of a Compton Telescope with a 3D imaging calorimeter for gamma-ray astronomy. 
Keywords: gamma-ray astronomy, Compton telescope, gamma-ray imaging, detectors, scintillators, Computer 
simulation – Software, Neural networks 
Abstract: The thesis aims to develop a small 
prototype of a Compton telescope for future space 
instrumentation for gamma-ray astronomy. 
Telescope’s main target is the MeV range (0.1-
100MeV). We studied novel detector modules 
intended for Compton imaging. We assembled and 
tested 2 modules, one with a cerium-doped 
lanthanum(III) bromide (LaBr3:Ce) crystal and the 
other with cerium(III) bromide (CeBr3). Both 
modules are coupled to and read out by 64-channel 
multi-anode PMTs. Our goals are to obtain the best 
possible energy resolution and position resolution in 
3D on the first impact of an incident gamma-ray 
within the detector. Both values are vital for 
successful reconstruction of a Compton image with 
the telescope prototype. We developed a test bench 
to experimentally study both modules and have 
utilized a customized readout electronics and data 
acquisition system. We conducted a precise 
calibration of the system and performed 
experimental runs utilizing different radioactive  
sources. We have written a detailed Geant4 
simulation of the experiment and performed an 
extensive parametric study on defining the surfaces 
and types of scintillation propagation within the 
scintillator. We utilized simulated data to train an 
Artificial Neural Network (ANN) algorithm to 
create a simplified 3D impact position 
reconstruction method and in addition developed an 
approximation routine to estimate the standard 
deviations for the method. We show all 
experimental results obtained by both modules, 
results from the Geant4 simulations and from the 
ANN algorithm. In addition, we give the first results 
on Compton imaging with the telescope prototype 
and compare them with simulated performance. We 
analyzed and discussed the performance of the 
modules, specifically spectral and position 
reconstruction capabilities. We conclude by giving 
an overview of the future prospects for gamma-ray 
imaging and consider possible applications showing 
a concept of a space telescope based on our 
prototype. 
 
 
Titre : Com osition iso opique des éléments légers dans les micrométéorites ultracarbonées par 
spectrométrie de masse à émission ionique secondaire à haute résolution en masse, contribution à la 
connaissance des surfaces cométaires 
Mots clés : Micrométéorites Ultra-Carbonées ; Matière Organique ; Surfaces Cométaires ; 
Composition Isotopique et Élémentaire ; Spectrométrie de Masse à Émission Ionique Secondaire ; 
Haute Résolution en Masse ; Fractionnement en Masse Instrumental ; Ions Secondaires Polyatomiques. 
Résumé : Cette thèse porte sur l’analyse 
isotopique de poussières interplanétaires riches 
en carbone (des micrométéorites 
ultracarbonées), pour mieux comprendre les 
processus de f actionnement isotopique des 
éléments légers (hydrogène et azote) observés 
dans les phases organiques de la matière 
extraterrestre primitive. Il est possible, au sein 
d’une collection de micrométéorites provenant 
des régions centrales du continent Antarctique, 
d’identifier des micrométéorites ultracarbonées 
(UCAMMs – pour UltraCarbonaceous Antarctic 
MicroMeteorites) qui contiennent environ dix 
fois plus de carbone que les météorites 
primitives. Ces parti ules rares (environ 1% des 
particules collectées) ouvrent la possibilité 
d’étudier en laboratoire des particules cométaires 
de grandes tailles (100-200 microns). Des 
analyses minéralogiques, chimiques et 
structurales sur deux fragments de 
micrométéorites ultracarbonées ont été réalisées 
dans le cadre de collaborations à l’aide de 
techniques de microscopie électronique à 
balayage, microsonde électronique, 
microspectroscopie infrarouge (synchrotron 
SOLEIL). Le travail principal de cette thèse 
concerne l’analyse isotopique de deux 
UCAMMs par spectrométrie de masse à 
émission ionique secondaire (SIMS) à l’aide de 
la microsonde ionique NanoSIMS. Les 
développements instrumentaux effectués en 
collaboration entre les équipes du CSNSM et de 
l’Institut Curie permettent de résoudre les 
interférences moléculaires avec un pouvoir de 
séparation en masse supérieur à 20 000 en 
conservant une sensibilité compatible avec les 
mesures envisagées. Ainsi, il a été possible de 
mesurer pour la première fois la composition 
isotopique de l’hydrogène avec les ions poly-
atomiques 12C2D‒ et 12C2H‒ et de comparer sa 
distribution spatiale avec celle de l’azote 
(12C15N‒/12C14N‒) obtenue sur la même surface 
avec le même champ magnétique.  
 
Un protocole de fabrication d’une série 
d’échantillons standards a été développé à partir 
de polymères isotopiquement marqués en 
deutérium afin de déterminer le fractionnement 
instrumental du Na oSIMS émontrant la 
possibilité d’effectuer des mesures précises de la 
composition isotopique de l’hydrogène dans la 
matière organique (MO) avec des ions 
polyatomiques (rapports 12CD‒/12CH‒ et 12C2D‒
/12C2H‒). Les cartographies isotopiques à haute 
résolution spatiale (200 nm) en 12C2D‒/12C2H‒ et 
12C15N‒/12C14N‒ montrent une distribution très 
hétérogène du deutérium avec des valeurs 
extrême  allant jusqu’à 20 fois l  valeur des 
océans terrestres, alors que les rapports 15N/14N 
restent globaleme t proches (à 20% près) de la 
valeur de l’atmosphère terrestre. Les mesures des 
rapports N/C effectuées en imagerie ionique au 
NanoSIMS confirment les valeurs mesurées par 
microsonde électronique et montrent que la MO 
des UCAMMs est riche en azote. Les 
comparaisons des images isotopiques entre elles 
et avec les images obtenues par les autres 
techniques montrent que la MO des UCAMMs 
est constituée de différents composants. Le 
comp sant principal ne montre pas de corrél tion 
marquée entre les excès en D et ceux en 15N. Une 
fraction mineure de la surface analysée montre 
des excès corrélés en D et en 15N, sans que la 
composition élémentaire ni la structure de cette 
composante ne diffèrent significativement du 
reste de la particule. Une seconde composante 
mineure présente des enrichissements modérés 
en D t des apports 15N/14N inférieurs à la valeur 
de l’at osphère terrestre. L’e semble des 
données peut être expliqué en supposant q e les 
micrométéorites ultracarbonées proviennent de 
la surface d’objets glacés transneptuniens. Les 
caractéristiques isotopiques observées dans la 
MO des UCAMMs pourraient résulter du 
mélange de différents précurseurs synthétisés à 
la surface du corps parent lors de son irradiation 
par le rayonnement cosmique galactique à 
grand s distances héliocentriques.  
 
