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RÉSUMÉ. Nous présentons une nouvelle méthode de reconnaissance des symboles, reposant sur
une approche structurelle pour représenter les associations visuelles dans les symboles et un
classificateur statistique pour la reconnaissance. Un symbole graphique est vectorisé, ses dé-
tails topologiques et géométriques sont codés par un graphe relationnel attribué et une signa-
ture est produite. Des intervalles flous calculés d’après les données ont été introduits pour éviter
la sensibilité des représentations structurelles au bruit. La distribution de probabilités jointes
des variables composant les signatures est codée par un réseau bayésien, qui permet de plus de
choisir un sous-ensemble de caractéristiques pertinentes. Il est utilisé en apprentissage super-
visé pour la reconnaissance des symboles. Les résultats expérimentaux montrent les capacités
de reconnaissance et une robustesse au bruit (binaire, vectoriel, contextuel) sur les symboles
2D linéaires, architecturaux et électroniques provenant des bases de données GREC.
ABSTRACT. We present a new methodology for symbol recognition, by employing a structural
approach for representing visual associations in symbols and a statistical classifier for recog-
nition. A graphic symbol is vectorized, its topological and geometrical details are encoded by
an attributed relational graph and a signature is computed for it. Data adapted fuzzy inter-
vals have been introduced for addressing the sensitivity of structural representations to noise.
The joint probability distribution of signatures is encoded by a Bayesian network, which serves
as a mechanism for pruning irrelevant features and choosing a subset of interesting features
from structural signatures of underlying symbol set, and is deployed in a supervised learning
scenario for recognizing query symbols. Experimental results on pre-segmented 2D linear ar-
chitectural and electronic symbols from GREC databases are presented.
MOTS-CLÉS : intervalle flou, encapsulation de graphes, réseau bayésien, reconnaissance de sym-
boles.
KEYWORDS: fuzzy interval, graph embedding, Bayesian network, symbol recognition.
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1. Introduction
Les recherches en reconnaissance de documents graphiques s’intéressent à la lo-
calisation et à la classification de formes susceptibles d’apparaître dans des dessins
ou documents numérisés. Le champ d’application est très vaste allant de la recon-
naissance de logos sur les courriers jusqu’à l’analyse de partitions musicales. (Llados
et al., 2003) mentionnent l’énorme masse de documents existante correspondant à
des schémas électroniques, architecturaux et autres cartes plus spécifiques qui a, au-
jourd’hui, été numérisée et qu’il faudrait indexer. Tous ces dessins sont constitués
d’un ensemble fini de formes connues a priori (alphabets de symboles) mais pouvant
prendre des apparences variées (non rigide) qu’il est alors difficile mais nécessaire de
localiser et de reconnaître dans leur contexte pour réaliser l’indexation. De plus, au-
jourd’hui, les dispositifs nomades autorisant la prise de notes manuscrites en ligne se
répandent de plus en plus, augmentant encore la demande de systèmes de traitement
de documents graphiques. Une description détaillée sur les domaines applicatifs de
la reconnaissance de graphiques est disponible dans (Chhabra, 1998) ainsi que dans
(Llados et al., 2002).
D’un point de vue scientifique, les états de l’art proposés par (Chhabra, 1998),
(Cordella et al., 2000), (Llados et al., 2002) et (Tombre et al., 2006), fournissent un pa-
norama complet et détaillé des travaux réalisés dans ce domaine depuis une quinzaine
d’années démontrant les efforts importants consacrés à la mise en place de méthodes
statistiques, syntaxiques, structurelles et hybrides utilisables sur de tels documents.
Les approches syntaxiques ont d’abord proposé d’exploiter des grammaires couplées
à des analyseurs syntaxiques (Bunke et al., 2001) et ont été suivies par un usage assez
intensif de méthodes structurelles (Llados et al., 2002). Les approches structurelles se
distinguent des approches statistiques de par la structure des données manipulées afin
de représenter les formes à reconnaître. Les approches structurelles exploitent bien
souvent des attributs symboliques stockés sous forme de chaînes ou de graphes tan-
dis que les approches statistiques représentent les formes par un ensemble de valeurs
numériques stockées dans un vecteur. (Cordella et al., 2000) ont produit une étude
détaillée des méthodes employant ces différents types d’approches dans le contexte
de l’analyse de symboles graphiques mettant en exergue le pouvoir de représenta-
tion des méthodes symboliques et structurelles. Cependant, ils notent également que
ces méthodes semblent d’une complexité supérieure et sont également plus sensibles
aux distorsions et bruits (Bunke et al., 2001). D’un autre coté, l’utilisation de vec-
teurs numériques comparés à l’aide de classificateurs statistiques permet de bénéficier
d’outils mathématiques très performants et bien connus, offrant de plus la possibilité
de mise en place de techniques d’apprentissage. Ainsi, un délaissement des approches
structurelles au bénéfice des méthodes statistiques s’est produit notamment durant les
compétitions de reconnaissance de symboles pré-segmentés (GREC) laissant de coté
l’analyse et l’indexation de dessins complets nécessitant d’exploiter l’information to-
pologique.
Ces dernières années, la volonté de produire à nouveau des systèmes capables
d’indexer ou de faire des recherches sur des documents complets semble renverser la
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tendance. Afin de contribuer à cette nouvelle dynamique, le travail présenté dans cet
article propose d’exploiter les avantages des méthodes structurelles et statistiques en
essayant d’améliorer la phase de transformation de la représentation structurelle des
données en un vecteur numérique grâce à l’utilisation de fonctions d’appartenance
floues. Afin de présenter cette proposition, l’article est organisé de la manière sui-
vante : la section 2 présente l’architecture générale du système. La section 3 décrit
chacune des parties du système de manière détaillée. Les résultats expérimentaux ob-
tenus sont présentés en section 4 et l’article se termine par une conclusion mettant en
avant les futures directions de nos recherches.
2. Méthode proposée et travaux comparables
L’objectif de cette partie est de mettre en avant les points forts de notre proposition
en les positionnant par rapport aux travaux antérieurs exploitant une méthodologie
similaire.
Notre méthode est une méthode hybride combinant l’approche structurelle et l’ap-
proche statistique. Elle propose d’exploiter à la fois le fort pouvoir de représentation
des méthodes structurelles à base de graphes (section 2.1) et l’efficacité calculatoire
des méthodes de classification statistiques (section 2.2).
2.1. Signatures structurelles et encapsulation de graphes
(Ventura et al., 1994) ont été les premiers à introduire le concept de signature vec-
torielle dans le domaine de la reconnaissance de graphiques : ils proposent d’extraire
les relations géométriques existantes entre les différents segments constituant les sym-
boles. Le comptage du nombre de relations de chaque type (pré-défini) leur permet-
tait de produire une signature numérique utilisée par la suite pour détecter le nombre
d’occurrences d’un symbole particulier dans un dessin. Les travaux de ce type se sont
ensuite succédés et récemment une synthèse sur l’usage de signature vectorielle en
reconnaissance de graphiques a été produite (Rusinol, 2009). Parmi les travaux recen-
sés, on note les travaux de (Dosch et al., 2003), (Rusinol et al., 2006), (Qureshi et al.,
2007), (Zhang et al., 2007) et (Coustaty et al., 2007). Les outils exploités sont variés
comme par exemple la transformée de Hough pour détecter les lignes. Afin d’étu-
dier ensuite les relations spatiales entre ces lignes, les treillis de Galois et les graphes
d’adjacence de régions sont fréquemment rencontrés. On peut noter que la plupart
du temps, seuls les segments rectilignes sont considérés pour produire les signatures,
sauf dans les travaux de (Zhang et al., 2007) qui exploitent également les primitives
de types arc et cercle. (Qureshi et al., 2007) propose de vectoriser les schémas pour
produire un graphe relationnel attribué (ARG) à partir duquel il génère une signature
vectorielle (G-Signature). La comparaison est la plupart du temps réalisée à l’aide
d’une distance euclidienne par comparaison avec un ensemble de symboles modèles.
L’invariance aux transformations (rotation et changement d’échelle) dépend de la
manière dont sont construites les signatures (utilisation par exemple des longueurs
relatives plutôt que des longueurs absolues).
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Concernant la résistance aux distorsions et aux dégradations, la plupart des tra-
vaux dénotent qu’il reste de nombreux progrès à faire pour arriver à concurrencer les
méthodes purement statistiques.
Mais, les recherches réalisées dans le domaine de la comparaison de graphes ont
fait naître de nouveaux espoirs grâce à l’utilisation de techniques comme le sondage
de graphes (Lopresti et al., 2004) et l’encapsulation de graphes (Luo et al., 2003, Neu-
haus et al., 2006). Ces travaux proposent également de coupler les approches struc-
turelles avec les approches statistiques de la même manière que le proposent les mé-
thodes de signatures vectorielles dans le domaine spécifique de la reconnaissance de
symboles.
C’est justement pour contribuer à ces travaux récents que nous proposons d’intro-
duire une approche floue lors de la phase de construction d’une signature numérique
partant d’un graphe attribué afin d’obtenir une meilleure résistance aux dégradations
et de diminuer la complexité.
Pour cela, nous sommes repartis des travaux de (Qureshi et al., 2007) proposant de
construire une signature vectorielle à partir des résultats d’une vectorisation de l’image
suivie par une phase de construction d’un graphe relationnel attribué permettant de
stocker les relations existantes entre les primitives constituant les dessins. Les détails
de la signature proposée initialement (G-Signature), construite à partir d’un sondage
du graphe obtenu sont disponibles dans (Qureshi et al., 2007) et sont accompagnés
des résultats expérimentaux.
Notre première contribution réside dans l’exploitation de fonctions d’appartenance
floues au lieu d’intervalles fixes et arbitraires lors de la réalisation du sondage du
graphe (Luqman et al., 2009).
Nos choix ont été motivés par les travaux de (Mitra et al., 2005) sur les ensembles
flous démontrant l’intérêt de ces approches pour augmenter la robustesse d’un sys-
tème.
Outre cette gestion de l’incertitude, la seconde contribution de notre travail se situe
dans l’exploitation de réseaux bayésiens comme classifieurs permettant la mise en
place d’un mécanisme d’apprentissage plus performant comme l’explique (Valveny et
al., 1999).
2.2. Réseaux bayésiens
Les réseaux bayésiens sont des modèles graphiques probabilistes (MGP) et sont
définis par leur structure et leur paramètres. La structure est formée par un graphe
acyclique dirigé (GAD) qui représente les relations qui existent entre les variables du
domaine. Les paramètres du réseau sont constitués des distributions de probabilités
conditionnelles (DPC) associées à chacun des nœuds. À l’image d’autres modèles
graphiques, un réseau bayésien encode la distribution des probabilités jointes d’un
ensemble de variables aléatoires et peut être employé afin de répondre à toutes les
questions possibles utilisant ces variables (action qui porte le nom d’inférence). Une
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introduction aux réseaux bayésiens peut être consultée dans (Charniak, 1991) et dans
(Heckerman, 2008).
Les réseaux bayésiens ont déjà été appliqués avec succès à un grand nombre de
problèmes en apprentissage et en reconnaissance des formes. Ils sont bien connus
pour leur performance et leur aptitude à faire des prédictions valides en situation d’in-
certitude. Mais à notre connaissance, ils sont très peu utilisés pour la reconnaissance
de symboles graphiques. Récemment, dans (Barrat et al., 2007), un classifieur naïf
de Bayes a été utilisé sous l’angle purement statistique afin de reconnaître des sym-
boles graphiques pré-segmentés. Leur système utilise trois descripteurs de forme : les
descripteurs de Fourier génériques, les descripteurs de Zernike et la R-signature de
dimension 1. Une sélection de caractéristiques pertinentes est réalisée (méthode pro-
jective) afin de former un vecteur de caractéristiques. Cela peut également permettre
de réduire le nombre de variables du domaine et par conséquent le nombre de nœuds
du réseau bayésien. Bien que performant, le classifieur naïf de Bayes suppose une forte
relation d’indépendance entre les variables attributs, la variable classe étant connue.
Nous pensons que la puissance des réseaux bayésiens n’est que partiellement ex-
ploitée. Par exemple, la découverte de dépendances entre toutes les paires possibles
de variables à partir des données associées est préférable à l’utilisation de relations
pré-définies. Ceci peut aussi servir à détecter les variables non pertinentes au profit
de celles menant à une meilleure discrimination des symboles présents (section 3.3 et
section 3.4).
2.3. Originalité de notre approche
Notre approche correspond à une adaptation originale des méthodes de classifica-
tion reposant sur les réseaux bayésiens pour la classification de symboles graphiques.
Concernant les phases de capture de l’information et de représentation des données
nous exploitons un graphe attribué encodant les informations géométriques, spatiales
et relationnelles capturées à l’aide des primitives issues de la vectorisation.
La transformation du graphe en vecteur numérique (encapsulation de graphes) que
nous proposons essaie de conserver les informations de structure des formes et de gé-
rer l’imprécision des mesures grâce à l’utilisation de fonctions d’appartenance floues.
Nous pensons que la mise en place d’intervalles chevauchants permettra d’augmenter
significativement la robustesse du système vis-à-vis des distorsions et du bruit suscep-
tibles d’apparaître dans de telles images comme stipulé dans (Mitra et al., 2005).
Pour la phase de reconnaissance, nous avons choisi d’utiliser un réseau bayésien
construit à partir d’une base d’apprentissage selon la proposition récente faite par (De-
laplace et al., 2006) qui propose d’exploiter un algorithme génétique pour déterminer
la structure du réseau.
Les formes à reconnaître sont classifiées en utilisant la règle d’inférence probabi-
liste bayésienne classique et à partir de la distribution des probabilités jointes.
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Figure 1. Phase de mise en place de la représentation.
Les caractéristiques exploitées pour produire le vecteur numérique (signature vec-
torielle) ont été choisies avec attention afin d’éviter toute redondance et toute perte
d’information. Nous avons essayé de limiter au maximum le nombre de caractéris-
tiques puisqu’il est reconnu que les réseaux bayésiens obtiennent de meilleurs résultats
lorsque la dimensionnalité (nombre de nœuds) reste faible.
Notre signature reste de plus générique et robuste. Elle peut être utilisée quel que
soit le type de dessins comportant des symboles linéaires 2D et ce pour des tâches
de reconnaissance classique, pour effectuer de la localisation de symboles ou pour
effectuer une indexation d’une base d’images de taille conséquente.
3. Description détaillée
Dans cette section nos propositions sont présentées selon un découpage couram-
ment utilisé pour décrire les systèmes de reconnaissance de symboles. Ces phases ont
été mises en évidence par (Cordella et al., 2000) dans leur état de l’art. Ce décou-
page, que nous avons légèrement adapté pour qu’il corresponde à notre méthode, se
compose de 3 phases successives : la construction d’une représentation, la production
d’une description (à partir de fonctions d’appartenance floues dans notre cas) et la
classification.
3.1. Phase de mise en place de la représentation
Cette phase primordiale correspond dans notre système à la construction des
graphes relationnels attribués selon la méthode décrite dans (Qureshi et al., 2007), et
résumée figure 1. La topologie et les relations spatiales existantes entre les primitives
de base constituant les dessins sont capturées et stockées dans le graphe. Le dessin est
tout d’abord vectorisé puis représenté par un ensemble de primitives auxquelles sont
associés différents labels (figure 1). Ces primitives deviennent les nœuds du graphe
et un attribut numérique représentant la «longueur relative (normalisée entre 0 et 1)»
ainsi qu’un attribut symbolique définissant le «type (vecteurs pour les régions pleines
et quadrilatères pour les régions fines)» leurs sont associés. Les arcs du graphe dé-
crivent le type de relation détectée entre les primitives à l’aide de deux attributs : un
«type (L, X, T, P, S)» et un «angle relatif compris entre 0◦et 90◦».
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Figure 2. La signature "floue".
3.2. Phase de production de la signature "floue"
L’objectif de cette étape est de transformer le graphe relationnel attribué en un
vecteur de caractéristiques numériques encapsulant au mieux toutes les informations
contenues dans le graphe. L’objectif est aussi d’introduire une meilleure résistance
aux distorsions et aux irrégularités de formes que l’on trouve souvent dans les images
numérisées.
Pour cela, nous introduisons une approche intégrant de l’incertitude (que nous
nommons abusivement "floue") durant la phase de sondage du graphe. Les valeurs
prises par les attributs numériques des nœuds et des arcs du graphe sont réparties dans
des classes (petit, moyen, grand) selon des fonctions d’appartenance définissant des
intervalles se chevauchent comme décrit figure 3.
Le processus de transformation du graphe que nous proposons ici s’inspire des
travaux décrit dans (Luqman et al., 2009) en reprenant les même caractéristiques
(sondes) extraites du graphe qui sont de différents types (voir figure 2) :
– G1 : nombre de primitives (nœuds)
– G2 : distribution des types de relation entre primitives (arcs)
– G3 : distribution des degrés des nœuds
– G4 : distribution des tailles de primitives (nœuds)
– G5 : distribution des angles entre primitives (arcs)
Le choix de ces caractéristiques s’appuie bien évidemment sur nos réflexions mais
aussi sur les travaux antérieurs notamment ceux de (Rusinol et al., 2006). Les groupes
de caractéristiques G1 et G2 encodent la structure du symbole et l’arrangement des
primitives composant le symbole. Ces caractéristiques permettront donc de distinguer
les symboles ayant des formes différentes. Le groupe G3 décrit plutôt la complexité
des symboles (faible ou grand nombres de relations entre les primitives le composant).
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Les groupes G4 et G5 caractérisent l’homogénéité interne d’un symbole (variabilité de
taille et d’angle entre les primitives de base). Les sondes correspondants aux groupes
G1 et G2 s’obtiennent assez directement en parcourant et comptabilisant les nœuds et
arcs du graphe.
Les intervalles associés aux groupes G4 et G5 sont obtenus simplement en divisant
en trois parties de taille identique les plages de valeurs pouvant être occupées par la
longueur relative et l’angle des primitives. Les intervalles obtenus sont décrit sur les
figures 4 et 5.
Pour les caractéristiques du groupe G3, une base d’apprentissage est exploitée pour
construire des intervalles de densités. La technique utilisée exploite les histogrammes
des densités selon le procédé décrit dans (Leray et al., 2004). Cette technique a été
initialement proposée dans (Colot et al., 1994) pour la discrétisation de données conti-
nues et est basée sur le critère AIC (Akaike information criterion). À partir d’un histo-
gramme comportant au départ m bandes, le découpage optimal en n bandes (n < m)
est déterminé en fusionnant successivement deux bandes adjacentes selon une fonc-
tion de coût associée au critère AIC. Les intervalles obtenus sont ensuite élargis afin
d’obtenir un chevauchement entre les classes pour introduire l’incertitude (flou). Ces
intervalles serviront ensuite à déterminer combien un graphe comporte de nœuds de
degré faible, moyen ou élevé (trois sondes de notre signature). Les chevauchements
entre intervalles sont introduits de manière à mieux gérer (absorber) les irrégulari-
tés dues aux bruits et distorsions qui pourraient affecter la signature. On associe à
chaque intervalle une fonction d’appartenance floue telle que décrit sur la figure 3 à
fin de définir la contribution apportée par une primitive en fonction de la valeur prise
par un attribut. Nous disposons donc de 16 primitives, notées f1 (nombre de primi-
tives), f2(nombre de connections), f3(L-Jonctions), f4(T-Jonctions), f5(Intersections
(X)), f6(connections parallel (P)), f7(connections successive (S)), f8(nombre de pri-
mitives «degré faible»), f9(nombre de primitives «degré moyen»), f10(nombre de pri-
mitives «degré grand»), f11(nombre de primitives «taille petit»), f12(nombre de primi-
tives «taille moyen»), f13(nombre de primitives «taille grand»), f14(nombre d’angles
petits), f15(nombre d’angles moyens) et f16 (nombre d’angles grands).
3.3. Phase d’apprentissage
Après avoir représenté l’ensemble des images de symboles de la base d’apprentis-
sage par des graphes attribués, les signatures sont générées puis stockées sous la forme
de vecteurs numériques. Chaque caractéristique est discrétisée indépendamment et sé-
parément des autres. Les réseaux bayésiens sont ensuite appris.
L’apprentissage du réseau bayésien est réalisé en deux temps. La structure du ré-
seau est d’abord apprise grâce à l’utilisation d’un algorithme génétique selon la mé-
thode proposée dans (Delaplace et al., 2006). Bien qu’il s’agisse d’une méthode évo-
lutionnaire de construction, dans notre cas, les résultats obtenus ont toujours été très
stables fournissant toujours la même structure de réseau lors d’invocations multiples
sur une même base d’apprentissage.
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Figure 3. Fonction d’appartenance floue (définissant la contribution d’une primitive
en fonction de la valeur prise). I1M et I2M définissent l’intervalle pour la classe
moyen.
Figure 4. Intervalles associés à la
longueur relative.
Figure 5. Intervalles associés à
l’angle des primitives.
Chaque caractéristique de notre signature devient un nœud du réseau. L’objectif de
la phase d’apprentissage de structure est alors de déterminer la structure du réseau la
plus représentative des dépendances existantes entre toutes les paires de variables. La
figure 6 montre l’une des structures de réseau apprise durant nos expérimentations.
La seconde phase de l’apprentissage est celle de l’estimation des para-
mètres, lesquels correspondent aux distributions de probabilités conditionnelles
Pr(nœudi|parentsi) associées aux nœuds du réseau. Ces distributions quantifient les
dépendances relationnelles existantes entre les nœuds. Ces paramètres sont obtenus
avec la méthode d’estimation du maximum de vraisemblance. Le problème de l’évite-
ment des probabilités nulle est résolu en utilisant des probabilités a priori de Dirichlet.
Le réseau obtenu représente la distribution des probabilités jointes associée aux signa-
tures de symboles. Les propriétés d’indépendances conditionnelles (Charniak, 1991)
du réseau nous ont permis d’ignorer les caractéristiques inutiles pour décrire les en-
sembles de données.
L’indépendance conditionnelle d’un nœud dans le réseau est directement exploitée
durant l’inférence probabiliste et aide à ne pas tenir compte des variables inutiles lors
du calcul des probabilités a posteriori pour les différentes classes de symboles (section
3.4).
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Figure 6. Exemple de structure de réseau bayésien apprise.
3.4. Phase de classification (reconnaissance de symboles)
Afin de reconnaître un symbole nous appliquons l’inférence probabiliste bayé-
sienne sur la distribution de probabilités jointes encodée par le réseau. Nous utilisons
pour cela la technique appelée junction tree (Jensen et al., 1990) qui est la méthode
exacte la plus populaire dans ce domaine et qui est proposée dans (Leray et al., 2004).
Cette technique consiste à utiliser la signature du symbole à reconnaître (appelée évi-
dence) et à la propager dans le réseau afin de calculer les probabilités a postériori
pour chaque classe de symbole. L’équation 1 rappelle la règle de Bayes de notre sys-
tème : la probabilité a postériori d’une classe ci sachant une évidence e est calculée
d’après la vraisemblance Pr(e|ci), la probabilité a priori Pr(ci) et la vraisemblance
marginale Pr(e). Cette dernière grandeur (voir éq. 3) sert à normaliser la probabilité
a posteriori, c-à-d. que le résultat du calcul soit compris entre 0 et 1.
Pr(ci|e) =
Pr(e, ci)
Pr(e)
=
Pr(e|ci)× Pr(ci)
Pr(e)
[1]
où,
e = f1, f2, f3, ..., f16 [2]
Pr(e) = Pr(e, ci) =
k∑
i=1
Pr(e|ci)× Pr(ci) [3]
Les probabilités a posteriori sont calculées pour toutes les k classes de symboles.
Le symbole à reconnaître est affecté à la classe qui maximise cette probabilité a pos-
teriori.
4. Expérimentations
L’organisation de concours de reconnaissance de symboles au cours de ces dix der-
nières années (Aksoy et al., 2000, Valveny et al., 2003, Dosch et al., 2006, Valveny
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Modèle Niveau-1 Niveau-2 Niveau-3
Figure 7. Unmodèle de symbole (provenant de la base GREC2005) avec des exemples
déformés utilisés pour simuler le dessin manuel.
Modèle Dégradé-1 (GREC2005)
Figure 8. Un modèle de symbole (provenant de la base GREC2005) avec un exemple
dégradé utilisé pour simuler la photocopie, l’impression ou la numérisation.
et al., 2007) a permis à la communauté de disposer aujourd’hui d’une base consé-
quente d’images test pour l’évaluation des nouvelles méthodes. Ces compétitions ont
été organisées afin de tester la robustesse face au passage à l’échelle, aux dégradations
binaires et vectorielles sur des symboles pré-segmentés (symboles de plans électro-
niques ou architecturaux).
Différentes versions de cette base ont été exploitées durant les concours successifs
du colloque GREC: en 2005 (Dosch et al., 2006) et 2007 (Valveny et al., 2007) les
bases étaient similaires tandis que la base GREC2003 (Valveny et al., 2003) est un
sous-ensemble de la base GREC2005.
4.1. Reconnaissance de symboles dégradés par bruits binaires ou vectoriels
Nous avons mené des expérimentations sur une base de symboles synthétiques
provenant de la base GREC2005 1. Afin d’obtenir une évaluation réaliste des perfor-
mances de notre méthode intégrant une approche floue par rapport aux approches plus
classiques nous avons produit plusieurs bases comportant 20, 50, 75, 100, 125 et 150
classes de symboles. Nous avons également généré nos propres bases d’apprentissage
et de test basées sur les déformations et dégradations proposées lors de GREC2005
pour nos expérimentations. Rappelons que dans tous les cas, nous utilisons unique-
ment des symboles propres (non dégradés) pour l’apprentissage.
Pour chaque classe, un modèle parfait associé à 36 versions transformées par des
rotations aléatoires et 12 par des changements d’échelle constituent la base d’appren-
tissage. Comme les caractéristiques que nous avons choisies ont déjà été démontrées
invariantes aux rotations et changements d’échelle dans (Qureshi et al., 2007, Luqman
1. http://symbcontestgrec05.loria.fr/symboldescription.php/ ; visitée le 11 février 2010
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Nombre des classes (modèles) 20 50 75 100 125 150
Symboles propres (rotation et changement d’échelle) 100% 100% 100% 100% 100% 100%
Hand-drawn déformation
Niveau-1 99% 96% 94% 92% 89% 87%
Niveau-2 99% 95% 92% 91% 88% 87%
Niveau-3 95% 79% 72% 69% 66% 61%
Dégradation binaire 99% 95% 93% 92% 90% 88%
Tableau 1. Résultats expérimentaux (bruits binaires et vectoriels).
Figure 9. Comparaison des résultats avec ceux de (Qureshi et al., 2007) et (Luqman
et al., 2009).
et al., 2009) et à cause du fait que les réseaux bayésiens sont réputés performants sur
les bases comportant un grand nombre d’exemples, notre système a été aussi testé face
à des symboles transformés par différents niveaux de dégradations vectorielles et de
dégradations binaires selon le protocole défini dans les concours GREC (figure 7 et
figure 8). Chaque test réalisé comporte 10 images requêtes pour chacune des classes
de symboles utilisées lors du test.
Le tableau 1 résume les résultats fournis par notre système. Un taux de recon-
naissance de 100% est obtenu pour les symboles non dégradés illustrant à nouveau
l’invariance à la rotation et aux changements d’échelle de notre méthode même après
intégration des intervalles flous. Notre méthode fait mieux que les participants aux
concours GREC pour les tests de passage à l’échelle et fait aussi bien lorsque les ni-
veaux de dégradations et déformations restent faibles, résultats consultables dans (Val-
veny et al., 2003, Dosch et al., 2006). Les taux de reconnaissance diminuent lorsque
les niveaux de dégradations ou de déformations deviennent trop importants: l’étape de
vectorisation devient alors moins efficace comme indiqué dans (Llados et al., 2002),
et la représentation sous forme de graphe de primitives devient inexploitable pour
construire une signature numérique.
La figure 9 compare nos résultats avec ceux d’autres travaux. Dans (Qureshi et al.,
2007) une signature proche de la notre, non floue, et un classifieur de type k-ppv repo-
sant sur un distance euclidienne sont utilisés. Dans (Luqman et al., 2009) on utilise la
même signature, mais sans approche floue avec réseaux bayésiens. Ces résultats per-
mettent de juger des améliorations très significatives apportées par l’approche floue
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Modèle = Niveau-1 = = Niveau-2 = = Niveau-3 =
Figure 10. Un fauteuil avec des exemples bruités (bruit contextuel).
et les réseaux bayésiens : le système proposé peut traiter beaucoup plus nombre des
classes. Les taux de reconnaissance obtenus montrent clairement la robustesse et le
pouvoir de généralisation du système face aux déformation et dégradations réalistes et
pouvant apparaitre dans ces types de documents.
4.2. Reconnaissance de symboles en contexte (bruit contextuel)
Un second ensemble de tests a été réalisé sur une base de symboles synthétiques
obtenus par extraction de régions d’intérêt dans un corpus d’images de documents
complets proposés par (Delalandre et al., 2007). Ces expérimentations visent à prou-
ver la robustesse de notre méthode sur des images se rapprochant le plus possible de
celles rencontrées dans les applications réelles. À notre connaissance et à ce jour, au-
cune autre publication ne propose de telles évaluations pour juger des performances
applicatives réelles des méthodes proposées de reconnaissance de symboles.
Deux sous-ensembles d’images test ont été constitués à partir, d’une part, d’extraits
de plans architecturaux comportant un symbole parmi 16 classes possibles et d’autre
part, d’extraits de schémas électriques comportant un symbole parmi 21 possibles.
Ces classes correspondent à celles exploitées dans les bases GREC2005 (Dosch et al.,
2006).
De la même manière que pour les expérimentations précédentes, l’apprentissage
est réalisé à partir de symboles propres (non dégradés et sans contexte). Pour chaque
classe, 36 symboles modèles sont obtenus par rotation et 12 symboles sont obtenus par
changement d’échelle (réalisés avec ImageMagick2). Les images test sont composées
d’images comportant différents niveaux de bruit contextuel comme décrit figure 10 et
auxquelles différentes transformations affines (rotation et changement d’échelle) sont
de plus appliquées aléatoirement. Cette base de test est disponible gratuitement sur
Internet3.
Le tableau 2 résume les résultats de nos expérimentations sur ces images. Aucun
pré-traitement de débruitage ou de correction n’a été appliqué sur les images. La vecto-
risation est appliquée directement sur les images brutes. Après construction du graphe
et production de la signature floue correspondante, celle-ci est fournie directement au
réseau bayésien pour classification.
2. http://www.imagemagick.org/ ; visité le 11 février 2010
3. http://mathieu.delalandre.free.fr/projects/sesyd/queries.html ; visité le 11 février 2010
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Bruit
Nombre
des classes
(modèles)
Nombre de
symboles
requête (par
classe)
Taux de
reconnaissance
Taux de
reconnaissance
(top-5)
Symboles architecturaux
Niveau-1 16 100 89% 96 %
Niveau-2 16 100 82% 93 %
Niveau-3 16 100 78% 91 %
moy. 83% 93%
Symboles électroniques
Niveau-1 21 100 72% 95%
Niveau-2 21 100 69% 93%
Niveau-3 21 100 65% 92%
moy. 69% 93%
Tableau 2. Résultats expérimentaux (bruit contextuel).
Les résultats obtenus sur les schémas électriques sont moins bons que ceux obtenus
sur les symboles architecturaux, nous pensons que cela est dû principalement à la
présence de cercles et arcs plus difficilement vectorisables que les segments de droite.
Concernant les résultats dans leur globalité, nous estimons que les taux obtenus sont
très encourageants et témoignent de la capacité de notre méthode à exploiter avec
une certaine souplesse l’information structurelle encapsulée de manière floue dans la
signature vectorielle. Ces résultats démontrent également que cette signature permet
de discriminer correctement des symboles en contexte.
5. Conclusion
Les méthodes structurelles sont les plus adaptées pour la représentation d’images
de graphiques. Les méthodes statistiques constituent quant à elles des outils de classi-
fication très performants et rapides. En offrant un mécanisme permettant de convertir
une représentation structurelle en un vecteur numérique adéquat, il devient possible de
bénéficier des avantages des deux catégories d’approches. Notre proposition exploite
des techniques de discrétisation et de fonction de appartenance floue pour produire
une signature plus souple car intégrant des données incertaines.
Les caractéristiques de cette signature traduisent le contenu d’un graphe en termes
de structure, de complexité et d’homogénéité des primitives (nœuds et arcs) qui le
constituent. L’introduction du flou dans le mécanisme de production de la signature
numérique constitue un moyen original et efficace de résoudre le problème de la sensi-
bilité aux distorsions et aux bruits habituellement associée aux méthodes structurelles.
Cela n’enlève aucune de ses propriétés d’invariance aux changements d’échelle et à la
rotation.
Ensuite, une adaptation originale des mécanismes d’apprentissage des réseaux
bayésiens nous permet de définir, dans un premier temps, la structure du réseau puis
dans un deuxième temps, ses paramètres probabilistes. L’inférence probabiliste bayé-
sienne permet alors de classer des symboles inconnus de manière pertinente même en
contexte bruité.
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Les tests expérimentaux effectués démontrent une amélioration significative des
résultats au niveau de la robustesse et de la généralisation sans avoir à recourir à des
algorithmes de prétraitement ou de nettoyage des images initiales. De part l’introduc-
tion de l’approche floue et des réseaux bayésiens, les résultats obtenus sur les bases du
concours GREC sont au moins de niveau équivalent aux meilleurs résultats obtenus
durant les compétitions ce qui nous a permis d’envisager de nouvelles évaluations sur
des bases encore plus complexes. Ces dernières expérimentations, réalisées sur des
symboles entourés d’un bruit contextuel, ont confirmé la bonne résistance de notre
signature à l’information parasite apportée par l’environnement d’un symbole.
Nous pensons que ces résultats pourraient encore être améliorés si nous incorpo-
rions des symboles bruités, déformés ou en contexte dans les bases d’apprentissage (ce
que nous avons refusé de faire jusqu’à présent). Le système peut être étendu facile-
ment : le nombre de classes peut être important, les formes de nature variée (nombreux
domaines applicatifs) et les temps d’exécution restent très raisonnables (la reconnais-
sance est pratiquement instantanée). Dans le futur, nous pensons adapter ces travaux
afin de produire un système complet d’indexation et recherche d’occurrences de sym-
boles (spotting) dans des dessins complets.
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