Abstract-RNA-Seq is widely used in transcriptome studies, and the detection of differentially expressed genes (DEGs) between two classes of individuals, e.g., cases versus controls, using RNA-Seq is of fundamental importance. Many statistical methods for DEG detection based on RNA-Seq data have been developed and most of them are based on the read counts mapped to individual genes. On the other hand, genes are composed of exons and the distribution of reads for the different exons can be heterogeneous. We hypothesize that the detection accuracy of differentially expressed genes can be increased by analyzing individual exons within a gene and then combining the results of the exons. We therefore developed a novel program, termed CEDER, to accurately detect DEGs by combining the significance of the exons. CEDER first tests for differentially expressed exons yielding a p-value for each, and then gives a score indicating the potential for a gene to be differentially expressed by integrating the p-values of the exons in the gene. We showed that CEDER can significantly increase the accuracy of existing methods for detecting DEGs on two benchmark RNA-Seq data sets and simulated datasets.
INTRODUCTION
T HE detection of differentially expressed genes (DEGs) between different classes of samples, e.g., cases versus controls, treatments versus untreated individuals, samples from different tissues, or same tissue but different locations, etc. is a fundamental and important problem for trancriptome studies. Many biological downstream analysis are based on the accurate information of DEGs. Microarrays were originally widely used for detecting DEGs genomewide, and many statistical methods have been developed for detecting DEGs using microarrays [1] . Recently, with the rapid development of next generation high throughput sequencing technologies including Illumina Selexa, Roche 454 and Applied Biosystem's SOLiD, RNA-Seq is being widely used in trancriptome studies as an attractive alternative to microarrays [2] , [3] . Compared to microarrays, RNA-Seq has shown superior accuracy in the measurement of gene expression levels [4] , [5] , and in the study of alternative splicing [6] , [7] . Although great achievements have been made by RNA-Seq, it raises great challenges in computational and statistical approaches for the normalization and analysis of RNA-Seq data [8] . Among these challenges, accurate detection of differentially expressed genes using RNA-Seq data is essential [9] . Many statistical methods have been developed to achieve this objective, and most of them are based on treating the gene as one unit using the read counts mapped to individual genes (see Oshlack et al. [9] for an excellent review and Section 2 herein).
Most genes consist of multiple exons and the read counts in the exons can have different distributions. In addition, the numbers of reads in different exons within a gene can be very different. It is well known that RNA degradation renders the number of reads in the 3 0 end of a gene significantly higher than that for the 5 0 end [10] . These observations prompt us to hypothesize that the accuracy of detecting DEGs can be increased by first testing for differential expressed exons and then combining the significance of the exons within a gene to detect differentially expressed genes. Based on these ideas, we developed an efficient strategy, termed Combining the significance of the Exons to detect Differentially Expressed gene for RNA-Seq (CEDER), to detect DEGs. The CEDER borrows information from the exons of each gene and checks whether the exons of each gene are consistently differentially expressed. Thus, CEDER makes the testing of the differential expression of each gene more robust than checking the gene as one unit. The CEDER is easy to implement based on existing statistical methods of DEG detection for RNA-Seq data.
The techniques of combining p-values have been extensively studied in meta-analysis across many different fields [11] . These techniques have also been applied to various biological problems to integrate information of different statistical tests and have achieved excellent results. For example, the combined p-value statistics have been used to integrate the genetic association testing results of multiple SNPs in a gene or genomic region [12] . In addition, the combined p-value statistics have been used to combine the pvalues of the probes on microarrays, and increased the accuracy of detecting DEGs [13] ; the combined p-value statistics have also been used to combine the p-values of the sliding windows in tiling arrays and achieved high accuracies in the detection of genomic regions enriched for transcription factor binding [14] .
In this study, we applied the combined p-value statistics to CEDER for the detection of differentially expressed genes based on RNA-Seq data. In the implementation of CEDER, we first used a negative binomial distribution-based method, DESeq [15] , for DEG detection to detect differentially expressed exons. To combine the p-values of exons from DESeq, we studied three widely-used methods for combining the p-values: Fisher's method [16] , Stouffer's Zscore method [17] and the minimum p-value method [18] . When applying the combined p-values by the three methods to select DEGs on the gold standard MicroArray Quality Control (MAQC) data sets [19] as well as simulated data sets, we showed that CEDER implemented using the Fisher's and the minimum p-value methods can significantly increase the accuracy of DESeq for the detection of DEGs. Thus, CEDER provides a powerful alternative for the detection of differentially expressed genes.
The paper is organized as follows: in Section 2, we provide the literature review on the existing work of the modeling and detection of DEGs for RNA-Seq data. In Section 3, we provide details on CEDER and the MAQC data sets for validation. In Section 4, we compare CEDER with several widely used methods for detecting DEGs and show that CEDER can significantly increase the accuracy of detecting DEGs. The paper concludes with some discussion and conclusions.
RELATED WORK
Microarray gives continuous measurements of transcript abundances using probe intensities. On the other hand, RNA-Seq gives discrete counts of the numbers of reads mapped to the transcripts. Such a difference makes the underlying statistical models for RNA-Seq signals (reads) different from those for microrray signals (probe intensities) [8] , eventually resulting in different statistics used for detecting DEGs for RNA-Seq and microarrays [9] .
The Poisson process was first used to model the distribution of RNA-Seq reads along the genome [4] , [20] and software based on the Poisson distribution has been developed to detect DEGs [21] . However, the Poisson distribution assumption on the number of reads cannot capture the variability of the RNA-Seq data well, leading to high-false positive rates in the detection of DEGs [9] . The negative binomial distribution was then developed to model the RNA-Seq read count data in order to account for the high variability of the read count data [22] . The edgeR [23] and DESeq [15] , both of which are based on negative binomial distribution for the number of reads mapped to the genes, are the most widely used programs in DEG detection. The two methods made different assumptions on the variance of the negative binomial distribution and were implemented by different strategies to estimate the parameters for the dispersion term of the negative binomial model. Although the negative binomial distribution cannot completely capture the nonuniform distribution of the reads along the gene/transcript which has been addressed by the generalized Poisson model [24] , the edgeR and DESeq are relative easy to implement in practice and are more robust in statistical power.
In addition to the challenge of modeling the read distribution in RNA-Seq, one major difficulty raised in the accurate detection of DEGs based on RNA-Seq data is that most RNA-Seq profiles have no or a limited number of replicates. Due to the many parameters of the statistical models for the read distribution in RNA-Seq, the statistical methods of DEG detection generally require a large number of replicates to accurately estimate the parameters and hence achieve high accuracy [25] , [26] . However, in many biological studies, the number of replicates is generally low due to the high cost of RNA-Seq assay, as well as sample collection and preparation, leading, in turn, to low accuracy of DEG detection [25] . To overcome this problem, read counts in all the genes from the genome were proposed to estimate the parameters in the model and these estimated parameters were then used to detect DEGs [23] , [15] , [26] . The edgeR [23] and DESeq [25] are applicable as long as one class of samples has replicates and give the p-value that a gene is differentially expressed between the two classes. As p-value decreases with the number of reads and longer genes tend to have more reads, the p-value-based approaches tend to find long genes. On the other hand, the ASC addresses the problem of detecting DEGs for RNA-Seq based on fold changes and is applicable to samples without replicates [26] . The ASC borrows information across genes to establish a prior distribution of sample variation, and uses the empirical Bayes method to report the posterior distribution of the log-fold-change for each gene. Instead of giving the significant result (p-value) of the statistical test that the gene is differentially expressed as other methods, ASC uses the posterior distribution of the log-fold-changes to rank genes for differential expression. Thus, ASC is more likely to select genes with large fold changes as DEGs. However, in real-biological systems, the key genes of the gene networks, such as transcription factors, exert their functions in great efficiencies, leading to a moderate or mild fold change between their different functional states. Thus, merely using the log-fold-change as the criteria to select DEGs may miss many important genes of interest. We think that both p-value-based approaches and fold change-based approaches have merits when identifying biologically functional genes.
MATERIALS AND METHODS
We developed a novel strategy, CEDER, that can significantly increase the accuracy of the statistical methods for DEG detection based on RNA-Seq data. The CEDER integrates the significance of differential expression for different exons within a gene using existing DEG detection methods (e.g., DESeq [15] ) for accurate detection of DEGs. The method is particularly useful when the distributions of reads in the exons within a gene are widely different that the read counts within a gene cannot be modeled with a relatively simple distribution such as the negative binomial distribution that have been widely used in most available methods [23] , [15] . In the following sections, we introduce the techniques of combining p-value statistics; relevant methods of DEG detection for RNA-Seq; simulation studies; and the MAQC data sets and data processing procedures used in this study.
Different Methods to Combine p-Values of Differential Expression of Exons
The CEDER first tests the differentially expressed exons with DESeq [15] using exon read counts as input. Consider a gene having k exons. For the ith exon, i ¼ 1; 2; . . . ; k, we first test the null hypothesis H i0 that the exon has the same expression level between the two classes of samples versus the alternative hypothesis H i1 that the exon is differentially expressed between the two classes using some testing procedure, e.g., DESeq [15] . Let p i be the resulting p-value.
In this study, we only consider reads mapped completely to the exons and discard those mapped to exon junctions. For given samples from the two classes, the numbers of reads mapped to the exons can be assumed to be independent since the exons do not overlap. We emphasize though that when the individual samples are considered random, the numbers of reads mapped to the exons are no longer independent because they relate to each other through the samples.
Since the p-values, p 1 ; p 2 ; . . . ; p k , can be assumed independent for given samples, several methods for combining p-value statistics [27] for the exons within a gene can be used to detect differentially expressed genes. In this study, three widely used methods for combining p-values, Fisher's method [16] , Stouffer's Z-score method [17] and the minimum p-value method [18] , are studied.
The Fisher's Method
The Fisher's method combines information across multiple tests using the statistic
where p i is the p-value of the ith exon. If none of the exons are differentially expressed within the given samples, the p i s are independent and follow a uniform distribution in the unit interval ½0; 1. The 2 hence has a chi-square distribution with 2k degrees of freedom, where k is the number of exons tested, when no exons are differentially expressed. We use the score S Fisher ¼ À lnðP ðX ! 2 ÞÞ to rank the genes for differential expression, where X has a chi-square distribution with 2k degrees of freedom and 2 is the value calculated from the observed data.
The Stouffer's Z-Score Method
The Stouffer's Z-score method [17] first transforms p i into
Þ where È is the cumulative distribution function for the standard normal distribution, and then combines Z i using
When none of the exons are differentially expressed within the samples, Z has the standard normal distribution. A weighted version of the Stouffer's method was proposed as follows [17] :
where w i s are nonnegative weights. The Z w still has the standard normal distribution when none of the exons are differentially expressed. It was shown that the square root of sample size for each test can be used as an appropriate weight [17] . We thus choose w i ¼ ffiffiffiffiffi ffi N i p , where N i is the number of reads mapped to the ith exon across the samples. Similar to the Fisher's method, we use score S Stouffer ¼ À lnðP ðZ w ! z w ÞÞ to rank the genes for differential expression where the value z w is obtained from the observed data.
The Minimum p-Value Method
Let p ½1 be the minimum of p 1 ; p 2 ; . . . ; p k . When none of the exons are differentially expressed, p ½1 has a beta distribution with parameters 1 and k. Similar as the above two methods, we use score S minimum ¼ À lnðP ðX p ½1 ÞÞ where X has the beta distribution with parameters 1 and k to rank the genes for differential expression [18] .
Note that, for all the three methods, we do not refer the scores as joint p-values as the individual p-values p 1 ; p 2 ; . . . ; p k may be dependent when the samples are random. Thus, the scores defined above do not have the same meaning as the concept of log p-value in statics. These scores are only used to rank the genes for differential expression and do not provide statistical significance for differential expression. Thus, we evaluate these methods by comparing the set of truly differentially expressed genes with the top-ranked genes based on these scores as well as other methods for detecting DEGs. We set the upper bounds of all scores to be 20, meaning that we give a score 20 for all genes with score over 20.
Methods for the Detection of DEGs
Many statistical methods have been developed to detect DEGs based on RNA-Seq read count data [9] . Among these methods, we compared CEDER with two widely used programs edgeR [23] and DESeq [15] . The edgeR and DESeq methods were implemented with "edgeR" and "DESeq" packages in Bioconductor (release version 2.8) with their default settings. The inputs of edgeR and DESeq are the read counts of the genes. We compared edgeR and DESeq on MAQC benchmark data and found DESeq to be more accurate in detecting differentially expressed genes (see Fig. 3 ). We thus used DESeq to detect differentially expressed exons for CEDER. When using DESeq to detect the differentially expressed exons, the input to DESeq is the read counts of the exons. We studied extensively the performance of CEDER and DESeq using both simulated and the MAQC data sets.
We also compared CEDER with two other methods, GPSeq [24] and ASC [26] using the MAQC data sets. We did not implement GPSeq in this study but directly compared the CEDER results with the GPSeq results on the MAQC benchmark data (data set I) in [24] . Note that the input of GPSeq is the number of mapped reads in each position of the gene. The ASC [26] was implemented by the updated codes from the authors. The input of ASC is the read counts of the genes. Note that ASC reports results of log-foldchanges of the genes.
Simulation Studies
We did extensive simulation studies to see if CEDER can significantly increase the accuracy of detecting DEGs compared to the original method DESeq, which CEDER is based on. The simulations were carried out as follows: for a given gene g, we first generated its base expression level (mean value) g drawn from an exponential distribution with rate 1=250 as in DESeq [15] . We then generated its logfold-change g between two classes A and B drawn from a normal distribution with mean 0 and standard deviation . Its expression level gj in sample j was defined as 2 À g =2 g if sample j was from class A, or 2 g=2 g if sample j was from class B. We next generated the read-count N gj of gene g in sample j with a negative binomial distribution as
where j is the size factor which is related to sequencing depth for sample j. This simulation strategy is the same as in [15] . We simulated the read count data of 5,000 genes for each sample. Genes with g < 0:2 were defined as nondifferentially expressed and genes with g no smaller than a given Threshold for the Log-Fold-change (TLOF) were defined as differentially expressed. To generate the exon read count data, we allocated the N gj reads of gene g in sample j to one of the gene's exons with probabilities p Due to various biases present in RNA-Seq, the reads are generally not uniformly distributed in different exons. One major bias in RNA-Seq comes from the RNA degradation [10] , resulting in that exons near the 3 0 end of the gene generally have significant more reads mapped than the other ones (see Table 5 and [28] ). To capture this major effect by RNA degradation, we generated p g i by first sampling P g 1 ; . . . ; P g k from an exponential distribution with rate 1, and then letting p
By this way, our simulation is more likely to allocate the majority (>75%) of the reads to only 1 or 2 exons of the gene when k ! 5.
We carried out two types of simulations. First, we did a relatively simple simulation using the same parameters as in [15] , such that the simulated data will resemble an actual experiment (see the manual of DESeq in http:// bioconductor.org/packages/release/bioc/manuals/ DESeq/man/DESeq.pdf). Two samples from class A (A1 and A2) and three samples from class B (B1, B2, and B3) were simulated with ¼ 2. The size factors, j , for the five simulated samples are: 1 (A1), 1.3 (A2), 0.7 (B1), 0.9 (B2), and 1.6 (B3). We generated two sets of independent gene/ exon read count data: 1) one set with all the genes having k ¼ 5 exons, and 2) the other set with all the genes having k ¼ 10 exons. In this simple simulation, we let TLOF ¼ 3.
Second, we did much more thorough extensive simulations to study the effects of the following factors on the performance of CEDER: 1) the standard deviation of the fold changes, ¼ 1:5; 2:0; 2:5; 2) the threshold for the log-foldchanges for selecting the differentially expressed genes, TLOF ¼ 1:5; 2:0; 2:5; 3:0; 3) the ratio of the size factors between the two classes of samples ¼ B = A ¼ 1:1; 1:2; 1:6; 1:8 (we fixed A ¼ 1); and the number of exons in a gene k ¼ 5; 10. To see the potential variation of performance for CEDER among different samples, we generated 10 samples from class A and 10 samples from class B for each parameter combination ð; ; kÞ. Each A sample was compared to a B sample resulting in a total of 100 comparisons. We present the mean and standard error of the resulting AUC scores for the 100 comparisons.
The MAQC RNA-Seq Data Processing
We used two RNA-Seq data sets related to MAQC samples [29] to compare CEDER with other methods for detecting DEGs. One is the human brain reference (hbr) sample and the other is the universal human reference (uhr) sample. Two different laboratories, Dr. Dudoit from University of California at Berkeley and Dr. Wu from Genentech, sequenced the samples using the Illumina GA2 platform.
Data Set I from Dr. Dudoit's group contains RNA-Seq reads of length 35 bps from the two samples with just one biological replicate. Each sample was prepared with an individual library and was sequenced with seven lanes at two flow cells. The details of the data are given in [19] . Note that biological differences are confounded with the differences introduced from the library preparation methods as noted in [19] . This data set was downloaded from NCBI Sequence Read Archive (SRA) with ID SRX016359 (MAQC Brain exp 2 using phi X control lane) and SRX016367 (MAQC UHR exp 2 using phi X control lane).
Data set II from Dr. Wu's group contains RNA-Seq reads of length 50 bps from the same samples also with just one replicate. Each sample was sequenced in seven lanes at one flow cell. The details of the data set can be found in [30] . This data set was downloaded from NCBI Gene Expression Omnibus (GEO) with ID GSE24284 (GSM597210 for hbr and GSM597211 for uhr). The reads from seven lanes of each sample were merged together. Although each sample was sequenced in seven lanes, the data from each lane cannot be considered as replicates, see the DESeq manual.
We used Bowtie (version 0.12.5) [31] as a mapping tool and mapped all reads to the human genome (hg19). For the two RNA-Seq data sets on hbr and uhr samples, we allowed two mismatches for the 35 bp reads and three mismatches for the 50 bp reads. We only kept the unique mapped reads and did not consider the junction reads as in [28] . The RefSeq annotation (downloaded from UCSC Genome Browser on July 1, 2011) was used as the gene annotation.
Processing of the qRT-PCR Data
For the hbr and uhr samples, the expression levels of 997 genes were quantitatively measured with TaqMan Gene Expression Assay by the MicroArray Quality Control (MAQC) project [32] . We used the qRT-PCR results as gold standard to evaluate the statistical methods for detecting DEGs based on RNA-Seq data. The qRT-PCR data were downloaded from NCBI GEO with series ID GSE5350. The four replicates of uhr sample were downloaded from GSM129638 to GSM129641, and the four replicates of brain sample were downloaded from GSM129642 to GSM129645.
We only kept the genes with the unique matched RefSeq ID (due to the annotation differences between RefSeq and MAQC) and filtered out genes with zero read counts in all samples of RNA-Seq data, resulting in a total of 946 genes. Following Bullard et al. [19] , we defined the expression level of gene j at the ith replicate as Y i;j 4C i;j Â log 2, where 4C i;j ¼ C i;P OLR2A À C i;j , with C being the raw value of cycle number and POLR2A being the house-keeping gene. The log-fold-change was defined as Y uhr;j À Y hbr;j , the difference of the average values across the four replications. Genes with absolute value of log-fold-change >2 are considered as differentially expressed (positive set), and genes with absolute value of log-fold-change <0:2 are considered as nondifferentially expressed (negative set). Among the 946 genes we kept, a total of 304 genes are in the positive set of differentially expressed gene and a total of 141 genes are in the negative set of nondifferentially expressed genes.
Evaluation of Different Methods for Detecting DEGs
We used the receiver operating characteristic (ROC) curve to evaluate the different methods for detecting DEGs. For a given method of detecting DEGs, we rank the genes in descending order according to the scores of the genes with high scores corresponding to high probability of being differentially expressed. For a given threshold value, genes with score above the threshold are predicted as differentially expressed and genes with score below the threshold are predicted as nondifferentially expressed. By comparing the prediction results with the gold standard partition of the 445 genes based on qRT-PCR, we have Table 1 . The true positives (TP) are the genes that are validated as differentially expressed by qRT-PCR and predicted to be differentially expressed by the score based on the RNA-Seq data. The false negatives (FN), false positives (FP), and true negatives (TN) are similarly defined as in standard classification problems and are given in Table 1 . The false positive rate (FPR) and the true positive rate (TPR) are defined as
The receiver operating characteristic (ROC) curve depicts the relationship between TPR and FPR. We used the area under the ROC curve (AUC) to evaluate the different methods for detecting DEGs. We calculated two kinds of AUC: 1) AUC1 is the area under the ROC curve in the full range of FPR, 0 FPR 1; 2) AUC2 is the area under the ROC curve in the range of 0 FPR 0:05.
Availability
The CEDER program and the supplementary materials are available from http://www-rcf.usc.edu/fsun/programs. html.
RESULTS
We present the results first for simulation studies, then the MAQC benchmark data set, and finally an example of a novel differentially expressed gene identified using CEDER.
Results from the Simulation Studies
We first studied the performance of CEDER using the simulated RNA-Seq data. Since edgeR is only applicable to situations at least one sample has replicates [23] and the pvalues output by edgeR are biased toward 0 when the data have no replicates (see Fig. 3 ), we implemented CEDER with DESeq [15] as a basic tool for detecting differentially expressed exons. The programs DESeq and CEDER were used to detect DEGs for the six comparisons (A1-B1, A1-B2, A1-B3, A2-B1, A2-B2 and A2-B3) based on the first set of relatively simple simulations. Among the 5,000 simulated genes, a total of 661 (k ¼ 5 exons)/656 (k ¼ 10 exons) genes are in the positive set of differentially expressed genes and a total of 393 (k ¼ 5 exons)/394 (k ¼ 10 exons) genes are in the negative set of nondifferentially expressed genes.
By setting different thresholds for the p-values from DESeq and different scores from CEDER, we calculated the true positive rate (TPR) and the false positive rate (TPR) and plotted the ROC curves for DESeq and CEDER (Fig. 1 for the case k ¼ 5 and Fig. 2 for the case k ¼ 10). Note that in the simulated scenarios, the AUC1 scores of DESeq are low, at most 0.7 except for the pair of A1-B2. In these situations, the CEDER with the minimum p-value method has the highest AUC1 score and the increase of AUC1 score from DESeq to CEDER can be substantial. For example, for the pair of A2-B3 when k ¼ 5, the AUC1 score for DESeq is only 0.69, while the AUC1 score for CEDER with the minimum p-value method is 0.83, a 20 percent increase. When restricted to the region with the low-false positive rate (FPR 0:05), the AUC2 score for CEDER with the Fisher's method can be the highest among all the methods studied except for the pair of A2-B1 when k ¼ 5; 10 and the pair of A1-B2 when k ¼ 10.
We next extensively studied the factors affecting the performance of CEDER by changing the parameters ð; TLOF; ; kÞ. The complete results for all the parameters are given in the supplementary materials. The results for k ¼ 5 are similar to the results for k ¼ 10. Thus, we just present the results for k ¼ 5 in the main text. Table 2 gives the average AUC scores together with their standard errors for DESeq and CEDER estimated from the 100 comparisons for various values of ¼ 1:5; 2; 2:5 and TLOF ¼ 1:5; 2; 2:5; 3 when the size factor ratio ¼ 1:1. It is interesting to note that the AUC (both AUC1 and AUC2) score for DESeq decreases rapidly with . When ! 2:5, the p-value outputs for the genes by DESeq are even worse than random guessing and the AUC1 score is even lower than 0.5. An explanation for this observation is that DESeq assumes that most genes are nondifferentially expressed when it fits the negative binomial distribution to the read count data. When is high, most genes are differentially expressed violating the underlying assumptions of DESeq. We first look at the AUC1 scores (Table 2 ). When ¼ 2:0, the AUC1 score for DESeq is around 0.75 which is low. On the other hand, the CEDER with the Fisher's method can significantly increase the AUC1 score to about 0.79 when TLOF ¼ 1:5 and the increase of AUC1 score is most significant to 0.87 when TLOF ¼ 3:0. The CEDER with the Stouffer's and the minimum p-value methods both increase the AUC1 score of DESeq, but not as large as the Fisher's method. When ¼ 1:5, DESeq has decent performance with AUC1 scores all above 0.83. Even in this situation, the AUC1 score for the CEDER with the Fisher's method is still much higher than that for DESeq. When looking at the AUC2 score (Table 2) , for most of the cases, the Fisher's method increases the AUC2 score of DESeq the largest when the AUC2 score of DESeq is relative high (e.g., > 0:01); the Stouffer's Z-score method increases the AUC2 of DESeq the largest when the AUC2 score of DESeq is in the range between 0.005 and 0.01.
We also studied the effect of size factor ratio on the AUC scores of DESeq and CEDER. Table 3 gives the mean AUC scores and their standard errors of DESeq and CEDER for different values of when ¼ 2; TLOF ¼ 3, and k ¼ 5. It can be seen that the AUC1 score for DESeq decreases with indicating that the program does not take care of the size factor ratio well. On the contrary, the AUC2 score for DESeq increases with when ! 2. In both situations, the CEDER can significantly increase the AUC1 and AUC2 scores.
When looking at the AUC1 score, it is important to note that for situations that the AUC1 score of DESeq is below 0.70, the performance of CEDER with the minimum p-value method is better than that of the Fisher's method. For example, when the size factor ratio is 1.6, the AUC1 score for DESeq is 0.64 and the AUC1 score of CEDER with the minimum p-value method is 0.75, an increase of 0.11. On the other hand, the AUC1 scores of CEDER with the Fisher's and Stouffer's methods are 0.68 and 0.67, respectively. When looking at the AUC2 score, it is also important to note that for situations that the AUC2 score of DESeq is Finally, although involving more computation time than the original DESeq, CEDER consumes reasonable computation time. For example, it takes less than 10 minutes for CEDER to calculate 5,000 genes with 10 exons on the PC with a 3.33 GHz CPU.
Detecting DEGs Using the MAQC Benchmark Data Sets
We evaluated the performance of CEDER using the benchmark RNA-Seq data of the human brain reference (hbr) and universal human reference (uhr) samples. Previously measured with qRT-PCR by the MAQC project, the expression levels of 997 genes in these two samples have been widely used as a standard [32] . We followed Bullard et al. [19] to preprocess the qRT-PCR data, and selected 304 genes as a positive set of differentially expressed genes and 141 genes as a negative set of nondifferentially expressed genes from the 946 genes (see Section 3.5 for details). It is worth to notice that the 304 þ 141 ¼ 445 testing genes we selected have only a single isoform according to the RefSeq annotation, and thus we can exclude differential expression in the form of differentially expressed isoforms. We used two independent RNA-Seq data sets, data set I from [19] and data set II from [30] , of the hbr and uhr samples to test CEDER separately. Neither of the two data sets had biological replicates for the samples. We mapped the reads of each sample in each data set to the human genome (hg19) with Bowtie [31] and only kept the uniquely mapped reads (see Section 3.4 for details). We did not consider the junction reads to avoid dependency of read counts for adjacent exons.
We first compared two widely used programs, edgeR [23] and DESeq [15] , to detect DEGs between hbr and uhr using data sets I and II, respectively. The input to the two programs is the read counts of all the genes annotated in RefSeq. We found that the p-values given by edgeR are usually small, and the histogram of p-values for the 141 non-DEGs is highly skewed to 0 (Fig. 3) , which is not reasonable. In contrast, the histogram of the p-values of the non-DEGs by DESeq is more reasonable with moderate shift to 1 (Fig. 3) . Robinson et al. [23] also pointed out in their original paper that edgeR is only applicable to situations that at least one sample has replicates. We thus used DESeq to detect differently expressed exons for CEDER when there are no replicates. Based on the above observations, we used DESeq to detect differentially expressed exons in CEDER. DESeq outputs a p-value for each exon indicating the statistical significance of differential expression between the hbr and the uhr samples for data sets I and II separately. For a given gene, we then combined the p-values of its exons using Fisher's, Stouffer's (unweighting version), and the minimum p-value methods, respectively, to give scores for each gene. We then set different thresholds of the scores, calculated true positive rate and false positive rate, and plotted the ROC curves for the Fisher's method, Stouffer's Z-score method and the minimum p-value method (Fig. 4) . It is clear that the three versions of CEDER outperform DESeq in both data sets except for the AUC2 score of the minimum p-value method. We first look at the AUC1 score. In data set I, the AUC1 score of 0.81 for the original DESeq was increased to 0.89, 0.9, and 0.82, for Fisher's, the minimum, and Stouffer's p-value methods, respectively; in data set II, the AUC1 score of 0.81 for the original DESeq was increased to 0.92, 0.91, and 0.86, for Fisher's, Stouffer's, and the minimum p-value methods, respectively. In both data sets, the AUC1 score was increased by at least 10 percent for the Fisher's and the minimum pvalue methods. When looking at the AUC2 score, in data set I, the AUC2 score of 0.025 for the original DESeq was increased to 0.028 and 0.027 for the Fisher's and Stouffer's Z-score methods, respectively; in data set II, the AUC2 score of 0.025 for the original DESeq was increased to 0.029 for both Fisher's and Stouffer's methods; the minimum p-value method did not increase the AUC2 score of DESeq for both data sets. Note that the calculated AUC2 scores are not accurate in the MAQC data sets because the samples in the neighbor region of FPR ¼ 0:05 are sparse. We also tried the weighted version of Stouffer's Z-score method, but the AUC score of the weighted version is lower than that of the unweighting version (data not shown).
To further compare DESeq and CEDER, we ranked the genes by their scores from DESeq and CEDER, checked the top ranked genes, and see how many of them are true positives (defined as log-fold change (LOF) >2 by qRT-PCR) and how many of them are false positives (defined as LOF < 0:2 by qRT-PCR). The results are given in Table 4 . When top 150 ranked genes are selected, the number of true positives selected by DESeq (141) is slightly higher than that selected by CEDER-Fisher (137), and the number false positives selected by both methods are small (2) for Data Set I. On the other hand, when top 300 ranked genes are selected, the number of true positives selected by CEDERFisher (224) is about 7 percent higher than that selected by DESeq (209), and the number of false positives selected by CEDER-Fisher (6) is slightly smaller than that by DESeq (8) . The same conclusions hold for data set II. Thus, the advantage of CEDER-Fisher compared to DESeq may lie in the range between 20 and 30 percent of the selected genes.
Since GPSeq [24] requires positional read count data, we did not implement GPSeq in this study but resorted to compare the results from CEDER with GPSeq's published Fig. 3 in [24] for data set I. By comparing Fig. 4 (plot for data set I) in this paper with Fig. 3 in [24] , it can be seen that GPSeq slightly outperforms CEDER with Fisher's or the minimum p-value methods. However, the numbers of genes used by GPSeq for its ROC curve (218 for the positive set and 74 for the negative set) are much smaller than those we include here (304 for the positive set and 141 for the negative set), although both studies used the same criteria to select test genes based on the qRT-PCR data. The reduction in the number of genes in GPSeq is due to the fact that the GPSeq program cannot converge for about 1/3 or more of the genes and thus is not applicable to those genes.
We also applied ASC using its default setting to analyze data sets I and II with the same input of gene count data. Different from other methods that report statistical significance of differential expression for each gene, ASC reports log-fold-changes of the gens between the hbr and the uhr samples. By setting different thresholds of the logfold-change, we can also obtained the ROC curve for ASC. As a result, the AUC score for ASC is higher than the AUC scores with CEDER, DESeq, edgeR, and GPSeq (data not shown). The better performance of ASC compared to other methods may due to the fact that the genes defined as the gold standard positives and negatives were selected using fold-changes in qRT-PCR data, which makes the test gene set in favor of the ASC method. The DEGs detected by ASC tend to have high fold changes. The ASC is more likely to miss genes with moderate or low fold changes but are in fact differentially expressed. The methods based on statistics such as CEDER, DESeq, edgeR, and GPSeq are not directly comparable to the methods based on fold changes such as ASC.
CEDER Identifies a Novel Gene LHX6 as
Differentially Expressed between the hbr and uhr Samples
The gene LHX6 (NM_199160) functions as a transcriptional regulator and is involved in the control of differentiation and development of neural and lymphoid cells. It has nine exons with a total length of 3,330 bps based on the RefSeq annotation. The qRT-PCR assay by MAQC project [32] showed that LHX6 is differentially expressed between the hbr and uhr samples with a large log-fold-change of 3.58 with a rank of 191th highest out of the 946 genes. We applied DESeq to the read count data for the genes using data sets I and II and found that the p-value of LHX6 by DESeq is not significant (p-value ¼ 0:303, score 1.16, rank 323/946 for data set I, and p-value ¼ 0:312, score 1.19, rank 315/946 for data set II). Meanwhile, when applying ASC to the gene level read count data, the calculated log-foldchange of LHX6 by ASC is 0.654 (rank 654/946) for data set I and 0.628 (rank 669/946) for data set II, respectively. We studied the read counts mapped to the exons of LHX6 for the two RNA-Seq data sets more carefully. It was found that the read counts mapped to the exons are very different and the read counts in the hbr sample are higher than that in the uhr sample for 8 out of the 9 exons in both data sets. Thus, we looked at the CEDER results more carefully.
We noted that most of the mapped reads in gene LHX6 are located in the first two exons closest to the 3 0 end (see Table 5 , the first two exons are indexed by "1" and "2," respectively). The first two exons consist of 77 percent of all the reads for the hbr sample and 96 percent of all the reads for the uhr sample in data set I. In data set II, the first two exons consist of 80 percent of all the reads for the hbr sample and 98 percent of the reads for the uhr sample. Even though the numbers of reads in the remaining exons are small, they are highly different between the two samples across all the remaining exons. The program CEDER was then used to analyze the data. The p-values of the exons by DESeq are listed in Table 4 and they range from 0.019 to 0.608. None of the exons are significantly differentiated after correcting for multiple tests. We then applied the three integration methods to combine the p-values of the exons in LHX6. The Fisher's method gives a score of 5.91 based on data set I with rank 176/946 and a score of 6.27 with rank 169/946 based on data set II. The Stouffer's Z-score method gives a score of 7.65 with rank 161/946 based on data set I and a score of 8.26 with rank 159 based on data set II. The minimum p-value method gives a score of 1.33 with rank 204/946 based on data set I and a score of 1.84 with rank 165/946 based on data set II. Thus, the score rank of LHX6 by CEDER is much more closer to the rank of log-fold-change by qRT-PCR (191/946) than by DESeq and ASC. Meanwhile, previous studies showed that 30 percent or more genes between different biological samples are differentially expressed. Thus, when selecting 20-30 percent genes as DEGs for the genomic studies, LHX6 will be selected by CEDER but are likely to be missed by DEGSeq and ASC.
CONCLUSIONS AND DISCUSSION
In this paper, we developed a novel method, CEDER, to rank genes for differential expression by first testing for differentially expressed exons and then integrating the In this study, we used DESeq as a basic tool for detecting differentially expressed exons. However, this is not a restriction and actually, any proper methods for DEG detection based on RNA-Seq data can be used. The CEDER is also not restricted to testing for differential expression at the exons of each gene. For example, in the situation that a gene has very few exons, or only one exon, we can implement our strategy by first segmenting the gene into several nonoverlap fragments and augmenting the test data by testing differentially expressed fragments of each gene. However, the length of the segments needs to be carefully chosen to achieve high detecting accuracy. If the divided segments are short, there is no power to detect differential expression for the segments resulting in low-detection accuracy for the differentially expressed genes. If the segments are too wide, the read distribution in the segments maybe heterogeneous resulting in low-detection accuracy. This is a topic for further study.
Although the three p-value integration methods we studied are nonparametric and make no assumptions about the underlying distribution of the data, they rely on the independency of the p-values. For given samples, the reads mapped to the exons can be assumed independent. However, the p-values of the exons are dependent when the samples are random. Thus, the scores we defined in this study do not have the same meaning as the concept of pvalue in statistics. These scores are only used to rank the genes for differential expression and do not provide statistical significance for differential expression. As an alternative, more advanced methods as in Kechris et al. [14] can be used to combine the p-values of the exons when the dependence of the p-values are known.
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