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Abstract
An optimal coordination between a design team and a manufacturing team is necessary to minimize the overall cost
of a project and to remain competitive. The type of coordination can range from one way communication to highly
interactive teams. Within the workstation development group at Intel, a dedicated operations team coordinates the
activity between the design team and the manufacturing team during a new product introduction. The goal of this
thesis is to examine that role with particular attention to understanding the operations staffing level required to
support a given development effort.
This project analyzed the operations team's implementation of the coordination mechanism and derived a
methodology for estimating the appropriate staffing level of the operations team. This methodology combined the
experiences of the senior members of the group into a single objective representation. The model found that the
project complexity was the primary driver for determining staffing levels. It also found a trend for future projects to
be staffed at lower levels than similar past projects.
This thesis also presents an academic framework for characterizing the mechanisms used to coordinate activity
between a design group and a manufacturing group based on the level of interaction between the two groups. It
casts the present activities of the operations group onto this framework to identify potential areas for improvement.
Using this framework, we find that the complexity of the project determines not only the operations effort levels
required to support a project, but also the type of activity which is optimal for supporting that project. From this we
conclude that different projects require different implementations of the product development process.
Thesis Supervisor: Arnold Barnett
Title: George Eastman Professor of Management Science
Thesis Supervisor: Dr. Daniel E. Whitney
Title: Senior Research Scientist, Center for Technology, Policy, and Industrial Development
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Chapter 1 Introduction
This thesis is the culmination of a six and one half-month internship with the Operations team in the Enterprise
Server Group (ESG) of Intel Corporation. The ESG organization is a division within Intel which designs and
manufactures computer servers and workstations based on Intel's microprocessors. There are several product
groups within ESG, each focusing on a different market segment. Additionally, there are functional organizations
that provide services to these product groups. The Operations team is one of these service organizations and its
function is to coordinate the activities between the product design team, the factory, and the suppliers.
At the time of the internship, the operations team was trying to bring a more systematic approach to estimating its
staffing requirements for individual projects. Both the operations team and the entire product development team
were looking for areas for efficiency improvements and they sought a clearer understanding of the operations'
staffing to support this effort. Most of the staffing information was contained in the minds of the senior members of
the operations team so the goal of this internship was to extract that information into an objective form. In addition,
the operations team is continuously looking for performance improvements within its own group so it was interested
in any opportunities identified in the course of this investigation.
This thesis addresses two main topics. First, it presents an objective model which describes the staffing
requirements of the operations team for an ESG project. Second, it presents an academic framework for
understanding the role of the operations group within the ESG organization as a coordinator between manufacturing
and design and then discusses the implications which this framework suggests about the activities of the operations
team. Chapter 2 provides a background of the ESG organization within Intel. Chapter 3 presents the prior research
addressing the coordination mechanisms between manufacturing and design. Chapter 4 presents the individual job
functions of the operations team within the context of this framework. Chapter 5 describes how projects within ESG
are characterized for the development of the model. Chapter 6 describes the derivation of the objective model for
estimating the headcount of the individual roles of the operations team. Chapter 7 describes applications of the
model. Chapter 8 then discusses the activities of the operations team within the context of the framework described
earlier. Finally, Chapter 9 presents the summary and conclusions.
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Chapter 2 Background
Intel is the world's leading supplier of microprocessors. Through its continuous innovation, Intel has perpetuated
the demand for higher performing microprocessors. Design innovations lead to increased processor performance
which in turn enables the development of more complex software applications. These applications then increase the
demand for higher performing processors, thus creating a positive feedback loop known as the software spiral.
Andy Grove described the structure of the computer industry during the early 1990's as horizontally segmented with
different companies competing at each level. Figure 1 shows the different segments he identified, including
microprocessors, operating systems, peripherals, application software, network services, and assembled hardware.
Grove argued that the competition in each of these horizontal segments increased innovation at each level, thus
increasing the overall value to the end user.
Figure 1: Computer Industry Structure (Fine adapted from Grove)
Intel recognized several opportunities to increase the value of the personal computer by influencing other segments
of the computer industry. This influencing included research and financial investments in software, chipsets, boards,
and-systems. The software investments included compiler research and performance analysis of high-end
applications to optimize the interface between the software and the microprocessor architecture. The hardware and
system investments included chipset and board development to optimize the interface between the microprocessor
and other hardware components. These investments were made with the end goal of providing an optimized
aggregate system to the end user.
Around 1995 Intel recognized an opportunity to expand its business and participate in the higher performance
market segments building computer servers and workstations. At that point, Intel had a desktop division and a
supercomputing division, but it did not have a group to address the market in between. The desktop division was
focused on promoting the use of Intel microprocessors in single processor systems. The supercomputing division
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was focused on research, creating systems with thousands of microprocessors. The market for the supercomputers
was not very large, but it was felt that advances and knowledge gained in the design of these larger systems could
direct the innovation of the design of the less complex but higher volume desktop systems.
Intel merged parts of these groups to form the Enterprise Server Group (ESG). This group designs and
manufactures the building blocks for workstations and servers. Intel supplies as few or as many of the building
blocks as an OEM requires. In some cases all of the components necessary for a system are sold to "white box"
vendors who brand the systems under their own label and resell the system. These vendors then compete based on
service and delivery instead of based on the content of the system. Other vendors use only some of the building
blocks and distinguish their product by designing some of the system components in-house.
Organizational Structure
The ESG operations team maintains the interface between each of the design teams and both the factory and the
commodity management group as shown in Figure 2. The commodity management group maintains the
relationships between external suppliers and each of the internal projects. This presents a single point of contact for
each supplier even though a component may be used on several projects. The single contact also lowers transaction
costs, increases bargaining power and facilitates supplier qualification.
Mauacuin S Co mmodityManufcturi ESGManagement
Product mnsi
Desian Team
Operations I_
Figure 2: Interactions of ESG Operations
The Enterprise Server Group is organized along both functional and product dimensions. The functional dimension
includes groups like operations, marketing, finance, and legal. The product dimension has groups that focus on
individual market segments. Figure 3 shows the relationship of these groups. Each of the functional groups services
the product teams and maintains the interfaces between ESG products and external groups. For each project within
ESG, the operations group has a dedicated team which manages the coordination.
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Figure 3: ESG Organizational Structure
Products
There are two types of products which the ESG Operations team supports, board-sets and chassis. A board-set
project consists of a number of circuit boards, such as a mother boards, back planes, and memory boards. A chassis
consists of the metal and plastic which is the housing for the board-sets, disk drives, power supplies, and cabling.
Together, a board-set and a chassis comprise a system. However, there is not a 1 to 1 mapping between board-sets
and chassis. The same board-set may go into different chassis, for example a rack mounted versus a stand-alone
chassis. Similarly, the same chassis may be reused for multiple board-sets. A new board-set is required when there
are changes to the underlying microprocessor or chip-set, however the same chassis may be re-used with a few
modifications.
Problem Description
Intel has developed a detail Product Life Cycle (PLC) process as a framework for developing new products. This
process includes timelines, itemized deliverables, milestones to monitor progress, and templates to collect and report
progress data. The PLC was designed to ensure consistency and the efficient use of resources across multiple
projects. It is also used as a repository for best practices and as a vehicle for communicating these best practices
across otherwise unrelated development efforts. The PLC was designed just as a framework for product
development and each group could choose how to implement that framework according to its own needs.
Part of the PLC defines the interaction between the design team and the factory during new product introductions. It
lays out a timeline for the project, checklists which need to be completed by either the design team or the
manufacturing team according to a specific milestone schedule. This defines a formal and prescriptive interaction
mechanism between the design team and the manufacturing team. Additionally, there is a similar process for the
design team's interaction with the commodity management team.
The ESG operations team helps to implement these processes and further helps to coordinate the less formal and
more interactive forms of communication. The mechanisms which the operations team uses have evolved over the
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past three years as the number of projects supported has grown and as the group has expanded in size. Currently, the
operations team has divided its functions into three primary roles, the Customer Program Manager (CPM), the
Manufacturing Engineer (ME), and the Material Program Manager (MPM).
The CPM is responsible for scheduling production in the factory and handling any issues which arise during the
initial builds. The CPM maintains the overall responsibility for keeping the project on schedule. When issues arise,
the CPM notifies the appropriate owner and monitors the progress of the resolution until the problem is fixed.
The ME is responsible for assessing and improving the manufacturability of the product. This includes performing
analyses like design for manufacturbility (DFM), failure mode and effects analysis (FMEA), and first article
inspections (FAI). The ME also works with some of the suppliers to make sure that the quality of the incoming
parts meets the needs of the project.
The MPM is responsible for handling materials issues related to availability, reducing cost, and maintaining quality.
This role interacts directly with the design team during the initial design phases to verify material selection and to
recommend alternative components to optimize cost and quality. This role also interacts with the commodity
management team to qualify new parts and to optimize material selection across projects.
There is a dedicated team consisting of each of these primary roles to support the NPI of each project. In addition,
there are a set of technicians and expeditors who are shared across all of the projects. The staffing level of the team
varies depending on the phase and the complexity of the project. One person can be assigned to multiple simple
projects or several people can be assigned to a single complex project. The current methodology for determining the
appropriate staffing levels is for the senior members of the group estimate the staffing requirements based on prior
experience and on their subjective evaluation of the requirements of the project. The knowledge of projects which is
required to make these estimates has increased over time, but it is only understood by a few people in the group, and
it has not been documented. The actual application of this knowledge to make staffing estimations is further
complicated by dissimilarities across projects, uncertainty in execution, productivity improvements, and an evolving
development environment.
This leads to the problem statement on which this thesis focuses:
"The lack of a consistent NPI staffing methodology prevents ESG Operations from generating high
confidence staffing plans."
This thesis helps to bring consistency to the staffing approach by establishing a formal methodology for estimating
staffing requirements. This methodology is rooted both in the knowledge extracted from the resident experts and in
the data collected from past and current projects. This thesis also describes the current literature on the coordination
mechanisms between the manufacturing and design teams, and discusses how the complexity of a project influences
the effectiveness of these mechanisms.
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Chapter 3 Prior Research
The development of servers and workstations requires continual innovation. With processors doubling in
performance every 18-24 months, the systems to support the processors must be developed just as fast. In order to
accelerate the development process, companies overlap operations which would otherwise be serial. In the case of
ESG, product development and production process development are done in parallel. This decreases the overall
time needed to generate the product, but it complicates the interaction between the two activities.
In general terms, the role of the Operations group within ESG is to provide the coordination between design and
manufacturing during the product development process. Thus, in order to facilitate the discussion of how this
interaction is handled by the operations team, a framework of the interaction models suggested in the current
literature is presented here. Then, a more concise framework is presented, consisting of the subset of these
mechanisms which the literature has found to be the most commonly used across the design-manufacturing
interface. This latter framework will then serve as the basis for the discussion of the operation team's role
coordinating between the design team and the factory.
Integration Mechanisms
Nihtila summarized prior research identifying several mechanisms for integrating the activities of design and
manufacturing. He suggested a framework which describes the mechanisms along a spectrum from programming
mechanisms which require few dedicated resources to feedback mechanisms which are resource intensive. The
programming mechanisms provide communication in only one direction, whereas the feedback mechanisms allow
two way communication on an increasingly frequent basis. The nine mechanisms identified are described below
along that spectrum.
1) Standards and design rules give design engineers an explicit description of what determines a manufacture-
able product. Good design rules require capturing the learning from previous projects and being able to codify
that learning. It further depends on the continued similarity of production processes over time. Once the
project starts, this mechanism does not offer an interaction opportunity.
2) Schedules and plans are another type of programming mechanism. Coordination is done at the beginning of
the project by jointly setting out milestones and deliverables. Then the project's progress is monitored relative
to the agreed upon schedule. This is slightly more interactive than the design rules approach because it allows
some interaction at the beginning of the project to adjust for project-specific issues.
3) Manufacturing sign-off allows the manufacturing organization to accept or reject a certain design
specification. If it accepts, the manufacturing organization acknowledges that it is capable of producing the
design and assumes responsibility for the successful implementation. However, when it rejects the design, it
communicates aspects of the production process that are out of sync with the design's assumptions. This is a
slightly more interactive form of communication than simple design rules because it allows an iterative
11
communication path between design and manufacturing. However, it is a limited form of feedback because it
does not allow a real-time resolution of the conflicting issues between design and process.
4) Mutual adjustments provide a higher level of interaction and include activities such as group meetings and
design reviews. These meetings are most beneficial when several are held throughout the development cycle
rather than having a single review at the end of the design cycle. If the reviews are held too late and the design
has already been optimized then changes to facilitate manufacture will be resisted since altering one part of the
design will inevitably cause changes in other parts of the design, thus greatly increasing rework and
development time.
5) The individual integrator is a distinct person or group responsible for coordinating between design and
manufacturing. Initially, the role of the integrator is to represent the production interests during the early phases
of design. Later in the process the integrator starts the design of the production line and prepares for the pilot
builds.
6) Personnel moves allow individuals to internalize knowledge from another department. For example, a design
engineer who works in a manufacturing environment will gain an understanding of what constitutes a
producible design. Then, when that engineer moves back to the design team, that knowledge will be implicitly
available without having to be specified in a design rule or communicated in a cross-functional meeting. The
design engineers can thus anticipate design decisions that would impact the eventual manufacture of the product
and avoid potential conflicts. This mechanism is very resource intensive because it requires training engineers
in multiple roles.
7) Cross functional teams are similar to the design reviews of mutual adjustments in that they provide a forum for
joint resolution of issues between product design and process design. However, teams are less formal than
design reviews because they do not require the explicit preparation of a design review presentation. Instead, the
issues are addressed through on-going discussions. This is an expensive form of coordination because team
meetings require a significant time commitment from all members. Adler (1995) found that this mechanism is
most useful when there is significant innovation in the product or process and therefore the project can justify
the intensive resource commitment.
8) Social interactions are an informal mechanism for coordination. This mechanism uses personal networks and
personal communication about project related activities to raise issues and resolve them. This is a simple
mechanism to facilitate coordination, however Trygg found that few organizations take active measures to
promote this form of personal networking.
9) A single department is an organizational mechanism for coordinating activities. By putting both the design
and manufacturing functions in the same group, both pieces share a common goal, and manufacturing is
integrated into the product development. The single department approach optimizes the organizational structure
around the product rather than around the function. Thus, the coordination of manufacturing across multiple
projects will suffer.
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Resource Coordination Spectrum
The list above contains informal and organizational mechanisms in addition to the more common interaction
mechanisms that are used when manufacturing and design are part of different departments. The ESG organization
is best described by these common interaction mechanisms. Nihtila presented a condensed version of the interaction
spectrum above to describe the common coordination techniques used when manufacturing and design are
organizationally separate. That spectrum is presented in Figure 4. Nihtila combined standards and design rules with
schedules and plans because they are both forms of programming mechanisms. Also, the literature indicates that
most development teams use a combination of these mechanisms to facilitate integration. Each of the four
categories is described in further detail below.
Standards and Mutual Integrator Cross functional
schedules Adiustment team
Figure 4: Resource Coordination Spectrum
Standards and schedules
Standards and schedules refer to the programming mechanisms in which there is communication in only one
direction. This is the least resource intensive mechanism during the project development because there are no
dedicated meetings. Standards and design rules capture the well understood issue in the product development so
they are good for development environments which do not change frequently and which can be analyzed to extract a
codified representation. The primary benefit to standards and schedules is that they are an efficient interaction
mechanism for some environments. Adler argues that a second significant benefit of standards and schedules is the
understanding and interaction which takes place to set them up. Although the documents themselves serve as a
guide in the future, the act of creating them requires individuals from all of the interacting functional groups to
understand at least some of the issues affecting the other members. It is this experience of interacting with other
groups that does not get passed along to the people who come along later and are given only the documents. Thus,
some of the value is in the procedures themselves, and some of the value is in the experience of those who create the
procedures.
Mutual Adjustments
The second method, mutual adjustments, includes mechanisms with limited interaction and feedback. The specific
mechanisms include group meetings, milestones and design reviews. This mechanism is most appropriate for well
understood development environments in which the design requires limited innovation to the design or production
process. One of the problems with milestones and design reviews is that manufacturing data is typically not
available in the early stages of a design. The relevant data is only available after the first build, thus this mechanism
does not encourage the early interaction between manufacturing and design.
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Individual Integrator
The third mechanism is the individual integrator who is responsible for coordinating the activity between the design
team and the factory. This person or group interacts with all of the functional groups, typically with one of the other
mechanisms. The integrator's function is to communicate the strategic objectives of the production function to the
design team, to start the production line design, and to make preparations for prototype production runs. The
effectiveness of the integrator role depends on the experience and personal networks of the integrator to know the
appropriate functional groups to bring in on each issue.
Cross-functional Teams
The last method, cross-functional teams, is the most resource intensive. It consists of members from each of the
functional groups which meet on a regular basis to monitor the progress of the program. The group's collective goal
is to make sure that activity across the individual groups is integrated. Lastly, although cross-functional teams are
effective, they are often difficult to implement due to the resource constraints on each of the members. The
advantage of this mechanism is that it provides a forum for instantaneous feedback between the functional groups.
However, Adler found that such teams start up late in the development cycle because the appropriate members are
still involved with other projects.
These four coordination mechanisms span a spectrum from low resource requirements and low impact to high
resource requirements and high impact. This spectrum provides a framework for discussing activities of the ESG
operations team. As noted above, none of these methods are exclusive, and typically a company employs many or
all of them on a given project. Later sections will discuss when the use of each of these mechanisms is optimal.
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Chapter 4 Role Descriptions
In ESG, the Operations group helps to integrate the parallel functions of product design and production process
design during NPI. Within the group, the integration function is divided into three primary roles, the Customer
Program Manager, the Manufacturing Engineer, and the Material Program Manager. There are additionally support
roles of technician, and expediters. Each of the three primary roles are assigned to each project, and the latter roles
are spread across multiple projects within the group. In this section, each of the primary roles will be described
within the resource coordination framework. Although this structure will not be used directly in the derivation of
the estimation methodology, this lays the foundation for exploring the literature's analysis of how coordination
mechanisms should be implemented.
Within the Enterprise Server Group, the Operations team sees its mission to be the preferred supplier of ESG
products and services and to be responsible for supply chain and demand management of ESG products in order to
meet customer expectations. The operations group primarily interacts with the design team, manufacturing, and
commodity management. The commodity management team is a division wide group which optimizes the
purchases of parts for all of Intel's projects. This presents a common interface to the outside suppliers and allows
Intel to more easily negotiate volume discounts. Taking the description of the group's function one level lower, the
role of the operations group within the development team is to:
* Assess and manage manufacturing risk
0 Provide manufacturing feedback on the producibility of designs
e Assess and manage material risk
e Ensure that low cost, high quality, and low risk parts are being used
0 Manage changes to the development environment such as database synchronization
* Manage communication between the design team and commodity management
0 Support the production line design
9 Support prototype builds
e Track progress within the product life cycle, including maintaining templates
The operations team thus manages the interaction of the design team, the factory, and commodity management.
Depending on the complexity of the project, these tasks are handled by one person or by a team of people. The
operations group has divided these responsibilities into the three primary roles described below in the context of the
framework presented in the last section.
Customer Program Manager (CPM)
The Customer Program Manager (CPM) is responsible for scheduling production in the factory and guaranteeing
that the product is manufactured correctly during NPI. If there is a problem during a pre-production build, the CPM
is responsible for identifying the owner and for driving the owner to fix the problem. The CPM stays on in this
capacity until product gets through all of its NPI build phases. By using the mechanisms discussed in the previous
section, the CPM's activities can be grouped according to the type of coordination activity being performed.
15
Schedule development builds
Schedule pre-production builds Mitigate manufacturing risk
Schedule release dates Manage POR Changes Support the build
Transfer to production site Support quality action Schedule delivery of test
Report program status notices fixtures to production site
Standards and Mutual Integrator Cross functional
schedules Adiustment team
Figure 5: CPM Tasks on Resource Spectrum
The CPM uses the schedules and procedures mechanism to plan development builds, pre-production builds, release
dates for the first production builds, and transfer dates to the production factory. These dates are agreed upon at the
beginning of the project by the program management.
The CPM uses several formal feedback mechanisms to communicate manufacturing issues back to the design team
and to integrate design changes into the production process. These include reporting the program status relative to
the milestones agreed upon at the beginning of the project, managing changes to the plan of record caused by
changes in the design, and managing "Quality Action Notices" which are triggered when a producibility issue is
identified in a design.
The CPM acts in the individual integrator role to prepare the production line by scheduling the delivery of test
fixtures to the production site and by interacting with the manufacturing team to identify manufacturing risks and to
develop mitigation plans for those risks.
Lastly, the CPM does not participate on any cross-functional teams to address coordination issues. The cross
functional meetings in which they do participate take the form of design reviews and status updates.
Manufacturing Engineer (ME)
The Manufacturing Engineer (ME) is responsible for qualifying the assembly and manufacture of the product.
Distinct from the other two roles, the manufacturing engineer role requires a different set of skills for a board-set
project as opposed to a chassis project. However, for both types of projects, the manufacturing engineer is
responsible for providing design for manufacturability analyses and for readying the manufacturing process. The
figure below depicts how the ME's tasks are arranged along the resource spectrum.
Determine Production Rate Ready Production Tooling
Load BOM DFMA Analysis New Technologies
Develop MAI FMEA Analysis Work Yield Gaps
Train Factory FAI Inspections Determine Supplier Integration
Report Program Status Support QANs Support Builds
Standards and Mutual Integrator Cross functional
schedules Adiustment team
Figure 6: ME Tasks on Resource Spectrum
The ME performs several scheduling and planning tasks to fulfill the milestones laid out in the PLC structure.
These activities include creating a model to determine the production rate, loading the BOM into the appropriate
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databases, developing assembly guideline documents, ensuring the readiness of the manufacturing assembly
instructions, training the factory team, and reporting program status back to the program management.
Additionally, the ME participates in design reviews such as reviewing the safety and ergonomics of new processes
and technologies, performing DFMA analyses, FMEA analyses, performing first article inspections, and supporting
any quality action notices. Depending on the complexity of the project, these reviews may take the form of a
feedback of the results of the analysis or the reviews may expand into a more active role of participating in design
modifications. Thus, depending on the complexity of the project, these activities can be characterized as mutual
adjustments or for more complex projects, they can be characterized as individual integrator functions.
The last set of activities require a higher level of interaction. These activities include ensure production tooling is in
place for all the builds, coordinating implementation of new technologies, tools and fixtures, resolving
manufacturing issues which cause lower than expected yields, determining the appropriate level of supplier
integration, and supporting the pre-production builds.
Materials Program Manager (MPM)
The Materials Program Manager (MPM) is responsible for maintaining the overall quality and availability of the
program's material. For materials, the MPM is the interface between the design team, commodity management, and
the production sites. Many of the materials issues such as part selection are codified in databases which the design
team uses. Thus, the operations team does not need to play a coordination role for these common parts. Most of the
MPM's activities deal with materials which are an exception. The figure below puts the MPM's activities on the
resource spectrum.
Ensure material availability
Communicate SOR Manager POR changes
Transfer Material Plan Support quality Analyze BOM
Report Program Status action notices Assess Material Risk Develop Material Plan
Standards and Mutual Integrator Cross functional
schedules Adiustment team
Figure 7: MPM Tasks on Resource Spectrum
The MPM planning and scheduling activities include gathering and communicating statement of requirements,
transferring the material plan to production site, and reporting program status to program management. The mutual
adjustment activity includes supporting quality action notices.
Lastly, the MPM acts as an individual integrator for material issues by ensuring material is available for all builds,
managing plan-of-record (POR) changes which impact material selection, analyzing the BOM to leverage
component utilization across divisions, reducing costs, assessing material risks, developing material qualification
time lines for new material, and developing a material plan to insure that supply lines are in place for all builds. The
material selection utilizes a cross-functional team consisting of design and the MPM.
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Chapter 5 Characterizing an ES G Project
One goal of this project was to establish an objective methodology for estimating the headcount required by the
operations group to support an ESG project. The existing method for making these estimates relied on the
experience of the senior members of the operations group to assess a project and then to determine an appropriate
staffing level. Since this method was mostly subjective, it lacked consistency and made understanding the estimates
difficult for other groups' managers who lacked an intimate understanding of the operation group's function.
Most of the information needed to create such an objective methodology is contained in the knowledge and
experiences of the senior members of the operations group. In order to create an objective methodology, this
knowledge must be extracted and formalized. There are two challenges associated with this process. First, it is
difficult for managers to explicitly describe their mental models for staffing. Most of the factors that influence their
estimations come from an informal understanding of the development process so there is no comprehensive way for
them to document this understanding. Second, even if every manager could describe their own mental model, there
would be variations across the managers. Each manager bases his estimate on his own experiences and
understanding. Although the models may be similar, an objective methodology must combine all of the individual
models into one single model.
In order to address both of these challenges, each project was characterized by an objective set of metrics. These
metrics provided an overt representation of each manager's understanding of the projects by forcing each to cast his
knowledge into an explicit framework. Further, a single set of metrics provided a medium for integrating
knowledge across multiple managers. When managers had different understandings of projects, and this manifested
itself in the program metrics, the managers could discuss the reasons behind the differences, reach a consensus, and
in the process gain additional insight into other manager's mental models. Further, one use of the model was to
predict headcount for future projects. This required the identification of several cost drivers which could
characterize the project and which could be used as inputs into a model whose output was the effort estimations.
Therefore, each project has been characterized along several dimensions, including the project cost drivers, the
project timeline, and the project's headcount.
Cost Drivers
The cost drivers refer to all of the features of a project that impact its overall cost. A large number of parameters fit
this definition. However, for the purposes of creating an objective methodology for estimating operations'
headcount, a cost driver must fulfill a more stringent set of requirements. First, some program features like the size
of the design team and component costs affect the overall cost of the project, but they are not relevant to the
operations group and are therefore not included in this discussion. Second, in order to be useful, a cost driver must
be quantifiable. If it cannot be translated into a metric or a scale, it will not be useful in bringing objectivity to the
process. Some parameters such as part complexity are clearly more subjective than other parameters such as part
count, but even a segmentation of high, medium, and low can be a useful characterization. Third, in order to be
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useful for predicting effort levels, the cost driver must be derivable at the beginning of the project. Monitoring data
is collected as the project progresses, but it is not useful in the planning stage of the project to estimate headcount.
Lastly, in order to be useful to this analysis the cost driver values must be available for a reasonable number of past
and current projects. In order to evaluate a parameter's impact on a project, there must be enough examples to
establish a pattern or derive a relationship.
After several rounds of interviews the experienced members of the group identified the cost drivers in Figure 8 as
useful for creating an objective methodology because they satisfied all of the above criteria. The cost drivers were
slightly different for board-set projects and system projects.
Board-set Cost Drivers System Cost Drivers
* Number of components e Number of components
e Number of new components e Number of new components
* New process certifications e New process certifications
* Number of production SKU's e Number of production SKU's
" New manufacturing strategy * New manufacturing strategy
* Team experience level e Team experience level
* International or domestic production site e International or domestic production site
" Number of unique components e New chassis used (binary)
* Number of spares and accessories
Figure 8:Project Cost Drivers
Timeline
Although the duration of a project could be considered as another cost driver, its impact on the overall project is so
significant and complex that is more natural to think of it as distinct from the other parameters. The effort levels
change during various phases of the project so an objective methodology requires a way to describe the significant
times in a project at which the levels change. The same criteria that applied to the cost driver parameters are
relevant to the timeline parameters as well. Most significantly, the values must be available at the beginning of the
project, and there must be enough data to construct the value for a sufficient number of past and current projects.
With these restrictions in mind, the values chosen to parameterize the timeline were the major milestones identified
by the Intel's product life cycle (PLC) framework. The milestones are concept approval (CA), initial product
authorization (IPA), the first power-on of the board or system (PO), transfer to the production site known as release
authorization (SRA), and product discontinuance (PDA). These milestones segment the project into four phases-
definition, design, validation, and production. Figure 9 depicts the timeline and identifies the boundaries and phases.
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Figure 9: PLC Timeline
Headcount Magnitudes
The last category of parameters to consider is the headcount magnitudes. The cost drivers and timeline are inputs
into the model and the headcount magnitudes are the output. The headcount magnitudes describe the number of
people assigned to a given project at a given point in time. In some cases workers share their time across multiple
projects so the headcount magnitude for a particular project reflects the proportion of the worker's time dedicated to
that project. The operations group assigns most of its headcount to specific projects, however there are additionally
expediters and technicians who are not assigned to a particular project, but rather share their time across all of the
projects. In this derivation, the headcount magnitudes are considered only for each of the primary roles.
ESG Project Parameterization
The cost drivers, timeline and headcount magnitudes described above can now be used as a framework for
describing the staffing levels for an ESG project. Figure 10 shows a sample representation of how these parameters
will be combined and Figure 11 shows a sample representation of the effort level equations.
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Sample Headcount
Effort LewI 3
3Effort Level 2
Transition Transition
Effort Time2 Time 3
Transition
Time 4
Transition Time
Time 1
Figure 10:Sample Headcount Graph
Efor eel = fn, (costdriver,,costdriver2,---)
EffortLevel2 = fn 2 (costdriver,,costdriver2 ,---)
EffortLevel, = fn 3(costdriver,, costdriver2 ,---)
Figure 11:Sample Effort Level Equations
The PLC timeline parameters are used to identify when the transitions in headcount occur. In Figure 10, there are
four points at which effort levels transition. At each of the transition times, there is a corresponding effort level, and
by combining these two data points, the graph in Figure 10 is obtained. The goal of this project is then to determine
the transition times and effort levels for each of the roles, given the characterization of the project. The effort levels
and transition times may be different for each of the roles and they will each be some function of the project's cost
drivers. A model for expressing these relationships is described in the next chapter.
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Chapter 6 Model Derivation
The current method for creating headcount estimates is to have the senior members of the group predict the
resources which future projects will require based on their experience with past projects. One goal of this thesis is to
extract that information from the minds of the experts into an objective methodology. The previous section
identified a parameter-based description of the ESG projects. Using that structure, this section describes how the
factors of the model were derived using both the experience of the senior managers in the operations group and the
available data.
First, a baseline model was constructed using the data available from current projects. Then that model was applied
to that same set of projects and the outlying projects which had significant differences between the estimated levels
and the actual levels were identified. These differences were then used as the basis for the questions used to
interview the experienced members of the group. The experts were asked to explain any discrepancies and thereby
expose their internal assumptions about how staffing should be done. The interviews led to insights about which
cost drivers were important and how effort levels changed over time. The model was then adjusted to reflect the
new insights and the process was repeated. Throughout these iterations, either the project's cost drivers or
headcount were refined to represent a better understanding of the project's characteristics or the model
parameterization was updated to better reflect the mental models of the experts.
This approach had two benefits. First, this method allowed the experiences of those closest to the process to be
incorporated into the forecasting process. Second, the iterative questioning caused the experts to think about their
own mental models and how they were being challenged. This led to the experts understanding their own mental
models better.
Data Sources
The formulation of the model relied heavily on the available headcount data. This data came out of the planning
meetings in which the operations group had to justify their resource requirements to their peers and to the business
unit funding the program. Thus this data reflected the best consensus opinion of the resource requirements for each
of the projects. Nonetheless, these data points had some inaccuracies.
First, the only historical data available was the quarterly headcount data that the finance department used to charge
each project. This data was available for the four quarters from the third quarter of 1998 through the second quarter
of 1999, and it gave total headcount charged to each project on a quarterly granularity. The planning data was more
detailed because the operations group was trying to characterize each of the roles. This planning data was available
for projects spanning from the third quarter of 1999 through the second quarter of 2000, and it was maintained on a
monthly granularity for each role. When these two data sets were combined, the historical headcount data was
assumed to be constant across the entire quarter.
Second, consistent data was not available for an entire project's life. Some projects had actual data for the later
stages, others actual data for the first stages and planning data for the later stages, and still other programs had
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planning data only for the early stages. Thus, the entire lifetime of a project could not be documented from the same
data source.
Third, neither historical nor planned data reflected reality. There were coarse rounding granularities, some projects
were planned as a collective unit, with headcount spread arbitrarily across all of projects (the "peanut butter effect"),
and some projects only had aggregate data which combined headcount for all of the roles in the operations group. In
these cases, the experts were asked to approximate the distribution of the resources across the projects and therefore
reconstruct some of the data.
The data was maintained in two separate groups, the actual historical data, and the planning data. In the later stages
of the derivation, a third data set was created to gain more resolution. This data set was created by posing
hypothetical scenarios to the management team and asking them to estimate how many heads they would use. This
last data set is the least reliable for two reasons. First, these estimates did not undergo the rigor of a full planning
session. Second, the hypothetical cases were not similar to any existing projects since they were meant to test the
boundaries of the model. Thus the experts had to infer more about how the project would unfold. While this third
data set helped refine which cost drivers were important, some of the projects were deemed nonsensical so the data
was not used for parameterization
Baseline Model
In order to construct a model utilizing the existing data, the product life cycle was divided into several phases. The
management experts identified four phases which had roughly constant effort levels. These phases were defined as
definition, design, validation, and transfer. Then, using the data available for each phase, the average headcount
required could be determined as a function of the project's characteristics, and the total headcount required by the
project could be determined by combining these estimates.
The expert managers were then asked what factors were important to them in determining how much effort a given
project would take. Although many cost drivers were identified initially, the baseline model incorporates only the
simplest cost drivers which were deemed by the experts to have the most impact on the level of effort required.
These cost drivers were the number of boards, number of systems, the duration of the phase, and a binary variable
describing the state of the technology (new product or follow-on). The results of the first model were shared with
the resident experts. They noted that some of the historical projects used to create the model had anomalies which
might explain the difference between the estimates for the historical projects and the estimates of the planned
projects. The most notable was the delay in a key part that caused a large amount of rework in the later stages of
one of the project. Also, it was noted that the duration of a phase is a project parameter which the operations group
does not control. A project's timeline can get pushed out due to a change in requirements or a design bug.
However, this does not change the manpower required to support the project, only the duration of the effort. Thus,
rather than estimating the total man-hours required during a given phase, this model attempts to estimate the average
support level required during each phase.
For this model, the only relevant data is the planning data because this is the only data that breaks down effort into
the individual roles. The inputs to this model are then the number of boards, number of systems, and the state of the
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technology, defined as a binary variable. The outputs of this model are estimates for the average headcount per
month required for each of the roles in each of the phases. This model assumes that there is a linear relationship
between the input variables and the headcount required and that headcount is constant in a given phase.
CPMDef = 0 CPMDes = 0.8 CPMvai = 0.4 + 0.2*#Boards CPM. = 0.2*#Boards
MEDef = 0 MEDes = 1.5 MEvai = 0.3 + 0.3*#Boards MET,, = 0.l*#Boards
MPMDef = 0.25 MPMDes = 0.4 + 0.4*#Boards MPMv 1 = .7 + .4*#Boards MPMT = 1.2 + 0.1*#Boards
Figure 12: Baseline Model Equations
Figure 12 shows the equations which were derived for board-set projects. These equations relate the number of
boards and the type of technology to the effort levels of each role for each phase. The accuracy of the model is
determined by examining how well it predicted the data used to construct the model. Figure 13 show the results of
applying the equations to a 4-boardset project using new technology.
Total Headcount
IPA PO SRA
0
Definition Design Validation Transfer
IMPM ECPM 0 ME
Figure 13:Headcount Timeline for a 4-board project
These models provided a baseline for discussions with the experts about why specific projects deviated from the
predicted estimates. This led to an iterative process of refining the model in response to the expert feedback. The
two most significant changes from the baseline were the introduction of a complexity factor to capture the impact of
many of the previously mentioned cost drivers and a modification of the time dependency of the effort levels.
Project Complexity
When the experts were interviewed, they felt that many of the cost drivers were important to include. However,
there was not sufficient data to create an overly detailed model, so the number of model inputs had to be limited.
The compromise between the lack of data and the need to consider multiple factors was to create an intermediate
parameter called complexity.
This parameter is intended to be a collective representation of all of the factors that the experts considered important.
It has a value of high, medium, or low and adjusts the derived headcount estimates up or down accordingly. It is
derived by categorizing each of the individual cost drivers for a project as high, medium, or low. These values are
24
fed into a conversion matrix which weights each according to its impact on the overall project complexity, yielding a
single value for the project's overall complexity. The conversion matrix was initially derived from interviews with
the experts and then refined by testing its predictions on the set of current and planned projects, updating the matrix
when discrepancies arose. Since there is a significant difference between system projects and board projects,
separate conversion matrices were derived for each.
Parameterization
Using the baseline model, the experts were able to highlight differences in the time dependency of the effort levels.
The first difference was in the timing of the changes in effort level. The changes in effort level do not correspond to
the previously identified phase boundaries. While those boundaries are convenient because they are data points
available at the beginning of the project, the actual changes in effort are offset from these boundaries. For example,
the ramp down of effort does not begin at the SRA milestone, it begins when the product is transferred. This is
roughly one month before the SRA milestone. The second difference is that effort levels are not constant during a
given phase. For many of the phases, activity ramps up as more issues are revealed. Similarly, after the transfer
boundary activity ramps down as open issues are resolved. The actual people allocated to a project remains more
constant than these trends indicate. However, the time spent on project activities versus process improvements
shifts. The following sections summarize the shapes of the effort curves and identify the relevant parameterization
terms.
CPM
Figure 14 depicts the shape of the CPM effort curve and the significant transition points. The CPM primarily
interfaces with the factory since most of this role's tasks involve scheduling and supporting the pre-production
builds.
Figure 14: CPM Headcount Curve
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CPM Headcount
0
The CPM is not involved in the definition phase or the early design phase of the project. During these phases, the
coordination activity is handled by one of the other roles. Once the project gets close to its first pre-production
build, the CPM becomes actively involved. This typically happens about half way through the design phase.
The slope of the effort curve during the end of the design phase and the validation phase depends on the
characteristics of the project. Projects which are more complex or have a larger number of boards have a large
number of issues to resolve even during the first builds. Thus, the CPM has a similar effort level throughout these
phases with only a slight increase in effort during this time. The smaller projects require less effort at the beginning
because there are relatively fewer issues exposed by the early builds. Also, the phases of the less complex projects
tended to be shorter so the slope of the effort curve is steeper for less complex projects and flatter for more complex
projects.
The CPM role has a planned phase out period of about two months starting just before the SRA milestone as the
product is transferred to the production site.
ME
Figure 15 depicts the shape of the ME effort curve and the significant transition points. The shape of the curve is the
same for both system ME's and board ME's, however the amplitudes are different.
ME Headcount Transfer
IPA P.O SRA
0
Peak Design
Initial Design
Effort
Definition Design Validation Transfer
Figure 15: ME Headcount Curve
Currently, the ME's activity begins in the design phase. However, several of the managers expressed a desire to
include the ME during the definition phase to give manufacturing input while the project is still being scoped out,
but this has not been implemented yet. As will be discussed later, increased involvement in the early stages of a
project should be a function of the complexity of the project, with more involvement for more complex projects.
This early involvement would then reduce the effort required later in the project. Once the product is defined and
the design begins, the ME ramps up quickly to the initial design effort level.
The ME's effort level increases throughout the design and validation phases until just before transfer. For about a
month before transfer, activity is at its peak as the ME responds to last minute changes to the design. The actual
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effort may increase dramatically at this point, but for simplicity and because the resolution of the model is monthly
the entire phase is modeled with a simple linear slope. As with the CPM role, the slope is more pronounced for
smaller projects than it is for larger projects. The slope corresponds to the increase in effort required to handle the
issues which arise as the product becomes more defined. At the beginning of larger projects, there are more
undefined issues which need to be addressed.
The ME transfer phase lasts for one and a half months before the SRA milestone. During this time, the ME
addresses remaining quality issues and transfers the production process to the production site. During this time,
effort levels slowly decrease and drop to zero at the end of the transfer phase.
MPM
Figure 16 depicts the shape of the MPM effort curve and the significant transition points.
MPM Headcount
IPA PO SRA
PO-1
C Transfer
0
Peak Design
Initial Design Effort
Definition Design Validation Transfer
Figure 16: MPM Headcount Curve
The MPM is involved in the project definition phase to help develop the statement of requirements with the design
team, to conduct material risk assessments, and to provide feedback to the architects on the product's technology.
This effort level is estimated to be a small constant independent of project magnitude or complexity.
At the start of the design phase, the effort ramps up to an initial design effort level. For larger projects, the ramp
starts at IPA and ramps slowly over about three months. For smaller projects, the overall duration of the project is
shorter and the corresponding ramp up time for the MPM is shorter. The level of effort increases from this point
until about one month before the power-on milestone (PO-1). At one month before power-on, MPM activity
preparing for builds reaches its peak. The increase in activity level corresponds to an increase in the stability of the
design, more feedback, and thus more issues to address. As with the other roles, the difference between the initial
effort level and the peak effort level is more pronounced on the smaller projects than it is on the larger ones.
From one month before the power on milestone until the transfer, there are several build cycles. Within this time,
effort levels oscillate in resonance with the build cycle with periods of 2-6 weeks. The number of cycles varies from
project to project. Again, for simplicity and because the resolution of this model is monthly, a single average effort
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is used for this phase. The peaks represent the builds and the valleys are filled with non-time critical activities like
cost reduction, negotiating supply lines, transfer documentation, and component qualification.
When the product is transferred to the production site effort ramps down to 0. The MPM role consistently takes
about 6-8 weeks to ramp down. The transfer date averages about one month prior to the SRA milestone, but varies
greatly depending on the project.
Form of Board Equation
While the timelines were being established, the effort magnitude equations to parameterize the curve were
simultaneously being derived. When the data was applied to the above timelines for board-set projects, and linear
equations similar to the ones presented in the baseline model were derived, there was still a large amount of variance
unexplained by the board parameter and the complexity parameter. The number of data points limited the number of
input parameters which could be included to help explain the variance and still generate a reliable model. The
residual plots for the headcount estimations provided some insight.
The residual plots show the relationship between the variable being estimated and the error in estimating that
variable. Ideally, these plots should show a random distribution of the estimation errors. Any patterns which
emerge hint that there is still a relationship in the data which the current model does not explain. Figure 17 shows
the residual plot for the board model when a linear equation of the form shown below is used in the model.
Boards - Linear M odel
0A
* CPM
E Aa ME
V A MPM
AA
a,
Actual Headcount
Figure 17: Residuals for Linear Board Model
Headcount=a+p*#Boards
This residual plot shows a clear pattern of over estimating the lower headcount estimates and underestimating the
higher estimates. This pattern is highlighted by the thick gray line. In an effort to explain more of the variance and
while still only using the number of boards as the input, two sub-linear functions were tested.
Figure 18 shows the residual plot for a model which used the square root of the number of boards as the input.
These residuals still show a pattern of over estimating the lower headcount and under estimating the higher
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headcount. Again, the pattern is highlighted by a thick gray line. However, the slope of the line is decreasing and
the overall variance is decreasing, so this is deemed a better model than the linear one.
Figure 18: Residuals for Square Root Board Model
Headcount =a + P * # Boards
In an attempt to explain more of the variance, a third relationship between boards and headcount was modeled. The
log relationship plotted in Figure 19 showed more of a random distribution of the residuals. Additionally, the t-
statistics (Appendix A) indicate that the log equation does a better job of modeling the sample data than either of the
other equation forms does.
Figure 19: Residuals for Log Board Model
Headcount = a + p * log(# Boards)
Thus, the data indicates that there is a logarithmic relationship between the number of boards and the headcount
estimates. But, it merits discussion whether this relationship makes sense given what the model is trying to predict.
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That is, does a logarithmic relationship between the number of boards and the effort level required to support the
development of those boards make sense?
The experienced members of the operations team characterized the effort required to support a board-set project as
being dominated by the complexity of one or two boards. Then, the incremental effort required to support additional
boards was less for each additional board. Thus, a sub-linear relationship makes sense in this estimate.
Model Output
Figure 20 shows the combined headcount allocated for a medium complexity 4 board project. When all of the
estimates for the three roles are combined together there is an overall estimate for the operations headcount required
for a given project.
Figure 20: Total Headcount Curve
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Chapter 7 Model Application
The model above was created to objectively describe the staffing requirements for the operations group during a new
product introduction. One possible use of the model is to estimate the requirements for future projects. However,
such predictions will invariably have to be filtered through the human experts to determine whether something in the
environment has changed. Further, the accuracy of the data and the relatively few data points available cast a doubt
on the precision of the model. However, some useful insights can be extracted from the objective representation of
headcount.
Trends in Headcount Estimates
The model derived here provides a structure and metric for identifying trends in the headcount levels of the
operations group. The two data sets used in the model's derivation provide one example of how these trends can be
identified. The two data sets represented projects from two sequential time periods. When the residual values
between the actual and estimated effort levels were examined, a consistent difference between the two data sets was
identified. Then, an artificial variable was introduced to distinguish the data sets in the model, and the observed
difference was found to be statistically significant. Figure 21 shows the residuals for peak effort levels using the
model derived with both data sets.
Effort Estimate Residuals
60%
40%
20%
(U+*Past
. 0%
* * a Future
-20% -
-40%
-60%
Actual Effort (peak HClm onth)
Figure 21: Data Set Residuals
The model tended to over estimate the effort levels for future projects and it tended to under estimate the effort
levels for past projects. There are several possible explanations for this. First, optimistic planning intended to
forecast lower costs would cause the planning data for future projects to be lower than the actual headcount required.
There are a number of reasons that the additional headcount may be required, including changing requirements, and
supplier quality problems.
A second possibility is that the difference is due to the data coming from different sources using different collection
mechanisms. The actual historical data in this model came from finance and the future planning data came from the
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operations team. Since both groups are trying to collect the same information, the data should be the same, but any
differences in accounting would show up in this dummy variable.
A third possibility is that the difference is due to efficiency improvements. This is difficult to verify without being
able to point to a specific improvement effort and showing how that effort translated into higher efficiencies. One
way to verify whether this difference is due to efficiency improvements is to use the actual data for the projects in
the planned data set once it becomes available. Then the analysis can be repeated for the two data sets. By using
actual data, the difference in collection mechanism and any optimistic scheduling will be removed, leaving time as
the only difference between the two sets.
Correlation of #Boards and Complexity
In trying to determine an objective method for estimating headcount, each of the cost drivers was analyzed with the
effort levels. One pattern that emerged was that the number of boards was a good predictor of overall headcount.
Upon further investigation, it was found that an underlying reason for this was that the number of boards correlated
with the overall complexity of the project, as defined above. In an attempt to dissociate the number of boards and
the complexity cost drivers, several hypothetical projects were created and the experts were asked to estimate the
headcount required for each. The ensuing discussion revealed that the nature of the projects led more complex
projects to have more boards. Also, there was a feeling that the overall complexity was dominated by one or two
boards and that the number of peripheral boards was a function of the complexity as well.
Complexity Estimates
A
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# Boards
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Figure 22: Project Complexity versus #Boards
Figure 22 shows the relationship between the number of boards in a project and the complexity estimates for each of
the roles on those projects. As more boards are added to a project, the complexity of the project increases, and each
successive board adds incrementally less. The reason for this relationship makes sense, given the derivation of the
complexity metric. Complexity is derived from the cost drivers like the number of parts, the number of new
manufacturing processes and the number of new components. All of these factors scale with the number of boards.
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Limitations of the Model
The estimation methodology described above was derived using an iterative process of testing a model's predictions
against available data and then refining the model to incorporate the new insights. The resulting model has several
limitations.
First, reducing most of the cost drivers to a single complexity variable loses much of the program's characterization.
The choice to use a single variable was a trade-off between the limited availability of data to construct the model
and the desire to incorporate as many of the cost drivers as possible. Although the conversion matrix could be tuned
to make the current set of projects fit the model, projects which vary significantly from these historical data points
may not have an appropriate complexity measure and will need to be evaluated independently.
Second, the resolution of the headcount data used was very coarse. The equations used in the model capture the
trends in the data, but the representation in equation form should not be mistaken for precision. As a predictor, these
equations can only serve as a guide. The experts must continue to be involved to refine the predictions and the
model.
Third, the model has more accuracy in making aggregate predictions than it does in making individual ones. This is
due both to the limited amount of data available for deriving the model and to the nature of trying to predict human
activity. As the residual plots suggest, there is a large variation in predicting even the data points used to derive the
model. The variation in predicting new projects can be no better. Thus, the model can be useful for forcasting
headcount for a group of projects, but it is less accurate for individual projects.
Lastly, the number of boards was chosen as a good surrogate for complexity. While the data for the current set of
projects supports this, this conclusion will need to be validated as the nature of the board sets changes.
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Chapter 8 Analysis of Coordina tion Mechanisms
The objective model derived in the previous sections addressed the issue of bringing consistency to the operations
team's staffing methodology. Throughout the derivation of the model, the operations team also sought insight into
the ancillary question of where are there opportunities for performance improvements? The magnitude estimations
generated by the previous model can be used to compare actual headcount to the headcount estimated by the model.
When the actual headcount is much larger than the estimated headcount, the difference points to projects with
potential performance improvements or projects with new complexity factors which should be incorporated into the
model. By considering the coordination framework presented earlier, additional insights can be gleaned into which
activities of the operations team hold the most potential for efficiency improvements.
Project Novelty Determines Appropriate Coordination Mechanism
10
Standards and Mutual Integrator Cross functional
schedules Adiustment team
Figure 23: Resource Coordination Spectrum
Figure 23 shows the same resource coordination spectrum described in Chapter 3. Adler found that "the higher the
degree of novelty, the closer to the team end of the spectrum the coordination mechanism should be." Here, novelty
is defined by the number of exceptions to the organization's experience with product/ process problems. This
generally refers to the newness of the product or process technology, but it also considers factors such as the
operations team's knowledge level. The spectrum of factors which determine the novelty of a project are whether
there are proven carryovers from earlier projects, minor refinements, major changes, or unproven new approaches.
In the case of the operations team, examples of projects with high novelty are a board project which uses a new
chip-set, or a board project which requires a new manufacturing process to mount the components. In both of these
cases, the manufacturing process has to be developed in conjunction with the product, thus requiring the highest
level of interaction. This is contrasted with an example of a low novelty project such as a follow-on system project.
A follow-on system inherits many of its components from a previous project and thus most of the process issues and
most of the material assessments have already been addressed. In the latter case, most of the learning for the new
production process happens on the first project. The challenge then is how to pass that learning on to the
development of the follow-on system.
The Appropriate Coordination Mechanism Minimizes Cost
Adler also found that optimizing the cost of producibility requires selecting the optimum degree of interaction. Here
Adler defines the cost of producibility as the total costs of preventing, assessing, and correcting producibility
problems. This involves the original costs for the interaction during the development effort, the redesign cost, and
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the opportunity costs in loss of income due to the late delivery of the product. Given this, Adler found that low
novelty projects require minimal interaction to maintain consistency. Thus, standards were the optimal method of
interaction because they did not over-use resources. Similarly, high novelty projects will have considerable rework
costs and opportunity costs if they relied on the standards or planning mechanisms. Figure 24 depicts the
relationship between the interaction mechanisms and cost for projects of different novelty levels.
Cost of
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Figure 24: Selecting the Optimum Degree of Interaction
For the ESG operations team, Adler's assertion implies that the implementation of the PLC and the distribution of
activities along the resource allocation spectrum described in Chapter 4 should not be constant across all projects. A
very complex project with new technology and high risk parts should motivate the use of a cross functional team to
address implementation issues, rather than using the coordination structures appropriate for a follow-on project.
Thus, the project characteristics determine not only the absolute headcount but also the tasks which that headcount
performs. The interaction level of each of the roles should shift along the spectrum depending on the degree of
novelty of the project. Such shifting may already occur informally as individual managers recognize and avoid
redundant or ineffective tasks. Formalizing the shift would enable all managers to operate at the optimum degree of
interaction.
The model derived in the previous chapters can be refined to provide a metric for estimating the appropriate level of
interaction. The cost drivers which determine complexity are similar to those which define novelty in Adler's model
above. However, instead of estimating total headcount, the model would estimate headcount dedicated to each of
the types of coordination mechanisms. There is currently no data on how headcount is assigned to the different
types of coordination mechanisms. Maintaining this data would require that the individual managers track how
much of their time they spend with each of the interaction types. This requires more effort than just requiring the
senior managers to track how many people are assign to each project. However, it brings all of the member of the
operations group into the mindset of thinking about how they spend their time on each project. Thus, refining the
model by segmenting out coordination types both creates a new metric for identifying areas of efficiency
improvement and invites all of the members of the team to think about how resources are being applied to a project.
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Lower Experience Levels Decrease Effectiveness of Coordination Role
The operations group has grown rapidly in the past few years, requiring the incorporation of many new managers
into the group. There has also been the natural turnover as managers move on to new positions after two or three
years. The combination of these two effects has forced the operations team to train a significant fraction of its
workforce on the best-known methods for performing the group's functions. The new managers brought on board
have not had the benefit of learning these methods through experience. Instead, they have to rely on the learning of
the senior members of the group being passed along. In order to capture past learning, the function which each role
performs was codified into a set of tasks, and this description was intended to replace the on-the-job learning which
the senior members got. A by-product of this coding is that the roles can become more defined, and their scope
restricted. Rather than seeing the objective as preparing a product for volume production, the focus can become
completing a check-list of tasks.
Nonaka has noted that knowledge becomes the "one sure source of lasting competitive advantage." This is due in
part to the overhead of having to train new people as they join the group. The training activity takes away from the
time of the experienced members of the group, making them less productive. Further, new members of the group
can only contribute to process improvements once they are familiar with the operations of the group. And lastly,
when people leave the group, their network of connections, both formal and informal, leaves the group. In the role
of coordinator, this knowledge and these networks are invaluable.
When new managers are used for the integrator function, all of the mechanisms that leverage off of experience are
diminished . One drawback to using documents to pass along experience is that documents are a passive
representation of knowledge which must be sought out, read, and understood in order to be useful. Rather than rely
on documents alone, Nihtila suggested incorporating process documents into tools. The creation of the tool provides
an organizational framework for documenting past learning, and requires capturing the experience of the senior
members of the group in a form which is directly applicable to a project. By incorporating the knowledge into a
tools set, the past learning is more accessible and already incorporated into the development process.
Increasing Complexity Requires More Interactive Coordination Mechanisms
It was noted earlier that the primary benefit to establishing standards is the networking and teamwork needed to
develop them. Thus, even though the observable output of the activity is a document, the real value is contained in
the people. When new people join the team, they lack the network and relationships which are created when the
standards document is made. One direct way to address this loss is to periodically re-evaluate the standards with the
current team members. This keeps the standards up to date, but more importantly, it maintains the teamwork, which
is the greater value in the standards. Process improvements should be part of everyone's job, not a dedicated
function. Improving process includes educating people and giving them experience to the point where they can
tangibly contribute to more traditional process improvements.
Product development in the software environment has found that as uncertainty in the development environment
increases, the role of impersonal coordination decreases, including a decrease in the use of standards and design
rules. Thus, interpersonal relationships become more important for more complex and changing projects. The
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projects undertaken by ESG have been increasing in complexity. As a simple metric, the degree of parallelism can
be used as a substitute for complexity. Over the past few years, systems have gone from 2-way to 4-way to 8-way,
and there is an inevitable progression towards 16-way servers. The increasing complexity and uncertainty of the
product development effort reinforces the need for maintaining these interpersonal connections in order to
effectively coordinate across the design- manufacturing boundary.
The headcount estimation model derived in the earlier sections brought objectivity to the forecasting methodology
and provided a metric for assessing performance. Thus, any process improvement can be monitored to determine
which efforts are effective and which should be abandoned.
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Chapter 9 Summary and Conclusions
The ESG operations group is part of an evolving development environment in the high-end computer system market.
The role of the group is to coordinate activity between the design team, the manufacturing team, and the supply
base. In an effort to better understand the organization, the work behind this thesis created an objective
methodology for estimating the operations headcount required to support a given development effort within ESG.
The development of this methodology relied on the limited available data and a distillation of the collective
experience of the senior members of the group. The outcome was a model which captured the changes in
development effort over the duration of the development effort and quantified the magnitude of these efforts as a
function of the program's cost drivers.
Second, this thesis attempted to address the underlying question of "are there any areas to improve productivity?" by
presenting a framework from literature to describe the coordination mechanisms used between manufacturing and
design. Although this does not describe specific performance improvement activities, it does identify where to look
for them. Using the model described above one can identify projects which are less efficient than the average.
Further, by using the academic framework, this thesis identified that the optimal coordination activities depend on
the complexity of the project and the experience level of the team. A mismatch in the coordination mechanism and
the project will result in increased development, rework, or opportunity cost.
Finally, much of the value in the derivation of this model was in exposing and testing the mental models of the
group experts. The process of scrutinizing their estimates and questioning their assumptions led to a better
understanding on their part of how other functional units view the role of the operations group.
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Appendix A
CPM CPM Build ME ME Build MPM MPM
Design Effort Design Effort Design Build
Effort Effort Effort Effort
Ila
Linear
Square
Root
Log
0.571 0.509 0.3691 0.396 0.659 0.866
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