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Resumen
En todos los sistemas energéticos influyen gran cantidad de variables dinámicas, así
definidas por su relación de dependencia respecto del tiempo. Debido a la gran cantidad de
variables que definen los sistemas energéticos, se complica cualquier actuación que bus-
que, dentro del campo de la optimización y gestión de la Eficiencia Energética (EE), su
mejora.
Por esta razón, tanto las organizaciones públicas como privadas, promueven la obtención
y desarrollo de nuevos procedimientos matemáticos que permitan tratar la complejidad
de las variables implicadas en las instalaciones energéticas y extraer adecuadamente la
información que proporcionan de los sistemas energéticos, de cara a lograr alcanzar real-
mente los objetivos de EE internacionalmente acordados.
La mayoría de los estudios que se han realizado desde finales del siglo XX se han centrado
en su mayoría en el campo de la ingeniería civil, donde existen innumerables estudios
matemáticos orientados a la mejora de la EE que, por ejemplo, han permitido reducir los
costes de producción y distribución, el consumo de combustibles fósiles, la emisión de ga-
ses de efecto invernadero o el coste de ciclo de vida.
Esta proliferación de estudios, con el consiguiente aumento del conocimiento, no se ha
producido al mismo nivel dentro del sector naval y mucho menos en el caso de los buques
de guerra, campo en el que la literatura científica existente es escasa, tanto en cantidad
como en casos estudiados.
Partiendo de esta constatación, la presente tesis doctoral tiene como objetivo principal el
análisis exhaustivo del estado actual de los sistemas energéticos de los buques de guerra y
la aplicación de procedimientos matemáticos en este ámbito, enmarcados dentro del con-
trol estadístico de la calidad (CEC) industrial.
Se identificarán en primer lugar las variables críticas para la calidad (CTQ) de los siste-
mas energéticos del buque, en sus diferentes modos de funcionamiento como pueden ser
los de fondeado, navegando o en puerto; se medirán, se analizarán y se estimarán para
facilitar la inferencia o predicciones de sus valores respecto del tiempo; se controlarán y
mejorarán mediante la aplicación de herramientas de Minería de Datos (MD) (análisis
exploratorio), CEC y ajuste de modelos de series de tiempo.
Con todo esto, se podrán estimar y calcular las correlaciones existentes entre las CTQ,
predecir sus valores (con intervalos de confianza), definir y detectar alarmas, tendencias
y patrones en los datos proporcionados por los sistemas energéticos que permitan des-
cubrir posibilidades de mejora de su EE a través de la búsqueda fundamental de causas
asignables.
Esto permitirá establecer líneas de acción para la modificación y diseño de los sistemas
embarcados en buques de guerra existentes y futuros, así como ofrecer bases para implan-
tar sistemas de gestión energética automática e inteligentes a través de la automatización
de procesos.
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Abstract
The energy production and consumption systems are affected by a large number of
dynamic variables. Thus, these variables are defined by their relationship and its depen-
dence in time. Due to, the number and typology of variables which are present in energy
systems is very large. So, the actions developed to seek for Energy Efficiency improvement
and optimization is too complicated.
For this reason, public and private organizations promote the acquisition and develop-
ment of new mathematical procedures that allow dealing with the complexity of the va-
riables involved in energy installations and to extract the information which the data
provide from the energy systems. In order to achieve the objectives marked on internatio-
nal agreements, and treaties about energy efficiency.
Most of the studies which have been conducted since the late 20th Century have focused
on the field of civil engineering mostly. There are countless mathematical studies aimed
on improving energy efficiency, which have made it possible to reduce: production and
distribution costs; consumption of fossil fuels; emission of greenhouse gases or cost of life
cycle in example.
The proliferation of studies, and the consequent increase in knowledge, has not occurred
at the same level within the naval sector.In fact, the case of warships is a field in which
the existing scientific literature is scarce in quantity and in studied cases.
This thesis has as main objective an exhaustive analysis of the current state of the energy
systems of warships and the application of mathematical procedures in this field. The
work is framed within the industrial Statistical Quality Control (SQC).
Firstly, critical quality variables (CQV) will be identified in the vessel’s energy systems,
in its different modes of operation, such as anchor, cruising or port. The variables will
be measured, analyzed, estimated, and predicted in value, rangeand and time. Also, these
varialbes will be controlled and improved by the application of data mining tools (explo-
ratory analysis), SQC and, they will be adjusted by time series models.
It will be possible to estimate and calculate the existing correlations between the critical
variables for the CQV’s quality of these systems; to predict their values (with confidence
intervals) and to define and detect alarms, trends and patterns in the data provided by the
energy systems. So, it is possible to discover elements which improve the Energy Efficiency
over the bases of assignable causes.
This will allow establishing lines of action for the modification or redesign of the systems
emabrked in the existing and future warships, as well as providing the bases to imple-
ment automatic and intelligent energy management systems through the automation of
processes.
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Resum
En tots els sistemes energètics, des de la seva producció fins al consum, influeixen gran
quantitat de variables dinàmiques, així definides per la seva relació de dependència res-
pecte al temps. A causa de la gran quantitat i tipologia de variables que defineixen els
sistemes energètics, es complica qualsevol actuació que tinga per objectiu, dins el camp de
l’optimització i gestió de l’eficiència energètica, la seva millora.
Per aquesta raó, tant les organitzacions públiques com privades, promouen la obtenció i
desenvolupament de nous procediments matemàtics que permetin tractar la complexitat
de les variables implicades en les instal·lacions energètiques i extreure adequadament la
informació que proporcionen dels sistemes energètics, de cara a aconseguir arribar real-
ment els objectius d’eficiència energètica internacionalment acordats.
La majoria dels estudis que s’han realitzat des de finals del segle XX s’han centrat majori-
tàriament en el camp de l’enginyeria civil, on existeixen innombrables estudis matemàtics
orientats a la millora de l’eficiència energètica que, per exemple, han permès reduir els cos-
tos de producció i distribució, el consum de combustibles fòssils, l’emissió de gasos defecte
hivernacle o el cost de cicle de vida.
Aquesta proliferació d’estudis, amb el consegüent augment del coneixement, no s’ha pro-
duït al mateix nivell dins del sector naval i molt menys en el cas dels vaixells de guerra,
camp en el qual la literatura científica existent és escassa, tant en quantitat com en casos
estudiats.
Partint d’aquesta constatació, la present tesi doctoral té com a objectiu principal l’anàlisi
exhaustiva de l’estat actual dels sistemes energètics dels vaixells de guerra i l’aplicació
de procediments matemàtics en aquest àmbit, emmarcats dins el control estadístic de la
qualitat CEC industrial.
S’identificaran en primer lloc i les variables crítiques per la qualitat (CTQ) en els sistemes
energètics del vaixell, en les seves diferents maneres de funcionament com són elsde fon-
dejat, navegant o en port; es mesuraran, s’analitzaran, s’estimaran, i es faran prediccions
del seu valor en cada instant de temps, es controlaran i milloraran mitjançant l’aplicació
d’eines de mineria de dades (anàlisi exploratòria), CEC i ajust de models de sèries de
temps.
Amb tot això, es podran estimar i calcular les correlacions existents entre les variables
critiques per la qualitat CTQ, predir els seus valors (amb intervals de confiança), definir i
detectar alarmes, tendències i patrons en les dades proporcionades pels sistemes energètics
que permetin descobrir possibilitats de millora de la seva eficiència energètica a través de
la recerca fonamental de causes assignables.
Això permetrà establir línies d’acció per a la modificació o redisseny dels sistemes em-
barcats en vaixells de guerra existents i futurs, així com donar les bases per implantar
sistemes de gestió energètica automàtica i intelligents a través de l’automatització de pro-
cessos.
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Capítulo 1
Introducción
Este capítulo tiene como finalidad presentar los elementos fundamentales in-
herentes a todo trabajo de investigación sea cual sea el área de conocimiento en la
que se desarrolle esta. Explicaremos cual es la motivación que nos ha llevado a in-
vestigar en esta materia, caracterizaremos el problema objeto general de estudio y
plantearemos con ello, la hipótesis general desde la que presentaremos los objetivos
y la metodología seguida para el desarrollo de esta tesis.
Se ha estructurado en cinco capítulos, siendo el primero de ellos esta introducción
que da paso al trabajo de investigación propiamente dicho formado por tres capí-
tulos. Estos tres capítulos se encargan de desarrollar el trabajo recogiendo lo inves-
tigado para, en primer lugar, conocer el estado del arte en la materia, proceder a
continuación al desarrollo del trabajo de campo y, posteriormente, analizar los re-
sultados y validarlos. De estos capítulos se deducen las conclusiones y líneas futuras
de investigación que se mostrarán en el quinto y último capítulo de esta tesis.
1.1. Motivación del trabajo
Desde que la humanidad comenzó a desarrollar su capacidad tecnológica ha ne-
cesitado del uso de energía. En principio usó su energía corporal empleándola para
recolectar alimentos, cazar, fabricar las primeras herramientas y desplazarse. Con
la utilización del fuego, el hombre pudo mejorar sus condiciones de vida. El fuego
le valía para endurecer las puntas de sus lanzas de madera, cocinar la carne para
ablandarla o tener un foco de calor y luz durante las noches y los periodos de frío.
Desde la prehistoria hasta la actualidad la necesidad de energía se han incrementa-
do de forma exponencial sobre todo tras la I Revolución Industrial [1].
El consumo de energía es un elemento que ayuda a conocer el estado de bienestar
de las sociedades actuales y su desarrollo tecnológico además de ser un elemento
fundamental en las políticas de desarrollo de las sociedades actuales [2]. Consumi-
mos grandes cantidades de energía en todo momento: cuando conducimos un coche,
cuando encendemos el ordenador, cuando nos damos una ducha, cuando hablamos
o cuando estamos durmiendo.
Todos sabemos que la energía ni se crea ni se destruye, solo se transforma. Sobre esta
máxima, la de su estado, se agrupará en primaria o energía disponible en el medio
con capaciad de ser transformada y secundaria que son sus manifestaciones una vez
se transforma así, estas transformaciones se manifiestan en forma de movimiento,
calor, electricidad o reacciones químicas por poner algunos ejemplos. En el caso de
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la EE nos interesa la primaria, esta condición hace que, para su caracterización, solo
podamos agruparla por su procedencia en dos familias así, por un lado tenemos las
energías procedentes de fuentes renovables como es la energía eólica, solar o ma-
reomotriz y por otro, las no renovables cuyos representantes más conocidos son los
hidrocarburos. Las primeras son inagotables y respetuosas con el medioambiente
y, por contra, las segundas se consumen en su transformación, generan compues-
tos perjudiciales para el medioambiente como son los gases de efecto invernadero
entre otros productos residuales. En el último caso, además de perderse el recurso
energético en su transformación, sus fuentes de obtención son escasas, limitadas en
cantidad y de compleja extracción en muchos de los casos [3].
En todos los sistemas energéticos influyen gran cantidad de variables dinámicas, así
definidas por su relación de dependencia con respecto al tiempo por tanto, y debido
a la gran cantidad y tipos de variables que definen el funcionamiento de los sistemas
energéticos, cualquier actuación que busque, dentro del campo de la optimización
y gestión de la EE y su mejora se complica.
Por esta razón en la actualidad y tras las evidencias existentes del cambio climá-
tico y la necesidad de obtener sistemas eficientes y sostenibles desde el punto de
vista energético, tanto las organizaciones públicas como privadas promueven desde
hace algunos años la investigación para la obtención y desarrollo de nuevos proce-
dimientos matemáticos que permitan tratar la complejidad de las variables impli-
cadas en las instalaciones energéticas y extraer adecuadamente la información que
proporcionan de los sistemas energéticos de sus variables, de cara a lograr alcan-
zar realmente los objetivos de EE internacionalmente acordados en tratados como
el protocolo de Kyoto de 1998 [4].
La mayoría de los estudios que se han realizado desde finales del siglo XX se han
centrado en su mayoría en el campo de la ingeniería civil, donde existen innume-
rables estudios matemáticos orientados a la mejora de la EE que, por ejemplo, han
permitido reducir los costes de producción y distribución, el consumo de combusti-
bles fósiles, la emisión de gases de efecto invernadero o el coste de ciclo de vida [5].
Esta proliferación de estudios, con el consiguiente aumento del conocimiento, no
se ha producido al mismo nivel dentro del sector naval, y mucho menos en el caso
de los buques de guerra, campo en el que la literatura científica existente es escasa,
tanto en cantidad como en casos estudiados. Esta situación es la que nos ha llevado
a considerar el desarrollo de esta tesis doctoral.
1.2. Caracterización del problema
Los buques de guerra objeto de análisis en esta tesis son los denominados ge-
néricamente buques de escolta que se agrupan en dos tipos o familias: fragatas y
destructores. Este tipo de buques constituyen la columna vertebral de las marinas
de todo el mundo. Como ejemplo de estos tenemos las fragatas clase F-100 “Álvaro
de Bazán” españolas, las fragatas noruegas de la clase “Fridtjof Nansen” o los des-
tructores australianos de la clase “Hobart”. Todos estos buques han sido diseñados
completamente y construidos en su totalidad o en parte en España.
De forma general cualquier buque de guerra requiere de ingentes cantidades de
energía necesaria para moverse y para hacer funcionar el gran número de sistemas
eléctricos y electrónicos que embarcan. Si tomamos como ejemplo una fragata de
la clase F-100, encontramos instalados consumidores que suman un total de 1.600
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elementos totalizando 9 MW .
Evidentemente no todos estos consumidores funcionan a un mismo tiempo y, de-
pendiendo de las características de la misión que se les encomiende, del tiempo
necesario para ejecutarla y la climatología , el buque consumirá más o menos ener-
gía.
En el caso de los buques de guerra podemos asumir de forma general que, el tiem-
po de funcionamiento se reparte entre periodos en el mar y periodos en puerto. El
primero de los periodos incluirá las condiciones de operación, navegación o emer-
gencia y, el segundo de ellos incluirá los periodos en puerto apagado y en puerto
encendido o fondeado.
De todo lo anterior podemos deducir lo complejo del estudio ya que, a diferencia
de una instalación terrestre donde se pueden predecir de forma aproximada ele-
mentos estacionales como el horario de trabajo o la climatología local, en el caso de
los buques de guerra se pueden presentar escenarios muy distintos a nivel climato-
lógico y de modos de operación o funcionamiento dada la movilidad inherente de
estos y, por tanto, hace que entren en juego múltiples variables que complican el
estudio energético del buque en términos de EE y hace que nos preguntemos sobre
como afectan estas variables y cual es su peso en el funcionamiento de los equipos
embarcados y las relaciones que existen entre estas y el consumo final para poder
actuar de forma correcta en la gestión energética del buque reduciendo su consumo
y mejorando su EE.
1.3. Hipótesis y objetivos
Podemos plantearnos la hipótesis en la que, desde el análisis y control estadístico
de la calidad, nos permitan conocer y comparar las variables críticas relacionadas
con los sistemas embarcados que muestren cuales son los modelos matemáticos de
consumo energético para así, poder cuantificar las características principales de las
variables implicadas de forma directa e inequívoca en el aprovechamiento energéti-
co del caso de estudio. De esta forma estableceremos los siguientes objetivos de este
plan de tesis:
1. Conocer el estado del arte en materia de EE en el sector naval, localizando,
estudiando y analizando la bibliografía existente en esta materia, además de
identificar y comprobar cuáles son los elementos más novedosos en el ámbito
estudiado.
2. Aplicación, ajuste y modificación de modelos de análisis y control estadístico
básicos que nos permitan el estudio de las variables del caso seleccionado, de-
terminando las variables críticas para su calidad, realizando la toma de datos
para la elaboración de Series Temporales de Datos (STD) y ejecutando simula-
ciones con las mismas que permitan contrastar su idoneidad.
3. Integración de las STD que posibiliten la caracterización de datos determinan-
tes en la eficiencia del caso para la toma de datos reales de forma sistemática.
4. Diseño y construcción de herramientas informáticas que permitan desarrollar
interfaces gráficas que faciliten el estudio y análisis de las STD para poder
estimar los niveles de EE y las posibilidades de mejora.
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5. Delimitación de los resultados y conclusiones del trabajo que sirvan para re-
dactar la tesis final donde se mostrarán resultados, conclusiones finales y pro-
puestas que abran futuras líneas de investigación en materia de EE en buques
de guerra.
1.4. Metodología
Conocido el estado del arte en la materia, apoyaremos nuestro estudio en la mo-
delización de las variables críticas para la calidad de los sistemas instalados en bu-
ques de guerra desde el punto de vista estadístico. Para ello se tomarán datos reales
correspondientes a las distintas Situación de Carga Eléctrica (SCE) y modos de ope-
ración del buque correspondientes a estas variables críticas relacionadas con los
sistemas embarcados. Estas serán variables dependientes dentro de las categorías
de una o más variables independientes y conformaran la Base de Datos (BD) sobre
la que realizaremos la MD necesaria para realizar el análisis.
Se emplearán en el estudio las STD junto a técnicas estadísticas que permitan esti-
mar y correlacionar los consumos energéticos del buque con estas y, de igual forma,
se efectuaran análisis de su idoneidad permitiendo la estimación de la estructura de
dependencia y de los valores de la variable respuesta con el menor error posible.
El problema de análisis y control de la calidad de la EE en buques de guerra puede
abordarse como un problema multivariante puesto que la calidad de sus sistemas
dependen, la mayoría de las veces, de varias variables en correlación. Por tanto, pa-
ra definir las relaciones de dependencia, será útil el uso de gráficos de control como
pueden ser, entre otros, los tipo Shewhart de rangos (X) y medias (X) que permiten
detectar cambios grandes o sus variedades multivariante, los gráficos Exponentially
Weighted Moving Average (EWMA) o Multivariative Exponentially Weighted Mo-
ving Average (MEWMA), Cumulative Sum (CUSUM) o Multivaritive Cumulative
Sum (MCUSUM), eficientes en la detección de cambios pequeños, para controlar la
posición y variabilidad.
Cuando se trabaja con un gran número de observaciones de alta dimensión, defini-
das por un alto número de variables, el problema se complica, es por ello por lo que,
para facilitar la tarea de control multivariante en buques de guerra, se pueden con-
siderar métodos de selección de variables combinadas con la aplicación de gráficos
de control, que servirán para detectar los cambios de procesos en una variedad de
escenarios prácticos como es el presente caso.
Además, podrán ser de aplicación los gráficos de control para datos autocorrelacio-
nados, a los residuos resultantes del ajuste de series de tiempo, permitiendo la iden-
tificación rápida de los cambios del proceso estudiado. También se ha procedido a
la elaboración de simulaciones numéricas que nos permitan conocer el comporta-
miento de las variables estudiadas como puede ser la temperatura del agua de mar,
la temperatura ambiente o del propio sistema estudiado. La creación de esta tesis
ha seguido los pasos iniciales que se pueden ver en la figura 1.1 en la que se ven los
elementos considerados en la gestación de esta investigación que han permitido ela-
borar la metodología, el estudio, su análisis y las conclusiones que dan contestación
a las preguntas de la hipótesis y que han permitido escribir los documentos de esta
tesis.
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Figura 1.1: Pasos iniciales de la tesis. Elaboración propia (2016)
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Capítulo 2
Estado del arte
En este capítulo se presentan los elementos necesarios para poder establecer los
cimientos de la tesis. Por ello, empezaremos por definir qué es un buque de guerra
y qué es EE pues son fundamentales para poder abordar el estudio. Se hace también
un repaso de elementos tanto normativos como tecnológicos que se vienen utilizan-
do en la mejora de la EE tanto, en buques en general como aquellas particulares
aplicadas a buques de guerra y, como es evidente, analizaremos el caso particular
de la Armada Española y los pasos que están dando en este campo. Completaremos
este capítulo con un repaso de las herramientas matemáticas que se están emplean-
do hoy en día en materia de EE en el campo naval e industrial. El capítulo termina
con una serie de conclusiones que servirán como elemento de orientación en los
capítulos siguientes.
2.1. Definición de buque de guerra y EE
Es verdad que en la actualidad la complejidad de los buques de guerra hace que
deban ser considerados como sistema de sistemas [6]. Esto se hace más evidente si
atendemos a la cantidad de interacciones y conexiones que se dan entre los distin-
tos sistemas y equipos embarcados en los buques modernos [7]. De todas formas, la
definición que daremos a continuación es la más tradicional que considera el buque
de forma separada en dos elementos. Lo hacemos para dar una visión más gráfica
del mismo y para simplificar esta definición debiendo tener presente lo expresado
anteriormente. Así pues, los buques de guerra, desde los más grandes como los por-
taaviones a los más pequeños como los patrulleros, pasando por los submarinos y
los buques auxiliares o los logísticos y de aprovisionamiento, están compuestos por
dos elementos fundamentales [8] según la definición tradicional que son:
1. La plataforma: compuesta por la estructura sobre la que se instalan el resto de
equipos y servicios de buque tanto principales como el servicio de propulsión,
los generadores o los equipos auxiliares; todos los sistemas se integran con un
Sistema Integrado de Control de plataforma (SICP) encargado de automatizar
y controlar la mayoría de los procesos que se desarrollan en el buque de guerra.
En la plataforma es también donde desarrollan su trabajo las personas que
forman lo que denominaremos dotación.
2. El Sistema de Combate (SC): es la carga útil o, si queremos emplear el tér-
mino inglés, es el “payload” del buque de guerra y para el que trabajan el resto
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de sistemas embarcados. Al igual que el SICP con la plataforma, el SC tiene
como misión fundamental integrar en uno todos los sistemas y subsistemas
de armas para facilitar la capacidad de repuesta del buque ante las amenazas
para las que está diseñado.
En la figura 2.1 podemos ver un croquis de un buque de guerra tipo escolta. En esta
figura vemos la plataforma y algunos de los elementos pertenecientes al SC como
son los sistemas de lanzamiento de misiles HARPOON y Vertical Launching System
(VLS), los cañones MK-38 ó MK-45 o las antenas de los sensores instalados en las
superestructuras y palos.Todos estos elementos que vemos en el exterior tienen su
prolongación en el interior del buque hasta los sistemas de integración de señales
de los mismos.
Figura 2.1: Esquema de un buque de escolta. Elaboración propia (2016)
Como hemos dicho, el SC es la carga útil así en la figura 2.2 podemos ver como
se reparten de forma general los espacios interiores de la plataforma para facilitar
la segregación de los equipos destinados a cada una de las funciones que queremos
que desarrolle nuestro buque. La plataforma se compartimenta en base a cubier-
tas en sentido horizontal y mamparos en sentido transversal y sus refuerzos, esta
conjugación de elementos configura una topología estructural que está destinada a
soportar los esfuerzos producidos por las condiciones de la mar, el viento y las pro-
pias del funcionamiento de los equipos que transmiten pulsos a sus elementos de
apoyo denominados polines en el campo naval. Los espacios los podemos dividir de
forma general en:
1. Tanques: son espacios de almacenamiento de consumibles como el combusti-
ble empleado para la propulsión o la generación eléctrica; otros tanques alma-
cenan agua potable, aceite de lubricación o residuos sin tratar. Generalmente
se sitúan en la parte más baja del buque entre la quilla y una cubierta que se
denomina de doble fondo y que podemos ver representado en la figura 2.2.
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2. Espacios de máquinas: en este grupo encuadramos los espacios dedicados a la
propulsión a la generación y los destinados a los equipos auxiliares del buque
como los destinados a la calefacción ventilación y acondicionamiento de aire
(Heating Ventilation and Air Conditioning (HVAC)), bombas de contra incen-
dios, depuradoras o compresores.
3. Espacios de equipos electrónicos: Los dedicados a albergar los equipos de
comunicaciones como la radio o los sistemas de mando y control del buque.
4. Espacios destinados a las armas: estos son los pañoles de munición, o los
de lanzadores de misiles donde se mantienen unas condiciones de control y
seguridad extremas para evitar accidentes.
5. Espacios de maniobra y control: aquellos destinados a los equipos de manio-
bra de amarre, fondeo o gobierno del buque.
6. Espacios de habitabilidad: se reparten entre espacios de habitabilidad para
las dotaciones como los camarotes, cocinas, comedores, espacios de descanso
y esparcimiento, oficinas, cámaras frigoríficas para alimentos o enfermería.
Figura 2.2: Distribución esquemática de espacios. Elaboración propia (2016)
El otro elemento importante de esta tesis es la EE. Todos sabemos que la energía
es fundamental para las sociedades actuales. Son diversas las formas en las que se
presenta la energía, desde la gravitatoria, pasando por la cinética, elástica, sonora,
lumínica y eléctrica hasta la térmica, química o nuclear; todas sus formas de trans-
formación son aprovechadas por el hombre en su actividad.
La forma en la que empleamos esta energía puede ser más o menos eficiente depen-
diendo de la prudencia con la que hayamos desarrollado los diseños de los sistemas
energéticos y así, la segunda definición que daremos en este apartado es la de EE
que, de forma muy sencilla, podemos decir que EE es hacer más con menos. De
todas formas, existen multitud de definiciones de EE haciendo hincapié en los mis-
mos elementos: reducción del consumo sin penalizar la eficacia. Nosotros vamos a
tomar la definición siguiente aplicable a cualquier campo de actividad que requiera
de energía y diremos que:
La Eficiencia Energética consiste en la reducción de consumo de energía, man-
teniendo los mismos servicios energéticos, sin disminuir el confort ni la cali-
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dad de vida, asegurando el abastecimiento de energía, protegiendo el medio
ambiente y fomentando la sostenibilidad [9]
No debemos confundir ahorro con eficiencia, esto es muy importante. Si bien los
sistemas eficientes buscan el ahorro, buscar el ahorro puede no ser eficiente puesto
que podemos estar afectando a la cadena productiva o a la simple actividad de la
organización y por tanto, el ahorro, debe entenderse dentro de parámetros de EE
que permitan mantener la actividad propia sin merma en la misma de la eficacia.
2.2. Evolución histórica del buque de guerra
Existen registros arqueológicos de la época prehístorica desde hace 60.000 años
según algunas fuentes [10] [11] e históricos sobre embarcaciones empleadas para
el comercio y el transporte desde época antigua en Mesopotamia y Egipto [12]. Si
bien romanos y griegos diferenciaban los tipos de embarcaciones para el combate
[13] y el comercio, las tecnologías aplicadas en su construcción eran las mismas y
no variaban prácticamente. En general, en los albores de la navegación marítima las
embarcaciones tanto valían para el transporte de personas y mercancías como para
la guerra, y así fue durante muchos siglos hasta la aparición de las marinas de gue-
rra permanentes al final del siglo XVII y principio del XVIII. Esta aparición viene
impulsada por los avance tecnológicos y las necesidades de los reinos europeos de
reducir los tiempos necesarios para desplazarse a las colonias americanas, ya que
no solo se trata de comerciar pues se hace imperioso defender la integridad territo-
rial [14]. Desde la aparición de las marinas permanentes, en las que los buques de
guerra se diferenciaron de los mercantes definitivamente, estas adoptan estructura
y misiones definidas, dependen de los estados y usan buques pensados solo para la
guerra y serán las marinas precursoras de las actuales.
Con el tiempo estas marinas se especializan y crean buques de distinto tipo para
llevar a cabo misiones bien diferenciadas así, aparecen los navíos, las fragatas, las
corbetas o los avisos diferenciándose en principio, en su desplazamiento y número
de cañones embarcados [15]. Los distintos tipos de buques y su clasificación fueron
sufriendo variaciones con la aplicación de innovaciones tecnológicas como la cons-
trucción en acero, el blindaje, la evolución en el diseño de las velas, la introducción
de la máquina de vapor y la propulsión mecánica y otros avances tecnológicos.
No será hasta finales del siglo XIX, cuando los buques de guerra abandonen definiti-
vamente el uso de las velas y los remos para su propulsión. Velas y remos fueron los
sistemas empleados para moverse durante muchos siglos. Los barcos de vela veían
afectada su movilidad y velocidad por la velocidad, intensidad y dirección del vien-
to, en principio no era necesario preocuparse de su agotamiento pero hacía que los
barcos dependiesen de factores externos que perjudicaban a su eficacia.
Con la incorporación de la máquina de vapor en los buques a principio del siglo XIX
aparecen los primeros vapores también llamados piróscafos. Los buques de guerra
adoptarán su uso por la eficacia de las mismas al mejorar la capacidad de maniobrar
con respecto a los de vela y no hacerlos depender de factores externos. La propulsión
mecánica les daba la ventaja táctica y suponía, en caso de combatir, no depender de
las corrientes y vientos como sucedía con los buques de guerra propulsados a ve-
la pero, por el contrario, surgen aquí otras necesidades y problemas como las del
agotamiento de la fuente de energía necesaria para alimentar la maquinaria de pro-
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pulsión que obligaba también a dedicar grandes espacios para alojar la maquinaria
y el combustible necesario para moverse, limitando así el resto de espacios como por
ejemplo los dedicados al almacenamiento de municiones, cañones o los dedicados
a alojar las numerosas dotaciones de estos barcos. Con la aplicación de la propul-
sión mecánica podemos decir que se pasa de los sistemas de propulsión basados en
energía renovables y sostenible a sistemas de propulsión basados en energías no re-
novables y de recurso limitado y agotable.
Con el paso del tiempo los buques de guerra fueron mejorando sus capacidades a
medida que aparecían nuevas tecnologías y así, con la mejora de los procesos de ob-
tención de aceros más resistentes como son los convertidores Bessemer (1855), los
hornos de reverbero Martin-Siemens (1865) o los hornos eléctricos de arco (1898)
[16], permitieron construir buques de acero más grandes y mejores para la navega-
ción, con mayor capacidad de carga o más espacio para sus armas. Los buques de
guerra siempre han sido los primeros en adoptar innovaciones tecnológicas que tar-
dan muchos años en ser adoptadas a los buques civiles tales como fue la electricidad
para alumbrado o la telegrafía sin hilos. Esta última fue utilizada por primera vez
en la guerra ruso japonesa en 1904 donde demostró la importancia de las comuni-
caciones a larga distancia en táctica naval obligando así, a la inmediata instalación
de estos sistemas en todos los buques de guerra del mundo.
El final de la II Guerra Mundial marcó el comienzo de una nueva era para los bu-
ques de guerra, a partir de este momento la aplicación de la regulación y automa-
tización electrónica a todos los sistemas se convierte en algo fundamental. Unido
al uso de armas con un alto componente tecnológico como los misiles, la aplicación
de la energía nuclear y el establecimiento de la aviación naval con los portaaviones
como buques líderes de las fuerzas y determinantes de su poderío, van a marcar la
evolución de las flotas modernas en la segunda mitad del siglo XX.
Este desarrollo tecnológico desde el punto de vista energético, hace necesaria la uti-
lización de ingentes cantidades de energía tanto para la obtención de los materiales
necesarios para su construcción como para su uso y el de todos los sistemas que lle-
van embarcados y, nos hacen depender de fuentes energéticas de las que en ocasio-
nes no se dispone directamente [17], [18]. Es necesaria energía para su propulsión,
energía para alimentar los sistemas de comunicaciones, energía para los sistemas
auxiliares, para las armas, los radares etc.
En la segunda mitad del siglo XX, la gran cantidad de sistemas diferentes embarca-
dos y la mejora de la eficacia de las armas existentes, hicieron surgir la necesidad
de encontrar poder integrar todos estos sistemas en uno solo que permita la toma
de decisiones rápidas y acertadas. Esto se ha conseguido con la ayuda del desarro-
llo informático alcanzado hasta el momento. Con el empleo de sistemas integrados
los buques de guerra tendrán la ventaja ante los que no lo lleven. La integración de
todos los elementos en un único sistema de control permitirá reaccionar de forma
más rápida ante las amenazas que se puedan presentar. La figura 2.3 muestra de
forma esquemática como han ido evolucionando y especializándose los buques de
guerra a lo largo de la historia. Desde el simple tronco a los buques de guerra mo-
dernos han pasado muchos siglos que, dependiendo de los avances tecnológicos del
momento y de la situación social, política y económica han propiciado los cambios
en las plataformas y los sistemas embarcados a lo largo de la historia.
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Figura 2.3: Evolución de los buques de guerra. Elaboración propia (2017)
2.2.1. Clasificación de los buques de guerra
Plataforma y SC son los dos elementos diferenciadores de cualquier buque de
guerra así, dependiendo de las funciones que tenga nuestro buque tendremos dis-
tintos tipos de plataformas y distintos sistemas de combate que permitan funcionar
al buque de guerra de la forma más eficaz posible. Como ya hemos dicho antes, es
durante el siglo XVIII, cuando queda claramente separada las características de los
buques de guerra y de los mercantes. La clasificación de los buques de guerra en
estos momentos de la historia se basaba:
El número de cubiertas de 1 a 3 por lo general.
El número de piezas de artillería oscilando entre 20 y 100 ó más.
Con estos dos elementos sencillos uno relacionado con la plataforma y otro con sus
armas se clasificaban los buques en:
Navíos: eran buques con 3 cubiertas o puentes y con un número de cañones
del orden de 100 ó más eran los mayores y más pesados de las flotas y su
misión fundamental era el combate contra las flotas militares enemigas. El
navío o navío de línea se le denominaba así porque combatían alineados uno
detrás de otro. Esta táctica fue la empleada durante los siglos XVII al XIX. El
mayor de los exponentes de este tipo de buques fue el “Santísima Trinidad”
de la Armada, que tras dos ampliaciones alcanzó un número de 4 puentes o
cubiertas y un total de 136 piezas de artillería [19].
Fragatas: hasta 2 cubiertas y con un número de piezas de artillería de entre 30
a 50 cañones; eran más ligeras y veloces que los primeros. Se encargaban de
apoyar en el combate a los navíos, perseguían el tráfico marítimo del enemigo
y escoltaban al tráfico mercante propio en las navegaciones oceánicas.
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Corbetas: con 1 cubierta y con artillería entre 25 y 30 cañones. Se empleaban
en funciones de escolta de buques mercantes, control de costas y funciones de
control de flotas.
Avisos: al igual que las corbetas con 1 cubierta y 15 a 20 cañones. Estás se
empleaban en funciones de comunicación entre flotas eran los más veloces de
todos los barcos.
Otros: existían otros tipos de buques de menor porte como urcas, jabeques,
balandras, bergantines o bombardas que se empleaban en funciones de comu-
nicación e inteligencia llevando despachos e información de unos buques a
otros y desde estos a tierra o desde tierra a los buques. Cerca de costa o en
aguas interiores combatían piratería, contrabando y otro tipo de actividades
ilícitas.
Todos ellos eran buques propulsados a vela, el remo quedaba relegado a botes au-
xiliares o para embarcaciones mixtas empleadas en labores de pesca o comercio en
aguas interiores. Tras la introducción de la máquina de vapor en los buques con la
propulsión mecánica, los buques de guerra cambiaron su configuración y funciona-
lidades apareciendo nuevos tipos de buques y desapareciendo otros. Hoy en día los
buques de guerra se pueden clasificar de múltiples formas. La primera clasificación
que podemos hacer y la más sencilla, es aquella que distingue los buques de guerra
en dos grandes grupos, aquellos que desarrollan su actividad sobre la superficie del
mar (unidades de superficie) o aquellas que lo hacen desde las profundidades de
estos, (unidades submarinas).
Otra forma puede ser en base a su propulsión, pero esto diría poco sobre sus carac-
terísticas bélicas. Por último podemos establecer una clasificación más acertada en
base a su desplazamiento y funciones, así tenemos los siguientes tipos de buques:
Portaaviones: los mayores buques de las flotas por lo general, donde podemos
distinguir tres tipos:
• Portaaviones de ataque: de 60.000 Toneladas (Tn) como la clase “Nimitz”
mejorada cuyo último representante es el “Ronald Reagan” y embarcan
del orden de 100 aeronaves de distintos tipos.
• Portaviones medios: 30.000 a 60.000 Tn y llevan ya aviones con despegue
en carrera ejemplo el “Charles de Gaulle” francés o los modernos por-
taaviones británicos “Queen Elizabeth” transportando del orden de 40
aparatos.
• Portaviones ligeros: desde 18.000 a 30.000 Tn. Usan aviones de despegue
corto y vertical como Harrier o F-35 JFS y helicópteros, ejemplo de este
es el “Príncipe de Asturias” de la Armada Española ya desaparecido o el
tailandés “Chakry Naruebet” con 15 a 20 aparatos embarcados.
Acorazados: de 15.000 Tn en adelante y que llegaron a desplazar las 68.000
Tn del “Yamato” y “Musashi” de la armada imperial del Japón durante la II
Guerra Mundial, o las 57.000 Tn de los clase “Iowa” de EEUU de los cuales
el último representante fue el “New Jersey” que causó baja en 1992. En la
actualidad no existen acorazados en servicio.
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Cruceros: de 7.000 a 15.000 Tn como los de la armada de los Estados Unidos
de la clase “Ticonderoga” de 9.754 Tn.
Destructores: de 4.500 Tn a 7.000 Tn por ejemplo, los destructores de la “Cla-
se 45” británicos de última generación que desplazan alrededor de 7.400 Tn.
Fragatas: de 1.500 a 4.500 Tn. Son fragata las F-100 si bien su desplazamiento
es mayor y por ejemplo en otras armadas se clasificarían como destructores.
Corbetas: de 700-800Tn hasta 1.500 Tn.
Patrulleros:tenemos pesados desde 400 Tn a 1.200, medios (de 150 a 40 Tn) y
ligeros (menos de 150 Tn).
Submarinos: que se agrupan en dos familias:
• Submarinos convencionales: entre las 1.200 y 3.000 Tn de desplazamien-
to en inmersión, en función de su radio de acción se clasifican en corto,
medio o largo alcance que se corresponde con su tonelaje así, cuanto más
alto implica más radio acción.
• Submarinos nucleares: con misiles balísticos SSGN o de ataque SSN y su
desplazamiento varía entre las 2.300 Tn de la clase “Skate” (EE.UU.) y las
30.000 de la clase “Typhoon” (antigua Unión Soviética). La mayoría son
submarinos de ataque o lanzamisiles, de alta velocidad (más de 30 nudos
en inmersión), y de autonomía prácticamente infinita.
Buques auxiliares: en este grupo están todos los buques que no se emplean
en acciones de guerra de forma directa y que son buques de apoyo a los an-
teriores tales como los buques aprovisionamiento encargados de acercar los
consumibles a los teatros de operaciones, los buques encargados de las labores
de inteligencia, los buques escuela o los remolcadores y petroleros de trans-
porte.
La figura 2.4 compara el tamaño de los principales tipos de buques. El primero es
el perfil de un portaaviones de ataque, el "Queen Elizabeth"de la Royal Navy que
marca la frontera de este tipo de buques con 70.800 Tn de desplazamiento, después
está el destructor de la marina de los EE.UU. “Zumwalt” de 14.800 Tn, le sigue
la fragata “Cristóbal Colón” de la Armada Española con 6.000 Tn, seguida de una
corbeta china de la clase “Jingdao” con 1.500 Tn y un patrullero de 1.000 Tn de la
clase “Serviola” español. Por último los submarinos convencionales de propulsión
diésel eléctrica y un submarino nuclear. Se puede apreciar la gran diferencia de
tamaño que existen entre estos dos tipos de sumergibles.
2.2.2. Los sistemas de generación de energía embarcados
En los buques de guerra debemos distinguir entre dos tipos de energía, la ener-
gía empleada en la propulsión del buque para desplazarlo de un punto a otro y la
energía que se emplea para hacer funcionar el resto de sistemas y equipos como
puede ser el alumbrado, las armas, los sistemas electrónicos como los radares o el
sistema de climatización del buque. Esto hace que, dependiendo de las característi-
cas del buque, se opte por un sistema determinado para generar la energía mecánica
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Figura 2.4: Comparación de tipos de buques. Elaboración propia (2017)
necesaria para moverse y otro para generar la energía eléctrica necesaria para el fun-
cionamiento del resto de sistemas embarcados.
Actualmente existen variadas combinaciones de sistemas aplicados a buques de
guerra destinados a su propulsión entre los que los más usados están [20] [21]:
1. Motores diésel que queman combustibles fósiles. Es una planta típica de bu-
ques auxiliares como puede ser desde un remolcador a un buque de aprovisio-
namiento. Generalmente llevarán propulsión y generación en base a motores
diésel.
2. Turbinas de gas que queman combustibles más ligeros como el JP5. Esta es
la propulsión típica de buques de escolta o portaaviones ligeros como era el
“Principe de Asturias” de la Armada.
3. Turbinas de vapor que emplean el vapor generado en calderas que queman
combustibles fósiles o emplean reactores nucleares. Estas plantas fueron muy
empleadas hasta los años setenta. En la Armada el último de los ejemplos de
estos buques fueron las fragatas de la clase “Baleares” construidas a finales
de los sesenta y primeros años setenta. El empleo de reactores nucleares es
el típico de los portaaviones de ataque como los de la case “Nimitz” de los
EE.UU. o el “Charles de Gaulle” francés. Los submarinos nucleares son los
otros representantes de la propulsion naval nuclear.
4. Motores eléctricos que emplean la energía generada por motores diésel o tur-
binas de gas. En ocasiones se recurre a buques completamente eléctricos em-
pleándose para su propulsión motores eléctricos como puede ser el caso del
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“Juan Carlos I” de la Armada o sus gemelos de la Real Marina Australiana
(RAN).
5. Plantas combinadas e híbridas como pueden ser las resultantes de combinar
motores diésel con turbinas de gas, motores diésel y eléctricos o turbinas de
vapor y gas entre otras.
En el caso de las fragatas F-100 españolas, las noruegas de la clase “Fridjot Nansen”
o los destructores australianos de la clase “Hobart” se emplean plantas combinadas
denominadas tipo CODOG del inglés “COmbined Diesel Or Gas”, es decir, que para
la propulsión emplean turbinas de gas o motores diésel dependiendo de la situación
de operación del buque así, cuando el buque necesita ser más rápido y tener una ca-
pacidad de respuesta de maniobra mayor, necesitará emplear sus turbinas de gas
por contra, cuando se encuentra en situaciones menos demandantes como puede
ser un tránsito de un puerto a otro en el que no se realizan ejercicios empleará un
modo más económico con los motores diésel.
La generación eléctrica para el resto de sistemas se consigue empleando también
combinación de elementos como los anteriores así, en buques completamente a va-
por se suelen emplear los denominado turbo generadores, en buques de turbinas de
gas se pueden emplear turbos o motores diésel los buques híbridos pueden emplear
cualquiera de los sistemas anteriores para general electricidad que se empleará tan-
to para alimentar equipos eléctricos y electrónicos como para propulsar el buque de
forma más económica. En resumen, la generación dependerá en cierta medida de la
planta de propulsión elegida para nuestro buque.
Estableceremos la siguiente relación entre tipos de buques y sus plantas de propul-
sión y generación eléctrica como se puede ver en el cuadro 2.1 donde vemos el tipo
de buque, una clase de ejemplo su desplazamiento en Tn nombrado con el operador
∆ el tipo de propulsión, la potencia y el tipo de generación. En la primera columna
de tipo aparecen las letras C, N, L y A que hacen referencia respectivamente a Con-
vencional, Nuclear, Ligero y Ataque. En la columna de Tipo de planta se presentan
grupos de dos letras separados por guiones de la forma (XX −XX −XX)creados a
tal efecto así, el primer grupo se refiere al tipo de propulsión del buque, el segundo
al tipo de generación eléctrica para alimentar el resto de equipos y el tercero es el
tipo de planta que transforma la energía potencial del combustible. EL significado
de los acrónimos dependiendo del grupo es:
Propulsión: turbina de vapor (TV); turbina de gas (TG); diésel propulsor (DP)
y propulsor eléctrico (EL)
Generación: generador turbo de vapor (GT); diésel generador (DG); baterias
(BT) y turbina de gas (TG)
Suministradores de energía: caldera de vapor (CV) y reactor nuclear (RN)
Cuando aparece una barra significa que existen diferentes alternativas de planta
combinada como el caso TG/DP que significa turbina de gas o diésel propulsor. Es-
ta nomenclatura se ha creado para emplearla en esta tabla para y reflejar no solo la
propulsión sino también el carácter de la generación auxiliar necesaria para el resto
de sistemas embarcados.
Existe para las plantas combinadas de propulsión una nomenclatura aceptada a ni-
vel internacional basada en las siguientes pautas:
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Se emplean las letras CO para referirse al carácter combinado de la planta y
vienen del inglés “Combined”.
Se emplea la letra D para referirse a un propulsor Diésel, La letra G a una
turbina de Gas, la N a un reactor Nuclear, la S para el vapor y la letra E para
motores eléctricos todas ellas de las palabras inglesas “Diesel”, “Gas”, “Nu-
clear”, “Steam” y “Electric”.
Para referirse a la forma de combinación es decir, como trabajan las máquinas
consideradas para nuestro buque se emplea la letra A del inglés “And” y la
letra O del inglés “Or” así, la primera se pondrá cuando los sistemas puedan
funcionar al mismo tiempo y la segunda, cuando uno sea alternativo al otro y
no funcionen a un tiempo.
Como ejemplos de plantas tenemos las COmbined Diesel And Gas (CODAG), COm-
bined Diesel Or Gas (CODOG), COmbined Gas And Gas (COGAG), COombined
Gas Or Gas (COGOG), COmbined Nuclear And Gas (CONAG) , COmbined Gas
And Steam (COGAS), COmbined Electric Or Gas (COEOG), COmbined Electric Or
Diesel (COEOD), COmbined Electric Or Steam (COEOS), COmbined Gas Electric
Steam (COGES) y COEA-X. Este último tienen como referente el sistema “Diesel
Electric Booster Drive” (DEBD) que combina propulsores diésel y motores eléctricos
empleado en buques portacontenedores con gran demanda de energía superiores a
los 65.000 Kilovatio (kW). Sea cual sea el sistema de propulsión y generación eléc-
tipo Clase ∆ Tn Planta Potencia (kW)
Acorazado Yamato (Japón) 72.800 TV-GT-CV 110.000
Crucero Kirov (Rusia) 25.000 TV-GT-RN 111.800
Destructor Zumwalt (EE.UU.) 14.600 TG-DG 78.000
Fragata F-100 (España) 6.000 TG/DP-DG 9.000
Corbeta Jiangdao (China) 1.300 DP-DG 5.148
Patrullero L’Androit (Francia) 1.450 DP-DG 5.600
Anfibios Canberra (Australia) 27.850 EL-DG/TG 27.600
Submarino C T-212 (Alemania) 1.830 DP/EL-DG/BT 1.700
Submarino N Los Angeles (EE.UU.) 6.900 EL-GE-RN 35.000
Portaaviones L Garibaldi (Italia) 13.850 EL-TG 61.100
Portaaviones A Queen Elizabeth (R.U.) 70.600 EL-TG/DG 56.000
Cuadro 2.1: Comparativas de buques: tipo y propulsión. Elaboración propia (2018)
trica escogido para el buque de guerra, es necesario dimensionar los motores para
conocer la potencia necesaria tanto para mover el buque a la velocidad deseada,
como para alimentar los distintos consumidores eléctricos y electrónicos instalados
abordo.
En la figura 2.5 podemos ver distintos tipos de combinaciones de plantas instaladas
en buques de guerra, en la actualidad están teniendo gran aceptación las plantas
completamente eléctricas integradas o combinadas con motores diésel y/o turbinas
de gas. Podemos ver que generalmente se recurre a plantas combinadas en los bu-
ques del tipo destructor o fragata si bien hay ejemplos de plantas no combinadas
que emplean únicamente turbinas de gas como los destructores de la USN “Arleigh
Burke” o una planta completamente eléctrica como los destructores de la clase 45
de la Royal Navy o los modernos destructores de la USN de la clase “Zumwalt”.
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Figura 2.5: Relación desplazamiento y potencia. Rolls Royce (2018)
El gráfico muestra las áreas en las distintas soluciones aportadas por los distin-
tos proyectos actuales y en desarrollo por las marinas de guerra más avanzadas del
mundo. Se puede ver como las plantas puramente diésel se emplean para buques
con desplazamientos cercanos a las 5.000 Tn y rangos de velocidad no superiores a
30 nudos con plantas de entre 10 y 35 Mega-Watt (MW) para la propulsión; las so-
luciones de turbinas de gas se emplean para desplazamientos entre 7.000 y 11.500
Tn y permiten velocidades de hasta 35 nudos con potencias que van desde los 20
MW a los 90 MW; la propulsión eléctrica se emplea en buques de 8.000 a 11.500
Tn con velocidades no superiores a los 29 nudos y potencias instaladas de 20 a 50
MW; por último tenemos las plantas híbridas de las anteriores que permiten operar
en un rango amplio de velocidades y con plantas que van desde los 20 MW a los 80
MW de potencia dependiendo del desplazamiento.
Las plantas híbridas permiten combinaciones que suponen un ahorro importante
en combustible, mantenimiento, son más eficientes en términos energéticos y res-
petuosas con el medio ambiente. Básicamente consiste en la suma de motores de
explosión tradicionales o turbinas de gas y motores eléctricos alimentados por acu-
muladores o baterías.
Muchas empresas se han preocupado por desarrollar plantas propulsoras de este
tipo en las que se combinan motores diésel con motores eléctricos de aplicación en
buques off-shore, pesqueros o buques de guerra del tipo patrullero oceánico [22].
En el caso de estos últimos una propulsión híbrida favorece el ahorro energético y la
navegación silenciosa. Hay estudios orientados a embarcaciones pequeñas de prac-
ticaje portuario que se emplean muchas horas y tienen un consumo elevado [23]
permitiendo un ahorro considerable. También hay aplicaciones en buques de pesca.
[24].
XII-2019 20 Pedro J. Carrasco
2.3. PARÁMETROS DE DISEÑO DEL BUQUE DE GUERRA
2.3. Parámetros de diseño del buque de guerra
Los buques de guerra son buques tecnológicamente complejos que como ya he-
mos dicho, son sistemas compuestos por dos elementos integrados que son la plata-
forma y el SC. Su diseño requiere de una gran cantidad de cálculos debido al número
de variables que deben integrarse en su desarrollo y por tanto, podemos considerar
que un buque como un sistema integrador de sistemas que hay que analizar como
un todo. Tradicionalmente el análisis del buque, manteniendo al margen los estu-
dios relacionados con la resistencia estructural, se elabora partiendo de un análisis
estático relacionado con la capacidad de flotar y mantenerse estable en el agua y, por
otro lado, es necesario que este sea capaz de moverse en el seno del mismo fluido lo
que hace necesario un estudio dinámico directamente relacionado con parte de los
parámetros estáticos del buque.
2.3.1. Dimensiones principales y estudio estático
El diseño de los buques en general contempla en primer lugar el control de las
dimensiones principales del buque junto a una familia de coeficientes y otros ele-
mentos como la distribución de pesos, el comportamiento del buque en la mar y la
reducción de la detección. Si bien esta tesis no es un trabajo de teoría del buque, es
bueno que definamos aquí los parámetros principales que deben tenerse presentes
en el estudio estático del buque que son:
Eslora (L): directamente relacionada con el cabeceo del buque y su oscilación
vertical y las aceleraciones que se producen en sus extremos. Se corresponde
con la medida longitudinal del buque desde la proa a la popa denominándose
eslora máxima LMax; la eslora al nivel del mar es la eslora en la flotación Lf
y la eslora medida desde el eje del timón hasta el punto donde la proa corta
el agua es la denominada eslora entre perpendiculares Lpp. Las podemos ver
representadas en la figura 2.6. Si la eslora aumenta reducimos el denominado
cabeceo del buque y reduciremos las aceleraciones en sus extremos (proa y
popa) que influyen en las operaciones con aeronaves y en el manejo de las
armas.
Figura 2.6: Esloras representativas del buque. Elaboración propia (2016)
Manga (B): proporciona la estabilidad adecuada al buque y es un parámetro
importante para el balance. De la relación que tenga con la eslora (L/B) ten-
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dremos un elemento importante para conocer cual es el arrastre del buque.
Cuanto más alta sea menor será el arrastre de agua.
Calado (T ): con el que se persigue proporcionar la adecuada inmersión al
SONAR de casco en el caso de buques de guerra y, en general, la inmersión de
la hélice para evitar la cavitación.
Puntal (D): este va a dar la referencia del Francobordo (FB) que es la diferencia
entre D y T así, FB =D−T que nos va a orientar sobre la reserva de flotabilidad
y estabilidad en estado intacto y después de averías lo que es muy importante
en buques de guerra (Figura 2.7).
Figura 2.7: Parámetros de B, T, D, FB, Af y Am. Elaboración propia (2018)
En segundo lugar otros elementos importantes en el diseño del buque son los de-
nominados coeficientes de formas o de carena del buque de los que destacaremos
como más importantes:
Coeficiente del bloque (Cb): que nos da la relación de lo llenas que son las
formas del buque considerado. Viene dado por la relación entre el volumen de
carena Vcarena y el volumen del paralelepípedo que lo contiene formado por L,





Coeficiente prismático longitudinal (Cp): directamente relacionado con la
velocidad del buque en los distintos modos de operación para los que se diseña
en el buque. Resulta del cociente entre el volumen de carena y el producto del
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Coeficiente de la flotación (Cf ): relacionado con el comportamiento del bu-
que en la mar. Viene dada por la expresión 2.3 que relaciona el área de la




Otro grupo de elementos importantes en el diseño del buque vienen dados por los
siguientes parámetros y capacidades de estos:
Volúmenes: el volumen del buque es limitado y es necesario optimizarlo para
poder acomodar los distintos sistemas tanto de propulsión, como de genera-
ción, auxiliares, y SC (equipos electrónicos y armas).
Pesos: Derivados de la distribución de los sistemas embarcados que está direc-
tamente relacionado con la estabilidad del buque y la reserva de flotabilidad.
Comportamiento del buque en la mar: este era un tema complejo antaño pe-
ro, en la actualidad, las mejoras informáticas permiten analizar este de forma
adelantada a la construcción y es fundamental para la operación del buque.
La capacidad de operar con aeronaves está directamente relacionada con este
tema al igual que las maniobras de aprovisionamiento en la mar de combus-
tible, víveres, municiones y cualesquiera materias que se quieran traspasar
desde otro buque.
El enmascaramiento: fundamental para reducir las posibilidades de detección
por el enemigo reduciendo las firmas propias del buque, la firma radar, la
firma infrarroja (IR), la acústica submarina y la magnética fundamentalmente.
La reducción de cada una de estas firmas se consigue de la siguiente forma:
• Firma radar: se reduce empleando planos inclinados que reducen la on-
da reflejada, y uniones con aristas agudas combinado en ocasiones con
materiales absorbentes de la radiación.
• Firma IR: se reduce disipando el calor de los gases de escape, encapsu-
lando los focos productores de calor como los motores principales o ge-
neradores. Buscamos reducir la firma térmica del buque para reducir la
detección.
• Firma magnética: se reduce empleando sistemas denominados de “degaus-
sing” que reducen la firma magnética empleando bobinas que hacen que
el buque no distorsione el campo magnético terrestre en sus desplaza-
mientos. También se someten los cascos a procesos de desmagnetización
del casco con procesos denominados “deperming”.
• Firma acústica submarina: para reducirla se emplean acoplamientos flexi-
bles para disipar la vibración de los equipos que tienen pulso y que no
transmitan esta a la estructura del casco. También influirá en esto el pro-
pulsor, las líneas de ejes entre otros elementos del buque.
Todo lo anterior nos llevará a definir, por decirlo de una forma sencilla, un flotador
de forma estática. El comportamiento del buque se analiza en primer lugar como si
el buque fuese un flotador que situamos en un mar tranquilo y sin ningún tipo de
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olas y/o viento. Posteriormente, es necesario analizarlo también de forma dinámica
interactuando con el fluido a su alrededor y moviéndose en su seno y, a un tiem-
po, será necesario determinar las necesidades energéticas para desplazarlo y hacer
funcionar todos los sistemas embarcados para ello es necesario evaluar su consumo
energético. Los parámetro dinámicos del buque engloban estudios tanto de resis-
tencia, como propulsión y gobierno.
2.3.2. Estudio dinámico
El buque al avanzar a una velocidad v dada en el fluido presenta una resistencia
R al avance que es vencida gracias a una potencia denominada potencia efectiva
PE resultante de remolcar el buque en aguas tranquilas a una velocidad v dada. La
resistencia R es la suma de dos componentes, la resistencia hidrodinámica de la
carena Rh y la resistencia aerodinámica ya que, el buque se mueve entre dos fluidos,
el agua y el aire siendo la más importante la resistencia hidrodinámica que se cifra
generalmente en un 90% del total [25] a la velocidad de servicio del buque. De esta
forma podemos escribir la ecuación 2.4
PE = (Rh +Ra)× v (2.4)
De igua forma podemos decir que la resistencia totalR es una función h que depende
de las formas de la carena (f ), las propiedades del fluido (densidad ρ y viscosidad
µ), la velocidad de desplazamiento (v) y de la gravedad (g) y podemos escribir la
fórmula 2.5
R = h(f ,ρ,µ,v,g) (2.5)
En 2.5 las formas de la carena influyen por parámetros ya comentados como la re-
lación (L/B) o B/T y coeficientes como el de la cuaderna maestra 1 Cm resultante de
dividir 2.1 por 2.2 ; la distribución de los volúmenes dada por el Cb o el Cp. Otros
elementos que influyen son la rugosidad del casco con un coeficiente de fricción Ca
o la capilaridad pero que, en el caso de buques, se puede considerar despreciable










Por tanto, la potencia efectiva PE se verá afectada de igual forma por todas estas
variables. Como ya hemos dicho, todos estos estudios se hacen en aguas tranquilas
y con fluido ideal, pero la realidad es bien distinta y nos obliga a considerar las
variables descritas en 2.6. De forma general la resistencia al avance se desglosa en
tres componentes que son la resistencia de fricción Rf , la resistencia por formación
de olas Rw y la resistencia de forma Rs que podemos escribir:
R = Rf +Rw +Rs (2.7)
1Los barcos se dividen en cuadernas para su dimensionamiento y construcción, así tenemos cua-
dernas de trazado con las que dibujamos y damos forma al buque y cuadernas de construcción físicas
resistentes que no tienen que coincidir. Como norma general se numeran desde la Perpendicular de
Popa, donde esta la cuaderna cero a espacios constantes positivos a proa y negativos a popa de esta.
La cuaderna maestra suele coincidir con la cuaderna central del buque y es la que viene dada por la
manga máxima en la zona de formas más llenas del mismo.
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La resistencia de forma Rs en 2.7 está compuesta por la perturbación que a la carena
(Vcarena) somete el fluido circundante acelerando las partículas del mismo generan-
do el denominado tren de olas, y la formación de torbellinos en las zonas que debido
a la curvatura de la carena o a los denominados apéndices que sobresalen de esta
y producen rotación en las partículas del fluido como las hélices, arbotantes de so-
portado de ejes de las anteriores, aletas estabilizadoras, timones, quillas de balance
o domo del sonar. Podemos ahora reescribir 2.4 como:
PE =
(
Rf +Rw +Rs +Ra
)
× v (2.8)
En la figura 2.8 podemos ver de forma gráfica lo arriba explicado. El buque al mo-
verse por el agua produce una perturbación del fluido que genera trenes de olas que
absorben energía (Rw), en su movimiento el aire y el agua generaran una resistencia
por fricción (Rf y Ra) adicional a la de formación de olas que se verá aumentada en
función de las formas del buque (Rs). Todo ello en principio sin unirse a las con-
diciones ambientales que deben ser estudiadas paralelamente para conocer como
el movimiento del buque se ve afectado en su comportamiento en la mar por la
aparición de la acción del viento, de los trenes de olas y corrientes.
Figura 2.8: Resistencia al avance. Elaboración propia (2018)
2.4. El consumo energético en buques de guerra
Evidentemente, esta resistencia tiene que ser superada por algún medio por lo
que se hace necesario efectuar estudios que se denominan de propulsión para de-
terminar el tamaño de los motores que van a mover nuestro barco y no solo esto, es
necesario también determinar la energía necesaria para alimentar el resto de siste-
mas que embarcaremos, todo ello requiere de un estudio de potencia necesaria para
la propulsión por una parte y de la potencia necesaria para los consumidores por
otra.
2.4.1. La propulsión
Hemos visto en el punto anterior de forma somera como se determina la resis-
tencia al avance del buque R y sus componentes. Esta R es variable y depende de
la velocidad a la que queramos mover nuestro buque o velocidad de servicio, para
poder alcanzar esta velocidad será necesaria la aparición de una fuerza que supere
la resistencia al avance del buque. Esta fuerza de propulsión es lo que se denomina
empuje y lo escribiremos con la letra T . Ya hemos visto con anterioridad la evolución
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de la vela y el remo a la propulsión mecánica con el uso de la máquina de vapor en
los buques desde la segunda mitad del siglo XIX de forma generalizada. El empleo
de la propulsión mecánica requirió de la necesidad de evaluar la potencia necesaria
para poder mover el buque en un principio y, posteriormente, con la implantación
de mejoras tecnológicas de todo tipo requirió de la necesidad de evaluar mediante
un balance eléctrico el consumo de los distintos equipos y sistemas que se embarca-
ban.
En el caso de los buques de guerra cualquiera de las opciones de las que hemos ha-
blado en el apartado 2.2.2 tendrá que ser concebido para vencer la resistencia del
buque al avance R así, será necesaria una potencia suministrada por el motor pro-
pulsor que genere un empuje T .
La potencia efectiva necesaria para mover el buque dependerá de una serie de fac-
tores que son [26]:
1. Tipo de combustible empleado propiedades y calidad del mismo.
2. El rendimiento del motor en la conversión de la energía potencial del combus-
tible en la potencia.
3. El rendimiento del elemento propulsor del buque para general el empuje T
para vencer la R y mover el buque a la velocidad v deseada.
De las formas de la carena del buque y del tipo de propulsor o propulsores que
empleemos para una condición dada, dependerá la magnitud de R y de T , buscando
siempre minimizar la resistencia (R) y maximizar el empuje (T ). Las componentes
básicas de la potencia que consideraremos en nuestro caso serán tres:
Potencia de servicio del motor (PS): es la potencia que podemos medir cuando
el motor está a régimen justo a su salida.
Potencia entregada (PD): es la potencia que llega al propulsor.
Potencia efectiva (PE): es la potencia necesaria para general el empuje.
Estas las podemos relacionar en función de sus rendimientos η, denominaremos al
rendimiento ηD al rendimiento de propulsión y al rendimiento ηT de la transmisión
pudiendo establecer la relación 2.9 entre la potencia de servicio y entregada y la









En la figura 2.9 podemos ver de forma esquemática lo arriba explicado. Del motor
sale la potencia entregada PD , esta se reduce debido al rendimiento de transmisión
ηT y resulta la potencia entregada al propulsor PD que resulta afectada por el ren-
dimiento ηD resultando la potencia PE necesaria para generar el empuje T . Hemos
dado una explicación muy somera del proceso si bien este es mucho más complejo
pues el rendimiento ηD necesita para su cálculo del concurso de, entre otros, el ren-
dimiento del casco pero, para poder tener una visión más general y como elemento
de aproximación, este análisis se considera suficiente.
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Figura 2.9: Potencias y rendimientos. Elaboración propia (2018)
2.4.2. Gobierno del buque
El gobierno de cualquier buque es fundamental para poder mantener su rumbo
navegando o bien para cambiar este y controlarlo. El control del gobierno corres-
ponde al piloto que puede ser humano o automático y, cualquiera que sea, debe ser
capaz de controlar el rumbo pudiendo efectuar los cambios en el mismo que sean
necesarios de forma segura, rápida y precisa. Los elementos fundamentales de go-
bierno del buque son el timón y el propulsor ya que este último influye también en
las maniobras del buque para variar su rumbo. El timón, que generalmente se colo-
ca en la popa del buque por popa del propulsor, consiste básicamente en un plano
perpendicular al agua, sumergido que puede moverse para formar un ángulo con
la línea de desplazamiento del buque (su rumbo) a una u otra banda que permita
variar este.
2.4.3. Balance eléctrico del buque
En todo sistema buque es necesario conocer los consumidores instalados para
poder diseñar la planta de generación de energía suficiente que permita su correcto
funcionamiento [20]. Debemos conocer el consumo energético del buque a través de
su balance eléctrico que determina las distintas SCE.
El balance eléctrico del buque se puede hacer de cuatro formas fundamentales que
generalmente se combinan durante el desarrollo del proyecto del buque empleán-
dose en uno u otro momento en base, fundamentalmente, a la información de la que
se dispone sobre los consumidores embarcados:
Balance eléctrico en base a fórmulas.
Balance eléctrico de buque base.
Balance eléctrico clásico.
Balance eléctrico avanzado.
Balance eléctrico en base a fórmulas
Es estimado y se emplea en estadios muy incipientes del proyecto de antepro-
yecto y dimensionado general. Se emplean fórmulas como la siguiente obteniendo
siempre un valor estimado aproximado. P = 0,015Ps + 1,6N +
√
N + 80 donde P es la
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potencia en kW; PS es la potencia propulsora del buque en kW y N es el número de
tripulantes. Esta fórmula da un número muy grosero y no se aproxima a la realidad
final del buque.
Balance de valor de buque base
Emplea proporcionalidad con respecto a un buque de características similares y
dimensiones parecidas. Es un valor de orientación y también aproximado. Se emplea
en los inicios del proyecto pudiendo hacer dos tipos de aproximación:
1. Aproximación global buque a buque. Hacemos una comparativa general sin
más fijándonos en las características de los elementos de forma amplia.
2. Aproximación proporcional. En este caso hacemos una comparativa de ciertas
características concretas como por ejemplo: la eslora, la potencia propulsora,
la tripulación total o el Numeral de Equipo.
Balance clásico
Este es el que se utiliza para calcular la planta real del buque. Se basa en cálculos
probabilísticos que, si bien no es el procedimiento más correcto, por lo poco ajus-
tado a criterios de diseño en ingeniería de carácter dinámico, el método funciona
perfectamente aplicado al diseño de plantas de generación para buques pero fuera
de parámetros y consideraciones de EE. Para el cálculo del balance eléctrico necesi-
taremos conocer lo siguiente:
1. Consumidores abordo. Todos aquellos sistemas y equipos con consumo eléc-
trico en el barco, su cantidad y características.
2. Las SCE. En las que se definen los consumidores que tenemos en cada mo-
mento en funcionamiento y la cantidad o proporción de los mismos caso de
ser varios en funcionamiento.
3. Coeficientes de cálculo (K). Estos coeficientes son cinco y se definen como si-
gue:
a) Coeficiente de simultaneidad en marcha (Kn): este coeficiente ofrece una
relación entre el número de equipos iguales instalados y el número de
ellos que e encuentra en funcionamiento en cada condición de carga. Es
menor o igual a 1 y se obtiene de la fórmula 2.11
Kn =
N Equipos iguales Arrancados
N Equipos iguales
(2.11)
b) Coeficiente de Servicio y Régimen (Ksr): este coeficiente es el definido por
la fórmula 2.12
Ksr = Ks ×Kr (2.12)
Para buques con medios propios de carga y descarga, se suele emplear
una fórmula aproximada para el cálculo deKsr 2.13 dónde n es el número
de grúas para las maniobras de carga y descarga
Ksr =
(
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c) Coeficiente de Servicio (Ks): da una relación del tiempo de funcionamien-
to sobre el tiempo base tomado para el balance eléctrico, es decir, el tiem-
po real de funcionamiento en el tiempo unidad como por ejemplo arran-
cada de 15 minutos cada hora que dará una relación de 1 a 4. Oscila entre





d) Coeficiente de Régimen (Kr): este coeficiente nos dará el régimen de po-
tencia en cada momento de ese elemento, oscilara entre 0 y 1 también
según la relación Potencia de Régimen del Consumidor (Preg) y la Poten-





e) Coeficiente de Utilización (Ku): este coeficiente es resultado del producto
de Kn y Ksr . Es el coeficiente fundamental para el cálculo del balance
eléctrico 2.16
Ku = Kn ×Ksr (2.16)
En toda la bibliografía y trabajos consultados [27] [28] [29] [30], de forma general
se consideran unos valores promedio dependiendo del nivel de utilización en el
tiempo así podemos considerar el cuadro 2.2 para escoger nuestro Ksr donde PN es
la potencia nominal y t el tiempo de funcionamiento.
%PN %t Ksr Estado del consumidor en cada SCE
100 100 1 Consumidores a plena carga todo el tiempo
> 75 > 80 0,8 Consumidores casi a plena carga casi todo el tiempo
100 50 0,4-0,5 Consumidores a plena carga la mitad del tiempo
50 100 0,4-0,5 Consumidores a media carga todo el tiempo
100 < 10 0,1 Consumidores de uso ocasional
0 0 0 Equipos inoperativos
Cuadro 2.2: Valores de Ksr. Elaboración propia (2016)
Balance avanzado
El balance eléctrico avanzado consiste en aplicar un valor de avance a cada ele-
mento eléctrico o consumidor el cual basamos en el valor del cos(ϕ) del ángulo de
fase para obtener la potencia en kilo-voltio-amperios KvA. Conocidos todos los pa-
rámetros, datos y coeficientes anteriormente citados, lo normal es elaborar una hoja
de cálculo que nos permita conocer los valores de consumo equipo por equipo, y
para cada SCE y el total que para cada una de las anteriores tenemos. La tabla en
forma esquemática puede ser se ve en el cuadro 2.3. Los elementos que reflejamos
son los consumidores (Cons.), el número de estos (N ). la potencia unitaria (Pu), la
potencia activa (Pa), la potencia total (PT ) y las distintas situaciones de carga que
consideremos SCEi . De esta forma obtendremos unos valores totales de consumo
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para cada una de las SCE eléctrica que en el caso de buques de guerra son las que






Cons. N Pu Pa Pt SCE1 ... SCEi
1 x1 Pu,1 Pa,1 Pt,1 SCE1,1 ... SCEi,1
... ... ... ... ... ... ... ...
n xn Pu,n Pa,n Pt,n SCE1,n ... SCEi,n
Cuadro 2.3: Hoja de cálculo para las SCEi. Elaboración propia (2016)
2.4.4. Estructura analítica del buque de guerra
Esta es la denominada en inglés Expanded Ship Work Breakdown Structure
(ESWBS) [31], es un sistema que se emplea para denominar los distintos elementos
que entran en juego en la construcción de un buque desde la gestación de su pro-
yecto preliminar, pasando por su construcción, su ciclo de vida y hasta su desguace.
Consiste en un grupo de números que encuadran en todos los elementos implicados
en grupos, subgrupos y elementos. Este desglose se emplea fundamentalmente pa-
ra los conceptos relacionados con las especificaciones contractuales del buque, los
costes, el control de pesos, elementos de diseño y documentación asociada, funcio-
namiento y eficacia de los sistemas, producción y mantenimiento. Los grupos en los
que se divide son diez, numerados con tres dígitos comenzando en 000 y finalizando
en 900 por centenas enteras. Los diez grupos así creados se denominan:
- 000 Condiciones generales y administrativas.
- 100 Estructura del casco. Todos los elementos pertenecientes a la topología
estructural del buque
- 200 Planta propulsora. Todos aquellos elementos relacionados directamente
con la propulsión.
- 300 Planta eléctrica. Todo lo que se relaciona directamente con la producción
eléctrica y su distribución.
- 400 Mando y control. El SC, los equipos de navegación o los de comunicaciones
están en este grupo.
- 500 Sistemas auxiliares. Es el más numeroso y encuadra todos los elementos
que sirven para hacer funcionar a los demás como el HVAC, las bombas de
combustible o las plantas de ósmosis por poner algún ejemplo.
- 600 Equipo y habitabilidad. Como las marmitas de la cocina, las máquinas del
gimnasio o el material de la enfermería.
- 700 Armas. Aquí tenemos elementos como los cañones, lanzadores de misiles
o de torpedos.
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- 800 Integración e ingeniería.
- 900 Buque y servicios de apoyo.
Podemos decir que los grupos que van del 100 al 700 son los grupos en los que
clasificaremos todos los elementos físicos que instalamos en el buque así, el acero
del buque se encuadrará en el grupo 100, las hélices en el 200, los alternadores en
el 300, el SC en el 400, el sistema de HVAC como elemento auxiliar en el 500, los
ánodos de sacrificio de la protección catódica en el 600 y el cañón en el 700.
Dentro de cada grupo se establecerán subgrupos siguiendo reglas pautadas y, por
ejemplo, en el grupo 100 existe un subgrupo 110 que se refiere al forro y estructuras
de soporte en el que a su vez, existe un elemento que es el 111 que representa las
planchas de forro para los buques de superficie y el casco resistente en el caso de
submarinos. Los subgrupos termina en cero y los elementos se numeran de 1 a 9
dentro de cada subgrupo.
2.4.5. Modos de navegación del buque de guerra
Los modos de navegación [32] para los que se vienen diseñando los buques de
guerra se basan en convenios comúnmente aceptados por los países de nuestro en-
torno. De forma resumida los modos de funcionamiento de los buques de guerra
están relacionados con el uso que se está dando en cada momento al buque y se
clasifican de la siguiente forma:
1. Fondeado o “Anchor”. Es una condición de funcionamiento del buque en la
que el mismo suministra toda la energía eléctrica mientras el buque está fon-
deado por sus medios.
2. En puerto o “Shore”. Es una condición de funcionamiento nave en la que el
buque recibe toda la energía eléctrica de una instalación en puerto donde pue-
de también ser desde sus propios medios.
3. Crucero o “Cruissing”. Una condición de crucero es un modo de funciona-
miento del buque relacionada con:
a) Condición III de crucero de tiempo de guerra según se define en la EC y
ET para los buques de combate propiamente dichos como es el caso de las
fragatas o destructores.
b) Navegación a una velocidad de crucero especificada; manteniendo la ca-
pacidad de autodefensa si se contempla esta.
4. Operación o “Function”. Es una condición de funcionamiento en la que el
barco está desempeñando las funciones para las que ha sido creado diseñada.
Como ejemplos de una condición funcional:
a) Combate para destructores y fragatas.
b) Operación aérea para portaaviones.
c) Operación de carga y descarga en buques de guerra anfibia.
d) Aprovisionamiento en el mar para buques de apoyo y almacén.
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e) Operaciones de reparación para los buques de reparación y mantenimien-
to.
5. Emergencia o “Emergency”. Es una condición de funcionamiento del buque
en la que este se encuentra suministrando carga eléctrica a los siguientes ele-
mentos según buque:
a) Buques de combate de superficie. El control del buque en emergencias,
elementos vitales de emergencia y armas de defensa.
b) Portaaviones. Control de buque en emergencias, carga eléctrica a armas
específicas para derribar aeronaves y limitando las operaciones aéreas a
la recuperación de aeronaves.
c) Buque anfibio. Control de la nave en emergencia limitando la operación
de descarga.
d) Buques auxiliares. En el caso de España las que se determinen en las Es-
pecificaciones de Contrato (EC) y las que por ley vengan impuestas. Los
EE.UU. regulan estas por reglamento Federal.
e) Patrulleros y guerra de minas. El control de la nave en emergencia.
Esta clasificación de modos de funcionamiento establece una serie de factores de
carga para cada uno de los equipos y sistemas implicados en las mismas de forma
estática es decir, no llevan asociado un análisis dinámico de la situación y por tanto
consideran el consumo una vez alcanzados los de régimen de los distintos sistemas
y equipos implicados. En resumen podemos remitirnos a la figura 2.10 en la que ve-
mos como partiendo del tipo de buque de guerra determinamos los sistemas carac-
terísticos del mismo así, por ejemplo, en el caso de un portaaviones serán necesarios
sistemas de lanzamiento de aviones denominados catapultas, o ascensores para ae-
ronaves; en el caso de un buque de escolta serán necesarios sistemas de RADAR que
permitan exploración de áreas amplias para dar protección a buques importantes
como los portaaviones, los transportes de tropas o buques hospital; para los buques
de transporte de tropas serán necesarios medios de descarga para material como
grúas o rampas para vehículos. Dependiendo también del tipo de propulsión que
se considere y de generación eléctrica embarcaremos un tipo u otro de sistemas de
propulsión y generación (turbinas de gas o motores diésel por ejemplo).
Con todos los sistemas definidos determinaremos, por una parte los modos de ope-
ración descritos en el apartado 2.4.5, las condiciones ambientales 2 y los consumido-
res que van a trabajar en cada modo los cuales, agruparemos en las familias descritas
en el apartado 2.4.4 asignándole a cada uno de ellos un factor de carga de funcio-
namiento lo que nos dará un consumo. Sumados todos estos consumos podremos
establecer las distintas situaciones de carga eléctrica del buque.
2Cuando nos referimos a condiciones ambientales lo hacemos aquí a las condiciones exteriores al
buque. Generalmente se consideran dos extremos en el diseño tradicional de buques de guerra que
son: condiciones de verano y condicione de invierno. En el capítulo tres las describimos de forma
más detallada.
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Figura 2.10: Esquema de desarrollo del balance. Elaboración propia (2016)
2.5. Gestión energética y la ISO 50001
Como ya hemos dicho, la energía es fundamental para el desarrollo y por tanto,
los retos que se nos presentan en la gestión ambiental en la actualidad se deben
enmarcan en tres campos:
Cambio climático: relacionado con al implantación de medidas destinadas a
potenciar el cuidado ambiental.
Seguridad energética: relacionado con el acceso a las fuentes de energía ase-
gurando su suministro y estabilidad.
Competitividad y eficacia: enfocadas a la obtención de modelos energéticos
óptimos en las organizaciones.
La norma ISO 50001 (sustitución de la EN 16001) establece los requisitos necesarios
para que cualquier organización integre dentro de su gestión la cuestión energética
[33] [34] [35] [36]. Para ello deberá implantar un sistema de gestión específico.
La nueva norma incorpora cambios sustanciales en la filosofía de aplicación; en ella
se habla de la planificación energética y de la revisión del sistema energético buscan-
do la mejora del mismo. De forma resumida, la planificación energética de cualquier
organización requerirá de los siguientes elementos:
1. Revisión inicial del sistema energético: de tal forma que esta nos lleve a esta-
blecer la línea de base energética que nos diga como consumimos y en donde.
Así podremos concentrar los esfuerzos de mejora en los elementos de mayor
peso en el consumo como puede ser en el caso de los buques de guerra la cli-
matización, la propulsión o el alumbrado.
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2. Construcción de indicadores energéticos: estos nos facilitarán conocer cuan-
to consumimos en los distintos procesos, trabajos o equipamiento. En el caso
de los buques de guerra se pueden buscar indicadores referidos a los modos
de operación o indicadores de desempeño.
3. Control operacional pautado: nos facilitará controlar funciones o actuacio-
nes en los sistemas mediante el uso de procedimientos de eficiencia, pautas
clave en un mantenimiento más eficiente, adquisición de equipos y sistemas
eficientes y registro de su comportamiento.
4. Seguimiento, medición y monitorización de datos: es importante la captura y
monitorización de los datos; el análisis de los mismos será de vital importan-
cia en la gestión energética; los balances periódicos y las comparaciones con
la línea base establecida con anterioridad nos permitirá adoptar las medidas
necesarias para la mejora del sistema.
Con todo lo anterior buscamos alcanzar cuatro metas fundamentales:
1. Reducir el consumo energético.
2. Dar cumplimiento a la legislación vigente.
3. Ahorrar costes mejorando la eficacia.
4. Facilitar los trabajos de auditoría energética.
Esta normativa se está aplicando también en el campo militar en países como EE.UU.
[37] y en el sector marítimo [38].
2.6. Normativa de EE en el sector naval
Desde la constatación del cambio climático a finales del siglo XX [4] organiza-
ciones públicas y privadas encaminaron sus pasos a la elaboración de normativas,
reglamentos y legislación orientada a potenciar la EE en todos los campos de activi-
dad [39] [40] de igual forma esta normativa dio lugar a la aparición de estudios en
EE para la edificación, el empleo de energías renovables [41] [42] [43]. Los estudios
orientados al campo naval militar fueron más escasos en principio y liderados por
países como EE.UU., el Reino Unido o la Unión Europea (UE) [44] [45].
El control y la reducción de los gases de efecto invernadero en el sector naval es
primordial desde un punto de vista de EE si tenemos presente que el transporte
marítimo supone el 90% del transporte de productos a nivel mundial, y el 74% a
nivel de la UE, representando el 10% de las emisiones de CO2 a nivel global [46].
Refiriéndonos al sector naval en general, el marco regulador en EE y obligatorio pa-
ra todos los buques mercantes, no engloba a los buques de guerra.
Las medidas para la mejora de la EE introducidas por la International Maritime Or-
ganitation (IMO) dictadas por los Marine Enviroment Protection Committee (MEPC)
hasta la fecha, e incluidas en el Convenio para la prevención de la polución marina
(MARPOL) anexo VI que fue aprobado en 1997, con regulaciones en el campo de la
prevención de la contaminación atmosférica, y que entró en vigor el 19 de mayo del
2005 compuesto por las siguientes normativas:
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1. El Índice de EE de Proyecto, Energy Efficiency Design Index (EEDI).
2. El Plan de Gestión de la EE del Buque, Ship Energy Efficiency Management
Plan (SEEMP).
3. El Indicador Operacional de la EE, Energy Efficiency Operational Index (EEOI).
4. Sistema de Recopilación de Datos Sobre el Consumo de Combustible en Bu-
ques (SRDCCB).
Todas ellas incluidas en el MEPC 63 de julio de 2011 [47] [48]. Se incluye asimis-
mo la reciente normativa de la OMI sobre el sistema de recopilación de datos sobre
el consumo de combustible de los buques, basado en el Reglamento de la Unión
Europea y presentado en el MEPC 70 de octubre de 2016, y aún con directrices y
circulares en proceso de elaboración [49].
En lo referente a la UE, el Reglamento UE-2015/757 [50] establece una serie de nor-
mas para sistema de Seguimiento Notificación y Verificación (SNV) de las emisio-
nes de dióxido de carbono y otra información pertinente para buques que arriben,
zarpen o se encuentren en puertos bajo jurisdicción de un estado miembro como
política de reducción del consumo de combustible a bordo de los buques y, conse-
cuentemente, reducir así las emisiones de Gases de Efecto Invernadero (GEI).
En el caso de los buques de guerra, las marinas occidentales emplean normativas ge-
néricas que sirven de guías para determinar el tamaño de las plantas de generación
de potencia como es la Design Data Sheet (DDS) número 310 de la USN en el diseño
de plantas de generación a bordo; la Allied Naval Engineering Publication (ANEP)-
41 de la OTAN para la evaluación del coste de buques de guerra [51] o estudios
independientes, en el caso de nuestro país, que buscan de forma general estimar el
coste del ciclo de vida de un sistemas de armas [52], pero no existe una normativa
de carácter internacional o nacional obligatoria enfocada a la EE de forma explícita.
2.6.1. El EEDI
El índice de EE de diseño ofrece información en la materia para buques de nue-
va construcción y permite determinar la masa de CO2 emitido a la atmósfera en
gramos por cantidad de carga transportada en toneladas por milla (T n×nm). Busca
incentivar el desarrollo tecnológico y la innovación para la mejora de la EE. Pudien-
do establecerse, para un barco de nueva construcción, un umbral por debajo del
cual el buque no pueda ser aprobado permitiendo a los astilleros calcular el EEDI
optimizando el aprovechamiento energético en el diseño del buque [53]; su cálcu-
lo de forma simplificada sigue la ecuación 2.18 cuyas unidades son g CO2/T n×nm
(gramos de dióxido de carbono por milla navegada).
EEDI =
EMP +EMA+ T EEA− T EEP
V TR
(2.18)
Cada uno de los miembros de la ecuación 2.18 se corresponde con los valores de:
EEDI : Índice de EE de Diseño.
EMP : Emisiones del Motor Principal.
EMA: Emisiones de Motores Auxiliares.
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T EEA: Tecnologías implementadas para mejora de la EE en generación de Au-
xiliares.
T EEP : Tecnologías implementadas para mejora de la EE en la Propulsión.
V TR: Valor del Trabajo Realizado. Esta fórmula puede no ser aplicable a bu-
ques de propulsión diésel-eléctrica, turbinas o sistemas de propulsión híbrida
a excepción de cruceros de pasajeros y buques de carga de gas natural licuado
(GNL).
La expresión matemática de cada uno de los bloques de la ecuación 2.18 y sus uni-
dades de medida son las siguientes:
EMP
Está directamente relacionado con las emisiones de CO2 de la propulsión su








PME(i) ×CFME(i) × SFCME(i)
 (2.19)
Donde:
fj [-]: es el factor de corrección que tiene presentes elementos específicos del
tipo de buque como por ejemplo, la corrección por potencia para buques que
navegan en zona de hielos. Cuando no exista dicha corrección será igual a 1.
PME(i) [kW]: es la potencia de los motores principales indicada como el 75%
de la potencia nominal que se corresponde con la potencia máxima que puede
desarrollar el motor.
CFME(i) [gCO2/g f uel]: es el coeficiente de conversión del CO2 del combustible
utilizado en el motor principal del buque.
SFCME(i) [g f uel/kWh]: es el consumo específico de combustible del motor
principal según los valores de certificación de NOx para la potencia PME(i).
EMA
Son el total de las emisiones de CO2 producidas por los auxiliares que generan
la electricidad necesaria para el funcionamiento de los sistemas del buque.
EMA = PAE ×CFAE × SFCAE (2.20)
Donde:
PAE [kW ]: es la demanda de potencia de los motores auxiliares para condicio-
nes normales de navegación del buque.
CFAE [g CO2/g f uel]: es el coeficiente de conversión de CO2 del combustible
utilizado en los motores auxiliares.
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SFCAE [g f uel/kWh]: es el consumo específico de combustible de los motores
auxiliares, para valores de certificación NOx.
Si parte de la carga nominal máxima en el mar se obtiene con generadores acoplados
al eje, para esa potencia podrá utilizarse en 2.20 los factores SFCME y CFME en
lugar de SFCAE y CFAE . Estos factores son referidos en las mismas unidades pero su
consumo está relacionado con el consumo del motor principal que mueve el eje de
la hélice.
TEEA
Compuesto por dos sumandos que son, por un lado, las emisiones debidas al mo-
tor generador de retroalimentación del eje cuando disponen de este el cual, reduce
la potencia necesaria PP T I(i) y las tecnologías implementadas para la mejora de la









PP T I(i) −
nef f∑
i=1




PP T I(i) [kW ]: es la potencia de cada uno de los motores generadores al 75%
dividida por la media ponderada de la eficiencia de cada generador de retro-
alimentación al eje cuando existen.
nP T I [-]: número de sistemas de recuperación de energía.
fef f [-]: es un factor corrector que depende de las tecnologías en EE empleadas
en el diseño y, valdrá 1, cuando estas existan.
PAEf f (i) [kW ]: reducción de potencia debido al uso de mejoras de eficiencia en
los motores auxiliares.
TEEP
Este elemento del numerador incluye tecnologías que provea de potencia me-
cánica para la propulsión del buque como pueden ser las velas sin consumos de




fef f (i) × Pef f (i) ×CFME × SFCME (2.22)
Donde:
Pef f (i) [kW ] es el 75% de la potencia instalada de las tecnologías que contribu-
yen a la propulsión del buque de tipo renovable.
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VTR
El valor de trabajo realizado viene dado por la siguiente expresión:
V TR = fi × fc × fl ×Capacity × fw ×Vref (2.23)
Donde:
fi [-]: se corresponde con el factor de corrección de elementos de diseño espe-
cíficos del buque que le limiten la capacidad (se considera el valor 1,0 si no se
estima ).
fc [-]: es el factor corrector de capacidad de buques con tipos de carga alter-
nativa que afecten la relación peso muerto (T PM) o Capacidad (Por ejemplo
buques que usan Gas Natural Licuado (GNL) en el sector de los gaseros).
fl [-]: factor de corrección por limitación reglamentaria técnica del buque que
restrinja su capacidad. (se considera de valor 1,0 si no existen).
Capacity [T n]: es el peso muerto (T PM) para buques graneleros, gaseros y pe-
troleros. El 70% del T PM será el considerado para buques portacontenedores.
fw [-]: es el coeficiente indicativo de la disminución de velocidad debida a con-
diciones meteorológicas adversas.
Vref [nm/h]: que es la velocidad de referencia del buque relacionada con la
potencia de propulsión PME , bajo condiciones de mar en calma y con el plano
de flotación denominada de verano.
Esta fórmula es la base que se está empleando de forma obligatoria durante la fase
de diseño de los buques mercantes pero que no es obligatoria en buques de guerra
y de hecho no se aplica en la Armada Española por poner un ejemplo.
2.6.2. El SEEMP
La IMO emitió en 2009 el estudio sobre gases de efecto invernadero reconociendo
en este la imperiosa necesidad de proceder a la elaboración de un plan de vigilan-
cia ambiental tanto de buques como de compañias navieras. Este plan es el “Ship
Energy Efficiency Management Plan” (SEEMP) [54].
La gran variedad de buques existentes en el ámbito civil hizo necesaria la creación
de una guía de cara a la gestión de la EE por parte de las compañías navieras que
les permitiese hacer un plan particularizado para cada buque dependiendo de su
características. Este plan generaliza un ciclo de mejora basado en cuatro fases que
son:
1. Planificación: donde el armador debe marcar el consumo energético del bu-
que, que medidas toma para mejorar la EE y cual será la mejora prevista.
2. Implantación: es la puesta en marcha de las medidas junto con la indicación
personal responsable de las mismas.
3. Supervisión: control cuantitativo de la EE mediante una herramienta estable-
cida en el ámbito internacional recomendándose el uso de EEOI como indica-
dor cuantitativo para el control.
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4. Autoevaluación y mejora: es fundamental la evaluación de las medidas to-
madas y su nivel de implantación sobre los datos cuantitativos así, se podrá
mejorar el ciclo sobre una corrección o modificación de la planificación del
siguiente ciclo.
Además de esta planificación se hacen consideraciones sobre la mejora de otros as-
pectos relacionados con la actividad de los buques como son:
1. Operaciones con consumo eficiente: enfocadas sobre el uso de combustible;
con mejoras en los campos de la planificación de la ruta, consideraciones de
mejora basada en las condiciones meteorológicas, selección de la velocidad
eficiente u optimización de la potencia.
2. Optimización del manejo del buque: donde se juega con parámetros de asien-
to del buque, lastrado, mejoras del flujo al rededor del propulsor o hélice, con-
sideraciones de mejora del timón y sistemas de control del rumbo como pilotos
automáticos, mantenimiento del casco y limpieza.
3. Sistema de propulsión: mantenimiento del sistema de propulsión; recupera-
ción del calor residual.
4. Mejoras de la gestión de la flota: mejoras del manejo de la carga.
5. Gestión de la energía: tipos de combustible.
6. Otras medidas: que se muestren favorables a la mejora.
7. Compatibilidad de las medidas: edad y vida de servicio operacional del bu-
que; tipo de travesía y zona de navegación.
El sistema se establece como obligatorio para todo buque con un Tonelaje de Regis-
tro Bruto (TRB) mayor o igual a 400 TRB’s que, deben disponer disponer a bordo de
su SEEMP con el aprobado de la administración nacional correspondiente [55]. Este
SEEMP debe concentrar los siguientes elementos:
1. Información del buque con su nombre, tipo, arqueo bruto y capacidad.
2. Información del plan con su fecha de emisión, el periodo de implantación del
mismo, responsable de su elaboración, el de su implantación y la fecha previs-
ta de la siguiente evaluación.
3. Medidas de EE tomadas, la fecha de comienzo de su adopción y el personal
responsable de las mismas.
4. Descripción de los instrumentos de vigilancia.
5. Objetivos del plan cuantificables.
6. Procedimientos de evaluación del sistema.
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2.6.3. El EEOI
El EEOI de operación [56] es la herramienta voluntaria y complementaria del
SEEMP creada por la IMO que mide el consumo eficiente del buque. De forma
cuantitativa arroja valores de toneladas de CO2 sobre toneladas de carga por mi-





La ecuación 2.24 se puede referir a un periodo determinado que engloba varios









j: es el tipo de combustible empleado en la navegación.
i: el número de viaje al que corresponde el consumo.
FCij : masa de combustible j consumido en el viaje i.
CFj: factor de conversión de la masa de combustible j en masa de CO2.
mcarga i : carga que transporta en T n o trabajo realizado en número de contene-
dores en unidades Twenty foot Equivalent Unit (TEU) o número de pasajeros
en el viaje i.
Di : distancia recorrida en el viaje i en millas náuticas (nm).
El factor de conversión CO2 es función del tipo de combustible y se encuentra ta-
bulado como se puede ver en el cuadro 2.4 para los más empleados en el sector. Su





Diésel ISO 8217 grado DMX a DMC 0,875 3,206000
Gasolina (LFO) ISO 8217 grado RMA a RMD 0,86 3,151040
Gasolina (HFO) ISO 8217 grado RME a RMK 0,85 3,114400
LPG Propano 0,819 3,000000
Butano 0,827 3,030000
LNG - 0,75 2,750000
Cuadro 2.4: Coeficientes de conversión a CO2. OMI CIRC. 684 (2018)
aplicación en buques de guerra se analizó en 2017 y 2019, demostrándose su validez
incluyendo pequeñas modificaciones en relación a las unidades tomadas dependien-
do de la clase de buque que se considere [57] [58] contemplándose sus posibilidades
de implantación en la Armada y lo beneficioso en términos de ahorro energético de
su aplicación desde la elaboración de un plan tipo SEEMP para esta.
En el cuadro 2.4 los acrónimos hacen referencia al fuel ligero (Light Fuel Oil (LFO)),
fuel pesado (Heavy Fuel Oil (HFO)), gas licuado del petroleo (Liquefied Petroleum
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Gas (LPG)), gas natural licuado (Liquefied Natural Gas (LNG)) y el factor de conver-
sión (Correction Factor (CF)) en
(
T nCO2/T nf uel
)
. Esta unidad variará dependiendo
del elemento que consideremos para cuantificar la masa y dependiendo de la acti-
vidad emplearemos (CO2/T n · nm), (CO2/T EU · nm) ó (CO2/pasajero · nm). En las
unidades anteriores T n son Toneladas, nm millas nauticas, y T EU es unidad de me-
didad de contenedores del inglés “Twenty-foot Equivalent Unit” (TEU) que es un
contenedor de 20 pies de longitud normalizado. En el cuadro 2.5 podemos ver que
unidades empleamos para cada uno de ellos. Este parámetro es importante ya que
Tipo de buque Unidad de mcarga
Buques carga a granel Número de contenedores o toneladas mé-
tricas de la masa total del cargo de los con-
tenedores
Buques cisternas Número de contenedores o toneladas mé-
tricas de la masa total del cargo de los con-
tenedores
Gaseros Número de contenedores o toneladas mé-
tricas de la masa total del cargo de los con-
tenedores
Buques carga roda Número de contenedores o toneladas mé-
tricas de la masa total del cargo de los con-
tenedores
Buques portacontenedores Una masa TEU de 10 toneladas que com-
bine la masa total del cargo y los contene-
dores
Buques de contenedores y otras cargas Una masa TEU de 10 toneladas que com-
bine la masa total del cargo y los contene-
dores
Buques de pasaje, rodada y general Número de pasajeros o las toneladas de re-
gistro bruto del buque
Buques de transporte de vehículos Número de coches o los metros de carriles
ocupados
Buques especiales de carga rodada Número de camiones o metros de raíles
ocupados
Cuadro 2.5: Unidades de masa según tipo. Elaboración propia (2018)
la Organización Marítima Internacional (OMI) ofrece flexibilidad a la hora de em-
plear la unidad de masa transportada lo que fue uno de los elementos que llevo a
plantear su aplicación en los trabajos referidos con anterioridad aplicados a buques
de guerra.
2.6.4. El SNV
Es en 2014 cuando la UE, dentro del marco de políticas de clima y energía en
el horizonte 2030, se marca como meta la reducción de las emisiones de GEI en un
40% tomando como niveles de referencia los correspondientes al año 1990 ya que,
ve poco satisfactorias las medidas como el EEDI y el SEEMP para poder reducir el
efecto invernadero de la atmósfera y decide establecer normativas más restrictivas
desde sus reglamentos [50].
El sistema SNV nace en 2015 para el control de las emisiones de CO2 sobre la base
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de consumo de los buques mercantes y constituyen, un primer elemento en el sector
marítimo para la reducción de gases de efecto invernadero. La toma de datos desde
el SNV se hace por la falta de información fiable existente para, con el conocimiento
del combustible consumido y emisiones de CO2 implantar medidas de mejora en
EE limitando las emisiones de los buques.
Se esperan reducir las emisiones en un 2% y ahorrar hasta 1.200 millones de dóla-
res en el sector hasta 2030 además, de suponer un paso imprescindible para poder
llevar a cabo nuevas medidas de mejora de la EE sobre la base de datos fiables que
permitan fijar objetivos de reducción de consumo, emisiones y mayor rentabilidad.
Tendrá en cuenta todos los viajes de los buques dentro de los límites de la Unión,
los de salida de puertos del exterior y con fin en los puertos de la Unión incluyendo
la información de emisiones de CO2 en los tránsitos a puertos exteriores y las emi-
siones en puerto.
Su aplicación será obligatoria en buques con tonelaje de registro bruto (TRB) supe-
rior a 5.000 Tn. Los buques con TRB superior a 5.000 Tn son el 55% de los buques
con escala en puertos de la UE con responsabilidad en las emisiones del 90% del
total. Estas magnitudes garantizan que con la aplicación del SNV se asegure la re-
ducción de las emisiones de forma satisfactoria.
El reglamento deja exentos los buques de guerra, auxiliares y pesqueros,buques fac-
toría,los de madera de construcción primitiva, y los que no emplean combustibles
no renovables ni buques de propiedad estatal no comerciales. El SNV puede apli-
carse de cuatro formas distintas:
1. Uso de notas de entrega de combustible.
2. El control a bordo de niveles en los tanques de combustible.
3. Los indicadores de caudal para los procesos de combustión.
4. Las mediciones directas de las emisiones.
Esta información tendrá carácter anual por buque y se publicarán las medias anua-
les de consumo de combustible, emisiones de CO2 y de eficiencia de los buques. Se
llevará a cabo una verificación del plan de seguimiento con verificadores acreditados
que expedirán un documento de conformidad del cumplimiento de las obligaciones
de la UE. Las medidas coercitivas por incumplimiento pasan por sanciones y, pue-
den llevar a la expulsión del buque de puertos de la Unión Europea. El reglamento
está en vigor desde 1 de julio de 2015 con aplicación efectiva previa al 1 de enero de
2018 que se corresponde con el primer periodo de notificación.
2.6.5. El SRDCCB
Esta normativa será de aplicación obligatoria para buques con arqueo bruto igual
o superior a 5.000 Toneladas de arqueo, equivalente cada una a un volumen de 100
pies cúbicos o 2,83 m3 desde enero de 2019 que deberá incluirse en el SEEMP del
buque. Nace en 2016 tras la reunión del MEPC 70 para implantar un sistema de
registro y notificación del consumo de combustible que sigue la línea de la UE con
su SNV.
El país de abanderamiento del buque deberá recibir los datos del buque a fin de año
y serán recopilados en una base de datos de la IMO con lo que se elaborará informe
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dirigido a esta misma institución.
Es una normativa en desarrollo que contiene:
1. Directrices para los procedimientos de verificación de datos de la Administra-
ción.
2. Directrices para la elaboración y la gestión de la base de datos de la IMO sobre
el consumo de fuel-oil de los buques.
3. Circulares MEPC para abordar el caso de los buques de Estados que no sean
Partes y alimenten dicha base de datos.
Estos registros no son de aplicación a buques de guerra como en el caso de las an-
teriormente explicadas. De forma resumida podemos ver en la figura 2.11 la es-
tructura de esta legislación emitida por las distintas organizaciones y explicada en
la sección 2.6; vemos que la de IMO aplicará para el buque de nueva construcción
con el EEDI, para los buques en servico el SEEMP con el empleo de la herramienta
del EEOI para todos los buques y desde la Unión Europea con el SNV directamente
relacionado con el SRDCCB.
Figura 2.11: Reglamentación en EE. Elaboración propia (2018)
2.7. Técnicas y tecnologías para la mejora de la EE
Existen estudios de mejora de la EE en buques civiles relacionados con las dis-
tintas partes del buque, desde su estructura y sus formas para reducir el arrastre
de agua hasta otros sistemas como los de distribución eléctrica, propulsión, recu-
peración de calor, empleo de bancos de baterías o el uso de tecnologías TIC [59],
elementos del entorno del “bigdata” y modelizado informático para su manejo y ex-
plotación. Todas las mejoras que se han estado implantando en los últimos años las
podemos encuadrar en tres grupos fundamentales:
Mejoras en el diseño del buque: optimizando sus formas, la hidrodinámica y
los materiales de construcción como hitos importantes.
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Tecnologías aplicadas a los sistemas embarcados: como pueden ser las me-
joras de los motores propulsores o los sistemas de generación eléctrica o auxi-
liares entre otros.
Eficiencia en el consumo de combustible: en este grupo se pueden considerar
medidas como las orientadas a la creación de un SEEMP para el buque, las de
gestión de la energía a bordo en base a parámetros cuantitativos u otras ac-
ciones orientadas a controlar las condiciones de mantenimiento de elementos
tales como la hélice.
De forma más detallada desglosaremos a continuación cada uno de estos grandes
grupos de medidas basándonos en estudios de las sociedades de clasificación en
esta materia y literatura que desarrolla estudios de mejora de la EE en buques [60]
[61][62].
2.7.1. Mejoras en el diseño del buque
La optimización de las formas y la hidrodinámica puede ser un elemento de
mejora de la EE de la carena que repercutirá en un menor coste del ciclo de vida del
buque. Estas las podemos ver de forma resumida en el cuadro 2.6:
Relación tamaño capacidad: aumentar el tamaño del buque puede resultar en
el ahorro de combustible de forma considerable, así pasar de una capacidad
en un portacontenedores de 4.500 TEU a 8.000 TEU pueder repercutir en un
ahorro del 25% del consumo y un paso de 8.000 TEU a 12.500 TEU puede
reducir este en un 10%; el coste estimado por TEU se puede reducir hasta un
15% en un buque de 4.500 a 8.000 TEU.
Velocidad de servicio: el estudio de la velocidad puede repercutir también en
el comportamiento más eficiente así, reducir un nudo puede suponer un aho-
rro para un portacontenedores de entre el 12 y el 15% y en un petrolero del
17 al 22%. Si reducimos el tamaño de la máquina para operar a la velocidad
económica reduciremos el coste final del buque.
Dimensiones principales: analizar las relaciones entre las dimensiones princi-
pales del buque puede ser otra vía para mejorar la EE. si por ejemplo aumen-
tamos la relación eslora manga (L/B) o actuamos solo en la eslora (L) aumen-
tando esta bajando el coeficiente de bloque (Cb) podremos reducir el consumo
de combustible entre un 3 y 5%; esta medida es aplicable a cualquier tipo de
buque, el coste de estas medidas aumenta el coste final del buque entre un 0,5
y un 1% pero puede compensar por el ahorro en combustible en el ciclo de vi-
da. En el diseño de las líneas del casco también se analizan los cumplimientos
normativos buscando, por ejemplo, obtener el conjunto de parámetros de di-
seño que minimicen el EEDI en los buques de nueva construcción. Una forma
de obtener esto es con la reducción de la resistencia con pequeñas reducciones
en el volumen de la carena modificando las formas [63].
Reducción de la resistencia de la carena R: esto se puede hacer optimizan-
do las formas y empleando elementos como bulbos de proa. La reducción en
consumo se estima entre el 5-8% el estudio de American Bureau of Shipping
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(ABS) estima que el coste de un modelado puede ser de 200.000 y 500.000 dó-
lares (año 2013). Esta medida puede ser factible para cualquier tipo de buque.
Estudios publicados sobre la mejora de la plataforma y su comportamiento
hidrodinámico en el agua reduciendo el arrastre permitirá mejorar la EE del
sistema completo; tradicionalmente se venían empleando series sisteáaticas de
interpolación en 2 dimensiones como la conocida “Serie-60” que, con la mejora
de los sistemas informáticos, pueden ser optimizados sus resusltados de forma
notable empleando modelizados en 3-D de las secciones obteniendo mejoras
del 10,65% con respecto al mismo buque diseñado con la serie sistemática
mencionada [64].
Sistemas de mejora del propulsor: la reducción potencial de consumo está en-
tre el 0-5% recomendado para buques de media y baja velocidad los elementos
que se implanten tales como el coste de la medida puede ser medio a bajo sobre
el coste total de la unidad. Generalmente el propulsor se analiza conjuntamen-
te al timón desde que se mejoraron los medios de simulación con modelos de
fluidos (Computational Fluid Dynamics (CFD)). Las posibles mejoras en el di-
seño de la hélice y modificadores de las formas de los miembros como aletas o
conductos de propulsores [65].
Elementos situados por proa del propulsor: elementos como aletas y estatores
situados antes de que la hélice rompa el flujo laminar creando el torbellino por
popa que permitan redireccionar el flujo antes de la entrada en el propulsor
para mejorar el rendimiento del mismo. Se pueden alcanzar ahorros en com-
bustible del 2-6% y requieren de un estudio integrado del propulsor y estos
elementos el coste es medio bajo pero el principal problema que presentan es
el de mantenimiento.
Elementos situados por popa del propulsor: se alcanza un ahorro en combus-
tibles de entre el 2-6% como en el caso anterior. Estos elementos se sitúan
aguas abajo de la hélice cuando se ha creado el torbellino por su movimien-
to, de igual forma requieren de un estudio integrado con el propulsor para
optimizar el diseño mejorando el rendimiento del conjunto [66] [67].
Hélices de alto rendimiento: pueden ofrecer ahorros del 3-10% y esta medida
será de aplicación a buques dependiendo del perfil de operación del buque,
los regímenes de máquina, los viajes que hace, los estados de carga etc [68].
Textura de la superficie de la carena: los tratamientos superficiales para mejo-
rar el régimen laminar del fluido sobre el casco, y los anti-incrustantes (“anti-
fouling”) para evitar la proliferación de organismos marinos adheridos al cas-
co es otro elemento de mejora de la EE. La evolución producida en los últimos
años en nano-composites ha permitido obtener pinturas ecológicas, económi-
cas y eficientes [69]. Se considera que se puede ahorrar del 5-10% de combus-
tibles es aplicable a cualquier tipo de buque. Es un campo poco estudiado y
el coste de mantenimiento es la clave de su coste. La limpieza de la superficie
determina la eficiencia [70].
Energía eólica: el viento es una energía que puede ser aprovechada para re-
ducir el consumo del buque, se han calculado ahorros hasta del 30% del con-
sumo del buque[57]. Elementos como las velas rígidas empleadas en algunos
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cargueros[71], cometas desplegables y los rotores Fletner son algunos de es-
tos elementos [72]. Los principales problemas de estos elementos es su coste
de mantenimiento, y su rendimiento depende de la cantidad de viento que
tengamos en cada momento.
Energía solar: la energía solar es la otra energía alternativa, su uso es muy li-
mitado reduciendose fundamentalmente a su aplicación en buques pequeños.
Su desarrollo futuro necesita acumuladores mejores y sistemas de propulsión
que permitan mayores velocidades [61].
Compatibilización: no es más que la integración de algunas de las medidas
anteriores si bien, debemos tener presente que todas no pueden implantarse a
un tiempo ya que algunas son incompatibles con otras al afectar a parámetros
de funcionamiento vitales para las mismas. Es necesario hacer un análisis de
interferencias que no mermen las medidas tomadas.
Acción Consumo% Aplicable Coste
Tamaño / Capacidad ↓ 15− 25% Todo buque ↓ 15%T EU
Velocidad de servicio ↓ 12− 22% Todo buque Variable
Dimensiones principales ↓ 3− 5% Todo buque ↑ 0,5− 1%
Reducción de R del casco ↓ 5− 8% Todo buque Medio
Mejoras en el propulsor ↓ 0− 5% Baja y media v Bajo
Elementos situados por proa del propulsor ↓ 2− 6% Todo buque Medio/bajo
Elementos situados por popa del propulsor ↓ 2− 6% Todo buque Medio/bajo
Hélices de alto rendimiento ↓ 3− 10% Todo buque Medio/bajo
Texturizado del casco ↓ 2− 6% Todo buque Medio/bajo
Energía eólica ↓ 30% Buques lentos Medio/bajo
Energía solar Marginal Limitada Medio/bajo
Compatibilización de medidas Variable Todo buque Medio
Cuadro 2.6: Acciones sobre el diseño. Elaboración propia (2018)
Una segunda parte de medidas las tenemos con el empleo de Aceros de Alta Resis-
tencia (HTS), materiales compuestos y aleaciones no férreas ligeras como aluminio
(cuadro 2.7). Emplear aceros de alta resistencia permite ahorro de peso y, por ejem-
plo, usar un 10% del acero típo HTS en lugar de aceros normales puede permitir
reducir el peso total del buque en 1,5 - al 2% y produce mejoras del 0,2-0,3% de
carga útil o “Payload” con una reducción del consumo de 0,2-0,5%. El uso de ma-
teriales ligeros no férreos puede llegar a ahorrar del 30 - 70% del peso de la misma
estructura construida en acero. El problema es el coste de producción que puede
hacer inviable su construcción por encarecer mucho el producto [61]. La figura 2.12
Acción Consumo% Aplicable Coste
Empleo de aceros de alta resistencia (HTS) ↓ 0,2− 0,5% Todo buque Medio
Empleo de composites y aleaciones no férreas Alto Todo buque Alto
Cuadro 2.7: Uso de acero HTS y materiales ligeros. Elaboración propia (2018)
muestra una curva elaborada con los datos del documento del ABS en el que po-
demos ver que el empleo de acero de alta resistencia puede llegar a un ahorro del
12,5% si elaboramos toda la estructura con acero de este tipo. Dependiendo del tipo
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de buque un uso de un 1% de acero HTS puede reducir el peso entre 50 y 471 Tn en
un buque de 12.500 TEU; la figura muestra ahorros con un 20% de acero HTS de al-
go más del 6% del peso en estructura. Puede ser muy aconsejable en la elaboración
de refuerzos transversales tipo mamparo. El uso de los aceros de alta resistencia no
es nuevo en construcción naval, comenzó a usarse en cubiertas y luego se fue ex-
tendiendo su uso al resto de elementos de la topología estructural del buque [73]
al comprobarse que las reducciones de peso frente al coste de material favorecían
la rentabilidad por la reducción de peso del buque y el consecuente aumento de la
carga útil y la reducción de la potencia de la máquina necesaria para mover el buque
a una velocidad económica.
Figura 2.12: Reducción peso empleando HTS. Elaboración con datos de ABS (2013)
El uso de aleaciones ligeras o materiales compuestos se hace de forma profu-
sa en embarcaciones pequeñas de tipo deportivo, embarcaciones de pesca costera y
auxiliares de actividades portuarias como embarcaciones de practicaje o de limpie-
za. El ahorro que se produce en peso es elevado y dependerá de la densidad de los
materiales usados.
2.7.2. Mejoras aplicadas a los sistemas embarcados
Dentro de este campo se puede actuar sobre múltiples elementos en el buque,
desde la propulsión hasta los sistemas auxiliares están sujetos a mejora. Es evidente
que instalando equipos nuevos la eficiencia será la mejor pues ya se diseñan mu-
chos pensando en esta, de todas formas en ocasiones su funcionamiento se puede
ver afectado por el funcionamiento en conjunto con el sistema buque y, los paráme-
tros de fabricante, pueden no darse de forma satisfactoria por ello, es aconsejable
acometer alguna de las mejoras siguientes que presentamos, como en apartados an-
teriores, de forma resumida en el cuadro 2.8:
Instrumentación de la propulsión: en principio no se puede cuantificar el aho-
rro o reducción que puede tener pues, esta medida, se dirige a disponer de
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datos de la máquina propulsora que permitan conocer el comportamiento de
la misma para poder implantar medidas que favorezcan la reducción del con-
sumo por medio del análisis de los datos. su coste puede oscilar ente 20.000
y 50.000 $ (2013) para hacer el control y mediciones de potencias y caudales
con flotametros.
Monitorización de parámetros del motor: en motores lentos favorece el ahorro
de combustible entre un 1 y un 2%, es aplicable a todo tipo de buques existen
distintas empresas que han desarrollado sistemas para este tipo de motores
como MAN con su CoCoS o Wärtsila con el ICC. El coste de estos sistemas
puede oscilar entre 5.000 y 50.000$ dependiendo de si se instalan elementos
portátiles o fijos [61].
Recuperación de calor: estos sistemas no son de ahora, pero si se ha visto una
aplicación más beneficiosa para la mejora del rendimiento del combustible
desde parámetros de EE. Existen distintos sistemas de recuperacion de calor o
“Waste Heat Recovery” (WHR) que dependerán del tipo de planta propulsora
y de la finalidad que queremos darle [74]. Hay que tener presente que el 50%
de la energía suministrada se pierde en forma de calor residual así pues, estos
sistemas son de gran interés para mejorar la EE [75]. Estos sistemas presenta la
gran ventaja que no producen gasto de combustible, no emiten GEI en su fun-
cionamiento y existen múltiples estudios de mejora de los mismos empleando
herramientas matemáticas y modelado [76].
Sistemas de climatización: si bien es un sistema auxiliar, lo tratamos de forma
separada por ser un elemento muy variable en consumo y que se puede con-
vertir en un elemento fundamental para su estudio. No todos los buque tienen
las misma demanda de climatización y esta debe ser estudiada de forma por-
menorizada pues en caso como buques de pasaje o de investigación puede ser
de vital importancia por su consumo [77].
Sistemas auxiliares: dentro de este apartado se encuentran los sistemas de ge-
neración de energía a bordo, ya sea para la propulsión como para el consumo
de los distintos equipos instalados en el buque como ya hemos visto en la sec-
ción 2.2.2. Dependiendo del tipo de planta las medidas de mejora de la eficien-
cia se orientaran en uno u otro sentido, por ejemplo, los buques con propul-
sión diésel pueden orientarse a la propulsión híbrida o intercalar elementos
de cogeneración para aumentar el rendimiento del combustible. Algunas de
estas mejoras las podemos encontrar en los sistemas de distribución de ener-
gía eléctrica en base al uso de centros de carga separados que permiten mayor
eficiencia manteniendo a régimen los motores destinados a la generación y, en
caso de avería, en alguna línea permiten emplear otro centro de carga diferen-
te [78]. Tradicionalmente se empleaban distribuciones en árbol con una única
línea de suministro y un único centro de distribución o cuadro principal. Este
concepto es el empleado en buques de guerra modernos desde hace tiempo. El
uso de generadores de cola para reducir el numero de consumidores de com-
bustible es otra medida que se puede implantar.
Cogeneración: Generación de electricidad o propulsión a raíz de la recupera-
ción del calor de gases bien para calentar con ellos directamente agua emplea-
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da como agua sanitaria para las tripulaciones o para la generación de vapor
que pueda mover otro tipo de equipos como turbogeneradores.
Acción Consumo% Aplicable Coste
Instrumentación de la propulsión Monitorizar Todo buque 20K - 50K$
Motores principales ↓ 1− 2% Todo buque 5K - 50K$
Recuperación de calor residual Variable Todo buque Medio
Aire acondicionado HVAC Variable Todo buque Medio
Resto de sistemas auxiliares Variable Todo buque Medio
Cuadro 2.8: Medidas de mejora de sistemas. Elaboración propia (2018)
2.7.3. Mejoras en el uso de los combustibles
Las metodologías fundamentales en el campo de los combustibles se puede agru-
par en la mejora de la EE de forma pasiva con la instalación de equipos con bajo
consumo como puede ser la sustitución del alumbrado incandescente por luces de
otro tipo como las LED y medidas activas sobre el uso de la energía como puede ser
la búsqueda de la velocidad más económica, el control meteorológico o la recupe-
ración de calor. Estas mejoras son las que explicamos en este apartado y resumimos
en el cuadro 2.9.
El uso de combustibles más eficientes permite reducir el consumo de este. Hay que
tener presente que, por ejemplo, en el caso de los combustibles fósiles el LNG pue-
de generar por 1 kg 12,53 Kilovatio hora (kWh), el fuelóleo 11,08 kWh y Gasolina
12,19 kWh. Vemos que el LNG es una opción interesante para reducir las emisio-
nes de CO2 en buques con propulsión tradicional que emplean fuel [79] ya que su
rendimiento es mayor. El uso de este gas como combustible requerirá de nuevos
sistemas de distribución ya que no todos los puertos poseen instalaciones para el
suministro del mismo. Un inconveniente es el espacio necesario para almacenarlo
en el buque. Existen combustibles de nueva generación que permiten sistemas más
sostenibles como son los bio-diésel más respetuosos con el medio ambiente por ser
menos contaminantes [80].
Otro elemento químico que debe reducirse al máximo es el contenido en azufre (S)
que es el responsable de las lluvias ácidas junto alNOx por formación de dióxido de
azufre (SO2) de su recombinación con el agua en suspensión en la atmósfera forman
ácidos muy perjudiciales para el medioambiente.
Mejoras en el manejo del buque y su mantenimiento
Estas hacen que en la explotación del buque se mejore la EE. Las principales
actuaciones que podemos llevar a cabo son las que podemos ver en la tabla 2.9 de
forma resumida son:
Trimado y lastrado: optimizar estos según calado y velocidad para reducir la
resistencia en la navegación R de la que ya hablamos en la fase de diseño. El
buque en su fase de operación sufrirá variaciones en sus calados no contempla-
das durante el diseño que deberán ser corregidas para mejorar la EE, para ello
hace falta sistemas dinámicos de medición que puedan variar estos calados de
forma inmediata en tiempo real.
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Timón y gobierno automático: reducir la distancia navegada fuera de ruta,
empleando al mínimo el timón para reducir la resistencia y el consumo; los
buques pueden tender a desviarse de su ruta optima navegando una mayor
distancia que la deseada, para ello es fundamental tener presente el uso de
pilotos automáticos y Sistema de Posicionamiento Global (Global Positioning
System (GPS)), que permitan optimizar la ruta. Este ahorro es mayor en ru-
tas largas por lo que los buques con travesías oceánicas deben emplear estos
sistemas.
Mantenimiento del casco: mediante el uso de sistemas de recubrimiento, me-
jor planeamiento de intervalos de limpieza e inspección submarina como los
ya comentados anteriormente buscando los momentos más adecuados para
efectuar estos mantenimientos.
Organización de la flota: optimizar el uso de los buques de la flota para mejorar
la rentabilidad de su uso.
Manejo de la carga: adaptar la carga dependiendo de puertos y buque.
Otras medidas: mejoras en la iluminación uso de energías renovables o moder-
nización de sistemas para hacerlos más eficientes.
Veremos a continuación elementos relacionados con estas mejoras y los resultados
obtenidos en distintos estudios que buscan la mejora de la EE.
Reducción de las emisiones
Un barco que mejora significativamente su EE permite que su contribución a
la contaminación del medio ambiente sea menor, si esto lo extrapolamos a toda la
flota internacional podremos obtener resultados que reduzcan significativamente la
contaminación total. Así y todo, el transporte marítimo internacional no es el único
responsable de la contaminación ambiental y las emisiones de GEI, pues representa
entre el 2,7 al 3% de las emisiones globales de CO2 [81]. La reducción de las emi-
siones es un elemento fundamental a la hora de abordar el cambio climático.
Existen estudios que buscan, con la aplicación de sistemas de baterías, reducir las
emisiones de CO2 cuando los buques se encuentran en puerto, lo que requiere de
un conocimiento muy exacto de consumos del buque en puerto [82]. Este extremo
es interesante para buques de guerra por los largos periodos de tiempo que pasan
en puerto durante su ciclo de vida eliminando riesgos ambientales y para la salud.
Dentro de la protección de la salud es importante conocer entre otras las emisiones
de NOx que los buques producen y, en este sentido, es importante conocer los datos
que ofrecen algunos estudios en los que la evaluación de estos gases nocivos para la
salud, durante las actividades de maniobra de los buques, permite conocer cuanto
más contaminante es el buque dependiendo de la situación en la que se encuentre
de maniobra [83], parámetros como la variación del calado o el ángulo de timón con
el que se hagan las maniobras influirán en la producción de gases nocivos.
Otros estudios han demostrado el efecto perjudicial del transporte marítimo a nivel
global y así, los residuos generados por los buques que deben ser descargados en
puerto o arrojados al mar, la producción de ruidos submarinos que afecta a la fauna
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marina, las emisiones de gases que se hacen a lo largo y ancho de los mares y la con-
centración de estos contaminantes en los puertos y zonas costeras se presenta como
algunos de los problemas más significativos de este tipo de actividad [84].
Mejoras en la operación
Existen estudios que han demostrado que el análisis de operación del buque en
cuanto a consumo durante su vida útil difiere bastante de los cálculos que se em-
plean durante su diseño para estimar su consumo energético así, con el empleo de
sistemas de recuperación de calor, se puede llegar a ahorros anuales en el consumo
del 7% al 9% [85].
Por otro lado estudios de las rutas seguidas por los buques han dado como resul-
tado la aparición de ecuaciones y algoritmos dinámicos de aplicación en el entorno
de las Tecnologías d la Información y la Comunicación (TIC) para optimizar las
navegaciones oceánicas sin obligarnos a ajustar a los círculos máximos empleados
tradicionalmente en navegación y reducir el coste de las mismas mejorando la EE
teniendo presente elementos como las condiciones de viento y mar existentes en ca-
da momento [86].
No solo los buques se analizan para mejorar la EE, también son objeto de estudio los
puertos entre los que operan, obtener puertos eficientes mejorará la rentabilidad de
los mismos y la sostenibilidad de su actividad aplicando filosofías como las “Lean”
en las que prima el cuidado ambiental, la sostenibilidad y la EE [87].
Acción Consumo% Aplicable Coste
Optimización de la ruta ↓ 10%v⇒↓ 20% Todo buque Variable
Variables climáticas Área de operación Todo buque Variable
Trimado / Calado ↓ 1− 2% Todo buque 50K − 100K$
Piloto automático ↓ 1% rutas largas 20K$
Tratamientos superficiales ↓ 3− 4% Todo buque 10$/m2
Limpieza del casco ↓ 7− 9% Todo buque 1,5$/m2
Rugosidad de la hélice 6% Casco limpio 3K − 6K$
Cuadro 2.9: Medidas de reducción del consumo. Elaboración propia (2018)
2.7.4. Mejoras y estudios en EE de las marinas de guerra
En el caso de los buques de guerra es a finales del siglo XX cuando empiezan a
aparecer estudios de cierta entidad que buscan la obtención de buques completa-
mente eléctricos para mejorar la eficiencia del sistema [88] [89] y con ello mejorar
la EE. Las fuerzas armadas de los EE.UU. articularon la EE sobre una política que
tuviese esta como un aspecto principal de la transformación militar y favorecer el
ahorro con estudios de revisión de diseños [90] y de aplicación en acciones técni-
cas de reducción del consumo [91]. Las razones fundamentales para implantar tales
políticas son [92]:
1. La EE es primordial para desarrollar una fuerza expedicionaria, ágil, efectiva
y sostenible.
2. La dependencia de la energía debe reducirse para dar forma al futuro entorno
de seguridad a nuestro favor.
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3. Se buscará el ahorro derivado de la EE para capitalizar y transformar la fuerza
y no mermar las capacidades futuras. Limitar los requisitos de apoyo logístico
mejora la capacidad de combate y reduce los costos.
4. Los Servicios, las unidades, los laboratorios de investigación y otras organi-
zaciones del Departamento de Defensa deberían poder mantener un sistema
escalonado de actuaciones a nivel científico tecnológico como parte de los aho-
rros de iniciativas innovadoras en material, procedimientos y doctrina que me-
joren significativamente la EE.
5. Se requiere la adaptación rápida de nuevas tecnologías energéticas para el uso
civil, para la seguridad física y económica a largo plazo.
6. La EE no afectará negativamente la capacidad militar en ningún caso.
Estas consideraciones generales son las seguidas, con matices evidentes por las si-
tuación particular de cada nación, por otras marinas occidentales como la Royal
Navy, la Marina Italiana o las marinas de Australia, Canadá y la propia Armada Es-
pañola [93]. En el año 2006 el Departamento de Defensa de los EE.UU. publica un
informe sobre la mejora de la EE en buques de guerra y las instalaciones en base
a la reducción del consumo [91]. El estudio establece una serie de elementos como
los arriba relacionados para la reducción efectiva del consumo en los buques de la
marina de los EE.UU. analizando la potencialidad de las mejoras tecnológicas. Será
en 2011 cuando se acuñe el termino “Great Green Fleet” [94] que busca comprobar
como se pueden hacer despliegues de buques en términos de EE y contrastar que no
se merman las capacidades de la fuerza y las alternativas existentes a los combusti-
bles tradicionalmente empleados en los buques de guerra.
En el caso de la UE la Directiva 2012/27/UE obliga a mejorar las condiciones de
gestión energética para favorecer el ahorro en toda la Unión. En su capítulo segun-
do habla sobre la necesidad de adoptar planes que se elaboraron antes del 30 de
abril de 2014 y los cuales deben ser renovados con carácter anual. En España, esto
se ha concretado en el Plan Nacional de Eficiencia Energética (PNEE). La Directiva
2012/27/UE en su artículo cinco habla de “Función ejemplarizante de los edificios
de los organismos públicos”, estableciendo una serie de requisitos especiales pa-
ra estos, pero deja al criterio de los países miembros el aplicar estas políticas a las
instalaciones pertenecientes a las Fuerzas Armadas (Cap. II, p.2), pero no así a los
contratos que puedan realizar estas siempre y cuando no entren en conflicto con las
exigencias de seguridad propias de las misiones encomendadas. Esto queda también
reflejado en el plan nacional de acción de eficiencia energética PNAEE establecido
para el periodo 2014 a 2020 el cual, recoge el inventariado de las instalaciones mili-
tares y recintos dependientes del Ministerio de Defensa (MINISDEF), en un registro
propio y para los cuales se establecen programas de actuación y de mejora específi-
cos en su punto 4.3.1.
De igual forma, La Directiva 2012/27/UE y el PNAEE, marca directrices para insta-
laciones públicas, edificios, transporte, buques de pesca o actividades agrarias, pero
no hace referencia alguna a buques de guerra o, a las medidas que sobre estos se
puedan tomar. Para ellos no existen planes específicos que estudien su eficiencia
energética, ni de forma integral ni para sus sistemas o subsistemas en particular.
En abril de 2013 la Armada celebró en Madrid las primeras “Jornadas de eficiencia
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energética y medioambiente en la Armada para el siglo XXI” en las cuales se mani-
festó el compromiso y la necesidad de potenciar la eficiencia energética en general y
potenciar el empleo de las energías renovables como compromiso institucional con
el ahorro energético, la sostenibilidad y el cuidado medioambiental.
2.8. Herramientas matemáticas para la EE
Atendiendo a las herramientas que se están empleando en los estudios de EE, en
los últimos tiempos se vienen aplicando métodos de análisis y decisión multicrite-
rio, Multi Criteria Decision Analisys (MCDA) de forma profusa, generándose amplia
bibliografía en la materia [95] [96] [97]. Estos métodos permiten actuar en múltiples
áreas como son: la selección de combustibles, la optimización de las condiciones de
operación o la evaluación del impacto medioambiental y control de emisiones de
gases de efecto invernadero entre otros [98].
El uso de herramientas MCDA combinada con otros métodos como pueden ser los
de matemática difusa o gris, Grey Relation Analuisys (GRA) [99] que podemos tra-
ducir como métodos de estudio de relación difusa o dispersa son muy empleados en
el análisis de sistemas de calefacción o refrigeración en instalaciones de tierra, con
finalidades muy dispares unas de otras [100]. Estos métodos también se aplican a
buques [101]. La literatura es amplia en herramientas de todo tipo para la aplica-
ción en el campo de la EE desde las más sencillas como la preparación de gráficos de
control y gestión [102], como estudios más complejos como estudios de aplicación
de algoritmos de todo tipo y procedimientos estadísticos si bien las aplicaciones en
el sector naval son mucho menos frecuentes que en el caso de la ingeniería civil y
menos aun en el campo de los buques de guerra.
De todas formas generalmente cuando analizamos variables energéticas para su
control en busca de mejoras en la EE tenemos que recurrir a las tradicionales he-
rramientas estadísticas que suponen un primer paso antes de aplicar uno u otro
método de análisis [103] [104] [105] [106] así, trataremos en los apartados siguien-
tes distintos elementos que se emplean en el campo de la EE que nos permitan ver
los distintos métodos y técnicas que se emplean en la actualidad.
2.8.1. Matemática estadística
Esta es una rama de las matemáticas que partiendo de muestras limitadas se de-
dica a estudiar las poblaciones [107]. Dentro de la ciencia estadística aunaremos la
estadística descriptiva, que emplea bases de datos como elemento de trabajo y que
podemos denominar variables o atributos dependiendo si estamos haciendo refe-
rencia a un valor numérico como puede ser la temperatura o a una característica
como puede ser el color de los ojos de una persona.
Las variables numéricas son variables que pueden ser discretas o continuas, las pri-
meras no pueden tomar valores intermedios entre los del conjunto y las segundas
sí. Un ejemplo del primero puede ser el número de enfermos en una epidemia y del
segundo puede ser el ya mencionado rango de temperaturas de un local que quere-
mos climatizar.
La estadística lleva inherentes dos procesos, uno descriptivo en el que organizamos,
describimos, representamos y resumimos la información que los datos recolectados
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nos aportan y otro de inferencia, es decir, orientada a la obtención de las conclusio-
nes sobre la población total que estamos estudiando a partir de la muestra conside-
rada.
Definiciones básicas
Dentro de la estadística descriptiva debemos diferenciar los elementos básicos
que empleamos para caracterizar el estudio así, es necesario definir los siguientes
elementos:
Población N : es el conjunto de todos los sujetos sobre los que queremos cono-
cer cierta información relacionada con el fenómeno estudiado.
Muestra n: consiste en el subconjunto de la población de la que queremos co-
nocer cierta información.
Sujeto: la unidad de la población que analizamos. (sujeto, familia, comunidad,
país, buque, escuadrilla, flota, medios, calor o combustible consumido)
Variable x: que representa la característica que se pretende estudiar y estas
pueden ser independientes o dependientes si existe relación entre ellas. Estas
variables pueden ser:
• Cuantitativas: se representan con números y expresan cantidades de la
variable y a su vez podemos distinguir:
◦ Continuas: puede tomar cualquier valor real enR dentro del intervalo
de validez como la humedad o la velocidad del viento en el caso de
un buque.
◦ Discretas: solo toma valores enteros de la variable dentro del interva-
lo de validez como puede ser alguna posición o modo como encendi-
do o apagado pues no existen situaciones intermedias en este caso.
• Cualitativas: medidas que no se pueden expresar en números como el
sexo, el color del pelo o el nivel de ingresos y a su vez podemos distinguir:
◦ Ordinal: que son los distintos valores dependiendo de una escala de-
finida con, por ejemplo, muy bueno, bueno, regular) del tipo de las
escalas de Likert que se emplean en sociología.
◦ Nominal: como pueden ser la etnia o el sexo en el caso de las perso-
nas.
Valor xi : cuantifica la variable seleccionada en el estudio.
Observación: que es el acto con el que medimos la variable considerada.
Estadístico: valor cuantitativo que se obtiene de resumir los valores de la va-
riable (por ejemplo la media) y son siempre estadísticos muestrales.
A estas primeras definiciones debemos añadir las siguientes que serán de vital
importancia en el proceso del estudio estadístico desde el punto de vista descriptivo,
así tenemos:
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Parámetro muestral: que lo obtenemos al aplicar al estadístico muestral a la
inferencia.
Marco muestral: compuesto por el conjunto existente de sujetos reales de los
que disponemos para elegir la muestra n.
Unidad muestral: cada una de las unidades correspondiente al marco mues-
tral.
Muestreo: es el proceso de selección de sujetos para obtener información sobre
ellos que pueden ser de los siguientes tipos:
• Aleatorio: son los conocidos muestreos que se hacen al azar que pueden
ser:
◦ Simple: donde se hace una selección aleatoria de sujetos al azar. En
general poco empleada pues requiere de lista completa de sujetos o
resultados.
◦ Sistemático: es muy empleado para muestras grandes; se elige un su-
jeto al azar de la lista completa y a partir de este se escojen los si-
guientes dejando un intervalo de sujetos fijos. El tamaño de intervalo
k se calcula dividiendo el tamaño de la población N por el tamaño de
la muestra deseado n es decir, k = (N/n)
◦ Etapas/conglomerados: este es similar al anterior si bien se procede
a dividir el conjunto total según un conglomerado como puede ser
considerar zonas concretas, regiones determinadas etc.
• Pseudoaleatorio: cuando no existe marco muestral o es difícil de consti-
tuir este. El tamaño de la muestra depende del criterio del investigador y
podemos distinguir:
◦ Por áreas: aleatoriedad espacial por áreas en las que se introduce un
tamaño de las mismas.
◦ Por cuotas: es el más utilizado (por ejemplo las elecciones) se asignan
estratos y se marca una cuota para cada uno de los estratos definidos.
◦ Intencional: es muy poco aleatorio ya que los investigadores deter-
minan la muestra y su tamaño. Se emplea en estudios del que no se
dispone de lista de población definida.
• No aleatorios: en los que no interviene el azar.
◦ De bola de nieve: que se emplean con poblaciones muy ocultas y poco
conocidas en sociología como (inmigración ilegal, variables asociadas
a otros sucesos etc.) fundamentalmente se emplea cuando no conoce-
mos de forma clara las características de la población ni su realidad.
◦ subjetivo o de juicio: se elijen los sujetos de forma razonada en fun-
ción de objetivo perseguido.
Error aleatorio: es un error inevitable. Se considera la imprecisión en la esti-
mación de una variable al calcularse a partir de una muestra en lugar de partir
de un conjunto de población.
Sesgo muestral: es más peligroso que el anterior. Se produce la distorsión de la
realidad que se introduce debida a la forma en la que se selecciona la muestra.
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Análisis unidimensional: se hace cuando estudiamos la variables una a una de
forma independiente.
Análisis bidimiensional: se estudian dos variables al mismo tiempo en conjun-
to.
Frecuencia: es el estadístico referido a la cantidad de veces que una variable
toma un valor determinado.
• Absoluta ni : igual al número de veces en que la variable toma un deter-
minado valor.
• Relativa fi : proporción de veces en que la variable toma ese determinado
valor.
• Absoluta acumulada Ni : es el número de veces que la variable toma un
valor o valores determinados.
• Relativa acumulada Fi : proporción de veces que la variable toma un valor
o valores determinados.
• Porcentual (pi)(Pi): son las acumuladas expresadas en%.
Variable X Frecuencias absolutas Frecuencias relativas
Valor xi ni Ni fi Fi
x1 n1 N1 = n1 f1 = (n1/n) F1 = f1
x2 n2 N2 = n1 +n2 f2 = (n2/n) F2 = f1 + f2
. . . . . . . . . . . . . . .
xn nn Nn = Σni fn Fn = Σfi
Cuadro 2.10: Tablas de frecuencias. Elaboración propia (2018)
El cuadro 2.10 muestra la ordenación típica de datos relativos a los distintos valores
de la variable X considerada sobre las veces que se produce el suceso o aparece el
valor xi de la misma. Estas ordenaciones son importantes para establecer elementos
fundamentales en el estudio descriptivo de los datos así, podremos establecer:
Intervalos de valores [xi ,xj]: que nos permiten establecer intervalos de valores
extremos representativos y entre los que queremos plantear un análisis más
concreto.
Representaciones gráficas: que serán gráficos que elaboramos para representar
los valores numéricos con barras, sectores, líneas, dispersión que nos permiten
obtener una visión de conjunto de todos los datos que representemos pudien-
do ver tendencias, dispersiones o concentración, tendencias, linealidad o no,
entre ellos podemos considerar:
• Histograma: se emplea para variables cuantitativas agrupadas o discretas
por ser más adecuado para estas.
• Polígono Ni , Fi : que suelen representar con polígonos que dan una visión
general de las frecuencias acumuladas.
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• Distribuciones continuas: la distribución de frecuencias continuas se pre-
senta cuando la muestra es lo suficientemente grande y no es necesario
representar intervalos o polígonos. Las distribuciones son muy interesan-
tes a la hora de saber como se agrupan los valores, como se comportan de
un vistazo rápido.
Estadística descriptiva
Una vez vistas una batería de definiciones básicas, vamos a ver las medidas que
debemos considerar en la fase de estudio descriptivo de un problema. En esta fase
nos apoyaremos en tres tipos de mediciones:
Medidas de posición o tendencia central: que son medidas promedios que nos
permiten comparar distintas variables de forma centralizada que son:
• Media x¯: donde empleamos todos los valores comprendidos en el interva-
lo [xi ,xj] es como la media aritmética de los valores del intervalo.
x¯ =
x1 + x2 + . . .+ xn
n
(2.26)
• Media geométrica x¯g : que representa los promedios de los valores del in-




x1 · x2 · . . . · xn (2.27)
• Media armónica x¯a: con ella se busca establecer relación existente entre









• Media ponderada x¯p: con ella asignamos un peso ωi a cada variables que
se vea implicada en el estudio que actúa como multiplicador en la fórmu-
la.
x¯p =
x1ω1 + x2ω2 + . . .+ xnωn
Σωi
(2.29)
• Mediana Me: es un valor tal de la variable que hace que los valores de la





• Moda: que está representada por el valor que más se repite en los datos
que hemos recopilado y que pretendemos analizar.
• Cuartiles Q: en los que podemos dividir los datos en grupos de estilo
cuartil, decil, o percentil dejando a su derecha el% considerado así, un
cuartil de orden p tal que (0 < p < 100) deja el 100%− p% a su derecha.
Medidas de dispersión: estas indican el nivel de concentración de los datos que
están analizando y, por otro lado, nos informan sobre la bondad de los prome-
dios calculados como representativos del grupo de datos, las más relevantes
son:
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• Varianza y desviación típica S2 y S: la varianza y su raíz cuadrada positiva
son las medidas de este más importantes y fundamentales en estadística.
Su expresión viene dada por la fórmula









la raíz cuadrada positiva será la desviación típica. La fórmula se hará 0
cuando todos los valores del intervalo sean iguales a la media.
• Recorrido o Rango R: se conoce al hacer la diferencia entre el mayor y
el menor de los valores; debemos tener cautela cuando existen valores
muy aislados unos de otros ya que el sentido de este queda distorsionado
y puede inducir a error en la interpretación del mismo. Es una medida
de dispersión de la distribución. Se pueden plantear también recorridos
inter-cuartílicos o semi-intercuartílicos.
• Coeficiente de variación: se obtiene entre la desviación típica y el valor




Medidas de forma: estas medidas las empleamos para interpretar la represen-
tación gráfica de los datos del estudio que hayamos hecho y o distribución.
Fundamentalmente se emplea la simetría y el apuntamiento de la curva de
distribución normal.
• Simetría: se puede presentar simetría respecto de la Me o la x¯ cuando al
levantar un eje perpendicular a alguno de estos valores el dibujo es simé-
trico respecto al mismo. Cuando no es así, se presenae asimetría que será
positiva si el desplazamiento de la curva es a la derecha del eje trazado y
negativa cuando se produce a la izquierda del eje que hemos considerado
en principio. Tal y como podemos ver en la figura 2.13 (de distribución
normal).
Figura 2.13: Curva de distribución normal. Elaboración propia (2018)
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Esta curva es simétrica, los desplazamientos o asimetrías se producirán
cuando el máximo de la curva se desplace a izquierda o derecha en los











(xi − x¯)3 (2.35)
Cuando g1 < 0 es asimétrica negativa; si g1 = 0 es simétrica y si g1 > 0 es
asimétrica positiva.
• Apuntamiento: la medida de Curtosis estudia la concentración de las fre-
cuencias en la zona central de la distribución y, cuanto más grande es la
concentración, más apuntada será la curva. La distribución normal tiene









Si consideramos S = 1 y x¯ = 0 la curva será de la forma que podemos
ver en la figura 2.13; el mayor o menor achaparramiento de la curva lo
podremos ver de forma matemática empleando el segundo coeficiente de










(xi − x¯)4 (2.38)
Cuando g2 < 0 es menos apuntada o Platicúrtica; si g2 = 0 es Mesocúrtica;
si g2 > 0 es más apuntada o Leptocúrtica.
Todos estos elementos, junto a otros que explicaremos en el apartado siguiente, son
empleados en estadística descriptiva para, con posterioridad, hacer inferencias so-
bre las poblaciones y datos objeto de estudio.
Estadística inferencial
Esta parte de la estadística es con la que elaboramos conclusiones válidas so-
bre los datos pertenecientes a una población en estudio sobre la base del cálculo de
probabilidades y, partiendo de una muestra representativa de la anterior. las con-
clusiones se basarán en las inferencias de las características concretas de nuestras
variables aleatorias. Existen dos tipos de inferencia [108]:
La inferencia paramétrica: esta se produce cuando se conoce la distribución
de probabilidad de la variable analizada pero los parámetros son desconocidos
y se intenta aproximar o predecir el valor de dichos parámetros.
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Inferencia no paramétrica: con ella se tratará de averiguar el modelo concreto
de la variable objeto de estudio o bien, se intentará profundizar en el conoci-
miento de la misma sin presuponer ninguna función de densidad concreta. Se
trata de dar respuesta a preguntas del tipo: ¿el consumo de los distintos tipos
de buques sigue una distribución normal con respecto a su eslora?.
La inferencia estadística permite crear modelos de predicción asociados a los fenó-
menos en estudio, teniendo presente la aleatoriedad de las observaciones y partien-
do de los muestreos realizados las inferencias pueden tomar forma de:
1. Pruebas de hipótesis: respondiendo afirmativamente o negativamente a una
pregunta.
2. Estimaciones: en base a características numéricas.
3. Pronósticos: sobre futuribles en base al estudio de datos reales.
4. Correlaciones: que son descripciones de asociación de variables.
5. Análisis de regresión: en base a modelado de relaciones entre variables impli-
cadas.
Para poder trabajar en este campo será necesario conocer una serie de elementos que
nos ayudan a hacer inferencias sobre los datos que hemos recolectado para nuestro
estudio así tenemos que definir:
Intervalos de confianza d: delimitados por un par de números entre los cuales
se estima que (con cierto nivel de probabilidad de acierto) estará el valor del
parámetro en la población.
Nivel de confianza α: es la probabilidad de que el intervalo de confianza con-
tenga el valor real extensible a la población que viene dado por n(1 −α) = Zα
el valor de α se considera generalmente entre los valores del [0,05 : 0,15] que
arrojan valores normalizados de la variable que podemos ver en la tabla 2.11
de distribución normal.











Cuadro 2.11: Tabla de nivel de confianza. Elaboración propia (2018)
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Contraste de hipótesis: este es el procedimiento empleado para comprobar si
una propiedad, que suponemos cumple una población, es coherente con lo
observado en la muestra siguiendo una serie de pasos:
1. Qué se quiere demostrar: nos obliga a preguntar y saber que estadísticos
nos ayudarán en mayor medida a obtener información útil para el estu-
dio.
2. Qué precisión necesitamos: que es inversamente proporcional al error
aleatorio y depende por tanto, del tamaño de la muestra que se tome.
3. La variablidad θ: dependiendo de la mayor o menor homogeneidad de la
muestra que tomemos, tendremos que considerar muestras mayores para
poblaciones de datos muy heterogéneas y más pequeños para las que sean
homogéneas.
4. Tipo de muestreo: dependiente del tipo de muestreo que tomemos ten-
dremos mayor o menor variación y esto debemos tenerlo también presen-
te en el estudio del problema.
5. Tamaño de la población: cuando la población aumenta, la muestra debe
aumentar pero, como paradoja, en poblaciones muy grandes el tamaño de
la muestra llega a un momento que no influirá en el resultado final por lo
que llegará un punto en el que los resultados con una población máxima
serán los mismos por mucho que se aumente esta.
Tamaño de la muestra n: con población infinita un valor de n = 30 es suficiente.
De todas formas, si queremos reducir el intervalo de confianza d, debemos
ampliar el tamaño de la muestra n ya que, si aumenta la población θ también
debe aumentar el tamaño de la muestra. La variabilidad se concentra en el S2
para variables cuantitativas y en la proporción p por la diferencia (1− p) en el
caso de las variables cualitativas p(1−p). La fórmula de cálculo del tamaño de





Debemos tener presente que Z se corresponde con le valor de la variable es-
tandarizada para el nivel de confianza α que se considere.
Tablas de distribución normal: ofrecen las relaciones entre los niveles de con-
fianza y los valore de Zα como podemos ver en el cuadro 2.11.
Dependiendo de las variables que comparemos en nuestro estudio hablaremos de
análisis bidimensional y multidimensional. El primero es en el que solo compara-
mos dos variables X/Y , el segundo es el caso más frecuente y es en el que tenemos
que estudiar múltiples variables relacionadas en el problema. En el bidimensional
establecemos relaciones sencillas empleando:
Coeficientes de correlación: estos nos hablan sobre la fortaleza de la relación
de las observaciones de dos variables. Los más empleados son:
• Coeficiente de correlación de Pearson r: es una correlación lineal en la
que se busca conocer el grado de relación de dos variables cuyo valor ab-
soluto debe encontrarse entre 0 y 1. Cuando el valor es negativo tiene el
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mismo significado que cuando es positivo, únicamente indicará que la
correlación es inversa entre las variables estudiadas. La fortaleza de la
correlación r de Pearson viene dada por la proximidad al valor absoluto
máximo. Para conocer la entidad de correlación tomaremos como refe-
rencia la siguiente distribución de valores:
1. Si r está entre 1 y 0,5 en valor absoluto la correlación es fuerte.
2. Si r está entre 0,5 y 0,3 en valor absoluto la correlación es moderada.
3. Si r está entre 0,3 y 0,1 en valor absoluto la correlación es débil.
4. Si r está por debajo de 0,1 la correlación es muy débil o inexistente.






◦ El valor de r es el valor de la correlación.
◦ El numerador representa el valor de la covarianza de las matrices de
las variables X/Y .
◦ El denominador es el producto de las desviaciones típicas de las va-
riables estudiadas.
Podemos establecer tablas de correlación como las que podemos ver en el
cuadro 2.12
X/Y y1 y2 y3 . . . y1n
x1 n11 n12 n13 . . . n1n
x2 n21 n22 n23 . . . n2n
x3 n31 n32 n33 . . . n3n
. . . . . . . . . . . . . . . . . .
xn nn1 nn2 nn3 . . . nnn
Cuadro 2.12: Tabla de datos de correlación. Elaboración propia (2018)
• Coeficiente de asociación de ϕ o de Matthews: permite cuantificar la rela-
ción entre ambas variables de forma sencilla. Solo válido para correlacio-
nes binarias y dicotómicas es decir, que una anula a la otra. Definido en
[−1,1]; cuanto más cerca de los extremos más fuerte es la relación. Es una
correlación de carácter nominal dicotómica como las que podemos ver en





Covarianza SXY : nos permite conocer el grado de variación en conjunto de dos




(1/n) ·Σni=1xiyi − x¯y¯ (2.42)
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X/Y y1 y2 TOTAL
x1 n11 = A n12 = B A+B
x2 n21 = C n22 =D C +D
TOTAL A+C B+D
Cuadro 2.13: Tabla dicotómica. Elaboración propia (2018)
Recta de regresión: es interesante para conocer la tendencia de los valores
obtenidos y como se agrupan o relacionan. Como toda recta es de la forma
Y =mX + b y nos permite predecir el comportamiento de la variable que este-
mos analizando, sus dos parámetros se corresponden con:
• Pendientem: este valor de la pendiente representa el parámetro que mide
el peso de la variable.
• Altura b: representa un término aleatorio en la ecuación
De otra forma, podemos hacer la siguiente asimilación
Y = mX + b→

m = βi ∀i = 0,1 . . .p
X = Xi ∀i = 1,2 . . .p
b = ε
(2.43)
De esta forma podemos escribir la ecuación con el parámetro variable aleatoiro
ε y el termino fijo β0 o punto de corte considerando a Yt los valores de la
variable independiente como
Yt = β0 + β1X1 + β2X2 + β3X1 + . . .+ βpXp + ε (2.44)
Los elementos anteriores los empleamos cuando existe linealidad en los datos ana-
lizados así, como podemos ver en la figura 2.14 tenemos la representación gráfica
de una muestra de la variable Y y la recta de regresión generada de aproximación.
Cuando no se puede obtener esta linealidad nos vemos obligados a recurrir curvas
más complejas para poder buscar las relaciones o funciones que puedan ajustar los
datos de la muestra y por tanto entramos en el campo de las relaciones no lineales
donde se emplean otro tipo de curvas como parábolas, hipérbolas u otros tipos de
combinaciones.
Formulación para la inferencia
Veremos ahora a modo de recopilación una serie de fórmulas que son importan-
tes para los estudios de inferencia en estadística. Estas fórmulas permiten adaptar
algunas de las anteriores a las peculiaridades de los casos en estudio, son:




Z2α × p(1− p)
n
(2.45)
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Figura 2.14: Representación gráfica de regresión lineal. Elaboración propia (2018)
Cuando las poblaciones sean finitas menores de 100.000 debemos incorporar
a la formula la población que tengamos así surge la formula para la muestra
n =
n ·Z2α · p(1− p)
d2(N − 1) +Z2α· (1− p)
(2.46)
Donde el valor de d viene dado por la expresión
d =
√
Z2α × p(1− p)
n
× N −n
N − 1 (2.47)
Para variables cuantitativas continuas debemos aplicar las siguientes formu-
laciones dependiendo de las características de las poblaciones que se estén
analizando así la muestra se tomará en función la varianza S2 según intervalo





Con la población por debajo de 100.000 tenemos que aplicar para la muestra
la ecuación modificada
n =
N ·Z2α · S2
d2(N − 1) +Z2α · S2
(2.49)
Cuando tenemos varias variables en una muestra es muy útil emplear la si-












N − 1 (2.51)
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Hasta este punto hemos visto la formulación básica para el análisis de datos de
forma estadística que podemos aplicar en un estudio de variables representativas
relacionadas con la EE. Esta formulación nos permitirá analizar bases de datos com-
puestas por variables tales como temperaturas, consumos, variables ambientales in-
teriores y exteriores para comprobar como participan estas en la EE del buque como
sistemas y de sus sistemas embarcados de forma particular.
Estos elementos son importantes para conocer las tendencias de los datos que se
puedan analizar para tomar decisiones en el marco de la mejora de la EE. Desde la
estadística descriptiva podremos establecer la imagen que nos permita hacer infe-
rencias, predicciones y elaborar modelos partiendo de los datos obtenidos si bien,
debemos tener presente que es fundamental en el campo de la EE la dimensión tem-
poral es fundamental, pues estas variables son dinámicas y requieren de un estudio
en el que se tenga presente el tiempo (t). Por otro lado, el análisis de las variables es
multidimensional, lo que complicará el estudio y obligará en ocasiones a tener que
emplear atajos de carácter heurístico que nos permitan aproximar una solución.
Otro elemento importante es efectuar un control estadístico de procesos de los sis-
temas energéticos embarcados que nos permitan conocer la bondad de los mismos
y su desempeño.
2.8.2. Control estadístico de la calidad de procesos
El Control Estadístico de Procesos (CEP) se emplea para estudiar y conocer la
mayor o menor estabilidad de los mismos, buscando reducir su variabilidad ya que,
a menor variabilidad mayor desempeño del proceso en estudio. En el CEP es ne-
cesario recolectar los datos de forma ordenada y clara, teniendo presente que las
variables que consideremos estarán influidas por la dimensión temporal (t).
En general, los datos controlados no son homogéneos y sufren cierta variabilidad,
esta variabilidad hace que sus valores se distribuyan dentro de un rango en el que
queremos controlar el proceso y, este rango, se determinará desde el análisis de
muestras de la población considerada y nos dará información sobre el desempe-
ño del proceso estudiado [109].
La variabilidad en los procesos viene dada por dos tipos de causas, las causas co-
munes y las causas especiales; las primeras son aquellas cuya variabilidad puede
predecirse fácilmente pero que no deben ser menospreciadas en el estudio del pro-
ceso y, las causas especiales o asignables, que son aquellas que pueden producir un
error fatal en el proceso y que no son típicas o inherentes al mismo dejando este
fuera de control [110].
Ambos tipos de causas deben ser eliminadas del proceso así, para detectarlas hay
que caracterizarlas. En el caso de las causas comunes estas son abundantes, pro-
ducen variaciones pequeñas, son inherentes al proceso y difíciles de eliminar del
mismo y, por otra parte, las variables especiales o asignables son pocas, pero con
efectos de entidad en el proceso que estudiamos y son más fáciles de eliminar del
proceso [111].
Generalmente empleamos para controlar esta variabilidad y distribución gráficos
de dispersión de las variables los cuales, emplean límites de control para conocer si
el proceso que estamos estudiando está controlado o no. El desempeño del proceso,
que no es más que ver como se ajusta el mismo al resultado esperado, debe medirse
usando indicadores de desempeño lo que requiere del uso de variables y sus relacio-
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nes que permitan cuantificar el logro o éxito del mismo. Existen distintos gráficos o
cartas de control estadístico de la calidad de los procesos.
El CEP es muy empleado en la industria para controlar los procesos de producción
empleando funciones o indicadores de desempeño como son la eficacia del proceso
para obtener el producto, la eficiencia del mismo, la economía de su funcionamien-
to y su calidad. De igual forma estos elementos de control pueden ser empleados
en EE de forma general y, en particular al control de los procesos energéticos del
buque de guerra. Con ellos podemos controlar el consumo y la generación, dentro
de parámetros de EE para cumplir con los objetivos, la eficiencia en el consumo, la
economía del proceso y su calidad.
La necesidad de controlar los procesos y su calidad es de vital importancia hoy en
día. Según la operación o proceso que queramos controlar (financiera, industrial,
mantenimiento etc.) estamos obligados a emplear programaciones sistemáticas que
nos permitan obtener el mejor de los desempeños del proceso. Podemos decir que
el control estadístico de la calidad de un proceso es aquel en el que, mediante la
aplicación de técnicas estadísticas, controlamos un proceso para comprobar su ido-
neidad y la del resultado o producto final del mismo.
Una filosofía muy empleada en cuestión de aseguramiento de la calidad de los pro-
cesos es el Six-Sigma (6σ ) que busca reducir el número de fallos en un proceso mejo-
rando la calidad de los mismos y perfeccionándolos [112]. Es empleado en múltiples
campos que van desde la actividad industrial [113], actividades de mantenimiento
[114] o a la propia EE [115]. La técnica sistemática fue empleada por Motorola en
los años 80 del pasado siglo con gran éxito, reduciendo los fallos de forma conside-
rable hasta 3 ó 4 fallos por millón de sucesos [116], esto es lo que se denomina tener
una compañía (6σ ). Cuando aumentamos el número de fallas en el proceso iremos
reduciendo el nivel σ del proceso, si se nos presentan 233 fallos por cada millón de
sucesos tendremos una organización o proceso 5σ ; si pasamos a 6.210 fallos tendre-
mos un proceso 4σ ; un número de fallos igual a 66.807 será el ofrecido por procesos
3σ . Generalmente la mayoría de empresa operan en niveles de 2 y 3σ con un núme-
ro de fallos de entre 66.807 y 308.538 [117] lo que hace que aparezcan problemas
de negocio o procesos defectuosos.
El (6σ ), su filosofía, se basa en una serie de procesos ordenados en los que emplea-
mos herramientas estadísticas con la secuencia:
1. Definir: es el primer paso de todos, en el definiremos que procesos serán objeto
de evaluación en la organización o sistema.
2. Medir: con ello podremos conocer cuál es el estado del fallo, defecto o proble-
ma que aqueja al proceso en estudio y que queremos mejorar.
3. Analizar: facilitará, mediante el contraste e interpretación de los resultados
medidos e históricos localizar las causas del fallo o problema.
4. Mejorar: actuamos ahora sobre los procesos mejorando los mismos con respec-
to a su funcionamiento anterior.
5. Controlar: mediante la aplicación de medidas que nos permitan garantizar
tanto la continuidad de los procesos estudiados como su eficacia.
Para la aplicación de la filosofía Six Sigma se emplea herramientas estadísticas que
nos permitan desarrollar la misma, estas herramientas son [118]:
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1. Diagramas de flujo de proceso: con estos descomponemos el proceso en sus
etapas, de forma secuencial y ordenada y mostrará, además, los elementos crí-
ticos en el mismo. En la figura 2.15 podemos ver representado un proceso
sencillo imaginario compuesto por un inicio, una serie de procesos ordenados
1 a 3, una decisión del mismo con una tarea intermedia caso de ser la respues-
ta negativa, y un fin. Este tipo de gráficos son de gran utilidad, el de la figura
2.15 emplea símbolos típicos de los sistemas si bien se pueden emplear otros
tipos. Son muy empleados por ejemplo en actividades industriales, financieras
o sanitarias [119], en general cualquier proceso requerirá de unas entradas, un
proceso, unos recursos para poder desarrollar este y unas salidas como resul-
tado de todo lo anterior [120].
Figura 2.15: Gráfico de proceso tipo. Elaboración propia (2018)
2. Diagramas causa efecto: estos se emplean para detectar causas y consecuen-
cias de los problemas del proceso estudiado. En la figura 2.16 podemos ver
un ejemplo que presenta una serie de causas externas e internas del proceso
responsables del efecto. Son denominados también diagramas de espina de
pescado y fueron propuestos por K. Ishikawa en los años ochenta del pasado
siglo XX [121].
Figura 2.16: Gráfico causa efecto. Elaboración propia (2018)
3. Diagramas de Pareto: con estos diagramas buscamos identificar las causas pri-
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marias de los problemas del proceso en estudio y su mayor o menor incidencia
con lo que, a la hora de eliminar estas del proceso, empezaremos por aquellas
con más efecto sobre el mismo ya que facilitan una mejora mayor. En la figu-
ra 2.17 podemos ver una de estas representaciones. Se combina mucho con el
proceso de Análisi de Modo y Efecto de las Fallas (FMEA) existiendo abundan-
tes ejemplos desde la aplicación a la fabricación de patatas fritas [122] como
en proceso de análisis de procesos de formación [123] o, en el campo de la
energía [124].
Figura 2.17: Gráfico de Pareto. Elaboración propia (2018)
4. Histogramas: que nos permiten hacer agrupaciones Gaussianas sobre la ba-
se de límites superior e inferior del proceso y su tendencia central con ello,
podremos obtener información sobre la variabilidad del proceso. En la figura
2.18 podemos ver una representación de este tipo de gráficos empleados de
forma recurrente en estudios estadísticos por ser un elemento gráfico que per-
mite efectuar inferencias de forma rápida sobre los datos. Son de aplicación en
el campo de gran aplicación en ingeniería [125].
Figura 2.18: Gráfico tipo histograma. Elaboración propia (2018)
5. Gráficos de recorrido: son la representación de los datos obtenidos para una
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variable en relación al tiempo (t) y nos permiten detectar los cambios en el
proceso a lo largo del tiempo y con ello ver las tendencias del mismo. La figura
2.19 representa uno de estos gráficos y los valores de una variable con respecto
al tiempo.
Figura 2.19: Gráfico de recorrido. Elaboración propia (2018)
6. Gráficos de control: con ellos podemos identificar causas que afectan al valor
promedio del proceso y facilitar así la toma de decisiones. Un esquema sen-
cillo de gráfico de control lo podemos ver en la figura 2.20. Existen múltiples
variantes de este tipo de gráficos pero, se basan fundamentalmente en estable-
cer unos límites de control superiores e inferiores que nos permiten conocer, a
la vista de los datos, el estado de control del proceso cuando los valores de las
variables se encuentran dentro de estos y están cercanos a la línea de referen-
cia dada por el valor de la media estimada respecto de una muestra inicial de
datos.
Figura 2.20: Gráfico de control de proceso. Elaboración propia (2018)
7. Modelos de regresión: permiten elaborar un modelo de relación entre las va-
riables de entrada y sus respuestas facilitando así, la predicción de las mismas.
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En la figura 2.21 podemos ver en principio los valores representados según un
gráfico de dispersión en el que podemos ver las correlaciones entre los valores
de dos variables, como explicamos en el apartado 2.8.1 y sobre la que aparece
dibujada una función de regresión lineal de los datos.
Figura 2.21: Gráfico de regresión dispersión. Elaboración propia (2018)
8. Procesos de mejora continua: consistentes en las tecnologías que facilitan la
estabilidad de los procesos estandarizando los mismos.
9. Diseño de procesos: con el diseño de procesos marcaremos la misión de este,
las necesidades, las estrategias del mismo los planes de análisis de la informa-
ción obtenida y el análisis y mejora del proceso.
10. Análisis de la varianza: esta es la técnica de contraste de hipótesis de vital im-
portancia en procesos en los que influyen más de dos variables que complican
la formulación matemática de los mismos.
11. Cuadros de mando integrales: empleados para la implantación de la estrategia
en la empresa, proceso o sistema deseado.
12. Diseño de experimentos: estos experimentos de carácter estadístico nos per-
miten desde las variables de muestreo, observar la influencia en el proceso de
factores que consideremos.
13. Control estadístico de procesos (CEP): con el que podemos identificar las cau-
sas de la variabilidad del proceso.
En definitiva, con el Six Sigma tratamos de identificar las CTQ, FMEA que se pro-
ducen en el proceso y diseño de experimentos (Design of Experiments (DoE)) para
identificar las variables críticas y establecer los objetivos del proceso de forma clara
y precisa. La última de las fases del proceso Six Sigma se apoya en gran medida en
el CEP destacando como la principal de sus herramientas los gráficos de control de
procesos de los que veremos los más empleados a continuación detalladamente.
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2.8.3. Gráficos de control
Los gráficos de control, también denominados cartas de control o en inglés “Con-
trol Charts” son representaciones que nos permiten controlar y monitorizar de for-
ma gráfica el estado del proceso que estemos analizando referido a la dimensión
temporal generalmente (t). Los gráficos de control son sencillos de construir y de
gran utilidad para controlar la estabilidad y conocer tendencias de los procesos en
un rango determinado.
Evidentemente, también presentan sus inconvenientes ya que, aunque reflejan la
estabilidad de un proceso esto no implica que el mismo se encuentre dentro de
parámetros de calidad optima es decir, puede suceder que desde los criterios que
hayamos marcado consideremos que el proceso está bajo control pero en realidad,
puede estar fuera de control observado desde la perspectiva de los agentes externos
como pueden ser el cliente del producto que elaboremos, la capacidad de absorción
de un medicamento por ciertos individuos o la validez de técnicas docentes que so-
metamos a estudio [126]. Todo esto tiene mucho que ver con la capacidad de proceso
y su desempeño es decir, lo eficiente que está siendo el mismo.
De forma general los gráficos nos ofrecen información sobre el nivel de control de
un proceso con cierta variabilidad así podremos distinguir tres situaciones:
1. El proceso es controlado y además capaz: Esto quiere decir que el proceso
se encuentra dentro de los límites inferior y superior que le hemos marcado
y, su capacidad significa que el proceso es eficiente. Solo se presentan causas
naturales que afectan al mismo que son más que la variabilidad propia del
proceso dentro de los límites de control establecidos.
2. El proceso es controlado pero no capaz: el proceso está en control, pero no
es capaz de mantenerse en rangos deseados. de igual forma, solo se presentan
variables naturales del proceso e inherentes al mismo.
3. El proceso está fuera de control: estos procesos están descentrados de los lí-
mites de control debido a que en la variabilidad del mismo está afectado por
causas denominadas imputables que son variaciones que afectan al proceso
por algún problema ajeno al mismo como puede ser en una linea de elabora-
ción las averías de las máquinas. en la figura 2.22 podemos ver representadas
las tres situaciones que se nos pueden presentar en los procesos; las líneas rojas
determina la zona de control y se ajustan a los límites que hemos determinado
de calidad para nuestro producto o proceso, siendo la línea verde la que se
ajusta a los parámetros de calidad óptima.
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Figura 2.22: Tipología de los procesos. Elaboración propia (2017)
Los gráficos de control son herramientas muy efectivas para el control estadístico de
procesos y por ello, a lo largo del tiempo, han ido apareciendo distintos gráficos que
se encaminan a controlar los procesos desde distintos puntos de vista. Los gráficos
más empleados en control de calidad estadística son:
Los gráficos de Shewhart.
Los gráficos CUSUM.
Los gráficos EWMA.
Los gráficos Media Móvil (MM).
Como ya hemos comentado, para poder aplicar a un proceso un gráfico de control,
este debe tener como característica fundamental la estabilidad para ser predecible
dentro de la aleatoriedad a la que están sometidos los procesos a los que se aplican.
Así, el proceso puede ser perfecto, es decir que siempre presenta el mismo valor a
lo largo del tiempo (proceso ideal) o puede variar en cierta medida en un entorno
próximo al valor medio de referencia a lo largo del tiempo. Esta última situación
es la que se suele presentar normalmente en cualquier proceso que analicemos y al
que queramos aplicar este tipo de gráficos [127].
De forma general, para construir un gráfico de control partiremos de una muestra
de valores de la variable que queremos cuantificar, medir y controlar comproban-
do la normalidad de la muestra y, caso de existir valores fuera de los criterios de
normalidad procederemos a su eliminación. Tras esto debemos proceder a marcar
la línea central Línea Central (LC) del proceso, cuyo valor se recomienda establecer
con un número suficiente de análisis de la muestra de control que puede estar entre
20 y 30 veces. Tras esto es necesario establecer los límites del gráfico de control que
serán de dos tipos, un primer límite de aviso, Límite de Aviso Superior (LAS) y otro
Límite de Aviso Inferior (LAI) y un segundo límite de control, Límite de Control Su-
perior (LCS) y un Límite de Control Inferior (LCI). El primero se suele situar a ±2σ
y el segundo a ±3σ de todas formas, podemos considerar los valores 2 y 3 absolutos
para los límites cuando la muestra es suficientemente amplia en valores (mayor de
30 valores).
Veremos a continuación de forma particularizada como construimos los elementos
antes mencionados dependiendo del tipo de gráfico que queramos emplear.
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Gráficos Shewhart
W. A. Shewhart fue el primero en desarrollar gráficos de control de procesos pa-
ra la Bell Co. en la década de los años 20 del pasado siglo, publicando un libro sobre
control de calidad en 1931 en el que se tratan muchos otros temas, además de sus
famosos gráficos de control [128]. El objetivo de estos gráficos de control no es otro
que el de obtener un grafo que nos permita monitorizar variables de un proceso de
forma analítica. Para ello debemos seleccionar una muestra inicial de valores que,
como característica, debe ser de estabilidad contrastada como ya hemos comentado
anteriormente para poder construir un gráfico válido.
La formulación básica para construir este tipo de gráficos parte de considerar una
distribución normal N (µ,σ ) donde al tomar una muestra n de la población obtenga-





como LCS, considerando así el proceso bajo control.
Este proceso de toma de muestras del que obtenemos un valor para X¯, debemos re-
petirlo de forma continua a lo largo del tiempo considerándose que, el proceso está
fuera de control, cuando el valor de x¯ se salga de los límites de control asignados.
Con los datos anteriores podemos construir lo que se denomina gráfico de medias
como el que podemos ver en la figura 2.23 donde se presentan los límites y el valor
de la media, con la distribución normal a la izquierda, viendo así la relación que
existe entre ambos gráficos, el descrito de control con anterioridad y la curva de
distribución normal que podemos ver el la figura 2.13.
Figura 2.23: Gráfico de medias. Elaboración propia (2018)
Este primer paso de obtención del gráfico de control en base a la X¯ lo mejorare-
mos para obtener gráficos que nos permitan obtener más información del proceso y
que permitan la inferencia y por tanto predecir el comportamiento del proceso así,
para mejorarlo, podemos considerar la dispersión de los valores de la muestra y, em-
pleando la desviación típca σ y el rango o recorrido R de la misma, obtendremos un
gráfico que permitirá asegurar la estabilidad de forma más certera que solo con las
medias. También podemos emplear para la construcción del gráfico la información
aportada por la desviación típica de la muestra S. Obtendremos con los estadísticos
anteriores los denominados gráficos “R” y “S” de recorridos o desviaciones típicas.
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Para construir estos gráficos partiremos de dos supuestos, aquel en el que conoce-
mos los valores de µ y σ y el contrario, cuando no los conocemos así tendremos
cuatro casos:
1. Gráfico X¯ −R:
a) Conocidos µ, σ : cuando conocemos los valores de µ y σ podemos construir
el gráfico de forma sencilla calculando los límites de la siguiente forma y





LC = µ (2.52)
LCI = µ− 3√
n
σ = µ−Aσ
Si quiero elaborar el gráfico en base a los recorridos, lo haré en base a la
siguiente formulación:
LCS = (d2 + 3d3)σ =D2σ
LC = d2σ (2.53)
LCI = (d2 + 3d3)σ =D1σ
En donde los valores de d2, d3, D1 y D2 2.25 son valores que podemos
tomar de las tablas elaboradas para procesos normales en función del
tamaño de la muestra n.
b) Desconocidos µ, σ : cuando no conocemos los valores de µ y σ debemos
proceder a estimar un valor de µ partiendo del cálculo de la media de
las medias que notaremos como ¯¯X y, para σ desde el rango medio de
una serie de muestras k que consideremos y que notaremos como R¯. El
número de muestras que se suele considerar aceptable está entre 15 y
30. Con nuestros valores medios calcularemos los límites de la siguiente
forma:






LC = ¯¯X (2.54)





De igual forma calcularemos los límites para el gráfico de recorrido que
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Como en el caso anterior los valores de D3 y D4 los obtendremos de las
tablas que podemos ver en la figura 2.25 3 de valores calculados para
distribuciones normales dependiendo del tamaño de las muestras. Una
vez calculados los límites debemos comprobar si las muestras se salen de
los mismos y, caso de ser afirmativa la contestación, habrá que buscar las
causas asignables y volver a calcular los mismos de forma periódica cada
k muestras.
2. Gráfico X¯ − S:
a) Conocidos µ, σ : cuando conocemos los valores de µ y σ para S el caso es





LC = µ (2.56)
LCI = µ− 3√
n
σ = µ−Aσ

















Los valores de c2, B2, y B1 los obtenemos también de valores tabulados.
b) Desconocidos µ, σ : cuando no conocemos los valores de µ y σ procedere-
mos de forma similar a como procedimos con las medias y los recorridos
solo que ahora, µ lo estimamos con ¯¯X y σ a partir de la desviación típica
muestral media S¯ con k muestras iniciales. Con estos dos valores estare-
mos en condiciones de dibujar el gráfico de control:





S¯ = ¯¯X +A1S¯
LC = ¯¯X (2.58)




S¯ = ¯¯X −A1S¯
En este caso el valor de A1 esta también tabulado según la figura 2.25. Debe-
mos tener presente que cuando se den situaciones en las que conozcamos uno
de los valores de σ o µ recurriremos a combinar ambos procedimientos ya es-
temos tratando gráficos “R” o gráficos “S”. En la figura 2.24 podemos ver un
gráfico de control de Shewhart de tipo R controlado.
3Enlace: https://optyestadistica.files.wordpress.com/2008/08/tablactesgrafcontrol.gif
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Figura 2.24: Gráfico Shewhart. Elaboración propia (2018)
En la figura 2.25 podemos ver los valores de todos los parámetros implicados en la
elaboración de este tipo de gráficos de control. Podemos ver en las filas el tamaño
de las muestras n y en las columnas los distintos valores que toman según el tamaño
de las muestras los Di , Ai , Bi .
Figura 2.25: Datos para gráficos de Shewhart. Fuente internet (2017)
Gráficos CUSUM
Este tipo de gráficos fueron diseñados por Page en 1954 [129] y su finalidad era
detectar cambios pequeños en los procesos que queremos controlar. La detección
con este tipo de gráficos se puede hacer en el entorno de 0,5σ a 2σ , lo que mejora
los gráficos de Shewhart ya que, estos últimos, solo detectan cambios grandes en el
proceso, por contra, la detección de cambios grandes es más lenta en los CUSUM.
Page comprobó que si el proceso está bajo control en torno al valor de cotrol, las
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sumas acumuladas debían fluctuar en torno al valor cero [130] así, los CUSUM, em-
plean estas sumas hasta el valor i-esimo de las desviaciones de los valores de la
muestra respecto del valor de control objetivo que notaremos como µ0, si el valor
está por encima de este tendremos lo que se denomina un valor en C+ y cuando está
por debajo tendremos un valor de proceso en C−.
El gráfico CUSUM, partiendo de la consideración inicial que la variables que quere-
mos estudiar toma valores xi dentro de una distribución N (µ0,σ ) (proceso bajo con-
trol), representará los valores de la suma acumulada Sm = Σ
n
i (Xi −µ0) de la muestra,
siendo muy eficientes en procesos con tamaño de la muestra n = 1. Estos gráficos se
suelen construir sobre la base de medias X¯ de los valores de las muestras o directa-
mente sobre valores individuales de la variable (n = 1) así, sus límites son de forma
algorítmica y vienen dados por las expresiones:
C+i =max[0,Xi − (µ0 +K) +C+i−1] (2.59)
C−i =max[0, (µ0 −K)−Xi +C−i−1] (2.60)
El valor deXi es el valor de la media de la muestra, considerando los valores iniciales
C+0 = C
−
0 = 0; el coeficiente K es un valor denominado holgura que se calcula como
el valor medio del valor objetivo µ0 y un valor fuera de control µ1 de esta forma
podemos obtener el valor de K como se indica en 2.61:
µ1 = µ0 + δσupslopeδ =
|µ1 −µ0|
σ






Consideramos un valor de decisión H que, cuando C+i y C
−
i sobrepasan este valor
de decisión H (generalmente H = 5) asumimos que el proceso está fuera de con-
trol. Esta distancia H marca los límites de control a ambos lados de µ0. Los gráficos
CUSUM determinarán un proceso sin control cuando las sumas Sm adquieran ten-
dencia creciente o decreciente a partir de cierto punto por encima o por debajo del
valor objetivo µ0.
En la figura 2.26 podemos ver un gráfico CUSUM con un proceso fuera de control.
De forma sencilla, considerando que µ0 = 0, los valores de los límites de control en
los gráficos CUSUM vendrán dados por las expresiones:
LCS = µ0 +H
LC = µ0 (2.62)
LCI = µ0 −H
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Figura 2.26: Gráfico CUSUM fuera de control. Elaboración propia (2018)
Un elemento para considerar en los gráficos CUSUM es el denominado gráfico
V-Mask o máscara en V postulado por Barnard en 1959 [131] en el que se aplica un
proceso de visualización en “V” para analizar este tipo de gráficos. El proceso, de
forma simplificada, lo que hace es posicionarse sobre el último valor de la muestra
o suma acumulada Sm sobre el que se dibuja dos brazo en “V” para comprobar que
valores acumulados anteriores están fuera de las formas de esta. Si todos los valores
se encuentran dentro de las formas, el proceso está bajo control, si no es así, el que
esté fuera de las mismas más antiguo determinará el momento en el que el proceso
se ha salido del control.
Figura 2.27: Gráfico V-Mask. Elaboración propia (2018)
La figura 2.27 muestra la construcción de Barnard en la que, consideramos el
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origen máscara en “V” el último punto de la muestra Sm,i los puntos que se encuen-
tran fuera de las líneas “V” será un indicador de proceso fuera de control desde el
primero que se encuentre fuera en este caso a partir del tercer punto.
La construcción de los brazos de la “V” comienza por considerar un ángulo θ que es
la mitad del ángulo de los brazos de la “V” que se sitúa sobre el vértice del gráfico.
El origen es el último punto de la serie de sumas considerado p = Smm,i .
Los otros dos parámetros con los que determinamos la pendiente de los brazos pasan
por considerar los valores de h que es el intervalo de decisión y k que es desplaza-
miento de detección en valor de sigmas ±σ . La pendiente de los brazos viene dada
por la expresión 2hk/
√
n y el ancho de la máscara en el Origen es 2hσ/
√
n. En una
distribución normal se suelen considerar por valores de h = 4 y k = 0,5.
Gráficos EWMA
Los gráficos EWMA que podemos traducir como gráficos de media móvil ponde-
rada exponencialmente son una herramienta que nos permite monitorizar procesos
en los que se asigna un peso a los datos obtenidos del proceso el cual, va reduciendo
este con el paso del tiempo t.
Comparativamente con los gráficos de Shewhart, los EWMA controlan el proceso
sobre la base de la última medición junto a la mayor o menor veracidad de la base
de datos histórica del proceso, con los EWMA la toma de decisiones se hace a un
tiempo con la estadística temporal de los datos que se están monitorizando en cada
momento y los pertenecientes a la base histórica del proceso.
Estos gráficos emplean un factor de ponderación λ y puede mostrar sensibilidad a
variaciones pequeñas o graduales que afecten al proceso por el contrario, los grá-
ficos de Shewhart solo reaccionan cuando el parámetro se ha salido de los límites
establecidos de antemano.
Su definición matemática se debe a Roberts (1959) [132] y son de gran utilidad con
variables continuas permitiendo, como ya hemos dicho, la detección de cambios pe-
queños en el entorno del un valor objetivo µ0 como en el caso de los CUSUM.
Estos gráficos tiene como característica especial que permiten la reducción del ruido
que pueden generar los datos que no son posibles de controlar del proceso. Para la
construcción del gráfico de control EWMA tenemos que considerar un valor prome-
dio ponderado Zi que viene determinado por la expresión:
Zi = λxi + (1−λ)Zi−1 (2.63)
En la ecuación 2.63 el valor de λ es un valor constante de peso que oscila en el
intervalo (0,1) es decir 0 < λ < 1 definiéndose el primer valor Z0 como el valor
objetivo de control, es decir, Z0 = µ0.
Los límites LCS, LCI y la LC los calcularemos partiendo de la siguiente formulación:







LC = µ0 (2.64)












se aproxima al valor 1 por lo que los límites se reducen a las
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expresiones:




LC = µ0 (2.65)




La expresión gráfica de este grupo de ecuaciones es la que podemos ver en la figura
2.28. En esta podemos ver como los límites varían de forma exponencial con el paso
del tiempo llegando a estabilizarse. el EWMA, su fiabilidad, depende en gran me-
dida de obtener una base de datos verdaderamente representativas del proceso que
estemos analizando. Una vez calculado el valor promedio y la desviación estándar
sobre esta base de datos, el proceso puede someterse a monitorización teniendo pre-
sente que el proceso estaba bajo control durante la toma de datos. Si no se cumplen
estas premisas será necesario repetir el proceso de adquisición de datos.
Figura 2.28: Gráfico de control EWMA. Elaboración propia (2018)
Gráficos de control de Media Móvil (MM)
Al igual que los gráficos CUSUM y EWMA, los gráficos MM tienen memoria. Se
basan en calcular una media móvil. Suponiendo una serie de muestras t de tamaño n
con valores de medias X¯1, X¯2, · · · , X¯t definiremos el valor de media móvil de alcance
W como el valor:
Mt =
x¯t + x¯t−1 + · · ·+ x¯t−W + 1
W
(2.66)
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Figura 2.29: Gráfico de control de MM. Elaboración propia (2018)
En este tipo de gráficos varía el valor de la media conforme avanza el proceso,
sustituyendo el valor más antiguo por la nueva media con el paso del tiempo. Con-
siderando la hipótesis nula cierta, tendremos un valor de µ0 tal que los límites de
control vendrán dados por las expresiones siguientes para 3σ :
LCS = ¯¯X + 3
σ√
n ·W (2.67)
LC = ¯¯X (2.68)
LCI = ¯¯X − 3 σ√
n ·W (2.69)
La representación gráfica es de la forma que se puede ver en la figura 2.29 en la que
los límites superior e inferior se cierran conforme el proceso avanza.
2.8.4. Gráficos de control multivariante
Los gráficos que hemos visto hasta este momentos son gráficos de control en
los que analizamos las variables de forma aislada, univariante, pero existe la posi-
bilidad de estudiar las variables de forma conjunta empleando gráficos de control
multivariante. Estos últimos son de gran utilidad en sistemas complejos y gracias al
desarrollo informático se aplican en múltiples procesos complejos en los que existen
correlaciones entre sus variables.
Su aplicación se extiende a múltiples áreas de actividad, tres de los más empleados
son los procesos de Hotelling, el MCUSUM que es la variación del modelo CUSUM
multivariante y el MEWMA que es un procedimiento EWMA multivariante. Todos
ellos han sido analizados y comparados en variada literatura para múltiples aplica-
ciones tanto en procesos industriales como en el campo de la ingeniería o las ciencias
sociales [133] [134] [135] [136].
En este apartado vamos a explicar el proceso de Hotelling por ser uno de los más
difundidos desde que en 1947 fuese postulado por el autor que le dío nombre H.
Hotelling [137] y que se aplica tanto a procesos de trabajo en el sector textil [138]
de forma individual como combinado con otros elementos matemáticos como la
monitorización de procesos multivariante empleando red neuronal artificial Fuzzy
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ARTMAP para la localización de causas asignables a los elementos fuera de control
en el proceso [139] [140] o para mejorar el mantenimiento predictivo en buques
mercantes [141].
Procedimiento de Hotelling
La potencia de los medios informáticos actuales ha hecho que los procedimien-
tos multivariante sean más fáciles de utilizar en el control de procesos donde se
plantean correlaciones entre las variables implicadas. Como hemos dicho uno de
los procesos más empleados es el de Hotelling o T de Hotelling, este nos permite el
control de varias variable si bien, no permite la detección de cambios pequeños o
medianos en el proceso. Es por ellos que se han realizado estudios en combinación
con otros elementos matemáticos que mejoran su funcionamiento en la detección de
cambios [142].
El proceso parte de considerar una serie de variables que queremos controlar al
mismo tiempo de un proceso bajo control con un vector de medias µ0 objetivo y que
notaremos como p, pudiendo presentarse dos situaciones:
1. Aquellas en las que conocemos este vector de medias µ0 y una matriz de cova-
rianzas de las variables que notaremos como Σ.
2. Aquellas en las que no conocemos µ0 y Σ.
Cuando conocemos µ0 = (µ0,1,µ0,2, · · · ,µ0,p) y la matriz de covarianzas Σ para un
proceso bajo control podemos construir en cualquier momento t = i una matriz de
medias X¯i al que asociaremos el estadístico de Hotelling [142]:







En la ecuación 2.70 T 2i sigue una distribución chi-cuadrado χ
2 con p grados de
libertad es decir, estamos hablando de una distribución de Pearson de distribución
continua. Cuando el proceso está bajo control se presenta la hipótesis Ho en la que
el suceso presente es µi = µ0 por tanto, la probabilidad α de que excedamos el valor
crítico con T 2i > χ
2
p,α hace factible el uso de un único Límite de Control (L.C.) de
la forma L.C. > χ2p,α (que no debemos confundir la LC que hemos empleado con
anterioridad). Cuando superamos este L.C. diremos que el proceso está fuera de
control. En la figura 2.30 podemos ver un gráfico de Hotelling en el que el proceso
está controlado con respecto a su límite L.C. en rojo y, los valores del estadístico.
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Figura 2.30: Gráfico del estadístico de Hotelling. Elaboración propia (2018)
En el caso que se presente la hipótesisH1, tal que µi , µ0, el estadístico T 2i tendrá
una distribución chi-cuadrado no central con p variables y valor de parámetro de
descentrado:
λ = n (µi −µ0)′
∑−1
(µi −µ0) (2.71)
si calculamos la raíz cuadrada de la ecuación 2.71 prescindiendo de n obtenemos el






tal que el parámetro λ depende únicamente del valor n y d cuando el proceso está
fuera de control quedando la expresión de la siguiente forma:
λ = nd2 (2.73)
Cuando no conocemos los valores del vector µ0 = (µ0,1,µ0,2, · · · ,µ0,p) y la matriz de
covarianzas Σ tenemos que emplear de la siguiente forma con el estadístico:









En la ecuación 2.74 la matriz S representa las covarianzas desconocidas. Existen mé-
todos de aproximar el valor del estadístico pero en nuestro caso no vamos a conside-
rarlo. Sí diremos que como todo procedimiento estadístico tiene sus limitaciones y
estas son fundamentalmente [143] la pérdida de capacidad para las variaciones pe-
queñas del vector, las variaciones en variables de forma individual o en un subcon-
junto, la pérdida de sensibilidad con el aumento de las variables p y aunque detecte
variables fuera de control no es capaz de dictaminar cuales son las causantes.
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2.8.5. Gráficos de control por atributos
Todos los gráficos vistos hasta este momento monitorizan variables, es decir con-
trolan valores de las mismas cuantificando estas. Los gráficos de control por atribu-
tos monitorizan una característica de conformidad o no conformidad del proceso.
Es una práctica habitual en evaluación de sistemas de comunicaciones como puede
ser la monitorización del número de averías que se producen cada cierto tiempo t
en un cable de fibra óptica o en la fabricación de componentes electrónicos [144], en
campos como el análisis económico [145] o en la mejora de la eficiencia en procesos
industriales [146].
Los cuatro tipos de gráficos que se emplean para efectuar este tipo de control son:
1. Gráficos de control tipo “p”: mide la proporción de no conformes sobre una
muestra fija o variable.
2. Gráfico de control tipo “np”: determina el porcentaje de no conformes para
una muestra fija.
3. Gráfico de control tipo “c”: cuenta el número de eventos defectuosos.
4. Gráfico de control tipo “u”: determina el número de ocurrencias por unidad
producida.
Este tipo de gráficos permite monitorizar atributos de los elementos que estemos
monitorizando en cualquier proceso productivo, así podemos dar el siguiente signi-
ficado de “p” es porcentaje, “np” número de unidades defectuosas, “c” lo asociamos
al conteo de unidades y “u” lo asociamos al número de defectos en cada pieza [147].
Veremos a continuación de forma sucinta su formulación extraída de los ejemplos
presentados en la tesis de la referencia [148] documentos gubernamentales como
el manual técnico del gobierno Chileno de la referencia [149] o manuales generales
como el de la referencia [150].
Gráfico tipo “p”
Como ya hemos dicho este tipo de gráfico nos permite conocer el porcentaje de
fallos en un grupo en el que consideramos muestras de tamaño n, valor que se suele
considerar mayor o igual a 50 si bien, dependiendo del proceso este puede variar.
La formulación para sus LCS, LCI y LC son las siguientes:
LCSp = p¯+ 3
√




LCIp = p¯ − 3
√




p1 + p2 + · · ·+n− pm
n1 +n2 + · · ·+nm (2.76)
Siendo ese valor, relativo a cada muestra i, igual a pi =
npi
n ; el valor dem es el número
de muestras tomadas.
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Gráfico tipo “np”
Se controla el número de fallos dentro de un grupo determinado, el tamaño de
la muestra es constante y mayor o igual a 50 de forma general. Las ecuaciones para
LCS, LCI y LC son los siguientes:








LCnp = p¯ (2.77)










np1 +np2 + · · ·+npm
m
(2.78)
Siendo para cada muestra de forma aislada np el número de fallos y m es el número
de muestras tomadas.
Gráfico tipo “c”
Lo empleamos para controlar el número de fallos c siendo la expresión de LCS,
LCI y LC la siguiente:
LCSc = c¯+ 3
√
c¯
LCc = c¯ (2.79)





c1 + c2 + · · ·+ cm
m
(2.80)
Siendo c el número de fallos de cada muestra y m el número de muestras.
Gráfico tipo “u”
Lo empleamos para controlar el número de fallos por unidad u siendo la expre-
sión de LCS, LCI y LC la siguiente:




LCu = u¯ (2.81)






c1 + c2 + · · ·+ cm
n1 +n2 + · · ·+nm (2.82)




para cada muestra individual y m el número de mues-
tras.
Los gráficos de control por atributos son beneficiosos en procesos complejos en los
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que pueden existir muchas variables implicadas en cada fallo potencial, permitien-
do mostrar de forma más clara un resultado final de un atributo o característica del
proceso que queremos controlar por contra, hay que tener presente que solo cons-
tata la existencia de un problema pero no permite dirimir posibles soluciones y,
emplearlos sin determinar de forma segura la capacidad o desempeño del proceso,
inducirá a errores [151].
2.8.6. Medida del desempeño por el procedimiento ARL
El “Average Run Length” o valor promedio de recorrido (ARL) es un procedi-
miento muy empleado para conocer el desempeño de los gráficos de control. Bási-
camente mide la velocidad de detección del cambio en un proceso cuando lo esta-
mos monitorizando con este tipo de elementos. Está directamente relacionado con
el valor promedio de muestras necesarias en un proceso para que aparezca una se-
ñal fuera de control [152].
Como ya hemos comentado, los gráficos de control no son más que una representa-
ción secuencial de errores asociados a procesos denominados de Tipo I y de Tipo II.
Estos errores consisten básicamente en el rechazo de la hipótesis H0 cuando esta es
cierta y, en la aceptación de la misma H0 cuando es falsa.
La H0 es la que acepta el proceso bajo control por lo que, el error de Tipo I se pre-
sentará cuando el proceso está fuera de control en el gráfico y, realmente si está
controlado. Esto es lo que se denomina Falsa Alarma. La expresión ARL para este
caso se denota como ARL0 siendo su expresión ARL0 =
1
P donde P representa la pro-
babilidad de cometer este error de Tipo I. Cuando conocemos o especificamos esta
probabilidad la escribiremos como α.
Lo deseable en cualquier proceso es que el valor de ARL0 sea lo más grande posible
pues esto indicará que el recorrido es grande y por tanto el número de fallos o pun-
tos fuera de control presenta pocas “falsas alarmas” [152].
En el caso que el proceso esté fuera de control el ARL será necesariamente pequeño
y, su significado es que, si es pequeño, detecta de forma rápida los fallos del proce-
so. Su expresión en esta situación es ARL1 =
1
P siendo p en este caso la probabilidad
de proceso fuera de control haciendo falsa la H0. Esta probabilidad se calcula co-
mo complemento denominado β asociado a un error de Tipo II. De forma evidente,
el valor mínimo de ARL será ARL = 1 lo que indica que p es también igual a uno
(P = 1) [152].
Siempre buscaremos reducir el error al máximo y, de forma sencilla, estos se redu-
cen aplicando uno o varios de los criterios siguientes para errores de Tipo I como
es establecer las relaciones y correlaciones correctas entre las variables, evitando las
improvisaciones, reducir el número de test estadístico en el proceso, depurar la base
de datos para eliminar por ejemplo valores extremos y emplear valores de α redu-
cidos (0,01 ó 0,001). Cuando se trate de errores de Tipo II, es recomendable tomar
muestras mayores, evaluar la potencia del estadístico empleado, aumentar el tama-
ño del fallo que queremos localizar y, evidentemente, aumentar el valor de α, lo que
reducirá el complemento [153]. Estos análisis de contraste de hipótesis estudiados
ya por Fisher en los años 30 del siglo XX [154] ha ido ampliándose pero fundamen-
talmente, buscan conocer las validez de la H0. Para determinar el valor de ARL se
suelen emplear dos procedimientos:
Empleando una expresión analítica de la probabilidad P .
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Calculando un valor aproximado del mismo por medio de la simulación del
proceso.
Fundamentalmente, si consideramos un proceso bajo control con ARL = 1α dentro
del 3σ tendremos un valor de α = 0,03 lo que nos da un número de muestras de
33,3; si bajamos el nivel de calidad implicará que hay que aumentar el número de
muestras necesario que denominaremos k. De esta forma podemos expresar lo an-
teriormente expuesto de la siguiente forma y para un proceso controlado (P.C.):
P .C. ARL0 =
α∑
k=1
k · (1−α)k−1 ·α = 1
α
(2.83)
Siendo en la ecuación 2.83 el recorrido RL = (1,2,3,4, · · · , k) de las muestras y las
probabilidades de cada una de ellas α = (α, (1−α)α, · · · , (1−α)k−1α) representado
así, el valor de la probabilidad que el valor dado se encuentre dentro de los límites
de control prob(X¯ < [LCI,LCS] P .C.) = (1−α) y la prob(X¯ ∈ [LCI,LCS] P .C.) = α de
no estar dentro de los límites de control.





k · βk−1 · (1− β) = 1
1− β (2.84)
Siendo en la ecuación 2.84 el recorrido RL = (1,2,3,4, · · · , k) de las muestras y las
probabilidades de cada una de ellas β = ((1− β),β(1− β), · · · ,βk−1(1− β)) representa-
do así, el valor de la probabilidad que el valor dado se encuentre dentro de los lími-
tes de control prob(X¯ < [LCI,LCS] F.C.) = β y la prob(X¯ ∈ [LCI,LCS] F.C.) = (1− β)
de no estar dentro de los límites de control.
2.8.7. Algoritmos exactos y aproximados
Un algoritmo es, básicamente, un conjunto de ordenes secuenciales que usamos
para resolver problemas. Diremos que es exacto cuando garantiza una solución óp-
tima así, por ejemplo, si quiero saber el valor de la medida de la hipotenusa a de un
triángulo rectángulo de catetos b y c puedo conocerla de forma exacta al aplicar la
regla del conocido teorema de Pitagoras a2 = b2 + c2.
Diremos que el algoritmo es aproximado cuando devuelve un resultado en el en-
torno de la solución óptima es decir, obtenemos un resultado máximo o mínimo
y, por ejemplo, los algoritmos heurístico son elementos que empleamos como es-
trategia de pensamiento que nos puede llevar a una posible solución, aunque no
la garantizan pero, sí permiten aproximar esta de forma probabilística y más rá-
pidamente que con algoritmos exactos por ello, y por ser un elemento que emplea
estrategias muy diferentes a los exactos, trataremos estos de forma más profunda al
ser una herramienta muy difundida para la solución de problemas complejos que
necesitarían de elevados tiempos de preparación, altos costes económicos y tiempos
de proceso.
2.8.8. Heurística y metaheurística
Este tipo de algoritmos nos permiten tomar atajos para la toma de decisiones
valorando los sucesos elaborando un estudio matemático aproximado del problema
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que nos planteemos. El uso de la metaheurística se ha ido implantando desde los
años 90 del pasado siglo por ofrecer soluciones de mayor calidad que otros métodos
heurísticos clásicos aunque requieran de mayores tiempos para su planteamiento y
ejecución. Con respecto a las heurísticas clásicas, muy empleadas en ciencias socia-
les en investigación cualitativa [155] [156], se pueden presentar diferentes formas
de aproximación a los problemas y tipos de sesgo que pueden presentarse al em-
plearlas en el análisis de los problemas. De forma resumida tenemos:
1. Heurístico de representatividad: es aquel que nos lleva a asociar algún suceso
que consideramos factible y más probable en presencia de algún otro suceso
o sucesos, asociados al primero con menor probabilidad. Un ejemplo de este
heurístico puede ser considerar que cualquier sistema energético que embar-
quemos que sea más eficiente desde el punto de vista energético, será el más
respetuoso con el medio ambiente porque sus emisiones de GEI serán meno-
res, lo que generalmente es cierto pero puede suceder que esto no sea así. En
este procedimiento se pueden producir los siguientes sesgos o errores:
a) Insensibilidad a las probabilidades previas: que se da cuando asignamos
una probabilidad a un suceso nuevo que se considera representativo y no
lo es.
b) Insensibilidad del tamaño de la muestra: dada la frecuencia real del suce-
so o sucesos se considera que se va a reproducir esto cuando se emplean
una amplitud de observaciones muy reducida.
c) Falacia de conjunción: un axioma de probabilidad, afirma que una proba-
bilidad de sucesos conjunta, será igual o menor a la probabilidad de cada
suceso por separado.
d) Insensibilidad del fenómeno de regresión a la media: que es un fenómeno
que se da en las observaciones en las que a medidas de valor más alto
siempre la va a seguir medidas más bajas y viceversa lo que llevará a que
se aproximen a la media.
2. Heurístico de disponibilidad: en este caso basamos la decisión de certeza sobre
los primeros sucesos o suceso que se produce, considerándolos solución por la
extrañeza de la observación o particularidad del mismo. Un ejemplo puede ser
considerar que los sistemas energéticos embarcados que funcionan más tiem-
po son susceptibles de averiarse más y perder sus características de eficiencia
lo que, por otro lado, no tiene porqué ser cierto. La ventaja de este procedi-
miento radica en que solemos tener mayor cantidad de información que en el
caso anterior. Los sesgos de este heurístico son los siguientes:
a) Sesgo de imaginación: se produce al presentarse un problema del que
no disponemos de información previa y tenemos que imaginárnosla para
poder establecer una matriz de probabilidades de éxito o fracaso.
b) Correlación irreal: cuando al concurrir dos sucesos planteamos su corre-
lación como real siendo este planteamiento incorrecto.
c) Sesgo de recuperación: sobre la base de información previa y la frecuencia
de sucesos en el problema presente que nos hacen asociar las certezas
pasadas a los sucesos presentes sin existir relación alguna entre estos.
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d) Sesgo de conjunto de búsqueda: cuando los conjuntos de búsqueda em-
pleados no son suficientemente precisos y por tanto, los patrones de re-
cuperación de la información empleados, no se ajustan al problema estu-
diado.
3. Heurístico de anclaje y ajuste: esta estrategia se basa en emitir juicios sobre la
base de algún valor inicial que, con posterioridad, se va ajustando para alcan-
zar la respuesta final la cual, estará sesgada al valor inicial pues es el que se
ha considerado de entidad en la solución del problema que tengamos plantea-
do. Es el caso de considerar el funcionamiento de algún sistema como idóneo
en todo momento y comparamos contra este el resto de sucesos, esto puede
ser cierto en un primer momento pero puede cambiar y no ser detectado. Los
sesgos más comunes son los siguientes:
a) Sesgo de costo hundido: cuando se ancla la decisión a elementos pasa-
dos descartando el análisis de los posibles cambios que se producen en el
problema.
b) Sesgo de anclaje: cuando la evaluación previa del valor inicial es errónea
de partida por sobrevalorar su influencia en el caso estudiado.
c) Sesgo de confirmación: cuando se emplean pruebas y argumentos igno-
rando la evaluación de pruebas y argumentos que no respaldan la deci-
sión.
d) Sesgo retrospectivo: al valorar elementos desde las consecuencias consi-
derando que los elementos o sucesos considerados son evidencia del re-
sultado asumido de forma errónea.
Para efectuar análisis cuantitativos también empleamos la heurística en base a al-
goritmos. Estos algoritmos son, fundamentalmente, reglas matemáticas que buscan
aproximar una solución al problema que se plantee. Se denominan metaheurísticos
a aquellos desarrollados a nivel superior con herramientas de computación que nos
permiten dar soluciones a problemas para los que no existe una formulación exacta
o un heurística que den una solución satisfactoria. F. Glover, en 1986, acuñó este
término y lo definió como:
“procedimiento maestro de alto nivel que guía y modifica otras heurísticas
para explorar soluciones más allá de la simple optimización local” [157].
En matemáticas se han desarrollado algoritmos heurísticos y metaheurísticos que
son de aplicación en múltiples campos como el análisis de rutas de transporte por
carretera [158], modelado climático, modelado de sistemas energéticos, en control
de enfermedades [159] [160] [161] o, para la optimización como parte de la investi-
gación operativa [162].
En los últimos años se ha incrementado el interés por cómo la naturaleza da solu-
ción a diversos problemas como son: búsqueda de fuentes de alimento, organización
de conjuntos de animales o insectos, atracción y repulsión de cargas sobre los que,
los algoritmos metaheurísticos, dan buenos resultados [163], al permitirnos simular
comportamientos naturales básicos para solucionar tareas complejas.
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Figura 2.31: Funcionamiento de un algoritmo. Elaboración propia (2018)
En la figura 2.31 podemos ver de forma sencilla como se organiza un algoritmo
en pasos sencillos. Tomando como ejemplo el arriba explicado del teorema de Pi-
tágoras (exacto) si queremos conocer la hipotenusa a conociendo los catetos b y c,
entonces puedo aplicar el teorema de forma inmediata y conocer el valor de a fi-
nalizando el proceso y dando la solución al problema. es decir , de forma simple
se trata de seguir una serie de pasos ordenados que den un resultado satisfactorio.
En el campo de la metaheurística [164], algunas de las técnicas más empleadas y
conocidas son las siguientes en el campo de la ingeniería:
Algoritmos de hormigas: se basa en la construcción de un modelo heurístico
que se asemeja al funcionamiento real de las colonias de hormigas y a la for-
ma de comunicarse estas en los caminos que marcan entre el hormiguero y la
fuente de alimento; las hormigas en su búsqueda del camino más corto van
descargando feromonas que pueden ser detectadas por cualquier individuo de
la colonia, las pistas que son reforzadas por muchas hormigas serán las que se
detecten mejor y se convertirán en la mejor de las rutas. Se emplea de forma
profusa en problemas de combinatoria complejos. En este tipo de algoritmos
se genera una colonia de hormigas artificiales que se encarga de buscar la solu-
ción al problema planteado, es decir, el camino más corto de un punto A a un
punto B, descargando sus feromonas (información) e intercambiando esta así,
con este intercambio, se puede optimizar la ruta de A a B ya que, la existencia
de las feromonas en mayor cantidad, marcará el camino ideal a seguir por las
hormigas artificiales creadas [165].
GRASP: Greedy Randomised Adaptive Search Procedures (GRASP) que pode-
mos traducir como Procedimientos ávidos o golosos de búsqueda adaptativa
aleatoria. Estos basan su trabajo en la búsqueda por vecindad de las soluciones.
Trabajamos en dos etapas, una de construcción del algoritmo y una segunda
de mejora local de la solución es decir, buscamos la solución por pasos, aña-
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diendo en cada iteración algún componente a la solución final del problema
[166].
Búsqueda tabú: parte de la búsqueda local de soluciones se inicia con una so-
lución factible que, es examinada con el vecindario de la misma escogiéndose
el vecino cuya función objetivo sea la mejor para la solución del problema. El
programador del algoritmo es el encargado de definir los requisitos de selec-
ción que siempre deben escapar de obtener valores mínimos o máximos locales
que falsearán el resultado óptimo del algoritmo. así, en ocasiones se selecciona
un vecino peor que la solución aportada para escapar de caer en la localización
de la solución final [167] [168].
Recocido simulado: busca soluciones a los problemas en un entorno dado em-
pleando soluciones vecinas y se basa en las tecnologías metalúrgicas del reco-
cido en el que se procede a rebajar las temperaturas de los materiales de forma
controlada para modificar la estructura del material. su aplicación en el campo
de la ingeniería es muy variada [169].
Algoritmo Genético / Genetic Algorithm (GA): que imitan procesos naturales
de adaptación y evolución y de estos hablaremos en el apartado siguiente por
ser de gran ayuda en el campo de la EE [170].
Redes Neuronales Artificiales (RNA): las RNA son elementos de procesamien-
to de la información que trabajan como una red neuronal biológica, es decir,
como procesaría la información nuestro cerebro a la hora de abordar algún
problema. Está directamente relacionado con la inteligencia artificial en la que
se busca detectar las deficiencias presentes en el algoritmo para, mediante el
aprendizaje y la retroprogamación aprender a dar la solución óptima de forma
autónoma y ejecutando múltiples tareas a un tiempo [171].
Cuando hablamos de optimización, los algoritmos más empleados son el de recocido
simulado; búsqueda tabú; GRASP, y algoritmos genéticos. Veremos a continuación
en más profundidad los GA y las redes neuronales por ser dos de los procedimientos
más empleados en el campo de la ingeniería naval y en la EE en los últimos años
[172] [170].
2.8.9. Algoritmos genéticos (GA)
En el campo de la EE, al igual que en procesos en los que el número de variables
empleadas es elevado, se aplican algoritmos que permitan modelar el comporta-
miento de los sistemas para su optimización en múltiples áreas como ingeniería,
biología o economía [173] [174] cuando se presentan problemas complejos.
Este tipo de algoritmos se aplican con la intención de obtener una respuesta que se
pueda asemejar al comportamiento evolutivo de los organismos vivos. Sus cimientos
los estableció J. Holland, quien definió su funcionamiento básico en 1975 [175] hoy
en día hay una amplia bibliografía sobre su aplicación, desde manuales compendio
de uso [176] hasta artículos con aplicaciones específicas en distintas áreas de cono-
cimiento como la ingeniería, donde se combina en muchos procesos multiobjetivo
[177].
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El proceso sigue una serie de pasos ordenados donde asimilamos el problema a pro-
cesos genéticos en los que se produce combinación, recombinación y mutación de
los genes como se da en las células reales. Los pasos fundamentales en la aplicación
de un GA sencillo son:
1. Partimos de un punto inicial t = 1, donde generaremos una población N de
forma aleatoria (c1, c2, c3, · · · , cn) que es codificada en lenguaje binario {0,1} que
será la primera generación de individuos y las posibles soluciones iniciales a
nuestro problema C1, procediendo a evaluar la aptitud de estas con nuestra
función de aptitud o “fitness” previamente establecida f (x) = f {ci , ...., cn} y po-
der comprobar su valía.
2. Por medio del cruzamiento crearemos una población de descendientes dos a
dos que, denominaremos Ct con soluciones (c1, · · · , ck) y que se añadirán al
nuevo grupo de descendientes Ct tras aplicar el operador que hayamos con-
siderado de cruzamiento que, por lo regular, no se aplica de forma general a
todos los emparejamientos, considerando para los cruces, una probabilidad de
entre 0,5 y 1,0 del total.
3. De igual forma que en el cruce, aplicaremos una tasa de mutación predefinida
y así, procederemos a mutar cada solución obtenida o hijo de forma individual
obteniendo así las soluciones mutadas (c
′





4. Tras la mutación procederemos a evaluar las soluciones nuevamente. Si se
cumple el criterio que nos hallamos marcado para detener el proceso de evo-
lución, pararemos el mismo pues hemos encontrado la solución óptima para
el problema, si esto no es así tendremos que fijar un momento t = t + 1 y repe-
tiremos el procedimiento desde el punto 2.
5. Repetiremos el proceso y, volveremos a seleccionar nuevamente N soluciones
basadas en el cumplimiento de la función y crearemos una nueva población
Ct+1.
6. Volvemos a aplicar la función de aptitud n-veces hasta obtener la mejor solu-
ción para nuestro problema.
XII-2019 92 Pedro J. Carrasco
2.8. HERRAMIENTAS MATEMÁTICAS PARA LA EE
Figura 2.32: Funcionamiento de un AG simple. Elaboración propia (2018)
De forma gráfica, en la figura 2.32 partimos de una población o muestra que co-
dificaremos de forma binaria por lo regular con (1;0), sobre esta aplicaremos una
función de aptitud para evaluarlas respecto de t.
Después de aplicar la función, procedemos a seleccionar los elementos de la mues-
tra que mejor se ajusten a nuestra solución para cruzarlos y mutarlos siguiendo las
pautas que se hayan marcado; en este caso de la figura se cruza los 5 últimos genes
de la cadena y, como objetivo de mutación se ha marcado cambiar el sexto gen de la
cadena; esto último se hace para evitar la pérdida de continuidad en el proceso que
establecemos con la función de aptitud.
Volvemos a aplicar la función de aptitud n-veces hasta obtener la solución. La fun-
ción de aptitud debe establecerse de forma cuidadosa, puesto que debe permitir una
evaluación real de las muestras evitando soluciones falsas que nos alejen de la solu-
ción verdadera.
Para saber si el GA se ha planteado correctamente se suele emplear el concepto de
convergencia introducido en 1975 por De Jong [178] donde la adaptación media de
los individuos se extiende a la práctica totalidad de estos y, el mejor de ellos irá in-
crementando si adaptación al óptimo requerido es decir, que la tendencia será la de
la uniformidad por lo que, se considera alcanzada la convergencia cuando un gen es
igual en el 95% de los individuos de la población.
Ejemplos de aplicación en el campo de estudio de esta tesis son entre otros para
crear modelos de maniobra de buques con piloto automático en los que influyen
gran cantidad de variables y que hoy en día, son importantes en el desarrollo de los
entornos 4.0 en este campo [179].
2.8.10. Modelos y regresiones
El avance y desarrollo de la informática nos permite elaborar modelos de reali-
dades altamente complejas que nos han llevado a la cuarta revolución industrial
denominada revolución 4.0, y que ha puesto de moda el empleo de la Inteligencia
Artificial (IA) en todos los campos de la actividad humana al tratar las organizacio-
nes desde la perspectiva de las redes [180]. Los conceptos de modelo y regresión,
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este último (regresión lineal) ya lo introdujimos en el apartado 2.8.1 sobre inferen-
cia estadística, veremos ahora una definición más amplia de estos conceptos que son
interesantes a la hora de analizar datos de variables.
Modelos
Cuando queremos crear un modelo, vamos incluyendo las distintas característi-
cas que observamos de su realidad así, en el caso de un buque, su modelado, requiere
de una cantidad de variables y restricciones que es difícil incluir en su totalidad en
un modelo sencillo y caso de hacerlo, daría como resultado un modelo altamente
complejo, difícil de usar y que requerirá de recursos elevados tanto económicos co-
mo personales y de tiempo.
Esto nos obliga a estudiar el buque de guerra como un todo y no de sus partes, es
decir, requiere de un análisis dinámico de sistemas en base a variables que se rela-
cionan y permiten hacer inferencia en base a estas relaciones. Este tipo de análisis
dinámicos son ampliamente utilizados en ingeniería, biología, medicina, economía
o ciencias sociales mediante el uso de algoritmos de modelizado como los comenta-
dos con anterioridad [181].
Figura 2.33: Obtención del modelo. Elaboración propia (2018)
En la figura 2.33 podemos ver el proceso de elaboración de un modelo de un
buque, el buque es la realidad, es el sistema complejo que queremos modelar de for-
ma sencilla. lo primero que tendremos que hacer será establecer una base de datos
de las variables que consideremos más importantes, estos datos deben ser analiza-
dos desde la matemática empleando restricciones al modelo y parámetros que nos
ayuden a aproximar el mismo además, con restricciones y parámetros, podremos
elaborar una función de error que nos hablará de lo acertado o no que es el modelo
el cual, mediante la computación de los datos optimizados, darán como resultado
un modelo inicial que podremos entrenar o ajustar de forma iterativa para mejorar
y reducir progresivamente el error.
Para evitar los elevados costes que puede suponer lo anterior, se hace necesario re-
currir a la estadística que nos permite crear modelos probabilísticos más sencillos y
menos complejos de elaborar y facilitando el análisis de los datos y, mediante la in-
ferencia, presentar aproximaciones válidas para nuestro problema de forma rápida.
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Como ya hemos dicho, los modelos están sujetos a errores o sesgos que pueden ve-
nir dados por las distintas situaciones ya comentadas en el apartado 2.8.8 y que, por
tanto, deben ser controlados para no cometer fallos que hagan inviable o inútil el
modelo por no ajustarse a la realidad del sistema analizado.
Regresiones
La regresión lineal puede considerarse el algoritmo de aproximación más senci-
llo que podemos definir para dar solución a un problema. Este nos permitirá elabo-
rar modelos de los fenómenos observados sencillos para facilitar la comprensión del
funcionamiento de los procesos que estudiemos. Sus posibilidades son:
Regresión lineal simple: básicamente y de forma matemática lo que buscamos
es una recta de la formamx+b = y en la que su término independiente b, indica
la altura que esta al eje y ; por otro lado tenemos la pendiente que nos da la
relación entre las variables x e y. en la ilustración 2.34 podemos ver una nube
de puntos que podemos aproximar de forma sencilla mediante una recta.
Figura 2.34: Modelo de regresión lineal. Elaboración propia (2018)
Como hemos comentado con anterioridad, hay que considerar el error que
producimos al aproximar la solución, por ello, generalmente, se expresa la
ecuación de la recta de la forma: y =mx+b+ε siendo ε el valor que representa
el error como promedio de los residuos de la variable. Este valor resulta de
resolver el valor promedio de los restos de la variable, es decir de aplicar:
ε =
Σni (yi − y ·i)
n
(2.85)
Donde el sumatorio representa la suma de las diferencias del valor de la fun-
ción del modelo de regresión y el valor real dado.
Regresión lineal múltiple: cuando el número de variables se incrementa la
ecuación de regresión se complica, así para el caso de tres dimensiones, el más
sencillo de este grupo, en lugar de una recta obtendremos un plano, con igua-
les características que el anterior.
En la figura 2.35 podemos ver este ejemplo donde, generalizando, formulare-
mos la ecuación para dos variables dependientes y = w0 +w1x1 +w2x2 donde
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w0 es el término independiente y w1,w2 son los factores o coeficientes de peso
de las variables x1,x2.
Figura 2.35: Modelo de regresión lineal 3D. Elaboración propia (2018)
En problemas complejos necesitaremos más de 3 dimensiones, tanto para va-
riables cualitativas como cuantitativas. En este último caso la fórmula general
para una regresión multilineal con n variables de la ecuación del hiperplano
dada por:
y1 = w0 +w1x11 +w2x12 +w3x13 +w4x14 + · · ·+wnx1n (2.86)
y2 = w0 +w1x21 +w2x22 +w3x23 +w4x24 + · · ·+wnx2n
· · · = · · · · · · · · ·
yn = w0 +w1xn1 +w2xn2 +w3xn3 +w4xn4 + · · ·+wnxnn









1 x11 x12 x13 x14 · · · x1n
1 x21 x22 x23 x24 · · · x2n
· · · · · · · · · · · · · · · · · · · · ·











Que de forma simplificada podemos escribir como:
Y = XW (2.88)
Sabemos que es necesario conocer el error y así, para poder ver la bondad
de las soluciones modeladas con respecto a los valores reales de las variables,
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haremos modificaciones sobre los parámetros o pesos asignados en la matriz
correspondiente. Si tomamos la figura 2.34 y la fórmula del error 2.85, podre-
mos establecer una relación basada en las diferencias entre los valores reales
yR y los del modelo yM como valor medio. Si consideramos el valor al cuadrado
de estas diferencias, que denotaremos como R2, obtenemos el error cuadrático
medio en su forma vectorial, el cual, penaliza los puntos más alejados que los
más próximos al modelo. Así podemos escribir este error en forma matricial
como:
(Y −WW )T (Y −XW ) = Y T Y −W TXT Y −Y TWT +W TXTXW (2.89)
Para minimizar el error, tendremos que calcular la derivada de la fórmula 2.89,
lo que nos permitirá conocer el valor mínimo del error cuadrático medio dado
por la expresión:
− 2XT Y + 2XTXW = 0 (2.90)
En esta expresión podemos despejar el valor de los parámetros que minimizan




)−1 ·XT ·Y (2.91)
Esta ecuación nos permite conocer los parámetros de forma exacta. El Proble-
ma que se nos plantea es que el cálculo matricial puede ser algo farragoso y
lento aunque lo hagamos apoyándonos en la computación de los datos.
Para facilitar la velocidad de cálculo se suele recurrir al método del descenso
del gradiente. Este algoritmo es de los más empleados en IA. Este trabaja sobre
los parámetros de cualquiera de los modelos que hayamos desarrollado como
expresión de una realidad.
Es importante tener presente la definición de las funciones denominadas no
convexas. Es decir, son ecuaciones en las que se presentan una serie de míni-
mos locales de los que queremos conocer el mínimo absoluto.
Una representación gráfica puede se una superficie como la de la figura 2.36
que puede asemejarse un tren de olas en el mar. Los parámetros de nivel los
conoceremos calculando las derivadas parciales de cada dimensión desde el
punto desde el que partamos lo que nos indicará la pendiente de la ola, el con-
junto de los dos vectores obtenidos en este caso con las derivadas parciales nos
dan el gradiente que nos indica el sentido ascendente de la ola, de esta forma
cambiando el signo de este podemos saber el sentido y dirección descendente
y, como lo que queremos es bajar por la ola, necesitaremos buscar el mínimo
para llevar a cero la derivada parcial en el punto, de esta forma sabremos que
estamos en un punto de mínimo local. En la figura 2.36 vemos representados
los valores de las derivadas en verde y rojo y, el sentido de descenso del valor
del gradiente en negro.
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Figura 2.36: Función no convexa. Elaboración propia (2018)
Regresiones no lineales: en este tipo de regresiones estamos obligados a esti-
mar los parámetros de nuestra ecuación o ecuaciones, buscando también mi-
nimizar el error que se nos puede producir debido a esta estimación.
Para poder hacer esto tendremos que buscar una función que se ajuste a nues-
tros criterios iniciales para la cual, tendremos que calcular sus derivadas par-
ciales respecto de las variables estudiadas, resolviendo el sistema de ecuacio-
nes obtenido para ecuaciones no lineales. De forma más sencilla podremos
obtener los parámetros mediante técnicas de optimización numérica.
Generalmente, cuando no podemos hacer una regresión lineal podemos inten-
tar linealizar las ecuaciones que obtengamos.
De forma general la regresión no lineal aplicada a un modelo que queramos
construir responderá a una función de la forma:
y = f (x,θ) + ε (2.92)
Donde x, y son variables multidimensionales afectadas por una serie de pará-
metros desconocidos que hemos notado como θ respecto de los que, la función
f es no lineal y ε es el error.
Debemos tener cuidado en el tratamiento de los modelos generados, ya que es
fundamental comprobar la realidad de la no linealidad de las ecuaciones, es
decir, que el planteamiento no permita producir un modelo multilineal como
un polinomio que puede ser tratado de esta forma erroneamente.
Sin más profundidades, debemos plantearnos a la hora de generar el modelo,
la posibilidad de producir la linealización del mismo, como se puede hacer
con polinomios del tipo:
y = ax2 + bx+ c (2.93)
Donde tenemos linealidad respecto de los parámetros desconocidos a,b,c y
las variables serán x,y produciendo un sistema multilineal resoluble de forma
sencilla.
Otro tipo de ecuaciones de regresión no lineal que se pueden linealizar de
forma sencilla son las que se presenten con la forma siguiente:
y = a · ebx (2.94)
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La ecuación 2.94 puede ser linealizada de forma sencilla aplicando logarítmos
a ambos lados del paréntesis y así obtenemos:
ln(y) = ln(a) + bx (2.95)
Obteniendo así una ecuación lineal sencilla de nuestro modelo donde damos
una función ln(y) lineal en los parámetros y variable x. En ambos casos no he-
mos tenido presente el erro para mayor claridad de las aproximaciones que ha-
cemos para la linealidad de las ecuaciones. Otra forma de aproximar la ecua-
ción es aproximar de forma logarítmica:
y = a · ln(x) + b (2.96)
De forma general no existe un procedimiento único o mejor de estimación
de los parámetros además de los ya explicados de mínimos cuadrados o de
reducción del gradiente, podemos aplicar otros como son los Método de Mon-
tecarlo (MC) cuando el ε es conocido, para las observaciones se puede aplicar
el método sobre la media de los resultados y su desviación estándar. esto nos
permitirá ajustar una curva sobre la estimación de los parámetros del siste-
ma. las ecuaciones 2.93, 2.94 y 2.96 pueden ser expresadas de forma matricial
intercambiado x e y por las matrices correspondientes X e Y .
Existe numerosas referencias bibliográficas de aplicación de estos procedimientos
tanto en economía [182] como en EE [183].
2.9. Sistema, variable y modelado
Definiremos sistema como el conjunto de elementos que funcionan como un to-
do en base a una serie de relaciones que se establecen entre sus partes así, podemos
hablar de sistema económico, sistema educativo, sistema mecánico o sistema ener-
gético, los cuales, por su complejidad, se abordan como un todo y no de sus partes
aisladas. Podemos encontrar ejemplos de análisis de sistemas complejos en campos
tan dispares como el económico, mecánico o energético[183] [184] [185]. De forma
general, consideraremos las definiciones empleadas en econometría para las varia-
bles del sistema en las que, dependiendo cómo establezcamos las relaciones entre
éstas, tendremos dos tipos de variables:
1. Exógenas: variables aleatorias no predecibles del sistema.
2. Endógenas: variables predecibles del sistema.
Una variable se considera exógena cuando no es fácilmente predecible y, por tanto,
difícilmente controlable; por el contrario, se considera que una variable es endógena
si es controlable y así predecible de forma sencilla [186] [187]. Extrapolando esta de-
finición a cualquier sistema general podemos decir, en primera aproximación, que
tendremos un grupo de variables que deberán ser analizadas de forma estadística,
por su carácter aleatorio e independiente, y otras que pueden ser analizadas em-
pleando elementos determinísticos que son dependientes.
Todos los sistemas, sus variables y relaciones, pueden ser modelados desde dos pers-
pectivas generales; una primera de carácter estático, en el que las variables impli-
cadas en el estudio nos ofrecen una visión puntual con información sobre máximos
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y mínimos y, la segunda, una forma dinámica en la que es necesario plantearse el
estudio de las variables que forman nuestra base de datos de una forma dinámica
respecto al dominio del tiempo (t).
El análisis dinámico nos obliga a considerar también el concepto de estabilidad del
sistema, es decir, analizar si el sistema se comporta de forma estable alcanzando un
punto de régimen permanente en algún momento o sí, por el contrario, no es capaz
de alcanzar un equilibrio determinado considerándose entonces el sistema como
inestable.
En los sistemas dinámicos por tanto, podemos afirmar que los valores de equili-
brio del sistema son función del tiempo (t) y, por tanto, describirán una trayectoria
pudiendo afirmarse que un modelado dinámico es una sucesión de equilibrios in-
finitesimales de un modelado estático. En la ilustración 2.37 se muestra, de forma
genérica, cómo podemos definir un sistema en el que presentamos las variables de
entrada, los procesos de relación entre éstas y las variables de salida del mismo.
Este esquema puede extrapolarse a un buque de guerra y en la figura 2.37, vemos
representado el sistema buque y algunas de las variables que afectan a su eficien-
cia; así, tendremos una serie de variables de entrada y de salida que influirán en
el equilibrio del sistema buque dependiendo, desde el punto de vista energético,
de elementos como los modos de funcionamiento, las condiciones climáticas o las




FUNCIONES DE ENTRADA FUNCIONES DE SALIDA 
VIENTO 
RADIACIÓN SOLAR 
ESTADO DEL MAR VELOCIDAD DEL BUQUE 
CONDICIONES INTERIORES 
Figura 2.37: Sistema buque. Elaboración propia (2018)
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2.10. Análisis de variables de los sistemas energéticos
Tradicionalmente, el análisis de las variables de los sistemas energéticos, se hacía
sin tener presente la variabilidad con respecto al tiempo (t) por su complejidad de
análisis. Como norma general, se establecen criterios de tipo estático en los que se
marcan horquillas de valores máximos y mínimos entre los que queremos que tra-
baje nuestro sistema. Ejemplo de estos estudios estáticos pueden ser los de análisis
climático de regiones concretas de la tierra [188], ya que aquí el carácter estacional
es conocido y, por tanto, los valores atípicos o “outliers” son escasos y, por ello, pue-
den funcionar bien los modelos estáticos; este no es el caso de un buque ya que por
su movilidad, y dependiendo del punto del globo en que se encuentre y el modo en
el que esté operando, el número de variables asociadas es muy grande y el análisis
de los valores atípicos o “outliers” es importante [189].
Como ejemplo, consideraremos los sistemas de climatización de la nave por ser los
que generalmente presentan una mayor demanda energética en un buque de gue-
rra [190] así, dependiendo de los espacios que queramos climatizar, consideraremos
una serie de factores y valores relacionados con las condiciones exteriores e inte-
riores del buque, como podemos ver en la tabla 3.4, donde se presentan valores de
humedad relativa (HR), temperatura del agua de mar (TM), temperatura exterior
(TBS) y temperatura interior de los distintos espacios (TI), en% y ºC.
Quedan establecidas así las condiciones ambientales de calidad atmosférica de los
espacios cerrados del buque, mediante la variación de parámetros como la hume-
dad, velocidad del aire y temperatura y así, dependiendo de la misión a la que va
dedicado cada espacio interior, se mantendrán las condiciones ambientales dentro
de unos rangos previamente establecidos de forma estática y que no van a represen-
tar la auténtica realidad del sistema por la característica dinámica de las variables y
por la movilidad inherente a un buque.
Estas condiciones estáticas se establecen de igual forma para las estaciones denomi-
nadas fría y cálida, que se corresponden con las condiciones de invierno y verano
para las que calculamos el buque.
Este tipo de análisis no tiene presente el dominio temporal en ningún momento, los
modos de funcionamiento o la variabilidad de las condiciones ambientales exterio-
res o el cambio de posición del buque, por lo que no son, desde el punto de vista de
la EE, procedimientos de diseño que favorezcan ésta o permitan un análisis realista
de los sistemas energéticos embarcados.
Hoy en día, la mejora de los medios informáticos y la potencia de cálculo han fa-
cilitado que, en la actualidad, este análisis se pueda hacer de forma dinámica sin
necesidad de recurrir al uso de los coeficientes de seguridad y evaluaciones entre
máximos y mínimos tan empleados antaño en los análisis estáticos de las variables
sin referencia al dominio temporal (t). Por tanto, los sistemas embarcados deben ser
tratados como sistemas dinámicos pues, el buque en sí, como sistema de sistemas, es
un escenario puramente dinámico sobre el que influyen gran cantidad de variables
externas e internas en todo momento.
Por tanto, el proceso de recolección de datos, su procesamiento, su filtrado y aná-
lisis dinámico permitirán establecer el conocimiento real del comportamiento de
estas variables y su influencia en el consumo energético de los sistemas embarcados
en el buque. Será necesario hacer este tipo de análisis sí queremos:
Ver qué factores y variables influyen en cada proceso.
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Ver secuencias de eventos que dan lugar a comportamientos específicos de las
variables.
Poder discriminar y agrupar datos similares.
Establecer análisis comparativos de datos históricos con el fin de realizar pre-
dicciones futuras en base a estos datos.
Establecer análisis multidimensional basado, por ejemplo, en la situación o el
modo de funcionamiento respecto del tiempo t.
2.11. Simulación de modelos de sistemas energéticos
Cualquier simulación que intentemos mediante un proceso de modelado reque-
rirá de una batería de datos de las variables implicadas que sirvan de base al mismo.
Estos datos serán de dos tipos fundamentales así, tendremos una serie de datos con-
trolados y que conoceremos de forma cierta y un segundo grupo de datos no con-
trolados de carácter probabilístico [191]. Con las simulaciones podremos establecer
puentes de unión entre el análisis matemático puramente teórico y los estudios de
carácter experimental, ofreciendo un marco de estudio de las aproximaciones reali-
zadas en el modelo. Estas aproximaciones permiten evaluar sistemas de gran com-
plejidad de una forma más sencilla y con cierta fiabilidad. En la ilustración 2.38
podemos ver un esquema general del proceso que debemos seguir para generar un
modelo energético del buque de guerra desde el análisis de las variables ambienta-
les, en el que primero debemos discriminar las variables implicadas que afectan al
consumo y que nos darán la efectividad y eficiencia de la instalación; el control de
estas variables nos permitirá conocer la calidad del análisis realizado.
Figura 2.38: Proceso de análisis de datos. Elaboración propia (2016)
Para el desarrollo de modelos matemáticos se emplean métodos que se adapten
a nuestras necesidades; en el caso de sistemas energéticos, se emplean distintas he-
rramientas de modelado tanto estático como dinámico si bien, en nuestro caso, será
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necesario recurrir a herramientas de modelado de sistemas dinámicos por las carac-
terísticas propias de los buques de guerra que lo hacen un sistema complejo al estar
afectado por una gran cantidad de variables en el dominio del tiempo (t).
Un método muy utilizado para la simulación son los MC. Es una técnica cuantitativa
que permite estimar soluciones de problemas complejos en los que intervienen múl-
tiples parámetros que producen un comportamiento aleatorio y de carácter probabi-
lístico [192] basado en herramientas estadísticas. Para obtener resultados, el método
emplea muestreo aleatorio que, en la actualidad, gracias al desarrollo informático,
permite obtener bases de datos suficientemente amplias que son tratadas mediante
el empleo de números pseudoaleatorios y herramientas de cálculo computacional
para simular el comportamiento del sistema.
Para poder emplear de forma dinámica este método es necesario incluir en el mismo
la variable del dominio del tiempo (t); esta dinamización del método MC se puede
hacer empleando el algoritmo de Metropolis [193] que introduce la variable tempo-
ral mediante un muestreo en el espacio de configuración creando una secuencia de
estados muy correlacionados. Esta correlación es el fundamento dinámico del mé-
todo MC.
Si queremos interpretar de manera dinámica los resultados, hay que asociar un
tiempo (t) a la escala de las configuraciones sucesivas que se obtienen con el al-
goritmo y, generando una trayectoria de la variable considerada [191].
2.12. Conclusiones del capítulo
En este capítulo hemos recopilado la información necesaria sobre los elementos
fundamentales que nos permitan llevar a cabo la investigación en el trabajo de cam-
po y el análisis posterior de los resultados obtenidos. Con la revisión bibliográfica
hemos visto que, en materia de EE, los buques de guerra no son un campo del que
exista amplia bibliografía si bien, constituye desde hace unos años un elemento de
estudio prioritario en la mayoría de las marinas de nuestro entorno y también lo es
en la Armada Española.
La mayor parte de la reglamentación existente se ha escrito para buques civiles y
ha sido emitida por la IMO fundamentalmente la cual, está encontrando problemas
para su implantación por la reticencia de los armadores a incorporar estos elemen-
tos (EEDI, SEEMP, EEOI) a sus buques o flotas. En el caso de la UE, se ha creado el
SNV obligatorio para todos los buques que entren en sus puertos.
Hemos visto que esta normativa es adaptable a buques de guerra para así, conocer y
determinar el nivel de EE del buque y sus niveles de emisión permitiéndonos tomar
decisiones sobre elementos como la explotación de las unidades individuales o del
conjunto de las flotas o agrupaciones navales de estas.
En cuanto a las medidas de carácter tecnológico que se están incorporando a los
nuevos buques y como mejoras de los existentes, podemos tomar un sin fin de ac-
ciones como son acciones sobre la automatización, mejora de los ciclos de la energía
a bordo, mejoras en el diseño de las formas o en el empleo de nuevos combustibles y
energías alternativas renovables entre otras. Es evidente que estas actuaciones deben
ser combinaciones de distintas medidas de carácter tecnológico, teniendo presente
siempre que no todas pueden ser implementadas a un tiempo por lo que es impor-
tante analizar las combinaciones para dar con la más idónea de ellas que permita
mejorar la EE.
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En lo tocante a las herramientas matemáticas más empleadas en el campo de la EE,
estas pasan por las técnicas estadísticas fundamentalmente y se orientan al análisis
de los procesos de consumo energético ya que, por su carácter estocástico, pero pre-
decibles en cierto modo con respecto a los modos de funcionamiento y condiciones
ambientales, nos permiten efectuar un estudio dinámico.
Estas medidas facilitan la inferencia y así la predicción del comportamiento de los
sistemas embarcados permitiéndonos conocer su funcionamiento real de tal forma
que podamos implantar mejoras, en términos de EE,en los sistemas en su conjunto.
Dentro de nuestros análisis podemos afirmar que la aplicación de la técnicas esta-
dísticas son las mejores herramientas para aplicar a esta tesis, pues facilitan el plan-
teamiento del problema y reduce los tiempos necesarios para, por ejemplo, conocer
las correlaciones el comportamiento de las variables con la aplicación de gráficos de
control estadístico de la calidad del proceso respecto de tiempo.
El análisis de los distintos elementos aplicados en el trabajo de campo nos permi-
tirán conocer la idoneidad de los distintos elementos matemáticos presentados en
este capítulo y, servirán como guía de actuación en futuros estudios en el campo de
la EE en buques de guerra.
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Capítulo 3
Trabajo de campo
Este capítulo describe como se ha realizado el trabajo de campo, la documen-
tación técnica y capacitación personal, las herramientas empleadas para la toma de
datos, los entornos geográficos en los que se ha desarrollado el estudio y los distintos
periodos temporales. Debemos tener presente que un buque de guerra, a diferencia
de los buques civiles o las edificaciones, se ven sometidos a multitud de variaciones
tanto en su posición geográfica, como en las condiciones internas y externas am-
bientales, modo de funcionamiento y características cualitativas de la vida abordo
dependientes, en todo momento, de los elementos anteriores.
3.1. Documentación técnica empleada y capacitación
Para la elaboración de este trabajo ha sido necesario discriminar la literatura
existente en materia de EE relacionada con el sector naval militar. La documenta-
ción ha sido recogida de diversas fuentes y así, fue necesario conocer el estado del
arte sobre artículos técnicos en la materia y otras publicaciones como libros o actas
de congresos y literatura gris relacionada como son tesis doctorales y trabajos de
expertos. Además de conocer la base documental que nos permita desarrollar esta
parte del trabajo fue necesario proceder a la capacitación en algunas materias me-
diante el desarrollo de cursos de especialización y adiestramiento en herramientas
y aplicaciones informáticas empleadas en la toma de datos, su modelado y análisis.
3.2. Caracterización del sistema objeto de estudio
El sistema que vamos a analizar en esta tesis es un buque de guerra tipo escolta.
Estos buques son los más abundantes entre las unidades navales de las marinas de
guerra actuales por lo que su análisis es interesante desde una perspectiva energéti-
ca.
Para poder realizar las misiones para las que están diseñados, es necesario embarcar
una serie de sistemas que se clasifican en base al ESWBS explicado en el punto 2.4.4
en una serie de familias que los relacionan con las distintas funcionalidades del bu-
que sistema.
En nuestro caso hemos seleccionado una fragata de la clase F-100 de la Armada es-
pañola. Este tipo de fragatas embarcan sistemas de generación eléctrica encargados
de alimentar el resto de sistemas del buque. Como todo buque de guerra, las fraga-
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tas F-100 se han optimizado para albergar el SC y sus dimensiones principales las
podemos ver en el cuadro 3.2. Nuestro análisis lo centraremos en la fragata “Cristó-
bal Colón” última de la clase construida en 2012 y que fue entregada a la Armada
en 2013.
Características Dimensión
Eslora total (L) 146,698 m.
Eslora en la flotación (Lf) 133,20 m.
Manga Máxima (B) 18,60 m.
Manga en la flotación 17,50 m.
Calado de diseño 4,75 m.
Puntal de trazado a la cubierta principal en L/2 9,80 m.
Puntal de trazado a la cubierta de averías en Lf/2 6,90 m.
Calado a plena carga 5,00 m.
Desplazamiento máx. de contrato 6.041 Tn.
Desplazamiento máx. de contrato y margen futuro 6.391 Tn.
Cuadro 3.1: Dimensiones principales del buque. Elaboración propia (2016)
El desarrollo de la plataforma de todas las F-100 se basa en las formas de las
fragatas desarrolladas durante los años 80 con la serie sistemática BAZAN 82 y re-
presentan una conjunción de requisitos de resistencia y comportamiento en la mar
que buscan obtener una plataforma polivalente para realizar las misiones típicas de
buques de escolta y combate, marcando como prioridad optimizarlas para obtener
formas más eficientes en el más amplio sentido de la palabra. El número de perso-
nas que puede embarcar en este tipo de buques está entorno a las 200. El SC “Aegis”
embarcado en las fragatas de la clase F-100 de la Armada Española, integra todos
los sistemas relacionados con las funciones de detectar, localizar, evaluar, atacar y
destruir los objetivos.
Figura 3.1: Modelo 3D. Elaboración propia (2017)
En la figura 3.1 podemos ver un modelo en tres dimensiones elaborado con da-
tos incompletos tomados sobre planos generales del buque, esto se ha ejecutado con
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hoja de cálculo comercial “Microsoft 360 Excel” de forma sencilla elaborando un
mapa de puntos. Como se puede ver no es muy exacta pero para nuestros fines de
análisis de modelos térmicos es suficiente. Se presenta la mitad del casco de Babor1.
La F-105 dispone un sistema de propulsión de planta combinada CODOG, com-
puesto por dos turbinas General Electric GE 2500-LM naval de 17.500 kW c.u. y
dos motores diésel BAZAN de 6.000 kW cada uno distribuidos en dos cámaras de
máquinas para la propulsión. Dispone también, de dos cámaras de generación dié-
sel con dos motores cada una de ellas. Los motores son MTU de 1.200 kW cada uno
y se encargan de suministrar energía eléctrica en todo momento al resto de sistemas
como ya hemos comentado anteriormente.
Cuando el barco se encuentra en puerto, y no se arrancan los diésel generadores, se
dispone de una toma de tierra. La potencia eléctrica dedicada a los sistemas embar-
cados en la fragata se reparte desde los cuadros eléctricos principales denominados:
1A, 1B, 2A y 2B.
Los circuitos de distribución son los típicos que podemos encontrar en cualquier
buque de guerra de estas características y están compuestos por redes de Corriente
Alterna / Alternate Current (AC) de 440, 115, 230 V a 400Hz y 60Hz y una red de
Corriente Contínua / Direct Current (DC) a 12 y 24 V.
3.2.1. El balance eléctrico de la F-105 y su reparto
Los cálculos de las SCE se basan en el empleo de datos reales de los fabricantes y
la normativa específica, clasificando los distintos consumidores en base al ESWBS.
La clasificación ESWBS agrupa los equipos y sistemas en siete familias numeradas
con las centenas 100 a 700, siendo la primera de ellas destinada al acero y estruc-
tural del buque o plataforma y el resto, a los equipos y sistemas instalados en la
misma. Analizados los consumidores instalados en la fragata F-105 partiendo de
documento de cálculo de balance, constatamos que existen un total de 1.600 consu-
midores que suman 9.015 kW instalados. Estos 9.015 kW se desglosan por grupos o
familias ESWBS como sigue:
- 200 Propulsión 483 kW
- 300 planta eléctrica 174 kW
- 400 Mando y exploración 1.623 kW
- 500 Sistemas auxiliares 5.322 kW
- 600 Habitabilidad 983 kW
- 700 Armamento 430 kW
Gráficamente suponen en porcentaje instalado los valores reflejados en la figura 3.2
letra a) así, a la vista de esta, vemos que la entidad de los consumidores correspon-
dientes al grupo 500 de sistemas auxiliares es el más importante de todos y repre-
senta el 59% del total y en la distribución de Pareto se evidencia la entidad de este
grupo como se puede ver en la misma figura 3.2 letra b). La nomenclatura de las
1Nos referimos al costado de Babor como la parte que queda a la izquierda si miramos hacia la
proa; la parte derecha es la que se denomina Estribor.
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distintas familias está en inglés correspondiendo su traducción con las asociadas a
cada familia y que hemos relacionado sobre este párrafo.
Figura 3.2: Distribución de consumidores. Elaboración propia (2016)
Aplicando el correspondiente factor de carga, el modo de funcionamiento y las
condiciones climáticas, obtendremos diez SCE. Tendremos dos condiciones, una de
verano y una de invierno, para la condición de fondeado y, otras dos para la de
crucero, operación, puerto y emergencia. La figura 3.3 muestra el consumo en cada
una de estas SCE en porcentajes. En la primera barra podemos ver el reparto por
familias de la potencia total instalada (P.T.I), y en el resto cada pareja de SCE para
cada modo de operación donde A es fondeado, P puerto, C crucero, O operación y E
emergencia la letra V significa verano y la letra I invierno.
Figura 3.3: Las diez SCE de la fragata. Elaboración propia (2016)
Numéricamente los valores calculados en el balance eléctrico para el buque ob-
jeto de estudio son los que podemos ver reflejados en el cuadro 3.2 donde podemos
ver el modo y la estación, la potencia máxima calculada y el número de Diésel Ge-
neradores (DD.GG.) empleados para alcanzarla. La potencia implicada en cada una
de las familias de consumidores por condición aparecen reflejados en la figura 3.3
donde podemos ver que son, los sistemas auxiliares, los que tienen el mayor peso de
todos los grupos.
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Modo y estación Consumo en kW nº de DD.GG.
Fondeado verano 1.598 2
Fondeado invierno 1.682 2
Puerto verano 907 1
Puerto invierno 993 1
Crucero verano 2.535 3
Crucero invierno 2.591 3
Operación verano 2.730 3
Operación invierno 2.699 3
Emergencia verano 2.558 3
Emergencia invierno 2.370 3
Cuadro 3.2: Valores de potencias máximas consumidas. Elaboración propia (2018)
En el caso de los buques de guerra podemos asumir de forma general que, el
Life Cycle Cost / Coste de ciclo de vida (LCC) se reparte entre periodos en el mar
y periodos en puerto. El primero de los periodos incluirá las condiciones de opera-
ción, crucero, fondeado y emergencia y, el segundo de ellos, incluirá los periodos en
puerto apagado y en puerto encendido.
Del tiempo total de vida útil del buque, podemos considerar que el 30% de este se
pasa en el mar repartido en un 25-27% en navegación y un 3-5% en operaciones;
por otro lado el tiempo en puerto y, fondeado supone el 60% del tiempo del que
permanece encendido entre el 10-15% y apagado con corriente de tierra el 45-50%
restante. Los periodos de mantenimiento abarcan el 10%, los de mar del 27 al 30%
hasta sumar así el 100%. La distribución la podemos ver de forma más gráfica en el
cuadro 3.3.
Periodo Condición % de tiempo de LCC
En el mar Fondeado/crucero 27-30
En el mar Operación 3-5
En puerto Apagado 45-50
En puerto Encendido 10-15
En puerto Mantenimiento 10
Cuadro 3.3: Distribución del ciclo de vida (LCC). Datos Armada Española (2016)
Por tanto el estudio es complejo, a diferencia de una instalación terrestre donde
se pueden predecir de forma aproximada elementos como los climatológicos, en el
caso de los buques de guerra se pueden presentar escenarios muy distintos en cada
uno de los modos de operación debido a la movilidad inherente de este y la varia-
ción que conlleva. De todas formas como podemos ver en la tabla nº 2, el buque
pasa prácticamente la mitad de su vida en puerto, ya sea en su base propia o en
otros puertos en los que deba recalar por lo que, para este estudio hemos decidido
analizar una serie temporal de los modos más habituales.
La gran cantidad de equipos instalados en la F-105 hace necesario un sistema de
climatización HVAC que permita por una parte disipar el calor generado por el fun-
cionamiento de los distintos sistemas y conseguir las condiciones de confort óptimas
para las personas que se encuentran trabajando a bordo.
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Figura 3.4: Peso del HVAC en cada SCE. Elaboración propia (2016)
Cuando analizamos las distintas SCE para las condiciones o modos de operación
del buque tanto en invierno como en verano, observamos que es también el grupo
500 de sistemas auxiliares el que predomina en la mayoría de ellas. Especial aten-
ción tiene en este caso las situaciones de puerto en invierno donde el consumo de
estos sistemas del grupo 500 supone el 75% del total como podemos ver en la re-
presentación de los distintos grupos en el figura 3.4 según los cálculos de diseño.
Podemos ver cada condición de carga eléctrica, cinco para verano y cinco para in-
vierno numeradas desde la SCE-1 a la SCE-10. En todas ellas el HVAC tiene una
presencia importante representado en alguna de ellas el 57% del consumo total co-
mo valor máximo y un 18% como valor más bajo de consumo de este sistema y
que representan entre 600 y 180 kW de consumo. Dada la entidad de este sistema
conviene dar una breve descripción del mismo para conocer sus componentes.
Descripción del sistema HVAC y su funcionamiento
El sistema HVAC instalado a bordo de la F-105 se encarga de mantener y contro-
lar las condiciones ambientales de calidad atmosférica de los espacios cerrados del
buque mediante la variación de parámetros como la humedad, la velocidad del aire
y la temperatura.
Dependiendo de la misión a la que se dedica cada espacio interior, será necesario
mantener las condiciones ambientales de estos dentro de unos parámetros previa-
mente establecidos y que podemos ver en el cuadro 3.4 de esta tesis.
Estas condiciones ambientales se establecen de igual forma para las estaciones
denominadas fría y cálida que se correlacionan con las condiciones de invierno y ve-
rano establecidas en el cálculo de las SCE dentro de unos rangos de máximos y míni-
mos. Los sistemas HVAC se someten a criterios de proyecto estrictos que garanticen
su buen funcionamiento [194] sobre la base de normativa aceptada generalmente
por los países adheridos a la Organización del Tratado Atlántico Norte (OTAN) co-
mo es el caso de nuestro país.
Los sistemas de climatización de los buques de guerra deben ser polivalentes para
poder actuar como sistemas de calefacción, refrigeración y ventilación, mantenien-
do atmósferas controladas en distintas zonas del buque con la finalidad de ofrecer
el necesario confort térmico a las personas, ser capaces de filtrar y reciclar el aire
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Condición Estación Espacio HR TBS TM TI
Exterior Verano Ambiente 70% 32C 29C -
Exterior Invierno Ambiente - -12C -2C -
Espacios de habitabilidad 0 55% - - 27C
Espacios equipos electrónicos 0 55% - - 27C
Interior Verano Espacios de equipos eléctricos 0 55% - - 40C
Centro de control del buque 0 55% - - 27C
VLS (lanzador de misiles) 0 55% - - 27C
Espacios de habitabilidad 0 55% - - 21C
Espacios equipos electrónicos 0 55% - - 21C
Interior Invierno Espacios de equipos eléctricos 0 55% - - 25C
Centro de control del buque 0 55% - - 21C
VLS (lanzador de misiles) 0 55% - - 21C
Cuadro 3.4: Condiciones ambientales de diseño para el buque seleccionado.
respirable y permitir el funcionamiento de los equipos electrónicos sin que estos
se averíen o tengan un funcionamiento incorrecto como es el caso de los equipos
electrónicos del SC.
Figura 3.5: Esquema del circuito HVAC. Manual del sistema (2012)
También juegan un papel importante en la ventilación de las cámaras de máqui-
nas principales y auxiliares manteniendo la temperatura dentro de unos rangos óp-
timos para el funcionamiento de motores y turbinas o, los equipos auxiliares que se
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instalan en estos locales como pueden ser bombas de lastre, plantas de tratamiento
de aguas residuales o plantas de ósmosis por poner algunos ejemplos. La ventilación
en espacios de máquinas suministra el aire necesario para la eliminación del calor y
gases producidos.
En el resto de espacios que no están directamente conectados al sistema HVAC, el
sistema renueva el aire en el interior del buque y consigue así, una calidad de aire
preestablecida. En la figura 3.5 vemos los dos anillos cerrados de circulación del
agua refrigerada y un esquema de las unidades productoras, este agua es la que se
emplea en los distintos componentes del sistema para enfriar o calentar el ambiente.
Este sistema es en realidad un sistema de sistemas y, en el podemos distinguir:
1. El sistema ventilación y de aire para la combustión.
2. El sistema de calefacción.
3. el sistema de aire acondicionado.
En el sistema de ventilación debemos referirnos al aire empleado para combustión
de las máquinas térmicas (motores y turbinas) y el resto del aire dedicado a la ven-
tilación del resto de espacios. Este es tomado directamente del exterior a través de
conductos destinados a estos dos fines de forma separada. En ambos casos la venti-
lación puede ser natural o forzada y emplea en su funcionamiento:
1. Ventiladores. Encargados de dar movimiento al fluido.
2. Controladores de los ventiladores. Regulan el movimiento de la masa de aire.
3. Conductos. Son los encargados de dirigir este movimiento de aire.
4. Válvulas de cierre. Restringen el paso del aire a ciertos conductos y áreas.
5. Persianas neumáticas de cierre rápido. Bloquean el acceso desde el exterior del
aire.
6. Tapas de acceso, bridas y filtros. Son accesorios empleados para el manteni-
miento, instalación y resto de componentes asociados.
7. Enfriadores (condición cerrada en caso de emergencia de tipo Nuclear, Radio-
lógica, Biológica y Química (NRBQ)) asociados a la ventilación de espacios de
máquinas.
El sistema de calefacción se encarga de calentar el aire que circula por los conductos
del sistema de ventilación y del sistema de aire acondicionado evitando la conden-
sación en los conductos. De esta forma, y sumado el efecto de los calentadores de
torre y las unidades de calefacción, se eleva la temperatura de los espacios interio-
res manteniendo esta en los niveles de confort adecuados. Consta de los siguientes
componentes:
1. Calentadores eléctricos de conducto. Elementos de resistencia encargados de
elevar la temperatura.
2. Recalentadores. Empleados en cierta zona para mejorar las condiciones de
temperatura de confort de forma loca.
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3. Calentadores eléctricos de torre. Con la misma finalidad que los anteriores.
4. Termostato digital de dos posiciones (2PD). Controlan las condiciones de tem-
peratura de los locales en los que e encuentran instalados.
5. Unidades de calefacción. Encargadas de la calefacción del aire en los locales
de habitabilidad.
El sistema de aire acondicionado está proyectado para mantener una cantidad de ai-
re en los compartimentos del buque con unas condiciones de temperatura, humedad
y pureza determinadas de forma automática. Estas se logran mediante la recircula-
ción del aire que toma de un espacio, tratándolo y devolviéndolo al mismo espacio
acondicionado. Los componentes principales de este sistema [195] son:
1. Unidades de enfriador-ventilador denominados Fan-Coil (FC)
2. Serpentines de Conducto (CC) con sus correspondientes ventiladores.
3. Unidades de Refrigeración (UC).
4. Serpentines de Gravedad (GC).
5. Conductos, filtros, y terminales de aire acondicionado.
Las unidades FC (un total de 49), los CC y los conductos se encargan de repartir el
aire desde los FC a todos los locales del buque.
Las UC y GC están instalados de forma individual en el buque. Las instalaciones de
recirculación se distinguen por la unidad FC o ventilador instalado. Tanto la unidad
enfriador-ventilador o ventilador solo, como los conductos asociados a los mismos,
llevan la misma denominación.
La instalación dispone de tres Unidades de Enfriamiento de Agua (CWA) alimenta-
das con agua de mar que se enfría para pasar posteriormente a los FC que enfrían
el aire, este aire es el que se distribuye a los distintos espacios del buque. Las tres
unidades pueden funcionar de forma segregada refrigerando zonas separadas del
buque o pueden funcionar en conjunto repartiendo la carga entre las tres pueden
funcionar de forma automática, manual para mantenimientos y en emergencia co-
mo podemos ver en la figura 3.5.
Com ya hemos comentado, el sistema HVAC necesita agua de mar para su funciona-
miento. De forma general en un buque se suele emplear agua de mar como elemento
de refrigeración por su facilidad de tratar y disponibilidad. Generalmente se dispo-
nen tomas de mar que recogen el agua de mar y la hacen circular a elementos como
son los condensadores, enfriadores de agua para HVAC o serpentines de refrigera-
ción además, el agua de mar se emplea también en el circuito de Contra Incendios
(C.I.). En nuestro caso el agua salada se emplea en los siguientes circuitos indepen-
dientes:
Refrigeración de Motores principales de propulsión (MM.PP.) y equipos de
cámara de máquinas.
Refrigeración de los DD.GG. elementos auxiliares y enfriadores de agua para
HVAC.
Enfriadores de agua para elementos del sistema de combate.
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Circuito de agua de C.I.
Nos vamos a centrar en los dos primeros de esta lista. El resto de equipos que se en-
cuentren fuera de los locales de máquinas emplearán agua procedente del circuito
de C.I. y así, de forma general en cada cámara de máquinas se dispone un colector
principal de agua de mar con dos admisiones una en cada costado, con bombas con
caudal suficiente para alimentar las necesidades de agua de refrigeración de todos
los sistemas instalados en estas. La alimentación se lleva por líneas separadas pos-
teriormente a cada uno de los elementos que necesitan de esta.
Lo mismo sucede con las cámaras de DD.GG. en las que se disponen tomas de mar
para admisión del agua necesaria para la refrigeración de estos y de todos los ele-
mentos que lo necesiten dentro de estos espacios.
En el caso de los MM.PP. y DD.GG. el agua de mar refrigera a su vez un circuito de
agua dulce que es la que se encarga de refrigerar elementos de los motores ya que el
agua salada es altamente corrosiva y perjudicial para estos.
En el caso de los enfriadores de agua para el sistema HVAC toman directamente de
tomas de mar dedicadas como en el caso de los anteriores. Los modos de funciona-
miento de estos circuitos en este caso son tres:
1. Fuera de operación: el motor o sistema no están arrancados, están parados y
no hay circulación.
2. En operación: en este caso los motores principales son refrigerados por los
colectores dedicados específicos de su sistema de refrigeración al igual que los
DD.GG. y las plantas de agua fría.
3. Emergencia: en este caso la refrigeración de los MM.PP., DD.GG. y enfriadores
de agua son alimentadas por el circuito de C.I.
En nuestro caso vamos a analizar únicamente los primeros dos modos en el trabajo
de campo (fuera de operación y en operación). las Características técnicas de los
circuito son:
El circuito de agua de refrigeración de los MM.PP.: de forma simplificada to-
ma agua de mar que se envía a un enfriador de agua dulce de refrigeración
del motor en el cual se produce un intercambio de calor de 3.860 kW con las
características. Se baja la temperatura en dos etapas, falta un segundo enfria-
dor de placas que baja la temperatura de 48,5 ºC a 47,1 ºC retirando 35 kW
suplementarios en el caso de los motores principales (figura 3.6).
XII-2019 114 Pedro J. Carrasco
3.2. CARACTERIZACIÓN DEL SISTEMA OBJETO DE ESTUDIO
Figura 3.6: Esquema de las unidades y circuito. Manual del sistema (2012)
El circuito de los DD.GG.: se instala un enfriador de similares características
al anterior con un intercambio de calor de 3.860 kW. En realidad la transmi-
sión de calor es algo menor pero analizado el funcionamiento y, para agilidad
del estudio, podemos considerar el mismo valor para los cuatro diésel genera-
dores.
Figura 3.7: Esquema refrigeración de los diésel. Manual del sistema (2013)
El circuito de los enfriadores: estos circuitos son iguales para las tres unidades
enfriadoras embarcadas distribuidas en tres locales de máquinas que alimen-
tan un circuito de doble anillo con 39 FC. Las características de funcionamien-
to de estos son las siguientes:
• Caudal de agua refrigerante: 160 m3/h entrada y salida.
• Caudal de agua de mar: 145 m3/h entrada y descarga.
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• Refrigerante R134a
• Saturación en la admisión 39,2 °F
• Descarga saturación 101,3 °F 2
• Caudal de agua refrigerada 160 m3/h
• Temperaturas de trabajo entre -2ºC y +29 ºC
En la figura 3.7 podemos ver el esquema de refrigeración de cámaras y en la figu-
ra 3.8 podemos ver las características del refrigerante R134-a. Como información
adicional sobre la ventilación de los locales de máquinas reflejaremos que:
Todos los locales de máquinas se ventilan con aire enfriado por los FC instala-
dos en el buque
El aire se toma por ventiladores de impulsión y se circula en el espacio gracias
a las extracciones que lo echan al exterior del buque.
Los caudales son los siguientes:
• Cámaras de MM.PP.: impulsión 34.000 m3/h extracción 39.000 m3/h.
• Cámaras de DD.GG.: impulsión 22.000m3/h extracción 26.000 m3/h.
• Cámaras de auxiliares 1 a 4: impulsión 1.600m3/h extracción 2.000m3/h.
Figura 3.8: Especificación técnica del refrigerante R134-a. Ficha técnica (2012)
Los espacios de máquinas dedicados a la propulsión y generación así como los de
equipos auxiliares los podemos ver de forma gráfica en la figura 3.9 en la que vemos
2Para transformar temperatura en Fahrenheit (ºF) a Celsius (ºC) emplear la siguiente relación
((TF · 59 ) + 32) = TC
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la posición relativa entre estos locales dentro del buque y una foto con su aspecto
exterior fondeado en la bahía de Jervys en Australia.
Figura 3.9: Espacios de máquinas. Elaboración propia (2016)
Descripción de las tomas de mar y descargas
Estos dos elementos son fundamentales para la refrigeración de equipos que la
necesitan por su tamaño o para el sistema HVAC de buque. Debido a que el agua
salada es corrosiva, cuando se emplea para refrigerar equipos electrónicos se usa
como circuito secundario refrigerando agua dulce, agua mecánica o, en el caso de
motores, refrigerar aceites o agua destilada.
En el caso de nuestro buque existen dos tomas de mar principales simétricas por
ambos costados y situadas en las cámaras de máquinas principales. En la figura 3.10
podemos ver flechas en rojo que marcan la posición de las tomas de mar principales.
Estas son simétricas respecto de los dos costados. Se han numerado del 1 al 4 y se
encuentran en las cuadernas números3 78, 100, 134 y 147 respectivamente.
Las flechas azules muestran la posición de las descargas. No todas son simétricas
respecto de los dos costados. En el costado de Babor están las B, E, F, H y en el
costado de Estribor las A, B, C, D, G y H. Las marcas A, B, G y H corresponden a
las cámaras de diésel generadores y las C, D, E y F a las de las cámaras de máquinas
principales.
Esta imagen es esquemática y es para poder ubicar los elementos principales de
toma y descarga. Hay que tener presente que este buque tiene muchas otras tomas y
descargas secundaria para equipos más pequeños que no representamos para mayor
claridad.
3El espaciado entre cuadernas es de aproximadamente 600 mm. En el caso de la cuaderna 78 esta
se encuentra a 46.800 mm de la Perpendicular de Popa que es la cuaderna 0 desde la que medimos
las distancias en el sentido de la eslora L del buque. Las cuadernas son un elemento fundamental en
el dimensionamiento del buque y para la generación de las formas del mismo.
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Figura 3.10: Tomas y descargas, esquema. Elaboración propia (2019)
3.3. Caracterización del entorno geográfico y temporal
Una cuestión que debemos tener presente y que es distintiva de nuestro estudio,
es que el sistema estudiado está en movimiento en un espacio muy amplio del Glo-
bo. Estamos acostumbrados a ver múltiples estudios de EE que se analizan paráme-
tros ambientales de edificaciones que se encuentran fijas en un espacio claramente
delimitado en un área geográfica y con parámetros ambientales concretos.
En nuestro caso se hace necesario tomar series de datos de variables sobre un sistema
que está moviéndose sobre la superficie del mar entre puntos del globo muy distan-
tes unos de otros y por tanto, estamos obligados a considerar también la variación
horaria que el movimiento de la tierra impone dado que, los datos en nuestro caso,
se han tomado en puntos con coordenadas geográficas distintas que, en ocasiones,
como se puede ver en la figura 3.11 que sirve de ejemplo y que se corresponde con
uno de los viajes analizados, en el que se atravesó el Atlántico. Podemos ver que,
los puntos inicial y final, se encuentran separados por cinco husos horarios además,
para no desvirtuar la toma de datos deben de ser ajustados en los periodos en puerto
a la hora local esté donde esté. En el caso de la figura 3.11 tenemos representada la
primera de las navegaciones de estas características que hemos analizado en nues-
tro estudio y será sobre la que nos basaremos, a modo de ejemplo ilustrativo para
introducir ciertos elementos que debemos tener presentes en los movimientos que
se hacen sobre la esfera terrestre en el mar.
3.3.1. Coordenadas geográficas
Las coordenadas geográficas de un punto sobre la superficie del globo terres-
tre vienen dadas por un par ordenado de medidas angulares que, con respecto a
unas líneas imaginarias denominadas meridianos y paralelos, identifican de forma
inequívoca su posición. Estas dos medidas son denominadas longitud y latitud y
se expresan en grados, minutos y segundos con respecto a los puntos cardinales
Este-Oeste para la longitud y, los puntos Norte-Sur para la latitud. También pueden
expresarse de forma decimal empleando los signos más (+) para los puntos en el
Este y el Norte, y menos (−) para los puntos en el Sur y el Oeste. En el par orde-
nado se escribe la latitud primero seguida de la longitud. La latitud es la medida
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Figura 3.11: Viaje a Norfolk. Elaboración con HM N. Almanac Office (UK)(2016)
angular con respecto al Ecuador o circulo máximo ecuatorial siendo el valor máxi-
mo de 90º respecto del polo Norte y 90º respecto del polo Sur. El valor mínimo es
0º y se corresponde con los puntos situados sobre el Ecuador terrestre. El resto de
paralelos son los círculos resultantes de cortar con planos paralelos al del ecuador
ambos hemisferios. La longitud es la medida angular con respecto al meridiano de
referencia denominado meridiano de Greenwich o meridiano cero. Los meridianos
son semicírculos entre los polos con valor máximo de 180º Este y 180º Oeste. Para
la longitud se consideran valores positivos al Este y valores negativos al Oeste.
La figura 3.12 muestra de forma esquemática lo explicado hasta ahora así, podemos
ver representadas las latitudes 45º Norte y 45º Sur a las que hemos hecho corres-
ponder las longitudes 45º Este. Vemos así que, si bien la longitud coincide, es la
latitud la que caracteriza su situación sobre el Globo. De otra forma, a una misma
latitud, podemos asignar todas las longitudes que se puedan considerar en los 360º
de circunferencia para un paralelo o latitud considerada.
3.3.2. Husos horarios
Un huso horario es cada una de las veinticuatro divisiones que se hace de la su-
perficie terrestre usando como base los meridianos y equivaliendo cada uno de ellos
a un ángulo de 15 º. EL meridiano de referencia es el de Greenwich o cero sobre el
que se centra el primero de los husos marcando el cero de referencia. A partir de
aquí se distribuyen el resto de husos siendo la suma positiva hacia el Este y negativa
hacia el Oeste es decir, el primer huso al Este suma una hora a la hora del meridiano
de referencia y el primer huso al Oeste restaría una hora a la hora del meridiano de
referencia y así sucesivamente.
En el cuadro 3.5 podemos ver esta distribución y la variación horaria correspondien-
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Figura 3.12: Coordenadas geográficas. Elaboración propia (2016)
UTC Hora Militar (Z) UTC Hora Militar (Z)
UTC±0 Zulu - -
UTC+1 Alfa UTC-1 November
UTC+2 Beta UTC-2 Oscar
UTC+3 Charly UTC-3 Papa
UTC+4 Delta UTC-4 Quebec
UTC+5 Eco UTC-5 Romeo
UTC+6 Foxtrot UTC-6 Sierra
UTC+7 Golf UTC-7 Tango
UTC+8 Hotel UTC-8 Uniform
UTC+9 India UTC-9 Whiskey
UTC+10 Kilo UTC-10 X-Ray
UTC+11 Lima UTC-11 Yankee
UTC±12 Mike - -
Cuadro 3.5: Correspondencias de husos horarios (2017)
te a cada huso. La hora correspondiente a cada huso se puede nombrar de diferen-
tes formas. La más empleada en la actualidad en el mundo civil es la denominada
Universal Time Cordinate (UTC). Esta se refiere a la hora civil generalmente que
solemos tener en nuestras ciudades así, si estamos en el huso horario UTC+1 nos
encontramos ante la hora correspondiente al meridiano de Greenwich más una ho-
ra. De igual forma, si vemos UTC-2 nos encontraremos dos husos al Oeste del huso
centrado sobre el meridiano de Greenwich.
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Figura 3.13: Mapa de husos horarios área del viaje. Elaboración propia (2016)
En navegación marítima y aérea de unidades militares se emplea el denomina-
do huso horario militar Zulú (Z) que se corresponde con el huso horario UTC ± 0
sin considerar el cambio horario de verano. Así, el horario UTC+1 se corresponde
con el huso militar Alfa (A) el horario UTC-1 se corresponde con el huso militar
November (N). El cuadro 3.5 muestra la equivalencia entre la hora UTC empleada
en el mundo civil y la del huso militar Zulú. Debemos tener presente que los hora-
rios UTC pueden sumar la variación verano en el cual se adelanta una hora sobre
el horario normal de invierno UTC por el contrario, el horario militar no considera
los cambios horarios de verano. La figura 3.13 muestra el mapa global con todos
los usos horarios y el sector en el que se desarrollo la navegación a Norfolk que sir-
ve como ejemplo para identificar los elementos que estamos introduciendo en estos
apartados y que, son de igual aplicación para el resto de viajes analizados.
3.3.3. Cálculo de las distancias recorridas sobre el Globo
Para poder determinar las distancia entre puntos sobre el globo terrestre es nece-
sario emplear funciones de trigonometría esférica. La distancia entre dos puntos de
la esfera se denomina ortodrómica que es un arco de circunferencia máxima. Las cir-
cunferencias máximas se corresponden con circunferencias de radio máximo igual
al de la Tierra en nuestro caso así, todos los meridianos son circunferencias máxi-
mas y los paralelos son círculos menores a excepción del Ecuador terrestre que es
también una circunferencia máxima. La longitud de estas circunferencias máximas
es sencilla de calcular aplicando la fórmula de la longitud de una circunferencia,
conocido el radio medio terrestre:
R⊕ ≈ 6,371 Km ≈ 3,440 millas
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La longitud de las circunferencias máximas será:
LM = 2piR⊕ ≈ 40,000 Km ≈ 21,598 millas
De forma sencilla podemos determinar la distancia que corresponde a cada grado de
circunferencia máxima dividiendo por 360º obteniendo así una distancia aproxima-
da de 111 Km ó 60 millas. Las longitudes de las circunferencias menores o paralelos
vendrán dadas por la ecuación general:
Lm = 2piR⊕ cosϕ (3.1)
Siendo en 3.1 ϕ el valor en grados de latitud del paralelo denominándose la relación
(90 −ϕ) colatitud. Hay que tener presente que en este caso la longitud de arco en
cada grado será distinta y depende de la latitud del paralelo. De forma general el
cálculo de la distancia entre dos puntos de una esfera se basa en las fórmulas que
nos relacionan los ángulos de un triángulo esférico en el cual los tres arcos que los
forman son parte de círculos máximos y tienen todos el mismo radio y así, mediante
el teorema del coseno 3.2 y del seno 3.3 podemos calcular estos.










Aplicando 3.4 podemos escribir la fórmula general que nos permita calcular la dis-
tancia entre dos puntos cualesquiera de la esfera así obtenemos una expresión de la
forma:
cosSBA = cos(90−ϕA)× cos(90−ϕB) + sen(90−ϕA)× sen(90−ϕB)× cosλBA (3.4)
En la figura 3.14 podemos ver de forma gráfica la fórmula anterior. Considerando
el triángulo esférico formado por las colatitudes de A y B y el ∆λ o ángulo ecuato-
rial que forman los meridianos de A y B. Aplicando la formulación anterior al viaje
ejemplo y qe forma parte de este estudio, podremos calcular las distancias recorri-
das teóricas y comprobar como se ajustan con las reales tomadas durante el mismo.
En el cuadro 3.6 podemos ver las coordenadas geográficas de los puertos entre los
que se desarrolló esta primera navegación oceánica de nuestro estudio en valor de-
cimal y el huso horario en el que se localizan. Con estos datos podemos calcular las
distancias entre puntos aplicando 3.4. En el cuadro 3.7 podemos ver las distancias
entre estos puertos. Estas distancias son las distancias ortodrómicas que son a las
que se ajustó el viaje como podemos ver referidos a los valores reales que se produ-
jeron.
Coordenadas geográficas Latitud Longitud Huso
Ferrol, Galicia (España) 43,50 -8,23 N
San Miguel, Azores (Portugal) 37,77 -25,47 O
Norfolk, Virginia (EE.UU) 36,85 -76,27 R
Halifax, Nueva Escocia (Canadá) 44,65 -63,60 Q
Cuadro 3.6: Coordenadas geográficas de los puertos (2016)
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Figura 3.14: Definición del triángulo esférico. Elaboración propia (2016)
Tránsitos Ortodrómica Real recorrida Diferencia (%)
Ferrol-San Miguel 855 898 5,05
San Miguel-Norfolk 2.394 2.645 10,46
Norfolk-Halifax 740 792 7,00
Halifax-Ferrol 2.340 2.365 1,01
Totales 6.329 6.700 4,96
Cuadro 3.7: Distancias reales (nm) (1,852m). Elaboración propia (2016)
Del análisis de los datos de distancias calculadas matemáticamente con trigono-
metría esférica, comprobamos que estas difieren valor medio porcentual del 4,96%
inferior al realmente recorrida por el buque. Hay que tener presente que las condi-
ciones meteorológicas en la navegación entre San Miguel y Norfolk fueron adversas
en muchas ocasiones y obligaron a variar el rumbo en ocasiones para evitar situa-
ciones que retrasarían el viaje con respecto a lo previamente establecido.
También hay que tener presente que los buques, a diferencia de lo que ocurre en el
transporte terrestre, no tienen vías establecidas que permitan ajustarse a un reco-
rrido fijo así, las vías marítimas estas sujetas a cambios constantes lo que hace que
para una misma navegación, el tiempo empleado o el recorrido hecho no sean siem-
pre iguales.
En navegación se juega siempre con estimaciones basadas en las condiciones meteo-
rológicas y sus predicciones, los estados del mar y, en ocasiones, las imposiciones
normativas de mantener ciertos rumbos para preservar la seguridad y evitar acci-
dentes en zonas de tráfico denso como pueden ser el corredor costero del Atlántico
frente a las costas gallegas o para el tránsito por el estrecho de Gibraltar, por los que
debe navegarse usando las zonas señalizadas en las cartas sin poder salirse de estas
al uso de lo que se hace cuando conducimos un vehículo por una carretera.
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3.3.4. Descripción de los desplazamientos respecto del tiempo
Como ya hemos comentado anteriormente, el buque se ha desplazado de forma
continua sobre una gran superficie del océano Atlántico. El viaje comienza en Arse-
nal Militar de Ferrol, y finaliza 51 días después en el mismo puerto después de re-
correr 6.392 millas marinas en los tránsitos y 461 millas en los ejercicios realizados
en aguas territoriales de EE.UU. que suman un total de 6.863 millas equivalentes a
12.710 Km.
Durante este tiempo el buque se desplazó desde Ferrol hasta la isla de San Miguel en
el archipiélago de las Azores de soberanía portuguesa para desde allí, poner rumbo
a la base naval de Norfolk en el estado de Virginia en EE.UU. En este puerto perma-
neció un largo periodo dentro del cual realizó ejercicios de lanzamiento de misiles.
Del puerto de Norfolk se desplazó al de Halifax en Canadá. El tiempo empleado en-
cada uno de los tránsitos, y las estadías en puerto se ven reflejadas en el cuadro 3.8.
La figura 3.15 muestra las coordenadas geográficas que podemos ver en el cuadro
Situación geográfica Días
Tránsito Ferrol-San Miguel 3
Puerto de San Miguel 2
Tránsito San Miguel-Norfolk 8
Puerto de Norfolk 16
Pruebas de lanzamiento EE.UU. 4
Puerto de Norfolk 3
Ejercicios de lanzamiento EE.UU 3
Tránsito Norfolk-Halifax 2
Puerto de Norfolk 2
Tránsito Halifax-Ferrol 8
Total de días 51
Cuadro 3.8: Duración de la primera navegación oceánica. Elaboración propia (2016)
3.12 como expansión del sector esférico del Globo que abarca desde el meridiano 0
al 80 Oeste (-80 decimal) y desde el Ecuador o paralelo 0 hasta el paralelo 50 Norte
(50 decimal). Vemos también representados los husos horarios en los que se ha en-
contrado el buque durante el viaje largo de la navegación.
La poligonal en rojo delimita la trayectoria seguida por el buque en su navega-
ción y no se representan los desplazamientos realizados en las aguas territoriales
de EE.UU. por haberse hecho estos en un área muy pequeña sobre el conjunto del
total y poder considerarse puntuales en proporción a las distancias recorridas en
los tránsitos. Hemos representado la longitud en el eje de ordenadas y la latitud en
el de abscisas saltándonos la convención tradicional que es la seguida en la tabla
nº 2 en la que se debe dar antes el valor de latitud seguido del de longitud. Como
ya hemos dicho, cada huso horario se corresponde con un arco terrestre de 15º de
circunferencia por lo que si nos fijamos en la figura 3.15 podemos ver unas líneas
más gruesas que delimitan estos sobre la expansión del sector de superficie esférica
sobre el que se ha desarrollado el viaje. Por convención los husos horarios se dis-
tribuyen tomando como punto de partida el meridiano de Greenwich o meridiano
cero sobre el que centramos el primer huso es decir, marcando 7,5º a Este y Oeste
del semimeridiano. A partir de ahí se distribuye regularmente arcos de 15º que irán
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Figura 3.15: Área sobre la que se desarrolló el tránsito. Elaboración propia (2016)
definiendo los 24 husos horarios. La hora oficial de España es la correspondiente a
la del meridiano de Greenwich más una hora denominada por convención horario
UTC+1 es decir, llevamos la denominada hora de Europa del Oeste que es la corres-
pondiente al huso horario militar denominado Alfa (A). La hora de salida de Ferrol
fue según el horario correspondiente al huso horario (A) a las 12:00 horas del día
12 de junio. Este horario se retrasó en dos horas pasando a ser las 10:00 horas de
la mañana del mismo día. A la llegada a Azores el día 15, se mantiene el horario
(UTC-1). En Azores se produce el segundo cambio horario restándose una hora así,
a las 08:00 del día 17 de junio pasaron a ser las 07:00 horas coincidiendo con el huso
horario militar Oscar (O) en el que se encuentran situadas las Azores. Este horario
se prolonga hasta las 17:00 horas del día 19 de junio, retrasándose una hora y pa-
sando a horario de huso Papa (P) siendo entonces las 16:00 horas del mismo día 19
de junio. El horario (P) se mantiene hasta el día 21 de junio a las 17:00 momento
en el cual se procede a retrasar otra hora, desplazando así el horario a las 16:00 del
huso Quebec (Q). Se mantiene este horario hasta las 17:00 del día 22 de junio que
es cuando se produce un retraso de una hora más para adaptarnos a la hora local de
Norfolk que es (UTC-6). EL cuadro 3.9 muestra los días y la hora a la que se pro-
dujeron los cambios horarios para el viaje de ida desde el Arsenal de Ferrol hasta la
Isla de San Miguel en Azores, y de ahí a la Base Naval de Norfolk (EE.UU.). Tras la
estancia en EE.UU. el buque navega a Halifax (Canadá), y desde este aquí emprende
regreso a su base en Ferrol.
Para el viaje de vuelta los cambios horarios se produjeron de la siguiente forma. A
la salida de Norfolk el día 24 de julio de 2016 se navegó en demanda de puerto
de Halifax en la región de Nueva Escocia (Canadá, siguiendo el horario de Norfolk
(UTC-6). A la llegada al puerto de Halifax se produce el primer adelanto de hora a
las 11:00 horas (UTC-5), pasando a ser las 12:00 del día 24 de julio. Este horario se
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Día Hora Cambio Hora A huso De huso Lat./long. Nº h.
12 junio 12:00 -2 h. 10:00 O A 43,50/-08,23 117
17 junio 08:00 -1 h. 07:00 P O 37,77/-25,47 58
19 junio 17:00 -1 h. 16:00 Q P 38,00/-44,00 35
21 junio 17:00 -1 h. 16:00 R Q 37,00/-56,00 24
22 junio 17:00 -1 h. 16:00 S R 37,00/-70,00 762
24 julio 11:00 +1 h. 12:00 R S 36,85/-76,27 44
26 julio 10:00 +2 h. 12:00 P R 44,65/-63,60 77
29 julio 17:00 +1 h. 18:00 O P 45,00/-47,00 23
30 julio 17:00 +1 h. 18:00 N O 45,50/-35,00 22
31 julio 16:00 +1 h. 17:00 A N 44,00/-24,00 41
Cuadro 3.9: Cambios de hora en el viaje de ida y vuelta. Elaboración propia (2016)
mantiene hasta las 10:00 horas del día 26 de julio de 2016, que es cuando se produce
un adelanto de dos horas, pasando a ser las 12:00 del huso horario (P). Se mantiene
este horario hasta las 17:00 horas del día 29 de julio, adelantándose otra hora y pa-
sando a ser las 18:00 correspondientes con el huso horario (O). El siguiente adelanto
horario se produce a las 17:00 horas del día 30 de julio pasando a ser las 18:00 de
huso horario (N) y por último, a las 16:00 del día 31 de julio de 2016, se produce
el ajuste horario a (UTC+1) correspondiente con horario de España. La tabla nº 5
muestra además la situación geográfica en la que se decidió establecer el cambio de
hora tanto para el viaje de ida como para el de vuelta.
Figura 3.16: Puntos de cambio horario. Elaboración propia (2016)
En la figura 3.16 se muestra un plano de husos horarios y los cambios horarios
acumulados que se fueron haciendo tanto para el viaje de ida como de vuelta. La
misma ilustración muestra los puertos que se tocaron en la navegación y los cam-
bios horarios en color azul para la ida y rojo para la vuelta. Los rombos amarillos
marcan los cambios horarios efectuados en movimiento y los cambios de hora en
puerto con un punto morado o granate.
Podemos ver que los cambios horarios no se han efectuado de forma regular y tam-
poco se han realizado ajustándose exactamente a los husos horarios por los que se
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pasaba. De igual forma en los puertos se ha respetado la hora oficial así, por ejem-
plo, en el puerto de Norfolk se usa la hora de verano UTC+6 que se corresponde
con el huso Sierra (S) si bien este puerto se encuentra situado en el huso horario
Romeo (R) de huso horario militar. De esta forma, en la toma de datos se van a dar
las temperaturas ambientales más elevadas no en el medio día solar sino en hora-
rios desplazados, si bien aparecerán siempre en las horas centrales del día, es decir,
entre las 10:00 y las 14:00.
3.3.5. Caracterización de los desplazamientos oceánicos
A la vista de la caracterización general espacio temporal de este viaje a EE.UU.,
podemos afirmar en todos los viajes analizados, que esto implican grandes despla-
zamientos sobre el Globo por lo que, habrá que tener presentes las siguientes cues-
tiones:
1. El sistema (buque) estudiado se encuentra en movimiento, desplazándose en
un amplio espacio del océano Atlántico en el primero de los desplazamientos
de larga distancia analizados el cual, está enmarcado entre las latitudes 43º
Norte hasta la 36º Norte y las longitudes 8º Oeste y 77º lo que representa una
extensión de miles de Km cuadrados.
2. Las distancias mínimas teóricas recorridas en los desplazamientos basadas en
cálculos de trigonometría esférica de círculos máximos y coinciden en la prác-
tica con los reales efectuados por el buque entre los distintos puertos con una
variación en desplazamiento inferior al 5%.
3. Este desplazamiento dentro de un sector del Globo tan extenso, ha obligado a
efectuar ajustes horarios debido al movimiento de rotación terrestre represen-
tado el desplazamiento de este primer viaje oceánico una diferencia horaria de
UTC+1 y UTC+6.
4. Los cambios horarios han sido efectuados sin tener presente exactamente la
zona del globo en la que se encontraba el buque en cada momento por lo que
las horas de máxima temperatura ambiente por ejemplo, esperadas entre las
14:00 y las 16:00 horas en construcciones inmóviles, oscilarán en una horqui-
lla más amplia que va de las 10:00 y las 17:00 ya que los cambios horarios
en los que se retrasa la hora se hacen antes de llegar a la zona a la que real-
mente corresponde, adelantándose la hora de máxima temperatura y por el
contrario, en los adelantos horarios se retrasará con respecto a la zona a la que
corresponde la hora ajustada.
5. Lo anterior, no supone un obstáculo a la hora de la toma de datos, pues lo que
los datos son reales en cada momento y el ajuste horario no afecta a los valo-
res que se presentan en cada momento. De esta forma podemos decir que los
cinco elementos o características del primer viaje se pueden extrapolar como
hemos dicho al principio a cualquier otro viaje analizado en esta tesis y que
describimos a continuación de forma somera.
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3.4. Los viajes
En esta tesis se ha procedido al análisis de los siguientes viajes que ordenamos
cronológicamente. La toma de datos comienza por un primer análisis corto que ha
sido empleado como elemento de partida en el estudio de esta tesis y, posteriormen-
te, la base de datos se ha ido ampliando con viajes oceánicos más cercanos en el
tiempo. Estos viajes han sido los siguientes:
1. Periodo de prueba del buque en aguas costeras de Galicia, efectuado y que
ha servido como elemento inicial de análisis para establecer las hipótesis y
objetivos de la tesis.
2. Tránsito desde Cádiz a Ferrol efectuado tras su evaluación operativa. El perio-
do de garantía tiene una duración de un año de forma general para el buque y
sus sistemas y no puede desplegarse en operaciones fuera de aguas nacionales.
3. Viaje transatlántico Ferrol-Azores-Norfolk-Halifax y regreso de 2016. Este via-
je supuso un hito de gran importancia puesto que sirvió para validar la capa-
cidad de lanzamiento de misiles y determinar así la validez del buque para
realizar de forma eficaz las misiones para las que fue creado.
4. Viaje a Australia. Con las siguientes etapas:
a) Viaje Ferrol-Estrecho de Gibraltar-Canal de Suez, Yedda (Arabia Saudí)
2017. Este supone la primera etapa de un viaje de circunnavegación del
Globo enmarcando un despliegue en Australia.
b) Viaje de Yedda a Bombay (India) como segunda etapa del viaje.
c) Viaje de Bombay-Mumbay a Singapur (Singapur) es la tercera de las eta-
pas.
d) Viaje de Singapur a Perth (Australia)cuarta etapa y última del viaje a Aus-
tralia.
e) viaje de Perth a Perth / Stirling (Australia) en el que se encuadra la pri-
mera de las navegaciones de colaboración con la marina Australiana en
2017.
La figura 3.17 podemos ver los desplazamientos que efectuó el buque donde los
números se refieren a puertos que marcan el final y el comienzo de las distintas
etapas. Se corresponden con los siguientes:
Arsenal Militar de Ferrol (España) (1)
Isla de San Miguel en Azores (Portugal) (2)
Base Naval de Norfolk (EE.UU.) (3)
Arsenal de Halifax (Canadá) (4)
Estrecho de Gibraltar (5)
Canal de Suez (Egipto) (6)
Puerto de Yedda (Arabia Saudí) (7)
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Puerto de Bombay (India) (8)
Puerto de Singapur (9)
Arsenal de Perth/Stirling (Australia) (10)
No hemos representado los primeros viajes por razones de escala es decir, los co-
rrespondientes a las pruebas en aguas costeras de Galicia y el de tránsito de Cádiz a
Ferrol.
Figura 3.17: Viajes analizados en el estudio. Elaboración propia (2017)
3.5. Variables consideradas
Para cada uno de los viajes se procedió a elaborar una base de datos compuesta
por valores de variables ambientales interiores y exteriores, datos de consumos de
combustibles para la propulsión y generación, datos de producción eléctrica y va-
riables relacionadas con la navegación con velocidad del buque y rumbo.
Estas variables no fueron las mismas en todos los casos, de hecho se comenzó por un
grupo reducido de estas y, las variables, fueron aumentando en número a medida
que avanzaba el estudio y análisis de estas. De forma pormenorizada las variables
que se tomaron en cada viaje y su horquilla temporal es la siguiente:
1. Periodo de pruebas en Ferrol: en este periodo se toman valores de las siguien-
tes variables cuantitativas:
a) Hora: con los valores de día y hora a intervalos de una hora con un total
de 192 muestras del resto de las variables.
b) Producción eléctrica (P T ) en kWh.
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c) Temperatura del agua de mar (Tam) en grados centígrados (oC).
d) Temperatura del aire (Ta) en (oC).
e) Humedad relativa (HR) en porcentaje.
f ) Temperatura de la cámara de máquinas nº1 (TCM1) en (oC).
g) Temperatura de la cámara de diésel generadores nº2 (TDG2) en (oC).
h) Temperatura del lanzador de misiles VLS (TVLS) en (oC).
2. Tránsito desde Cádiz a Ferrol: en este viaje se toman valores de las siguientes
variables:
a) Hora: con los valores tomados cada 20 minutos como intervalo temporal
con un total de 145 muestras para el resto de las variables.
b) Consumo eléctrico total (P T ) en kWh y producción eléctrica de cada uno
de los diésel generadores también en kWh con los nombres de PDG1A,
PDG1B, PDG2A y PDG2B.
c) Consumo de combustible de los DD.GG. (CDG) en litros hora (l/h).
d) Consumo de combustible de la propulsión de los MM.PP. (CMP )en litros
hora (l/h).
e) Velocidad sobre el agua en nudos (vsa) Unidad para la velocidad en nudos
del inglés “knot” (kn).
f ) Distancia recorrida (S) en millas náuticas (nm).
g) Temperatura del agua de mar en proa (Tam−pr) en grados centígrados (oC).
h) Temperatura del agua de mar en popa (Tam−pp) en grados centígrados
(oC).
i) Temperatura del aire (exterior) (Ta) en (oC).
j) Humedad relativa (HR) en porcentaje.
3. Viaje transatlántico 2016: este viaje se desarrolla en un amplio periodo de
entre el 12 de junio y el 2 de agosto de 2016 cruzando el Atlántico; las variables
consideradas en este viaje fueron las siguientes:
a) Hora: se toma fecha y hora teniendo presente el cambio horario a interva-
los de una hora con un total de 1.221 muestras del resto de las variables.
b) Consumo eléctrico total en kWh y producción eléctrica desglosada de
cada uno de los diésel generadores también en kWh expresados como
PDG1A, PDG1B, PDG2A y PDG2B. En las fechas que se encuentra en
puerto, al encontrarse el buque con corriente de tierra, el valor es el total
y se ha tomado en Amperios por hora (A/h) traduciendo este valor a kWh.
c) Consumo eléctrico del sistemas de HVAC notada como PHVAC.
d) Consumo de combustible de los DD.GG. en litros hora (l/h).
e) Consumo de combustible de la propulsión de los MM.PP. en litros hora
(l/h).
f ) Velocidad sobre el agua en nudos vsa kn.
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g) Distancia recorrida (S) en millas náuticas (nm).
h) Temperatura del agua de mar en proa(Tam−pr) en grados centígrados (oC).
i) Velocidad relativa del viento (vRV ) en kn.
j) Dirección relativa del viento (DRV ) en grados (o).
k) Temperatura del agua de mar en proa (Tam−pr) en grados centígrados (oC).
l) Temperatura del agua de mar en popa (Tam−pp) en grados centígrados
(oC).
m) Temperatura del aire (exterior) (Ta) en (oC).
n) Humedad relativa (HR) en porcentaje.
ñ) Temperatura de las cámaras de máquinas nº1 y nº2 (TCM1) y (TCM2) en
(oC).
o) Temperatura de las cámaras de diésel generadores nº1 y nº2 (TDG1) y
(TDG2) en (oC). Temperaturas de los locales de equipos auxiliares de má-
quinas nº1 a nº4 (TAUX1), (TAUX2), (TAUX3) y (TAUX4)
4. Viaje oceánico a Australia 2017: este viaje implicó un desplazamiento que
discurrió por el océano Atlántico, mar Rojo y océano Índico además, se han
considerado solo los datos de desplazamiento; el viaje comenzó en Ferrol en
enero de 2017 y finaliza en marzo de 2017 en el puerto de Perth (costa Este de
Australia). Las variables consideradas en este viaje fueron las siguientes:
a) Hora: se toma fecha y hora teniendo presente el cambio horario a inter-
valos de una hora divididos en 5 etapas descritas en la sección 3.4 con un
total del 984 tomas de datos de las variables.
b) Consumo eléctrico total en kWh y producción eléctrica desglosada de ca-
da uno de los diésel generadores también en kWh con los nombres para
cada uno de los motores expresados como PDG1A, PDG1B, PDG2A y
PDG2B. En las fechas que se encuentra en puerto, al encontrarse el bu-
que con corriente de tierra, el valor es el total y se ha tomado en Amperios
por hora (A/h) traduciendo este valor a kWh.
c) Consumo eléctrico del sistemas de HVAC.
d) Consumo de combustible de los DD.GG. en litros hora (l/h).
e) Consumo de combustible de la propulsión de los MM.PP. en litros hora
(l/h).
f ) Velocidad sobre el agua (vsa) en kn.
g) Velocidad sobre el fondo (vsf ) en kn.
h) Distancia recorrida (S) en millas náuticas (nm).
i) Rumbo sobre el fondo del buque en grados (Rsf ) en grados (o).
j) Temperatura del agua de mar en proa (Tam−pr) en grados centígrados (oC).
k) Temperatura del agua de mar en popa (Tam−pp) en grados centígrados
(oC).
l) Velocidad real del viento (vRAV ) en kn.
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m) Dirección relativa del viento (DRV ) en grados (o).
n) Dirección real del viento (DRAV ) en (o).
ñ) Temperatura del agua de mar en popa(Tam−pp) en grados centígrados (oC).
o) Temperatura del aire (exterior) (Ta) en (oC).
p) Humedad relativa (HR) en porcentaje.
q) Temperatura de las cámaras de máquinas nº1 y nº2 (TCM1) y (TCM2) en
(oC).
r) Temperatura de las cámaras de diésel generadores nº1 y nº2 (TDG1) y
(TDG2) en (oC).
s) Temperaturas de los locales de equipos auxiliares de máquinas nº1 a nº4
(TAUX1), (TAUX2), (TAUX3) y (TAUX4).
En el cuadro 3.10 mostramos de forma más gráfica las variables que hemos conside-
rado en cada uno de los periodos analizados. Haremos referencia a cada uno de los
viajes con los acrónimos siguientes:
1. V. Ferrol: navegación de prueba en aguas de Ferrol.
2. V. Cádiz: navegación de Cádiz a Ferrol.
3. V. EE.UU.: navegación trasatlántica de Ferrol, Azores, Norfolk, Halifax y re-
greso en el verano de 2016.
4. V. Australia: navegación oceánica de Ferrol a Australia en 2017 en invierno del
Hemisferio Norte y verano del Hemisferio Sur.
En la tabla 3.10 podemos ver los viajes en las columnas y en las filas las variables
registradas en cada uno de los viajes; a la derecha se emplean los acrónimos de las
variables y sus unidades que hemos ido describiendo a lo largo de este apartado
y como se puede ver no siempre se han tomado datos de las mismas variables así,
las únicas variables que se repiten en todas las tomas de datos se corresponden con
las de potencia total y las climáticas de temperatura del aire, humedad relativa y
temperatura del agua de mar.
Para aclarar el significado de algunas de las variables, presentamos la figura 3.18 en
la misma podemos ver a la derecha como se miden los valores del rumbo del buque
con respecto a los puntos cardinales. El Norte se corresponde con cero grados y así,
el rumbo del buque se dará según el ángulo notado con la letra “a” en el dibujo
de la derecha siendo positivo en el sentido de las agujas del reloj y negativo en el
contrario. La dirección del viento se da con respecto a los ejes coordenados propios
del buque, representado los cero grados la proa del barco y dando el valor positivo
en el mismo sentido de las agujas del reloj. La composición del viento real “vr” con
la velocidad sobre el fondo del buque “vb” nos da el valor de la velocidad del viento
aparente “va” y su valor de velocidad. La variable de velocidad sobre el fondo, es el
valor real de la velocidad del buque, siendo la velocidad relativa el valor corregido
con el valor de la velocidad longitudinal de la corriente. El resto de componente
de consumo y temperaturas no requieren de mayor explicación pues las unidades
consideradas explican claramente su significado físico.
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Acrónimo Unidad V. Ferrol V.Cádiz V. EE.UU. V. Australia
PDG1A kW/h X X X
PDG1B kW/h X X X
PDG2A kW/h X X X
PDG2B kW/h X X X
P T kW/h X X X X
PHVAC kW/h X
CDG l/h X X X
CMP l/h X X X
vsa kn X X X
vsf kn X
Rsf ° X
S nm X X X
HR % X X X X
Tam−pp °C X X X
Tam−pr °C X X X
Tam °C X X X X




DRV ° X X
TAUX1 °C X X
TAUX2 °C X X
TAUX3 °C X X
TAUX4 °C X X
TDG1 °C X X
TDG2 °C X X X
TCM1 °C X X X
TCM2 °C X X
TVLS °C X
Cuadro 3.10: Tabla de variables por viaje. Elaboración propia (2018)
Figura 3.18: Rumbo y velocidad. Elaboración propia (2017)
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3.6. Herramientas empleadas en la toma de datos
Tres han sido las herramientas fundamentales empleadas para la toma de datos
de las variables consideradas en el trabajo de campo:
1. El Sistema Integrado de Control de Plataforma del buque SICP.
2. La estación meteorológica del buque integrada con el anterior.
3. Listados de consumo de combustible y temperatura de locales no integrados
en el SICP.
3.6.1. El SICP
La toma de datos se ha efectuado empleando fundamentalmente el SICP del bu-
que encargado de gestionar las señales de todos los sistemas del buque. Las variables
tanto interiores como exteriores que recibe las señales de sistemas integrados en el
mismo.
El SICP es un sistema desarrollado por la empresa estatal Navantia [196] tanto a
nivel de programación como de componentes (software y hardware) encaminado a
facilitar tres funciones básicas que son:
Automatización. Esta funcionalidad nos facilita procesos automáticos que agi-
lizan el uso de los sistemas y la toma de decisiones sin la participación directa
de los individuos.
Control. Fundamentalmente para el control de procesos que facilitan el poste-
rior análisis de la información recogida.
Supervisión. Lo que nos permite vigilar el funcionamiento del sistema para
mantenerlos dentro de parámetros aceptables y satisfactorios.
El SICP ha sido fabricado con componentes comerciales buscando el abaratamiento
de su producción, uso y mantenimiento posterior con el fin de reducir el coste de su
ciclo de vida.
El SICP nos permite actuar como interfaz del hombre con la máquina y así pode-
mos obtener información en tiempo real, representación de gráficos y diagramas de
tendencia para distintas variables y almacenar datos entre otras funcionalidades.
Integración de los datos en el SICP
Como ya hemos dicho, el buque está dotado de un sistema centralizado de cap-
tación y almacenamiento de datos del buque. Los datos que se registran son tanto
datos meteorológicos como de condiciones termo higrométricas interiores, consu-
mos de los motores, datos de navegación (velocidad del buque, rumbo, dirección
relativa del viento etc). Los datos son tomados dependiendo de las variables, cada
5-10 segundos como norma pero, las variaciones que se puedan dar también son
registradas cuando estas son considerables y son almacenadas para su control por
parte de la tripulación a través de las consolas de operación del buque donde pue-
den visualizar estas en tiempo real o en modo histórico para su análisis. En la figura
3.19 podemos ver cómo se pueden presentar los datos en uno de los monitores así,
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en este caso, se ven elementos de navegación y del motor principal donde se pueden
ver pequeñas ventanas de datos sobre las que se puede pinchar para desplegar una
ventana en la que podemos seleccionar visualizar datos en tiempo real como en la
figura 3.20, o históricos como los que podemos ver en la figura 3.21.
Figura 3.19: Presentación de datos de navegación. Foto de pantalla (2017)
Figura 3.20: Presentación de datos en tiempo real. Foto de pantalla (2017)
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Figura 3.21: Presentación datos históricos múltiples. Foto de pantalla (2017)
Si consideramos sistemas concretos como el HVAC, el SICP nos permite abrir
pantallas específicas como se puede ver en la figura 3.22 en la que aparece en se-
gundo plano el anillo general del sistemas y en primer plano el menú flotante de
una de las estaciones de agua fría. En el caso de estas, los valores de consumo no
se encuentran reflejados en el sistema y cuando se tomaron, fue necesario hacerlo
en las propias plantas en su menú local de forma manual. La figura 3.23 muestra el
perfil de buque en su tercio de popa con los sensores de temperaturas en el interior
de los locales representados.
Figura 3.22: Presentación sistema HVAC. Foto de pantalla (2017)
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Figura 3.23: Presentación control de temperatura. Foto de pantalla (2017)
La monitorización de los datos se efectúa en el caso de todos los sensores por
medio de Remote Terminal Unit (RTU) (unidades de control remoto) en las que se
centralizan grupos de señales para ser enviadas al ordenador central y, desde las
que se envían las señales analógicas tomadas por los sensores, al SICP; estas se pue-
den extraer desde las consolas de interfaz humano dispuestas en distintos locales
del buque como puede ser la central del máquinas, la central secundaria máquinas,
los trozos de seguridad interior y el centro de información en combate (CIC). Es-
te sistema permite conocer en tiempo real los valores de cada una de las variables
almacenando un dato cada 5 ó 10 segundos como ya hemos dicho, pero no toma de-
cisiones sobre el funcionamiento de los sistemas. Al SICP también llegan los datos
de las condiciones ambientales exteriores que centraliza el sistema DIANA.
En la figura 3.24 podemos ver un esquema simplificado de la transmisión de la in-
formación entre los distintos sistemas donde 2PD, es un termo par que trabaja entre
temperaturas mínima y máxima genérico, el SCIP es Sistema Integrado de Control
de Plataforma que se traduce al inglés como Integrated Platform Management Sys-
tem (ICMP) y el Temperature Transmition Junction (TTJ) que son las conexiones de
los sensores de temperatura del agua de mar en tiempo real.
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Figura 3.24: Esquema de la integración de datos. Elaboración propia (2017)
3.6.2. La estación meteorológica
La estación meteorológica empleada para la monitorización de los datos analiza-
dos en esta tesis, está compuesta por los siguientes elementos:
Dos anemómetros uno en Babor y otro en Estribor de ultrasonidos en estado
sólido (sin partes móviles).
Un sensor de temperatura y humedad relativa integrado.
Un barómetro para determinar la presión atmosférica.
Los elementos encargados de monitorizar y conectar los sensores anteriores son:
Una interfaz meteorológica (Meteorologycal Interface Unit (MIU)) encargada
de recoger las señales electrónicas generadas en cada uno de los sensores y
distribuirlas al buque y al ordenador específico de monitorización de datos
meteorológicos del sistema.
Dos cables de interfaz 60M para la toma de datos de ambos anemómetros ins-
talados.
Un cable de datos gráficos (Graphical Umbilical Interface (GUI))
Dos conexiones RS422 DB13 de salida de datos al buque que envían las señales
al sistema integrado de control de señales que los distribuye a los distintos
sistemas que necesitan de ellos.
Una entrada NMEA de toma de datos de la velocidad del buque a donde lle-
gan las señales de corredera de velocidad del buque para calcular la velocidad
verdadera y dirección real del viento.
Repetidores en color multifunción repartidos en distintos puntos del buque
en los que se ven en tiempo real datos de velocidad, temperatura y dirección
del viento que no están directamente conectados al MIU y que reciben la in-
formación del sistema integrado de datos del buque.
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Dado que es un equipo diseñado para buques de guerra, el MIU tiene exigencias
de funcionamiento muy altas y cumple con normas tan exigentes como son, con-
diciones térmicas de trabajo de -10 y 55ºC y apagado hasta ambientes de 70ºC o
de humedad relativa de 85% a 60ºC además, cumple con requisitos de choque, vi-
braciones, radiación electromagnética y de alimentación eléctrica estipuladas por
normativas militares de uso habitual en el diseño de equipos navales militares (NES
1004 Data Sheet 8-9, NES 1004 Data Sheet 25, DEFSTAN 5941, STANAG 1008).
La figura 3.25 muestra de forma esquemática la composición de la estación meteo-
rológica instalada en el buque. Todos los sensores se instalan en el palo del buque
elevados, con sectores amplios libres de obstáculos y en aire puro que no se vea
afectado por los gases de escape de los motores del buque como se puede ver en el
esquema de la figura 3.26
Figura 3.25: Esquema de la estación meteorológica. Elaboración propia (2017)
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Figura 3.26: Ubicación de la estación meteorológica. Elaboración propia (2017)
Toma y transmisión de datos de la estación
La toma de datos se realiza por medio de los sensores T & RH y SPI (Temperatura
Humedad relativa y Presión Atmosférica) / Quad Serial Peripheral Interface (QSPI)
que envían los datos al MIU. Los rangos de funcionamiento son para los sensores de
temperatura entre -40 y 60 ºC, humedad de entre 0 y 100% y presión atmosférica
entre 750 y 1150 milibares. El anemómetro puede registrar cualquier velocidad des-
de 0 nudos y la dirección entre 0 y 360º Estos datos relativos se corrigen, integrando
la velocidad del buque en el MIU que envía los datos relativos y reales tanto a la
estación de trabajo en el ordenador de la estación meteorológica como al sistema
integrado de control de datos del buque. Los sensores se encuentran a 40 metros so-
bre el nivel del mar excepto el barómetro que se encuentra en el interior del buque
conectado al exterior por el costado del buque por debajo del palo como se ve en el
esquema de la figura 3.26.
3.6.3. Datos de consumo de combustible
Una de las partidas en las que se puede hacer eficiencia de forma más directa
y rápida es en el consumo de combustible así, cualquier medida que tomemos en-
caminada a su reducción debe ser meditada para no mermar las capacidades del
buque y así su eficacia.
El buque objeto de estudio lleva instalada una planta de tipo CODOG para su pro-
pulsión que emplea dos motores diésel y dos turbinas de gas descritas en la sección
3.2 y que se agrupan de forma combinada en dos cámaras de máquinas separadas;
estas son las encargadas de mover dos hélices acopladas por ejes y engranajes de
reducción a estos motores.
La generación va segregada de la propulsión y corre a cargo de cuatro motores con
las características descritas en la misma sección 3.2 y agrupados dos a dos en sendas
cámaras denominadas de diésel generadores.
Los consumos correspondientes a cada uno de los equipos han sido discriminados
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empleando los valores de consumo diario, puesto que al no disponer de caudalí-
metros instalados en los sistemas no se puede conocer el consumo instantáneo de
los motores así, con los datos extraídos de los estadillos del buque de consumo de
propulsión, los datos de fabricante y las curvas de potencia hemos calculado los
consumos horarios para cada uno de los viajes.
Figura 3.27: Ubicación espacios de máquinas. Elaboración propia (2017)
La figura 3.27 muestra un esquema de la disposición de los motores del buque y
las cámaras que los albergan. Podemos ver que se concentran en dos zonas concretas
del buque. Estos sistemas, además de ser también parte de los espacios más grandes
del buque, son los consumidores de combustible más importantes del mismo. En
color azul podemos ver los motores diésel generadores acoplados a sus alternadores
en amarillo, el color verde vemos el encapsulado de las turbinas y en rojo los moto-
res diésel de propulsión; en gris los engranajes reductores que acoplan la línea de
ejes y su propulsor de Babor a los motores de la cámara de máquinas nº 2 y la línea
de ejes y su propulsor de Estribor, a la cámara de máquinas nº 1. Para ver la posición
relativa de estos espacios en el buque, podemos recurrir a la figura 3.9. El control
de la temperatura ambiental de estos locales se hace por medio de termopares si-
tuados en cada cámara de máquinas en parejas, instaldos equidistantes en altura
dentro del local. Por debajo en el denominado doble fondo, es donde se disponen
los tanques de combustible del buque y de fluidos necesarios para su funcionamien-
to como el aceite de lubricación como ya se explicó en el capítulo 2. El combustible
empleado en la propulsión y en la generación eléctrica es el fuel OTAN F-76 cuyas
características están reflejadas en estándares militares [197].
3.7. Características de las bases de datos
En esta tesis hemos generado bases de datos para cada uno de los viajes que he-
mos analizado en las que hemos recopilado y ordenado los datos correspondientes
de forma contextualizada para su posterior análisis.
Las bases de datos obtenidas almacenan información cuantitativa de las variables y
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otra información cualitativa como son los modos de operación o situaciones espe-
ciales, como ejercicios de lanzamiento de misiles en zafarrancho de combate.
Los datos brutos incluidos en estas bases de datos han sido obtenidos en su mayoría
desde el SICP del buque objeto de análisis y se han completado con toma directa en
local en algunos equipos o, monitorizados por el primero incluyendo toma de datos
de documentos no integrados con el SICP.
La creación de estas bases de datos busca fundamentalmente servir de elemento
de análisis de correlación entre las variables y control estadístico de los procesos.
Todo ello nos ha llevado a comprobar una vez construidas su integridad validez y
consistencia.
Figura 3.28: Ejemplo de gráfico de datos. Elaboración propia (2018)
Al ser una base de datos con información procedente de un buque de guerra, se
ha limitado el acceso a la misma manteniendo esta controlada de forma constante
en un soporte informático aislado de posibilidades de acceso desde Internet u otro
tipo de redes para garantizar así, su inviolabilidad.
Lo anterior ha facilitado la imposibilidad de concurrencia en el uso de la base de
datos por distintos usuarios a un mismo tiempo que pudiesen poner en riesgo la
integridad de las mismas además, de la posibilidad de pérdida parcial de informa-
ción.
Para garantizar su recuperación se ha realizado una copia de seguridad que se ac-
tualizaba cada vez que se volcaban datos en la misma o se añadían nuevas variables
a esta base de datos.
Antes de construir estas procedimos a elaborar un diseño de las mismas, basándo-
nos en la documentación que nos ha permitido ver los registros, editarlos, limitar su
accesibilidad, revisar y comentar los mismos [198], [199], [200], [201].
Fundamentalmente hemos obtenido los datos de las bases elaboradas en el SICP
de donde hemos descargado ficheros en formato *.html para obtener datos tabu-
lados y también formato *.pdf para obtener gráficos de las variables como el que
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podemos ver en la figura 3.28; en el primero de los casos hemos creado directa-
mente fichero *.csv y en los segundos hemos tratado los mismos con un programa
libre denominado “Engauge Digitazer” [202] el cual permite mediante un proceso
de importación de ficheros en *.pdf obtener ficheros *.csv mediante un proceso
de digitalización en formato *.dig de las imágenes en formatos *.pdf, *.jpeg ó
*.tiff mediante la definición de los ejes coordenados, su escala y que podemos ver
en la figura 3.29 [203].
Figura 3.29: Proceso de digitalización. Elaboración propia (2018)
La obtención de los ficheros *.csv nos permitió compilar los mismos en una
base de datos brutos para ser tratados con distinto software comercial como hojas
de cálculo en Excel, R-commander, MATLAB o AUTOCAD como podemos ver en la
figura esquemática 3.29.
3.7.1. Dimensiones de las matrices de datos
En este punto vamos a dar de forma sucinta una descripción de las matrices de
datos elaboradas en el desarrollo de esta investigación. Como ya hemos comentado
antes hemos considerado para el estudio 5 viajes que se pueden subdividir en distin-
tas etapas con relación a su posición sobre el Globo y su modo de funcionamiento.
De forma global se han considerado en cada caso las tomas de tiempos a nivel ho-
rario para los viajes 1, 3 y 4 y, un intervalo de 20 minutos en el caso del viaje 2 de
Cádiz a Ferrol. En este último caso se decidió acortar el tiempo de toma para poder
ampliar el número de lecturas por ser el viaje más corto de todos así, las matrices de
datos obtenidas, representan lecturas con respecto al tiempo t como podemos ver en
el cuadro 3.11 con un total de 59.273 valores. Todos estos datos serán de aplicación
en los cálculos de los distintos elementos presentados y analizados en el capítulo 4
y que servirán para elaborar las conclusiones finales de esta tesis.
Todos estos valores se han distribuido entre los distintos modos de operación que
hemos designado en nuestras tablas de datos como:
- F. : para el modo de fondeado.
- P.A.: para el modo de puerto apagado cuando recibía el buque su energía de la
red eléctrica terrestre.
- P.E.: para el modo de puerto encendido cuando, estando en puerto, este em-
pleaba sus propios medios para general electricidad.
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nº viaje Intervalo Variables datos Total
1 V. Ferrol 1 h. 7 192 1.344
2 V. Cádiz 20 min. 14 145 2.030
3 V. EE.UU. 1 h. 24 1.221 29.304
4 V. Australia 1 h. 27 985 26.595
Cuadro 3.11: Número de mediciones. Elaboración propia (2018)
- C.R.: para el modo de crucero en los desplazamientos de un punto a otro del
Globo.
- O. : para el modo de operación en que el buque desarrolla ejercicios de distinta
entidad.
- P.A.N.: para los días en los que el buque se encuentra en puerto apagado reci-
biendo la corriente de la red eléctrica terrestre y navegando en otros momentos
del mismo día. Se empleará como los dos siguientes exclusivamente para las
tablas de consumos de combustibles elaboradas para calcular firmas de huella
de carbono e indices EEOI. Es el acrónimo de Puerto Apagado y Navegando.
- P.E.N.: para datos en los días que se entremezclaba periodos en puerto y na-
vegando. Este acrónimo responde al texto Puerto Encendido y Navegando. Se
ha empleado fundamentalmente para las tablas de consumos de combustibles
que se establecen de forma diaria como hemos dicho con anterioridad.
- N.: en las tablas de consumos se ha tomado este acrónimo de Navegando para
los días que el buque se encuentra navegando las 24 horas del día. Bajo este se
agrupan todos los datos de consumo del buque C.R., O.
Como se puede ver, estas no coinciden exactamente con los modos que se estable-
cen para el diseño de los buques de guerra como hemos explicado en el capítulo
anterior (véase sección 2.4.4). De igual forma para los datos de consumo, además de
los reflejados en la toma de datos de los viajes 3 y 4 se han considerado los valores
de consumos por días 4, abarcando un periodo que va desde finales de 2012 hasta
finalizar el viaje en Australia en 2017. Esta matriz de datos de consumos nos per-
mitirá efectuar un análisis de indices EEOI y establecer relaciones de consumo en
situaciones de puerto y navegando.
3.8. Desglose de las STD
El estudio de las STD de los distintos viajes sobre las variables representadas
en el cuadro 3.10 es importante para conocer la realidad del consumo energético a
bordo del buque. Este análisis os permitirá localizar las variables de influencia que
permitan elaborar procesos más eficientes sobre las bases de los modos de operación
arriba indicados.
4Los datos correspondientes a estas variables están recogidos en ficheros que han permitido la
integración de los datos. Estos ficheros han sido elaborados en su mayoría con procesadores de hoja
de cálculo comerciales. Las bases de datos no están incluidas en la tesis obrando en poder del autor
por cuestiones de confidencialidad.
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De forma general para el análisis posterior desglosaremos los distintos viajes en
etapas de modos de navegación para el análisis de correlaciones y aplicación de
los gráficos de control. Debido a que no hemos podido disponer de los datos de
consumo real de combustible del buque para el primero de los viajes analizados,
el cálculo del EEOI lo efectuaremos sobre una matriz de datos que abarca desde
enero de 2013 hasta el fin del viaje a Australia en 2017 y consideraremos estos viajes
desglosados.
3.8.1. Datos del viaje de pruebas en Ferrol
Periodo de pruebas final de garantía del buque en aguas costeras de Galicia efec-
tuado antes de su entrega definitiva a la Armada y que ha servido como elemento
inicial de análisis para establecer las hipótesis. Este periodo lo podemos dividir en
distintos periodos por los modos de funcionamiento del buque en los siguientes:
1. Periodo de puerto apagado.
2. Periodo de operación.
3. Periodo de fondeo.
4. Periodo de crucero.
5. Periodo de puerto encendido.
6. Periodo de puerto apagado.
7. Periodo de crucero.
8. Periodo de puerto encendido.
9. Periodo de puerto apagado.
Hay que destacar que estos periodos son cortos y de información sesgada por su
antigüedad y por haber sido tomados de datos no automatizados como han sido los
otros y sin intervención en su preparación por nuestra parte, de todas formas nos
permitieron elaborar las hipótesis y una primera aproximación al problema plan-
teado en esta tesis doctoral.
Consumo de combustible
De este viaje no disponemos de datos de consumo por lo que no se empleará para
el cálculo del EEOI.
3.8.2. Datos del viaje de Cádiz a Ferrol
Tránsito desde Cádiz a Ferrol efectuado durante el periodo de garantía del bu-
que. El periodo de garantía tiene una duración de un año de forma general para el
buque y sus sistemas y en el mismo el buque no puede desplegarse en operaciones
fuera de aguas nacionales. Los periodos que podemos distinguir en este viaje son:
1. Periodo de puerto encendido.
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2. Periodo de operación.
3. Periodo de crucero.
4. Periodo de puerto encendido.
5. Periodo de puerto apagado.
Este tránsito es el primero del que tenemos datos de forma controlada por nosotros,
elaborando tablas de datos más completas que permitieron avanzar en la toma de
decisiones para el análisis de las series de datos posteriores. La matriz de datos es
corta, pero para determinar correlaciones e índice EEOI es un dato válido.
Consumo de combustible
En este viaje el consumo de combustible se desglosa en dos partidas, una dedi-
cada a la generación y otra dedicada a la propulsión pero se dieron de forma global
por día. Toda la generación eléctrica en kW está desglosada por motores nombrados
como 1A, 1B, 2A y 2B y de los que podemos ver sus posiciones en la figura 3.27.
3.8.3. Datos del viaje a EE.UU.
Este viaje supuso un hito de gran importancia puesto que sirvió para validar
la capacidad de lanzamiento de misiles y determinar así la validez del buque para
realizar de forma eficaz las misiones para la que fue creado. Dentro de este viaje
podemos desglosar los datos en los periodos siguientes:
1. Periodo de crucero Ferrol Azores (Portugal).
2. Periodo de puerto encendido en isla de San Miguel (Azores).
3. Periodo de crucero o tránsito a Norfolk (EE.UU.).
4. Periodo de puerto apagado en Norfolk.
5. Periodo de operación en lanzamiento de misiles en aguas territoriales de EE.UU.
6. Periodo de puerto apagado en Norfolk.
7. Periodo de operación en lanzamiento de misiles en aguas de EE.UU y fin de
ejercicios.
8. Periodo de estancia en puerto encendido fin de pruebas de lanzamiento.
9. Periodo de tránsito en crucero a Halifax (Canadá).
10. Periodo de estancia en puerto apagado en Halifax.
11. Periodo de tránsito a España y final.
Con este viaje se aumentaron de forma significativa el número de variables conside-
radas para el análisis de sus correlaciones.
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Consumo de combustible
En este viaje el consumo de combustible se desglosa en dos partidas, una dedi-
cada a la generación y otra dedicada a la propulsión. También se ha determinado
el consumo horario del buque en la toma de datos en todas las condiciones que se
produjeron durante el viaje.
3.8.4. Datos del viaje a Australia
Este viaje se produce en 2017 con motivo del apoyo de la Armada a la industria
nacional y como prueba de la capacidad de despliegue de la armada en escenarios
lejanos. Los periodos considerados en este viaje son los siguientes:
1. Periodo de crucero Ferrol-Estrecho de Gibraltar-Canal de Suez, Yedda (Arabia
Saudí) 2017. Este supone la primera etapa de un viaje de circunnavegación del
Globo enmarcando un despliegue en Australia.
2. Periodo de crucero Yedda a Bombay (India) como segunda etapa del viaje.
3. Periodo de crucero Bombay-Mumbay a Singapur (Singapur) es la tercera de las
etapas.
4. Periodo de crucero que marca la última etapa oceánica del viaje de tránsito a
Australia.
5. Periodo de operación y crucero en el que se encuadra la primera de las na-
vegaciones de colaboración con la marina Australiana en 2017. Este periodo
permitió analizar de forma más objetiva la condición fundamental para la que
están creados los buques que no es otra que la de desplazarse, en modo de
Crucero (C.R.).
Consumo de combustible
En este viaje el consumo de combustible se desglosa en dos partidas al igual que
los anteriores, el cual está repartido en cinco etapas, como no disponemos de los
periodos de puerto entre cada una de ellas, todos los datos de consumo se refieren
al modo de crucero.
A modo de resumen, en la tabla 3.12 podemos ver reflejados los valores correspon-
dientes a cada viaje, modo de funcionamiento, horas (h.) en el modo, consumo total
de los DD.GG. para la generación eléctrica (C. Gen.), consumo de propulsión (C.
Prop.) y millas recorridas en cada viaje (nm). Los datos se corresponden con los da-
tos reales registrados durante los cuatro viajes.
Los consumos y las millas se dan en conjunto para cada viaje en la tabla 3.12 y ha-
cernos una idea del volumen de combustible consumido y las millas recorridas, lo
que nos permite hacer un calculo aproximado que relacione el consumo del buque
con la distancia con respecto al combustible empleado en la propulsión.
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nº Viaje Modo h. C. Gen. C. Prop. nm
F. 11
P.A. 36















4 V. Australia P.E. 8 306.044 1.295.912 13.728
O. 0
C.R. 968
Cuadro 3.12: Modos, duración, consumo y millas. Elaboración propia (2019)
3.9. Preparación y ordenación de los datos
Una vez tomados los datos se ha procedido a elaborar una matriz por cada viaje
en el cual se volcaron los valores de las distintas variables consideradas en cada uno
de los viajes. De forma esquemática responden a una estructura de variables como
se ve en la figura 3.30. las variables se pueden agrupar en variables de generación
y consumo, variables ambientales interiores, variables climáticas exteriores y varia-
bles del buque. Todas ellas referidas al tiempo t. Las podemos ver descritas en el
cuadro 3.10.
Figura 3.30: Hojas de variables. Elaboración propia (2019)
Las tablas así generadas han sido la base sobre la que se aplicaron las herramien-
tas estadísticas descriptivas y de inferencia y, han servido de base para los cálculos
de EEOI y otras operaciones realizadas en el capítulo 4 de análisis.
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De igual forma se han recopilado datos de carácter cualitativo que sirvan de aplica-
ción en el análisis de los datos cuantitativos como horarios de actividad de trabajo o
descansos en los distintos modos de operación del buque. Estos elementos son im-
portante también en los estudios cuantitativos y por tanto en el análisis de la EE de
buques de guerra en particular y de cualquier sistema energético en general.
Puede parecer difícil o imposible la aplicación de la investigación cualitativa en in-
geniería y generalmente se suele olvidar el análisis cualitativo y esto es un concepto
erroneo. Referiremos lo que dicen Cárcel y Roldán [204] que muy bien podemos
aplicar a investigaciones como la de esta tesis doctoral respecto de las variables de
tipo cualitativo:
“Dentro de la actividad del mantenimiento industrial, la medición y cuanti-
ficación de las diferentes variables físicas es vital para marcar el estado ope-
rativo y el servicio prestado. Todo esto se realiza mediante técnicas de inves-
tigación cuantitativas y se olvidan otros aspectos que influyen de una ma-
nera importante en el servicio (el propio personal), cuya manera adecuada
de medición, en numerosos casos solo es posible investigar mediante técnicas
cualitativas”.
Sus afirmaciones son evidentes, los entornos en los que trabajan las personas nece-
sitan de este tipo de estudios para poder, como en esta tesis, unir elementos que de
otra forma no se podrían tener presentes y que, además son una inestimable ayuda
a la hora de interpretar los datos y para hacer inferencias sobre los resultados.
Combinar el análisis cuantitativo con el cualitativo mediante el empleo de entre-
vistas a usuarios del sistema estudiado, conociendo los niveles de preparación o el
ambiente de trabajo, los cuales son elementos difícilmente cuantificables, favorece
el análsisi final del estudio y sus conclusiones. En definitiva, es importante aplicar
a la parte del estudio de carácter cuantitativo las máximas de: observar, preguntar
y leer sin marcarse objetivos o hipótesis iniciales [205].
3.10. Validación de los datos
La validación de los datos nos permite asegurar que los datos empleados son cla-
ros, precisos y consistentes a la hora de realizar la MD. Podemos asegurar el cumpli-
miento de los parámetros de calidad y control requeridos en el proceso de análisis
posterior. La validación de los datos empleados se demuestra en:
1. Rango: los datos están dentro de los límites superiores e inferiores definidos
para el proceso dentro del rango marcado para cada uno de los viajes. Es de-
cir, abarcan periodos suficientemente largos y acumulan datos suficientemen-
te completos para ser analizados e interpretados con el objeto de hacer infe-
rencia desde los mismos.
2. Tipo: datos tomados coinciden en cada muestra con los valores esperados para
cada una de las variables analizadas. es decir los datos de temperaturas son
de temperaturas y los datos de humedades son de humedades por poner un
ejemplo.
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3. Longitud: los datos se ajustan a las longitudes establecidas por las caracterís-
ticas de las variables o las restricciones de puntos decimales que hemos mar-
cado para cada una de ellas, de igual forma se han comprobado los requisitos
de normalización adimensional que se establecieron en cada uno de los viajes.
4. Formato: las tomas de datos se han hecho de igual forma siguiendo los mismos
criterios en todo momento. No existen errores de escritura en las bases de datos
que puedan alterar los resultados obtenidos en el análisis de los mismos.
5. Presencia: en aquellos campos en los que se ha podido perder su información,
han quedado fuera del estudio para evitar falsear los resultados finales, esto
no ha sucedido de forma frecuente pero si se han detectado algunas informa-
ciones sesgadas que se han descartado en el análisis.
Haremos aquí especial referencia al criterio que la International Energy Agency
(IEA) [206] da sobre la validación de los datos empleados en análisis estadístico
de indicadores energéticos. Esta asociación determina cuatro parámetros para la va-
lidación:
1. Cobertura y definiciones: buscamos garantizar que los datos recopilados cum-
plen los requisitos predefinidos en términos de variable, sistemas, tiempo y
cualquier otra característica considerada.
2. Congruencia interna: buscamos mantener las relaciones previstas entre los
diversos elementos de las matriz de datos. Por ejemplo la reproducción res-
pecto del tiempo, o la constancia de las relaciones.
3. Coherencia con las fuentes externas: así se asegura que los datos mantienen
congruencia con datos presentados por otras fuentes tanto en sus valores, co-
mo rangos, como análisis.
4. Plausibilidad: que básicamente se establece mediante controles de verosimi-
litud que garantizan que los resultados obtenidos están dentro del rango espe-
rado, es decir, que por ejemplo no salen valores negativos en la toma de datos
de consumos de un motor propulsor.
Esta validación establece etapas similares a las que hemos realizado nosotros en
cinco pasos. Todos los datos recopilados en esta investigación han sido preparados
para su análisis empleando hojas de calculo que han permitido su integración y
se han separado por viajes para ofrecen información sobre consumos, modos de
operación y otros elementos de carácter tanto cuantitativo como cualitativo 5.
3.11. Conclusiones del capítulo
En este capítulo hemos procedido a particularizar para nuestro estudio los ele-
mentos descritos en el capítulo dos de estado del arte para el buque objeto de estu-
dio. La plataforma analizada es una de las más modernas en su tipo que existen y
tiene similares características a las que prestan servicio en otras marinas de guerra
5Las bases de datos elaboradas para esta tesis no se encuentran disponibles por cuestiones de
confidencialidad.
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de nuestro entorno como la noruega, australiana o la de los EE.UU.
El diseño del buque requiere de elementos que permitan determinar los consumos
energéticos por lo que, es necesario determinar de forma clara los sistemas embar-
cados dada la elevada demanda energética de los mismos para su funcionamiento.
El buque seleccionado separa sus consumos en dos categorías, el consumo de com-
bustible dedicado a la propulsión del buque y el consumo de combustible dedicado
a la producción de energía para alimentar los sistemas embarcados.
Con respecto a los sistemas, los sistemas de mando y control o las armas no son los
más demandantes, siendo los sistemas auxiliares los que tienen mayor peso en el
consumo en todos los modos de funcionamiento ya que, debido a la gran cantidad
de funcionalidades que se le pide a un buque de guerra, los sistemas auxiliares son
los más abundantes.
Dentro de la familia de sistemas auxiliares, se encuentra el sistema HVAC el cual es
el más demandante de todos ellos en la práctica totalidad de los modos de opera-
ción en base a los cálculos iniciales, pues su factor de utilización es alto ya que se
encuentra funcionando constantemente.
Hemos visto que los buques de guerra se diseñan tradicionalmente desde un punto
de vista estático, considerando valores máximos y mínimos para las temperaturas,
dividiendo los modos en dos estaciones denominadas “verano” e “invierno” unido
a una serie de modos de operación en los que los distintos consumidores se evalúan
mediante unos coeficientes de uso en el intervalo (0-1) pero en ningún momento se
analizan desde un punto de vista dinámico.
Esto nos ha orientado a efectuar un selección y análisis de datos de variables que
puedan influir en el consumo para determinar cual puede ser su relación con el
consumo del buque tanto para la generación eléctrica como para la propulsión.
Se han elaborado matrices de datos para las variables respecto del tiempo las cua-
les, se han ido haciendo más grandes a medida que avanzaba el estudio para po-
der establecer fundamentos firmes de relación entre ellas, además de comprobar la
necesidad de establecer cierto análisis de variables de tipo cualitativo que puedan
complementar en análisis cuantitativo de esta tesis.
Todos los datos recogidos se han integrado en matrices temporales teniendo presen-
tes los modos de operación del buque, y las variables consideradas como pueden
ser las condiciones ambientales tanto exteriores como interiores, los consumos o las
demandas energéticas del sistema buque.
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Capítulo 4
Análisis de los datos
En este capítulo aplicaremos distintas herramientas estadísticas al análisis de los
datos recogidos de las variables seleccionadas y obtenidos en el trabajo de campo.
Las variables seleccionadas, el estudio de las series STD y la aplicación de las técni-
cas de análisis y los modelos elaborados forman el grueso de este capítulo.
Se aplicarán elementos estadísticos descriptivos que nos permitan efectuar inferen-
cias o predicciones sobre el sistema buque. Las distintas herramientas se han des-
crito en el capítulo de estado del arte.
Las variables analizadas en cada uno de los viajes, expuestas en el cuadro de varia-
bles por viajes del capítulo 3, permitirán descubrir las causas fundamentales asig-
nables a la mayor o menor EE del buque así, podremos asegurar las conclusiones
correctas que nos permitan favorecer la toma de medidas que potencien la EE.
4.1. Análisis del balance energético de diseño
En las figuras 4.1 y 4.2 podemos ver representados los valores de cálculo de ba-
lance eléctrico para el buque objeto de análisis. En ellos se muestran en primer lugar
los valores totales de consumidores por grupos de coste (200 a 700) y a continuación
los valores de consumo sobre la base de la estación climática y el modo de opera-
ción (subsección 2.4.5) considerados para el diseño que, podemos comparar con los
resultados obtenidos en los distintos viajes.
Figura 4.1: Consumos modos en verano. Elaboración propia (2019)
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Figura 4.2: Consumos modos en invierno. Elaboración propia (2019)
A la vista de los cálculos establecidos para cada modo de funcionamiento vemos
que, tanto en invierno como en verano, son los equipos auxiliares los que tienen más
carga en todas las condiciones que se contempla entre 657 kW de puerto verano y
1.334 kW de la condición de crucero en invierno.
La variabilidad en consumos es mayor en el grupo de mando y exploración (400)
donde el consumo aumenta de forma considerable en las condiciones de crucero y
de operación del buque oscilando de los 116 kW en la condición de puerto, a los
1.101 kW de la condición de operación verano o invierno indistintamente.
Hemos dejado de analizar las situaciones de emergencia pues en estas situaciones
no son las habituales y, por otro lado, los esfuerzos en este modo van encaminados
a mantener el buque a flote para salvarlo junto a su dotación al margen de conside-
raciones de consumo energético.
Comparativamente con los totales determinados para cada grupo de coste vemos
que la gran diferencia entre totales y carga considerada para cada modo, lo que
muestra el nivel de redundancia y seguridades que se consideran para el cálculo de
los balances eléctricos del buque.
Figura 4.3: Combinaciones viaje a Australia. Elaboración propia (2019)
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En cada condición se indica cuantos DD.GG. deben estar en funcionamiento lo
que podemos ver en el cuadro 3.2. Esto no casa del todo con la realidad de los datos
obtenidos para nuestro análisis pues, en general, en ninguno de los modos analiza-
dos en el buque se cumple este criterio de diseño de la planta de generación.
Los datos reales del buque muestran que generalmente se funciona con dos diésel
generadores. Como vemos en los datos de los viajes 2, 3 y 4 (Cádiz, EE.UU. y Aus-
tralia) y, como se puede ver en el cuadro 4.1 el número de horas de las distintas
condiciones en las que se consideran tres DD.GG. es mínimo.
Si nos fijamos en el cuadro 4.1 podemos ver que como de las horas de funciona-
miento de la planta (h.f.), la condición en la que se encuentran funcionando dos
motores es la más habitual. En el viaje 2, 3 y 4 representa, respectivamente, el 85%,
80,5% y 84,6% del tiempo total. Teniendo presente que los tres viajes son muy dis-
tintos entre si, y distantes en el tiempo, podemos afirmar que como norma general
el buque trabaja con dos diésel y no sigue los criterios de diseño que marca 3 diésel
generadores en funcionamiento para la mayoría de las condiciones.
nº Viaje Generador h. Nº DD.GG. h.f.
2 V. Cádiz 1A 0 1 0
1B 40 2 41
2A 18 3 7
2B 47 4 0
3 V. EE.UU. 1A 562 1 52
1B 294 2 550
2A 478 3 75
2B 61 4 6
4 V. Australia 1A 833 1 91
1B 178 2 814
2A 329 3 55
2B 552 4 2
Cuadro 4.1: Horas por diésel y número de DD.GG. Elaboración propia (2019)
Atendiendo a los datos de los viajes mencionados, empezaremos del más recien-
te al más antiguo y así, el viaje a Australia, representados en la figura 4.3, solo tres
combinaciones de motores (1A-1B), (1A-2B) y (1A-2A) asumen el trabajo en el 80%
de las horas de trabajo de la planta y en proporciones muy dispares, ya que la com-
binación (1A-2B) asume el 48,23% del tiempo total.
De igual forma si analizamos los datos del viaje a EE.UU. la combinación más habi-
tual es dos diésel encendidos representando en su conjunto el 81,72% como vemos
en la figura 4.4. Las combinaciones (1A-1B), (1A-2A) y (1B -2A) asumen la genera-
ción el 78% del tiempo de funcionamiento de la planta. La combinación (1A-2A) en
este caso asumen más de la mitad del trabajo de la planta en este viaje con el 51%
del tiempo total.
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Figura 4.4: Combinaciones viaje a EE.UU. Elaboración propia (2019)
En el viaje de Cádiz (figura 4.5) la combinación de dos motores cubre el 85% de
tiempo total del funcionamiento de la planta. Como en los casos anteriores, es dispar
el uso de una u otra combinación y, en este viaje, las combinaciones que se presen-
taron fueron (1B-2B) y (2A-2B) cubriendo la primera de ellas el 65% del trabajo.
En este viaje también se presenta una combinación de tres motores en proporción
similar a la combinación (2A-2B) con un 16% aunque, debemos tener presente, que
por la tendencia de todos los datos analizados las combinaciones de tres motores no
son lo más frecuente.
Figura 4.5: Combinaciones viaje de Cádiz . Elaboración propia (2019)
Podemos comprobar a la vista de este primer análisis, que no se cumplen en
el funcionamiento las premisas determinadas en el diseño y cálculo de las SCE y
que, tampoco son constantes las combinaciones de dos motores dependiendo de un
elemento aleatorio no controlable el funcionamiento con uno u otro motor, así pues
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tenemos que considerar que el empleo de la planta no se hace en modo automático
y depende más de las decisiones del personal que opera estos sistemas.
4.2. Análisis gráfico de los datos
En esta sección vamos a tratar la información de cada uno de los cuatro paquetes
de datos recopilados de forma gráfica. Los gráficos son una herramienta fundamen-
tal para obtener una visualización de las tendencias de las variables y de posibles
correlaciones.
Las representaciones gráficas que veremos en las distintas subsecciones emplean
datos adimensionales debido a la necesidad de emplear un escalado que permita
representar las mismas sin perder su sentido en gráficos de recorrido respecto del
tiempo (t). Esto se debe a la diferencia existente en el valor numérico de variables
como las de potencia (en miles), de consumo (cientos) o de temperatura (decenas).
Por ello para poder tener una visión de conjunto fue necesario recurrir a valores
adimensionales que, por otro lado, no desvirtúan en ningún caso la realidad de los
datos.
El análisis gráfico nos permitió también conocer agrupamientos, aleatoriedad, ten-
dencias o proporcionalidades que existentes entre las distintas variables represen-
tadas en base a estos gráficos de recorrido.
4.2.1. Análisis gráfico del viaje de prueba en Ferrol
En la figura 4.6 podemos ver representadas las variables analizadas en la fase
inicial de este trabajo. Estas variables las podemos ver identificadas en la parte de
derecha. Se observa que la variabilidad de los procesos es grande a excepción de la
variable de temperatura del VLS TVLS , la cual no manifiesta prácticamente variacio-
nes a lo largo del tiempo y, algo similar sucede con la temperatura de la cámara de
diésel generadores nº2 TDG2.
Esto nos ha llevado a descartar, en primer lugar, la temperatura del VLS por ser per-
fectamente predecible y no verse afectada por las variaciones del resto de variables,
su temperatura es prácticamente invariable, por lo que no se ve afectada por los pro-
cesos energéticos del buque. Por otro lado el comportamiento de la temperatura del
local de generadores, muestras su variabilidad de forma clara y, en los momentos
en los que arranca este vemos que sube la temperatura del local y bajando cuando
entra en funcionamiento la ventilación de la cámara por ello en este local la tempe-
ratura la variabilidad de la temperatura va ligada a el modo encendido/apagado del
motor.
Hemos reflejado en el gráfico de este viaje nº 1, los periodos mantenidos en las dis-
tintas condiciones ya referidos en la subsección 3.8 que son:
1. Periodo de puerto apagado. (I)
2. Periodo de operación. (II)
3. Periodo de fondeo. (III)
4. Periodo de crucero. (IV)
5. Periodo de puerto encendido. (V)
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6. Periodo de puerto apagado. (VI)
7. Periodo de crucero. (VII)
8. Periodo de puerto encendido. (VIII)
9. Periodo de puerto apagado. (IX)
Para el resto de viajes haremos referencia a las etapas descritas en la sección 3.8 si
no se indica lo contrario.
Figura 4.6: Variables del viaje nº 1 de prueba (Ferrol). Elaboración propia (2019)
En la figura 4.7 hemos eliminado la representación de las variables correspon-
dientes a las temperaturas de la cámara de diésel generadores (TDG 2) y al local del
lanzador vertical (VLS) para mayor claridad. En la figura encontramos cuatro áreas
que nos han llamado la atención a la hora de efectuar este análisis gráfico numera-
das del 1 al 4 y enmarcadas en verde.
Tomando la gráfica de consumo eléctrico P T aislado, y marcando de forma gráfica
las condiciones de funcionamiento (periodos en números romanos), podemos ver
que este consumo es más bajo en las situaciones de puerto apagado (P.A) y más ele-
vado en las condiciones de operación (O.), fondeado (F.) y puerto encendido (P.E.).
La distribución de los periodos de cada condición se puede seguir según el código
de colores representado a la derecha del gráfico correspondiente 4.7.
Se ha marcado en azul celeste los periodos de Puerto Apagado (P.A.), en rojo los de
Puerto Encendido (P.E.) , en amarillo el periodo Fondeado (F.) , en marrón los de
crucero C.R. y en violeta los de Operación (O.). En esta última condición de funcio-
namiento es donde se presentan los picos de consumo más elevados que se deben al
mayor número de equipos encendidos y a la gran demanda de refrigeración (entre
otros) que tenemos en el barco para los equipos electrónicos del SC.
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Analizando las cuatro zonas de mayor y menor consumo que hemos enmarcados en
verde y numerado del (1) al (4) se constata que, la de menor consumo (1) se presenta
al principio del periodo de evaluación y se ajusta con una situación de carga míni-
ma en puerto apagado con la mayoría de los sistemas apagados, siendo el HVAC el
mayor consumidor presente en esta condición. El cuadro (2) recoge la condición de
operación (O.) que es la más exigente de todas ellas según los datos obtenidos para
este viaje de pruebas, presentando esta el pico de consumo energético, lo que es se-
ñal de la presencia de más sistemas encendidos.
El cuadro (3) se encuentra a caballo de dos modo, la condición de fondeado F. y la
condición de crucero C.R.. Vemos que el consumo eléctrico baja dentro de la condi-
ción de F. debido a que la demanda se reduce y aquí, a un tiempo, se marca la subida
de temperatura del agua de mar Tam, posteriormente comienza la subida del con-
sumo con la entrada en modo C.R., lo que lleva aparejado una subida del consumo
eléctrico en la condición de fondeado comenzando así, una paulatina bajada de la
temperatura del agua de mar.
El cuadro (4) se corresponde con un modo de P.E., este presenta una subida de am-
bas curvas con tendencias muy parecidas.
Figura 4.7: Variables analizadas. Viaje nº1 de prueba. Elaboración propia (2019)
Comparando las distintas curvas obtenidas tanto para las condiciones ambienta-
les exteriores como para las ambientales interiores de los distintos locales conside-
rados para el estudio, es la curva de temperatura del agua de mar la que en principio
muestra una tendencia más parecida a la curva de consumos eléctricos lo que nos
aconseja, a la hora acometer el análisis estadístico de los datos posteriores, ponga-
mos especial interés en el estudio de estas zonas de las representaciones gráficas
entre la curva correspondiente a los consumos eléctricos y la curva correspondiente
a la temperatura del agua de mar.
Las restantes curvas sirven de apoyo al análisis así, las de temperatura y humedad,
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se corresponden con datos de una zona de estudio enmarcada entre las dos condi-
ciones extremas de verano e invierno empleadas para el estudio durante el diseño
(véase cuadro 3.4). Las curvas de motores nos indican cuando están estos encen-
didos y apagados permitiendo discriminar en que modo (encendido/apagado) nos
encontramos así, las subidas repentinas se corresponden con los encendidos de los
equipos y las bajadas (más suaves), con el apagado y/o pérdida de calor de estos
sistemas.
Por último, la temperatura del VLS (TVLS)de la figura 4.6, presenta una tendencia
rectilínea como ya hemos dicho lo que se corresponde con la realidad del diseño
que exige una condición de temperatura homogénea encontrándose esta dentro de
los márgenes establecidos para la misma entorno a los 21ºC (véase 3.4).
A la vista de los datos anteriores se procedió a efectuar nuevas tomas de datos en
los distintos viajes incrementando el número de variables y eliminando otras como
se puede comprobar en el cuadro 3.30.
4.2.2. Análisis gráfico del viaje de Cádiz a Ferrol
En este viaje nº 2 analizado, se ha considerado la generación desglosada por mo-
tor de generación eléctrica (1A, 2A, 1B y 2B) para comprobar el comportamiento de
los mismos desde el punto de vista cuantitativo y cualitativo, es decir, para conocer
como se estaba empleando la planta conforme a los criterios de diseño en el cual,
se consideraba que en cada modo de funcionamiento se empleaban un número de
motores concretos (cuadro 3.2).
Además también se optó por conocer el valor separado de temperatura arrojada por
los sensores de temperatura para el agua de mar instalados en las tomas de mar
principales en las cámaras de máquinas 3.10.
Figura 4.8: Viaje 2 Cádiz Ferrol. Elaboración propia (2019)
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Analizando el gráfico que podemos ver en 4.8, comprobamos que la temperatura
del agua de mar presenta en las situaciones de puerto mayor diferencia del entorno
de 2,4 ºC y, en el resto de modos analizados esta diferencia es mucho menor en el
entorno de 1 a 0,4 ºC de diferencia. De todas formas, esta variación es poco predeci-
ble, puesto que si bien las temperaturas mantienen la tendencia en todo momento,
viendo como pasan de las aguas más cálidas en la bahía de Cádiz a las más frías de
la ria de Ferrol, las variaciones no se mantiene correlativas, siendo en ocasiones más
alta la de popa que la de proa y viceversa.
Otro elemento que podemos destacar viendo este gráfico (figura 4.7) es que las va-
riables presentan comportamientos distintos en cada una de las cuatro zonas mar-
cadas. En la primera de puerto encendido (P.E.) empezando por la izquierda, pode-
mos ver como los valores en general se mantienen bastante estables hasta cerca del
cambio de condición; en la segunda de operación (O.) los procesos son bastante esto-
cásticos perdiéndose el comportamiento anterior; en el modo crucero (C.R.) donde,
si bien existe variabilidad, el comportamiento es más estable; la última de las zonas
de P.E., presenta un comportamiento similar a los últimos datos de la primera fase
en este modo.
Este comportamiento al final y principio de las dos fases de P.E. es debido a que el
buque se encuentra en una fase de preparación de salida a la mar (en la primera) y
de entrada en puerto (en la segunda) y que, por tanto, refleja un periodo transitorio
entre uno y otro modo de P.E. a O. en el primer momento y, de C.R. a P.E. en el
segundo.
Figura 4.9: Consumos del viaje 2. Elaboración propia (2019)
Comparando los gráficos observamos que algunas de las variables presentan ten-
dencias que pueden dar claves sobre su influencia en el consumo y de como los
modos de funcionamiento afectan también a este así, en la figura 4.9, podemos ver
representados los consumos de F-76. Vemos como la condición de P.E. presenta va-
lores (en azul) en todo el periodo analizado algo menores que en las de O. y C.R.,
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manteniendo gran variabilidad en el modo de operación, variación que desaparece
en el caso del modo de crucero. Observando el consumo de combustible de la pro-
pulsión comprobamos que este es determinante en el consumo total del buque en el
modo crucero (C.R.) como se puede ver en la tercera fase del viaje nº 2 siendo esta
proporción mayor en algo más de tres veces el consumo de generación eléctrica. En
el caso de la condición de operación (O.) es más variable siendo en ocasiones la de-
manda inferior a la de generación, esto es debido a que en operación, muchas de las
funcionalidades requieren de velocidades bajas.
En la figura 4.10 vemos representado el consumo eléctrico del buque (azul) en todo
el ciclo y los consumos de F-76. El consumo en situaciones de puerto es menor que
en el resto de modos de funcionamiento analizados en este viaje y, de igual forma,
el comportamiento estocástico en el modo de operación (O.) queda evidenciado en
esta figura.
Figura 4.10: Variable PT y consumo F-76 del viaje 2. Elaboración propia (2019)
Comparando la tendencia de las curvas de temperatura de agua de mar con las
de consumo eléctrico del buque, las cuales vemos representadas en la figura 4.11,
vemos en azul el consumo eléctrico y tres curvas de similar tendencia en naranja,
amarillo y gris que son la temperatura del agua de mar en la toma de popa (naranja)
y la temperatura de la toma de mar en proa (gris), en amarillo tenemos valor medio
de temperatura del agua de mar. Como hemos explicado en la figura 4.8, la diferen-
cia se hace mayor en las condiciones de puerto lo que debe achacarse a que el buque
está parado y, por tanto el agua más caliente tiende a concentrarse cerca del buque
y de sus tomas de mar. Una vez que este inicia el cambio de modo de funciona-
miento las temperaturas se igualan prácticamente y, en los modos de O. y C.R. estas
temperaturas oscilan sin mantener una pauta clara de mayor o menor, obteniéndose
mayor temperatura en ocasiones en proa y en otras en popa. Esto está relacionado
con los sistemas activos en cada momento. el sentido decreciente de los valores de-
bemos asociarlo al cambio que se produce de localización en el mar, pasando de la
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Bahía de Cádiz a la ría de Ferrol en el Atlántico donde las aguas son más frias en
promedio anual. En la fase de operación vemos que la temperatura se mantiene más
estable que en el resto del viaje por lo que parece indicar que las bajas velocidades
del buque mantienen la situación, invirtiendo la situación de las curvas, siendo más
alta la de proa(Tam−pr) que la de popa (Tam−pp).
Figura 4.11: Variables PT y Tam del viaje 2. Elaboración propia (2019)
Figura 4.12: Variables PT y HR del viaje 2. Elaboración propia (2019)
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Si observamos ahora la figura 4.12, podemos ver comparada la potencia produ-
cida para consumo eléctrico (PT) con la variable de humedad relativa (RH), en este
caso no se observa una relación clara en el comportamiento de los gráficos de re-
corrido de las variables si bien, en algunas zonas presentan tendencias inversas, es
decir, si nos fijamos en el mod C.R. vemos que los máximos de PT tienden a coinci-
dir con los mínimos de humedad relativa lo que hace pensar que puede existir un
valor de correlación inverso en estas zonas respecto de estas dos variables.
Para comprobar la afirmación anterior comparamos el consumo PT con el valor de la
temperatura ambiente (Ta) que podemos ver representadas en la figura 4.13. Com-
probamos que sucede algo similar entre los picos de consumo PT y los máximos de
la curva Ta en la misma etapa de crucero (C.R.); esta no es tan acusada como con la
HR, pero apunta cierta correlación ya que, generalmente, los máximos de humedad
coinciden con las temperaturas más bajas del día y viceversa.
Figura 4.13: Variables PT y Ta del viaje 2. Elaboración propia (2019)
Realizaremos ahora lo mismo con el resto de viajes teniendo presente que las
tendencias demostradas en los casos más cortos números 1 y 2 serán las pistas que
nos orientarán en los casos siguientes.
4.2.3. Análisis gráfico del viaje a EE.UU.
En la figura 4.14 podemos ver la representación gráfica de las variables del viaje
a EE.UU. En este caso el número de variables y el periodo temporal se ampliaron con
respecto a los viajes nº1 y 2. El viaje nº3 se puede ver dividido en 11 etapas o tramos
como ya hemos comentado con anterioridad. A simple vista si se pueden observar
ciertas tendencias en función del modo de funcionamiento que consideremos y, al
igual que hemos hecho antes, separaremos aquellas variables que nos puedan dar
indicaciones sobre el comportamiento energético del sistema buque.
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Figura 4.14: Viaje 3 a EE.UU. Elaboración propia (2019)
En la figura 4.15 vemos los consumos del buque en los distintos periodos o fases
que se han considerado en este viaje. Podemos afirmar que el consumo de combus-
tible empleado para la navegación es superior al consumo de combustible dedicado
a la generación eléctrica del buque, esto hace pensar que las actuaciones más im-
portantes en la reducción del consumo de F-76 deben orientarse a la reducción del
consumo en la propulsión. El consumo de combustible dedicado a la generación
eléctrica es variable pero más predecible que en el caso de la propulsión. Se confir-
ma el comportamiento estocástico del consumo en la propulsión y generación en las
fases en las que se desarrollan operaciones (O.) como se puede ver en las zonas con
llave en color rojo. En el resto, si bien es variables, estas variaciones se concentran
en valores estables que más tienen que ver con las variaciones de las condiciones del
estado de la mar, viento y velocidad del buque que con otra cosa.
Figura 4.15: Consumos F-76 viaje 3. Elaboración propia (2019)
La figura 4.16 muestra la curva de consumo eléctrico con un comportamiento
similar al que se presenta en en caso del consumo de combustible. De igual forma
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que en los casos anteriores, el consumo en puerto es menor que en el caso de modos
como el de crucero (C.R.) u operación (O.). El largo periodo de puerto apagado (P.A.)
en Norfolk, muestra variaciones del consumo que, en principio, no son asignables
a otra cuestión que la preparación de los lanzamientos de misiles efectuados en las
fases en modo de operación (O.).
Figura 4.16: Variable PT viaje 3. Elaboración propia (2019)
Comparativamente con el consumo de F-76, la curva de generación que podemos
ver en la figura 4.16, desvela que el comportamiento y el consumo es algo mayor en
el modo de operación (O.). Debemos constatar aquí que en las fases de modo C.R.,
se presentan ciertos picos y tendencia más estocástica.
Figura 4.17: Variables PT y consumo DD.GG. viaje 3. Elaboración propia (2019)
Quede constancia que las condiciones ambientales en el viaje de ida a Norfolk
fueron adversas, con vientos fuertes y estados de la mar que no favorecen la navega-
ción por lo que, al igual que se puede ver en las curvas de consumos de combustible,
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el consumo eléctrico se comportó de forma similar, produciéndose mayor variabili-
dad si comparamos la generación con el consumo eléctrico (figura 4.17). En la figura
4.18 podemos ver la toma de datos aleatoria que se hizo del consumo del sistema de
climatización del buque (HVAC). Podemos ver en color verde en la figura las hor-
quillas temporales medidas para este sistema, comprobando que es el sistema más
demandante en esos momentos requiriendo buena parte de consumo eléctrico del
buque.
Figura 4.18: Variables PT y HVAC viaje 3. Elaboración propia (2019)
La figura 4.19 presenta los valores de PT y de temperatura del agua de mar (Tam).
Podemos ver en los periodos de puerto tanto de P.E. como de P.A., que las tempera-
turas tienden a aumentar como hemos visto para los periodos de puerto de los viajes
nº 1 y nº2 con la acumulación de tiempo en estos modos.
Figura 4.19: Variables PT y Tam del viaje 3. Elaboración propia (2019)
En este caso, considerando el prolongado periodo de puerto en Norfolk en modo
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P.A.(cuarto por la izquierda) se presenta un proceso similar en el que la tempera-
tura aumenta paulatinamente y una vez sale a navegar esta baja; lo mismo sucede
con el resto de periodos de puerto donde, en el caso de P.E. la variación es algo más
acusada.
La zona en la que se encontraba el buque era un muelle en la base naval del mismo
nombre, en el que el movimiento de aguas era limitado y en cuya proximidad se
encontraban otros buques en la misma condición.
Debemos tener presente que, aunque no se esté generando la corriente en el buque,
si existen otros equipos funcionando como son los equipos de HVAC, las calderas
de agua caliente, equipos de cocina, sistemas electrónicos y de armas o alumbrado,
que consumen corriente y algunos necesitan de agua para su refrigeración como es
el caso del radar SPY.
Todas estas descargas de agua con mayor carga térmica tras su paso por los equipos,
son un elemento para tener presente en el análisis de la temperatura del agua de
mar. Por otro lado los distintos periodos de crucero (C.R.), guardan cierta relación
entre el consumo y la temperatura del agua (Tam) pero en este caso, al estar el buque
en movimiento en aguas abiertas, la correlación puede deberse más, a la influencia
de la temperatura del agua de mar en la zona en la que se encuentra el buque en
el consumo, que no a la actividad interior como puede atribuirse en el caso de las
situaciones de puerto.
Podemos decir que en este caso la acción combinada de ambas variables influye en
cierta medida en el consumo eléctrico del buque en todas las condiciones analiza-
das y así, tomando el primer periodo de operación (O.), podemos ver que aunque
estocástico, la tendencia es creciente en todas las variables, esto es indicador de
existencia de cierta correlación linea positiva entre estas variables ambientales y el
consumo (PT).
Figura 4.20: Variables PT y HR del viaje 3. Elaboración propia (2019)
Las figuras 4.20 y 4.21 presentan la PT con respecto a la humedad relativa (HR)
y la temperatura del aire (Ta). Tomando en primer lugar el periodo de estancia en el
puerto de Norfolk, podemos comprobar la tendencia inversa entre HR y Ta como es
habitual, y se observa que la (Ta) más elevada tiene cierta influencia en el aumento
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del consumo eléctrico (PT).
Figura 4.21: Variables PT y Ta del viaje 3. Elaboración propia (2019)
En la figura 4.22 tenemos representadas las temperaturas de las cámaras de dié-
sel generadores (DD.GG.) comparada con el consumo de los motores que, por otro
lado, nos está dando información sobre el factor de utilización de los mismos. Po-
demos ver que la temperatura está asociada al uso de los motores es decir, cuando
estos están en funcionamiento la temperatura subirá, de todas formas esta debe
mantenerse en rango aceptables y dentro de los marcados para el diseño pues la
ventilación de los locales de máquinas así lo exige. Podemos ver que en los periodos
de puerto apagado (P.A.) los locales de máquinas sufren oscilaciones no tan acusa-
das como en el resto de fases o periodos en otros modos, estas variaciones se deben
a que en las mismas cámaras existen instalados equipos que disipan calor como
son las unidades de agua refrigerada y otros dedicados a distintos fines en funcio-
namiento, a lo que debemos sumar, las variaciones de las condiciones ambientales
también influirán en las variaciones de la temperatura.
Figura 4.22: Variables PT Temperatura DD.GG. viaje 3. Elaboración propia (2019)
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Vamos a comprobar ahora el comportamiento en una serie temporal larga de
crucero. Esta serie temporal se tomó en el viaje que el buque hizo en este modo de
crucero a Australia en 2017 navegando por el océano Atlántico, mar Mediterráneo,
mar Rojo y océano Índico.
4.2.4. Análisis gráfico del viaje a Australia
En la figura 4.23 podemos ver los valores representados gráficamente de las va-
riables analizadas en el cuarto viaje. En este viaje se analiza fundamentalmente el
modo C.R. del buque desglosado en cinco etapas. la base de datos ha incluido algu-
nos valores de P.E. que no serán considerados en este análisis de recorrido marcán-
dose las cinco fases, zonas o etapas en las que se dividió el viaje a Australia desde
Ferrol exclusivamente para el modo de crucero. De forma general se pueden apre-
ciar ciertos patrones repetitivos en muchas de las variables analizadas y diferencias
en el comportamiento de las mismas si nos referimos a los limites de cada una de
ellas.
Figura 4.23: Viaje 4 a Australia. Elaboración propia (2019)
En la figura 4.24 hemos representado los consumos de F-76 tanto para genera-
ción como para propulsión (azul y marrón respectivamente como en el resto de los
casos) y la temperatura del agua de mar (Tam) en amarillo como valor medio. No
existe a simple vista una correlación en tendencias por lo que se requiere de un
análisis de correlaciones que permita establecer las mismas y su entidad.
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Figura 4.24: Variables Tam, PT y consumo DD.GG. viaje 4. Elaboración propia (2019)
En los casos anteriores se observa cierta tendencia a subir esta en las condiciones
de P.A. y P.E. pero no así en las de crucero de este viaje nº 4, la variabilidad de la
temperatura del agua de mar parece más relacionada, en un primer momento, con
la variabilidad térmica del agua dependiendo de la situación del buque en el mar es
decir, en que región geográfica se encuentra en cada momento. Debemos recordar
que en las cinco etapas que se representan pasa de una situación en el Atlántico
a una situación en el hemisferio Sur en el Índico. Atravesando toda la franja de los
Trópicos. La primera etapa se corresponde con el paso del Atlántico al Mediterráneo
y parte del mar Rojo y con un evidente aumento de la temperatura del agua de mar,
las tres etapas centrales son en las que se atraviesa el Índico en cuya franja, las
temperaturas de agua de mar son las más altas entre los Trópicos.
Figura 4.25: Variables PT y Tam en viaje 4. Elaboración propia (2019)
Con respecto al consumo de la propulsión en la quinta etapa (ya en Australia)
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podemos ver que el comportamiento estocástico de este, se debe a que esa etapa
coincide con la primera fase de entrenamiento de dotaciones de la marina Austra-
liana y la alta variabilidad se corresponde con la ejecución de distintos ejercicios de
adiestramiento. Esta etapa puede ser considerada como de operación (O.) a la vista
de los comportamientos de las variables en el resto de casos si bien, se ha conside-
rado en principio como C.R. puesto que las operaciones reales se circunscriben a
periodos cortos en el tiempo. En la figura 4.25 podemos ver de forma separada el
consumo de los DD.GG. comparado con la temperatura del agua de mar (Tam) con
una escala mayor. Podemos afirmar que la última de las fases se encuentra más den-
tro de una fase en modo de operación debido a la mayor variabilidad con respecto
al resto de periodos analizados. Las posibles correlaciones con la Tam no se pueden
apreciar gráficamente en este caso.
Figura 4.26: Variables PT y vsf en viaje 4. Elaboración propia (2019)
La figura 4.26 representa las variables de potencia eléctrica generada (PT) y los
valores de recorrido de la velocidad sobre el fondo. Este gráfico demuestra que la
velocidad del buque no afecta en gran medida al consumo eléctrico del buque, lo
que está en consonancia con la separación que se establece entre la propulsión y la
generación en esta clase de buques. La velocidad sobre el fondo está más relacionada
con los valores de consumo de combustible de la propulsión y su comportamiento
es similar en tendencias al del consumo de la propulsión.
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Figura 4.27: Variables vra y Dra en viaje 4. Elaboración propia (2019)
La figura 4.27 no presenta gráficamente tendencias visibles de relación entre va-
riables al igual que sucede con variables de velocidad, rumbo, dirección del viento
con respecto al consumo, todas ellas presentan comportamientos distintos al del
consumo eléctrico como podemos ver en la figura donde en verde aparece la direc-
ción real del viento y la velocidad de este. Estas variables requerirán de un análisis
más depurado en base a correlaciones o regresiones que permitan establecer sus
relaciones.
Figura 4.28: Variables PT y HR en viaje 4. Elaboración propia (2019)
Por último, como en el resto de los casos, analizaremos el comportamiento del
consumo eléctrico (PT), la humedad relativa (HR) y la temperatura del aire (Ta). Las
figuras 4.28 y 4.29 representan estas variables. Podemos comprobar la tendencia
inversa entre HR yTa como es habitual, y comprobar que las temperaturas ambiente
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más elevadas tienen cierta influencia en el aumento del consumo eléctrico (PT) como
ya comentamos en el viaje a EE.UU., esto da una orientación del comportamiento de
las correlaciones matemáticas que analizaremos más adelante.
Figura 4.29: Variables PT y Ta en viaje 4. Elaboración propia (2019)
De este análisis gráfico de los datos, podemos determinar la necesidad de cal-
cular las correlaciones entre las variables, lo que nos permitirá conocer el nivel de
influencia de las mismas en el consumo energético y por tanto en la eficiencia ener-
gética del sistema.
4.3. Análisis de correlaciones
En esta sección vamos a considerar los datos de los distintos viajes a los que
aplicaremos formulación de correlación de Pearson para determinar cuales son las
correlaciones existentes entre las distintas variables, su fortaleza y, de esta forma,
discriminar las variables que afectan al consumo del buque. Las correlaciones per-
miten trabajar en el campo multivariante al relacionar las oscilaciones de unas va-






- El valor de r es el valor de la correlación.
- El numerador representa el valor de la covarianza de las matrices X,Y .
- Las matrices X,Y representan las variables estudiadas.
- El denominador es el producto de las desviaciones típicas de las variables
(x,y).
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Para determinar la fortaleza de las correlaciones calculadas con 4.1 nos apoyaremos
en los siguientes valores base del coeficiente:
-1,00 = Correlación negativa perfecta.
-0,90 = Correlación negativa muy fuerte.
-0,75 = Correlación negativa considerable.
-0,50 = Correlación negativa media.
-0,10 = Correlación negativa débil.
0,00 = No existe correlación lineal alguna entre las variables.
0,10 = Correlación positiva débil.
0,50 = Correlación positiva media.
0,75 = Correlación positiva considerable.
0,90 = Correlación positiva muy fuerte.
1,00 = Correlación positiva perfecta.
En base a estos parámetros analizaremos los valores obtenidos para los datos reco-
gidos en cada uno de los viajes.
4.3.1. Correlaciones del viaje de prueba en Ferrol
Como ya hemos dicho, calcularemos el valor del coeficiente de correlación de
Pearson r ∈ [−1,1] para una serie de pares de variables. Este coeficiente da una in-
dicación de cómo los diferentes valores afectan el consumo del barco. El coeficiente
de Pearson asume un modelo de regresión lineal y se ha elegido por su simplicidad
y permitir el análisis multivariante. Es posible utilizar otros indicadores estadísti-
cos, como la correlación de Spearman en forma no paramétrica, que solo asume una
relación monotónica, no necesariamente lineal, entre las variables. Los pares de va-
riables consideradas en el análisis son los siguientes: P T ∼ Tam, P T ∼ T a, P T ∼ HR,
P T ∼ TCM2, Tam ∼ TCM2. Los coeficientes de correlación calculados a partir de la
matriz de datos del viaje arrojó los valores que podemos ver en la tabla 4.2.
Modo rP T ,Tam rP T ,Ta rP T ,HR rP T ,TCM2 rTam,TCM2
Puerto encendido 0,48 -0,71 -0,48 0,83 0,16
Puerto Apagado 0,63 -0,26 -0,38 -0,26 -0,65
Fondeado -0,76 0,89 -0,83 -0,38 0,62
Crucero 0,24 -0,15 0,26 0,20 -0,14
Operación 0,22 0,70 -0,75 0,54 0,48
Total 0,35 -0,30 -0,29 0,26 -0,47
Cuadro 4.2: Coeficientes de Pearson del viaje 1.Elaboración propia(2019)
Dado que las necesidades energéticas de la nave son bastante diferentes según
el modo de operación (como hemos visto en 4.2.1), es importante hacer un análisis
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estadístico de correlaciones que separe los modos funcionales. A partir de los datos
del cuadro 4.2, se pueden hacer los siguientes comentarios:
1. Para los modos de P.A. y P.E., los valores de r que relacionan el consumo y la
temperatura del agua de mar son positivos. Valen r = 0,48 y r = 0,63, respec-
tivamente lo que indica correlaciones medias a considerables.
2. Para el modo F., el mayor valor de la correlación es entre el consumo y la tem-
peratura ambiente, con un valor de r = 0,89. Esta condición también presenta
considerables correlaciones negativas entre el consumo y la temperatura del
agua de mar (r = −0,76) y entre el consumo de energía y la humedad relativa
(r = −0,83). Sin embargo, debe decirse que este modo es el que tiene una menor
cantidad de datos y no podemos hacer afirmaciones más allá de las evidencias
de los datos.
3. El modo C.R. tiene bajos valores de correlación. El más alto de |r | relaciona el
consumo eléctrico y la humedad relativa, con un valor r = 0,26 que es un valor
de correlación débil.
4. Para el modo O. , el más alto de |r | corresponde a una correlación negativa
entre el consumo eléctrico y la humedad relativa y a una correlación positiva
entre el consumo y la temperatura ambiente.
En general, el consumo de electricidad en los diversos modos de operación está in-
fluenciado por las variables ambientales en distinta medida. Considerando r para
todo el conjunto de datos, todas las correlaciones son moderadas, y podemos con-
cluir que el factor externo más importante es la temperatura del agua de mar, segui-
da por la temperatura ambiente y la humedad relativa.
Por otro lado, la variable Tam presenta correlaciones positivas considerables para los
modos de puerto P.A. y P.E, especialmente para este último modo. Esto subraya la
conveniencia de dividir la muestra de datos en modos, ya que de lo contrario es-
te efecto no sería visible. Para enfatizar la correlación de la temperatura del agua
de mar con el consumo de energía en modo de puerto, presentamos un gráfico de
dispersión como el de la figura 4.30 con los datos utilizados para el gráfico puer-
to encendido donde el coeficiente de correlación de Pearson es 0,80. La línea roja
representa el ajuste lineal y la línea azul los intervalos de predicción a un nivel de
confianza del 95% basado en un modelo de regresión lineal de los datos.
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Figura 4.30: Gráfico de dispersión P.E. Viaje nº1. Elaboración propia (2019)
Haremos a continuación el mismo análisis para el resto de viajes distinguiendo
los valores de correlación por modos de funcionamiento.
4.3.2. Correlaciones del viaje de Cádiz a Ferrol
En este caso vamos a separar los datos de igual forma por modos de funciona-
miento analizando en un primer momento los datos en conjunto de la navegación.
Hay que tener presente que por la duración de esta, los intervalos considerados son
de 20 minutos en lugar de 1 hora como en el resto de los casos.
Considerando los datos en conjunto, la temperatura del agua de mar (Tam), medida
en los dos puntos posibles de las tomas de mar, arroja una correlación fuerte de 0,91
lo que indica que no es necesario en un cómputo general de datos separar esta en
dos para su análisis.
Las correlaciones entre generación de DD.GG. y la Tam son moderadas a fuertes de-
pendiendo en cada caso de los generadores que se encuentran encendidos así, los
que más han funcionado en el periodo, son el 2B el 100% del tiempo, con valores
fuertes de correlación (0,61) y el 2A que ha funcionado el 50% en modos de P.E. y O.
(0,51); los otros, el 1B que ha funcionado el 50% en el modo de C.R. ofrece valores
de correlación débiles (0,24), y el 1A no ha trabajado en toda la navegación por lo
que no se puede establecer correlación alguna para este motor.
El resto de variables ambientales presenta correlaciones moderadas a débiles con
respecto a la Tam y, moderadas a débiles con respecto al consumo eléctrico del buque.
Con respecto a la velocidad sobre el agua los datos generales muestran correlaciones
fuertes a moderadas tanto en el caso de la Tam (negativas) indicando que subidas de
la Tam conllevan bajadas de velocidad, como en el caso de la producción eléctrica
(positivas excepto en el caso del DG 2A), indicando las positivas que subidas de
velocidad suponen bajadas de producción en este motor, lo que es evidente, pues
este motor funcionó en el modo de P.E. y en el de O. donde las velocidades son cero
o muy bajas. La figura 4.31 presenta los valores de correlación calculados para las
variables consideradas. El código de colores manifiesta la fortaleza de la correlación
siendo el color verde intenso el valor de correlación positiva más fuerte y el rojo
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intenso el valor de la correlación más fuerte negativa, el color amarillo representa
los valores débiles de las mismas.
Figura 4.31: Viaje 2: valores de correlación sin modos. Elaboración propia (2019)
Por el contrario, si consideramos el modo separado P.E., observamos que los va-
lores de correlación entre las dos temperaturas de proa y popa es fuerte (0,60), no es
tan acusada como en el conjunto de los datos, lo que invita a pensar en la influencia
que en este modo de P.E., tiene la combinación de los DD.GG. en la mayor o menor
temperatura del agua de mar.
De igual forma, el uso del HVAC es otro elemento que hace que, la carga térmica,
influya en la temperatura del agua de mar dependiendo de cual de los enfriadores
esté encendido (Véase capítulo 3).
Es evidente que los valores de correlación entre los generadores y las temperaturas
del agua de mar son de moderadas a fuerte (0,48 - 0,51) en el caso de la producción
de los DD.GG. 2A y 2B y negativas moderadas en el caso del 2B, cuantitativamente
el 2B funciona muy poco tiempo en este modo por lo que el valor es correcto si bien
debe considerarse su valor absoluto a la hora de interpretar la correlación.
El resto de variables ambientales con respecto a la temperatura del agua de mar y
entre ellas mismas, presentan correlaciones muy débiles o inexistentes en la práctica
a excepción de la humedad relativa que lo hace en valores positivos de 0,63 fuerte
con respecto a la temperatura del agua de popa y moderada de 0,33 con respecto a
la de proa.
No existe valor de correlación en la producción eléctrica del D.G. 1A por no usarse
en todo el periodo ni tampoco con la vsa ya que el buque se encuentra en puerto
parado. La figura 4.32 presenta los valores segregados por modo de operación P.E.
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Figura 4.32: Viaje 2: valores de correlación modo P.E. Elaboración propia (2019)
Analizaremos ahora los datos de modo O. (figura 4.33). La correlación de tem-
peratura del agua de mar (Tam) en este caso está en valores superiores al del modo
crucero, si nos fijamos en los valores de velocidad (vsa) en este caso son los más ba-
jos del periodo estudiado, hay que tener presente que aquí tenemos funcionando
también la propulsión principal que está aportando carga térmica al medio, tanto
atmosférico como marino por su refrigeración y exahustación.
Las correlaciones entre la producción eléctrica y laVsa son prácticamente inexisten-
tes o débiles en el caso del D.G. 2B, pero esto puede deberse más a que los DD.GG.
de la Cámara nº2 en popa, funcionan más tiempo y con más carga que los de la Cá-
mara nº1 en proa donde, curiosamente, la temperatura del agua de mar (Tam−pr) es
algo menor en este periodo.
En este caso las correlaciones entre la producción eléctrica y las temperaturas del
agua de mar son moderadas a fuertes, con la misma tendencia que en el caso ante-
rior, los motores que más funcionan en el periodo son los DD.GG. 1B y 2B, con va-
lores de 0,46 a 0,56. El caso del 2A presenta valores negativos por funcionar mucho
menos tiempo que el resto y la interpretación puede ser equívoca, debiendo con-
siderarse el valor absoluto de la misma. En este caso las correlaciones ambientales
presentan valores fuertes, siendo positivas con la temperatura ambiente, y negativas
con la humedad lo cual es perfectamente justificable, ya que subida de temperatura
baja la humedad relativa.
De forma general si consideramos un periodo de 24 horas en las horas de la noche
la temperatura suele bajar y sube la HR y viceversa, esto puede verse perfectamente
en este periodo de 48 horas del viaje nº 2, en el que los modos se han sucedido de
forma correlativa y así, vemos con las correlaciones entre Tam y Ta y HR, las dos
últimas van intercambiando sus signos y su fortaleza con respecto a la Tam.
Los valores de correlación con respecto a la Vsa de la Tam y la Vsa son fuertes y ne-
gativas, que justifica subidas de temperatura con la bajada de velocidad y viceversa,
lo que casa con lo afirmado en la condición de P.E. donde la velocidad es 0 y la
correlación entre Tam respecto del consumo eléctrico es de moderada a fuerte.
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Figura 4.33: Viaje 2: valores de correlación modo O. Elaboración propia (2019)
Por último analizaremos ahora los valores para el modo de C.R. (figura 4.34). En
este modo las temperaturas de agua de mar presentan una correlación casi perfec-
ta igualándose prácticamente. Esto es achacable a la mezcla por el movimiento del
buque constante en el seno del fluido.
Con respecto a la producción eléctrica de los DD.GG. Se cumplen las pautas esta-
blecidas en el análisis del modo O. En el modo C.R. podemos comprobar como los
diésel que funcionan todo el periodo mantienen correlaciones fuertes con respecto
a la Tam y, en este caso, también con respecto a la Ta como ha sucedido en el resto de
análisis, pero en este caso es mayor que en el resto.
Las correlaciones ambientales mantienen la línea ya explicada en el caso del modo
de operación. Este viaje es el más corto de los estudiados y podemos ver como en
un ciclo diario (24 horas) se compensan y aparecen todas las correlaciones positivas,
excepto entre Ta y HR lo que es lógico y se ajusta a lo comentado con anterioridad
sobre su comportamiento inverso.
Figura 4.34: Viaje 2: valores de correlación modo C.R. Elaboración propia (2019)
Al igual que en el modo O., vemos como los valores de correlación, son fuertes
con respecto a los diésel generadores (DD.GG.). Hay que tener presente que el caso
del motor generador 2A es moderada y negativa, pero este valor debe considerarse
en valor absoluto por ser el que menos funciona en este modo y el signo viene dado
por la cantidad de ceros que entran en el cálculo.
Para demostrar lo afirmado antes, si calculamos el valor de correlación usando solo
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los valores en los que el motor esta en funcionamiento, tenemos que la correlación
es débil de 0,12.
Si presentamos los valores de P.E. (figura 4.35) con respecto a la producción eléctrica
total (P T ) y la Tam, vemos que la regresión aproximada ofrece un valor de R2 ≈ 0,90
por lo que el modelo se ajusta bien para la predicción del valor de la variable.
Figura 4.35: Viaje 2: recta de regresión (PT-Tam). Elaboración propia (2019)
4.3.3. Correlaciones del viaje a EE.UU.
En este viaje se ha estudiado una base de datos mucho mayor que en los casos
anteriores incluyendo distintos modos de operación, en este caso, los modos de P.E.,
P.A., C.R. y O. En un primer momento hemos analizado las correlaciones para el
conjunto de los datos completos y analizado el comportamiento de las correlaciones
a lo largo del día, separando los valores en principio según la actividad en puerto y,
separando después estos datos en horarios de mañana de 06:00 a 15:00 (laboral) y de
tarde a partir de las 15:00 (no laboral). De esta forma, se han obtenido los siguientes
resultados:
1. Correlaciones de los datos completos: en este caso, la correlación de los datos
con respecto a la Tam y el consumo (P T ) arrojan una correlación moderada de
- 0,32 (negativa) que puede interpretarse en valor absoluto por las variaciones
que sabemos tienen en las correlaciones los modos de funcionamiento y otras
variables ambientales y otras cualitativas, como la actividad de las personas,
la combinación de motores que se esté considerando o la toma de corriente de
la red terrestre de distribución.
En la figura 4.36 podemos ver los valores de las correlaciones con un código
de colores como el caso de las anteriores. Los valores más fuertes presentan un
color más intenso del verde (los positivos) y del rojo (los negativos), siendo los
amarillos más apagados los coeficientes más débiles como ya hemosexplicado
con anterioridad.
En la figura 4.36 vemos todas las variables analizadas en este viaje. Podemos
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ver que las correlaciones de temperaturas de locales presentan correlaciones
fuertes con respecto al resto de locales de máquinas (lo que es evidente) y a la
Tam y Ta. Esto es evidente ya que en ambos medios se emplean en la refrigera-
ción y ventilación de todos los locales de máquinas y, por tanto, la temperatura
de estos locales dependerá de los dos fluidos entre los que se encuentra un bu-
que, el agua y el aire.
Las temperaturas de los locales y sus correlaciones no se presentarán desde
este momento por quedar aquí demostrado su dependencia de la temperatura
del medio atmosférico y marino.
Figura 4.36: Viaje 3: correlaciones de datos completos. Elaboración propia (2019)
2. Correlaciones de los datos en horario laboral de 06:00 a 14:00 horas en puer-
to: en este caso se separa este periodo para comprobar la influencia de la acti-
vidad de la gente entre la hora de levantarse y la comida; durante este periodo
se encuentra a bordo la práctica totalidad del personal (200 personas) desa-
rrollando distintas actividades.
Se ha comprobado que las correlaciones de Tam con el resto de variables climá-
ticas y de consumo son débiles positivas (0,10 a 0,20) con respecto al resto de
las variables. La referente al consumo es de 0,11 positiva (véase figura 4.37).
De todas formas las estancias en puerto con la toma de corriente de tierra
pueden desvirtuar el valor final puesto que, al no encontrarse encendidos los
DD.GG., la mayor parte de tiempo analizado en este viaje es en P.A. y tendre-
mos que cotejar este resultado con un análisis por modos.
En este viaje los datos de puerto se corresponden con los siguientes tiempos de
actividad: uno laboral que comienza a las 06:00 hora local y finaliza tras la co-
mida a las 14:00. El segundo periodo es de tiempo de descanso desde las 15:00
a las 23:00. No hemos considerado las horas de 00:00 a 05:00 en los cálculos
por no aportar datos de consumo y por poder falsear las correlaciones como
estamos comprobando en este análisis al considerar periodos de inactividad.
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Figura 4.37: Viaje 3: correlaciones de 06:00 a 14:00 h. Elaboración propia (2019)
3. Correlaciones en horario libre de 15:00 a 23:00: en este caso las correlaciones
de la Tam son también débiles con respecto a todas las variables excepto en
el caso del consumo que es moderada positiva de +0,37 y del orden de la de
los datos completos, de todas formas este valor nos confirma la existencia de
una correlación entre la Tam y el consumo eléctrico en los modos de puerto
apagado (P.A.) si bien, en este modo es menor que el calculado en los viajes
nº1 y nº2 para estas condiciones de P.A. En la figura 4.38 podemos ver una
tabla codificada de igual forma que las anteriores.
Figura 4.38: Viaje 3: correlaciones de 15:00 a 23:00 h. Elaboración propia (2019)
Debido a la incongruencia con el análisis de los dos primeros viajes nº1 (Ferrol) y
nº2 (Cádiz) con respecto a la fortaleza de las correlaciones, procedimos al análisis
de los valores de correlación por modos de operación separando estos y, al mismo
tiempo, efectuamos una segunda división horaria es decir, considerando en la base
de datos las variables agrupadas por hora del día entre las 00:00 y las 23:00 obte-
niendo así 24 valores de correlación para los valores horarios.
Aquí podemos tener presente otro elemento cualitativo que es el horario desarrolla-
do generalmente en los periodos de mar en este tipo de buques, este consiste en el
siguiente reparto del tiempo de actividad de las personas denominado vigilancias;
en estos buques trabajan en el mar a tres vigilancias repartidas según el siguiente
orden:
1ª vigilancia: 8:00 11:00
2ª vigilancia: 11:00 14:00
3ª vigilancia: 14:00 17:00
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1ª vigilancia: 17:00 20:00
2ª vigilancia: 20:00 23:30
3ª vigilancia: 23:30 2:30
1ª vigilancia: 2:30 5:30
2ª vigilancia: 5:30 8:00
3ª vigilancia: 8:00 11:00 y se repite el ciclo.
Con este análisis los valores de correlación que se obtienen son los siguientes:
1. Datos completos de la navegación: centrándonos en la temperatura del agua
de mar (Tam) podemos observar un valor de correlación generalizado modera-
do, oscilando entre 0,48 y 0,11 negativos. Con un valor medio horario de -0,31
moderado para todos los datos. La figura 4.39 muestra los valores alcanzados
por las distintas correlaciones analizadas en el viaje.
Figura 4.39: Viaje 3: correlaciones completo por horas. Elaboración propia (2019)
2. Datos en modo P.A.: en este caso (figura 4.40) la horquilla se amplía y pre-
senta valores de correlación que van desde -0,48 a +0,38 presentando un valor
promedio de coeficiente de +0,10 lo que en principio puede despistarnos por
ser un valor muy bajo si bien estos valores son moderados.
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Figura 4.40: Viaje 3: correlaciones de modo puerto (P.A.). Elaboración propia (2019)
3. Datos de modo P.E.: aquí confirmamos lo postulado en los dos primeros viajes
y, para este modo, se presenta correlaciones casi perfectas en algunas horas,
oscilando entre -068 y +1. El valor medio de las mismas es +0,28 pero que
si consideramos un valor promedio del valor absoluto este es fuerte como se
puede ver en los valores alcanzados en el gráfico de la figura 4.41.
Figura 4.41: Viaje 3: correlaciones de modo puerto (P.E.). Elaboración propia (2019)
4. Datos de modo C.R.: en este caso los valores de correlación son moderados a
fuertes entre Tam y consumo eléctrico. El valor promedio es de +0,27. En la
figura 4.42 podemos ver que si seguimos la actividad de la dotación en sus
vigilancias, no se aprecia una pauta reconocible en el comportamiento de las
correlaciones. Esto puede ser indicador que el modo crucero se ve poco afec-
tado por la actividad humana.
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Figura 4.42: Viaje 3: correlaciones en modo crucero (C.R.). Elaboración propia
(2019)
5. Datos de modo O.: en el modo de operación no se disponen de muchos datos,
con la ventaja que se encuentran agrupados en una horquilla horaria de entre
10:00 y 16:00 fundamentalmente así, centrando el análisis en esta horquilla
temporal, las correlaciones son fuertes oscilando entre -0,87 y 1 (figura 4.43.
Lo que puede casar con los datos de puerto encendido, ya que estas horas
fueron las dedicadas al lanzamiento de misiles en el que las velocidades son
pequeñas por la necesidad de mantener una posición casi estática para hacerlo
(0 a 5 nudos); hay que tener presente en este caso que tenemos la aportación de
la carga térmica de los motores principales y turbinas de gas por sus circuitos
de refrigeración.
Figura 4.43: Viaje 3: correlaciones en operación (O.). Elaboración propia (2019)
6. Datos correspondientes al consumo del HVAC: por último se comprobó la in-
fluencia del sistema de climatización (HVAC) en el consumo del buque (figura
4.44), los datos son un muestreo manual de valores tomados directamente en
las unidades de enfriado de agua de mar y presenta una correlación de 0,65
(fuerte) positiva fuerte con respecto a P T (kW generados/consumidos).
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Figura 4.44: Viaje 3: correlaciones del HVAC. Elaboración propia (2019)
Es evidente la influencia de la temperatura del agua de mar en el consumo eléctri-
co del buque si bien, la gran variabilidad apunta a la necesidad de analizar otras
variables como pueden ser las corrientes, la influencia de la velocidad del buque,
las mareas y otros elementos como las configuraciones de equipos como el número
de enfriadores del HVAC encendidos, la segregación del servicio o no, las plantas
de tratamiento de aguas, las potabilizadora, los equipos de cocina, agua sanitaria,
sistemas de armas, radares, alumbrado o equipos auxiliares como las bombas encar-
gadas de refrigerar los motores principales o el lubricante de estas por citar algunos
ejemplos.
Por otro lado, es fundamental proceder al tratamiento de los datos de forma segrega-
da teniendo presente elementos de tipo cualitativo, por modos de funcionamiento,
horarios de actividad de las personas en el buque y el elemento temporal dentro
del día. Esto aconseja establecer herramientas del Internet de las cosas (Internet of
Thinghs (IoT)) que nos permitan efectuar un análisis en tiempo real de las variables
además de dinámico.
Dicho esto, en el consumo final, observamos que las variables climáticas tienen una
influencia importante en todos los modos de funcionamiento del buque y deben ser
analizadas de una forma dinámica pues la asignación de valores fijos como se ha
venido haciendo desde hace años a la hora de diseñar los sistemas energéticos (con-
sumidores ó generadores) no es el mejor de los criterios para el diseño.
Todo ello puede tener una fuerte influencia en el coste del ciclo de vida del sistema
buque, y puede hacer que no sea viable prolongar su existencia en momentos de cri-
sis como sucedió con el portaaviones “Principe de Asturias” cuando se dio de baja
por lo excesivo de su coste de ciclo de vida y mantenimiento.
4.3.4. Correlaciones del viaje a Australia
Analizaremos ahora los valores de las correlaciones obtenidas para el viaje a Aus-
tralia en el que las cuatro primeras etapas se corresponden con el modo de crucero
(C.R.) y la última se corresponde con este mismo modo pero, debemos tener pre-
sente que en se han desarrollado distintos ejercicios de entrenamiento en y su modo
más apropiado sería el de operación (O.). La última etapa puede ser considerada de
O. por la variabilidad que muestra en variables como las de consumo de combus-
tible de la propulsión como se ha explicado en el apartado 4.2.4. De todas formas,
salvo esta puntualización, se considerará todo el periodo en el modo (C.R.).
Analizaremos los coeficientes de correlación de cada una de las etapas por separado
XII-2019 186 Pedro J. Carrasco
4.3. ANÁLISIS DE CORRELACIONES
para comprobar si estos valores confirman lo ya visto en los viajes anteriores. El dis-
poner de series más largas para el modo de C.R. en distintos escenarios del Globo,
nos permitirá analizar el comportamiento de estas correlaciones en zonas distantes
y distintas en condiciones climáticas.
Estas cinco etapas han arrojado los siguientes resultados de correlación:
1. Viaje de Ferrol a Yedda (Arabia Saudí). En la figura 4.46 podemos ver los
valores de las correlaciones de esta etapa a las que se les ha aplicado el mismo
código de colores que en el resto de tablas de correlaciones anteriores donde,
el color verde o rojo más intenso refiere las correlaciones fuertes o perfectas y
el color rojo tiene el mismo significado pero con signo negativo así, el amarillo
tenue o el blanco indican correlaciones muy débiles o inexistentes (N.A.).
Las variables, para todas las etapas de este viaje, se han agrupado empleando
un código de colores también así tenemos:
Color naranja: se ha empleado para las potencias en kW de los motores
DD.GG. y su suma acumulada en la PT.
Color gris: para las temperaturas de los locales de motores principales,
diésel generadores y locales de equipos auxiliares.
Color rosa: variables de velocidad y dirección del buque.
Color azul celeste: para las variables ambientales como temperatura del
agua de mar o la dirección del viento.
Analizaremos en primer lugar las variables de potencia de esta etapa. En los
valores podemos ver que los motores que más funcionan en la etapa mantienen
las correlaciones más altas con la PT. La tabla 4.45 presenta los datos relativos
a cada motor y a cada etapa del viaje a Australia. Vemos separados el número
total de horas que ha funcionado cada motor y el% sobre el tiempo total para
cada una de las etapas consideradas.
Figura 4.45: Viaje 4: uso de los motores DD.GG. Elaboración propia (2019)
En la figura 4.45 podemos ver que los dos motores que más tiempo funcionan
son los 1A y 1B que también tienen los valores de correlación más elevados
con respecto a PT de 0,35 y 0,37 respectivamente.
Si observamos los valores de correlación entre motores DD.GG., podemos ver
que la correlación entre estos son negativas o inexistentes en la práctica, el
signo debe interpretarse aquí como una indicación de la proporción de uso y
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de la mayor o menor carga suministrada así, tomando como ejemplo los moto-
res 1B y 2B, vemos que su coeficiente de correlación es fuerte de -0,60 así, to-
mando las proporciones de funcionamiento vemos que el 1B funciona el 33%
de tiempo y el 2B el 15%; por otro lado tenemos que no funcionan juntos a
excepción de 8 horas en el viaje con rangos de potencia muy similares.
Si tomamos ahora los motores 1A y 2A, vemos que su correlación es de -0,46
moderada; en este caso el 2A funciona más horas junto al 1A si bien es el que
menos se emplea durante el viaje con cargas similares entre ambos.
Si tomamos las correlaciones presentes entre los que más han funcionado y los
que no, vemos que los coeficientes de correlación son débiles a moderados ne-
gativos igualmente, lo que confirma las afirmaciones anteriores sobre el signo
de la correlación como orientación para saber quien está funcionando en cada
momento.
Por último, si tomamos los valores de correlación entre los motores que más
funcionan (1A 1B) y los que menos (2A 2B) vemos que estas son inexistentes
entre ambas con valores de 0,13 y 0,09 respectivamente.
Figura 4.46: Viaje 4: correlaciones de la etapa 1. Elaboración propia (2019)
Considerando ahora las potencias con el resto de grupos de variables diremos
que, en el caso de las temperaturas de los locales de máquinas en color gris,
presentan correlaciones de fuertes a moderadas en todos los casos, lo que en-
tra dentro de lo predecible ya que tanto el consumo, como la generación, como
el empleo de sistemas auxiliares implica pérdidas de energía que conllevan
siempre variaciones en la temperatura.
De igual forma locales adyacentes presentan valores de correlación positiva
más altas como en el caso de las cámaras de máquinas de propulsión y las cá-
maras de diésel generadores. Esta misma situación se ha observado en el resto
de etapas del viaje y, por tanto, estos coeficientes no se reflejarán en las tablas
que presentemos a continuación para el resto de etapas.
Con respecto a las variables dinámicas de velocidad del buque, presenta corre-
laciones moderadas (0,3 a 0,4) con respecto a la potencia consumida. Lo que
es un indicador que la velocidad va a influir directamente de forma moderada
en el consumo eléctrico del buque en el modo C.R.
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Con respecto a las condiciones ambientales, vuelve a ser la Tam y Ta las varia-
bles que más afectan al consumo eléctrico del buque con correlaciones mode-
radas a fuertes que, en el caso de la potencia total, son de 0,3 y 0,46 que si
bien, indican la influencia de la Tam y Ta en el consumo, esto debe llevarnos a
considerar que, como se ha hecho en el caso de los valores de correlación para
el viaje nº3 a EE.UU., la hora del día va influir en el valor de la correlación al
igual que la zona geográfica en un periodo dilatado como este.
Figura 4.47: Viaje 4: temperatura del mar etapa 1. Agencia DWD (2017)
Lo anterior justifica que, en el caso de la correlación del diésel 2B, con valor
de correlación de 0,67 fuerte, esta se debe a las horas a las que ha funcionado
y a la zona del Globo donde se ha navegado. En este caso el buque navega de
Ferrol a Yedda, en esta etapa se pasa del océano Atlántico al mar Mediterráneo
atravesando este hasta el Canal de Suez para pasar al mar Rojo y llegando a
Yedda.
Si consideramos el mapa de temperaturas de superficie de la figura 4.47 elabo-
rado con información de la agencia del clima de Alemania 1, podemos ver que
pasamos en ese viaje de zonas de aguas a temperaturas de agua de 13 ºC de
media en el mes de enero de 2107 en Ferrol a 26 ºC de valor medio en Yedda.
En esta etapa del viaje el buque pasa por zonas de muy diferente temperatura,
en las que el motor 2B funciona en las finales fundamentalmente dentro del
mar Rojo, lo que denota la influencia de la navegación en el consumo en zonas
de aguas calientes y de ahí su correlación más alta al igual que con la tempe-
ratura del aire.
El generador 1A, el que más funciona de los cuatro DD.GG., también presenta
correlaciones moderadas con respecto a la Tam y Ta con valores de 0,34 y 0,40
respectivamente en este periodo.
1El mapa se ha editado para incluir los puertos de salida y llegada. Se ha tomado la información
del sitio oficial de la agencia del clima alemana DWD para el mes de enero de 2017 publicado en
febrero del mismo año como se puede ver en el ©“copyright” de la figura.
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El funcionamiento más inconstante de los otros dos motores, hace que sus co-
rrelaciones aparezcan como negativas pero con valores moderados negativos,
pero esto debe interpretarse más en valor absoluto, confirmando la influencia
del agua de mar en el consumo eléctrico del buque.
2. Viaje de Yedda a Bombay (India). En la figura 4.48 tenemos reflejados los
valores de las correlaciones calculados para esta etapa. En esta etapa y las res-
tantes, las características de temperatura entre locales y consumos y entre las
variables ambientales, no se tratarán por quedar constatado que estas están
claramente correlacionadas con los consumos, dependiendo del número de
sistemas que se encuentren en funcionamiento, de la carga térmica que apor-
ten al ambiente y de las condiciones de temperaturas que se presenten en el
medio circundante (agua de mar y aire).
Analizando las variables de potencia, empezaremos por decir que los valores
de correlación respecto de la Tam y de la Ta son muy débiles, siendo en el caso
de la P T de 0,02 y 0,29 respectivamente.
Los diésel generadores que más funcionan son los 1A y 2A que individualmen-
te presentan correlaciones prácticamente inexistentes entre sus potencias y las
variables Tam y Ta. El tercero es el 2B, que presenta el coeficiente de correlación
más alto con un valor de 0,13 positivo. Su periodo de funcionamiento es de 48
horas en los primeros momentos de la navegación, es decir, en el periodo en
que cruza el sur del mar Rojo para salir al océano Índico.
Esta zona del mar Rojo es la de temperaturas más altas durante todo el año
llegando a alcanzarse los 33 ºC [207], por ello podemos considerar que este
extremo ha influido en la correlación más alta. De todas formas esta correla-
ción no es fuerte y al ser la etapa en modo crucero (C.R.) se confirma lo visto
con anterioridad para este, que la Tam no es determinante en el consumo de
los motores.
En este viaje las correlaciones más fuertes se presentan entre la P T y las va-
riables de velocidad vsa, Rsf y DRV con valores de 0,45; 0,62 y 0,56 respectiva-
mente, de igual forma sucede esto con la potencia activa del diésel generador
2B con valores de 0,46; 0,51 y 0,66.
Lo anterior confirma que la combinación de velocidad del buque con el viento
han tenido relación con el consumo eléctrico del buque en esta etapa lo que
indica cada vez más la necesidad del análisis dinámico de las variables am-
bientales y de funcionamiento del buque.
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Figura 4.48: Viaje 4: correlaciones de la etapa 2. Elaboración propia (2019)
3. Viaje de Mumbay a Singapur (Singapur). En la figura 4.49 podemos ver los
valores de correlación de esta etapa. Este viaje presenta valores de correlación
de la P T con respecto a la Tam y la Ta de 0,13 y 0,64 respectivamente. Los
diésel generadores que más funcionan en esta etapa son el 1A y el 2B, el 1B
prácticamente no funciona y el 2A lo hace algo menos de tiempo que el 2B.
El comportamiento de las correlaciones en este viaje es muy similar al de las
correlaciones de la segunda etapa con respecto a las variables de velocidad y
rumbo del buque, no obteniendose valores claros de correlación con el resto
de variables analizadas.
Figura 4.49: Viaje 4: correlaciones de la etapa 3. Elaboración propia (2019)
4. Viaje de Singapur a Perth (Australia). En la figura 4.50 vemos los valores de
correlaciones de esta parte del viaje. En esta etapa la P T presenta los valores
de correlación más altos con respecto a la Tam y la Ta con valores moderados
de 0,31 y 0,43 respectivamente. En este viaje el generador 1B no funciona en
ningún momento y los que más funcionan son los 1A y el 2B, el 2A lo hace en
una proporción muy pequeña de la etapa.
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Figura 4.50: Viaje 4: correlaciones de la etapa 4. Elaboración propia (2019)
El comportamiento del resto de variables no aportan información determinan-
te sobre su influencia en el consumo de los sistemas embarcados por lo que no
haremos comentario alguno sobre estas.
5. Viaje de Perth a Perth / Stirling (Australia). La figura 4.51 muestra los valores
de correlación de la última etapa considerada del cuarto viaje. En esta etapa
del viaje las correlacciones son moderadas para los motores 2A (0,39) y 2B
(-0,36) siendo las del consumo total P T de -0,17 con respecto a la Tam.
Figura 4.51: Viaje 4: correlaciones de la etapa 5. Elaboración propia (2019)
El resto de correlaciones no aportan información suficiente que hagan deter-
minante su influencia en el consumo eléctrico del buque.
Visto todo lo anterior debemos tener presente que a la hora de analizar los datos
de los distintos viajes que se quieran estudiar, es necesario tener presentes tanto los
modos de funcionamiento como la localización del buque, las condiciones ambien-
tales y la forma en la que se utilizan los sistemas de generación de energía, pues
se ha comprobado que esta, junto a la hora del día, influirán en la fortaleza de las
correlaciones.
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4.4. Análisis de gráficos de control
Los gráficos de control de procesos se emplean generalmente para conocer el
estado de procesos industriales, buscando la detección de variaciones en el mismo
que mermen su calidad y así, poder eliminarlos [208]. Los desencadenantes de las
variaciones de los procesos pueden ser de dos tipos fundamentales como explicamos
en el capítulo 2:
1. Comunes: estos son elementos abundantes y de poca entidad y están asociados
a la variabilidad natural del proceso.
2. Asignables: tienen mayor influencia en la variación del proceso y son escasos
y en ocasiones difíciles de detectar.
En nuestro caso, aplicaremos estos gráficos buscando desencadenantes de la varia-
bilidad del proceso que queremos controlar que es el del consumo energético del
buque. Aplicaremos cuatro tipos de gráficos por ser de los más utilizados en el con-
trol de procesos y tratados en el capítulo de estado del arte:
1. Gráficos de control de Shewhart. Su formulación se encuentra en el punto
2.8.3.
2. Gráficos de control CUSUM. Su formulación se encuentra en el punto 2.8.3.
3. Gráficos de control EWMA. Su formulación se encuentra en el punto 2.8.3.
4. Gráficos de control de MM. Su formulación se encuentra en el punto 2.8.3.
No se han considerado los gráficos de control por atributos por buscar el control de
variables cualitativas que, si bien son más sencillas de detectar en procesos indus-
triales como la fabricación de piezas, en nuestro caso no son tan fáciles de aplicar
por la complejidad del proceso.
Para los distintos viajes hemos decidido establecer gráficos de control en base a la
cantidad de datos de los que disponíamos en cada caso de esta forma, hemos plan-
teado su análisis de la siguiente modo:
1. En el viaje de prueba en Ferrol (nº1) 2 en aguas de las costas gallegas, hemos
considerado un análisis de los datos completos sin tener presente el modo de
operación por no tener datos suficientes para el análisis en cada uno de los
modos. Tendremos presente que en este caso se han tomado datos cada hora.
2. En el viaje de tránsito de Cádiz (nº 2) a Ferrol, se han considerado periodos
de ocho horas sin tener presentes los modos, si bien, la mayoría de los datos
se corresponden con los modos de C.R. y O. y esto nos puede dar una visión
aproximada de estos. La toma de datos se realizó cada 20 minutos en este caso.
3. En el viaje a EE.UU. (nº3) y retorno a Ferrol, se presentan muchas más condi-
ciones siendo la P.A. la que más destaca junto a la de C.R. La toma de datos en
este caso se efectuó cada hora.
2Esta numeración correlativa, se hace para referir los viajes y,en ocasiones, nos referiremos a esta
numeración asociada a cada viaje como nº 1, nº 2, nº3 ó nº 4.
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4. En el viaje a Australia (nº4), se analiza de forma profunda la condición de
crucero. La toma de datos se ha hecho como en el caso de los viajes 1 y 3 cada
hora.
Analizaremos a continuación como en las secciones anteriores cada uno de los viajes
estableciendo comparaciones entre los mismos, considerando los modos de opera-
ción siempre que la cantidad de los datos nos lo permita para evitar sesgos inde-
seados [209] y definiremos criterios de control [210] además, buscaremos causas y
comportamientos del buque que permitan, desde los gráficos de control, conocer
el estado de funcionamiento del mismo. De forma general, para determinar si los
datos de consumo en cada conjunto de datos están fuera de control estadístico con-
sideraremos que:
1. Existe un punto fuera de los límites de control. Por encima de 3σ superior o
por debajo de −3σ
2. Existe una serie de 8 puntos seguidos por encima o por debajo del valor pro-
medio µ0.
3. Existen 5 puntos consecutivos en forma ascendente o descendente.
4. Existen 14 puntos alternando en forma consecutiva arriba y abajo en la zona
entre σ y 2σ superior o inferior −σ y −2σ .
5. Existen dos puntos consecutivos muy próximos a los límites de control del
proceso entre 2σ y 3σ superior y −2σ y −3σ inferior.
6. Existen 5 puntos consecutivos en la zona comprendida entre σ y 2σ superior
o σ y 2σ inferior
7. Existen 15 puntos consecutivos oscilando en la zona comprendida entre ±σ
8. Existen 8 puntos consecutivos que no caigan en la zona ±σ .
En nuestro caso, como ya hemos dicho, nos interesa más ver cambios de tendencia
o posibles repeticiones de puntos fuera de control que permitan detectar elementos
como el modo de operación, la actividad humana o la zona del Globo en la que
navega el buque por poner algunos ejemplos.
4.4.1. Gráficos de control del viaje de prueba en Ferrol
En el caso del viaje nº1 de prueba, hemos tomado todos los datos en conjunto al
no tener valores suficientes para construir gráficas de control fiables para comprobar
el comportamiento de estos. Los resultados que arrojan las gráficas de control son
los que podemos ver en este apartado.
La figura 4.52 presenta un gráfico de tipo Shewhart de rangos (R). El gráfico muestra
un proceso dentro de control manteniendo los valores próximos a la µ0 = 255,10
siendo los límites superior e inferior LCS = 394,90 y LCI = 115,31 del mismo. Entre
las 07:00 de la mañana y las 11:00 horas, que se corresponden con los valores de
horas 20 a 24 3, se produce un desplazamiento y cambio de tendencia.
3La toma de datos se hace entre las 12:00 del mediodía y las 12:00 del mediodía siguiente.
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Figura 4.52: Gráfica de control de rangos (viaje 1). Elaboración propia (2019)
La figura 4.53 presenta el gráfico de Shewhart con valores de medias X. En este
caso la variabilidad es más acusada. Se comprueba un cambio de tendencia entre las
horas 20 y 24 saliendo de control. Los valores de referencia son µ0 = 319,82 y para
los límites de control LCS = 359,87 y LCI = 279,77. Valores que se consideran en
principio bajos si tenemos presentes los valores de consumo estimados en el balance
eléctrico del buque que refiere un valor medio de las condiciones de 1.987 kW (véase
capitulo 3 cuadro 3.2).
Figura 4.53: Gráfica de control de medias (viaje 1). Elaboración propia (2019)
La figura 4.54 presenta el gráfico tipo EWMA correspondiente al primer viaje.
Este gráfico con memoria muestra un proceso bajo control si bien se percibe tam-
bién el cambio de tendencia a partir de la hora 20 (correspondiente a las 07:00 de la
mañana). Los valores se han adimensionalizado para la construcción de estos grá-
ficos considerando un factor de 100, de esta forma se aplican los valores siguientes
para λ = 0,3; el valor de K que oscila entre 1 y 3 se considera K = 3 cuando conside-
ramos 3σ ; el objetivo µ0 = 319,8 kW y σ = 1. Los límites de control se estabilizan en
LCS = 409,8 y LCI = 229,8.
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Figura 4.54: Gráfica de control tipo EWMA (viaje 1). Elaboración propia (2019)
La figura 4.55 presenta los valores del gráfico tipo CUSUM del primer viaje. Este
es otro gráfico con memoria que permite la detección de cambios muy pequeños.
Como se puede comprobar este muestra un proceso bajo control en los valores de
C+i y C
−
i . En este caso también se han adimensionalizado los valores de consumo
con factor 100 considerando µ0 = 3,198; δ = 1; K = δ/2 = 0,5 y valores de H = +5
y h = −5 en los límites. La escala del proceso no permite efectuar inferencia alguna
sobre el mismo.
Figura 4.55: Gráfica de control tipo CUSUM (viaje 1). Elaboración propia (2019)
La figura 4.56 complementa el gráfico CUSUM para el primer viaje y representa
los valores de sumas acumuladas apreciándose de forma clara el cambio de tenden-
cia en la hora 20.
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Figura 4.56: Gráfica de control tipo CUSUM (2) (viaje 1). Elaboración propia (2019)
Por último, la figura 4.57 presenta los valores del gráfico de media móvil para el
primer viaje de prueba CUSUM. Este gráfico presenta un proceso dentro de control
en todo momento aunque, de igual forma que en los anteriores, se observa un cam-
bio de tendencia en la hora 20. En este caso no se han adimensionalizado los valores
y se han tomado el valor medio de las medias móviles µ0 = 320; σ = 100 ; el valor de
intervalo será ω = 6 y el valor de n = 1.
Figura 4.57: Gráfica de control de Media móvil (viaje 1). Elaboración propia (2019)
Estos gráficos de control para este primer viaje no aportan gran información
sobre el conjunto de los datos de este viaje de prueba. Vemos que en general el
proceso está bajo control pero todo parce aconsejar aplicar un análisis de los datos
separados por modos de funcionamiento, por lo que vamos a analizar, en el resto de
viajes, los valores de forma separada según modos.
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4.4.2. Gráficos de control del viaje de Cádiz a Ferrol
En este viaje hemos agrupado los datos en grupos de 8 horas, el número de datos
es reducido y se corresponde con un periodo de 48 horas de funcionamiento bá-
sicamente en los modos de P.E. y C.R. En principio hemos tratado los datos en su
conjunto sin separar los modos de operación del buque obteniendo los siguientes
gráficos que podemos comparar con los del viaje 1. En la figura 4.58 podemos ver el
gráfico de control de rangos (R) para el segundo viaje. El gráfico de rangos (R) mues-
tra mayor variabilidad que en el primer viaje, con límites de control LCS = 711,27
kW y LCI = 207,68 kW siendo el valor de referencia µ0 = 459,48 kW.
Figura 4.58: Gráfica de control de rangos (viaje 2). Elaboración propia (2019)
El gráfico de medias X en la figura 4.59 muestra un comportamiento similar
al anterior. Los valores de referencia y de los límites son: µ0 = 1,084,58; LCS =
1,156,71 y LCI = 1,012,44 kW. Hay que tener presente que en este caso el buque
pasa por cuatro modos de operación (P.E., O., C.R y P.A.). En este caso la toma de
datos comienza a las 00:00 y termina 48 horas después a la misma hora. El intervalo
es de 20 minutos para cada toma de datos de esta forma, el agruparlo en periodos
de 8 horas hace que en cada muestra se junten valores de distintas horas así, por
ejemplo, en la hora 1 se juntan los valores de 00:00, 08:00 y 16:00 de los dos días
y en el valor de hora 24 están 07:40, 15:40 y 23:40. De esta forma, se entremezclan
datos de distintos modos con distintas horas del día como en el caso del primer viaje.
Esta puede ser la razón por la que presenta mayor variabilidad.
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Figura 4.59: Gráfica de control de medias (viaje 2). Elaboración propia (2019)
El gráfico EWMA (con memoria) de la figura 4.60 muestra un proceso dentro de
controlen el que se repiten las tendencias del gráfico de control de medias X. Man-
tiene los límites y valor promedio estables a partir de µ0 = 1,084,6; LCS = 1,174,6
y LCI = 994,6 kW. Estos valores son superiores a los calculados para el viaje nº1,
manteniendo valores por debajo de los calculados en el diseño para las SCE, que tie-
nen de valor promedio 1.987 kW. Teniendo presente la referida tabla 3.2, podemos
ver que en todos los casos está por encima de cualquiera de las condiciones, incluida
la de puerto, en la que considera valores con margen de crecimiento de 988 y 1.084
kW (para verano e invierno respectivamente).
Figura 4.60: Gráfica de control EWMA (viaje 2). Elaboración propia (2019)
La figura 4.61 presenta el gráfico de control CUSUM para el segundo viaje. En
el sí se detecta la variabilidad del proceso a diferencia del viaje nº1 de prueba. De
todas formas a simple vista presentan un proceso bajo control en todo momento
con cambios de tendencia en el margen superior y apenas marcados en el margen
inferior C+i y C
−
i .La figura 4.62 muestra dos cambios de tendencia que en los grupo
de datos horarios 2, 1 y 19.
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Figura 4.61: Gráfica de CUSUM (viaje 2). Elaboración propia (2019)
Figura 4.62: Gráfica de control CUSUM 2 (viaje 2). Elaboración propia (2019)
El gráfico de medias móviles de la figura 4.63 muestra un proceso estable bajo
control en el que la tendencia del conjunto de datos se muestra similar al compor-
tamiento de los datos del viaje nº1, en el cual el valor medio se mantiene en 1.085
kW con tendencia a valores máximo y mínimo de 1.342 y 831 kW.
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Figura 4.63: Gráfica de control de Media móvil (viaje 2). Elaboración propia (2019)
Si construimos dos tablas con los dos primeros viajes, podemos ver que los va-
lores obtenidos de consumo no se ajustan a los calculados para cada una de las
situaciones de carga eléctrica del buque SCE definidas en el diseño y que podemos
ver en la tabla 3.2.
Para el caso del viaje nº1 de prueba obtenemos la tabla resumen 4.3 en la que po-
demos ver que el valor objetivo µ0 se encuentra en 320 kW con los límites inferior
y superior que podemos ver reflejados en el mismo cuadro. El valor dado en los lí-
mites de las medias móviles son valores de asíntota, es decir el valores estabilizados
límite.
Límites R X EWMA CUSUM MM
LCS 395 360 410 +5 582
µ0 255 320 320 320 320
LCI 115 280 230 -5 257
Cuadro 4.3: Viaje 1 resumen de los gráficos de control. Elaboración propia (2019)
Los valores del viaje nº2 están representados en el cuadro 4.4en el que podemos
ver que el valor objetivo µ0 es de 1.085 kW con los valores de límites inferior y
superior representados en la misma.
Límites R X EWMA CUSUM MM
LCS 711 1.157 1.174 +5 1.342
µ0 460 1.085 1.085 1.085 1.085
LCI 208 1.012 995 -5 831
Cuadro 4.4: Viaje 2 resumen de los gráficos de control. Elaboración propia (2019)
A la vista de los datos podemos decir que en ambos viajes estamos por debajo
del valor medio de consumo calculado en el diseño para el buque de 1.987 kW. En
el caso del primero de los viajes analizados estamos muy por debajo del consumo
medio calculado para una combinación de modos de operación. En el segundo nos
encontramos, considerando los valores máximos, en un entorno del 55% del con-
sumo estimado si asumimos un valor medio de los modos de operación, esto nos
indica que los estudios estáticos no aproximan de una forma correcta el resultado
real de consumo de este tipo de buques.
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4.4.3. Gráficos de control de los viajes de EE.UU. y Australia
Veremos a continuación el comportamiento de los consumos en los gráficos de
control que construimos para los viajes nº3 y nº4. En este caso analizaremos los mo-
dos de operación en cada uno de ellos y comparamos los resultados obtenidos de
forma conjunta.
Se han tomado datos completos en periodos de 24 horas comenzando a las 13:00
y finalizando 24 horas después. Así, veremos representados en el eje de abscisas el
valor 1 que se corresponde en todos los gráficos con las 13:00, el 2 con las 14:00 y
así sucesivamente hasta llegar al valor de la hora 24.
Se han separado los datos por modos de operación, analizando los modos de C.R.,
O., P.E. y P.A. que son los modos de los que se han recogido datos suficiente. Quedan
fuera de este análisis los modos de emergencia (E.) y fondeado (F.).
Se elaboran gráficos de control para estos viajes nº 3 y nº 4 al igual que se ha hecho
con los dos primeros y hemos representado todos ellos de forma conjunta en las fi-
guras 4.64, 4.65, 4.66, 4.67, 4.68 y 4.69 en las que están representados a la izquierda
las cinco etapas de viaje nº4 (todas en modo C.R.) y en la derecha los cuatro modos
analizados en el viaje nº3 en C.R.(un tránsito de ida y uno de vuelta), en O., en P.E.
y en P.A. ordenados de arriba abajo.
Las etapas marcadas con los números 1 a 5 se corresponden con los tránsitos de
Ferrol a Yedda; Yedda a Mumbay; Mumbay a Singapur; Singapur a Perth y Perth
Stirling. Por otro lado gráficos del viaje nº 3 se corresponden de arriba abajo con
el tránsito a EE.UU.; transito de regreso a España; operaciones en EE.UU. de lanza-
miento de misiles; estancia en puerto encendido y estancia en puerto apagado. Para
todos los modos analizados se han tomado 24 muestras (n = 24) con los siguientes
tamaños de muestra:
- Para los gráficos de rangos y medias (R y X) a Australia 10 valores en la etapa
1; 5 para la etapa 2; 7 para las etapas 3 y 4 y, 11 para la número 5.
- Para los gráficos de rangos y medias (Ry X) a EE.UU. 9 valores para el tránsito
a EE.UU; 8 para el tránsito de regreso a España; 10 para las operaciones, 12
para la condición de P.A. y 5 para la condición de P.E.
Partiendo de los valores de los gráficos anteriores de X hemos elaborado el resto
de gráficos EWMA y CUSUM, adimensionalizando el valor de medias dividiendo
por cien xi100 con la finalidad de comprobar el comportamiento en un intervalo de
valores reducidos.
Hemos considerado para los gráficos EWMA valores de λ = 0,3 con ±3σ y K = 3;
para los gráficos CUSUM se han tomado los valores recomendados de H = 5 con
valor de δ = 1 y K = δ2 ; en el caso de los gráficos de medias móviles se asumen
valores σ = 100, intervalo de media (horas consideradas) ω = 6 y valor de n = 1. Las
representaciones gráficas emplean los siguientes códigos de colores para los límites
y datos calculados:
- Para los gráficos R y X la variable va en azul y los LCS y LCI en rojo, con valor
esperado µ0 en verde.
- Los gráficos EWMA representan la variable en azul el valor de µ0 en amarillo
y los LCS, LCI en naranja y gris respectivamente; de igual forma se hace en los
gráficos de medias móviles.
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- Los gráficos CUSUM emplean el azul para la variable en los gráficos de ten-
dencia y en los CUSUM de límites se emplean el azul para el LCS, el amarillo
para el LCI y para las variables C+i el color naranja y el gris para el C
−
i .
El cuadro 4.5 muestra los valores numéricos calculados para los límites de control
superior e inferior LCS, LCI y valor de línea central o esperado µ0; todos ellos en
kW.
Viaje Límites R X EWMA CUSUM MM
LCS 1.229 1.185 1.160 1.534 1.094
E.1 V.4 µ0 794 1.034 1.034 1.034 1.034
LCI 386 909 908 534 972
LCS 643 1.265 1.326 1.700 1.261
E.2 V.4 µ0 415 1.200 1.200 1.200 1.200
LCI 188 1.135 1.074 700 1.139
LCS 355 1.190 1.280 1.654 1.215
E.3 V.4 µ0 230 1.154 1.154 1.154 1.154
LCI 104 1.118 1.028 654 1.071
LCS 279 1.188 1.287 1.661 1.222
E.4 V.4 µ0 180 1.161 1.161 1.161 1.161
LCI 81 1.132 1.035 661 1.099
LCS 1.202 1.134 1.138 1.512 1.073
E.5 V.4 µ0 777 1.012 1.012 1.012 1.021
LCI 351 890 886 512 951
LCS 994 1.319 1.343 1.718 1.279
T.USA µ0 642 1.218 1.218 1.218 1.218
LCI 290 1.117 1.092 718 1.176
LCS 248 1.129 1.194 1.604 1.165
T. ESP µ0 160 1.104 1.104 1.104 1.104
LCI 72 1.079 1.014 604 1.121
LCS 749 1.265 1.315 1.689 1.251
O. USA µ0 484 1.189 1.189 1.189 1.189
LCI 219 1.113 1.063 689 1.128
LCS 855 882 921 1.296 857
P.E. USA µ0 552 796 796 796 796
LCI 250 709 670 296 734
LCS 495 600 586 1.049 611
P.A. USA µ0 320 549 549 549 549
LCI 144 499 423 49 543
Cuadro 4.5: Viajes 3 y 4: resumen de valores límite. Elaboración propia (2019)
En esta aparecen los viajes a Australia y después los del viaje a EE.UU. Para los
viajes a Australia en los acrónimos la letra E significa etapa, y V. 4 hace referencia
al viaje nº 4 a Australia, estas cinco etapas fueron en modo crucero (C.R.); los dos
siguientes son dos tránsitos de ida y vuelta a EE.UU. designados como T. USA (trán-
sito de ida) y T. ESP (tránsito de vuelta a España); los tres restantes son cada uno
de los modos de operación (O. USA), puerto encendido (P.E. USA) y puerto apagado
(P.A. USA) analizados en el viaje nº 3 a EE.UU.
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Gráficos de rangos (R)
La figura 4.64 muestra el conjunto de los gráficos de control de rangos (R) de
los viajes nº 3 y nº 4 representándose a la izquierda el viaje nº4 a Australia y en la
derecha el viaje nº3 a EE.UU. y regreso.
Los gráficos de rangos R debemos analizarlos sin perder de vista los gráficos de
medias X. En nuestro caso vemos que, excepto el gráfico de P.E. en EE.UU., todos
ellos presentan puntos fuera de control por encima del LCS generalmente. Los cinco
primeros gráficos de la columna de la izquierda y los dos primeros por arriba en la
columna de la derecha, son viajes en modo crucero (C.R.). EL modo de operación
(O.) y las dos condiciones de puerto son respectivamente, el tercero de la columna
de la derecha y los cuarto y quinto de la misma columna.
Figura 4.64: Viajes 3 y 4: gráficos de rangos. Elaboración propia (2019)
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Gráficos de medias (X)
La figura 4.65 muestra el conjunto de los gráficos de control de medias (X) de
los viajes nº 3 y nº 4 representándose a la izquierda el viaje nº4 a Australia y a la
derecha a los del viaje nº3 a EE.UU. y regreso. Los gráficos de medias presentan una
situación fuera de control generalizada en todos los modos y viajes analizados.
Figura 4.65: Viajes 3 y 4: gráficos de medias. Elaboración propia (2019)
Gráficos EWMA
La figura 4.66 muestra el conjunto de los gráficos de control con memoria EWMA
de los viajes nº 3 y nº 4 representándose a la izquierda los del viaje nº4 a Australia y
a la derecha a los del viaje nº3 a EE.UU. y regreso.
En estos gráficos ninguno de los modos aparece como fuera de control a excepción
de la tercera etapa del viaje a Australia de la primera columna y en el modo P.E. en
la segunda de las columnas. Al margen de esto debemos remarcar que los gráficos
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de las etapas 2 a 5 de la primera columna presentan tendencias y comportamientos
similares, estas cuatro etapas se desarrollan en navegaciones en aguas de los Trópi-
cos. La primera etapa se desarrolla en el Atlántico, Mediterráneo y Mar Rojo.
Los viajes en modo crucero de EE.UU. no presentan tendencias similares, hay que
tener presente que en el tránsito a EE.UU. las condiciones meteorológicas fueron
adversas, con olas altas y vientos fuertes lo que puede justificar la mayor variabili-
dad del proceso con respecto al viaje de vuelta a España en el que no se presentaron
estas condiciones adversas.
Figura 4.66: Viajes 3 y 4: gráficos EWMA. Elaboración propia (2019)
Gráficos CUSUM
La figura 4.67 muestra el conjunto de los gráficos de control con memoria de
sumas acumuladas CUSUM de los viajes nº 3 y nº 4 correspondiendo la columna de
la izquierda a los del viaje nº4 a Australia y los de la derecha a los del viaje nº3 a
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EE.UU. y regreso.
La información que aporta este conjunto de gráficos lo hace fundamentalmente con
el modo de puerto encendido del viaje a EE.UU. en el que podemos ver un proceso
fuera de control desde el punto horario 13. Lo mismo sucede con la etapa tres del
viaje a Australia.
Figura 4.67: Viajes 3 y 4: gráficos CUSUM. Elaboración propia (2019)
La figura 4.68 muestra un segundo grupo de gráficos de control con memoria
de sumas acumuladas CUSUM de los viajes nº 3 y nº 4. En ellos podemos ver el
comportamiento de los datos según zonas del Globo. En primer lugar vemos el viaje
del Atlántico al mar Rojo por el Mediterráneo; los cuatro siguientes en aguas de los
trópicos presentando un comportamiento muy similar.
Los dos tránsitos Atlánticos presentan cierta similitud el de operaciones es una si-
tuación desarrollada de los dos anteriores y, por último, los modos de puerto pre-
sentan la práctica totalidad de los puntos en la zona negativa del gráfico.
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Figura 4.68: Viajes 3 y 4: gráficos CUSUM (2). Elaboración propia (2019)
Gráficos de medias móviles
La figura 4.69 muestra el conjunto de los gráficos de control de media móvil de
los viajes nº 3 y nº 4 correspondiendo la columna de la izquierda a los del viaje nº4
a Australia y los de la derecha a los del viaje nº3 a EE.UU. y regreso.
Estos gráficos son los que presentan mayor información sobre el comportamiento
del buque en los distintos modos de operación. Vemos que el modo de P.E. está fuera
de control al igual que la tercera etapa como ya se ha detectado en otros gráficos
anteriores.
Vemos que las tendencias y comportamientos de los gráficos del modo crucero son
semejantes en las etapas 2 a 5, diferenciando la primera, y las dos de EE.UU. que
presentan cierta similitud entre ellas. El modo de operación y los modos de puerto
presentan comportamientos diferentes en todos los casos.
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Figura 4.69: Viajes 3 y 4: gráficos de Medias móviles. Elaboración propia (2019)
4.5. Cálculo y análisis del EEOI
Basándonos en la formulación de cálculo del EEOI de IMO, vamos a adaptar es-
ta a buques de guerra y, en concreto, a los buques de tipo fragata o destructor. Un
buque de guerra desde el punto de vista legal, es todo buque propiedad de un es-
tado que presta servicio en sus Fuerzas Armadas y en general suelen estar exentos
de cumplir mucha normativa que afecta a buques civiles para los que es obligatoria
[211].
Los buques de guerra en general y, el caso del buque de escolta analizado en este es-
tudio en particular, tienen funciones distintas a los buques civiles como cargueros,
pesqueros o de pasaje y por ello, se hace necesario adaptar los criterios de aplicación
del EEOI a los buques de guerra y, en concreto, a nuestro buque.
En el caso de los buques de guerra, existen distintos modos de operación que debe-
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mos tener presentes en el cálculo del EEOI por lo que hay que considerar el tiempo
de vida útil que desglosaremos en dos: un periodo de estancia en el mar y otro de es-
tancia en puerto. Los anteriores, están divididos como podemos ver en la figura 4.70
en periodos de crucero, fondeado u operación el primero y en periodos de puerto
encendido, puerto apagado o mantenimiento el segundo.
Figura 4.70: Distribución del ciclo de vida del buque. Elaboración propia (2019)
4.5.1. El EEOI del buque analizado
El uso de este índice permite analizar el consumo y emisiones de CO2 de los bu-
ques y facilita así, la selección de mejoras para reducir el uso de combustible y por
tanto mejorar la EE, permitiendo establecer requisitos en el diseño y construcción
de los buques, bien exigidos por las empresas navieras o bien por los diferentes go-
biernos en la construcción de buques de guerra, favoreciendo así la reducción de las
emisiones de GEI y la mejora de la EE.
En nuestro estudio hemos visto que, la aplicación de este índice, es totalmente via-
ble para un buque de guerra siempre y cuando hagamos una serie de correcciones a
los parámetros que emplea para conseguir la máxima eficiencia, el menor consumo
y menores emisiones, cumpliendo los requerimientos de velocidad y navegabilidad
de los buques de la Armada [57].
La EE se analiza con el EEOI, será mejor cuanto más bajo sea este índice, esto indica-
rá menor cantidad de CO2 por valor del trabajo realizado por unidad de evaluación
del índice. Para su cálculo, el valor de índice individual lo expresaremos con la ecua-












Debemos tener presente que los buques como el que se analiza en esta tesis están
dentro de la denominación en inglés de “Combatants”, que bien podemos traducir
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como buques combatientes es decir, son los barcos cuya misión no es otra que llevar
el peso de las operaciones militares propiamente dichas así, los elementos que nos
pueden ayudar a discriminarlos son su desplazamiento y su dotación. Cuanto más
grande más desplazamiento y más dotación necesitan para su funcionamiento4. Por
ello, estos dos parámetros son los que jugarán como valor de carga en las fórmulas










i (di ×Di) + (pi ×Di)
(4.3)
En las fórmulas 4.2 y 4.3 tenemos:
j: es el tipo de combustible empleado en la navegación.
i: el número de viaje al que corresponde el consumo.
FCij : masa de combustible j consumido en el viaje i.
CFj: factor de conversión de la masa de combustible j en masa de CO2
di : desplazamiento del buque en i.
pi : dotación embarcada en i
Di : distancia recorrida en el viaje i en millas náuticas (nm).
En la fórmula, para nuestros cálculos, los elementos que entran a jugar son el tipo
de combustible, que en nuestro caso es “Destillated Fuel Marine” (DFM) F-76, con
un factor que consideraremos de guías de cálculo5 de 3,21(Kg(CO2)/Kg(F − 76)); la
dotación (número de personas embarcadas) que es de 202 y el desplazamiento que
es de 5.600 Tn.
Aplicando la formulación obtenemos un valor del EEOI para cada uno de los via-
jes considerados. Disponemos de datos de consumo de combustible de un periodo
completo que abarca desde noviembre de 2012 hasta junio de 2017. En primer lugar
vamos a discriminar los datos completos por ejercicio anual por lo que, descartare-
mos en un primer momento, los datos correspondientes a 2012 y 2017. Consideran-
do los años completos de la base de datos 2013 a 2016 que nos permiten hacer un
primer análisis comparativo de periodos de puerto y mar los cuales, podemos ver
en el cuadro 4.6 en que se reflejan los años y los modos en%.
4Como ejemplo, una fragata o destructor puede desplazar entre 5.000 y 8.000 Tn y contar con una
dotación de entre 150 y 350 personas; el caso de los portaaviones de ataque sería el extremo de este
tipo de buques donde, el desplazamiento puede ser del orden de 105.000 Tn con dotación máxima
de cerca de 6.000 personas (USS Nimitz).
5La base de selección de valores se hace en base al Real decreto 1088/2010 de tres de septiembre
relativo a especificaciones técnicas de combustibles de uso marítimo.
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Año total P.A. P.E. P.A.N. P.E.N. N.
2013 100% 36% 48% 0% 7% 9%
2014 100% 26% 32% 0% 10% 32%
2015 100% 41% 38% 1% 41% 15%
2016 100% 34% 45% 1% 8% 12%
Cuadro 4.6: En% por modo de funcionamiento. Elaboración propia (2019)
De igual forma, en el caso del análisis de los consumos de combustible consi-
deramos los siguientes modos de operación referidos en la tabla como P.A. , P.E.,
P.E.N., P.A.N y N.:
1. Puerto: el buque está atracado con dos posibilidades, una en la que permanece
encendido con sus propios medios y la otra apagado recibiendo toda la ener-
gía eléctrica necesaria de la red eléctrica terrestre. Estas posibilidades se han
referido como puerto encendido (P.E.) y puerto apagado (P.A.)
2. Crucero: está relacionado con la navegación a velocidad económica de un pun-
to a otro del Globo. Se le ha denominado con la letra N. El barco produce toda
la energía necesaria.
3. Operación: cuando un buque está cumpliendo la misión concreta se dice que
está en operación. El buque produce toda la energía necesaria. Se ha referido
con N. también ya que esta dura horas reducidas dentro de las situaciones de
navegación y, no se ha visto necesario discriminarlas.
4. Mixtas: son aquellas situaciones en las que durante el mismo día el buque está
en puerto y navegando, se han denominado Puerto Encendido y Navegando
(P.E.N.) y Puerto Apagado y Navegando(P.A.N.).
Como podemos ver hacemos una pequeña variación y en este caso consideramos
englobados los días de operación con los de crucero y los notamos todos con la letra
N. En la figura 4.71 podemos ver una representación gráfica de lo arriba expuesto.
Figura 4.71: Condiciones entre 2013 y 2016. Elaboración propia (2019)
Comparando con los valores establecidos en el diseño del ciclo de vida del cuadro
3.3, vemos que el buque debe pasar en las condiciones de mar entre el 30 y el 35%
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del tiempo, el restante 65 a 70% repartido entre P.E, P.A. y en mantenimiento. De
los cuatro años considerados, podemos ver que en valores medios para el periodo
tenemos:
Periodos de mar: donde el promedio de los cuatro años es del 34% si bien se
establecen diferencias de rango de 16% en 2013 y 57% en 2015.
Periodos de puerto: en el que el promedio de los cuatro años 73% y, en este
caso no el rango va del 60% en 2014 al 79% en 2015 y 2016.
Esto evidencia que las estimaciones de periodos establecidas en el diseño pueden
asumirse, a la vista de los datos reales del buque estudiado, como buenas y acep-
tables. Así pues, aplicando la formulación de 4.2 y 4.3 obtenemos los siguientes
resultados del EEOI que podemos ver en la tabla 4.7, donde se presentan los días
navegados entre noviembre de 2012 y junio de 2017 con un índice EEOI por año.
Año Dias Tn F-76
T n(CO2)
T nF − 76 Millas EEOI
2012 4 71 3,21 575 66,33
2013 59 970 3,21 10.451 49,65
2014 154 3.247 3,21 33.957 51,15
2015 157 475 3,21 4.160 61,06
2016 29 935 3,21 8.490 58,87
2017 78 2.224 3,21 21.217 56,05
Media 80 1.320 3,21 13.142 57,18
Cuadro 4.7: Valor del EEOI promedio anual. Elaboración propia (2019)
En la tabla podemos ver los valores de EEOI calculados para los promedios de los
viajes considerados que arrojan un valor promedio anual de 57,18. No existe gran
variabilidad oscilando entre 66 y 50 de valores máximos y mínimos en este cálculo.
Si pormenorizamos el cálculo para viajes concretos separándo estos, vemos que el re-
sultado final promedio es aproximadamente igual, siendo este de 57,58. En la figura
4.72 podemos ver los valores obtenidos para una bateria de 72 viajes analizados.
Figura 4.72: Viajes considerados entre 2012 y 2017. Elaboración propia (2019)
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Estos 72 viajes realizados entre noviembre de 2012 y junio de 2017 representan
el 90% de los viajes hechos por el buque en ese periodo. Se han eliminado desplaza-
mientos de cambio de amarradero, movimientos de mantenimiento y navegaciones
de pruebas después de obras incidentales realizadas con motivo de estas reparacio-
nes.
La curva de media móvil de periodo 5, muestra que la variación del EEOI se enmar-
ca entre los valores 40 y 80. Del análisis estadístico de los datos los valores máximo
y mínimo son 124,5 y 33,17 respectivamente; el valor de la media es 49,91 y la me-
dia de 54,59 con una varianza del proceso de 282,19 que nos indica una dispersión
reducida con σ =
√
282,18 = 16,80 de los datos así, el proceso se puede considerar
predecible teniendo presentes variables de tipo cualitativo también, como puede ser
el tipo de operación o ejercicio que se hacen a bordo.
El valor del viaje correspondiente a la navegación de Brisbane a Sídney en Australia
(124,5) está influido por varios elementos de tipo cualitativo así, hay que conside-
rar que el buque se sometió a una prueba de navegación en condiciones extremas
de mala mar en modo turbina, con la suma de las condiciones ambientales(vientos
fuertes y olas de más de 4 metros) el consumo se disparó y elevó el EEOI del viaje;
los datos relativos a cada uno de los 72 viajes considerados para este cálculo se en-
cuentran concentrados en una base de datos validada a ta efecto y no se incluyen en
el trabajo por cuestiones de confidencialidad.
Además de un EEOI particular, hemos calculado un viaje promedio, cuya duración
es de 6 días, 6 con un consumo promedio de 134,76 Tn de F-76, recorriendo 1.333
millas marinas (2.469 Km), a una velocidad media de 9,26 nudos y un valor del
EEOI de 56,59.
En la figura 4.73 vemos los puertos tocados en el periodo 2012-2017 evidenciando
la amplitud del área geográfica en la que se desarrolló la actividad de nuestro barco
lo que conlleva también la variabilidad de condiciones climáticas a las que se ve
sometido el buque.
Figura 4.73: Puertos. Elaboración propia (2019)
Un periodo interesante de remarcar en este estudio, es el que abarca la opera-
ción de lucha contra la piratería en 2014 entre el 23 de febrero y el 10 de julio, que
representa un total de 138 días. En este período el buque se activa como buque de
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mando en las operaciones en el Cuerno de África. en este periodo el buque desarro-
lla las funciones para las que está diseñado. La condición de P.E. y la condición de
N. ocupó el 63% del periodo de la operación.
Los valores del EEOI modificado oscilaron para el periodo SNMG-2 (el más caracte-
rístico por el peso del consumo frente al periodo completo) entre 43,31 de la etapa
Estambul a Nápoles y el valor de 66,9 de la etapa Málaga a Ferrol debido al ma-
yor uso de turbinas para la propulsión en este último. El valor medio del indicador
EEOI modificado para buques de guerra en función del desplazamiento y número
de tripulantes para este periodo está por debajo de 55,15 muy aproximado al valor
promedio calculado para la batería de 72 viajes. El EEOI es un número adimensional
que permite conocer el comportamiento del sistema buque, para hacer más tangible
su significado, estudiaremos los valores de consumo de los sistemas de propulsión y
generación eléctrica de forma cuantitativa, lo que nos permitirá conocer su entidad
y posteriormente, descomponer el EEOI en base a modos.
4.5.2. Análisis del consumo de combustible
En este apartado vamos a estudiar el comportamiento del buque con respecto al
consumo de combustible en un periodo que barca desde noviembre de 2012 hasta
junio de 2017. Para ello analizaremos por separado el comportamiento del consumo
de F-76 en generación eléctrica y, por otro lado, el consumo de combustible dedica-
do a la propulsión del buque; en las bases de datos preparadas, se concentran datos
de consumo del buque separado en propulsión y generación además de los valores
de emisiones de CO2 diario y los valores de distancias recorridas y el modo de fun-
cionamiento del buque, que en este caso solo se refleja si el buque está en puerto
encendido o apagado y navegando 6.
Si observamos la figura 4.74 podemos ver el consumo de los DD.GG. en puerto en
litros por hora (l/h) sobre el eje de ordenandas y en el de abscisas aparecen refle-
jados el número de días. El gráfico de dispersión muestra que el consumo de estos
motores de generación en puerto oscila entre los 100 y 200 (l/h), la banda en la que
se concentran los consumos del buque esta entre 150 y 200 (l/h).
Figura 4.74: Consumo de DD.GG. en puerto. Elaboración propia (2019)
6Las bases de datos de esta tesis no son de disposición pública por cuestiones de confidencialidad
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Por contra si vemos la figura 4.75 tenemos concentrado el consumo en el valor
de 150 (l/h), esto indica que el consumo de los diésel en el mar es más estable que en
puerto y menor en proporción. Todo ello puede indicar la influencia en el consumo
del modo.
Figura 4.75: Consumo de DD.GG. en el mar. Elaboración propia (2019)
Si observamos la figura 4.76 vemos que el consumo en puerto de los MM.PP., de
esta no se puede obtener un valor claro, esta situación es anormal y puede considerar
despreciable con respecto al consumo en navegación.
Figura 4.76: Consumo de MM.PP. en puerto. Elaboración propia (2019)
La figura 4.77 muestra el consumo de combustible F-76 de los motores princi-
pales en el mar, podemos ver que los valores se concentran entre 500 y 1.000 (l/h),
obteniendo un valor promedio de 923 (l/h).
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Figura 4.77: Consumo de MM.PP. en el mar. Elaboración propia (2019)
Queda evidenciado que el consumo de combustible en puerto es mayor que en
el caso del buque navegando lo que puede ser también una pista de la influencia de
las condiciones ambientales en el consumo como puede ser la temperatura del agua
de mar.
4.5.3. Análisis del EEOI calculado en base a los modos
Si analizamos el valor de los modos de operación en conjunto de los 72 viajes
considerados, vemos que los valores de las dos condiciones de C.R. y O. difieren. En
el caso de los valores anuales por condición tenemos los resultados del cuadro 4.8
donde, los valores extremos son de 66,62 para el modo de Operación (O.) y de 64,32
para el modo de Crucero (C.R.). Los valores medios respectivos para O. y C.R. de
58,11 y 56,18.
Modo 2012 2013 2014 2015 2016 2017 Medias
C.R. - 46,62 52,02 58,80 59,14 64,32 56,18
O. 66,62 58,13 52,14 64,90 50,87 55,98 58,11
Cuadro 4.8: Valores del EEOI por condición. Elaboración propia (2019)
Si bien en alguno de los años el valor del EEOI es más elevado en C.R. que en
O. (véase figura 4.78), esto se debe a que alguna de las navegaciones se empleó el
modo de turbina lo que, si no se hace de forma regulada, puede disparar el consumo
de combustible por emplear estas en regímenes demasiado bajos que disparan el
consumo o en condiciones climatológicas adversas. Las turbinas en bajo régimen
consumen más que el diésel y podemos considerar que, para motores diésel el rango
máximo 175 gr/KWh al 95% de carga y 200 al 20% y en turbina de gas 207 gr/KWh
al 95% y, 400 al 20% [212]. Dependiendo de las fuentes se dan otros valores menores
para diésel de 99 gr/KWh y para turbinas de 135 gr/KWh pero todos dentro del
entorno anterior [213].
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Figura 4.78: Valores del EEOI por modos y años. Elaboración propia (2019)
Figura 4.79: Datos tabulados de las navegaciones. Elaboración propia (2017)
La figura 4.79 presenta los valores tabulados de los viajes considerados a los
que se les ha asignado un modo de funcionamiento C.R. y O. según se hayan hecho
adiestramientos, maniobras o ejercicios reales en el caso del modo O. y tránsitos
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para el modo C.R. En esta figura podemos ver representado el año, los días, el valor
calculado del EEOI el cual, debe multiplicarse por 10−6 para obtener su valor real.
4.5.4. Comparación del EEOI calculado con el de mercantes
Antes de desarrollar este punto, es necesario recordar que hemos hecho una
adaptación del EEOI para buques de guerra basando su cálculo en el desplazamien-
to y el número de personas (dotación) que embarcan [57]. Esto quedó justificado en
el apartado 4.5.1 y no desvirtúa la posible comparación con buques mercantes.
En el caso analizado (un “Combatant”), hemos obtenido valores del EEOI que se
encuentran en un entorno de 50 a 60 como promedio, influyendo en ello el tipo de
propulsión que se usa, es decir, si se usan los diésel o las turbinas de gas. El despla-
zamiento y la dotación se han considerado fijas, si bien, esta puede variar durante su
ciclo de vida pero, para este cálculo la aproximación se considera suficiente puesto
que no sucede lo mismo que sucede con los buques mercantes en los que, por ejem-
plo, en desplazamiento varia de forma considerable entre su condición de máxima
carga y su condición de lastre (sin carga). Es el caso de un “Bulk Carrier”7 [214].
En nuestro caso influirán de forma decisiva en el funcionamiento eficiente de nues-
tro sistema buque los siguientes elementos:
- El tipo de combustible y su nivel de emisiones de GEI.
- El desplazamiento del buque y la dotación como unidad de valor.
- El tiempo y la distancia recorrida en el viaje o en una batería de estos.
Es decir, cuanto más grandes más eficientes serán los buques de guerra consideran-
do los parámetros anteriores y por tanto, comparativamente con los buques civiles,
las dependencias son muy similares. Comprobando estudios similares en buques ci-
viles como los algunos realizados para “Bulk Carriers” [215], en los que se mejora
con el tamaño siendo más eficientes los buques de 400.000 Tn en un orden de 50%
por Tn que los de 180.000 Tn ya que de esta forma, se reduce el coste por tonelada
transportada y así la rentabilidad comercial.
De igual forma, la distancia recorrida y el tiempo empleado influirán en el valor
final de EEOI. Podemos ver en otros estudios como la velocidad adaptada influye en
el cálculo final tomando como ejemplo el estudio de Nicoleta Acomi de 2014 [216],
oscilando para un buque “Quimiquero” 8 su EEOI entre 12 y 15 como valor prome-
dio en aquellos viajes que se realizan a velocidades controladas en largas distancias,
esto es, adaptar la velocidad a las condiciones de los parámetros ambientales por
ejemplo.
Esta adaptación si bien aumenta el tiempo del desplazamiento, puede favorecer el
ahorro y, por tanto la planificación de las navegaciones es fundamental y será otro
parámetro para tener presente en la EE como sistema de sistemas.
La misma autora considera necesario incluir otros parámetros como los de manteni-
miento de la superficie del casco en contacto con el agua (reducción de la resisten-
cia), pues es otro elemento determinante de la mejora de la eficiencia en conjunción
7Este tipo de buques son cargueros que transportan cargas a granel no líquidas de distinto tipo.
esta carga es la fundamental en el cálculo del EEOI.
8Este tipo de buques transportan productos químicos de distinta índole como pueden ser ácido
sulfúrico (H2SO4) o amoniaco (NH3) empleados en múltiples procesos industriales.
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con parámetros de velocidad, distancia o carga transportada [217].
La base bibliográfica en esta materia es amplia y existen numerosas referencias [218]
en las que se apunta a cálculos dinámicos del EEOI teniendo presente la velocidad
del desplazamiento, en el caso de nuestro buque este extremo queda evidenciado en
el análisis hecho al final del apartado 4.5.1.
Al margen de todo lo anterior, lo que si se observa en el caso de buques de guerra,
es que el valor del EEOI de los casos analizados en la bibliografía referente a bu-
ques civiles oscila en general entre 5 y 20 dependiendo de las situación de carga, las
distancias recorridas y otros elementos como la velocidad. Por otro lado, en el caso
de los buques de guerra, al tener valores entre 45 y 70 vemos que estos son menos
eficientes que los buques mercantes.
En la figura 4.80 hemos representado los valores del EEOI por viaje y los valores
de la velocidad media (Vm) calculada como cociente entre las millas recorridas y
el tiempo empleado para recorrerlas, también se representa el valor medio de estos
como línea de referencia. Se observa que, los valores del EEOI no siguen las tenden-
cias de la velocidad en todo momento, de hecho el valor de correlación de Pearson
de estos valores, ofrece un valor de 0,20 lo que indica una correlación débil positiva
lo que es indicativo que parámetros como las condiciones climáticas o la actividad
de la dotación en el manejo de los sistemas del buque también influirá en el EEOI.
Figura 4.80: EEOI frente a la Vm del viaje. Elaboración propia (2017)
4.6. Simulación numérica
Hemos procedido a elaborar una simulación numérica como ejercicio que, con
base en los datos del viaje de prueba, nos permita estimar en cierta medida el efecto
del agua de mar que rodea la carena del buque para la condición de P.E. ya que este
tipo de buques pasan una buena parte de su vida útil en puerto (cuadro 3.3). En esta
condición el buque no se mueve y produce toda su energía con su planta eléctrica.
En la sección 4.3 detectamos que la temperatura del agua de mar tiene correlaciones
significativas y por tanto es un buen punto de partida para efectuar esta simulación.
Hay que tener presente que la optimización energética de los motores encargados de
general energía en el buque son fundamentales a la hora de diseñar el buque [219].
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Buscaremos ver como se comporta el sistema compuesto por el agua, aire y buque;
interesa especialmente la temperatura del agua que rodea la carena en su obra viva,
ya que al ser estática la situación nos puede dar pistas sobre el consumo. Si resolve-






= ∇ · (k · ∇T ) +Q (4.4)
Donde:
[ρ] : es la densidad del agua de mar.
[Cp] : es el calor específico a presión constante.
[t] : representa el tiempo.
[T ] : es la temperatura.
[u] : es el vector velocidad.
[k] : es el coeficiente de conductividad térmica.
[Q] : representa los focos de calor existentes.
Aplicando elementos finitos y mediante la integración numérica empleando el pro-
grama comercial “SolidWorks”, creamos una matriz de ecuaciones algebraicas e in-
tegramos sobre un mallado de nodos que aproximaremos al volumen de la carena y
a su superficie del forro. De esta forma generamos una ecuación para cada nodo en
los que la variable incógnita es la temperatura T [220]. El sistema de ecuaciones li-
neales que se crea emplea el método del gradiente conjugado general condicionado
[221].
Hay que tener muy presentes en estas simulaciones las condiciones de contorno y
así, se han utilizado las de Dirichlet en nuestra simulación.Por otro lado, en la su-
perficie de la carena en contacto con el agua de mar circundante, se incluyen las
condiciones de contorno de Neuman, correspondientes al flujo de calor así, en nues-
tro modelo, el buque está en el seno de dos volúmenes infinitos, uno de aire y otro
de agua de mar donde, la transmisión de calor, se produce por convección natural.
Las formas de la fragata F-105 se muestra en la figura 4.81.
El casco del buque proporciona un flujo de calor constante que está modelado co-
mo una superficie de acero de 25 mm de grosor (por simplificar elementos) y con
unas dimensiones aproximadas de 135 m de eslora (L), 20 m de manga (B) y puntal
máximo se ha considerado de 40 m (D). El dominio numérico es el doble de estas
dimensiones generando una malla de 990.377 nodos y 700.037 elementos con un
tamaño máximo de 1,0 m y un tamaño mínimo de 0,2 m y lo podemos ver también
en la figura 4.81.
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Figura 4.81: Formas de buque considerado y mallado para computación. (2017)
Cuando simulamos transferencia de calor y temperaturas, los gradientes del flu-
jo de calor (Q) se calculan en base a la forma en que se genera ese calor: conducción,
convección y radiación. Las temperaturas se asumieron constantes en principio y se
establece en cada cámara de máquinas que podemos ver representadas en la figura
4.81 y sobre la base de datos reales recopilados. Esto tiene en cuenta el funciona-
miento de diferentes consumidores.
El estudio se llevó a cabo en estado estacionario y, para el casco del buque, se consi-
deró un calor específico de 460 JKg−1K−1 típico de aceros aleados. La transferencia
de calor se modela con una condición límite para el flujo de calor (q) de la forma:
q = h∆T , donde h es el coeficiente de transmisión de calor con valor 50Wm−2K−2. El
agua de mar se considera de masa infinita y con temperatura asintótica de 15 ºC. Se
tiene presente la conducción sólido líquido y, la convección con ambiente exterior
al que se le estima una temperatura promedio de 10 centígrados. El coeficiente de
convección para el aire se ha fijado en 20 Wm−2K−2. El resultado de la simulación
lo podemos ver en la figura 4.82.
Figura 4.82: Simulación numérica de nuestro buque (2017)
La simulación numérica de la temperatura del modelo se hace en estado estacio-
nario y con una distribución correspondiente con la geometría (formas) de la fragata
F-105 de la figura 3.9 y el agua de mar circundante, utilizando el mallado de la fi-
gura 4.81.
Las representaciones gráficas que podemos ver en la figura 4.82 se corresponden
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con las vistas en planta y de costado del buque, el cual se encuentra en el modo P.E..
Dos puntos negros representan los puntos en los que se calculan los valores que son
TCM2 = 23 ºC y Tam = 21 ºC, que se refieren a la cámara de máquinas y al agua de
mar.
Las incertidumbres numéricas fueron analizadas modificando el número de nodos
y elementos y comprobando la interdependencia de la malla o red de las soluciones
numéricas para asegurar la validez de los resultados [222]. Para la comprobación se
tomaron tres sistemas de redes compuestos por 428.942, 619.357 y 990.377 nodos
aplicando la extrapolación de Richardson. En el tercer caso, el error relativo extra-
polado y el índice de convergencia de finegrid [223] para la temperatura promedio
del agua de mar se encontraban alrededor de 0,034% y 0,045% respectivamente
Así, la precisión es suficiente según los estándares habituales [224]. Se recalculó
cambiando el medio informático con el “Comsol Multiphysics R” encontrando des-
viaciones mínimas y arrojando los mismo valores en la práctica.
Visto lo anterior, y las simplificaciones hechas, podemos considerar que asumir un
coeficiente de transferencia de calor de valor único y utilizar flujo laminar puede
ser una simplificación excesiva pero, de todas formas, sí es una buena aproximación
para el caso de una situación momentánea en puerto recogido con buenas condi-
ciones climáticas, donde las velocidades del agua cerca de la nave pueden ser in-
feriores a unos pocos centímetros por segundo [225]. Con un valor adecuado de h,
los resultados de la simulación se comparan de forma satisfactoria con los valores
experimentales [226]. Se podría cubrir una gama más amplia de casos con enfoques
más sofisticados, pero como aproximación a un modelo numérico de simulación es
suficiente [227].
El modelo anterior, se ajusta a los datos obtenidos del estudio en el primero de los
viajes de prueba, donde la temperatura del agua de mar (Tam) se eleva desde un va-
lor casi constante de 14,4 ± 0,3 C a una temperatura de 20,1 ± 0,5 C. Son valores
semejantes a los obtenidos en la figura 4.82 , donde Tam se identifica con el valor
promedio de la temperatura del agua entre las dos tomas de mar del buque. El valor
obtenido de la simulación es 21 ºC, lo que está en buena concordancia con los datos
obtenidos en la situación de P.E. del primer viaje al final del periodo analizado.
Por tanto, el análisis numérico muestra que puede esperarse que la temperatura
alrededor de un barco estático en modo P.E. aumente sensiblemente. Esta es proba-
blemente la causa del aumento de la temperatura del agua de mar. Por otro lado, el
consumo de energía aumenta en aproximadamente un 10%.
4.7. Planteamiento de un modelo de regresión lineal
múltiple de consumo
Partiendo de la figura 4.83, vamos a plantear una formulación para un modelo
de regresión lineal múltiple para futuras aplicaciones y que plantee los parámetros
de interés en base a las variables analizadas con anterioridad en esta tesis.
La figura 4.83 muestra de forma esquemática las dos cámaras de máquinas j1 y j2.
Los dos cuadros grises de la imagen representan los locales (cámaras) donde se en-
cuentran los motores en parejas DG-1A, DG-1B y DG-2A, DG-2B.
Cada uno de ellos mueve un alternador (notados con la letra A seguida del nombre
identificador del motor) que están acoplados a dos cuadros principales numerados
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CP-1 y CP-2. Desde estos tendremos la potencia disponible en el buque para alimen-
tar los distintos consumidores del buque con las potencias P1 y P2.
Figura 4.83: Esquema de planta de cuatro DD.GG. Elaboración propia (2017)
Cada DD.GG. consume combustible como energía potencial que transformará en
calor y energía mecánica para mover sus componentes y el alternador. Esta última
es la que se han enumerado como P Tij ∀(i, j) = 1,2. De igual forma se han escrito
las potencias eléctricas entregadas por los alternadores P Eij∀(i, j) = 1,2. La letra T
hace referencia al par de giro y la letra E a la potencia eléctrica entregada al cuadro
principal (CP-1, CP-2).
La formulación que plantearemos será como sigue, basándonos en el modelo de
P. Erto 2015 [228] en el cual vamos a considerar los cuatro motores generadores
en nuestro caso como la matriz Y , en esta consideramos los cuatro motores diésel
separados en dos cámaras j1, j2 y tendremos para cada caso la potencia entregada
por cada una de las cámaras de generadores P Tj y la potencia eléctrica generada P
E
j ;
de igual forma consideraremos los coeficientes de rendimiento mecánico y eficiencia
eléctrica ηmj y η
E








En 4.6 podemos ver la consideración que haremos sobre la potencia Pij siendo xij el
factor de utilización de la planta.
Pij =




el consumo de la planta energética lo podemos expresar según la relación siguiente:
Y = Σ2i=1Σ
2
j=1Pij · hij · SFCij (4.7)
Donde:
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hij : es el tiempo de trabajo.
SFCij : es el coeficiente de consumo específico.
Una aproximación del consumo se puede hacer en base a la resistencia hidrodiná-
mica del buque RH que es proporcional al cuadrado de la velocidad v del buque
en superficie. Sabemos que la potencia necesaria para mover un barco es según la
ecuación 2.8 un producto de la resistencia por la velocidad y así, podemos escribir
en nuestro caso:
Pij = RT × v (4.8)
En una primera aproximación diremos que Pij ∝ v3 por lo que para Y se cumplirá
también Y ∝ v3. Podemos establecer el siguiente modelo de regresión lineal para
nuestro sistema energético sobre la base de la formulación de P. Erto (2015) para el
consumo por milla navegada Q:
Q = β0 + β1v
3 + β2∆+ β3wH + β4ws + β5F + β6tD + β7E +Z (4.9)
En la ecuación 4.9 tenemos que:
v3: velocidad del buque sobre el agua.
∆: desplazamiento del buque en toneladas.
wH : velocidad del viento en el sentido longitudinal.
vs: velocidad del viento en el sentido transversal.
F: aumento de la resistencia por uso de aletas.
tD : tiempo acumulado en cada punto empezando el tD = 0
E: modo de operación donde se considera RPM constantes es 0 y vale 1 cuando
RPM no es constante.
Z: error normal (Normal Random Error); si es 0 significa varianza desconocida
(σ2).
La formulación de los errores residuales queda apoyada por el valor estándar resi-
dual del test de Anderson-Darling (p − value = 0,532 > 0,05) y el test de Durbin-
Watson (P − value = 0,330 > 0,05). La comprobación de la adecuación del modelo









)2 = 0,938 (4.10)
En las expresiones anteriores 4.7 y 4.10 Qi son los valores medios de consumo por
















5 Fi + β
∧
6 tD,i + β
∧
7 Ei (4.11)
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n− q = 0,0065 (4.12)




S2(1−X ′ (XT ·X)−1) ·X ′T (4.13)
Donde el valor (α2 ),v es 100 · α2 − th con una distribución v = n− q grados de libertad




1,v′2,∆′,w′H ,w′s,E′, t′D ,E′
)
y de igual forma tendremos
que la matriz X es
(
1,v3,δ,wH ,ws,E, tD ,E
)
construyendo matrices 8x8. Los valores
de límites superior e inferior los escritos en 4.13. El uso del modelo se puede em-
plear como predictor del consumo y, por tanto, como determinador de las emisiones
de CO2. Con todo ello y, en base al error, podremos determinar un factor de consu-
mo de combustible reducido para cada Q∧′ tD ,k; en donde tomamos valores medios
de tiempos para valores de viajes k = (1 · · ·m). En nuestro caso simplificaremos el
modelo al tratarse de una planta solo de generación eléctrica y sólo atenderemos a
las variables de velocidad del buque v, desplazamiento ∆, modo de funcionamiento
E y velocidad del viento w sin tener presente sus componentes. Así nuestro modelo
simplificado queda como en 4.14:
Q = β0 + β1v
3 + β2∆+ β3w+ β6tD + β7E +Z (4.14)
De esta forma las ecuaciones 4.7 a 4.13 tendrán que ser redefinidas para la nueva
ecuación y comprobar así su validez. Escoger esta simplificación para el modelo de
consumo reflejado en la ecuación 4.14 se hace por dos razones fundamentales:
1. Si bien nuestro buque tiene aletas, estas están siempre activas y en el exterior
de la carena por tanto, considerarlas como en un buque porta contenedores no
se hace ya que estos tiene la posibilidad de retraerlas al interior del casco para
reducir la resistencia al avance y por tanto, en nuestro caso no es necesario.
2. Las consideraciones aerodinámicas son más importantes en un porta contene-
dores por la gran superficie que exponen al viento, en el caso del buque de gue-
rra esta exposición es siempre la misma y se reduce al máximo por múltiples
consideraciones, tanto aerodinámicas como de reducción de firma expuesta al
radar.
La aplicación de este modelo y otros será una de las líneas de investigación que se
abrirán a partir de la presentación de los resultados de esta tesis doctoral.
4.8. Conclusiones del capítulo
Queda constatado que los cálculos de situaciones de carga eléctrica para el bu-
que en los distintos modos, no se corresponden con al realidad analizada en los
casos estudiados. Además, el uso de la planta eléctrica de generación no tiene na-
da que ver con los criterios de diseño establecidos para cada uno de los modos de
funcionamiento donde, en los modos en los que se marca un funcionamiento sobre
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tres motores por ejemplo, se observa que generalmente el buque funciona con dos,
lo que es indicativo de un uso manual de la planta.
En el análisis de correlaciones podemos destacar que se presenta claramente la exis-
tencia de correlación entre el consumo y el modo de funcionamiento. Así pues es
conveniente dividir el análisis en base a los modos y las condiciones ambientales a
la hora de estudiar las dependencias del consumo de la energía del buque, pero ba-
sando este en un análisis dinámico respecto del tiempo evitando el uso de horquillas
amplias las cuales no reflejan la realidad de la variabilidad de los modos, situación
global o variables cuantitativas como horarios o número de personas embarcadas.
El modo fondeado no tiene datos suficientes para hacer afirmación alguna sobre sus
dependencias pero todo indica que al igual que el resto de modos, existe cierta rela-
ción con las condiciones ambientales y en concreto, con la temperatura de agua de
mar.
Los gráficos de control son una excelente herramienta para el control de los procesos
energéticos para mejorar la calidad de los mismos ya que, permiten la detección de
fallos en el proceso que llevan asociada una variación del coste de utilización por el
consumo de combustible además, sirven como herramienta para conocer tendencias
y patrones de comportamiento del sistema buque en los distintos modos y condicio-
nes ambientales.
Dependiendo de la capacidad de detección de los gráficos de control, en nuestro
caso ha quedado demostrado que por las horquillas de variabilidad, los gráficos
orientados a la detección de cambios pequeños no son los más aconsejados para la
detección de situaciones fuera de control.
Los gráficos de control permitirán visualizar con respecto al tiempo y de forma diná-
mica la tendencia central y la dispersión de las variables implicadas en los distintos
procesos del buque facilitando el registro continuo de datos, para el control de ca-
lidad, controlando las características que afectan al desempeño y por tanto al costo
del proceso.
Del análisis de los gráficos de control podemos inferir el efecto de los modos, de las
condiciones ambientales y de la geolocalización del buque. Vemos que las gráficas
de control adquieren comportamientos parecidos según modos de operación com-
binada con la zona de navegación.
Si permitimos establecer requerimientos específicos en los cálculos del EEOI de bu-
ques como el estudiado, se puede llegar a la reducción de consumo de combustible
de los buques y facilitará acometer mejoras de la EE que posteriormente pueden
servir de base para futuros proyectos de buques como pueden ser las fragatas F-110
próximas a iniciar su construcción.
En el análisis de los valores de EEOI calculados para una batería de 72 viajes, ob-
servamos valores que se encuentran entre los límites inferior y superior de 40 y 80
respectivamente, constatándose que su valor depende fundamentalmente del tipo
de propulsión que se emplee, subiendo su valor el uso de turbinas de gas y por otro
lado la velocidad del buque, que aumenta la resistencia viscosa del casco con el agua
y de la superestructuras con el aire.
El consumo de combustible de generación es mucho menor que el de combustible
para la propulsión, pero al ser más predecible el consumo por estar influido por los
modos de operación más que por otras variables, hace recomendable aplicar medi-
das de control del consumo y elementos tecnológicos como los de recuperación de
calor en estos sistemas, además de, emplear este tipo de plantas en modo automáti-
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co sin intervención del ser humano en su funcionamiento.
El uso de modelos de regresión lineal sobre las variables que influyen en el consumo
del buque pueden ser una buena herramienta tanto para mejorar los procesos de los
buques existentes, como para la definición de los sistemas futuros que se embarquen
en las nuevas unidades de la Armada y serán de gran ayuda en la digitalización de
procesos en el entorno 4.0 de la Armada.
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Capítulo 5
Conclusiones y líneas futuras
En este capítulo presentamos las conclusiones finales de esta tesis basándonos,
en primer lugar, en las conclusiones particulares de cada uno de los capítulos im-
bricando estas en un compendio final. De igual forma, tras las conclusiones, presen-
tamos las posibles lineas futuras de trabajo e investigación que se consideran más
necesarias en esta materia.
5.1. Conclusiones
Con la elaboración de esta tesis, hemos comprobado que los buques de guerra
son sistemas altamente complejos en los que, el análisis dinámico de las variables
implicadas en los procesos energéticos del buque, aportan mucha más información
que los estudios estáticos tradicionalmente empleados en el diseño de los sistemas
embarcados como pueden ser las plantas de generación o las de propulsión y, de
igual forma, aportan una información muy valiosa para la gestión y operación de
los mismos.
El estudio de las plantas encargadas de generación eléctrica del buque muestra que
están sobredimensionadas cuando se emplean los criterios de obligado cumplimien-
to para la certificación y clasificación de las mismas así, vemos que los valores de
diseño de las plantas según modos y estaciones climáticas tienen un valor máximo
de 2.730 kW en la condición de operación (O.) en verano y un valor mínimo de 907
kW en la condición de puerto (P.E/P.A) también en verano.
Considerando valores de operación de la navegación de EE.UU. que es donde se
agrupan la mayoría de los datos en este modo, vemos que el valor promedio de con-
sumo fue de 1.308 kW, lo que representa algo más del 50% del valor empleado en
el diseño; en el caso de las condiciones de puerto el valor promedio es de 608 kW,
representando a su vez un 67% del estimado en el diseño.
De igual forma, en el trabajo de campo se ha constatado lo complejo y farragoso
de las labores de recogida, clasificación, validación y análisis de los datos lo que
recomienda, emplear software de la industria 4.0 para la toma, almacenamiento,
transmisión, análisis y presentación de los datos con el fin de facilitar estas tareas e
inferir el comportamiento de los sistemas embarcados y la interacción con la activi-
dad humana a bordo.
Los gráficos de control son una excelente herramienta para el control de procesos
energéticos en buques de guerra pudiendo mejorar la calidad de los mismos al per-
mitir la detección de fallos en los procesos, conocer tendencias y elaborar patrones
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de comportamiento de los sistemas embarcados. Los gráficos de control permitirán
visualizar con respecto al tiempo de forma dinámica la tendencia central y la dis-
persión de las variables implicadas en los distintos procesos del buque, facilitando
el registro continuo de datos para el control de calidad, ver el efecto de los modos,
de las condiciones ambientales y de la localización del buque.
En definitiva, este estudio demuestra que la conjunción entre un sistema de capta-
ción de la información proveniente de los sistemas energéticos embarcados dentro
del entorno de las tecnologías de la información (TI) actuales, unido a las técnicas
y herramientas matemáticas más novedosas en el campo del control estadístico de
procesos y la investigación operativa, abrirán la puerta de forma clara a la aparición
del buque inteligente como sistema ciberfísco en el que la intervención humana so-
bre el mismo puede ser eliminada como meta 4.0.
5.2. Líneas futuras
Sobre estas conclusiones se hace necesario ahondar en las mejoras de la EE de
los buques de guerra teniendo presente en primer lugar los sistemas embarcados, el
tipo, la clase la serie y las variables que afectan a su funcionamiento, pero para ello
es necesario adoptar una serie de decisiones en varios planos que faciliten la labor
sobre la base de lo aquí analizado así, las líneas principales que se abren con esta
tesis se orientan a mejoras en:
Sistemas de monitorización de datos en tiempo real que permitan la captación
de datos sobre las premisas de volumen alto de almacenamiento, velocidad de
proceso y variedad de datos que permitan obtener bases de datos fiables y de
calidad.
Automatización de procesos evitando la intervención humana en la gestión de
sistemas embarcados como pueden ser la plantas de generación eléctrica.
Empleo de la IA para el proceso en tiempo real de la información extraída de
las bases de datos que requerirá un trabajo matemático importante en desarro-
llo de algoritmos de auto-aprendizaje autónomo, independientes de factores
como las reacciones de los usuarios y operadores de los sistemas.
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