An intersection model for multitolerance graphs : efficient algorithms and hierarchy. by Mertzios,  G.B.
Durham Research Online
Deposited in DRO:
24 February 2012
Version of attached file:
Published Version
Peer-review status of attached file:
Peer-reviewed
Citation for published item:
Mertzios, G.B. (2011) ’An intersection model for multitolerance graphs : efficient algorithms and hierarchy.’,
in Twenty-Second Annual ACM-SIAM Symposium on Discrete Algorithms, 23-25 January 2011, San Francisco
; proceedings. Philadelphia: Society for Industrial and Applied Mathematics, pp. 1306-1317.
Further information on publisher’s website:
http://www.siam.org/proceedings/soda/2011/soda11.php
Publisher’s copyright statement:
Copyright by SIAM.
Additional information:
Use policy
The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or charge, for
personal research or study, educational, or not-for-profit purposes provided that:
• a full bibliographic reference is made to the original source
• a link is made to the metadata record in DRO
• the full-text is not changed in any way
The full-text must not be sold in any format or medium without the formal permission of the copyright holders.
Please consult the full DRO policy for further details.
Durham University Library, Stockton Road, Durham DH1 3LY, United Kingdom
Tel : +44 (0)191 334 3042 — Fax : +44 (0)191 334 2971
http://dro.dur.ac.uk
An Intersection Model for Multitolerance Graphs:
Efficient Algorithms and Hierarchy
George B. Mertzios∗
Abstract
Tolerance graphs model interval relations in such a way that
intervals can tolerate a certain degree of overlap without
being in conflict. This class of graphs has attracted many
research efforts, mainly due to its interesting structure
and its numerous applications, especially in DNA sequence
analysis and resource allocation, among others. In one
of the most natural generalizations of tolerance graphs,
namely multitolerance graphs, two tolerances are allowed
for each interval – one from the left and one from the
right side of the interval. Then, in its interior part, every
interval tolerates the intersection with others by an amount
that is a convex combination of its two border-tolerances.
In the comparison of DNA sequences between different
organisms, the natural interpretation of this model lies on
the fact that, in some applications, we may want to treat
several parts of the genomic sequences differently. That
is, we may want to be more tolerant at some parts of
the sequences than at others. These two tolerances for
every interval – together with their convex hull – define an
infinite number of the so called tolerance-intervals, which
make the multitolerance model inconvenient to cope with.
In this article we introduce the first non-trivial intersection
model for multitolerance graphs, given by objects in the 3-
dimensional space called trapezoepipeds. Apart from being
important on its own, this new intersection model proves to
be a powerful tool for designing efficient algorithms. Given
a multitolerance graph with n vertices and m edges, we
present algorithms that compute a minimum coloring and a
maximum clique in optimal O(n logn) time, and a maximum
weight independent set in O(m + n logn) time. Moreover,
our results imply an optimal O(n logn) time algorithm for
the maximum weight independent set problem on tolerance
graphs, thus closing the complexity gap for this problem.
Additionally, by exploiting more the new 3D-intersection
model, we completely classify multitolerance graphs in the
hierarchy of perfect graphs.
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1 Introduction.
A graph G = (V,E) on n vertices is a tolerance graph
if there exists a collection I = {Iv | v ∈ V } of closed
intervals on the real line and a set t = {tv | v ∈ V }
of positive numbers, such that for any two vertices
u, v ∈ V , uv ∈ E if and only if |Iu ∩ Iv| ≥ min{tu, tv},
where |I| denotes the length of the interval I. The
pair 〈I, t〉 is called a tolerance representation of G. If G
has a tolerance representation 〈I, t〉, such that tv ≤ |Iv|
for every v ∈ V , then G is called a bounded tolerance
graph and 〈I, t〉 a bounded tolerance representation of G.
Tolerance graphs have been introduced in [8], in or-
der to generalize some of the well known applications of
interval graphs. If in the definition of tolerance graphs
we replace the operation “min” between tolerances
by “max”, we obtain the class of max-tolerance graphs.
Both tolerance and max-tolerance graphs have attracted
many research efforts [2, 4, 5, 9–11, 15, 16, 20, 21] as they
find numerous applications, especially in bioinformat-
ics, constrained-based temporal reasoning, and resource
allocation problems, among others [10,11,15,16]. In par-
ticular, one of their applications is in the comparison of
DNA sequences from different organisms or individuals
by making use of a software tool like BLAST [1].
BLAST takes a special genomic sequence Q as a
parameter and returns all sequences from its compre-
hensive database that share a strong similarity with at
least some part of the input query sequence Q. The re-
turned sequences from BLAST, together with the corre-
sponding parts of Q with which they share a strong sim-
ilarity, can be viewed as a tolerance or a max-tolerance
graph (depending on the interpretation of “strong sim-
ilarity”). Moreover, a subset of the returned sequences
which share with each other a certain part of Q, are said
to build a cluster. Such maximal clusters are exactly the
maximal cliques of the corresponding tolerance (or max-
tolerance) graph; it turns out that these clusters can
be interpreted as functional domains carrying biologi-
cally meaningful information. There exist efficient algo-
rithms that output all (at most O(n3)) possible maxi-
mal cliques of a max-tolerance graph [15, 16], while the
number of maximal cliques in a tolerance graph may be
exponential [10].
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In some circumstances, we may want to treat dif-
ferent parts of the above genomic sequences in BLAST
non-uniformly, since for instance some of them may be
biologically less significant or we have less confidence
in the exact sequence due to sequencing errors in more
error prone genomic regions. That is, we may want
to be more tolerant at some parts of the sequences
than at others. This concept leads naturally to the
notion of multitolerance (known also as bitolerance)
graphs [11, 22]. The main idea is to allow two different
tolerances lt and rt to each interval, one to the left and
one to the right side, respectively. Then, every interval
tolerates in its interior part the intersection with other
intervals by an amount that is a convex combination
of lt and rt.
Formally, let I = [l, r] be a closed interval on the
real line and lt, rt ∈ I be two numbers between l and r,
called tolerant points. For every λ ∈ [0, 1], we define the
interval Ilt,rt(λ) = [l + (rt − l)λ, lt + (r − lt)λ], which
is the convex combination of [l, lt] and [rt, r]. Further-
more, we define the set I(I, lt, rt) = {Ilt,rt(λ) | λ ∈
[0, 1]} of intervals. That is, I(I, lt, rt) is the set of all in-
tervals that we obtain when we linearly transform [l, lt]
into [rt, r]. For an interval I, the set of tolerance-
intervals τ of I is defined either as τ = I(I, lt, rt) for
some values lt, rt ∈ I of tolerant points, or as τ = {R}.
A graphG = (V,E) is a multitolerance graph if there ex-
ists a collection I = {Iv | v ∈ V } of closed intervals and
a family t = {τv | v ∈ V } of sets of tolerance-intervals,
such that: for any two vertices u, v ∈ V , uv ∈ E if and
only if there exists an element Qu ∈ τu with Qu ⊆ Iv,
or there exists an element Qv ∈ τv with Qv ⊆ Iu. Then,
the pair 〈I, t〉 is called a multitolerance representation
of G. Note that, in general, the adjacency of two ver-
tices u and v in a multitolerance graph G depend on
both sets of tolerance-intervals τu and τv. However,
since the real line R is not included in any finite in-
terval, if τu = {R} for some vertex u of G, then the
adjacency of u with another vertex v of G depends only
on the set of tolerance-intervals τv of v. If G has a mul-
titolerance representation 〈I, t〉, in which τv 6= {R} for
every v ∈ V , then G is called a bounded multitolerance
graph and 〈I, t〉 a bounded multitolerance representation
of G.
A graph G = (V,E) with n vertices is the intersec-
tion graph of a family F = {S1, . . . , Sn} of subsets of a
set S if there exists a bijection µ : V → F such that for
any two distinct vertices u, v ∈ V , uv ∈ E if and only
if µ(u) ∩ µ(v) 6= ∅. Then, F is called an intersection
model of G. Note that every graph has a trivial inter-
section model based on adjacency relations [18]. Note
also that a multitolerance representation is not an inter-
section model, since two intervals may intersect without
the corresponding vertices being necessarily adjacent.
Some intersection models provide a natural and intu-
itive understanding of the structure of a class of graphs,
and turn out to be very helpful in the design of effi-
cient algorithms that solve optimization problems [18].
Therefore, it is of great importance to establish non-
trivial intersection models for families of graphs. In par-
ticular, many important graph classes can be described
as intersection graphs of set families that are derived
from some kind of geometric configuration.
For instance, a permutation (resp. parallelogram
and trapezoid) graph is the intersection graph of line
segments (resp. parallelograms and trapezoids) between
two parallel lines L1 and L2 [7]. Such a representation
with line segments (resp. parallelograms and trapezoids)
is called a permutation (resp. parallelogram and trape-
zoid) representation of this graph. Recently, two nat-
ural intersection models for max-tolerance graphs [15]
and for tolerance graphs [20] have been presented,
given by semi-squares on the plane [15] and by paral-
lelepipeds in the 3-dimensional space [20], respectively.
These two representations have been used to design effi-
cient algorithms for several generally NP-hard optimiza-
tion problems on tolerance and max-tolerance graphs,
see [15,16,20].
Bounded multitolerance graphs (also known as
bounded bitolerance graphs [3, 11, 14]) coincide with
trapezoid graphs [11, 22], which have received consid-
erable attention in the literature, see [11]. However, the
intersection model of trapezoids between two parallel
lines can not cope with general multitolerance graphs,
in which the set τv of tolerance-intervals for a vertex v
can be τv = {R}. Therefore, the only way until now to
deal with general multitolerance graphs was to use the
inconvenient multitolerance representation, which uses
an infinite number of tolerance-intervals. This is the
main reason why, despite their apparent practical in-
terpretation, only little is known about multitolerance
graphs, e.g. that the minimum fill-in problem can be
solved efficiently and that the difference between the
pathwidth and the treewidth is at most one [22].
Our contribution In this article we introduce the
first non-trivial intersection model for general multitol-
erance graphs, given by objects in the 3-dimensional
space, called trapezoepipeds. This trapezoepiped rep-
resentation unifies in a simple and intuitive way the
widely known trapezoid representation for bounded
multitolerance graphs and the parallelepiped represen-
tation for tolerance graphs [20]. The main idea is to
exploit the third dimension to capture the information
of the vertices with τv = {R} as the set of tolerance-
intervals. This intersection model can be constructed in
linear time given a multitolerance representation.
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Apart of being important on its own, the trape-
zoepiped representation can be also used to design
efficient algorithms. Given a multitolerance graph
with n vertices and m edges, we present algorithms that
compute a minimum coloring and a maximum clique
in O(n log n) time (which turns out to be optimal), and
a maximum weight independent set in O(m + n log n)
time (where Ω(n log n) is a lower bound for the com-
plexity of this problem [6]). Moreover, we present a
variation of the latter algorithm that computes a maxi-
mum weight independent set in optimal O(n log n) time,
when the input is a tolerance graph, thus closing the
complexity gap of [20]. Note here that, although the
parallelepiped representation of tolerance graphs is sim-
ilar to the trapezoepiped representation of multitoler-
ance graphs, the coloring and clique algorithms pre-
sented in [20] do not extend to the case of multitol-
erance graphs, and thus the here presented algorithms
are new. On the contrary, the algorithm presented
in [20] for the maximum weight independent set with
complexity O(n2) on tolerance graphs can be extended
with the same time complexity to the case of multi-
tolerance graphs; nevertheless we present here new al-
gorithms for this problem that achieve better running
times O(m+ n log n) for multitolerance graphs and op-
timal O(n log n) for tolerance graphs.
Moreover, we prove several structural results on the
class of multitolerance graphs, using our new intersec-
tion model and some known results from the hierar-
chy of perfect graphs given in [11]. In particular, we
prove that multitolerance graphs strictly include tol-
erance and trapezoid graphs, as well as that they are
strictly included in weakly chordal and in co-perfectly
orderable graphs. Furthermore, we prove that multi-
tolerance graphs are incomparable with alternately ori-
entable and cocomparability graphs, i.e. none of these
classes includes the other one. These results comple-
ment the hierarchy of perfect graphs given in [11]. The
resulting hierarchy of classes of perfect graphs is com-
plete, i.e. all inclusions are strict.
Notation In this article we follow standard nota-
tion and terminology, see for instance [11]. We con-
sider finite, simple, and undirected graphs. Given a
graph G = (V,E), we denote by n the cardinality of V .
An edge between vertices u and v is denoted by uv,
and in this case vertices u and v are said to be adja-
cent. G denotes the complement of G, i.e. G = (V,E),
where uv ∈ E if and only if uv /∈ E. Given a subset of
vertices S ⊆ V , the graph G[S] denotes the graph in-
duced by the vertices in S, i.e. G[S] = (S, F ), where
for any two vertices u, v ∈ S, uv ∈ F if and only
if uv ∈ E. A subset S ⊆ V is an independent set in G if
the graph G[S] has no edges. For a subset K ⊆ V , the
induced subgraph G[K] is a complete subgraph of G, or a
clique, if each two of its vertices are adjacent. The max-
imum cardinality of a clique in G is denoted by ω(G)
and is termed the clique number of G. A proper color-
ing of G is an assignment of different colors to adjacent
vertices, which results in a partition of V into indepen-
dent sets. The minimum number of colors for which
there exists a proper coloring is denoted by χ(G) and is
termed the chromatic number of G. A proper coloring
of G with χ(G) colors, i.e. a partition of V into χ(G)
independent sets, is a minimum coloring of G.
Organization of the paper We present the new
intersection model for multitolerance graphs in Sec-
tion 2. In Section 3 we present a canonical repre-
sentation of multitolerance graphs and an algorithm
that computes it in O(n log n) time. Then, us-
ing this algorithm, we present in Section 4 optimal
O(n log n) time coloring and clique algorithms for mul-
titolerance graphs. In Section 5 we present algo-
rithms that compute a maximum weight independent
set in O(m+ n log n) time on a multitolerance graph,
and in optimal O(n log n) time on a tolerance graph. In
Section 6 we classify multitolerance graphs in the hier-
archy of perfect graphs of [11]. Finally, we discuss the
presented results and further research in Section 7.
2 An intersection model for multitolerance
graphs.
In this section we present a 3D intersection model for
general multitolerance graphs, which unifies the inter-
section model of trapezoids in the plane for bounded
multitolerance graphs [11] and that of parallelepipeds in
the 3-dimensional space for tolerance graphs [20]. Given
a multitolerance graph G = (V,E) along with a multi-
tolerance representation 〈I, t〉 of G, recall that vertex
v ∈ V corresponds to an interval Iv = [lv, rv] on the
real line and a set τv of tolerance-intervals, where either
τv = I(Iv, ltv , rtv ) for some values ltv , rtv ∈ Iv of toler-
ant points, or τv = {R}.
Definition 2.1. Given a multitolerance representa-
tion of a multitolerance graph G = (V,E), vertex
v ∈ V is bounded if τv = I(Iv, ltv , rtv ) for some values
ltv , rtv ∈ Iv. Otherwise, v is unbounded. VB and VU
are the sets of bounded and unbounded vertices in V ,
respectively. Clearly V = VB ∪ VU .
Definition 2.2. For a vertex v ∈ VB (resp. v ∈ VU )
in a multitolerance representation of G, the values
tv,1 = ltv − lv and tv,2 = rv − rtv (resp. tv,1 = tv,2 =∞)
are the left tolerance and the right tolerance of v,
respectively. Moreover, if v ∈ VU , then tv = ∞ is the
tolerance of v.
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L1
L2
1
|Iv|
Tu
T v Tw
tv,1 = tv,2
cv = bv
av = dv
φv,1 = φv,2
|Iw||Iu|
cw = bw
φw,1 = φw,2
aw = dw
tw,1 = tw,2 =∞
du
cu bu
au
lu ru lw rw
φu,1 φu,2
tu,1 tu,2
x
y
φu(x)
ltu rtu
Tu
lv = rtv rv = ltv
Figure 1: Trapezoids Tu and T v correspond to bounded vertices u and v, respectively, while Tw corresponds to
an unbounded vertex w.
It can be now easily seen by Definition 2.2 that if
we set tv,1 = tv,2 for every vertex v ∈ V , then we obtain
a tolerance representation, in which tv,1 = tv,2 is the
(unique) tolerance of v. We may assume w.l.o.g. that
no two bounded vertices share an endpoint or toler-
ant point, i.e. {lu, ru, ltu , rtu} ∩ {lv, rv, ltv , rtv} = ∅
for all u, v ∈ VB with u 6= v [22]. Furthermore, by
possibly performing a small shift of the endpoints
and the tolerant points, we may assume w.l.o.g. that
tv,1, tv,2 > 0 for every v ∈ V and that the left and
right tolerances for every bounded vertex are distinct,
i.e. {tu,1, tu,2}∩{tv,1, tv,2} = ∅ for all u, v ∈ VB with
u 6= v. Similarly, if tv,1 6= |Iv| (resp. tv,2 6= |Iv|) for
a bounded vertex v ∈ VB , we may assume w.l.o.g. that
also tv,2 6= |Iv| (resp. tv,1 6= |Iv|). That is, for every
v ∈ VB , either tv,1 = tv,2 = |Iv|, or tv,1 < |Iv| and
tv,2 < |Iv|. For more details in the cases of tolerance
and bounded multitolerance graphs we refer to [11].
Let now L1 and L2 be two parallel lines at unit
distance in the Euclidean plane. In the following we
define for every vertex v ∈ V a trapezoid T v in the
plane between the lines L1 and L2. The values tanφ
and cotφ = 1tanφ denote the tangent and the cotangent
of a slope φ, respectively. Furthermore, φ = arc cotx is
the slope φ, for which cotφ = x.
Definition 2.3. Given an interval Iv = [lv, rv] and
tolerances tv,1, tv,2, T v is the trapezoid in R2 defined
by the points cv, bv on L1 and av, dv on L2, where
av = lv, bv = rv, cv = min {rv, lv + tv,1}, and dv =
max {lv, rv − tv,2}. The values φv,1 = arc cot (cv − av)
and φv,2 = arc cot (bv − dv) are the left slope and the
right slope of T v, respectively. Moreover, for every
unbounded vertex v ∈ VU , φv = φv,1 = φv,2 is the slope
of T v.
An example is depicted in Figure 1, where Tu
and T v correspond to bounded vertices u and v, and Tw
corresponds to an unbounded vertex w. For each of
these trapezoids, the corresponding interval (together
with the associated tolerant points, if the vertex is
bounded) is drawn above the trapezoid for better vis-
ibility. The left (resp. right) tolerant points are de-
picted by a square (resp. cycle). Observe that when
a vertex v is bounded, the values cv and dv coin-
cide with the tolerant points ltv and rtv , respectively,
while φv,1 = arc cot tv,1 and φv,2 = arc cot tv,2. On the
other hand, when a vertex v is unbounded, the val-
ues cv and dv coincide with the endpoints bv and av
of Iv, respectively, while φv,1 = φv,2 = arc cot|Iv|. Ob-
serve also that in both cases where tv,1 = tv,2= |Iv|
and tv,1 = tv,2=∞, the trapezoid T v is reduced to
a line segment (cf. T v and Tw in Figure 1). Fur-
thermore, similarly to the above, we can assume
w.l.o.g. that all endpoints and slopes of the trapezoids
are distinct, i.e. {au, bu, cu, du}∩{av, bv, cv, dv} = ∅ and
{φu,1, φu,2}∩{φv,1, φv,2} = ∅ for every u, v ∈ V with
u 6= v. Since |Iv| > 0 and tv,1, tv,2 > 0 for every ver-
tex v, it follows that 0 < φv,1 <
pi
2 and 0 < φv,2 <
pi
2 for
all slopes φv,1, φv,2.
Definition 2.4. Let u ∈ VB be a bounded vertex in
a multitolerance representation and au, bu, cu, du be the
endpoints of the trapezoid Tu. Let x ∈ [au, du] and
y ∈ [cu, bu] be two points on the lines L2 and L1,
respectively, such that x = λau + (1 − λ)du and y =
λcu+(1−λ)bu for the same value λ ∈ [0, 1]. Then φu(x)
is the slope of the line segment with endpoints x and y
on the lines L2 and L1, respectively.
In the example of Figure 1, two points x ∈ [au, du]
and y ∈ [cu, bu] are depicted on the lines L2 and L1,
respectively, such that x = λau + (1 − λ)du and
y = λcu + (1 − λ)bu for the same value λ ∈ [0, 1].
Then, the interval [x, y] on the real line, with values x
and y as endpoints, coincides with the tolerance-interval
Iltu ,rtu (1−λ) = [lu+(rtu−lu)(1−λ), ltu+(ru−ltu)(1−λ)]
of I(Iu, ltu , rtu) (cf. the definition of a multitolerance
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representation). Furthermore, for the slope φu(x), as
defined in Definition 2.4 (cf. Figure 1), it follows that
cotφu(x) = y − x = λ(cu − au) + (1 − λ)(bu − du).
Therefore, since cotφu,1 = cu−au and cotφu,2 = bu−du,
the next observation follows.
Observation 1. Let x = λau+(1−λ)du for a bounded
vertex u ∈ VB and some value λ ∈ [0, 1]. Then,
cotφu(x) = λ cotφu,1 + (1− λ) cotφu,2.
Note that, in Definition 2.3, the endpoints
av, bv, cv, dv of any trapezoid T v (on the lines L1 and L2)
lie on the plane z = 0 in R3. Therefore, since
we assumed that the distance between the lines L1
and L2 is one, these endpoints of T v correspond to the
points (av, 0, 0), (bv, 1, 0), (cv, 1, 0), and (dv, 0, 0) in R3,
respectively. For the sake of presentation, we may not
distinguish in the following between these points in R3
and the corresponding real values av, bv, cv, dv, when-
ever this slight abuse of notation does not cause any
confusion.
We are ready to give the main definition of this ar-
ticle. For a set X of points in R3, denote by Hconvex(X)
the convex hull defined by the points of X. That
is, T v = Hconvex(av, bv, cv, dv) for every vertex v ∈ V
by Definition 2.3, where av, bv, cv, dv are points of the
plane z = 0 in R3.
Definition 2.5. Let G = (V,E) be a multitoler-
ance graph with a multitolerance representation
{Iv = [av, bv], τv | v ∈ V } and ∆ = max{bv | v ∈
V } −min{av | v ∈ V } be the greatest distance between
two interval endpoints. For every vertex v ∈ V , the
trapezoepiped Tv of v is the convex set of points in R3
defined as follows:
(a) if tv,1, tv,2 ≤ |Iv| (that is, v is bounded), then
Tv = Hconvex(T v, a
′
v, b
′
v, c
′
v, d
′
v),
(b) if tv = tv,1 = tv,2 = ∞ (that is, v is unbounded),
then Tv = Hconvex(a
′
v, c
′
v),
where a′v = (av, 0,∆ − cotφv,1), b′v = (bv, 1,∆ −
cotφv,2), c
′
v = (cv, 1,∆− cotφv,1), and d′v = (dv, 0,∆−
cotφv,2). The set of trapezoepipeds {Tv | v ∈ V } is a
trapezoepiped representation of G.
Note by the definition of ∆ that ∆ − cotφv,1 ≥ 0
and ∆ − cotφv,2 ≥ 0 for every v ∈ V . Furthermore,
observe that for each interval Iv, the trapezoid T v of
Definition 2.3 (see also Figure 1) coincides with the pro-
jection of the trapezoepiped Tv on the plane z = 0. An
example of this construction is given in Figure 2. A mul-
titolerance graph G with seven vertices {v1, v2, . . . , v7}
is depicted in Figure 2(a), while the trapezoepiped rep-
resentation of G is illustrated in Figure 2(b). The set of
bounded and unbounded vertices in this representation
are VB = {v3, v4, v6, v7} and VU = {v1, v2, v5}, respec-
tively. We illustrate the endpoints avi , bvi , cvi , dvi and
a′vi , b
′
vi , c
′
vi , d
′
vi of Tvi , as well as the relationship between
the interval Ivi and the corresponding trapezoepiped Tvi
for one unbounded and one bounded vertex, cf. v1
and v6, respectively. Note that av1 = dv1 , a
′
v1 = d
′
v1 ,
cv1 = bv1 , and c
′
v1 = b
′
v1 , since v1 is unbounded. In
the case where tvi,1, tvi,2 < |Ivi |, the trapezoepiped
Tvi is three-dimensional, cf. Tv3 , Tv4 , and Tv6 , while
in the border case where tvi,1 = tvi,2 = |Ivi | it de-
generates to a two-dimensional rectangle, cf. Tv7 . In
these two cases, each Tvi corresponds to a bounded ver-
tex vi. In the remaining case where vi is unbounded,
i.e. tvi = tvi,1 = tvi,2 =∞, the trapezoepiped Tvi degen-
erates to an one-dimensional line segment above plane
z = 0, cf. Tv1 , Tv2 , and Tv5 .
We now prove that the trapezoepiped representa-
tion forms a 3-dimensional intersection model for the
class of multitolerance graphs (namely, that every mul-
titolerance graph G can be viewed as the intersection
graph of the corresponding trapezoepipeds Tv).
Theorem 2.1. Let G = (V,E) be a multitoler-
ance graph with a multitolerance representation
{Iv = [av, bv], τv | v ∈ V }. Then for every u, v ∈ V ,
uv ∈ E if and only if Tu ∩ Tv 6= ∅.
Clearly, for each v ∈ V the trapezoepiped Tv can be
constructed in constant time; therefore the next lemma
follows directly.
Lemma 2.1. Given a multitolerance representation of a
multitolerance graph G with n vertices, a trapezoepiped
representation of G can be constructed in O(n) time.
3 A canonical representation of multitolerance
graphs.
In this section we introduce a canonical representation
of multitolerance graphs, which is a special kind of a
trapezoepiped representation. Moreover, we present an
efficient algorithm that constructs in O(n log n) time a
canonical representation of a multitolerance graph G
with n vertices, given any trapezoepiped representa-
tion of G. This algorithm proves to be useful for de-
signing efficient algorithms on multitolerance graphs for
the minimum coloring and the maximum clique prob-
lems with optimal running time O(n log n), as we will
present in Section 4. First, we state the following defi-
nition, similarly to the case of tolerance graphs [20] (see
also [10,11]).
Definition 3.1. An unbounded vertex v ∈ VU of a
multitolerance graph G is called inevitable (for a cer-
tain trapezoepiped representation), if replacing Tv by
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v1
v2
v3 v4 v6
v5
v7
G :
(a)
L1
L2
1
Tv1
Tv2
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Figure 2: (a) A multitolerance graph G and (b) a trapezoepiped representation R of G. Here, hvi,j = ∆− cotφvi,j
for every bounded vertex vi ∈ VB and j ∈ {1, 2}, while hvi = ∆− cotφvi for every unbounded vertex vi ∈ VU .
Hconvex(T v, a
′
v, c
′
v) creates a new edge uv in G; then u is
a hovering vertex of v and the set H(v) of all hovering
vertices of v is the hovering set of v. Otherwise, v is
called evitable.
Recall that a′v = d
′
v and c
′
v = b
′
v for every un-
bounded vertex v ∈ VU , and thus Hconvex(T v, a′v, c′v) =
Hconvex(T v, a
′
v, b
′
v, c
′
v, d
′
v) in Definition 3.1. Therefore,
replacing Tv by Hconvex(T v, a
′
v, c
′
v) in the trapezoepiped
representation of G is equivalent with replacing in
the corresponding multitolerance representation of G
the infinite tolerance tv = ∞ by the finite tolerances
tv,1 = tv,2 = |Iv|, i.e. with making v a bounded vertex.
Note that the hovering set of an inevitable unbounded
vertex v can have more than one elements, since the re-
placement of Tv by Hconvex(T v, a
′
v, c
′
v) may create more
than one new edges in G. Furthermore, uv /∈ E for ev-
ery hovering vertex u of v, while u can be both bounded
or unbounded. In the next definition we introduce the
notion of a canonical representation of a multitolerance
graph G.
Definition 3.2. A trapezoepiped representation of a
multitolerance graph G is called canonical if every
unbounded vertex is inevitable.
For example, in the multitolerance graph depicted
in Figure 2, v2 and v5 are inevitable unbounded vertices,
v1 and v4 are hovering vertices of v2 and v5, respectively,
while v1 is an evitable unbounded vertex. Therefore,
this representation is not canonical for the graph G.
However, if we replace Tv1 by Hconvex(T v1 , a
′
v1 , c
′
v1), we
get a canonical representation for G.
3.1 The construction of a canonical representa-
tion. In this section we present Algorithm 1 that con-
structs a canonical representation of a multitolerance
graph G, given a trapezoepiped representation of G. To
this end, we first provide some notions of computational
geometry, which play a crucial role in our algorithm.
Definition 3.3. Let L be a set of line segments in the
plane. The lower envelope Env(L) of L is the set of
those points p = (x, y) of the line segments of L, such
that the point (x, y′) does not belong to any line segment
of L, for any y′ < y.
An example of a set L of non-vertical line segments
in the Euclidean plane is illustrated in Figure 3. In this
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figure, the lower envelope Env(L) of L is drawn gray
for better visibility.
x
y `1 `2
`4`3
`5
`6
s1
s2
s3
s4
s5
s6
s7
s8
s9
s10
Figure 3: A set L = {`1, . . . , `6} of line segments in
the plane and the lower envelope Hlower(L) of L, which
consists of the line segments {s1, . . . , s10}.
The lower envelope Env(L) of such a set L consists
also of line segments (cf. Figure 3), and thus Env(L) can
be also specified by the endpoints of its segments. Given
a set of n line segments in the plane, the lower envelope
of these segments can be computed in O(n log n) time
using the algorithm presented in [13]. During the
computation of Env(L) by this algorithm, we can in the
same time also store for every line segment s of Env(L)
the line segment ` of L, in which s belongs.
We define now two subsets U1 and U2 of the set of
inevitable unbounded vertices.
Definition 3.4. Let v ∈ VU be an inevitable un-
bounded vertex. Then, v ∈ U1 (resp. v ∈ U2) if there
exists at least one hovering vertex u ∈ H(v) of v, such
that u is unbounded (resp. u is bounded).
Note that, given a trapezoepiped representation of a
multitolerance graph G, the sets U1 and U2 are not nec-
essarily disjoint, since an unbounded vertex may have
both unbounded and bounded hovering vertices. On the
other hand, since every inevitable unbounded vertex has
at least one hovering vertex (cf. Definition 3.1), U1 ∪U2
coincides with the set of inevitable unbounded vertices.
We associate now with every unbounded vertex
v ∈ VU the point pv = (xv, yv) in the Euclidean plane,
where xv = av and yv = ∆− cotφv. Moreover, we
associate with every bounded vertex u ∈ VB three
points pu,1 = (xu,1, yu,1) = (au,∆− cotφu,1), pu,2 =
(xu,2, yu,2) = (du,∆−cotφu,2), and pu,3 = (xu,3, yu,3) =
(bu,∆) in the plane. Furthermore, we associate with
every bounded vertex u ∈ VB two line segments `u,1 =
(pu,1, pu,2) and `u,2 = (pu,2, pu,3) in the plane, which
have the points pu,1, pu,2 and pu,2, pu,3 as endpoints, re-
spectively.
An example of this construction is given in Figure 4,
where the points pv1 and pv2 are associated with the
Algorithm 1 Construction of a canonical representa-
tion of a multitolerance graph G
Input: A trapezoepiped representation R of a given
multitolerance graph G = (V,E)
Output: A canonical representation R′ of G and a
hovering vertex u for every inevitable unbounded
vertex v of G
1: L← ∅; R′ ← R; R′′ ← R \ {Tv | v ∈ VB}
2: for every vertex v ∈ V do
3: if v ∈ VU then
4: pv ← (av,∆− cotφv)
5: else {v ∈ VB}
6: pv,1 ← (av,∆− cotφv,1);
pv,2 ← (dv,∆− cotφv,2); pv,3 ← (bv,∆)
7: `v,1 = (pv,1, pv,2); `v,2 = (pv,2, pv,3);
L← L ∪ {`v,1, `v,2}
8: Compute the set U1 of inevitable unbounded ver-
tices in R′′ and a hovering vertex u ∈ VU of v, for
every v ∈ U1, by the algorithm of [20]
9: Compute the lower envelope Env(L) of L by the
algorithm of [13]
{During the computation of Env(L), store for every
line segment s of Env(L), the line segment `u,1
or `u,2 of L, in which s belongs}
10: for every vertex v ∈ Vu \ U1 do
11: if v lies above a segment s of Env(L) then
{v ∈ U2 \ U1}
12: Let `u,1 or `u,2 be the line segment of L, in
which s belongs
13: u ∈ VB is a hovering vertex of v
14: else {v is evitable unbounded}
15: Replace Tv by Hconvex(T v, a
′
v, c
′
v) in R
′
{v is made bounded}
16: return R′
unbounded vertices v1 and v2, respectively, while the
points pu,1, pu,2, pu,3 and the line segments `u,1, `u,2 are
associated with the bounded vertex u.
In the following, let L = {`u,1, `u,2 | u ∈ VB}
be the 2|VB | line segments that are associated with
the bounded vertices u ∈ VB . For an arbitrary point
p = (x, y) in the plane, we say that p lies above Env(L)
(resp. above the line segment `u,1 or `u,2 of L) if
there exists a point p′ = (x, y′) of Env(L) (resp. of `u,1
or `u,2), such that y > y
′. The next lemma, which is
crucial for the analysis of Algorithm 1, characterizes the
vertices of U2 using the lower envelope Env(L) of L.
Lemma 3.1. Let v ∈ VU be an unbounded vertex and
pv = (xv, yv) be the associated point in the plane. Then,
v ∈ U2 if and only if pv lies above Env(L). Furthermore,
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if pv lies above the segment `u,1 or `u,2 of L, then the
bounded vertex u is a hovering vertex of v.
L1
L2
du
cu bu
au
φu,1 φu,2
Tu
φu(av1)
av1
cv1
av2
cv2
T v1 T v2
(a)
x
y
`u,1
`u,2
yu,3
pu,1
pu,2
pu,3
au du buav1 av2
pv1
pv2yv2
yv1
yu,1
yu,2
(b)
Figure 4: Two inevitable unbounded vertices
v1, v2 ∈ U2, where the bounded vertex u ∈ VB is
a hovering vertex of both v1 and v2: (a) the
trapezoids Tu, T v1 , T v2 and (b) the line seg-
ments `u,1, `u,2 of vertex u and the points
pv1 , pv2 of vertices v1, v2, respectively, where
yu,1 = ∆− cot(φu,1), yu,2 = ∆− cot(φu,2), yu,3 = ∆,
and yv,j = ∆− cot(φu,j) for every j = 1, 2.
The next theorem shows that, given a trape-
zoepiped representation, we can construct by Algo-
rithm 1 a canonical representation in O(n log n) time.
This result plays a central role in the time complexity
analysis of the algorithms of Section 4.
Theorem 3.1. Every trapezoepiped representation of a
multitolerance graph G with n vertices can be trans-
formed by Algorithm 1 to a canonical representation
of G in O(n log n) time.
4 Coloring and clique Algorithms in O(n log n)
time.
In this section we present optimal O(n log n) time
algorithms for the minimum coloring and the maximum
clique problems on a multitolerance graph G with n
vertices, given any trapezoepiped representation of G.
These algorithms mainly use Algorithm 1 to compute
efficiently a canonical representation of G, as well as
the coloring and clique algorithms for trapezoid graphs
in [6], respectively.
Algorithm 2 Computation of a minimum coloring of a
multitolerance graph G
Input: A trapezoepiped representation R of a given
multitolerance graph G = (V,E)
Output: A minimum coloring of G
1: Construct a canonical representation R′ of G by Al-
gorithm 1, where a hovering vertex uv is associated
with every inevitable unbounded vertex v
2: Let VB and VU be the bounded and (inevitable)
unbounded vertices of G in R′, respectively
3: Color G[VB ] by the algorithm of [6]
4: for every vertex v ∈ VU do
5: Create a pointer from the hovering vertex uv of v
to the vertex v
6: for every vertex u ∈ VB that has at least one pointer
do
7: Assign the color of u to every vertex v ∈ VU that
is reachable from u by a sequence of pointers
Theorem 4.1. A minimum coloring of a multitoler-
ance graph G with n vertices can be computed by Al-
gorithm 2 in optimal O(n log n) time.
Theorem 4.2. A maximum clique of a multitolerance
graph G with n vertices can be computed in optimal
O(n log n) time.
Proof. First we compute a canonical representation of G
in O(n log n) time by Algorithm 1. By the correctness of
Algorithm 2, cf. the proof of Theorem 4.1, it follows that
χ(G) = χ(G[VB ]), where χ(H) denotes the chromatic
number of a given graph H. Since multitolerance graphs
are perfect graphs [22], ω(G) = χ(G) and ω(G[VB ]) =
χ(G[VB ]), where ω(H) denotes the clique number of
a given graph H. Therefore ω(G) = ω(G[VB ]). We
compute now a maximum clique Q of the bounded
multitolerance (i.e. trapezoid) graphG[VB ] inO(n log n)
time by the algorithm presented in [6] for trapezoid
graphs. Then, since ω(G) = ω(G[VB ]), Q is a maximum
clique of G as well. Finally, since Ω(n log n) is a
lower bound for the time complexity of the maximum
clique problem on tolerance graphs [20] and on trapezoid
graphs [6], it follows that the clique algorithm for
multitolerance graphs has also optimal running time.
5 Weighted independent set algorithm in
O(m+ n log n) time.
In this section we present Algorithm 3 that computes
the value of a maximum weight independent set of a
multitolerance graph G = (V,E) with n vertices and
m edges in O(m+ n log n) time, given a trapezoepiped
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representation of G and a weight w(v) > 0 for every
v ∈ V . A slight modification of this algorithm computes
in the same time also a maximum weight independent
set of G, instead of its value. Although the algorithm
presented in [20] for the maximum weight independent
set on tolerance graphs with complexity O(n2) can be
extended with the same time complexity to the case
of multitolerance graphs with a given trapezoepiped
representation, we present here a new algorithm for
multitolerance graphs that achieves a better running
time O(m+n log n). Thus this algorithm improves also
the best known running time of O(n2) for the maximum
weight independent set on tolerance graphs [20]. Note
here that Ω(n log n) is a lower bound for the time
complexity of this problem on trapezoid graphs [6], and
thus also on multitolerance graphs.
First, given a trapezoepiped representation of a
multitolerance graph G = (V,E), we sort on the line L2
the points {av, dv | v ∈ V } of the trapezoids T v,
v ∈ V , and we visit these points sequentially from
right to left. Note that av = dv for every unbounded
vertex v ∈ VU . A vertex v is called processed only after
we visit the endpoint av of T v. During the execution
of the algorithm we maintain two finite sets M and H
of O(n) weighted markers each on the line L1, which are
placed at some points cv, where v ∈ V . We maintain the
sets M and H in such a way that values can be inserted
to and deleted from these sets, as well as the predecessor
or successor of a given query value can be found. Using
binary search trees, for instance AVL-trees, all these
operations can be executed in O(log n) time [12]. In the
following of the analysis of Algorithm 3, we will use for
simplicity of the presentation the variable m to denote
a marker of the set M (rather than the number of edges
of G); furthermore, we will refer by |E| to the number
of edges of G. For every marker m ∈M (resp. h ∈ H),
we denote by pm (resp. ph) the point of L1, at which
the marker m (resp. h) is placed.
The markers of the set M are placed at points cv
on the line L1, for some bounded vertices v ∈ VB . After
an iteration of the algorithm, where the vertices of the
set U ⊆ V have been processed, the weight W (m) of a
markerm placed at the point cv on the line L1 equals the
maximum weight of an independent set, which includes
only vertices u ∈ U such that cv ≤ cu. Moreover, a
marker m is placed at cv only if such a maximum weight
independent set includes the (bounded) vertex v.
The markers of the set H are placed at points cv
on the line L1, where v ∈ VU . After an iteration of
the algorithm, where the vertices of the set U ⊆ V
have been processed, there is a weighted marker h ∈ H
placed at the point cv on L1, for every unbounded
vertex v ∈ Vu ∩ U , while the weight w(h) of h equals
Algorithm 3 Maximum weight independent set of a
multitolerance graph G
Input: A trapezoepiped representation of a given mul-
titolerance graph G = (V,E)
Output: The value of a maximum weight independent
set of G
1: Place a marker m0 at the point pm0 = max{bv | v ∈
V }+ 1 of the line L1
2: W (m0)← 0; M ← {m0}
3: for every v ∈ VB do {initialization}
4: W (v)← 0
5: Compute the value w˜v =
∑{w(u) | u ∈ VU , cu ∈
(cv, bv)}
6: for every u ∈ N(v) do
7: if u ∈ VU and cu ∈ (cv, bv) then {v is not a
hovering vertex of u}
8: w˜v ← w˜v − w(u)
9: for every point p ∈ {av, dv | v ∈ V } from right to
left do {p lies on the line L2}
10: if p = av for some v ∈ VU then {the unbounded
vertex v is being processed}
11: Insert a new marker h ∈ H at the point ph = cv
12: w(h)← w(v)
13: m ← the leftmost marker of M to the right
of cv on L1
14: Remove all markers m′ ∈ M to the left of m,
for which W (m′) ≤W (m) + w(H[pm′ , pm))
15: if p = dv for some v ∈ VB then
16: m ← the leftmost marker of M to the right
of bv on L1
17: W (v) ← (w(v) + w˜v) + W (m) + w(H[bv, pm))
{do not modify the markers of M}
18: if p = av for some v ∈ VB then {the bounded
vertex v is being processed}
19: m ← the leftmost marker of M to the right
of cv on L1
20: if W (v) > W (m) + w(H[cv, pm)) then
21: Insert a new marker m′ ∈ M at the point
pm′ = cv
22: W (m′)←W (v)
23: Remove all markers m′′ ∈ M to the left m′,
for whichW (m′′) ≤W (m′)+w(H[pm′′ , pm′))
24: return W (m) + w(H[c, pm)), where
c = min{cv | v ∈ V } − 1 and m is the leftmost
marker of M
the weight w(v) of vertex v. Furthermore, in the
AVL-tree of the set H, we store at every internal
vertex x also a label with the total weight of the tree
that consists of x and its right subtree. Note that
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after an insertion of a new marker h to the AVL-tree
that stores H, we can update in O(log n) time these
labels of the internal vertices, as follows. First, we
need to update a constant number of labels during
the “trinode restructure” operation (for more details,
see [12]). Then, following the path from the interval
vertex that stores the new marker h to the root, we add
the weight w(h) of h to the label of every internal vertex
that has h in its right subtree.
For every two points q and q′ on L1, where q < q′,
denote for simplicity by H[q, q′) (resp. H[q,+∞)) the
set of the markers h in the current set H that have
been placed in the semi-closed interval [q, q′) (resp. in
the subline [q,+∞)) of L1. Denote also by w(H[q, q′))
(resp. w(H[q,+∞))) the sum of the weights of the mark-
ers h ∈ H[q, q′) (resp. h ∈ H[q,+∞)). For simplicity,
in the case where q′ = q, we set w(H[q, q)) = 0. Fur-
thermore, note that if q ≤ q′ ≤ q′′, then w(H[q, q′′)) =
w(H[q, q′)) +w(H[q′, q′′)). For every point q on L1, we
can compute in O(log n) time the value w(H[q,+∞)),
as follows. First, we locate in O(log n) time the left-
most marker h ∈ H that has been placed at a point q′,
such that q ≤ q′. Then, we follow in the AVL-tree
of H the path from the root to the internal vertex x
that stores h and sum up the label stored at x and
the labels stored at the internal vertices of this path,
at which we follow the left child. Furthermore, since
w(H[q, q′)) = w(H[q,+∞)) − w(H[q′,+∞)) for every
two points q, q′ on the line L1 such that q ≤ q′, we can
compute the value w(H[q, q′)) in O(log n) time as well.
The correctness and the running time of Algo-
rithm 3 are provided by the next theorem.
Theorem 5.1. A maximum weight independent set of
a multitolerance graph G = (V,E) with n vertices can be
computed using Algorithm 3 in O(|E|+ n log n) time.
5.1 An optimal O(n log n) time algorithm for
tolerance graphs. In this section we prove that if
the input graph G = (V,E) is a tolerance graph
with n vertices, we can slightly modify Algorithm 3,
such that it computes a maximum weight independent
set of G in optimal O(n log n) time. In particular,
if G is a tolerance graph, the trapezoepiped Tv of
every bounded vertex v ∈ VB in the trapezoepiped
representation of G reduces to a parallelepiped, since
in this case φv,1 = φv,2. Using this property of the
trapezoepiped representation of tolerance graphs, we
manage to compute the values w˜v for all v ∈ VB in
O(n log n) time, instead of O(|E| + n log n) time in
lines 3-8 of Algorithm 3. Therefore, since the execution
of all the remaining lines of Algorithm 3 (except lines 3-
8) can be done in O(n log n) time, the next theorem
follows.
Theorem 5.2. A maximum weight independent set of
a tolerance graph G = (V,E) with n vertices edges can
be computed in O(n log n) time, which is optimal.
6 Classification of multitolerance graphs.
In this section we classify the class of multitolerance
graphs inside the hierarchy of perfect graphs given
in [11] (in Figure 2.8). The resulting hierarchy of
classes of perfect graphs is complete, i.e. all inclusions
are strict1. This hierarchy is presented in Figure 5.
We prove these results by using the trapezoepiped
representation of multitolerance graphs presented in
Section 2, as well as some known results on the hierarchy
of perfect graphs given in [11].
First we briefly review the classes shown in Fig-
ure 5. A graph is perfect if the chromatic number of ev-
ery induced subgraph equals the clique number of this
subgraph. A graph G is called alternately orientable if
there exists an orientation F of G which is transitive on
every chordless cycle of length at least 4, i.e. the direc-
tions of the oriented edges must alternate. A graph G
is called weakly chordal (or weakly triangulated) if G
has no induced subgraph isomorphic to the chordless
cycle Cn with n vertices, or to its complement Cn, for
any n ≥ 5. A vertex order ≺ of a graph G is called
perfect if and only if G contains no induced path abcd
with a ≺ b and d ≺ c. A graph G is called co-perfectly
orderable if its complement G admits a perfect order.
Moreover, a comparability graph is a graph which can
be transitively oriented and a cocomparability graph is a
graph whose complement is a comparability graph. For
more definitions we refer to [11].
We can summarize the results of this section in the
following theorem.
Theorem 6.1. Multitolerance graphs:
(a) strictly include tolerance and trapezoid graphs,
(b) are strictly included in weakly chordal graphs and
in co-perfectly orderable graphs,
(c) are incomparable with alternately orientable and
with cocomparability graphs.
1It was claimed in [22] (in Theorem 3.1(b)) that tolerance
graphs are strictly included in multitolerance graphs; however,
in the proof of that theorem only inclusion has been shown, and
not strict inclusion. We prove strict inclusion in Theorem 6.1(a).
Moreover, it has been correctly shown in [22] that a multitolerance
graph does not contain any chordless cycle Cn, where n ≥ 5.
We prove in Theorem 6.1(b) that actually the same holds also
for the complements Cn of Cn, where n ≥ 5, and thus every
multitolerance graph is weakly chordal.
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Figure 5: The classification of multitolerance graphs in the hierarchy of perfect graphs in [11]. This hierarchy is
complete, i.e. every inclusion is strict.
7 Conclusions and further research.
In this article we proposed the first non-trivial in-
tersection model for general multitolerance graphs,
given by objects in the 3-dimensional space, called
trapezoepipeds. This trapezoepiped representation
unifies in a simple and intuitive way the well known
trapezoid representation for bounded multitolerance
graphs and the recently introduced parallelepiped
representation for tolerance graphs in [20]. Using this
representation, we presented efficient algorithms that
compute a minimum coloring, a maximum clique, and
a maximum weight independent set on a multitolerance
graph, respectively. The running times of the first
two algorithms are optimal, while the third algorithm
improves the best known running time for the maxi-
mum weight independent set on tolerance graphs. In
particular, a variation of the latter algorithm computes
a maximum weight independent set of a tolerance
graph in optimal time, closing thus the complexity
gap of [20]. Furthermore, we proved several structural
results on the class of multitolerance graphs, which
complement the hierarchy of perfect graphs given
in [11]. The proposed intersection model provides
geometric insight for multitolerance graphs and it can
be expected to prove useful in deriving new algorithmic
and structural results. The recognition problem for
general multitolerance graphs, remains an interesting
open problem. On the contrary, it is known that
trapezoid (i.e. bounded multitolerance) graphs can be
recognized efficiently [17,19], while it is NP-complete to
recognize tolerance and bounded tolerance graphs [21],
as well as max-tolerance graphs [15].
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