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Abstract
Local air quality is one of several issues constraining the development of air-
ports. Ongoing research shows that takeoff contributes considerably to the level
of near airport pollution. Installation of a wind-brake system behind the runway
threshold has been recently proposed as a way to accelerate natural lift-off of the
exhaust plumes. This thesis aims to validate large eddy simulations (LES) for the
numerical investigation of this problem, and contribute to a joint effort towards the
installation of baffles in major airports. Ways to limit the enormous cost of such
simulations are suggested, and methods to reduce the problem complexity are
established by means of parametric analyses and staged cross-validations. In
particular, wall-jet simulations are performed alongside wind-tunnel experiments.
Results reveal that LES accurately predicts the baffle induced drag force, as well
as scalar dispersion. One source of weakness in this study is the level of accu-
racy of the numerical representation of the wind tunnel boundary layer. Lift-off
of the plume was not observed within the investigated range (380 nozzle diam-
eters), neither in the absence of baffles, nor in the presence of the basic baffle
arrangement. Certain geometrical modifications, however, have shifted the onset
of lift-off upstream enough, so that it is identified by the streamwise evolution of
mean flow characteristics. An additional achievement of this work was to devise
and validate a dynamic response algebraic model for the representation of the
baffles in the flow. The established numerical approach, together with the baf-
fle representation model is promising for the numerical investigation of the real
scale situation at longer distances, up to 2000 nozzle diameters. This thesis sets
a strong basis for the continuation of the research, adding to a growing body of
literature regarding local air quality around airports.
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Chapter 1
Introduction - Literature Review
Contemporary civil aviation has become a main competitor in civil transportation.
More than 2.4 billion passengers travelled by aircraft in 2010 while this number
is expected to increase up to 16 billion until 2050 according to IATA (Giovanni,
2011). This gradual increase in air travel demand necessitates maximization of
the utility of airports within their existing energy and land usage. However, the
use of the turbofan engine, which is the prime mover in modern civil aviation, is
linked with the generation of certain chemical products related to human health
and welfare impacts (Waitz et al., 2004). It is, therefore, important to improve
our understanding of the physics governing the dispersion of the pollution pro-
duced by the aircraft engine in operations which take place in proximity to central
airports.
Growth of interest in this direction dates back to 2001 when ACARE (the
Advisory Council for Aeronautics Research in Europe) set a strategic research
agenda to give a roadmap for aeronautical technology developments leading to
the establishment of large initiatives for air traffic management research, such
as the Clean Sky project which funds this research. A precursor of this work
has been OMEGA (MMU, 2013), an academic program of 40 technology projects
that aim to see how the aviation system and the environment are linked. In this
respect, (Poll et al., 2009) explained the role played by the evolving jet engine
efflux in the dispersion of pollutants, and (Dinesh et al., 2009) carried out rele-
vant LES investigation using an in-house solver. A certain simulation setup of
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Dinesh, which is supported by experimental data from (Garry & Holt, 2008), is
repeated in this work during the solver assessment studies, allowing for multiple
cross-validations. During the same period, numerical investigations into the dis-
persion of aircraft jets in co-flowing takeoff conditions were being carried out by
(Aloysius et al., 2007; Aloysius & Wrobel, 2009b; Aloysius & Wrobel, 2009a), the
latter performing LES of a complete Boeing 737 geometry during takeoff, inves-
tigating emission dispersion. Finally, field-trial investigation of a method reducing
the local air quality impact of the exhaust jets is in progress (Bennett et al., 2013),
supported by experiments in Cranfield University (Velikov, 2013). Large part of
the present research is carried out alongside, in a complementary manner with
the experiments of the latter.
The current chapter includes a detailed presentation of the scope and ob-
jectives of the research, as well as the relevant literature review. In particular,
the problem motivating this research and its sources are presented in section
1.1. The selected approach to investigate this problem is then justified in section
1.2. Then, a major component of the problem, turbulence, is introduced in sec-
tion 1.3. In the following, section 1.4 explains the turbulent jet dynamics through
an extensive literature review expanding at the various stages of development of
different types of jets. Section 1.5 introduces the concept of buoyancy, and ex-
plains the philosophy behind the installation of a wind brake system with respect
to the acceleration of lift-off of the plume. Section 1.6 summarizes modern CFD
techniques available to model turbulence, also referring to previous numerical in-
vestigations which have focused to the jet dynamics and mixing. Finally, the last
section includes a concluding summary of the literature review carried out in this
chapter, explaining how the collected information is used in the present investiga-
tion.
2
Introduction - Literature Review 1.1. ENVIRONMENTAL CONSIDERATIONS
1.1 ENVIRONMENTAL CONSIDERATIONS
The main target of this work is the improvement of local air quality in proximity to
central airports. The present section discusses the sources of the problem and
explains the effects to human health. Furthermore, the dispersion of the pollution
as it occurs in different stages of the flight is discussed.
1.1.1 Near Airport Pollution and Effects to Human Health
There are two major causes for the deterioration of air quality in proximity to cen-
tral airports. One is the increasing level of the automotive traffic and of subse-
quent vehicle generated pollution in the surrounding area, and the other is the
pollution produced in the airport (Brogaard et al., 2012). Regulators have long
been aware of the vehicle generated pollution and countless legislative policies
have been designed to reduce harmful emissions from these sources (Auffham-
mer & Kellogg, 2011). However, aircraft and airport emissions have only recently
become the subject of legislation, although little has been done to reduce or man-
age emissions generated by airports and air travel. Some effort has been put to
curtail the substantial CO2 emissions generated by aircraft, but there has been
relatively little effort to control or contain some of the more pernicious air pollu-
tants generated by jet engines (Schlenker & Walker, 2011).
The turbofan engine is the prime mover for commercial aircraft operations car-
ried out in the civil airline industry. This device follows a high work cycle that be-
gins with a large amount of air intake which undertakes successive compression,
heat by the consumption of fuel, expansion in turbines, and is finally released
back into the atmosphere. The injection and burning of fuel implies that several
chemical reactions take place in the engine cycle. Because of this procedure, the
chemical composition of the air that returns to the environment is different from
the incoming ambient air, including chemical products such as Nitrogen Oxides
(NOx), Carbon Monoxide (CO), Sulphur Dioxide (SO2), Unburned Hydrocarbons
(UHC), Particulate Matter (PM ), and more.
As explained by the UK department for environment food and rural affairs,
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exposure at elevated levels and/or long term exposure to air pollution can lead to
serious symptoms and conditions affecting human health. For instance:
SO2 and NO2 irritate the airways of the lungs, increasing the symptoms of those
suffering from lung diseases.
Fine particles can be carried deep into the lungs where they can cause inflam-
mation and a worsening of heart and lung diseases.
CO prevents the uptake of oxygen by the blood which can possibly lead to a
significant reduction in the supply of oxygen to the heart, particularly in people
suffering from heart disease
Additionally, (Schlenker & Walker, 2011) suggested that airport-driven CO ex-
posure increases hospitalization rates for asthma, respiratory, and heart related
emergency room admissions that are an order of magnitude larger than conven-
tional CO dose-response estimates.
Current EU limit for NO2 and for coarse particles is 40 µg/m3, and the limit
value for SO2 is 125 µg/m3 on a 24 hour average. From 2015 a limit for fine
particles is set to 25 µg/m3, while there is no limit set yet for for ultra fine and
nano-particles (Brogaard et al., 2012). Measurements made during the Project
for the Sustainable Development of Heathrow (DFT, 2006), showed that this area
already breaches the current EU limit on annual NO2 concentrations. The sit-
uation would be worse, however, were it not for the natural rise of the aircraft
emissions due to buoyancy. Simulations for air quality around Schiphol, showed
that “for a mean emission height of 15m, most (59%) of the local NO2 impact
arises from the takeoff mode. Decreasing this height to 5m more than doubles
the impact; increasing it to 40m reduces the impact by more than a factor of 3”
as discussed and further extended by (Bennett et al., 2013). (Fig.1.1) shows a
typical taxiing queue, which reflects the increasing demand of airports, and fig-
ure (Fig.1.2) illustrates contours of 2008-2009 period-mean NOX concentrations
at Heathrow airport, taken from recent studies on “Heathrow Air Quality ” (HAQ,
2011).
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Figure 1.1: Picture of Aircraft Taxiing. (Online, 2013)
Figure 1.2: Heathrow Airport contribution to 2008/9 period-mean NOX concen-
trations (contours shown for 5 µg/m3 to 30 µg/m3. (HAQ, 2011)
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1.1.2 Dispersion of the Pollution
The pollution produced in the GT engine is released to the atmosphere in the
form of a high speed jet. The physics governing such a flow cause the jet to
mix with the ambient fluid, and its initially high pollution concentration to continu-
ously drop “disperse”. It is important to introduce the term “plume” which refers
to the condition of the jet where the gas physical properties vary smoothly with
increasing distance from the jet centreline and where the bulk flow has estab-
lished growth characteristics that exhibit self-similarity when normalized with the
appropriate variables (Poll et al., 2009). In the context of pollutant dispersion,
the flow conditions wherein the plume evolves are of paramount importance and
these conditions depend highly on the phase of the flight. The three phases of
flight to be discussed in this section are the cruise, take-off, and landing.
DURING THE CRUISE, the jet efflux passes from two different flow regions. The
first region extends from the exit of the nozzle to a distance of approximately two
wingspans downstream. Here, the jet flow is closely aligned with the direction of
flight and the mixing rate is mainly determined by the temperature and velocity
differences across the shear layers. Along the second region, the plume is cap-
tured in the dynamics of the two wing-tip vortices trailing behind the aircraft. As
a result, the exhaust plume is fed directly into the core of the vortices and fur-
ther development of the jet follows a completely different pattern than its freely
decaying counterpart (Ganier et al., 1997a). There is also a physical chemistry
importance within this flow region and the procedure of ice crystal and aerosol
formation needs to be better understood.
EARLY TAKEOFF is a dynamic phase of the flight since the relative velocity
between the aeroplane, the ground, and the plume varies continuously. During
this stage, the engines are at almost full power and pollution is, therefore, gen-
erated at the maximum rate. A good understanding of the plume behaviour is
important in this phase. At the very beginning of takeoff, the aircraft is station-
ary and the engines produce maximum thrust; consequently, the engine efflux
develops in stationary air and advances a considerable distance downstream. It
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Figure 1.3: A civil airliner lines up on the runway before taking-off, at Blagnac
International Airport in Toulouse, France. (AIRBUS, 2014).
is subject to the atmospheric conditions when the buoyant forces will break the
jet away from the surface and start raising it together with the pollution. (Fig.1.3)
shows a civil airliner while it lines up on the runway before taking-off. As the air-
craft gradually gains forward speed, the relative velocity between the jet and the
ground decreases and the mixing rate of the jet is gradually reduced because of
the continuous drop of the velocity difference that creates the shear layer.
LAST STAGES OF TAKEOFF AND LANDING, the velocity of the aircraft is ade-
quately high so that strong wing tip vortices form behind the aircraft. Depending
on the aircraft geometry these vortices may capture the plumes and as they de-
scend they take the pollution down to the ground with them. (Fig.1.4) shows a civil
airliner during the last takeoff stage, and (Fig.1.5) illustrates a real picture of the
vortices captured at a low level flight of a civil air transport aircraft. The strength
of the wing-tip vortices determines the amount of pollution driven back to the
ground. It is anticipated that accurate prediction of the trajectories that these vor-
tical structures follow is possible (Ganier et al., 1997b). (Poll et al., 2009) suggest
that such prediction would be valuable in the context of planning aircraft move-
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ments at busy airports. Additionally, it could further become part of a strategy
to comply with future regulations limiting air-transport-generated substances with
harmful consequences to human health.
Figure 1.4: Last stage of take off of an AIRBUS A380, at Blagnac International
Airport in Toulouse, France. (AIRBUS, 2014).
Figure 1.5: Picture of the trailing vortices of a civil airliner during landing. (Online,
2011).
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1.2 RESEARCH APPROACH
Applying measurements in the wakes of jet engines at operational airports is a
very difficult task to undertake. However, noteworthy is the effort of (Bennett
et al., 2013) who use Light Detection And Ranging (LIDAR) instrumentation
while gathering a large body of data of real scale measurements.. Due to the high
complexity and the low level of controllability of the environments where LIDAR
measurements are applied, it is very difficult to use such data to develop detailed
models and to validate global theories.
Alternatively, a scaled version of the physical situations of interest can be arti-
ficially set-up in an experimental environment. In this way, the problem variables
can be changed independently of one another and detailed and accurate mea-
surements can be made. An important variable of our investigations is the natural
wind affecting the plume development. This condition can be reproduced in an
atmospheric boundary layer wind tunnel (ABLWT ). Such a facility exists in Cran-
field University and experiments to investigate the “lift off ” of the plume under the
influence of a wind-brake system mounted at some distance behind the engine
are performed by (Velikov, 2013). A comprehensive study of the situation un-
der investigation requires certain variables to be changed independently. The
fulfilment of these objectives requires a large number of realizations for every
experiment, which is of course, followed by an increase in the total cost of the in-
vestigation. Additionally, the space and time precision, and the level of accuracy
of the experimental measurements, bring about an exponential increase in the
cost of the experiment itself.
On the other hand, accuracy in such measurements is important, especially
concerning future legislation to be applied to the airports. The solution comes with
the application of (CFD), reducing the investigation cost and providing with infor-
mation that would be difficult/expensive, or even impossible otherwise. The main
challenge of the CFD approach is turbulence modelling. In particular, Reynolds
Averaged Navier Stokes (RANS) and its unsteady counterpart (URANS), have
been found inappropriate for simulations where turbulent mixing and pollutant
9
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dispersion is of high importance (Salim et al., 2011). On the other hand, direct
calculation of the full set of the non-linear terms of the momentum equations in
both space and time, the so called Direct Numerical Simulations (DNS), requires
enormous computational power and storage memory. However, a special CFD
approach named Large Eddy Simulation (LES) has made it possible to separate
the turbulent motions into those highly responsible for mixing (large scales easy
to calculate), and those with very small contribution to it (small scales with high
computational demand). Although LES meets the research requirements, also
being afforded by the available computational resources, its predictions depend
in a range of factors such as the quality of the computational mesh, the boundary
conditions, the solution convergence, and more. Therefore, wind-tunnel measure-
ments are required for the parametric validation of the CFD solver.
1.3 INTRODUCING TURBULENCE
The physical situation motivating this work has been presented in section 1.1. The
leading element of the problem is “turbulence” which causes the engine efflux to
mix with the ambient fluid. For this reason, the current section aims to introduce
the subject of turbulence and its basic properties.
Turbulence is one of the most challenging subjects of the classical mechan-
ics. Numerous studies and experiments have been carried out during the last
century aiming to help us improve our understanding of turbulence; however, as
(Davidson, 2004) stresses, “even though the governing equations describing tur-
bulence have been known since 1845, there is still surprisingly little we can predict
with relative certainty”. More specifically, the non-linearity of the Navier-Stokes
equations (Foias et al., 2001) results in a chaotic behaviour, which makes the an-
alytical definition of even relatively simple real-world turbulent flows, impossible
to be achieved. Alternatively, turbulence can be accurately predicted in terms of
its statistical properties at most engineering applications. Numerous studies have
been carried out based on that; while, this is the basis for most turbulence models
utilized in modern CFD simulations.
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Either way someone decides to observe turbulence, the beginning of this
chaotic procedure strongly relies on the boundary conditions of the flow con-
sidered. According to (Lesieur, 2007), “turbulence can only develop in rotational
flows”. The existence of shear is a necessary condition for the infinitesimal per-
turbations, which always exist in real flows, to magnify and finally degenerate into
coherent vortices. These vortices are not only the starting point towards turbu-
lence, but also the largest motions encountered in a turbulent spectrum. Since
the time and space scales of these motions highly rely on boundary conditions,
the assumptions of isotropy and universality are not valid to describe them, and
this is a major issue when attempting to model turbulence in mixing layers.
However, under a series of non-linear interactions between the primary ed-
dies, named the “vortex stretching”, new vortical motions develop. These new-
born motions are smaller than their predecessors in size, and higher in frequency.
This procedure continues for successively smaller scales; while it happens, the
universality and isotropy of these scales increases. A very enlightening example
of vortex stretching and the small-scale isotropy is presented by (Bradshaw, 1975)
in his book “An Introduction to Turbulence and its Measurement”. According to
Kolmogorov, there is a certain eddy size for every flow, at which vortex stretch-
ing cannot further occur, reason being the balance between viscous and inertial
forces acting on the fluid. Therefore, the Reynolds number of the flow under con-
sideration is deterministic for the scale at which the cascade of the energy-decay
will stop and thermal energy will be generated instead. Detailed presentation
of the scales of turbulence and the Kolmogorov hypotheses is given by (Pope,
2000).
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1.4 TURBULENT JETS
Amongst a wide range of engineering applications, turbulent jets represent one of
the most important components of turbo-machinery propulsion systems. In order
to interpret the results of this thesis, it is important to have a good understanding
of the dynamics governing the jet flow. The current section highlights the fluid
dynamics which occur at different stages of the jet development.
1.4.1 Transition to Turbulence
To start with, we recall the necessity of shear for the generation of any coherent
structure, as highlighted in chapter 1.3. Shear-flows can be classified into two
main families; the wall bounded flows, and the free-shear flows. Free jets are
representatives of the later family. The presentation of the theory is made through
progressively more complex problems, extending from the relatively simple “plain
mixing layer ”, to its three dimensional counterpart “round jet”, and finally the more
complicated “coaxial jet”.
PLAIN MIXING LAYER: In free-shear flows, viscosity plays a minor role in the
development of the primary instabilities; characterized for this reason as “invis-
cid instabilities”, while they are also much more vigorous than the viscous ones
(Chiang, 2007; Schmid & Henningson, 2001). The linear stability theory is found
to be extremely difficult to succeed predicting turbulent flows. This is because in
real flows there is no steady velocity field upon which a small perturbation may
be superimposed (Cohen & Wygnanski, 1987). However, considerable success
was met by (Gaster et al., 1985) who assumed that the timescale of the mean
velocity fluctuations is short comparing to a period representative of the large
coherent structures and neglected possible exchanges of momentum between
those structures.
The instability modes are highly sensitive to inflow conditions such as the
transverse curvature, flow divergence, inhomogeneous inflow conditions and the
detailed shape of the mean velocity profile as shown by (Cohen & Wygnanski,
1987). Additionally, the latter work showed that the number of the unstable modes
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of the shear layer is subjected to its relative thickness.
(Michalke, 1965) predicted the existence of a roll-up mechanism of the travel-
ling instability waves which results into a periodic array of growing vortices. His
work was followed by several experiments that visualized the pairing process,
amongst which are the (Freymuth, 1966) and (Winant, 1974).
The general picture of the shear layer was initially given by the fundamental
works of (Crow & Champagne, 1971; Brown & Roshko, 1971) and (Winant, 1974)
who discovered the existence of large coherent structures developing in shear
layers. It was realized that the evolution of the flow could be highly connected to
the generation and development of those structures. (Fig.1.6) presents the am-
plification of the initial instability and the subsequent roll-up into discrete vortices
(Winant, 1974), and (Fig.1.7) shows a shadowgraph of a plane-mixing layer as it
was experimentally seen by (Brown & Roshko, 1971).
(Fig.1.8.a) schematically presents the pairing process and (Fig.1.8.b) is a pho-
tograph extracted by a photo-sequence from the experiment of (Winant, 1974)
which also illustrates the pairing process on a plain shear layer. Conclusively, it
can be said that pairing would infinitely carry on at a plane shear layer; at least
for as long as the boundary conditions would not influence the pairing process.
ROUND JETS can be fairly considered as an axisymmetric shear layer in the
near-field, as long as the momentum thickness is small in comparison to the di-
ameter of the orifice. For round jets, the initial Kelvin-Helmholtz instability and
subsequent roll-up occurs exactly in the same way as for plane shear layers.
However, due to its geometrical shape, the primary coherent structures of a round
jet develop into vortex rings. Downstream the initially thin shear layer becomes
gradually thicker and each side of a ring begins to interact with the opposite side.
Hence, the pairing process stops and the frequency of passage of the rings re-
mains approximately the same up to the end of the potential core; therefore, it is
termed the preferred mode of the jet. In their paper (Gutmark & Ho, 1983) sug-
gest that the development of the preferred mode can be facility dependent due to
the sensitivity of the shear layer instabilities on the background noise.
Even after the formation of the preferred mode, the tendency for further pair-
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ing between consecutive rings remains. It is important to realize that the process
of mixing between two rings involves alternative expansions and contractions of
these structures. However, after the preferred mode has formed, the thickness of
the rings is very large in comparison to the local jet diameter and it is no longer
possible for a ring to pass through the core of another. A better understanding
of this process, called the leapfrogging phenomenon, can be obtained by ob-
serving the numerical results of (Kudela & Pawel, 2004) (Fig.1.9). Alternatively,
secondary instabilities are getting amplified causing new modes to reveal. As
presented by (Urbin & Me´tais, 1997), in this stage the sub-harmonic mode is am-
plified causing the rings to deviate from the jet centreline and undergo “alternate”,
or else, “helical” pairing. (Fig.1.10) demonstrates the transitional procedure to-
wards the helical pairing flow pattern as sketched by (Urbin & Me´tais, 1997).
Following the helical pairing process, a new structure appears at the end of
the potential core, (Fig.1.14 for a schematic representation of the potential core).
These streamwise structures, or “braids”, evolve and amplify in pairs in the braid
region between consecutive vortex-rings. Additionally, the streamwise vortex sys-
tem is deterministic for the rate at which entrainment of ambient fluid occurs in the
near-field region X/D < 10 as stressed by (Liepmann & Gharib, 1992). (Fig.1.11)
shows a side view of a jet at Re = 5500, revealing the existence of hairpin vor-
tices (observe arrow). (Fig.1.12.a) presents a cross section of the same jet in
two consecutive instants giving a better view of the unsteady development of
these structures. Additionally, the formation of pairs of hairpin vortices is followed
by the generation of side-jets in the braid region as shown by (Brancher et al.,
1994). (Fig.1.12.b) schematically presents the mechanism leading to the forma-
tion of side jets. Only a single pair is represented (hatched structures) while two
consecutive vortex rings are sketched (white structures). The radial ejection of
fluid is symbolized by the two black arrows emerging from the sream-wise pair
(Brancher et al., 1994).
COAXIAL JETS are encountered in a variety of engineering applications such
as aeroacoustic, propulsion and combustion. Aviation propulsion today is mainly
achieved by the use of the turbofan engine. Several experiments have been con-
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ducted in the past in order to improve our understanding of coaxial jets. The first
experimental investigation of coaxial jets was carried out by (Forstall & Shapiro,
1950). Amongst several other outcomes they reported that self-similarity of a
compound jet is obtained at X/D ≥ 8. Further studies of the near-nozzle region
of coaxial jets were implemented by numerous researchers such as the (Chigier
& Beer, 1964; Williams et al., 1969; Champagne & Wygnanski, 1971; Durao &
Whitelaw, 1973; Hammersley, 1969) and more, in order to build a stronger basis
on the coaxial jet physics. In particular, (Durao & Whitelaw, 1973) investigated
the developing region of coaxial jets at downstream distances up to X/D = 17
for various velocity ratios. Their results showed that coaxial jets tend to reach a
self-preserving state much more rapidly than axisymmetric single jets. (Cham-
pagne & Wygnanski, 1971) examined different area ratios between the inner and
the outer jet nozzles as well as different velocities issuing from each nozzle.
In recent studies, the interest has been turned towards low velocity ratio coax-
ial jets; those being representative of the flow resulting from the turbofan engine.
In this way, (Dahm et al., 1992) examined the dynamics of the initial stage of low-
velocity ratio in coaxial jets. (Fig.1.13.a) schematically illustrates the influence
of the velocity ratio to the generation of coherent structures. Dahms findings
were enhanced by the presentation of enlightening visualizations showing the in-
teractions occurring between different structures. Several vortex patterns were
identified this way. (Fig.1.13.b) shows a representative visualization of Dahm’s
experiment illustrating the development of double trains of vortices on the coaxial
jet double shear layer.
Additional studies of varying velocity ratios were carried out by (Sadr & Klewicki,
2003). For a constant inner to outer diameter ratioDin/Dout = 0.39, they observed
that there is a second train of vortices emerging from the near nozzle region,
when the velocity ratio was η < 0.18. They also mentioned that the inner layer
structures are highly anisotropic, highlighting that the levels of anisotropy are a
relatively strong function of velocity ratios.
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Figure 1.6: Schematic diagram of the initial instability of the shear layer, and the
roll-up into discrete vortices (Winant, 1974).
Figure 1.7: Example of the shadowgraphs of a plane-mixing layer (Brown &
Roshko, 1971).
Figure 1.8: The vortex pairing mechanism. a) Schematic representation and b)
part of the photograph sequence obtained by the experiment of (Winant, 1974).
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Figure 1.9: The sequence of the time position of the vortex particles for the
leapfrogging phenomenon in the inviscid flow (Kudela & Pawel, 2004).
Figure 1.10: Sketch of the vortex rings arrangement leading to the occurrence of
alternated pairing events (Urbin & Me´tais, 1997).
Figure 1.11: Laser-Induced-Fluorescence (LIF ) side-view of a jet at Re = 5500.
The arrow indicates a streamwise structure (Liepmann & Gharib, 1992).
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Figure 1.12: a) Cross section from a video sequence of the experiment of (Liep-
mann & Gharib, 1992). Two different instances of a cross-section in the braid
region of the jet are presented b) Schematic presentation of the mechanism lead-
ing to the formation of side jets. (Brancher et al., 1994).
Figure 1.13: a) Schematic representation the velocity ratio influence on the de-
velopment of the primary coherent structures, and b) an example of a coaxial jet
vortex pattern visualization (Dahm et al., 1992).
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1.4.2 Fully-Developed Unbounded Round Jet
The mechanisms participating in the transition to turbulence of jets have been
explained in section 1.4.1. As shown therein, the “braid region”, which is lo-
cated at the end of the potential core signifies the end of the transition from lam-
inar to turbulent jet. It is the same region where another transition, this time
towards the “self similar ” or “self preserving” jet, begins. This transitional zone
is characterised by the penetration of the mixing layer across the centreline and
by the continuing enlargement of the turbulent fluid radially outwards (Lipari &
Stansby, 2011). These first two zones together are usually called “near-field” or
“zone of flow establishment/development”. The final zone, which from now on will
Figure 1.14: Longitudinal cross-section of a round-jet, as sketched by (Lipari &
Stansby, 2011). The nominal border here is the surface with zero mean trans-
verse velocity. The highlighted virtual origin P is associated with the conical sur-
face in the farfield. The curved arrows indicate flow entrainment.
be referred to as “self similar jet region”, or “jet farfield” or simply, “plume region”,
extends further downstream and is characterized by the established self-similarity
of the mean-velocity field. The thee subdivisions of the round jet development are
presented in (Fig.1.14), which illustrates a customary sketch provided by (Lipari
& Stansby, 2011).
(Wygnanski & Fiedler, 1969) showed that higher-order velocity moments do
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not obtain self-similarity until further downstream. Additionally, (Weisgraber &
Liepmann, 1998) mentioned that the normal stresses obtain self-similarity later
than the shear stress, however, quantitative information about the downstream
distance where it occurs is not available in the reviewed literature. Further to
the mean-velocity-based self-similarity, (Mi et al., 2001) suggested an alternative
way to define the beginning of the self-similar region; at the location where the
distribution of a passive scalar obeys self-similarity.
Deterministic parameters of self-similarity in the farfield of unbounded round
jets include the rate of the centreline velocity decay dU / dx, the self similarity of
the cross sectional mean velocity distribution U , and the growth rate of the velocity
half-width dz1/2 / dx 1. Various review papers in the literature have compared
results of multiple experiments of round jet, such as the fundamental works of
(Rodi, 1975) and (List, 1982), and the more recent review of (Lipari & Stansby,
2011).
In round jets, the centreline velocity decay is inversely proportional to the
transverse length-scale growth, following the relation:
Um
Ub
= B
D
X −XB (1.1)
where Um is the velocity along the jet centreline (maximum) and Ub is the bulk
velocity at the jet exit. The value of B has been estimated by several experiments
in the past, including the (Wygnanski & Fiedler, 1969), (Panchapakesan & Lumley,
1993), (Hussein et al., 1994) and (Xu & Antonia, 2002), and was found to vary
in the range 5.7 ≤ B ≤ 6.48. However, more recent experiments have reported
lower values as presented in the recent publications of (Sivakumar et al., 2012)
and (Or et al., 2011). XB is the momentum virtual origin, which signifies the
location along the X direction “at which a pure momentum jet would be located
to give the flow equivalent to any jet in question” (Fischer et al., 1979). Recently
measured values of XB lie in the range 2 ≤ XB ≤ 3 (Sivakumar et al., 2012).
1In wall jets z1/2 refers to the vertical half-width; however, the axisymmetry of round jets allows
the use of z1/2 for all transverse directions.
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The growth rate of the velocity half-width y1/2. was estimated by experimental
data from (Panchapakesan & Lumley, 1993), (Hussein et al., 1994), and (Xu &
Antonia, 2002). From these experiments it was found that growth rate follows a
linear relationship as:
dz1/2
dx
= 0.095± 0.001 (1.2)
Slightly different is the suggestion of (Shiri et al., 2008), which calculated the
value dy1/2 / dx = 0.0093. This difference has been attributed to the smaller cham-
ber size of their experiment.
The integral length scales grow linearly with X, independent from Reynolds
number when its value is greater than a few thousands as stressed by (Adel-
Rahman, 2010). In particular, (Pope, 2000) reports that in the farfield of axisym-
metric jets the longitudinal integral scale grows as L11 = 0.7z1/2 and the lateral
integral scale as L22 = 0.3z1/2. This trend is also observed at the experimental
measurements of (Burattini et al., 2005).
The proper orthogonal decomposition (POD) investigation of (Gamard et al.,
2004) revealed that the timescale of the dominant most energetic mode apparent
in the farfield of axisymmetric turbulent jets is the azimuthal mode-1, or “helical
mode”. This mode is suggested to be a convected instability, the frequency of
which was found to correspond to a time-scale T11 such as:
T11 ≈ z1/2
Um
(1.3)
The passive scalar concentration half-width zΦ1/2, defined by the radial loca-
tion at which Φ = 1/2Φm, has been found to spread faster than z1/2. As reported
by (Lee & Chu, 2003), who have considered the velocity and passive scalar half-
widths at the locations where U = e−1Um and Φ = e−1Φm respectively, the con-
centration spreads faster than the velocity by a factor of 1.2. It is expected that
the ratio will not change significantly because of the small dislocation of the half-
widths (1/2 > e−1).
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1.4.3 Turbulent Wall-Jet
The presence of a solid surface in proximity to the path of development of a turbu-
lent jet causes major changes to the fluid dynamics involved. The axis-symmetric
shape of free-round jets no longer exists in a wall-jet, which can fairly be con-
sidered of higher complexity than its unbounded counterpart. There are various
types of wall-jets encountered in engineering applications. A number of parame-
ters such as the shape of the initial jet efflux, the number of the ejected streams,
the density differences between different streams and the ambient environment,
compose a wide range of different types of wall-jets. Three different wall-jet types
are discussed in the following paragraphs. In the first paragraph, the relatively
simple case of an infinite width “two-dimensional” turbulent plane jet is presented
in order to highlight common features of wall-jets. The second paragraph refers
to the more complex three-dimensional wall-jet (3DWJ), which is very similar to
the type of flow that forms behind the aeroplane in takeoff conditions and a vast
amount of literature is available to discuss. Finally, the third paragraph is dedi-
cated to a sub-category of 3DWJs, the Three Dimensional Offset Jets 3DOJs.
3DOJs are even closer to the type of flow that forms behind the aeroplane in
takeoff conditions; however, the literature resources are limited.
Plane Turbulent Wall-Jet
A plane wall-jet is formed when fluid is injected parallel to a wall in such a way
that the jet velocity is greater, at some distance above the wall, than that of the
ambient flow. Two different types of canonical shear layer are present in this flow.
The shear layer which forms between the wall and the fluid, also called “inner
layer ”, has the features of a boundary layer and extends from the wall-surface up
to the position of maximum velocity. The shear layer which forms between the
jet and the ambient fluid, also called “outer layer ”, resembles a free shear layer.
(Fig.1.15) illustrates a typical vertical mean-velocity distribution of a developed
plane wall jet. The important velocity scales include the maximum velocity and its
half, Um and Um/2 respectively. The important length scales include the vertical
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distance above the ground at which Um occurs, zm, as well as the vertical distance
above the ground at which Um/2 occurs , z1/2, alternatively called “velocity half-
width”.
Figure 1.15: Sketch of a typical vertical profile of mean streamwise velocity of the
developed region of a plane wall-jet. Modified picture found at (Eriksson et al.,
1998)
Early theoretical calculations of laminar and turbulent wall jets were imple-
mented by (Glauert, 1956). The first experimental investigation of a plane turbu-
lent wall-jet was carried out by (Fo¨rthmann, 1936), who used the term “partially
open jet” for the description of this flow. Fo¨rthman’s experiment was followed
by several other experimental investigations such as the work of (Schwarz &
Cosart, 1961), who used hot wire anemometer (HWA) to measure the mean
velocity distribution of the incompressible plane wall jet. This experiment eval-
uated the Reynolds shear stress, the Boussinesq exchange coefficient, and the
shear stress at the wall.
Turbulent wall jets have also been the subject for major experimental studies
in recent years, such as the works of (Wygnanski et al., 1992) and (Abrahamsson
et al., 1994) who used HWA to investigate the wall-jet in stagnant environment,
as well as the experiment of (Schneider & Goldstein, 1994) who performed laser
doppler velocimetry LDV .
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(Launder & Rodi, 1983) proposed that plane wall-jets spread linearly, following
the relation:
dz1/2
dx
= 0.073± 0.002 (1.4)
As (Launder & Rodi, 1983) stated, “This growth rate is more than 30% below
the consensus value for the plane free jet”. They suggest that this difference
arises by the damping of turbulent velocity fluctuations in the direction normal to
the wall due to turbulent pressure reflections from the wall itself.
Three-Dimensional Wall Jet (3DWJ)
A fundamental feature of a 3DWJ , differentiating it from a plane turbulent wall jet,
is that the former issues from a nozzle of finite width. This feature increases the
complexity of the physics involved at the jet development. In particular, further
to the vertical variation of the mean-velocity of a plane wall-jet (Fig.1.15) it also
involves span-wise variation of a highly inhomogeneous three-dimensional char-
acter. Here, the free-shear layer (which occurs at the outer mixing layer for plane
wall jets) intersects with the wall-boundary layer. In (Fig.1.16), a vertical and a
horizontal velocity profile at a station of the fully developed region of a three-
dimensional wall jet is drawn, based on the observations made at the simulations
of this thesis. The horizontal profile is taken at an offset zm from the ground. Fur-
ther to the important velocity and length scales of the vertical profile, which are
similar to the plane wall-jet, here also appears the horizontal “velocity half-width”
y1/2. The boundary of the jet is highlighted, helping to visualise the intersection
between the free-shear layer and the wall-boundary layer.
3DWJs have been the subject of experimental investigation for more than
four decades now; however, knowledge of this high complexity flow is yet to
become robust. Early experiments of 3DWJ have been carried out by (Sforza
& Herbst, 1967), (Newman et al., 1972), (McLean & Herring, 1974), (Davis &
Winarto, 1980), and (Koso & Ohashi, 1982), followed by the review article of
(Launder & Rodi, 1981), later summarized in (Launder & Rodi, 1983). In the
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Figure 1.16: Sketch of vertical and horizontal velocity profiles of the fully devel-
oped region of a three-dimensional wall jet. The boundary of the jet is highlighted.
nineties, important experimental work was carried out by (Matsuda et al., 1990),
(Padmanabham & Gowda, 1991) and (Abrahamsson et al., 1996), while the latest
recent experiments include the ones of (Sun & Ewing, 2002), (Law, 2002), (Hall
& Ewing, 2007), and (Hall & Ewing, 2010).
The maximum velocity Um of 3DWJs was found to decay inversely propor-
tional to X. In particular, the work of (Padmanabham & Gowda, 1991) suggests
a decay as X−1.15, while (Abrahamsson et al., 1996) suggests X−1.29.
(Launder & Rodi, 1981) recommended that the spread rate of the vertical and
horizontal velocity half-widths is linear, and suggested the values dz1/2 / dx =
0.048 and dy1/2 / dx = 0.26 respectively; this is a ratio of spreading rates of about
5.5 : 1. A larger ratio was measured by (Davis & Winarto, 1980), where at large
distances from the nozzle it approached the value of 8.5 : 1. The experiment of
(Abrahamsson et al., 1996) showed larger spreading rates dz1/2 / dx = 0.065 and
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dy1/2 / dx = 0.32, which corresponds to a ratio of about 5 : 1. The PIV mea-
surements of (Law, 2002) on a circular wall jet showed that induced turbulence
was still evolving at X/D = 50 and the jet had not achieved self-similarity. This
is a very important finding because most of the available experimental data in
the literature do not extend in much more downstream locations than that; hence
self-similarity of 3DWJs has not been extensively investigated yet.
The explanation given by (Davis & Winarto, 1980) regarding the large spread-
ing rate ratios in 3DWJs is that the enhanced spreading is attributed to aug-
mented turbulent diffusion parallel to the wall. However, (Launder & Rodi, 1981)
suggested that it is caused by the presence of strong mean secondary flows in
the jet. Similar was the explanation given by the early work of (Newman et al.,
1972), which suggested that the large spreading rate ratio arises from a large
secondary flow causing a substantial lateral outflow parallel to the wall with a
strong entrainment velocity being induced normal to the surface. This sugges-
tion was later confirmed experimentally by (Abrahamsson et al., 1996), and then
from the analytical computations of (Craft & Launder, 2001). However, the link
between the mean secondary flow (the mean streamwise vorticity) and the un-
steady streamwise vorticity associated with coherent structures in the jet is not
clear (Namgyal & Hall, 2013). For this reason, a considerable effort is recently
being put in order to interpret the turbulent mechanisms involved to the evolution
of a 3DWJ .
(Matsuda et al., 1990) investigated the flow structure at the near-field of a
3DWJ , using the HWA technique. Their results revealed “the presence of large-
scale horseshoe-like structures, whose legs are inclined and stretched to form
the streamwise vortices in the mixing region of the jet”. The works of (Ewing &
Pollard, 1997), (Sun & Ewing, 2002), (Hall & Ewing, 2007), (Hall & Ewing, 2010),
and (Namgyal & Hall, 2013) which followed, validated the mechanism suggested
by Matsuda, and gave a more detailed description of it having used different mea-
suring and post-processing techniques. In particular (Namgyal & Hall, 2013) used
stereoscopic PIV in the near-field region X/D ≤ 5 and applied proper orthogo-
nal decomposition POD to all three components of the velocity field to investigate
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Figure 1.17: Proposed coherent structure model in the near-field of the turbulent
3DWJ exiting from a contoured nozzle. (Namgyal & Hall, 2013).
the underlying coherent structures in the flow. The proposed model of (Namgyal
& Hall, 2013) for the coherent structures in the near-field of the three-dimensional
wall jet is illustrated in (Fig.1.17). The orientation of the Cartesian coordinate
system of (Fig.1.17) has been modified to agree with the notation used in this
thesis.
Three-Dimensional Offset Jet (3DOJ)
The discussions about 3DWJ dynamics presented above are limited to the case
where the nozzle is attached to the solid surface. When the nozzle is displaced
by some distance h above the solid surface, then the initial development of the
jet resembles that of an unbounded jet. However, the continuous growth of the
thee-dimensional mixing layer, together with the attraction forces which form be-
tween the jet and the solid surface (Coandaˇ effect (Reba, 1966)), results for the
jet to descent, and eventually attach on that surface. After the jet has completely
attached, it begins to develop into a self-similar 3DWJ following the physics de-
scribed in the previous paragraph. (Fig.1.18) illustrates a sketch of the vertical
cross-section at the symmetry of a 3DOJ . The different regions of its develop-
ment and important dimensions are highlighted. The paths of development of
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Figure 1.18: Sketch of the vertical cross-section of a 3DOJ . The different regions
of its development, as well as important dimensions are drawn.
Um and Um/2, as well as the point of reattachment Xrp, are also included on the
graphic. The black arrows point in the direction of the local velocity vector, while
the green ones represent the streamwise component of the velocity vector, thus,
pointing in the streamwise direction.
A considerable amount of experimental work related to offset jets has been
reported in the open literature, however, the majority of these experiments are
dedicated to two dimensional offset jets. Such work can be found in (Pelfrey &
Liburdy, 1986b; Pelfrey & Liburdy, 1986a; Nasr & Lai, 1997; Nasr & Lai, 1998; Gao
& Ewing, 2007), and (Gao & Ewing, 2008). Several techniques of measurement
have been used to measure flow variables in those experiments, including Pitot
tubes, HWA, LDA, and PIV .
Unfortunately, the experimental work directly related to the 3DOJ is limited.
The first comprehensive study of 3DOJs was carried out by (Davis & Winarto,
1980). In this experiment HWA was used to measure the mean velocity and
streamwise turbulent intensity within the region Xrp ≤ X ≤ 64. This experiment
mainly focussed on the effect of the nozzle offset h on the wall jet region, and
covered the range 0.5 ≤ h/D ≤ 4. The main effect of the nozzle displacement
from the wall appeared to be the streamwise elongation of the “descending”, “at-
tachment” and “transition” regions with increasing h. The spreading rates ob-
served at the developed region, for offset h/D = 2, was dy1/2 / dx = 0.29, and
dz1/2 / dx = 0.039 corresponding to a lateral to normal spreading rate ratio of
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about 7.5.
Recently, (Agelin-Chaab & Tachie, 2011) extended the work of (Davis & Winarto,
1980), using the PIV technique. The measurements of Agelin-Chaab where ap-
plied at much longer downstream distances, covering the range 0 ≤ X/D ≤ 120.
The effect of the jet exit Reynolds number (Rej)2 to the velocity decay, spread
rates, and reattachment length Xrp, was tested and found to be very small. In
particular, for nozzle offset h/D = 2 the decay rate of dU / dx = 1.17 and spread
rates of dy1/2 / dx = 0.250, and dz1/2 / dx = 0.056 were reported. According to
these values, the lateral to normal spreading rate ratio is about 4.5. A linear de-
velopment of ym was observed in the self similar region. Finally, profiles of mean
velocity, turbulence intensity, and Reynolds shears stresses where found to be
nearly independent of Rej in the self-similar region.
The main disagreement between the findings of (Davis & Winarto, 1980) and
(Agelin-Chaab & Tachie, 2011) is on the ratio of the lateral to normal spread rates.
More specifically, for the same range of nozzle offsets 1 ≤ h/D ≤ 4 the ratio of
Davis and Winarto varied in the range 3.7 to 8.6 while for Agelin-Chaab, the range
is narrower, only varying from 4.5 to 4.7. However, no clear answer has been
given yet to justify this disagreement.
1.5 BUOYANT PLUMES AND WIND BRAKES
The importance of the early take-off mode contribution to local air quality in prox-
imity to major airports was discussed in section 1.1.1. The present section in-
troduces the concept of buoyancy in the plume development, and explains the
philosophy followed for the design of wind brakes (baffles), which is an investi-
gated approach for the improvement of local air quality.
1.5.1 Accounting for Buoyancy
Typical commercial aero-engines produce thrust by accelerating gases backwards,
parallel to the ground. As explained in section 1.4.3, such a configuration can
2Reynolds number varied by changing the jet exit velocity.
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be described by a circular jet which reattaches on the proximate solid surface
(ground), and is followed by the formation of a three dimensional wall jet (3DWJ).
So far we have described the farfield of a 3DWJ as a self-similar flow. However,
the situation would be different if buoyancy, resulting from the difference in density
between the jet and the ambient flow, becomes a significant parameter.
In the present problem, buoyancy is a source of vertical momentum, with up-
wards positive direction. Broadly, the vertical momentum of the material emitted
per unit time increases at a rate FB, the “buoyancy flux” (eq. 1.5), while its hor-
izontal momentum FM (eq. 1.6), i.e. the engine thrust, remains approximately
constant with streamwise development of the jet.
FB = ρagAUb
ρa − ρj
ρa
(1.5)
FM = ρaAUb
2 (1.6)
Here, A is the cross-sectional area of the nozzle, ρa and ρj are the ambient and
the jet flow densities respectively, Ub is the jet bulk velocity, and g is the gravita-
tional acceleration.
Near the nozzle, buoyancy is very small comparing to thrust, therefore, its
effects to the plume development are negligible. However, moving downstream,
the two will eventually become equally effective after a travel time:
τ =
FM
FB
(1.7)
For a modern high-bypass aero-engine, this scale time is of order 80s (Graham
et al., 2008).
There is a variety of theoretical models in the literature for ground based buoy-
ant plumes as reviewed by (Ramsdale & Tickle, 2001). A more relevant, to the
present study, model was later suggested by (Bennett et al., 2013). According
to their approach the wall bounded plume is considered as a half cone with ex-
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pansion rate corresponding to an axisymmetric jet, while co-flow (wind) is not
taken into account. Bennett et al. suggest that the reattachment length can be
approximated by:
Xrp ≈ 2h
β
√
5
(1.8)
where h is the nozzle vertical offset from the ground, and β is the free-jet
spreading parameter, selected as β = 1/9, slightly larger than the round jet ex-
pansion rate seen in (eq.1.2). For a typical offset of the nozzle above the ground,
i.e. h = 2, the reattachment length can be calculated by (eq.1.8) Xrp = 16.
Once the centreline of the jet has reached the surface, the downward momen-
tum flux from the entrainment of air from above tends to keep it there (Coandaˇ
effect), while any buoyancy in the jet provides a countervailing upward momen-
tum. Accordingly, the model of Bennett et al. suggests that the two balance at a
travel distance of:
XL ≈
(τ
pi
)1/2(2FM
piρa
)1/4
(1.9)
which by definition suggests that XL is proportional to (FM)
3/4.
An alternative lift-off criterion for ground based plumes has been suggested
by (Hanna et al., 1998). In particular, taking into account that shear in the surface
boundary layer will disrupt a plume, spreading the emission horizontally faster
than it can rise, Hanna et al. suggested that a suitable criterion for whether a
buoyant surface emission will rise or not is that:
U3Wpiρ
FB
< 100 (1.10)
where U is the ambient wind speed and W the local plume width. (Bennett et al.,
2013) reports that the criterion of Hanna et al. gives a comparable result to their
formula for XL if the wind velocity is substituted by the jet effective velocity.
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1.5.2 Wind Brakes (Baffles)
Part of the central objective of this work is to enhance plume lift-off through the
installation of an array of inclined baffles on the airfield behind the starting aircraft.
This idea has been initiated and primarily investigated in real scale by (Bennett
et al., 2013). In the present section we summarize their concept which sets a
base point for the present work.
If, overall, a wind brake system imposes a drag FD and a lift FL on the exhaust
jet, then the scale time to buoyant lift-off, τ ′, is that at which FBτ ′+FL = FM −FD,
that is:
τ ′ = τ
(
1− FD + FL
FM
)
(1.11)
τ ′ is thus minimized by maximizing FD + FL. Drag alone would reduce the travel
distance before the jet escapes the Coandaˇ effect such as:
X ′L ≈ XL
(
1− FD
FM
)3/4
(1.12)
Figure 1.19 illustrates a sketch of the wind brake concept for enhancing dispersion
of engine exhaust at take-off.
The design of the baffles has to maximize its efficiency and in the same time
Figure 1.19: Wind brake concept for enhancing dispersion of engine exhaust at
take-off (schematic; not to scale).
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Figure 1.20: FAAMs BAe 146-301 Atmospheric Research Aircraft in field trials
at Cranfield University and the tested baffle array (final baffle design) (Bennett
et al., 2013).
conform with airport regulations. Detailed information of the procedure followed
in order to reach the final design of the baffles is available at (Bennett et al.,
2013). The final design of the baffles is illustrated in (Fig.1.20) together with the
FAAMs BAe 146-301 atmospheric research aircraft in the field trials which took
place at Cranfield Airport over the period 14-21 September 2011. A modelled
version of the final design has been tested in the wind tunnel, also being numer-
ically simulated in the present work. In particular, the induced drag of this baffle
arrangement was measured and found to absorb > 30% of the initial jet thrust
(refer to chapter 9).
The theoretical formulae of the present section are applied to the problem
setup of this work (section 5.2) providing a-priory estimates for the plume lift-off
onset, both when a wind brake system is installed or not.
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1.6 NUMERICAL SIMULATIONS
Experimental investigation of turbulent jets is linked with high financial cost and
limited analysis capabilities. These two important research parameters, in com-
bination with the continuously increasing power of modern supercomputers have
lead to the computational simulation of turbulent jets. This section summarizes
modern CFD techniques available to model turbulence, also referring to previous
numerical investigations that focused to the jet development and mixing.
Reynolds-Averaged Navier-Stokes (RANS) is a technique that models turbu-
lence based on Reynolds averaging of the governing equations (Randall, 2006).
For this reason, RANS simulations do not require any transient calculations, while
its formulation is simplified by using the Boussinesq hypothesis which postulates
that the momentum transfer caused by turbulent eddies can be modelled with an
eddy viscosity. Although simple and computationally inexpensive, RANS mod-
elling is non acceptable here due to the intermittent phenomena highly responsi-
ble for mixing in turbulent jets (Salim et al., 2011).
Direct Numerical Simulation of turbulence (DNS), is an alternative approach;
though, a much more expensive one. With DNS all the length and time-scales
of turbulence are directly resolved; hence, no turbulence models and subsequent
approximations are required. Indeed, DNS is the most accurate approach for the
numerical simulation of turbulent problems, however, it is restricted to moderate
Reynolds numbers limiting the area of applicability in engineering applications.
The main advantages ofRANS andDNS are combined in LES. The principle
of LES is that the large and anisotropic turbulent scales are directly resolved
similar to DNS, while the smaller and “universally isotropic” scales are modelled
to reduce the computational cost. This is achieved by filtering the N−S equations
in space and time. Hence, when the modelled turbulent motions are isotropic, the
solution obtained by LES is of similar accuracy to DNS. This is easier to achieve
in free-shear flows, where turbulence isotropy occurs at larger scales comparing
to wall bounded flows.
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1.6.1 LES Challenges and Applications
There are doubts about the small-scale isotropy assumption and the wavelength
at which isotropy occurs, as well as certain issues in the “communication” be-
tween the resolved and the modelled scales in the implementation of LES (Men-
eveau et al., 1999). Sub-Grid Scale (SGS) modelling has been the subject of
several parametric studies of recent investigations, such as the works of (Ilyushin
& Krasinsky, 2006), (Liu et al., 2008), and (Zemtsop et al., 2009). Jet LES was
carried out by (Volkov, 2008) with the use of the Reynolds-averaged, space-
filtered Navier-Stokes equations, closed by the k −  model of turbulence and
the subgrid RNG model of eddy viscosity. Their results agreed with experimen-
tal data. Fundamental issues of SGS models were also identified and discussed
by (Chen et al., 2005). Through this study it is revealed that SGS models need
more research to further improve and validate their application in highly unsteady
flows. Critical issues involved in LES relating to the treatment of unresolved
sub-grid scale flow features are discussed by (Grinstein, 2009). Three different
SGS models available in FLUENT-LES solver, were tested by (Zemtsop et al.,
2009). In particular, a parametric study comparing the Standard Smagorinsky
Model (SSM ), the Dynamic Smagorinsky Model (DSM ), and the Dynamic Sub-
grid Kinetic Energy Transport Model (DKEM ) revealed the superiority of DSM
and DKEM comparing to SSM .
The most challenging jet-flow region to apply filtering is the near-nozzle three
dimensional shear layer. This is due to the fact that the “long-wave” and the
“dissipative” intervals of the turbulent spectrum, intersect in this region (Pope,
2000). In this way, (Ilyushin & Krasinsky, 2006) investigated the influence of the Cs
parameter of the Standard Smagorinsky Model (SSM ) in the transition of round
jets and found out that the optimum value is Cs = 0.17.
(Meneveau, 2012) makes generalized interpretation of the Germano identity,
stating that the sum of resolved and modelled contributions to basic quantities
of intrinsic physical interest must be independent of filter scale. (Burton, 2006)
performed LES of round turbulent jets using the Inertial Large Eddy Simulation
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(ILES) method with multi-fractal sub-grid-scale modelling and accurately recov-
ered the large scale structures, showing that ILES is an alternative approach to
model the sub-grid scale motions in jet simulations. (Ilyushin & Krasinsky, 2006)
highlighted the necessity of adequately large computational domains in LES of
turbulent unbounded jets. In particular, their results showed that the boundary
conditions can be even more responsible for the LES solution than the SGS
modelling itself. Critical issues involved in LES relating to initial and boundary
conditions are also discussed by (Grinstein, 2009).
A considerable effort has been put in finding approaches of generating arti-
ficial velocity data representative of the nozzle exit plane including the works of
(Smirnov & Shi, 2001) and (Klein et al., 2003). Additionally, in the recent study
of (Zemtsop et al., 2009), FLUENT LES computations were implemented in an
attempt to investigate the influence of the inlet conditions on jet mixing. In this
way, the outlet conditions (nozzle exit plane) of a real jet engine were being sys-
tematically extracted through RANS computations, and successively being used
as inlet profiles for the LES. This method was validated by means of experimen-
tal data and found to be consistent. Although the turbulent field of a round jet
consists of organized structures (Citriniti & George, 2000), it is extremely difficult
to compose realistic artificial unsteady boundaries to imitate the fully developed
farfield jet behaviour.
In section 1.4.1 it was shown that after the breakdown of the primary coherent-
vortices, streamwise braids dominate the flow. The importance of swirling in the
rate of mixing of round jets was investigated through LES by (McIlwain & Pollard,
2002). They highlighted the deterministic effects of swirl in the breakdown of the
primary ring-vortices. They also showed that the stronger the streamwise vortices
in the braid region, the higher the growth rate of the jet in the farfield. The spatial
evolution of the turbulent flow in a confined square coaxial jet was investigated
numerically using in-house LES code by (Xu et al., 2003). Their high resolution
LES include detailed inlet conditions in order to investigate turbulence nature in
the near-field X/D ≤ 15. Comparison of the LES predictions met reasonable
agreement with experimental data in terms of 1st and 2nd order statistics.
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Large eddy simulations have been used by previous researchers in coaxial jet
investigations. Further to the results of (Dinesh et al., 2010) and (Xu et al., 2003)
that have been mentioned above, (Apte et al., 2003) performed coaxial jet LES
solving the incompressible, spatially filtered Navier-Stokes equations on unstruc-
tured grids. Mean and turbulent quantities were compared to experimental data
and good agreement was observed. The LES results were found significantly
more accurate than the RANS predictions of the same problem. In the later work
of (Fro¨hlich et al., 2007), the co-annular jet mixing was investigated by means of
LES. Geometrical modifications of the double nozzle exit were found to affect
flow structure in the near-field and downstream mixing.
1.6.2 Pollutant Dispersion and Mixing Simulations
The majority of the studies of turbulent jet LES available in the literature limit
their computational domains in the near-field X/D ≤ 20. This is a consequence
of the enormous increase in computational cost with increasing the downstream
location of interest.3 However, this thesis focuses at the very farfield, where the
aircraft engine exhaust plume mixes with the ambient flow. Therefore, numeri-
cal investigations having considered jet mixing at higher distances at the farfield
X/D ≥ 20 are summarized in this paragraph.
LES does not represent viscous dissipation, but only captures the large scale
convective motions. However, (Mahesh et al., 2007) explain that as long as the
energy containing convective motions and the approximate thickness of the scalar
fronts are captured, a good prediction of the scalar field will be achieved by LES.
The analyses made in (Mahesh et al., 2007) also reveals the superiority of LES
comparing to RANS in scalar mixing simulations. Additionally, external inter-
mittency is deterministic for passive scalar mixing and makes the application of
RANS modelling inappropriate. (Dinesh et al., 2010) published LES results in-
vestigating mixing and intermittency of a coaxial turbulent jet discharging into an
unconfined domain, and they showed that intermittency is very signicant close
to the outer edge of the flow. External intermittency was also investigated by
3A more analytical explanation of this statement is provided in section 5.4.
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(Gilliland et al., 2012), who compared their LES results of a plane jet, with DNS
and experimental data, and found good agreement. Similar level of success was
also met by (Ribault & Sarkar, 2001), who simulated the passive scalar mixing
at a plane jet. These works, in combination with the findings of (Mahesh et al.,
2007) mentioned above, have motivated the use of LES in this investigation.
(Boersma et al., 1998) have performed one of the early DNS to study the
farfield self-similarity and its response on variations of the inflow conditions. Ex-
tending this work (Lubbers et al., 2001) investigated the self-similarity of a passive
scalar field in the turbulent jet. In a later work, (Babu & Mahesh, 2004) performed
LES investigating the effects of the inlet entrainment on the self-similar region of
the jet suggesting that inflow entrainment is important for the simulation of tur-
bulent jets, especially for studies where near-field behaviour is important. More
recently, (Dinesh et al., 2012) performed LES of isothermal co-axial jets and they
observed the farfield dynamics. The introduction of a passive scalar in the jet
cores helped to better elucidate the mixing process. Additionally, several flow pa-
rameters, such as the velocity ratio, inlet swirling and wall effect were observed
and a comprehensive qualitative analysis followed.
Numerical investigation of pollutants dispersion behind a B737-500 type air-
craft during idling operations was performed by (Testa et al., 2012). Their results
improve the understanding of the jet blast behaviour and represent an initial as-
sessment for the use of CFD techniques in the investigation of pollutants disper-
sion. Aircraft pollutant dispersion during takeoff was simulated using CFD with
RANS closure by (Koutsourakis et al., 2006). It was followed by the work of (Aloy-
sius & Wrobel, 2009b) who performed LES of buoyant free and wall-jets in order
to obtain an initial understanding of the plume dynamics created by an aircraft en-
gine in the takeoff phase. Experimental data and theoretical velocity profiles were
used for the validation of their LES results. In a later report (Aloysius & Wrobel,
2009a) modelled the complete geometry of a Boeing 737 and performed LES in-
vestigating emission dispersion during take-off. The predictions of the plume-rise
agreed with LIDAR data. Additionally, their data show that the wing-tip vortices
of the aircraft in a head wind configuration, contribute to the plume natural rise.
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1.7 LITERATURE REVIEW OUTCOME
Understanding the purpose of the research, as well as familiarisation with the
problems to be encountered in this work, have been attempted by this introductory
chapter. In particular, section 1.1 introduced the environmental issues related to
civil aviation operations, and discussed the dispersion mechanisms which take
place at different stages of the flight, in this way broadening our understanding
regarding the source of the problem. Then, section 1.2 justified the selection of
a numerical approach for the implementation of this research, and compared this
approach to the real scale investigation and the wind tunnel modelling.
One of the most significant parameters of the investigated problem is turbu-
lence. In this way the concept of turbulence and its properties have been intro-
duced in section 1.3, followed by an extensive literature review of jets in section
1.4. In the latter, the mechanisms leading to jet transition to turbulence, as well
as the different stages from which a jet passes on its downstream development,
have been thoroughly discussed. As a result understanding of the core elements
of the physical problem, which is attempted to numerically model and simulate,
has been improved. Theoretical and empirical models describing certain features
of the jet flow, including the mean jet characteristics, as well as the structure of
the most energetic turbulent scales, necessary for the numerical and theoretical
analyses of this work, have been identified.
A crucial parameter of the problem, buoyancy, has been separately reviewed
in section 1.5. The reviewed literature suggests that after an adequate travel dis-
tance, buoyancy dominates the plume development, leading to its natural lift-off.
Two different lift-off criteria have been selected from the literature which, together
with the formulae of the mean jet characteristics, are applied to the theoretical
analysis of this work in chapter 5. Furthermore, the philosophy behind the instal-
lation of a wind brake system with respect to the acceleration of the lift-off of the
plume has been explained in detail in section 1.5.
Finally, section 1.6 summarized modern CFD techniques available to model
turbulence, by reviewing the literature of previous numerical investigations which
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have focused in jet dynamics and mixing. This review has provided information
which justifies the selection of LES for the numerical simulations of this work,
highlighted weaknesses of LES, and provided the experience of previous work to
be used as a starting point in this research.
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Methodology
The environmental issues motivating this research, and the physical phenomena
encountered at the early take-off stage of the flight, have been presented in chap-
ter 1. The present chapter explains the methodology followed by this research in
order to achieve its goals. In particular, section 2.1 explains in detail the central
objective of this work, explains why LES has been selected for the numerical
investigation. The same section discusses the modelling approach of the real
situation, the level of applicability of theoretical analysis, the representation of the
pollution in the simulation, and the selected method to identify plume lift-off in the
simulation. In the following, section 2.2 describes the post-processing methods
used in this work. Then, section 2.3 separately explains the solver validation pro-
cess, which has been a major part of this work. Finally, section 2.4 provides the
details of the computational platform upon which our simulations are performed,
names the software used for the various stages of the CFD study, and sum-
marises the scripting codes written to support this work.
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2.1 CENTRAL OBJECTIVE AND APPROACH
The central objective of this work is to improve understanding of the flow dynam-
ics of a buoyant three-dimensional offset jet (3DOJ), representative of the jet
engine exhaust plume of typical airliners during the early takeoff stage, while a
wind-brake system is installed on the path of its development. Parallel studies in
the same direction are carried out by (Bennett et al., 2013) and (Velikov, 2013),
the former performing field-trials supported by LIDAR measurements, and the
latter performing wind-tunnel experiments scaling down the real situation. Al-
though the most straightforward approach is the field-trial investigation, financial
cost is a deterministic constraint for extensive tests to be carried out. The ex-
perimental investigation reduces the financial cost, but not to a satisfactory level
so that extensive parametric tests are feasible. An alternative approach to the
problem is the numerical simulation using the science of computational fluid dy-
namics (CFD). A significant component of the physics governing this problem
is “anisotropic turbulent mixing”, which relies on the most challenging task of a
CFD algorithm, “turbulence closure”. A commonly used CFD technique for tur-
bulence closure is RANS modelling. This technique has been preferred by the
majority of past CFD research due to its advantages in terms of computational
cost. However, the modelling approximations of RANS make its predictions weak
for anisotropic turbulent mixing.
Although turbulence consists of a variety of scales, the direct simulation of
which is very expensive, or even impossible in most of engineering applications,
the evolution of super-computing abilities in modern science has made possible
their explicit simulation. Large eddy simulation (LES) has attracted a lot of inter-
est in recent CFD research because it is highly accurate for anisotropic turbulent
mixing, combined by a moderate computational cost. In particular, (Mahesh et al.,
2007) stated that “as long as the energy-containing convective motions and the
approximate thickness of the scalar fronts are captured, a good prediction of the
scalar field will be achieved by LES”. The LES algorithm embedded in the com-
mercial software ANSYS FLUENT is selected for the simulations of this thesis.
42
Methodology 2.1. CENTRAL OBJECTIVE AND APPROACH
Details about the algorithm, as well as information referring to the numerical setup
are separately presented in chapter 3. Specific details of the numerical setup of
the large eddy simulations of this work are separately presented in chapter 4 in-
cluding the geometrical details of the computational volumes, as well as the initial
and boundary conditions selected for different problems. An alternative approach
for the representation of the baffles in the numerical simulation is also introduced
in the same chapter.
2.1.1 Modelling the Problem
Accurate numerical representation of the buoyant exhaust plumes of an aircraft
at the early takeoff stage would have to include multiple exhaust plumes (usually
two or four) which soon merge into a combined 3DWJ . Then, the initial forward
acceleration of the aircraft, as well as the varying thrust power of the jet-engines at
this stage of the flight are significant conditions, necessary for an ideal replication
of the real situation.
Replication of the varying aircraft position has been attempted in the 3D −
URANS simulations of (Koutsourakis et al., 2006). However, turbulence closure
of this work was of low level, therefore, the level of uncertainty of the predictions
is high. A more relevant to the approach of this work has been used by (Aloysius
et al., 2007; Aloysius & Wrobel, 2009a). The latter report has the title “Large
eddy simulation of plume dispersion behind an aircraft in the takeoff phase”. In
that work a real scale complete geometry of a Boeing 737 was modelled and
the plumes were allowed to naturally develop for 42s, which is the duration of a
typical takeoff process according to ICAO time-in mode, with the computational
domain extending about 2000 diameters downstream, in a simulation performed
by FLUENT-LES. Their analysis has been based on instantaneous LES passive
scalar concentrations, and results were compared with LIDAR measurements of
relevant field-trials.
The nature of LES is such that the flowfield varies randomly in time; hence,
LES-Experiment cross-validation in terms of instantaneous flow quantities in-
clude a high level of uncertainty. For this reason, accurate quantitative analysis is
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only possible by means of statistical quantities. In particular, this work considers
two levels of statistics, 1st order statistics representing the time averaged value of
certain flow quantities in every grid point, and 2nd order statistics representing the
root mean square of the same quantities. Long time intervals are required to be
simulated in order to obtain these statistical quantities, depending on the type of
the problem and the acceptable level of uncertainty. The theoretical analysis of
this work, presented analytically in chapter 5, highlights the difficulty in achieving
statistical solutions at long farfield locations, therefore, the computational volumes
are limited to a maximum of X/D = 380D. A-priory definition of the time intervals
is possible. The method applied herein is based on theoretical estimation of the
mean flow characteristics of jets, and it is analytically presented in section 5.3.
2.1.2 Theoretical Predictions
The literature review of the previous chapter has provided adequate information
in order to carry out theoretical analysis and obtain a-priori estimates of what is
expected to be encountered in the numerical simulations. In this way, chapter 5
utilises the theoretical formulae describing the mean jet characteristics in the ab-
sence of co-flow, and uses certain approximations in order to predict the ones in
a co-flowing environment. This forms the basis for the implementation of a com-
prehensive computational cost analysis, necessary for the simulation setup, time
management, and cost evaluation of this work. Additionally, theoretical estima-
tions of the lift-off onset of the plume is obtained by two different theoretical mod-
els; the model of (Bennett et al., 2013) which only requires jet inflow conditions
and omits the co-flow (wind) velocity is especially useful for the estimation the
lift-off onset under the baffle influence. On the other hand, the model of (Hanna
et al., 1998), which uses local values of the flow, allows for the co-flow to be in-
cluded on the theoretical analysis. The high complexity of the problem required
significant approximations in order to obtain our theoretical predictions, which for
this reason are not suggested to be taken too literally. However, these theoretical
predictions provide a-priory estimates of the examined flows, therefore, reducing
the time required to setup the numerical investigation.
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2.1.3 Representation of the Pollution in the Simulation
The present work does not aim to investigate the environmental impact of the use
of the turbofan engine on its source. In other words, the chemical composition of
the exhaust plume is not explicitly taken into account. Instead, a passive scalar
equation is introduced to the simulation, with an initial value for the scalar Φ = 1
at the nozzle exit, which drops as the jet develops and mixes with the ambient air.
The actual concentration of specific combustion products can be later obtained
using the local concentrations of Φ and the nozzle exit chemical composition. Of
course, the chemical reactions taking place in the initial turbulent region of the jet
might be significant in some cases, i.e. the after-nozzle evolution of CO and NO
discussed by (Borghi, 1975), and black carbon aerosol discussed by (Petzold
et al., 1999). However, such reactions are considerable only near the nozzle
where the jet temperature is high; therefore, the pollutant concentrations can be
later corrected during the final air quality evaluation.
2.1.4 Identification of Lift-off of the Plume
As explained in section 1.5, lift-off onset is the distance from the nozzle where
the buoyant forces equal the Coandaˇ effect and their contribution is significant to
the flow dynamics. From the literature review and the theoretical analysis of the
buoyant plume it can be understood that the high complexity of the present prob-
lem does not allow for a robust lift-off criterion to be defined without significant
approximations. For this reason, it has been decided that it is more reliable to ob-
serve the plume mean flow characteristics, i.e. the shape of the plume, at different
streamwise locations, and from this to identify whether the plume behaves similar
to a cold 3DWJ or if buoyancy has changed this behaviour. This is achieved by
comparing the hot jet simulation results to the ones of a, identical otherwise, cold
jet. Similarly, the effect of the baffles to the plume lift-off is observed by compar-
ing the results when the baffles are present or not. An advanced post processing
method has been used in order to facilitate the comparison between results of
multiple simulations (refer to section 2.2).
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2.2 POST-PROCESSING METHODS
Depending on the requirements of the investigated setups, various methods are
being employed for the post-processing of the LES results. General description
of these methods is made in the following paragraphs, while expanded details are
presented together with the description of each investigated setup in chapter 6.
2.2.1 Axisymmetric Jets
The statistical quantities of the axisymmetric jet simulations are relatively simple
to analyse as the problem is effectively two dimensional. This means that all
radial profiles of a specific station are identical to each other. A conventional
method is, therefore, selected for the axisymmetric jet post-processing. According
to this method, cross-sectional profiles of the investigated statistical quantities
are plotted at specified streamwise locations. The streamwise locations agree
with the ones of the relevant experiments. Although the majority of the free-jet
results have been post-processed and cross-validated based on this approach,
this method presented in the following paragraph has been also applied for the
comparison with theoretical values.
2.2.2 Three-Dimensional Offset Jets
In 3DOJ simulations axisymmetry no longer exists, therefore, post-processing
is more complicated. The conventional post-processing approach is extended in
two directions with the resulted number of profiles being larger than in the axisym-
metric case (refer to the discussion of section 8.1.1). This makes the analysis and
discussion of the results difficult and vague. Furthermore, the analysis of the con-
ventional approach is limited to a small number of streamwise locations and no
information is analysed in between those stations. On the other hand, the mean
flow characteristics of a 3DWJ are well described by certain local values of ve-
locity and concentration, as well as their locations upon a specific cross-section.
Additionally, a 3DOJ involves multiple transitions, which in order to be observed
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require analysis of a large number of streamwise stations. Achieving such a post-
processing detail in the streamwise direction is also essential for the results of the
final simulations, where obstacles (baffles) lie at various farfield locations, caus-
ing additional transitions to take place. For these reasons, 3DOJ post-processing
is based on a more sophisticated method utilizing the TecPlot scripting language,
as described in section 8.1.2 (code is available in Appendix G.2). The streamwise
evolution of mean-velocity characteristics has been commonly used in the analy-
ses of various 3DWJ experimental investigations in the past, including the ones
of (McLean & Herring, 1974), (Davis & Winarto, 1980), and the most recent one
of (Agelin-Chaab & Tachie, 2011). Recent LES have also used the same anal-
ysis method, such as the plane jet LES of (Dejoan & Leschziner, 2005) and the
3DWJ LES of (Zhi-wei et al., 2012). Unlike present work, none of these studies
have extended the streamwise post-processing method to the mean concentra-
tion characteristics.
2.2.3 Final Results
Analysis of the final results falls in two categories. The first category refers to
cross-validations of the numerical approach, and is carried out by direct compari-
son of the LES predictions with the experimental data in terms of vertical profiles
of mean streamwise velocity and mean scalar concentration at various stream-
wise locations, as well as cross-sectional contours of the same statistical quanti-
ties before and after the baffle region. The second category involves comparisons
between results of different simulations, aiming to parametrically investigate the
LES predictions. Different investigated parameters include variations of the geo-
metrical characteristics of the wind-brake system, as well as variation of numerical
and physical parameters. Further to the methods used for the cross-validations,
post-processing of the second category is extended in two-dimensional contours
of mean and instantaneous streamwise velocity and passive scalar concentration
on vertical and horizontal interior planes, capturing the streamwise evolution of
the 3DOJ .
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2.3 VALIDATION OF THE NUMERICAL APPROACH
Validation of the numerical approach is a necessary step of a CFD investigation.
Although FLUENT-LES has been validated by numerous researchers in the past,
the problem of the main thesis objective is highly complicated considering the
multiple parameters composing it. For this reason, validation of the solver is
required to be carried out in a sectionalized pattern. In particular, progressive
parametric validations have been scheduled, each one gradually increasing in
setup complexity.
An essential part of the initial stages of this work has been the establishment
of an efficient meshing approach (refer to chapter 4.2). Additionally, a robust
numerical setup is selected, including initial and boundary conditions, as well
as numerical schemes for the descritization of the governing equations (refer to
chapter 4). Further to these basic numerical parameters, the numerical solution
relies on a number of secondary parameters, such as the convergence criteria,
timestep size, jet inlet turbulence intensity, shear layer resolution, under relaxation
factors, temporal convergence, mesh density, pressure coupling, SGS modelling,
and mesh isotropy in the farfield. All these factors are being parametrically inves-
tigated on a relatively simple case consisting of a low speed axisymmetric cold
jet in strong co-flow in chapter 7, with the aid of experimental data available from
(Garry & Holt, 2008), also compared with previous LES carried out by (Dinesh
et al., 2009). Within the same chapter, the validation is extended to the setup of a
high speed co-axial jet in stagnant environment. The ability of the numerical ap-
proach to reproduce experimental data and previous high resolution LES results
is available from (Eastwood et al., 2008), is being assessed. Furthermore, the
importance of accurate representation of the complex turbofan nozzle geometry
in the simulation is also evaluated.
An additional parameter of the situation describing the main thesis objective
is added to the numerical setup in chapter 8. In this way, the low speed free-
jet investigated setup is repeated with the only modification being the addition of
a solid surface at a certain offset parallel to the jet centreline. A new paramet-
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ric study is carried out retesting certain numerical parameters of the free-shear
validation tests. Moreover, this set of tests includes the non-dimensional wall-
distance (y+), and the inlet ground boundary layer of the co-flow. Further to the
numerical parameters, the wall-bounded validation tests also include investiga-
tion of physical parameters, such as the co-flow velocity variation, the presence
or absence of the wall, and the three dimensionality of the jet.
A strong basis for the credibility of the results of this thesis LES is set by the
free-shear and the wall-bounded validation tests of chapters 7 and 8. There are
two additional parameters requiring validation before performing the final simu-
lations corresponding to the main objective of the thesis. One parameter is the
representation of the baffles in the numerical simulation. In chapter 9 two different
methods are tested using drag measurements on a previously optimized baffle ar-
rangement, available from wind tunnel experiments contacted by (Velikov, 2013).
Apart from the drag measurements, the baffle validations also include a small set
of experimental data of passive scalar concentrations; however, the major part of
the passive scalar cross-validations is found at the final results chapter. Finally,
the buoyancy effect on the turbulent mixing process is only investigated in the
absence of baffles, and the analysis is presented in section 10.1.3.
2.4 HARDWARE-SOFTWARE-SCRIPTING
Simulations are performed on ASTRAL-cluster platform 3000 DL140G3 of Cran-
field University. The cluster consists of 80 nodes. Table 2.1 summarizes the
details of Astral nodes. The number of nodes used per job vary between 1 and
8, which corresponds to 16-128 parallel processors, depending on the size of the
simulation. The actual speed of the computations vary between simulations due
to I/O contention or memory conflicts, as the cluster is used by multiple users.
Other machines used for low demand processes include a 64-bit windows ma-
chine, Quad-CPU, Q9550@2.83GHz; and a 32-bit windows machine, dual-core,
T8300@2.4GHz.
Design and meshing of the computational volumes are performed by the com-
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Table 2.1: Astral node configuration details.
2 x Intel E5-2660 2.20GHz/ GHz/20M/8.0GT/s 95W eight core Xeon processor
8 x 8GB DDR3 Registered dual rank DIMM, 1600MHz (total 64GB)
500GB 7200 RPM 3Gbs 3.5” SATA DISK
2 x On-Board GbE NICs
On-board Infiniband Mellanox Connect-X
mercial software GRIDGEN. Simulations are performed with the LES algorithm
embedded in the commercial software ANSYS FLUENT. Post-processing is per-
formed with the commercial platforms Tecplot360 and Tecplot Chorus.
A variety of short codes have been written during this thesis. One type of
code was to develop a fully automatic numerical setup able to execute transient
operations in the simulation when running in batch mode, without having to stop
and resubmit the same simulation several times. An additional code-executed-
task, was the definition of the boundary conditions. Furthermore, sample collec-
tion and averaging of the passive scalar field had to be manually implemented
through C-programming based user defined functions (UDF ). Moreover, the dy-
namic response algebraic model for baffle imitation (DRAMBI) has been also
written on a C-based UDF . Finally, a scripting-based program has been writ-
ten to perform advanced post-processing operations, consisting by multiple data
extractions, manipulation, and plotting. The most significant programming and
scripting material is provided in Appendix G.
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Solver Description
The three dimensional large eddy simulations of this thesis are performed with
the LES algorithm available at the commercial solver FLUENT 12.1. The cur-
rent chapter provides important information about this solver, adequate to allow
future replication of the simulations of this work using a different CFD package.
Section 3.1 provides an overall summary of the solution strategy. In the follow-
ing, section 3.2 presents the numerical schemes selected for the discretization
of the governing equations in space and time. Then, section 3.3 presents the
filtering operation performed by the LES solver, followed by a summary of the
subgrid scale models used in this study in section 3.4. Section 3.5 presents the
near wall modelling, followed by section 3.6 which presents the equations for the
passive scalar transport. Finally, section 3.7 presents the selected inlet velocity
perturbation method.
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3.1 SUMMARY OF THE SOLUTION STRATEGY
ANSYS FLUENT offers a variety of algorithms in order to support a wide range of
problems. The selected solution strategy for the simulations of the present work
is summarised in this section.
The Mach number of the flows simulated in the present work is considerably
low, i.e. Ma << 0.3, thus the density field can be unlinked from the pressure
field1, without affecting the final predictions. In this way, the pressure-based ap-
proach is selected. The pressure-based solver of FLUENT employs an algorithm
which belongs to a general class of methods called the projection method.
Mass conservation is achieved by solving a pressure correction equation. The
pressure equation is derived from the continuity and the momentum equations in
such a way that the velocity field, corrected by the pressure, satisfies the con-
tinuity. Two different pressure velocity coupling algorithms are tested in section
7.1.8, which justifies the final selection of the Semi-Implicit Method for Pressure
Linked Equations (SIMPLE); (Versteeg & Malalasekera, 1995) give a detailed
description of this method.
By nature, LES is a time dependent computational approach. In this work the
solution process is sub-divided to a series of smaller problems separated by each
other by time-step size ∆t. All the equations are solved iteratively, for a given time-
step, until the convergence criteria are met. Advancement of the solutions by one
time-step requires a number of outer iterations (5−10 as suggested by FLUENT).
An overview of the selected iterative time advancement method is presented in
(Fig.3.1). Non-linearity of the individual equations and inter-equation couplings
are fully accounted for in the iterative approach, thus eliminating the splitting error
apparent in the non-iterative one.
Since the governing equations are non-linear and coupled to one another, the
solution process involves iterations wherein the entire set of governing equations
is solved repeatedly until the solution converges. This is achieved by an Algebraic
Multi-Grid (AMG) algorithm which solves the system of discretized equations,
1The variation of density due to temperature is calculated by the incompressible ideal gas law.
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Figure 3.1: Overview of the iterative time advancement solution method (Fluent,
2012).
while the Point Gauss-Seidel relaxation is employed as a smoother (Kim, 2004).
Various schemes are used for the discretization of the governing equations;
these are separately presented and discussed in the following section.
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3.2 DISCRETIZATION SCHEMES
Considering the unsteady conservation equation for transport of a scalar quantity
φ in integral form for an arbitrary control volume V we have:
∫
V
∂ρφ
∂t
dV +
∮
ρφ~v · d ~A =
∮
Γφ∇φ · d ~A+
∫
V
Sφ dV (3.1)
where ρ is the density, ~v is the local velocity vector, ~A is the surface area vector,
Γφ is the diffusion coefficient for φ, ∇φ is the gradient of φ, and Sφ is the source of
φ per unit volume.
Discretization of (eq.3.1) on a given cell yields:
∂ρφ
∂t
V +
Nfaces∑
f
ρf~vfφf · ~Af =
Nfaces∑
f
Γφ∇φf · ~Af + Sφ V (3.2)
where Nfaces is the number of faces enclosing a computational cell (Nfaces = 6 for
the structured meshes used in this work), φf is the value of φ convected through
a face, ρf~vf · ~Af is the mass flux through the face, ~Af is the area of the face, ∇φf
is the gradient of φ at the face, and V is the cell’s volume.
TEMPORAL DISCRETIZATION is applied at the first term of (eq.3.2) by an implicit
second order backwards differencing scheme, such as:
3φn+1 − 4φn + φn−1
2∆t
= F (φ) (3.3)
where n + 1 represents the value at the next time level, t + ∆t, n is the value
at the current time level, t, and n − 1 is the value at the previous time level,
t−∆t. The function F (φ) incorporates any spatial discretization. In order to have
unconditionally stable convergence with respect to the time step size ∆t, F (φ) is
evaluated at the future time level using an implicit integration method.
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SPATIAL DISCRETIZATION is required for the evaluation of the face values φf of
the convection terms in (eq.3.2).
The momentum equations are obtained by setting in (eq.3.2) φ = u, v, w,
for the x, y, and z-momentum equations respectively. A second-order central-
differencing scheme (eq.3.4) is applied to calculate the face value for a variable
(φf ), which, as suggested by (Fluent, 2012), provides improved accuracy for LES.
φf =
1
2
(φ0 + φ1) +
1
2
(∇φ0 · ~r0 +∇φ1 · ~r1) (3.4)
The indices 0 and 1 refer to the cells that share face f . ∇φr,0 and ∇φr,1 are the
reconstructed gradients at cells 0 and 1, respectively, and ~r is the vector directed
from the cell centroid toward the face centroid.
All other transport equations are discretized by a second order upwind scheme,
according to which the face value φf is computed using the following expression:
φf,SOU = φ+∇φ · ~r (3.5)
where φ and ∇φ are the cell-centred value and its gradient in the upstream cell
respectively, and ~r is the displacement vector from the upstream cell centroid
to the face centroid. Finally, the gradient ∇φ is evaluated based on equation
(eq.3.6), and is limited so that no new maxima or minima are introduced.
GRADIENTS AND DERIVATIVES of the scalar φ at the cell centre c0 are evaluated
based on the Green-Gauss theorem, in the following discrete form:
(∇φ)c0 = 1V
∑
f
φf ~Af (3.6)
where φf is computed by the “least squares cell-based technique”, which, to-
gether with the “Green-Gauss node-based”, is the most accurate technique avail-
able in FLUENT.
DIFFUSION TERMS are central-differenced and are second-order accurate.
55
Apostolos Spanelis − PhD Thesis Chapter 3
3.3 FILTERING THE NAVIER-STOKES EQUATIONS
The application of LES requires filtering of the N − S equations in either Fourier
space or in physical space. In this way, eddies smaller than the filter width, are
filtered out. The dynamics of the large eddies are therefore governed by the
resulted equations. A filtered variable is defined by:
Φ(x) =
∫
D
Φ(y)G(x, y) dy (3.7)
where D stands for the computational domain, y ∈ V and G is the filter function
which determines the minimum size of the scales to be resolved. The spatial
discretization is implemented with a finite volume scheme. Therefore the discrete
solution of Φ(x) is defined as:
Φ(x) =
1
V
∫
D
Φ(y) dy y ∈ V (3.8)
where V is the cell volume. equation 3.8 represents a filtering operation. There-
fore, the implied filter function G(x,y) is a top-hat filter given by:
G(x, y) =

1
V
for |x− y| ∈ V
0 otherwise
(3.9)
For the incompressible N − S employed in our simulations, we can write:
∂u¯i
∂t
+
∂u¯iu¯j
∂xj
= −1
ρ
∂p¯
∂xi
− ∂τij
∂xj
+
∂
∂xj
(
ν
∂u¯i
∂xj
)
(3.10)
∂u¯i
∂xi
= 0 (3.11)
where τij is the subgrid-scale stress (SGS) defined by:
τij ≡ uiui − u¯iu¯j (3.12)
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3.4 SUB-GRID SCALE STRESS SGS MODELLING
As shown in the previous section, the filtering operation results in SGS turbulent
stresses, which require closure. The model proposed by (Smagorinsky, 1963), is
based on isotropic eddy viscosity. The SGS stresses are therefore computed by:
τij − 1
3
τkkδij = 2νtSij (3.13)
where νt is the SGS eddy viscosity, and Sij is the resolved rate of strain tensor.
The closure problem is therefore limited in determining the value of νt.
3.4.1 Standard Smagorinsky Model (SSM)
Here the SGS eddy-viscosity is calculated by:
νt = CS∆
2 ∣∣S¯∣∣ (3.14)
where CS is a model constant,
∣∣S∣∣ ≡ √2SijS¯ij and ∆ is the grid filter length
defined by:
∆ = V
1
3 (3.15)
The SGS stresses can now be computed by:
τij − 1
3
τkkδij = 2CS∆
2 ∣∣S¯∣∣Sij (3.16)
SSM is a simple, economic, and robust model; however, its major drawback is
that there is no single value of CS to be valid throughout the whole computational
domain; therefore, a dynamic calculation of the model constant CS, throughout
the computational domain, is required.
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3.4.2 Dynamic Smagorinsky Model (DSM)
In order to solve the issue of CS described above, (Germano et al., 1991) and
later (Lilly, 1992) proposed a procedure at which the model constant CS can be
dynamically calculated throughout the computational domain by using information
provided by the resolved scales of motion. This dynamic procedure performs an
additional filtering operation utilizing a test filter ∆˜ to identify the small coherent
structures of the resolved field. Therefore, the obtained model constant CS varies
in space and time, and it is possible to take both positive and negative values.
The possibility of negative values of CS is a desirable attribute of dynamic models,
since it can be interpreted as flow of energy from the small-unresolved scales to
the large-resolved structures; a procedure referred to as “back-scatter ”. However,
as stated by (Kim, 2004), “large negative values of eddy viscosity cause numerical
instability and may result in excessive level of numerical noise or even divergence
of the solution”. Therefore, within fluent the minimum value of CS is clipped at
zero.
3.4.3 Wall-Adapting Local Eddy-Viscosity (WALE)
WALE was proposed by (Nicoud, 1999) for LES in complex geometries. This
model is based on the square of the velocity gradient tensor. A main advantage
of WALE, comparing to the classical Smagorinsky formulation, is that it is able
to detect all the turbulence structures relevant for the kinetic energy dissipation
rate. This is achieved through the mixing of both the local strain and rotation rates
in the construction of the spatial operator. Another advantage is that the eddy-
viscosity goes naturally to zero close to walls, and therefore there is no need for
a dynamic constant or a damping function in this flow regime. Finally, WALE
produces zero eddy-viscosity in a case of pure shear, such as a free-shear tran-
sitional jet where no turbulent kinetic energy exists near the cut-off (Ducros et al.,
1998). Therefore, transition to turbulence is reproduced through the growth of
linear unstable modes.
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3.5 LES NEAR-WALL TREATMENT
The no slip condition applies near solid surfaces. A common outcome of a large
number of experiments is that the region near a solid surface can be largely sub-
divided into three layers. The first layer, adjacent to the solid surface, is called the
viscous sublayer. Within this region, the flow is almost laminar, and the (molecu-
lar) viscosity plays a dominant role in momentum and heat or mass transfer. The
next layer is the fully turbulent region; here turbulence dominates the flow. Be-
tween these two regions there is an interim where both the effects of viscosity
and turbulence are important. This is called the buffer region.
In FLUENT-LES algorithm, when the resolution of the mesh near the wall is
adequately high to resolve the laminar sublayer the wall shear stress is obtained
from the laminar stress-strain relationship:
u¯
uτ
=
ρuτy
µ
(3.17)
In the alternative case where the resolution is not adequately dense to resolve
the laminar sublayer, then fluent assumes that the centroid of the wall-adjacent
cell falls within the logarithmic region of the boundary layer, and the law-of-the-
wall is employed:
u¯
uτ
=
1
κ
lnE
(
ρuτy
µ
)
(3.18)
where κ is the von Ka´rma´n constant and E = 9.793. If the mesh is a such that the
first near wall point is within the buffer region (3 ≤ y+ ≤ 10), then the two above
laws are blended in accordance with the function suggested by (Kader, 1981).
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3.6 PASSIVE SCALAR EQUATIONS
The passive scalar field is calculated from equation:
∂ρΦ
∂t
+
∂
∂xi
(
ρuiΦ− Γ ∂Φ
∂xi
)
= 0 (3.19)
where Φ is the passive scalar, Γ the scalar diffusion coefficient and ρ the density.
The subgrid-scale turbulent flux of a scalar, is modelled using s subgrid-scale
turbulent Prandtl number by:
qj =
µt
σt
∂Φ
∂xj
(3.20)
In the dynamic models, the subgrid-scale turbulent Prandtl number is obtained by
applying the dynamic procedure, described above, to the subgrid-scale flux.
3.7 INLET RANDOM FLOW GENERATION
The inlet boundary of present work simulations represents a jet emerging from a
circular nozzle. In the literature review of jets in section 1.4 it was explained that
when a jet exits an orifice undergoes transition to turbulence under a series of
events. Ancestor of all those transitional events is the existence of infinitesimal
perturbations at the jet as (Lesieur, 2007) explains. Such perturbations disrupt the
axisymmetry of the jet, therefore, allowing for asymmetric instabilities to develop,
leading to a natural transitional process. In real flows such perturbations always
exist, but in the numerical environment this is not the case. For this reason it is
essential to transiently disturb the mean velocity profile at the inlet.
FLUENT provides two different algorithms to do that: “Vortex Method” and
“Spectral Synthesizer ”. After initial tests it was found that both methods respond
similarly to this problem, but the former affects the convergence speed. For this
reason Spectral Synthesizer is selected to disturb the jet at the inlet boundary.
Spectral Synthesizer is a method of generating fluctuating velocity components. It
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is based on the random flow generation technique originally proposed by (Kraich-
nan, 1970), later modified by (Smirnov & Shi, 2001). In this method, fluctuating
velocity components are computed by synthesizing a divergence-free velocity-
vector field from the summation of Fourier harmonics. In the implementation in
FLUENT, the number of Fourier harmonics is fixed to 100.
In the present work the method is applied to the streamwise velocity compo-
nent, U , with an intensity I = 5% selected after initial testing (refer to section 7.1.4
for this test).
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Chapter 4
Numerical Setup
The present chapter presents specific details of the numerical setup of the large
eddy simulations of this work. In particular, section 4.1 presents the philoso-
phy followed for shaping the computational volumes, as well as the initial and
boundary conditions selected for different investigated setups. Then, section 4.2
describes the different meshing approaches used in this work, explains the im-
provements applied in order to accelerate the solution convergence, and provides
analytical details of the final mesh, necessary for its future replication. Section 4.3
introduces an alternative concept for the representation of the baffles in the nu-
merical simulation. A review of relevant methods in the literature is carried out,
and a conceptual discussion leading to a model able to satisfy the needs of the
present investigation is made. The last paragraph of section 4.3 provides a de-
tailed description of the baffle representation model designed for the present work
and highlights its advantages comparing to other models and to the conventional
baffle representation method.
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4.1 BOUNDARY AND INITIAL CONDITIONS
The solution of CFD problems depends on the information specified at the bound-
aries of the computational domain. In particular, for the simulations of this work
the selected boundary conditions include velocity inlets for the jet flow and co-flow
(wind), and an outflow at the exit plane. The lateral boundaries are set to a cylin-
drical symmetry when the co-flow velocity is large as the jet expansion rate is low
so that the inlet and the outflow planes is possible to be designed with identical
spatial dimensions (Fig.4.2) and (Fig.4.3). Otherwise, in the case of low co-flow
velocity the jet expansion rate is high; therefore, the outflow plane needs to be
much larger than the inlet. In this case, symmetry condition is not appropriate for
the lateral boundaries, and the velocity inlet covers the lateral boundary all the
way to the outflow plain (Fig.4.4). Finally, no-slip condition is set to the horizontal
solid surface, representing the ground, in the 3DWJ simulations.
The lateral boundaries of the computational domain are set at adequate dis-
tance from the jet/plume flow, so that there are no significant interactions between
them. Similarly, the outflow plane is set at [X ≥ FLI] (refer to section 5.3 for the
definition of FLI).
Profiles of velocity, passive scalar and temperature are set to the inlet bound-
ary by means of user defined functions (refer to Appendix G.1). In order to imitate
the nozzle exit (jet-inlet) flow unsteadiness, necessary for the jets natural transi-
tion to turbulence, the “spectral synthesizer ” method available in FLUENT (refer
to section 3.7) is being applied to the streamwise velocity profile (Fig.4.1).
Initialisation is required for flow quantities, in each computational cell, in order
for the solution convergence to begin. Depending on the type of the simulation,
the initialization method varies. For instance, In the relatively simple case of
the axisymmetric jet in strong co-flow, constant initial values are set throughout
the domain letting the information to propagate from the inlet plane towards the
outflow. The strong co-flow considerably accelerates this process (first term of
equation 5.5). Simulation of the high Reynolds number co-axial jet, developing
in stagnant fluid, brings about solver instability issues, especially during the early
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Figure 4.1: Application of the spectral synthesizer method, available in FLUENT,
disturbing the streamwise velocity component of the profile set at the jet velocity
inlet. Contours represent streamwise velocity
instance when the jet is still laminar but highly unstable to remain in this state;
therefore, undergoing a massive transition. However, the time averaged results
of a steady RANS simulation spatially disturbed to form a realistic LES environ-
ment, form more realistic initial conditions for the LES; hence solving this sta-
bility issue (refer to section 7.2 for detailed presentation of the application of this
method). The latter method was found inappropriate for the simulation of 3DWJs,
especially in the case of low-co-flow speeds. The artificial spatial disturbance of
the RANS field causes velocity and passive scalar gusts in the co-flowing envi-
ronment. These flow disturbances take long time periods to be “washed out” from
the outflow plane due to the small wind speed, highly increasing the first term of
equation (5.5). In this case, it was found more efficient to sweep the co-flow ve-
locity profile (boundary layer at the inlet) through the computational domain and
then allow a natural development of the jet inside this environment.
When the simulation is part of a parametric study and the results of a previous
simulation with similar conditions are available, interpolation of the flow variables
of the previous simulation is applied to the computational mesh of the new sim-
ulation. This is clearly the most efficient method of initialization, considerably
reducing the first term of equation (5.5). Finally, the timestep size ∆t is selected
so that the number of iterations per timestep is on the range 6− 8, as suggested
by (Fluent, 2012).
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Figure 4.2: Configuration of the domain boundaries of a high co-flow velocity
axisymmetric jet simulation.
Figure 4.3: Configuration of the domain boundaries of a high co-flow velocity
3DWJ simulation.
Figure 4.4: Configuration of the domain boundaries of a low co-flow velocity
3DWJ simulation.
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4.2 GRID GENERATION
It is attempted to develop a meshing approach for the simulation of axisymmetric
jets and three dimensional wall jets (3DWJ). The great majority of the numerical
investigations reported in the reviewed literature have employed the structured
meshing approach in both cases. In particular, different techniques of structured
meshing such as Regular Mesh, O-Type Mesh, and Cylindrical Mesh (with sin-
gularity points along the axis of symmetry) have been reported; all found to be
appropriate for the large eddy simulation of jets. In LES, it is important choosing
appropriate resolution in different regions of the flow; however, this depends on
the imminent solver and subsequent SGS modelling, while it forms an important
part of a necessary parametric study.
Different meshing techniques have been employed and tested, in both the
free-shear axisymmetric jet and 3DWJ simulations, in this thesis. Description of
these techniques is provided in the following sub-sections.
4.2.1 Axisymmetric Jet Simulation Meshing
Having performed initial tests with unstructured meshing, hybrid structured / un-
structured meshing, cylindrical meshing, H-Type meshing and O-Type meshing,
it was quick to find out that the latter combines mesh quality, high solution conver-
gence rates, and reduced computational cost. For this reason, O-Type meshing
is the selected approach for the free-shear (axisymmetric) jet simulations.
The main features of the O-Type meshing used here are: the H-Type regu-
lar core which also defines the azimuthal resolution, and the number of layers of
radially distributed cells, expanding isotropically in the lateral directions (Fig.4.5).
The main challenge of this cross-sectional cell distribution was the high skew-
ness of the first layer of radial cells neighbouring with the rectangular H-Type core.
This is a consequence of the imbalanced angle distribution, especially at the cells
close to the four corners of the square core. This problem has been overcome by
modifying the square shape of the core, balancing the angles, and with the appli-
cation of smoothing functions available in the commercial software GRIDGEN in
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Figure 4.5: Key dimensions of the cross-section of the axisymmetric jet O-Type
mesh.
order to universally minimize cell skewness (Fig.4.6).
The O-Type cross sectional cell distribution allows for straightforward descrip-
tion of the “circular ” nozzle geometries used in this work. Additionally, it facilitates
the local increase of resolution at the initial mixing layer region close to the nozzle
(Fig.4.7), also being able to apply in coaxial nozzles representative of turbofan
engines (Fig.4.8).
Preliminary simulations of the “Free-Shear Validation Tests” (refer to chapter
7) have shown that highly resolved computations of the near-field region only
favour the near-field results, with the farfield solution being nearly independent
of near-field inaccuracies. Therefore, reduction of the computational cost can
be achieved by completely omitting the solid nozzle geometry and the high mesh
resolution across the initial mixing layer as illustrated in (Fig.4.9). On the left-hand
side of this figure it is shown that the H-Type core of the simplified mesh covers
the full jet region in the near-field. This allows us to further increase the azimuthal
resolution (Fig.4.5), keeping the mesh size at low level. It can also be observed
that the resolution is similar at both the core and the mixing layer regions. This
brings about an additional advantage, being the considerable reduction of the
streamwise mesh resolution in the near-field, while in the same time the value
of the cells’ aspect ratio is kept at low level. Therefore, the simplified meshing
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Figure 4.6: Improvement of the cross sectional cell distribution of the O-Type
mesh.
approach allows closely isotropic1 cells throughout the jet development.
In the self-similar region, the core of the O-Type mesh expands in the lateral
directions with downstream distance according to the axisymmetric jet expansion
rate which is described by equation (5.4). This means that the core jet flow is
discretized by the H-Type core of the O-Type mesh, and the outer mixing layer by
the cylindrical surrounding mesh.
A common strategy in this thesis has been to set a control section at X/D =
15, where transition is complete, with dimensions defined by observation of the
unsteady results of a test-simulation. It is not reasonable to use theoretical func-
tions in order to estimate the dimensions of section X/D = 15 because the LES
solution in this region is still affected by the transitional errors following the mesh
simplification described above.
Reduction of the streamwise resolution of the mesh is limited by the aspect
ratio of the cells lying inside the mixing layer regions, as revealed by the results
of the “Free-Shear Validation Tests” (refer to section 7.1.9).
1the term isotropic cell stands for a cell with three dimensional aspect ratio (AR3D) close to 1
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Figure 4.7: Single circular nozzle O-Type meshing.
Figure 4.8: Coaxial nozzle O-Type meshing.
Figure 4.9: Near field mesh simplification.
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4.2.2 3DWJ Simulation Meshing
The presence of a solid surface in proximity to the jet development disturbs the
axisymmetric evolution of the jet. Consequently, the axisymmetric O-Type mesh-
ing technique used for the free-shear case above, is no longer appropriate for
3DWJs.
A straightforward approach to discretize the computational volume of a 3DWJ
is the H-Type meshing. This is due to its direct alignment with the flat nature of
the 3DWJ flow, which is caused by the high lateral to vertical expansion rates as
presented in section 1.4.3.
The three dimensional configuration of the H-Type meshing approach is il-
lustrated in (Fig.4.10). Contours of Φ are colouring the wall surface in order to
highlight the position of the jet within the three dimensional volume. Furthermore,
iso-surfaces of Φ = 20% are also included to show the initial three dimensional
jet development. The mesh lines drawn on the inlet boundary are cut-off at a
radius R ≥ 2D for clarity purposes, while the zoom-in view on the left-hand side
highlights the curvilinear modification of the mesh at the inlet boundary in order
to accurately describe the round-shaped jet profiles of Φ and U . Volume mesh
lines are also drawn on a cross-section at X/D = 40 representing the developing
wall-jet region. The downstream expansion of the mesh is dictated by the lateral
and normal growth rates of the 3DWJs.
The results of the “Wall Bounded Jet Validation Tests” (refer to chapter 8) have
revealed that the number of cells required for H-Type meshing is high, imposing
a great impact to the computational cost of the simulation. In order to overcome
this issue, a modified version of the O-Type mesh employed at the simulation
of free-shear jets, has also been tested at the wall bounded jet validation tests.
The results revealed the superiority of O-Type meshing in terms of computational
cost, with the predictions of the two meshes being similar. (Fig.4.11) illustrates
the three dimensional configuration of the modified O-Type meshing; the format
is identical to (Fig.4.10).
The main weakness of the modified O-Type mesh is the difficulty to be ap-
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plied at low co-flow speeds. For instance, considering a 3DWJ simulation with
zero co-flow, the same number of cells initially being included “inside the nozzle”,
downstream is required to canonically expand in a continuously elongated (in the
lateral direction) cross sectional area, the dimensions of which are dictated by
the anisotropic 3DWJ expansion. On the other hand, the complete confinement
of the square core by the radial surrounding mesh imposes limits to the aspect
ratio of the cross section; therefore, an alternative approach is required for the
low co-flow speed 3DWJ simulations.
Based on the discussion above, the final 3DWJ meshing approach incor-
porates features of both the H-Type and O-Type approaches. In particular, this
approach combines the canonical cell distribution of the H-Type mesh within the
jet region, and the radial expansion of the O-Type mesh surrounding the jet re-
gion. The advantages of the former include: streamwise mesh-spreading flexibil-
ity, meshing simplicity, and increased dimensional2 control. The main advantage
of the latter is the considerable reduction of mesh density in regions where it is
not needed.
(Fig.4.12) illustrates the three dimensional configuration of the final, hybrid H-
Type/O-Type meshing. The format is similar to figures 4.11 and 4.10. In addition,
(Fig.4.12) includes contours of Φ on the cross section X/D = 40, highlighting the
mesh window through which the developing 3DWJ passes. It is noteworthy that
the number of cells resolving the 3DWJ flow (H-Type core at X/D = 40) is much
larger than the number of cells resolving the initial axisymmetric jet (curvilinear
mesh surrounded by a yellow line at the zoom-in window).
From the above discussion it is concluded that the hybrid O-Type/H-Type
meshing approach is appropriate for the discretization of 3DWJs independently
of the magnitude of the co-flow velocity. Its relative simplicity makes it even more
attractive, considering the increased mesh complexity at the baffle region which
is located at the jet farfield.
2the term dimensional here stands for the resolution of mesh entities (connectors)
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Figure 4.10: Pure H-Type meshing for the 3DWJ simulation.
Figure 4.11: Modified O-Type meshing for the 3DWJ simulation. This meshing
approach is restricted to large values of co-flow velocity.
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4.2.3 Mesh Parameters
All simulations of the complete setup of this work have been performed with the
hybrid mesh shown in (Fig.4.12). The present paragraph provides details of this
mesh so that it can be accurately reproduced in future work.
The key dimensions of the cross section of the hybrid mesh are similar to
the ones of the axisymmetric-jet mesh highlighted in (Fig.4.5), meaning that any
streamwise cross section can be described by a regular H-type mesh inside the
rectangular core, and a radial expansion outwards with azimuthal resolution de-
fined by the dimensions of the core. The only difference here is that one part of
the radial expansion (the bottom one) is omitted due to the presence of the solid
surface, and the lateral ones spread parallel to this surface. It is already clear
from (Fig.4.5) that the jet is discretised by the rectangular core alone, while the
radial part of the mesh is used for the ambient flow development.
As explained in section 4.1 and illustrated in (Fig.4.4), the cross sectional
area of the mesh increases with streamwise distance in order to accommodate
the enormous expansion rates of a 3DWJ in weak co-flow, which is the case
for the complete simulations of this work (refer to section 6.2 for setup details).
In the same time, the core-mesh is gradually stretched in the lateral direction in
agreement with the lateral to vertical expansion rate ratio of the 3DWJ , which
in the presence of co-flow loses its linearity as explained in the theoretical anal-
ysis of section 5.1. The overall curvilinear topology of the mesh can be graph-
ically extracted from (Fig.4.13) and (Fig.4.14) which illustrate a top view and a
side view of the complete mesh topology respectively. It can be observed that
the “jet-resolving” core consists of 79 × 64 cells, while the radial part consists
of (64 + 79 + 64) × 25 cells, which form a cross sectional resolution of approx-
imately 10, 000 cells in total. This number remains the same between different
simulations, independent of the baffle arrangement installed. The cross section
of the mesh at the nozzle exit is resolved by 30 × 30 cells (observe the yellow
outline of the zoom-in window in figure 4.12); these cells are part of the H-Type
core of the hybrid mesh, the full area of which is filled by the jet at X/D = 15
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(reattachment region). The number of cells in the streamwise direction, however,
varies depending on the baffle configuration. This is, 600 cells are adequate for
the unresisted jet simulation (no-baffles), while 800 cells are needed when six ar-
rays of baffles are included to the simulation (refer to table 10.1). The baffles on
the final simulations have been designed as thin plates (Fig.4.15) with thickness
1mm = 1/6 D, always resolved by four cells. In the case where the baffles are
modelled by source terms (refer to section 4.3), the mesh lines are simplified to
be regular (vertical and horizontal), but the local mesh resolution is preserved for
consistency of the comparisons.
The size of the first cell above the solid surface is adequately low at the 3DWJ
region (X/D > 60) with respect to y+, while it is under-resolved at the inlet, where
the jet is not attached to the ground. This is a compromise made for the sake
of computational cost reduction. In this way initial value δZ = 0.25D is set at
X/D = 0, which linearly meets the value δZ = 2× 10−5D at X/D = 60. After this
point it increases according to the mesh vertical expansion. An average value of
δZ = 5×10−5D is maintained throughout the wall region. It is important to mention
that the value of the non-dimensional wall distance becomes lower than Y + = 3
before the jet reaches the ground, drops to Y + = 1 during the reattachment
region, and its value remains within 0.2 ≤ δZ ≤ 1 in the 3DWJ region.
Finally, due to the inhomogeneity of the mesh the cell size varies significantly
between different regions of the computational volume. A vertical expansion ratio
of 1.2 is selected above the solid surface, which drops to 1 in the mixing layer
region and returns to 1.2 at the radial part of the mesh. The expansion ratio in
the streamwise direction is restricted by the criterion that the cells lying inside
the mixing layer are isotropic in all three directions (refer to section 7.1.9 “mesh-
isotropy test”). Generally, the streamwise expansion ratio is below 1.1.
The following section discusses an alternative method to represent the baffles
in the flowfield, aiming to reduce the meshing complexity of the numerical baffle
investigation.
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Figure 4.13: Top view of the complete mesh topology. The geometrical dimen-
sions of the domain boundaries, as well as the O-Type core, are highlighted.
Cartesian grid lines are drawn to aid data extraction. Resolution of different mesh
entities is highlighted.
Figure 4.14: Side view of the complete mesh topology. The geometrical dimen-
sions of the domain boundaries, as well as the O-Type core, are highlighted.
Cartesian grid lines are drawn to aid data extraction. Resolution of different mesh
entities is highlighted.
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Figure 4.15: Near-baffle meshing example from the complete simulations. A top
view of the near field is illustrated at the top image, and the cross section Y = 0
near the first baffle array is illustrated at the bottom.
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4.3 MODELLING THE BAFFLES
The computational cost of this study’s LES is susceptible to a variety of factors
as described at section 5.4. Further to these factors, inclusion of the baffles to
the numerical setup requires remarkable increase of the mesh resolution at the
farfield region where they are located. Additionally, meshing complexity increases
dramatically considering the multiple boundary layers apparent in such a flow
configuration (Fig.4.15). This meshing complexity increases the effort required
to prepare the mesh, imposing limitations to the investigation of the geometrical
characteristics of the baffles arrays. It is also known that the wake of solid baffles
generates high frequency fluctuations responsible for noise. Although noise is
not taken into account in this study, simulation of these fluctuations affects the
computational cost by requiring reduction of the timestep size ∆t.
It is attempted to develop an alternative, more cost-efficient method, for the
representation of the baffles in the simulation. Taking into account the objective of
the wind brake system (refer to section 1.5.2), we can suggest a relatively simple
way to model it. This is by distributing the baffle induced drag force inside a
large part of the computational volume, within the baffle region, by incorporating
source terms in the x-momentum equation. However, two issues arise in this
concept. First, the drag force is not known, which would bring about additional
modelling assumptions in order to estimate it pre-processing. Second, such an
approach would not affect aerodynamically the plume, which means that apart
from a smooth reduction of the plume momentum within the forced region, no
deflections will occur in the flow. This is believed to be inappropriate considering
the fact that when the plume is deflected by a real baffle, the high-concentration
slow-moving fluid next to the surface is transferred closer to the outer mixing layer
where velocity is higher and mixing with the ambient fluid is more intense.
Considering the above discussion the objective of the attempted model is to
“remove the baffles from the computational domain, and instead add source terms
in the momentum equations, in an appropriate manner so that the flow responds
aerodynamically as if the baffles were present”. The present section is dedicated
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to the development of an appropriate method for this study, while conducting a
literature review of relevant existing models. Limitations of the existing models are
discussed, assumptions and simplifications are suggested, and finally, a complete
description of the application of the selected model in the LES algorithm is made.
4.3.1 Summary of the Immersed Boundary Method
A concept similar to the one attempted in this work was first introduced by (Peskin,
1972) who simulated cardiac mechanics and associated blood flow, and termed
his new approach “the immersed boundary method”. In particular Peskin carried
out the entire simulation on a Cartesian grid, which did not conform to the geom-
etry of the heart, but “immersed” boundaries were used for the representation of
the complex and moving heart tissues in the simulation. Since Peskin introduced
this method, numerous modifications and refinements have been proposed and a
number of variants of this approach now exists. A comprehensive review of such
models has been published by (Mittal & Iaccarino, 2005).
To better understand the philosophy of the immersed boundary method, let us
consider the two dimensional example of the “virtual baffle surface” as illustrated
in figure 4.16. Assuming that this surface represents the immersed boundary of a
simulation, it would have to be modelled by an additional set of points Xk(t) ∈ R2
(in two spatial dimensions) indicating the location of the boundary on a specific
time t. Since the immersed boundary represents a solid surface, fluid should not
flow across this boundary; therefore, the points Xk are shifted in each timestep
according to the local fluid velocity U(Xk, t). It is, therefore, understood that al-
though the solver uses an Eulerian approach (mesh fixed in space) for the fluid,
the immersed boundary is simulated in a Lagrangian form (mesh moving with the
flow). Of course in the case of a stationary object the points Xk must not move,
therefore, an appropriate forcing has to be applied as described below.
The effect of the immersed boundary on the fluid is not accounted for by the in-
troduction of boundary conditions to the N-S equations, but rather by the inclusion
of inhomogeneous forcing to the equations. The forcing is a discrete function with
support only along the immersed boundary. For instance, in the discrete method
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discussed in this example, the force would be of the form:
f(x, t) =
∑
k
Fk(t)δ(x−Xk(t)) (4.1)
where Fk ∈ R2 is the force vector at a point Xk, and δ is the two dimensional Dirac
delta function. This expression for Fk requires that the points Xk do coincide with
the grid points. A grid independent form allows the force of each node Xk to
be distributed on the surrounding grid points with the sharp delta function being
essentially replaced by a smoother distribution function, denoted here by d, which
is suitable for use on a discrete mesh. There is a variety of such functions used in
different investigations in the past (Peskin, 1972; Beyer & LeVeque, 1992; Saiki &
Biringen, 1996; Lai & Peskin, 2000). In this way, the momentum source terms to
be set at a grid point, i.e. (i, j), can be calculated by:
fij =
∑
k
Fk(t)d(xij −Xk(t)) (4.2)
So far, the fundamental operations of an immersed boundary algorithm have
been described. A significant parameter of the algorithm, however, is the spec-
ification of the forces Fk exerted by the virtual surface. As suggested by (Beyer
& LeVeque, 1992), depending on the nature of the problem, this parameter may
increase the complexity of the algorithm, and raise the requirement for an implicit
or at least semi-implicit method for the evaluation of Fk. For instance, the case
of flow around a solid stationary body, which better describes the baffle problem,
poses difficulties because the constitutive laws used for elastic boundaries are
not generally well posed in the rigid limit.
As explained by (Mittal & Iaccarino, 2005), this problem could be circumvented
by considering the body to be elastic but extremely stiff, or by considering the
structure to be attached to an equilibrium location by a spring with a restoring
force. The first approach requires an implicit scheme resulting on a large system
of equations to be solved for Fk in order to ensure the no-velocity condition on the
81
Apostolos Spanelis − PhD Thesis Chapter 4
virtual surface as discussed in the analysis of (Beyer & LeVeque, 1992). However,
using the spring approximation, the second approach considerably reduces the
computational requirement and has been successfully applied in the works of
(Beyer & LeVeque, 1992) and (Lai & Peskin, 2000). Specifically, using a semi-
implicit spring approach, for a given point of the virtual surface Xk, and a given
time tn, the force F nk is calculated by:
F nk = −κ(Xnk −X0k) (4.3)
where κ 1 is the spring constant, and X0k is the equilibrium position of point Xk.
The stiffness of the immersed boundary increases with increasing the value
of κ. However, very large values result to a stiff system of equations which brings
about stability constraints (Lai & Peskin, 2000; Stockie & Wetton, 1999). On
the other hand, lower values of κ “can lead to spurious elastic effects such as
excessive deviation from the equilibrium location” as stated in the review of (Beyer
& LeVeque, 1992).
4.3.2 Present Work Model Approximations
The “immersed boundary method” described in the previous paragraph is a very
promising approach for the accurate representation of the baffles in the computa-
tions of the present work. The immersed boundary method, available through an
add-on module for ANSYS FLUENT 12.0 software (Wolfe, 2009) could be consid-
ered here. However, it is expected that the research acceleration due to reduced
mesh-generation effort, would be eliminated by the large number of time-steps
required for a complete simulation in the present investigation, i.e. > 100, 000
time-steps (refer to Fig.5.5), combined with the multiple operations performed by
this method in every timestep. Therefore, it is attempted to develop a simplified
model, with lower computational requirement, which satisfies the original objec-
tive highlighted early in this section. This model is termed dynamic response
algebraic model for baffle imitation (DRAMBI).
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Figure 4.16: DRAMBI Concept.
The sketch illustrated in (Fig.4.16) highlights the core features of DRAMBI.
In order to explain the philosophy of this approach, let us first consider a two
dimensional version of the flow, i.e. on the symmetry plane Y = 0. The thickness
of a baffle is very small, therefore, the virtual body can be described by an inclined
flat plate (line in 2D). The dimensions of this flat plate explicitly define a Cartesian
box (VC0). Assuming that the boundaries of this box coincide with the proximate
cell faces as shown in (Fig.4.16), the area included is representative of the control
volume (VC) of the model. The dimensions of VC can be scaled so that the model
applies to different geometries, with X and Z becoming [0 ≤ X ′ ≤ 1] and [0 ≤
Z ′ ≤ 1], or [0 ≤ R′ ≤ 1] and [0 ≤ Z ′ ≤ 1] on cylindrical coordinates (see next
paragraph: Implementation of the Model).
In the absence of external forces, the streamwise velocity of all cells within
this volume is positive3. It is easily understood that application of an upstream
forcing FD at the cells of VC with positive velocity, would reduce the velocity of
the approaching fluid, and above a critical value of FD the fluid would undergo
3the effect of the no-slip condition on the ground is infinitesimal in the present analysis as the
volume of the first cells above the wall is very small, i.e. δZ = 5 × 10−5D. Naturally, negative
velocities may exist at the lateral sides of the mixing layer, but the presence of positive co-flow
eliminates this problem.
83
Apostolos Spanelis − PhD Thesis Chapter 4
a sudden deflection. Of course, although this change is very fast, it will take
several timesteps to complete considering the fact that the timestep size is very
small compared to the local conditions at the baffle region (farfield). This gives us
the opportunity to dynamically evaluate FD so that the flow within VC remains in
the transitional regime between a fully attached and a completely deflected flow.
Naturally, the separation will begin from the bottom of VC where the velocity is zero
due to the no-slip condition, and will start growing into a discrete wake followed
by a recirculation bubble. The surface of the wake which lies in VC corresponds
to the virtual surface of the baffle. In order to adapt to the flow inhomogeneity,
and avoid a disproportional forcing of the flow, the force is distributed in VC based
on the momentum content of each cell. Additionally, enhancing the shape of the
wake to better describe the modelled baffle is achieved by the application of a
further weighting operation to the force distribution, this time based on the baffle
function b (eq.4.6). The distribution of b in VC is illustrated in (Fig.4.17).
Figure 4.17: DRAMBI baffle function.
The idea of a spring with a restoring force (eq.4.3) is employed for the tempo-
ral control of the virtual baffle surface. In particular, a dynamic response algorithm
(see DRA in Fig.4.20) has been devised, which attempts to predict an appropri-
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Figure 4.18: Graphical explanation of the criterion of DRA for the appropriate
evaluation of FD.
ate value of the drag force FD for the next timestep. Because the present method
does not perform cell-based operations, the evaluation of FD is not based on the
deviation of the actual surface points Xk from their equilibrium positions X0k , but
instead, an implicit criterion is selected. This criterion is given directly from the
boundary conditions of the control volume VC , which suggest that the appropriate
position of the baffle forms when the portion of VC with positive velocities equals
the one with negative or zero velocities. The sketch of (Fig.4.18) graphically ex-
plains this concept. In order to overcome the stability issues discussed by (Lai
& Peskin, 2000; Stockie & Wetton, 1999), DRA involves a transient evaluation
of a step force ∆F based on which FD changes. Depending on the deviation of
the positive-velocity volume from VC/2, ∆F increases or decreases dynamically
by the use of a tanh function, with slope λ transiently adjusting to the flow condi-
tions, thus, not requiring readjustment for the application in different baffle shapes
and different flow conditions. The calculations of DRA are performed externally,
and once for each timestep, while momentum weighting factors are calculated
once for every outer iteration; therefore, the additional computations of this model
are insignificant with respect to increasing the cost of the simulation, even when
a large number of timesteps is involved.
So far the description of DRAMBI has been made based on a two dimen-
sional version of the flow. Extending to three dimensions is straightforward con-
sidering the fact that the cross-sectional dimensions of VC shown in (Fig.4.16),
do not vary in the span-wise direction, and that the spatial velocity inhomogeneity
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is already taken into account by the momentum weighting operation. Incorpo-
ration of the model to the selected solver is described in detail in the following
paragraph.
4.3.3 Present Work Model Implementation
The dynamic response algebraic model for baffle imitation (DRAMBI), is based
on a dynamic evaluation of the drag force FD which is then distributed on the cells
of a predefined control volume enclosing the modelled array of baffles. The model
is operating in a coupled manner with FLUENT unsteady algorithm (Fig.4.19).
The application is achieved through user defined functions UDF (refer to Ap-
pendix G.1). Preliminary validation of this method has been reported at (Spanelis
et al., 2013). In that report, modifications of the model were suggested, which
have been taken into account for the final simulations presented in chapter 10.
The first step of DRAMBI is, once at the beginning of the simulation, to de-
fine the ideal control volume VC0 within which the model applies. In the initial
model presentation at (Spanelis et al., 2013), VC0 was defined as an orthogonal
parallelepiped with dimensions in the streamwise X and vertical Z directions de-
fined by the baffle’s width and height respectively. However, the results of that
work suggested that inclusion of the radial distribution of the baffle array (refer to
Fig.6.5) is important. In this way, the coordinate system is changed into cylindri-
cal, and the dimensions of VC0 are given by R in the radial direction with centre
at the runway threshold, φ in the azimuthal direction with zero angle along Y = 0,
and Z in the direction normal to the ground with zero at the ground level.
The next step is to calculate the actual control volume VC . If Vi is the cell’s
volume, and n the number of cells the centroid of which belongs to VC0, the actual
control volume VC is calculated by:
VC =
n∑
i=1
Vi (4.4)
In the following, scaling is applied to the coordinates of the cross section of
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VC , obtaining the scaled coordinates R′ and Z ′, for the radial and wall-normal
directions respectively.
0 ≤ R′ ≤ 1
0 ≤ Z ′ ≤ 1
 ∈ VC (4.5)
The cell geometry-related weighting factor bi of a cell (see Fig.4.17), is calcu-
lated by the geometrical function:
b =
(
R′ − Z ′ + 1
2
)
(4.6)
At the beginning of each timestep, the Dynamic Response Algorithm (DRA)
is launched in order to dynamically evaluate the total instantaneous drag force FD
to be distributed in VC . More specifically, DRA performs a series of logical and
algebraic operations in order to predict a value of FD that minimizes the absolute
value of the active volume ratio Ψ defined as:
Ψ =
(
VA
VC/2
)
− 1 (4.7)
where VA is the active volume calculated by:
VA =
n∑
i=1
Vi for U ≥ 0 (4.8)
In order to minimize the variance of Ψ, DRA uses the asymptotic function
α∆F = tanh(10Ψ)λ. Stability is ensured through a dynamic procedure for the
evaluation of the slope λ, and the smoother σs. The logical diagram of DRA is
presented in (Fig.4.20).
The radial definition of VC0 implies that the baffle resistance no longer aligns
with the streamwise direction, but it is perpendicular to the “surface of the baffle”.
Therefore, further to the X-directed component of the baffle resistance, which
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is the drag force FD predicted by DRA, there is also a Y-directed component
describing the side forces calculated by:
FS = FD tan(φ) (4.9)
In order to balance the non-solidness of the baffles, source terms are also
added on the vertical z-momentum. The lift force FL is calculated based on the
value of the Ψ function, which is an indicator of the robustness of the baffle shape,
by equation:
FL = ΨFD
tan(α)
cos(φ)
(4.10)
where α is the incidence angle of the baffle, which in the investigated setups of
this work takes the values 40◦, 50◦, and 60◦.
At the beginning of each outer iteration, DRAMBI calculates the cell weight-
ing factors for momentum ai, incorporating the geometrical function bi. For n
number of cells lying in VA, ai is calculated by:
ai =
ρiUiVibi
n∑
i=1
ρiUiVibi
(4.11)
Finally, the calculated forces FD, FS and FL are distributed in VC based on the
value of the weighting factor ai of each cell. This is achieved with the application
of volumetric source terms in the x, y and z-momentum equations. These are:
(SD)i = −
aiFD
Vi
(4.12)
(SS)i = −
aiFS
Vi
(4.13)
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(SL)i =
aiFL
Vi
(4.14)
The presented model is expected to reduce the computational cost by reduc-
ing the number of computational cells. However, the most significant advantage
of this model is that it does not require designing a new mesh for every geomet-
rical change applied on the baffles. In this way it is expected to accelerate the
numerical investigation of the baffle-resisted plumes.
Comparing to other immersed boundary models the advantage of DRAMBI
is that it does not require the solution of any additional system of equations, there-
fore, it does not delay the solution convergence. Additionally, the value of the drag
force FD, which as explained in section 1.5.2 is a major contributor for plume’s lift-
off, is explicitly calculated, therefore, no further effort/approximation is required to
obtain it with this model. This feature will be especially useful in future real scale
simulations for the evaluation of the wind brake system efficiency.
For increased accuracy of the predicted drag force FD, it is suggested that
the top side of the control volume coincides with the local grid points, so that the
height of VC coincides with the one of VC0. A similar adjustment could be made in
the other two directions, but with less significant effect on the flow.
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Figure 4.19: DRAMBI logical diagram. Default operations of FLUENT unsteady
algorithm are coloured black. Blue colour is used for operations before simula-
tion starts. Green and red colours are used for DRAMBI and DRA operations
respectively.
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Chapter 5
Theoretical Analysis
Before proceeding to the implementation of the multiple numerical simulations
composing the solver validation and the actual investigation of this thesis, it is
wise to first obtain a-priory estimates of the expected flow fields. In this way,
section 5.1 modifies the theoretical formulae describing the mean jet characteris-
tics in order to take into account the co-flowing wind present in our problem and
presents theoretical streamwise evolution plots of both the axisymmetric jet and
the 3DWJ for various co-flow velocities. Then, section 5.2 presents theoretical
estimations of the lift-off onset of the plume obtained by two different theoretical
models; the model of (Bennett et al., 2013) which only requires jet inflow condi-
tions and omits the co-flow (wind) velocity, and the model of (Hanna et al., 1998),
which uses local values of the flow available from the results of section 5.1. In
the following, section 5.3 introduces the concept of the Simulated Time Require-
ment (STR), and explains the different time intervals necessary to be simulated
depending on the purpose of the simulation. Finally, a computational cost assess-
ment of the simulations of this study is made in section 5.4, particularly discussing
general sources of computational cost in LES, and specifically explaining the high
importance of the Farfield Location of Interest (FLI) and of the co-flow velocity
(Uf ) in the present study.
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5.1 MEAN FLOW CHARACTERISTICS
The streamwise distribution of the axisymmetric jet centreline velocity Um is de-
scribed by equation (1.1). Accounting for the co-flow velocity, equation (1.1) is
modified to give the axisymmetric jet velocity decay as:
Um = Uf + (Ub − Uf )BD
X
(5.1)
where Uf is the co-flow velocity, B is the velocity decay coefficient with value
set in agreement with the findings of the experimental work summarised in section
1.4.2,B = 6.1.
In the case of a 3DWJ the velocity decays as Xa, with the value of the expo-
nent selected as a = −1.15, in agreement with the findings of the experimental
work reviewed. Again, including the effect of the co-flow we can estimate the
velocity decay by:
Um = Uf + (Ub − Uf )B(X/D)−1.15 (5.2)
The analytical estimation of Um for a 3DWJ in equation (5.2) includes assump-
tions such as a uniform distribution of the co-flow velocity around the jet mixing
layer, and that the velocity ratio Uf/Ub has a linear effect on the jet characteristics.
However, it is suggested that these assumptions are acceptable for the purpose
of the current analysis. Additionally, the virtual origin XB, which is included in
the theoretical formulation of Um is adjusted at the nozzle exit XB = 0 instead of
XB/D = 2 for simplicity. However, the effect on this analysis is expected to be
infinitesimal as it focusses at the very farfield X/D > 200.
Figure (5.1) is a double logarithmic plot illustrating the theoretical streamwise
variation of Um for different co-flow velocities, of both the axisymmetric jet and the
3DWJ , as calculated by equations (5.1) and (5.2) respectively. The higher rate of
decay of 3DWJs is clear. It can also be seen that the co-flow velocity Uf changes
the logarithmic decay rates (appear linear in the log/log plot), which is “bended”
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towards the asymptotic value Ub = Uf . This asymptotic value is met earlier with
increasing the co-flow to bulk flow ratio Uf/Ub.
Figure 5.1: Theoretical streamwise distribution of Um for the axisymmetric jet and
3DWJ . The labels on the plot represent the value of Uf/Ub corresponding to the
proximate curve.
This analysis requires the estimation of the average value of Um inside a range
[Xmin ≤ X ≤ Xmax]. From now on this value is referred to as UmAVG , calculated
by:
UmAVG =
1
Xmax −Xmin
Xmax∫
Xmin
Um dX (5.3)
In particular, UmAVG is calculated by setting Xmin = Lpc, because it is at the
end of the potential core X = Lpc where the jet velocity begins to decay, and
Xmax = FLI. FLI is the distance from the nozzle of the most remote location
of interest of the simulation, or simply “Far-field Location of Interest”. The length
of the potential core is selected at Lpc = 5.5D complying with typical values for
turbulent round jets.
Accordingly, the velocity half-widths z1/2 and y1/2 at the location X = FLI are
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calculated by:
L(z1/2, y1/2) ≈
D
2
+
dL1/2
dx
(FLI − Lpc)
(
1− Uf
UmAVG
)
(5.4)
where dL1/2
dx
takes the value 0.095 for the axisymmetric jet, and the values 0.048
and 0.3 for the 3DWJ in the vertical and lateral directions respectively. The last
term of equation (5.4) is the correction applied to account for the co-flow velocity.
In particular, for Uf > 0 the ratio
Uf
UmAVG
varies dynamically with FLI, therefore,
the linear growth rate of the jet dimensions no-longer applies. On the contrary,
the plume is continuously being transferred at more downstream locations due to
the co-flow (wind), not having the time to develop in size.
Figure 5.2: Theoretical estimation of the jet length scales with varying the farfield
location of interest FLI. The labels on the plots represent the value of Uf/Ub
corresponding to the proximate curve.
Based on equation (5.4) and the growth rate factors mentioned above, the
curves of (Fig.5.2) are calculated. Particularly, the streamwise variation1 of the
axisymmetric jet velocity half-width is compared to the vertical one of a 3DWJ
1In this plot FLI/D can be simply seen as X/D
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for varying Uf (Fig.5.2, left), and to the lateral one (Fig.5.2, right). The extreme
lateral to vertical expansion ratio of the 3DWJ can be clearly observed here. In
particular, the vertical scale of the 3DWJ is broadly half the one of the axisym-
metric jet (left plot), while its horizontal scale is more than double the one of the
axisymmetric jet (right plot). It can also be observed that in both types of jet, the
jet growth is significantly counteracted by the co flow velocity Uf .
5.2 BUOYANT PLUME THEORETICAL PREDICTIONS
Two different models for the theoretical estimation of the lift-off onset of ground
based buoyant plumes were presented in the introduction chapter (section 1.5).
These include the lift-off criterion of (Bennett et al., 2013) and the one of (Hanna
et al., 1998). In the present section the theoretical formulas of these models are
applied to the setup parameters of the 3DOJ experiment of (Velikov, 2013) (refer
to sections 6.2 and 6.2.3 for detailed description), which is the central setup in the
present work.
Briefly, Velikov’s experiment is a 1/200 scale of the field trials of (Bennett et al.,
2013), and consists of a jet of air-helium mixture ejected by a circular nozzle
D = 0.006m parallel to the wind tunnel surface at an offset h = 0.012m = 2D.
The jet concentration in helium has been selected so that the densities of the jet
mixture and the ambient flow (pure air) correspond to the temperatures Tj = 412K
and Ta = 290.15K (field trial conditions). Consequently, the two densities are ρj =
0.8472kg/m3 and ρa = 1.2022kg/m3. Finally, the jet bulk velocity is Ub = 25.4m/s,
and the co-flow velocity is Uf = 0.5m/s. It is important to mention that the co-flow
is not uniform in this setup, but a boundary layer well described by the 1/7 wind
power low relationship is present. However, as mentioned at the beginning of
section 5.1, the present theoretical analysis includes the assumption of a uniform
co-flow.
From (eq.1.5) we can calculate the buoyancy flax FB = 0.000796N/s, and
from (eq.1.6) we can calculate the horizontal momentum (i.e. the engine thrust)
FM = 0.02193N . From these two values we can then calculate the travel time in
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which the two become equal from (eq.1.7), which gives τ = 27.54s.
The following sections aim to estimate the streamwise location at which the lift
off onset occurs for a naturally developing plume (no-baffles disturbing its devel-
opment), and for a baffle resisted plume, respectively.
5.2.1 Natural Lift-off of the Plume
The theoretical lift-off onset is now calculated based on the two reviewed models.
According to (eq.1.9), Bennett et al. suggest that the distance travelled by
the plume, before the buoyant forces become equal to the Coandaˇ effect, will be
XL ≈
(
τ
pi
)1/2 (2FM
piρa
)1/4
= 0.972m = 162D. As it is suggested in their report, this
numerical value should not be taken too literally, as this is a very crude model.
Two factors in particular should be borne in mind. Firstly, a single value for the jet
spreading parameter has been assumed and secondly, the influence of ambient
wind has been neglected. Additionally, this calculation does not take into account
the co-flow velocity.
The lift-off onset is also calculated based on the criterion of Hanna et al., which
takes into account that shear in the surface boundary layer will disrupt a plume,
spreading the emission horizontally faster than it can rise. Their criterion suggests
that the plume will start rising when the value of U
3Wpiρ
FB
is less than 100. In Hanna’s
model, U is the effective wind speed over the height of the plume; however, in the
present setup it has to be replaced by Um (calculated by eq.5.2), as the plume
is not propagated only by the wind, but also due to the initial thrust of the jet.
Similarly, W is the effective local lateral plume width which here can be replaced
by y1/2 (calculated by eq.5.4). In the absence of co-flow (Uf/Ub = 0) Hanna’s
criterion is met at the streamwise location XL/D = 174.5 , which is indeed very
close to the prediction of Bennett’s model (XL/D = 162).
The fact that Hanna’s model is based on the local characteristics of the plume
allows its application in different wind speeds. In this way, following the procedure
described in section 5.1, the streamwise evolution of Ub and y1/2 are calculated for
six different co-flow ratios. Accordingly, Hanna’s parameter is recalculated, and
the results are plotted in (Fig.5.3). It can be observed that increasing the co-flow
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Figure 5.3: Hanna’s lift-off parameter streamwise evolution in different wind
speeds. Labels represent the value of Uf/Ub corresponding to the proximate
curve.
velocity prevents the flow from meeting Hanna’s criterion. Lift-off will occur for
adequately low values of Uf , i.e. Uf/Ub < 1%. This is justified to the fact that the
most significant term opposing the domination of buoyancy in Hanna’s model is
Um
3, which in the presence of co-flow can not obtain a value lower than Uf 3 (see
figure 5.1).
It is important to mention that our theoretical model for the estimation of the
mean jet characteristics does not take into account two important parameters of
the problem. First, the co-flow velocity varies with vertical distance (boundary
layer), while the model assumes a constant value throughout the mixing layer.
Second, the ratio of horizontal to vertical spreading rates of the 3DWJ will grad-
ually reduce with increasing the influence of buoyancy, which translates to lower
values of y1/2 (and larger values of z1/2) when buoyancy becomes significant.
Consequently, the curves of (Fig.5.3) are expected to shift downwards when ap-
proaching the value Um
3y1/2piρ
FB
= 100, which means that the lift-off onset XL will
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shift upwind for 0 ≤ Uf/Ub ≤ 0.8%, and lift-off will occur for even higher co-flow
speeds, i.e. for Uf/Ub > 0.8%, where lift-off has not been predicted by the present
model.
5.2.2 Plume Lift-off Under the Baffle Influence
As explained in section 1.5.2, plume lift-off can be accelerated through the instal-
lation of an array of inclined baffles on the airfield behind the starting aircraft. The
final baffle arrangement which has been tested in field trials by (Bennett et al.,
2013) and in wind tunnel experiments by (Velikov, 2013), in the present study
called “ORIGINAL baffle arrangement”, consists of three radially distributed ar-
rays of baffles (refer to section 6.2 for details). This setup is suggested to absorb
> 30% of the initial jet thrust (Velikov, 2013). In the present section it is attempted
to predict the new lift-off onset X ′L under the influence of the baffles.
The new lift-off onset X ′L is calculated from (eq.1.12), setting XL = 162D (cal-
culated above), and FD
FM
≈ 30% in agreement with the designer’s claim. We find
out that the new lift-off onset is expected at X ′L = 124D, which is approximately
76.5% the travelled distance of the natural lift-off.
We can now assume a slightly different baffle arrangement, where the baffles
are double in size, while the drag coefficient of the models remains the same. In
the present work this setup is called “LARGE baffle arrangement”. In this case
we expect the drag force to increase proportionally to the baffles’ frontal area;
therefore, we expect FD
FM
≈ 60%. From (eq.1.12) it is now found out that the new
lift-off onset is shifted further upstream at X ′L = 81.5D, which is approximately
50% the travelled distance of the natural lift-off.
Conclusion
The two reviewed theoretical models for buoyant plumes have been applied to
the investigated setup of the present work in order to improve understanding of
the problem. Although the model of (Bennett et al., 2013), which only requires
jet inflow conditions, does not take into account the co-flow (wind) velocity, it was
found very useful for the estimation of the lift-off onset under the baffle influence.
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On the other hand, the model of (Hanna et al., 1998), which uses local values
of the jet mean flow characteristics, allowed for the co-flow to be included on
the theoretical analysis. The two models predicted similar travel distance for the
natural plume lift-off, while this distance was calculated to reduce up to 22.5%
with the original baffle arrangement of (Bennett et al., 2013), and up to 50% with
a twice as large a resistance.
This theoretical analysis indicates that plume lift-off highly depends on the
magnitude of the co-flow (wind) velocity; however, more complex theoretical mod-
els are required for increased accuracy of the theoretical predictions of jet engine
exhaust plumes in co-flowing winds. It is also suggested for future research that
the local jet mean flow characteristics should be calculated properly, accounting
for the smooth transition in the structure of the plume as its buoyancy gradually
increases.
5.3 SIMULATED TIME REQUIREMENT (STR)
In transient jet simulations the solution propagates from the inlet-boundary, through
which the jet enters the computational domain, towards the exit plane. The speed
of propagation of the jet depends on the physical parameters defining the prob-
lem and it determines the time required for the jet to develop downstream. The jet
evolution-time required to be simulated, so called, “Simulated Time Requirement”
(STR), depends on the purpose of the simulation.
In particular, when statistical quantities of the jet LES are of interest, the fol-
lowing time intervals need to be simulated:
• the time required to establish a statistically steady flow pattern (T0a0)
• the time required to obtain 1st order statistics (T11a1)
• the time required to obtain 2nd order statistics (T11a2)
• the time required to obtain nth order statistics (T11an)
Therefore, the STR can be calculated by:
STR = T0a0 +
n∑
i=1
T11ai (5.5)
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Each time-interval of equation (5.5) can only begin after the previous time
interval is complete. Before setting up a simulation it is crucial to identify the
individual time intervals composing the STR. This would allow a-priory definition
of the required number of timesteps at different stages of the simulation. In order
to achieve this, the analytical expressions describing the mean jet characteristics,
presented in section 5.1, are utilized in the following paragraphs.
5.3.1 Establishment of a Statistically Steady Flow
The first time interval is T0a0 (eq.5.5), corresponding to the establishment of a sta-
tistically steady flow inside the computational domain. T0 is the flow passage-time,
defined as the time required for a fluid particle, which travels with the maximum
local velocity Um, to reach the farfield location of interest (FLI). Therefore, T0 is
calculated by:
T0 =
FLI
UmAVG
(5.6)
In order to achieve the goal of this time interval, T0 has to be multiplied by the
factor a0. When the initialization of the simulation uses constant values throughout
the computational domain, the values a0 = 3 (for axisymmetric jet), and a0 = 6
(for 3DWJ), are found appropriate. When the simulation is part of a parametric
study the deviation of the new solution is not expected to vary significantly from
the previous one; therefore, lower values are acceptable.
5.3.2 Statistical Convergence
The time required to obtain statistical convergence depends on the timescale of
the most significant repetitive event, and the acceptable level of uncertainty of the
statistical quantity examined.
The most significant event in a fully developed turbulent jet is the streamwise
convection of the integral turbulent scale “large eddy”. (Pope, 2000) reports that
the longitudinal integral length scale of self-similar axisymmetric turbulent jets is
of the order of the velocity half-width. Similarly, the more recent POD investiga-
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tion of (Gamard et al., 2004) showed that the most energetic mode is mode-1
(helical mode) with Strouhal number fz1/2/Um ≈ 1. Taking into account the co-
flow velocity, the timescale of the streamwise convection of the integral turbulent
structure lying at the centre of the mixing layer can be approximated by:
T11 ≈
2L(z1/2, y1/2)
Um + Uf
(5.7)
where the velocity half-width L(z1/2, y1/2) is calculated by equation (5.4). It has
to be noted that similarly to the velocity half-widths, in the axisymmetric jet there is
a single time-scale which appears axisymmetrically in the mixing layer, while for
the 3DWJ there are different timescales in the vertical and the lateral directions.
However, the estimation of T11 of the 3DWJ is made based on the horizontal
(largest) scale of the jet, y1/2.
5.3.3 Evaluation of the Statistical Uncertainty
In order to evaluate the number of integral turbulent eddies required to pass
through the FLI during averaging, it is necessary first to identify the averaging
error.
In statistical terms, Urms is the standard deviation of the velocity signal and a1
is the time-averaging sample size. According to the analysis of (Ahn & Fessler,
2003), the standard error of the first order statistics (time average or mean), can
be evaluated by:
σU
U
=
URMS
U√
a1
(5.8)
where URMS
U
≈ 0.25 at the centreline of self similar round jets (Pope, 2000).
The standard error of second order statistics (standard deviation or URMS) can
be similarly estimated by:
σURMS
URMS
=
1√
2(a2 − 1)
(5.9)
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The values a1 = 35 and a2 = 35 are selected, while higher order statistics
are not calculated in this investigation. The uncertainty of a cell’s time-averaged
streamwise velocity is σU = 0.04U and the uncertainty of the RMS velocity is
σURMS = 0.12URMS, based on the values of ai mentioned above. Because the
averaging process continues in parallel with the second order statistics process,
the averaging sample finally used for the calculation of U includes both the values
of a1 and a2; therefore, the uncertainty of U is σU = 0.03U
These are the absolute, cell based, errors for cells lying on the jet centreline.
However, in the analyses of this thesis the comparisons involve spatial interpola-
tions of the averaged and RMS fields, implying much lower uncertainty; though,
complicated to accurately quantify.
5.4 COMPUTATIONAL COST CONSIDERATIONS
The progress of this work depends on limited available computational resources;
therefore, it is important to identify major factors which determine the compu-
tational cost of the simulation and accordingly implement efficient set-up. The
present section highlights such sources of computational cost, and separately
analyses its dependence on the farfield location of interest of a simulation (FLI),
as well as the magnitude of the co-flow velocity Uf of the investigated setup.
5.4.1 Typical Factors Influencing Computational cost of LES
Although Reynolds number is a determining factor for the computational cost of
DNS, it does not affect the computational cost of LES in free-shear flows; how-
ever, in wall-bounded flows the situation is slightly different with the computational
cost increasing with Reynolds number as Re1.8, that is the cost increases with a
factor of 60 for every decade increase in Reynolds number (Pope, 2000). For this
reason the Reynolds number of the 3DWJ simulations performed in this study
(i.e. Re = 10, 000) is more than one decade lower than a real scale one (i.e.
Re = 300, 000), corresponding to more than two decades reduction of the compu-
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tational cost.
Mesh density (or spatial resolution) and mesh quality are directly proportional
to the computational cost. The former affects the duration of the simulation by
influencing the time consumed for the implementation of the algorithmic opera-
tions, and the latter is responsible for the speed of convergence of the solution
(i.e. the number of iterations per timestep). The cell size implicitly affects the com-
putational cost; this is because the cell size is proportional to the time-step size
according to the CFL condition. Since “time” can be seen as the fourth dimen-
sion of a transient three dimensional problem, time-resolution has a cost effect
similar to the spatial ones. These factors require investigation before deciding on
the optimum values.
5.4.2 STR in Computational Cost of Jet LES
Considering the theoretical jet-analysis presented at the previous sub-sections
it is understood that the STR is a deterministic parameter of the computational
cost of jet LES. It is already clear that STR depends on the order of statistics
requested by the simulation (refer to section 5.3). Here, the theoretical equations
describing the mean flow characteristics of jets, as well as the equations describ-
ing the individual time intervals of equation (5.5), are used to make quantitative
predictions based on practical setups. It will be shown that the duration of each
time-interval is highly affected by the most distant location of interest of a simu-
lation, called “Far-field Location of Interest” (FLI), and by the strength of the co
flow velocity (wind), here presented by the ratio Uf/Ub.
The parameters of the incompressible round jet of the experiment of (Garry
& Holt, 2008), are used to give us a quantitative view of the theoretical model
(refer to section 6.1.1 for the case description). This setup includes a nozzle of
D = 0.00635m, data availability at FLI = 200D, jet bulk velocity Ub = 23m/s,
and co-flow (wind) velocity Uf = 5m/s corresponding to a ratio Uf/Ub ≈ 0.22.
Following the procedure described in previous sub-sections, the STR of this setup
has been calculated STR = 1.07s, where the individual time intervals composing
it are T0a0 = 0.51s, T11a1 = 0.28s and T11a2 = 0.28s.
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In a similar way, the parameters of the 3DOJ experiment of (Velikov, 2013),
are used (refer to sections 6.2 and 6.2.3 for detailed description). This setup
includes a nozzle of D = 0.006m, data availability at FLI = 200D, jet bulk velocity
Ub = 25.4m/s, and co-flow (wind) velocity Uf = 0.5m/s corresponding to a ratio
Uf/Ub ≈ 0.02. The STR of this setup has been calculated STR = 32.9s, where
the individual time intervals composing it are T0a0 = 2.55s, T11a1 = 15.18s and
T11a2 = 15.18s.
It is attempted to extend the theoretical predictions of STR examining its varia-
tion with FLI and Uf/Ub. In this way the individual time intervals of equation (5.5)
have been calculated for six different velocity ratios in the range 0 ≤ Uf/Ub ≤ 0.2
and for consecutive farfield locations of interest in the range 0 ≤ FLI ≤ 300. The
conditions of the experiment of (Velikov, 2013) (presented above) are selected for
the calculations.
The variation of the individual time intervals of STR with Uf/Ub and FLI is
presented in (Fig.5.4). In particular, the flow establishment time (T0a0) is plotted
on the left. In this plot it can be seen that for both types of jet there is an exponen-
tial increase of T0a0, with increasing the FLI, when there is no co-flow present
Uf/Ub = 0.0 (thick lines). This is a result of the logarithmic decay of the maximum
velocity Um of the jet. In the case of a 3DWJ the velocity decays faster (Fig.5.1),
increasing the time requirement for the jet to travel towards the exit, however, the
most significant factor here is the different value of a1, which for the axisymmetric
jet is a1 = 3, and for the 3DWJ is a1 = 6. The introduction of co-flow Uf/Ub > 0.0
has a significant “positive” effect in T0a0 for both types of jet. The cost appears to
drop significantly with increasing Uf/Ub.
In a similar way, the required time for statistical convergence (T11ai) is plot-
ted in (Fig.5.4, right). It can be seen that when there is no co-flow present,
Uf/Ub = 0.0 (thick lines), this time interval grows exponentially with increasing
the FLI. In particular, 30s of simulation are needed for collecting the sample for
a single level of statistics at FLI = 300 in the axisymmetric jet, while this value
jumps up to 300s for the 3DWJ . In order to understand why these enormously
large time requirements form in the absence of co-flow, one must, first of all, con-
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Figure 5.4: Variation of the individual time intervals of STR with FLI. The vari-
ation of the required time for the flow to establish a statistically steady behaviour
T0a0 is plotted on the left against FLI, and the required statistical convergence
time T11ai is plotted on the right. The labels on the plots represent the value of
Uf/Ub corresponding to the proximate curve.
sider the linear increase with FLI of the integral timescale of jets equation (5.7),
and that these turbulent structures are convected by the local jet velocity which
approaches the zero value in a logarithmic decay rate. However, in the presence
of co flow Uf/Ub > 0.0, the growth of the jet scales is delayed (Fig.5.2). In the
same time the ai = 35 eddies required to cross the averaging point (here cal-
culated at FLI) are convected by the velocity at the centre of the mixing layer
Uf +
Um−Uf
2
, which tends asymptotically to the value of Uf (Fig.5.1). For high
values of Uf the convective speed of these eddies is maintained at high level;
therefore, the time interval T11ai drops significantly.
The cumulative time requirement of the simulation STR = T0a0 +T11a1 +T11a2
is plotted in (Fig.5.5, left). As expected from the above discussion, the STR fol-
lows trends of the statistical convergence time T11ai at low co-flow speeds, and
trends of the flow establishment time T0a0 at high co-flow speeds. It is important
to quantify the contribution of each time interval to STR for different co-flow ve-
locities and for different types of jet. In this way, the ratio T11a1
T0a0+T11a1
is plotted in
(Fig.5.5, right) against FLI for two types of jet and for six different co flows in the
range 0 ≤ Uf/Ub ≤ 0.2. It is observed that in the absence of co-flow Uf/Ub = 0.0
(thick lines) the contribution of the sample collection time for averaging T11a1 to the
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Figure 5.5: Variation of STR = T0a0 + T11a1 + T11a2 with FLI (left). And variation
of the ratio T11a1
T0a0+T11a1
with FLI (right). The labels represent the value of Uf/Ub
corresponding to the proximate curve. The number of timestep requirement is
calculated based on the typical timestep used ∆t = 0.00025s.
simulated time (assuming the simulation focusses on averaging and not RMS) in-
creases logarithmically with increasing the FLI, quickly dominating the simulated
time. However, the introduction of co-flow significantly reduces the contribution
of the averaging time T11a1, which at X/D = 300 becomes lower than the flow
establishment time T0a0. In the absence of co-flow the ratio T11a1T0a0+T11a1 increases
with FLI while in the presence of co-flow it reduces proportional to Uf/Ub.
Conclusion
It is understood that the computational cost of jet LES, further to the typical fac-
tors influencing the cost of unsteady simulations, increases dramatically with ex-
tending the farfield location of interest (FLI) of the simulation. It has been also
seen that in the absence of co-flow the simulated time requirement (STR) of a
3DWJ simulation becomes enormous at large FLI, increasing the number of
timesteps, subsequently, the computational cost at prohibitive levels. However,
the introduction of co-flow in the simulation was found to have a significant “pos-
itive” effect on STR, making the simulation of both the axisymmetric jet and the
3DWJ possible at large distances from the nozzle.
The presented theoretical model is being utilized during the simulation setup
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in order to make a-priori definition of the number of timesteps of each stage of
the simulation corresponding to the individual time-intervals of STR. In this way,
consistency between different simulations is ensured.
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Chapter 6
Description of Investigated Setups
The central aim of this work is the numerical investigation of the plume dispersion
during the early takeoff stage. The high complexity of the flow under investiga-
tion requires simplifications to be applied on certain numerical parameters and
boundary conditions, in addition to a necessary parametric validation of the se-
lected solver. On the other hand, the theoretical analysis presented in chapter 5
clarifies that the cost of a 3DWJ in low speed co-flow, which is the situation at
the early takeoff stage, is prohibitive even for small number of simulations. In this
way, a series of different setups have been selected for the implementation of the
validation tests before the final simulations were performed. Description of the
experimental and/or numerical setups used throughout this thesis is included in
this chapter.
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6.1 SETUPS FOR THE VALIDATION TESTS
6.1.1 Single Free Circular Jet in Strong Co-flow
When performing jet LES at the very farfield, two flows of different scale have
to be simultaneously resolved. Previous work dedicated in LES of jets shows
that high mesh density is required in regions of the near-field, where the highly
anisotropic transition to turbulence takes place X/D < 20 (Zhou & Luo, 2001;
Salinas-Vazquez et al., 2005; Zemtsop et al., 2009); it is the same region where
the highest velocities are encountered. Furthermore, in order to universally keep
the CFL condition at reasonable levels, the timestep size ∆t has to be kept low.
Its value is determined by the near-field velocities and cell sizes according to
∆t = CFL∆x
U
, depending on the desired value of the CFL condition. On the other
hand, motions on the farfield are slow and the scales of interest large, meaning
that both the mesh spacing ∆x and timestep size ∆t required are larger than in
the near-field. Additionally, computational cost also depends on numerical pa-
rameters such as the convergence criteria and the under relaxation factors, also
determined by the near-field computations. Finally, the value of turbulence inten-
sity superimposed at the velocity inlet, increases the difficulty of convergence.
Accuracy of the computations in the near-field is not important for this study, be-
cause the area of interest is in the very farfield. However, near field can implicitly
affect farfield predictions by downstream propagation of information. Therefore,
investigation is required before any compromise or simplification is made.
Following the reasons clarified above, a series of sensitivity studies is required
in order to establish a strong basis for the wall-jet simulations to follow. The
experimental work of (Garry & Holt, 2008) is found convenient for this purpose, as
it provides mean and RMS velocity profiles extending from the near-field X/D =
5 to the very farfield X/D = 200, and mean passive scalar profiles up to X/D =
60. In the same time, this setup includes a strong co-flow Uf/Ub ≈ 0.22 that
according to the theoretical analysis of section 5.4.2 minimizes the STR. The
setup is described by a cold, single round air-jet to which a neutrally buoyant gas
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is added. The jet has diameter D = 6.35mm and bulk exit velocity Ub = 23m/s
and emerges to a co-flow of air with uniform velocity Uf = 5m/s.
O-Type meshing has been used for the discretization of the three dimensional
volume. The dimensions of the computational domain and boundary conditions
are illustrated in (Fig.6.1). In particular, a cylindrical domain is allowed here due to
the low expansion rate resulting from the high co-flow. Furthermore, a cylindrical
symmetry condition is used at the lateral boundaries in order to avoid mass fluxes
from there. However, the domain extends 100D in the lateral directions, while the
maximum jet diameter is less than 20D meaning that the boundary influence is
negligible to the jet development. Discussion of the results of this study is made
in chapter 7.
Figure 6.1: Free-jet computational domain dimensions and boundary conditions.
Contours of streamwise velocity are colouring the inlet boundary. Iso-surfaces of
constant velocity of the outer mixing layer are also included in order to highlight
the position of the jet within the computational domain.
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6.1.2 High Speed Free Coaxial Jet (Turbofan Model)
The vast majority of civil aeroplanes use the turbofan engine to achieve propul-
sion. The exhaust plume of a turbofan engine forms a two-stream coaxial jet. The
outer stream is ejected by the by-pass duct and contains pure air in relatively low
velocity and temperature. The inner stream is the one containing the high tem-
perature gasses produced in the combustion chamber; therefore, containing the
pollution of the engine.
The numerical modelling of a turbofan nozzle is highly complicated compared
to the simple round jet, not only because of the increased complexity of the tran-
sitional region of the flow, but also because of the increased meshing complexity
near the nozzle. It is suggested that the nozzle geometry is substituted by simple
top-hat-like profiles for velocity and concentration at the inlet plane.
Figure 6.2: The short cowl coaxial nozzle (WARJEN) from the experiment of
(Eastwood et al., 2008).
Before carrying on with this substitution it is important to assess the effects of
such a simplification. The experiment of (Eastwood et al., 2008) is appropriate for
this analysis, as it involves a scaled model of a turbofan engine, with available ve-
locity measurements in the near-field taken through LDA and PIV techniques.
The by-pass ratio of the nozzle is 8 : 1 and the by-pass duct exit diameter is
0.018m. The Reynolds number is matched to Re = 300, 000 and the core and
by pass exit velocities are set to 240m/s and 216m/s respectively. Finally, no
buoyancy effects are taken into account in this study. The geometry of the ex-
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perimental model, named WARJEN , is illustrated in (Fig.6.2). The geometrical
profiles of WARJEN have been provided by prof. Paul Tucker (Cambridge Uni-
versity). The design and meshing of the nozzle and computational volume are
implemented through the commercial software GRIDGEN. Discussion of the re-
sults this study is made in chapter 7.
6.1.3 3DOJ In Strong Co Flow
Introduction of a solid surface in proximity to the jet requires separate validation
because of the different nature of the physics governing its development. In this
way, an extensive parametric study is carried out repeating part of the free shear
validation tests.
The strong co-flow axisymmetric jet of the experiment of (Garry & Holt, 2008)
is also selected here by making a setup modification, being the addition of a solid
surface at a distance 2.5 nozzle diameters offset from the nozzle. A schematic
representation of the setup is illustrated in (Fig.6.3). The tests of this study are not
accompanied by experimental data, however, there is a strong basis established
by the axisymmetric jet tests described above. The meshing technique used is
the modified O-Type mesh presented in (Fig.4.11). Discussion of the results of
this study is made in chapter 8.
Figure 6.3: Schematic representation of the single circular offset jet in co-flow
simulation. Modified setup of the experiment of (Garry & Holt, 2008).
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6.2 ABLWT EXPERIMENTS
Wind tunnel experiments have been carried out in the Atmospheric Boundary
Layer Wind Tunnel (ABLWT ) of Cranfield University (Velikov, 2013). In the
“ORIGINAL” setup, replicating the field-trials, three successive rows of baffle
models with incidence angles of 40o, 50o and 60o respectively are arranged ra-
dially, centred at the runway-threshold as illustrated in (Fig.6.5). This baffle ar-
rangement complies with the regulations of aerodrome licensing (CAA, 2011).
Analytical discussion regarding the establishment of this baffle arrangement is
available at (Bennett et al., 2013).
Figure 6.4: Baffle Arrangement on the Balance Platform. ABLWT setup of (Ve-
likov, 2013) in juxtaposition with the numerical setup of the baffle testing simu-
lation. The solid surface of LES is coloured with contours of x-wall shear. The
balance platform (dark colour surface of the top figure) is highlighted in the LES
figure (bottom) by drawing the mesh in the equivalent region.
116
Investigated Setups 6.2. ABLWT EXPERIMENTS
Figure 6.5: Schematic representation of the baffle setup. The length and width of
the balance platform are not scalable and relate to the 1/100 scale setup.
The ABLWT experiments focus on three different types of measurements,
including the aerodynamic drag experienced by the baffles, pollution concentra-
tion using a Flame Ionization Detector (FID), and mean velocity using the Hot
Wire Anemometry (HWA) technique. (Fig.6.4) illustrates a perspective view of
the baffles on the balance platform, in juxtaposition with an equivalent view of
the LES domain. The contours of x-wall-shear in combination with the veloc-
ity iso-surfaces apparent in this figure help for the understanding of the problem
setup.
Due to experimental restrictions it was impossible to perform all tests on the
same scale. In particular, for a large scale, prohibitive amount of methane had to
be released causing health and safety issues and large amount of helium would
be required to achieve buoyancy of the plume, increasing the cost at a prohibitive
level. On the other hand, for a small scale the error of the balance platform
would be large (Velikov, 2013). Therefore, the experiments are employed in two
different scales. The following paragraphs include basic information regarding the
individual setups used for the LES simulations, the results of which are analysed
and discussed in chapters 9, and 10.
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6.2.1 1/100 Scale (Drag Force Measurements)
The objective of this setup is to compare the averaged drag force recorded by
the balance platform with the one predicted numerically. This is especially useful
for the evaluation of the Dynamic Response Algebraic Model for Baffle Imitation
(DRAMBI). The first setup includes a cylindrical nozzle with diameter D =
12mm located at an offset h = 24mm = 2D above the wind tunnel flour. The
jet bulk velocity is Ub = 35.6m/s and the co-flow velocity forms an ABL velocity
profile, flowing in the same direction with the jet, well described by the 1/7 wind
profile power law relationship:
Uf
Ur
=
(
Z
Zr
)(1/7)
(6.1)
The control velocity Ur, and control height Zr of equation (6.1) have been
adjusted to the values of 0.7m/s and 0.08m respectively in order to fit the exper-
imental profile as presented in (Fig.6.6). The free stream mean velocity mea-
surements in the wind tunnel experiments include high uncertainty as stated by
(Velikov, 2013). In particular it was reported that the low co-flow speed varied
about 10% during different measurements due to the ambient conditions (refer to
section 6.2.4). It can be observed in (Fig.6.6) that a lower exponent of the power
law relationship, i.e. 1/9, would better represent the experimental data, but the
simulations have been run before the experiments were conducted; therefore, not
allowing for such a refinement to be applied. Although the field-trials include a
cross wind configuration (described on the second setup below), this parameter
was found trivial with respect to the drag force measurements; therefore, was
excluded from both the experimental and LES setups. Dimensions of the baffle
arrangement are presented on table 6.1. The values are in correspondence of the
graphical representations in (Fig.6.5). The results of the first setup are analysed
in section 9.1.
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Table 6.1: Geometrical details of the 1/100 scale baffle arrangement.
Figure 6.6: Wind profile as measured in the ABLWT experiment, in comparison
with the 1/7 power law fit applied for the simulations of this thesis.
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6.2.2 1/200 Scale (Cross Wind Pollution Measurements)
This setup is a 1/200 scale of the field-trials. In a separate, yet unpublished,
work, Stefan Velikov (Velikov, 2013) compares the experimental measurements
of this setup with the LIDAR measurements recorded in the field-trials. In the
present work, data is used to make comparison of the maximum concentrations
of pollution at different flow stations between LES and experiment. The spatial
dimensions of the second setup are half the ones mentioned at the first setup
above. According to the conditions recorded at the field-trials, the wind direction
is not aligned with the jet, but it is angled at 35 ◦ to the jet centreline. The exper-
imental setup is illustrated on (Fig.6.7). In order to accommodate the cross flow
the LES computational domain is modified (stretched) (Fig.6.8).
The jet bulk velocity is adjusted, based on the Froude number, so that Ub =
25.4m/s. Accordingly, the control velocity of the wind profile is Ur = 0.5m/s. In
order to achieve buoyancy of the plume in the wind tunnel, a mixture of air and
helium was used for the jet flow. The analogy forms a density difference between
the jet and the co-flowing wind, similar to the one between air at 412K1 and am-
bient air at 290.15K. Additionally, in order to examine the pollution dispersion in
the farfield, methane was also added to the gas mixture.
FID measurements of methane concentration have been implemented at four
different farfield stations and offsets from the ground. Comparison of the FID
data with the LES results is performed in terms of maximum2 mean concentra-
tions at the streamwise stations X/D = 80.8, 114.2, 131.7, and 148.3. Measure-
ments are available at the vertical offsets Z/D = 4.2 and 8.33, while at the last
station X/D = 148.3 measurements are also available at the offsets Z/D = 12.5
and 16.7. The results of the second setup are analysed in section 9.2.
1This temperature is calculated using the Steady Flow Energy Equation with considering the
engine thrust, mass flow and fuel flow rates (Velikov, 2013)
2Maximum refers to the pick value of the mean concentrations recorded along a profile.
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Figure 6.7: Picture from the ABLWT illustrating the 1/200 scale setup, with the
FID probes in position X/D = 170.
Figure 6.8: Modification of the shape of the computational domain in order to
accommodate the cross flow simulation.
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6.2.3 1/200 Scale (Final Setup for FID and HWAMeasurements)
Further cross-validations between the LES results and the experimental mea-
surements are essential to enhance understanding of the geometrical charac-
teristics of the wind-brake system. A close cooperation of the authors with the
experimental group mentioned above has lead to the formation of the final exper-
imental setup, analytically described here. The methodology followed includes
gathering a comprehensive dataset of both mean streamwise velocity (U ) and
passive scalar concentration (Φ), while varying the geometrical characteristics of
the wind-brake system.
Figure 6.9: Picture from the ABLWT illustrating the final setup, with the original
baffle arrangement installed and the HWA probe in position X/D = 40.
Considering the experimental limitations mentioned in section 6.2.2, the final
experiments are also performed on a 1/200 scale of the field-trials. Due to dimen-
sional wind tunnel limitations the maximum streamwise extent of the measure-
ments is X/D = 200. Considering this constraint, the distance between the run-
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way threshold and the nozzle, (LT appearing in Fig.6.5), is reduced from 47, 5D
to 20D. This threshold distance has been an alternative investigated scenario in
the field-trials, therefore, this is a valid modification.
In order to reduce complexity of the numerical simulation, the wind direction
is set parallel to the direction of the jet (head-wind configuration). Other setup
parameters are identical to the second setup (refer to section 6.2.2).
There are three different baffle arrangements participating at the LES-Experiment
cross-validations, the details of which are summarized on tables 6.2-6.4. The AD-
DITIONAL baffle arrangement is an extended version of the ORIGINAL baffle ar-
rangement which includes three extra baffle arrays downstream. The height and
spacing between the new baffle arrays has been calculated following trends of the
already optimized by (Velikov, 2013) first three arrays, as illustrated in (Fig.6.10).
The results of the final experiments are analysed in section 10.2.
Figure 6.10: Calculation of heights and spacing between the additional baffles.
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Table 6.2: Geometrical details of the ORIGINAL baffle arrangement. The Addi-
tional baffles are part of an extended numerical study and have not been part of
the ABLWT .
Table 6.3: Geometrical details of the LARGE baffle arrangement.
Table 6.4: Geometrical details of the THRESHOLD baffle arrangements.
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6.2.4 Experimental Equipment
Basic information regarding major experimental equipment used in the atmo-
spheric boundary layer wind tunnel is summarised in the following paragraphs.
Balance Platform
Drag was measured using a one-component force balance modified at Cranfield
University from an existing custom-built design intended for direct skin-friction
measurements. “It consists of a rectangular platform, measuring 1060 × 700mm,
mounted on a circular floating plate. The floating plate is supported by flexures
carrying four symmetrically arranged strain gauges, each in a Wheatstone bridge
electrical circuit. A similar design is described by Winter and Gaudet (Winter
& Gaudet, 1973). Loads applied on the platform cause distortion of the strain
gauges, which in turn changes their electrical resistance and thus the voltage of
the Wheatstone bridges. This voltage output was calibrated versus known applied
forces prior to starting the tests and the balance precision was determined to be
within ±0.01N ” (Velikov, 2013). However, the uncertainty of the measurement
was evaluated ±0.002N based on the repeatability recorded during experiment.
Flame-Ionisation-Detector
The Flame-Ionisation-Detector (FID) technique used a tracer gas (Methane) of
known concentration in the nozzle jet, i.e. 20, 000ppm, to detect its concentration
downstream of the nozzle within the developing plume. It is a standard method of
measuring concentration of hydrocarbons by passing them through a hydrogen-
air flame where they are burnt producing ions, and detecting the current propor-
tional to the rate of ionisation. The uncertainty of the FID data is ±0.2% based
on the repeatability of the measurements.
Hot-Wire-Anemometer
Velocities data are collected with a standard Hot-Wire-Anemometry (HWA) tech-
nique using a one-dimensional hot-wire probe to measure velocity in the direction
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of the flow. The method uses a fine wire, positioned perpendicular to the flow di-
rection, which is pre-heated before starting the measurements. When subjected
to the flow the wire cools down changing its electrical resistance which is sensed
and recorded as voltage output. Prior to starting the measurements, this voltage
output was calibrated versus measured flow velocity within the range of expected
velocities. The uncertainty of the HWA measurements was statistically calcu-
lated for several cases, and was found to lie within 5−6%; however, lower velocity
cases, i.e. around 0.6−0.7m/s (as we move away from the plume in to the bound-
ary layer of the free-stream), the uncertainty may grow up to 10− 12%.
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Validation Tests
Part 1: Free-Shear Jets
The first part of the validation tests is dedicated to free-shear jet mixing. In this
way, the ability of the selected numerical approach to predict free-shear jet mix-
ing is assessed, the solution sensitivity to a variety of numerical and physical pa-
rameters is analysed, and reduction of the problem complexity is achieved where
appropriate. Two different experimental setups are employed serving different tar-
gets of the validation. This chapter is accordingly separated in two sections; the
first one investigating a free, circular, low Reynolds number jet in strong co-flow,
and the second one a high-speed co-axial jet emerging in a static environment.
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7.1 SINGLE FREE AXISYMMETRIC JET IN CO-FLOW
The experimental setup of (Garry & Holt, 2008) has been replicated numerically
according to the information presented in section 6.1.1. Numerical and physical
parameters of the selected approach are investigated in this section.
Comparisons of the LES predictions with the experimental data are made in
terms of mean and RMS velocity profiles, in the range 5 ≤ X/D ≤ 200, and
mean concentrations at X/D = 15, 30 and 60. The FLI of the simulations varies
according to the nature of the parameter examined. Moreover, the dataset of
mean concentrations Φ was not available at the beginning of this study; therefore,
comparisons of the first six tests are limited in U and Urms profiles. The complete
map of the comparison plots of this tests is included in Appendix A.
7.1.1 Meshing Approach
The first test to be carried out is “Meshing Approach”. Three different types of
meshing have been tested at the intermediate field FLI = 45. In this way, the
results of an H-Type mesh of 3.5× 106 cells, a radial (revolution) mesh of 1.3× 106
cells, and an O-Type mesh of 1.5× 106 cells, are compared in (Fig.A.1), using the
experimental results of (Garry & Holt, 2008) as reference. The domain size in the
streamwise direction of the H-Type mesh is 55D while for the other two cases is
100D. The numerical setup also includes: jet inlet turbulence intensity I = 5%,
timestep size ∆t = 5× 10−6, and SGS modelling by DSM .
At the first stations X/D = 5 and 15 the predictions of the H-Type mesh are
superior to the other two approaches in terms of both the mean and the RMS ve-
locity profiles. This is attributed to the higher density of the H-Type mesh in this re-
gions, which reduces contribution of the SGS modelling. However, all three meth-
ods quickly converge to similar solutions downstream, according to the observa-
tions atX/D = 45. It has to be stressed here that the H-Type mesh statistical con-
vergence time T11ai was smaller than that of the other cases, therefore, the RMS
profile is less smooth in this case at the last station plotted, FLI = X/D = 45.
All three methods appear appropriate for the simulation of axisymmetric jets.
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The H-Type mesh, however, is a much more expensive one, and the revolution
mesh is difficult to apply in cases where the jet axis of symmetry no longer exists,
i.e. 3DWJ . For this reason the investigation continues with the O-Type meshing
approach, also applying the improvements presented in section 4.2.1.
7.1.2 Convergence Criteria
Next step is to test the required level of accuracy of the computations. In a flow
such as the free axisymmetric jet the difficulty of convergence decreases loga-
rithmically with downstream distance. This is easy to understand considering the
logarithmic decay of the jet centreline velocity and the closely linear expansion
of the jet scales downstream. The time advancement of the solution is achieved
by the progressive solution of discrete time intervals of the problem, determined
by the selected timestep size ∆t. Consider two different eddies of the flow, one
being a Kelvin-Helmholtz ring at the initial shear layer, with velocity ≈ Ub/2, and
with streamwise length scale L11 comparable to the nozzle diameter D, and the
second being an eddy responsible for the helical mode at the farfield of the jet with
velocity close to Uf and streamwise length scale LX a few decades larger than D.
The flow conditions at a computational cell lying at the region of the former eddy
vary significantly during time ∆t, while the solution at the farfield, where the latter
eddy develops requires larger times to achieve comparable flow variations. This
means that the farfield computations are easier to converge, therefore, the local
error is much lower there than at the near-field. On the other hand, FLUENT only
allows for universal values of the convergence criterion to be specified for each
solved equation. Therefore, the selection of the value of the convergence criteria
requires testing. In this way, a 2.1 × 106 cells O-Type mesh has been used. The
computational domain extends 55D in the streamwise direction. The rest of the
numerical parameters are kept the same as in the previous test.
The simulation has been repeated three times, setting three different values
for the convergence criteria 10−3, 10−4 and 10−5. The number of iterations per
timestep required for each case varies (Table 7.1). The same table presents
the simulated time of each case. It is important to mention here that due to
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Table 7.1: Variables and History of the Simulations of Study “Convergence Crite-
ria”.
Con. Criterion Iterations/Timestep Simulated Time
Case A 10−5 8 0.17s
Case B 10−4 5 0.25s
Case C 10−3 2 0.29s
lack of experience during the implementation of these initial tests the conver-
gence time of the second order statistics has not been well controlled, resulting
to increased uncertainty of the Urms results, especially at the most remote region
X/D = FLI = 45.
Furthermore, the value of the convergence criterion is being selected the
same for all solved equations, including continuity, momentum and scalars (al-
though the latter is not included at this test). However, it has been observed that
continuity (pressure) is the slowest to converge; therefore, being the one to de-
termine the number of iterations required for each timestep. For instance, when
continuity reaches the residual error of 10−5, the rest of the equations approach
much lower values, in the order of 10−7. However, for clarity and consistency of
the study the discussion will continue with a unique error value for each simula-
tion.
The results of this test are presented in (Fig.A.2). It is observed that reducing
the requested level of accuracy has minor effect on the velocity statistics exam-
ined at both the laminar region X/D = 5 and the turbulent region X/D > 5. For
the rest of this study we select the intermediate accuracy 10−4. Lower accuracy
than this causes the number of outer iterations per timestep to drop very low
(Table 7.1), which is unacceptable according to (Fluent, 2012) suggesting 5 − 10
iterations per timestep. Any higher accuracy requested only increases the num-
ber of the outer iterations per timestep, while the LES predictions stay effectively
unaffected.
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7.1.3 Timestep Size
In order to investigate the effects of the timestep size the simulation is repeated
for three different values of ∆t. An attempt is made here to achieve higher values
of ∆t while keeping the number of outer iterations in the range suggested by (Flu-
ent, 2012) (5-10 iterations/timestep). In this way, the near-field radial resolution
of the mesh has been reduced having been found unnecessary (refer to section
7.1.4). This has allowed to increase the streamwise resolution also reducing the
two dimensional aspect ratio AR2D of the near-field cells. The resulted mesh con-
sists of 2.6× 106 cells. Here the convergence criteria are set to the value 10−4 for
all three cases. Three different values of ∆t have been investigated (Table 7.2).
Increasing the value of ∆t increases the difficulty of convergence, therefore, in-
creases the number of outer iterations required to reach the requested accuracy
of convergence. Finally, the increased timestep size has allowed increased simu-
lated time, therefore, uncertainty of statistical convergence is reduced comparing
to the previous test.
Table 7.2: Variables and History of the Simulations of Study “Timestep Size”.
∆t Iterations/Timestep Simulated Time
Case A 1.0× 10−5 6 0.30s
Case B 1.5× 10−5 8 0.53s
Case C 2.0× 10−5 10 0.56s
The results of this test are presented in (Fig.A.3). The differences between the
three different cases are infinitesimal in both the first and second order statistics
of the stramwise velocity. The differences with the previous test, where an even
smaller timestep had been used, are also very small. Considering the above, it
is concluded that the timestep size is still small. Therefore, further coarsening of
the near-field meshing is expected to be acceptable.
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7.1.4 Inlet Turbulence Intensity and Shear layer Resolution
Before carrying on to further coarsening the mesh and increase ∆t it is essential
to investigate two parameters with impact to the quality and cost of the near-field
computations.
Transition to turbulence of free jets is susceptible to a variety of parameters,
both physical and numerical. A highly deterministic physical parameter is the mo-
mentum thickness of the jet efflux, which presently is defined by the 1/7 power
law equation, representative for fully developed pipe flows. Another physical pa-
rameter is the turbulence intensity of the velocity fluctuations at the nozzle exit
(jet inlet). The former is not subjected to investigation in this section; however, the
latter is found necessary to be parametrised and tested.
Inlet Turbulence Intensity
The experiment of (Garry & Holt, 2008) suggests that the flow exiting the round
pipe is fully developed and the local turbulence intensity is I = 10%. The artificial
generation of such strong perturbations at the inlet streamwise velocity compo-
nent, being achieved by the spectral synthesizer algorithm, has been observed
to significantly delay solution convergence. For this reason, lower values of turbu-
lence intensity are considered here. In a similar format with the previous studies,
three different values of turbulent intensity I = 0%, 5%, and 10% are investigated.
The computational mesh of 2.1 × 106 cells is used. The variables and history of
the three simulations are presented in (Fig.7.3). It is observed that the timestep
size used in Case A (I = 0%) is smaller than in the other two cases. Such a
small timestep was necessary in this case in order to give time to the solver to
form random anomalies based on the asymmetric numerical diffusion in order to
avoid a symmetric (unrealistic) transition. However, as revealed from the discus-
sion of paragraph 7.1.3, the LES solution is independent from timestep in the
selected range; therefore, this setup-difference between the compared cases is
acceptable.
The results of study “Turbulence Intensity ” are illustrated in (Fig.A.4). Very
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Table 7.3: Variables and History of the Simulations of Study “Inlet Turbulence
Intensity ”.
I ∆t Simulated Time
Case A 0% 5× 10−6 0.23s
Case B 5% 1.5× 10−5 0.40s
Case C 10% 1.5× 10−5 0.45s
close to the nozzle, at X/D = 5, specification of the value suggested by the
experiment I = 10%, meets the best agreement with the experimental data. As
expected, lower value of the inlet turbulence level delays jet transition, therefore,
the peaks of both the mean and RMS profiles in (Fig.A.4) are always higher
for lower intensities in the turbulent region of the jet. In the same time it was
observed that I = 5% has infinitesimal effect to the convergence of the solution,
while I = 10% has a significant effect, delaying the solution by approximately 30%,
as observed by the authors during the simulations.
Shear Layer Resolution
Except for the physical factors influencing the length of transition, it is also sub-
jected to the numerical modelling. In particular, the SGS contribution increases
with increasing the cell size. The most important cells in the potential core region
0 ≤ X/D ≤ 6 are the ones resolving the mixing layer, wherein the primary insta-
bilities grow and interact with each other (refer to section 1.4.1). Provided that
the streamwise mesh resolution is kept identical between different simulations,
a crucial parameter determining the length of transition is the mesh resolution
across the initial shear layer. In order to investigate this numerical parameter, this
study compares the results of four different simulations in which the mesh reso-
lution across the initial shear layer varies. The values of the lateral spacing ∆r at
X = 0 (nozzle exit) tested are 0.18× 10−4, 0.4× 10−4, 0.7× 10−4, and 2.6× 10−4.
The streamwise resolution of the mesh is kept similar between the four different
cases. The largest value ∆r = 2.6 × 10−4 is formed when the cell size is kept
closely homogeneous throughout the cross sectional area which defines the jet
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(simplified mesh of Fig.4.9), while smaller values imply that the cell size at the jet
core is larger than that at the shear layer region (transitional mesh of Fig.4.9).
Results of this study are presented in (Fig.A.5). It is observed that increasing
the value of ∆r accelerates jet transition. However, this acceleration is small
enough so that the solutions at X/D = 45 are similar for all cases.
From the above discussion it can be seen that reducing the value of the turbu-
lence intensity of the velocity fluctuations at the inlet delays jet transition, while in
the same time it reduces the computational cost. It can also be seen that increas-
ing the mesh spacing across the initial shear layer accelerates the jet transition.
In the same time the mesh density, extensively, the computational cost, reduces.
An additional advantage of using a homogeneous cross-sectional mesh distribu-
tion is the reduced meshing complexity which is very important considering the
large number of meshes required for this work.
Therefore, it has been decided to use a lower turbulence intensity at the inlet,
combined with a homogeneous mesh spacing throughout the jet cross-sectional
area, the two having opposite effects on the jet transition, and both contributing
to the reduction of the computational cost.
7.1.5 Under-Relaxation Factors
It is well known that increasing the values of the under relaxation factors accel-
erates the convergence of the computations. Attention is required because very
high values of the under relaxation factors increase the danger of solution diver-
gence. Improvement of the mesh quality by means of the smoothing functions
available at the commercial meshing software GRIDGEN V 15 has allowed sta-
ble convergence to be achieved with the high values of 0.65, 0.7, and 1.0 for the
under relaxation factors of pressure, momentum, and scalars respectively.
7.1.6 Temporal Convergence
The results of the simulations presented so far were found to require further sta-
tistical convergence time in order for the Urms field to become smooth at FLI. In
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this test it is attempted to examine the LES solution in three different periods of
statistical convergence.
Based on the findings of section 7.1.4 the computational mesh has been sim-
plified at the near-field, now having a homogeneous cross-sectional distribution.
This has lead to a reduction of the mesh density throughout the computational do-
main, consequently, allowed to use a larger timestep ∆t = 4×10−5. In this way we
have managed to consider the full length computational domain 0 ≤ X/D ≤ 250
at moderate computational cost. Other numerical parameters used in this study
include: mesh density 3×106 cells, inlet turbulence intensity I = 5%, convergence
criteria 10−4, and SGS modelling by DSM .
The results are plotted in (Fig.A.6). It is observed that simulated time 0.4s
is adequate for an overall good statistical convergence up to X/D = 90. The
RMS field has required longer simulation to converge. In particular, the statistical
solutions of stationsX/D ≥ 120 vary considerably with extending the simulation at
0.9s. Further extension of the simulation seems to be unnecessary as indicated
by the results after 1.2s. These findings are in agreement with the theoretical
estimation of STR = 0.79s which was made in section 5.4.2 using the parameters
of the present setup.
7.1.7 Grid Convergence
A necessary step of CFD investigations is the execution of a “Grid Convergence
Study ”. Increasing the density of the mesh leads in reduction of the discretiza-
tion error, which is an unavoidable drawback of discrete solutions. Particularly,
in LES of small scale anisotropic turbulence, mesh density also affects the SGS
modelling contribution to the predicted turbulent structure. The SGS models em-
ployed in this thesis assume isotropy of the scales smaller than the filter width; the
size of the later being proportional to the volume of the computational cell (refer
to chapter 3 for more details). Hence, mesh independence is harder to approach
in LES than it is in RANS simulations.
The numerical setup used in section 7.1.6 is repeated at this test by homo-
geneously varying the density of the mesh. The three different mesh densities
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examined are 1 × 106, 2.5 × 106 and 5 × 106. The simulated time was higher
than 1s in all cases, in agreement with the findings of section 7.1.6; therefore,
eliminating statistical errors.
The results are presented in (Fig.A.7). The highest deviations of the LES
results from the experimental measurements lie at the near-field. This is expected
considering the simplified (coarse in the near-field) meshing approach employed.
Homogeneous densification of the mesh is observed to reduce the transitional
errors (increased numerical dissipation) in both U and Φ in the near-field X/D ≤
30. However, downstream the three solutions tend to equalize, also recovering the
deviation from the experimental data, an observation agreeing with the discussion
of section 7.1.2.
7.1.8 Pressure Coupling and SGS Modelling
FLUENT supports a variety of pressure coupling algorithms. SIMPLE is the
algorithm selected for the simulations so far. Here, a modification of this algo-
rithm, which affects the evaluation of the pressure correction term (Versteeg &
Malalasekera, 1995) SIMPLEC, is investigated. This modification is expected to
accelerate the solution as SIMPLEC does not require relaxation of the pressure
correction equation; however, the simplification applied at the face flux correction
(Fluent, 2012) requires testing.
Two different simulations are run using the 3 × 106 cells mesh, one using
SIMPLE and one using SIMPLEC, with the rest of the computational param-
eters same as in the previous test. The results presented in (Fig.A.8) indicate
that the two algorithms perform the same in the current problem. The fact that
no gains are observed in terms of computational cost has lead to the decision to
continue the study using SIMPLE.
The simulation is repeated by varying the SGS model. The models tested
are the standard Smagorinsky model (SSM ) with the Smagorinsky coefficient
selected as Cs = 0.17, the dynamic Smagorinsky model (DSM ) where Cs is dy-
namically evaluated, the wall-adapting local eddy-viscosity model (WALE) which
is based on the square of the velocity gradient tensor and has a proper near
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wall behaviour1, and the dynamic kinetic energy model (DKEM ) which accounts
for the transport of the subgrid-scale turbulence kinetic energy. The results of
(Fig.A.9) reveal that DSM and WALE produce similar solutions in the full length
of the computational domain, also being in best agreement with the experimental
data. SSM is weak in anisotropic turbulence. This is confirmed by the results in
sections X/D = 5 and X/D = 15. In particular, the SSM profiles of U and Φ at
X/D = 5 disclose that the jet transition is on an earlier stage than for the other
models. Within the range 5 ≤ X/D ≤ 15 SSM causes the jet to suddenly grow
much faster than the other models. Finally, although DKEM presents similar
behaviour to DSM and WALE for U and Urms, it fails to do so for Φ. In particular,
all plotted stations reveal that Φ decays faster when turbulent mixing is modelled
by DKEM ; however, the information given by FLUENT about the model applica-
tion, as well as its links with the SGS flux, is not adequate in order to justify this
behaviour.
7.1.9 Mesh Isotropy in the Far-Field (Streamwise Resolution)
Conservation of isotropy of the mesh cells, when varying the mesh density, re-
quires proportional variation of the individual resolutions in all three directions.
In section 7.1.4 it was shown that local increase of the mesh resolution leads to
high aspect ratio of the cells in the region of refinement (initial shear layer re-
gion). However, this is only locally occurring as the cell isotropy is recovered
downstream. On the other hand, reducing the mesh resolution in the streamwise
direction while keeping it the same in the lateral ones is a common and rela-
tively simple way to reduce the mesh size, extensively, the computational cost.
However, such a method increases the aspect ratio of the cells, which become
elongated in the streamwise direction.
In this test, isotropy of the computational cells is being investigated with re-
spect to its effect in turbulent mixing. In order to show this we have designed
two meshes, similar to the ones used at the previous studies. The streamwise
1Although there is no wall present in the flow, WALE is tested here as it is planned to be utilized
later for the 3DWJ simulations
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resolution of the first mesh is considerably reduced so that the two dimensional
aspect ratio is high AR2D ∼ 4, with final mesh density 1 × 106 cells. For the sec-
ond mesh the streamwise resolution is thoroughly controlled so that AR2D ∼ 1,
with final mesh density 3× 106 cells. (Fig.7.1) illustrates volume slices of the two
meshes. Other computational parameters are kept the same as in the previous
test. The results are analytically presented in (Fig.A.10). It is observed that al-
though the two meshes produce similar results for U and Urms in the full range
of the computational domain, the situation is different for Φ. In particular, at the
end of transition X/D = 15 a considerably reduced maximum concentration is
observed for the anisotropic mesh results. This deviation is not only conserved
downstream, but it increases continuously.
In order to better investigate the effect of mesh anisotropy, results of U , Urms,
and Φ, corresponding to a single farfield station, X/D = 150, are presented in
(Fig.7.2) for two different studies. In particular (Fig.7.2,bottom) presents the re-
sults obtained at the grid convergence study, where approximately isotropic cells
are ensured throughout the computational volume of all three meshes. The mesh
density has merely caused any effect on Φ, with only a slight under-prediction
for the coarsest mesh, attributed to the increased numerical diffusion. The top
plots of the same figure contain the results of this study at the same station of
the farfield. The Urms plot, on the top-centre, shows that mesh anisotropy affects
the turbulent activity of the streamwise velocity fluctuations. This change of tur-
bulence activity has not significantly affected the jet growth, as revealed by the U
plot on the top-left; however, there is a major effect on the mean passive scalar
concentration Φ as it can be observed at the plot on the top-right. It is therefore,
essential to avoid high aspect ratio cells at free mixing layer regions in order to
ensure realistic simulation of turbulent mixing.
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Figure 7.1: Volume cut of the two meshes participated in the Far-field Mesh
Isotropy study. The isotropic mesh is presented on the left and the anisotropic
mesh on the right.
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7.1.10 Comparison with previous LES
Previous LES of the experiment of (Garry & Holt, 2008) has been performed by
(Dinesh et al., 2009). Their simulations were performed on a well-established
flow simulation code, PUFFIN , originally developed by Kirkpatrick and later ex-
tended by Ranga Dinesh. This code directly computes the temporal evolution of
the largest energy-containing scales of motion in the flow by numerically solv-
ing equations for the spatially filtered mass, momentum, and passive scalar, and
uses model approximations for the effect of unresolved smaller scale mixing. A
2.4× 106 cells mesh was used, with a variable timestepping ensuring CFL < 0.7.
The rest of the numerical setup was similar to the one selected here.
The results of the simulation of Dinesh are compared with present LES for
the medium mesh density of the “Grid Convergence Study ”. Plots are presented
in (Fig.A.11), following a similar format with the previous tests. The two solutions
agree well in terms of mean axial velocity U in the full length of the computational
domain. However, the situation is different for the RMS axial velocity Urms as well
as for the mean passive scalar concentration Φ.
In particular, PUFFINs predictions of Urms are considerably overestimated in
the full range of the computational domain, with this effect increasing with down-
stream distance, where at X/D = 150 the curve pick of PUFFIN becomes dou-
ble the experimental one. On the contrary, present LES under-predicts Urms.
This is, however, justified by the modelled, SGS, part of the turbulent activity, as
well as the numerical diffusion accompanying discrete solutions, also observed
on the U profiles. The lateral extent of the Urms profile of this work agrees well
with the experimental measurements in the farfield2. However it is interesting to
note that turbulent activity of PUFFIN occurs at spanwise extends where pure
free-stream (laminar) flow exists, which is physically unjustified.
Finally, a continuous increment of the relative overestimation of the passive
scalar concentration Φ is observed on the results of PUFFIN , while, in the
same time, the lateral extent of the profiles is narrower that that of U . This
2Near field inaccuracies have been discussed in the previous paragraphs.
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phenomenon was previously observed in the results of study “Far-field Mesh-
Anisotropy ” discussed in section 7.1.9. Observing the three-dimensional flow
visualisations within the report of (Dinesh et al., 2009), it can be seen that the
streamwise expansion of the mesh is high, forming high aspect ratio cells in the
farfield. This is possibly contributing to the behaviour of Φ and Urms of the results
of PUFFIN discussed above.
7.1.11 Comparison with Theoretical Trends
An attempt to modify the analytical trends for the mean flow characteristics of
axisymmetric jets in order to account for the co-flow, was made in chapter 5.
In this way, equation (5.1) was suggested for the theoretical estimation of the
maximum (centreline) mean velocity Um, and equation (5.4) for the mean velocity
half-width z1/2, with varying the streamwise distance from the nozzle exit. These
equations have been used for the estimation of the different time intervals of the
simulation (refer to equation 5.5).
This section aims to validate these theoretical estimations by comparison with
the already validated LES predictions. The LES results of the medium mesh
density of the “Grid Convergence Study” are used here. The results are plotted
in (Fig.7.3). The left plot illustrates the streamwise variation of Um on double
logarithmic axes. The theoretical logarithmic decay agrees well with the LES
solution as an average throughout the computational domain. In particular, the
LES predicted decay is slightly higher in the near-field, and becomes lower in the
farfield. The same decay rate is observed at X/D ≈ 25. (Fig.7.3, right) illustrates
the variation of z1/2 with downstream distance. Similar to Um, the jet expansion
is in a good agreement between theory and LES, with a slight over-prediction of
the LES-predicted jet growth in the near-field and a slight under-prediction in the
farfield.
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Figure 7.3: Comparison of theoretical mean flow characteristics with the corre-
sponding LES predictions. Streamwise centreline velocity distribution (left), and
streamwise variation of velocity half-width (right).
7.2 HIGH SPEED COAXIAL JET
The experiment of (Garry & Holt, 2008), which was used for the LES validations
so far in this chapter, includes a relatively simple setup, with the Reynolds num-
ber being low (Re = 10, 000) and the shape of the nozzle simple (cylindrical).
However, the efflux of a turbofan engine is much more complex. Not only the
Reynolds numbers formed are larger, but the shape of the nozzle from which the
jet issues is highly complicated. In this way, the setup of (Eastwood et al., 2008)
presented in section 6.1.2 is being replicated in order to extend the free-shear
validation tests in more realistic conditions (Re = 300, 000).
7.2.1 An Advanced Technique to Initialize the Solution
For the low Reynolds number simulations performed in the previous studies, a
simplistic method of initialising the solution was selected. Constant velocity and
scalar values were applied throughout the computational domain, while the jet
was left to develop naturally all the way to the outflow plane. Due to the high
Reynolds number of the present setup, however, unrealistic conditions are form-
ing at the beginning of the simulation. This is followed by serious stability issues
and subsequent divergence of the solution.
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In order to overcome this inconvenient situation, an alternative initialization
method is employed. A steady-RANS simulation is initially performed, the results
of which can be used as initial conditions for the large eddy simulation. However,
direct initialization of the LES with a RANS solution is not appropriate due to
the spatially smooth and symmetric nature of the latter. Therefore, the RANS
fields are disturbed by the built-in function of FLUENT “initialize-instantaneous-
velocities”, which eventually forms realistic fields for LES computations to initiate.
(Fig.7.4) illustrates streamwise velocity contours at the end of each one of the
three stages of the simulation. The top image shows the RANS results, charac-
terized by smoothness and axis symmetry. The image in the middle illustrates the
same results after applying the “initialize-instantaneous-velocities” algorithm. Fi-
nally the bottom image shows the statistically steady instantaneous LES results.
Considering the absence of co-flow in the present setup (Uf = 0)3, which has
a great impact to the flow establishment time T0a0 (refer to section 5.4), the above
described technique of solution initialisation has allowed to considerably reduce
this time interval of the simulation.
3in order to improve consistency of the RANS simulation an elementary streamwise velocity
component Uf = 0.5m/s has been included to the numerical setup.
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Figure 7.4: Three stages of the simulation. Converged RANS results (top),
RANS results after initializing instantaneous velocity fields (middle), and LES
instantaneous results (bottom). The contour shows the streamwise velocity com-
ponent.
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7.2.2 Modelling the Nozzle
In order to reduce the complexity of the problem, an attempt to simplify the inlet
boundary is made. In this way, the complex shape of the nozzle is substituted
by a top-hat-like profile for velocity, and a top hat profile for the passive scalar.
During this modification it was ensured that the inflow momentum and velocity
ratios are the same as in the “Nozzle Included” case. Two different realisations
of the “Modelled inlet” setup are made; one without inlet perturbations, and one
with the application of the “spectral synthesizer ” algorithm, which was introduced
at the previous section, setting the intensity of the fluctuations at I = 5%. The
computational domains extend 100D and 50D in the streamwise and lateral di-
rections respectively. Meshing is implemented based on the O-Type approach.
Following the techniques presented in section 4.2.1 to optimize the mesh quality,
the two resulted meshes consist of approximately 2.5 × 106 cells. Other numeri-
cal parameters include: convergence criteria 104, SGS modelling by DSM , and
pressure-velocity coupling by the SIMPLE algorithm. A summary of this test’s
numerical parameters and history of the simulations is presented on table 7.4.
Table 7.4: Variables and History of the Simulations of Study “Modelling the Noz-
zle”.
Case I ∆t Simulated Time
Nozzle Included 0% inlets inside the nozzle 3× 10−6 0.38s
Modelled Inlet 1 0% 3× 10−6 0.10s
Modelled Inlet 2 5% 3× 10−6 0.32s
Instantaneous Flow Considerations
The nozzle modelling procedure is visualized in (Fig.7.5). It is important to clarify
that the modelled inlet is a flat plate, attempting to imitate the multiple jets exiting
the three dimensional nozzle. This means that station X = 0 coincides with the
inlet boundary for the “Modelled inlet” setups, while it lies on the interior of the
computational domain for the “Nozzle Included” case.
146
Validation Tests-1 7.2. HIGH SPEED COAXIAL JET
(Fig.7.5, right) contains three groups of volumetric results at the near-field
−2 ≤ X/D ≤ 10, including contours of pressure, stream-wise-velocity, and pas-
sive scalar concentration at the symmetry plane Z = 0, corresponding to the three
cases tested respectively. The contours of pressure of the “Nozzle Included” case
(group A) highlight the transitional mechanisms. The dipoles of pressure reveal
the initial train of vortices of the external mixing layer and subsequent pairing.
Although the velocity ratio between the by-pass and the core flow is very close to
1, the formation of multiple boundary layers inside the nozzle makes the effects of
the multiple streams strong in the very-near-field. In particular, the velocity con-
tours, presented at the figure underneath, reveals that the multi-steam jet devel-
ops into a uniform turbulent jet after transition is complete at X/D ≈ 5. However,
the appearance of a zero-concentration bubble at X/D = 2, is a clear indicator
of turbulent activity at the inner mixing layer; something that is not clear from the
contours of pressure.
Similarly, the volumetric results of case “Modelled Nozzle 1” are presented
on group B of the same figure. The train of vortices of the external mixing layer
is similar in terms of dimensions, except that in this case the jet growth begins
directly, unlike the “Nozzle Included” case, where there is an initial region within
which the round mixing layers converge inwards to occupy the gap left by the
conical ending of the nozzle. The greatest drawback of the selected modelling
method is seen at the contours of streamwise velocity. Here, the top-hat-like
profile superimposed at the inlet causes the core flow to remain undisturbed up to
the end of the potential core. There are only minor disturbances observed at the
core flow. This is at regions where the helical pairing occurs, causing the flow to
undergo massive expansions and contractions up to the end of the potential core.
Finally, the contours of passive scalar are in close agreement with the “Nozzle
Included” case. Encouraging is the appearance of a small engulfment at the
inner mixing layer at X/D ≈ 2, indicating that it begins to develop disturbances.
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Finally, the results of case “Modelled Nozzle 2”, which is presented on group
C, show the effects of the disturbance of the inlet top-hat-like velocity profile. The
effects of such a flow modification are already present at the pressure field. In par-
ticular, the growth of the Kelvin Helmholtz instability is magnified, having caused
the first pairing to occur more than 0.5D upstream comparing to the undisturbed
case. Furthermore, velocity contours show that the core velocity is significantly
disturbed by the inlet perturbations which are causing the whole jet to oscillate
randomly, already from the “laminar ” part of the jet. This phenomenon was not as
extreme at the single round jet of the previous section, and it is attributed to the
multiple streams of jet, which make the flow more susceptible in loosing stability
under the influence of external, asymmetric, disturbances. Finally, the passive
scalar field reveals that the inlet perturbations contribute to faster decay of the
scalar concentration.
Analysis of Statistical Quantities
So far, the instantaneous picture of the flow at the very near-field −2 ≤ X/D ≤ 10
has been discussed, and general assessment of the results of the three selected
methods has been made. The analysis is now extended to statistical quantities,
including mean and RMS velocities, as well as mean passive scalar concentra-
tions. Experimental data of U and Urms are available at the streamwise stations
X/D = 1, 2, 3, and 5 from (Eastwood et al., 2008). Their work also included high
resolution NLES. In particular, their simulation includes a computational mesh
of 12 × 106 cells, all concentrated at the very near-field, with their analysis being
limited at X/D = 5, and a timestep size as small as ∆t = 3.7× 10−9.
Comparison plots of the results of this work with the experimental data, as well
as with the NLES results of (Eastwood et al., 2008), are presented in (Fig.A.12).
In particular, plot (A.12.a), which refers to the immediate vicinity at the nozzle exit
X/D = 1, confirms the correct definition of the nozzle geometry, as well as the
appropriate specification of the two velocities corresponding to the two streams
exiting the nozzle. The top-hat-like shape of the velocity profiles of the cases
“Modelled Nozzle 1” and “Modelled Nozzle 2” are still observable at this distance
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from the boundary; the span-wise extend of the former being in agreement with
the “Nozzle Included” case, while the inlet perturbations appear to have affected
the growth of the latter, something that was expected following the discussion of
the instantaneous contours of U of (Fig.7.5) made above.
Plot (A.12.b) presents the Urms distribution along R at the same station. The
effects of the relatively low mesh density and large timestep size comparing to
the NLES results of (Eastwood et al., 2008), are visible here. This is, the turbu-
lent activity of the inner mixing layer is highly diffused comparing to Eastwood’s
NLES. An additional factor possibly affecting the disagreement of Urms at this
flow station is a minor modification of the geometry of the nozzle (smoothing the
angle of the cone edge), which was necessary for the local quality of the O-Type
mesh core. No turbulence activity is visible at Urms for the modelled setups. A ho-
mogeneous amplification of the “Modelled Nozzle 2” curve is observed, revealing
the additional turbulence intensity superimposed at the velocity inlet boundary.
Plot (A.12.c) presents the Φ distribution along R at the same station. Although
the study of (Eastwood et al., 2008) did not involve scalar measurements, it is
useful here in order to compare the effects of the nozzle modelling on the down-
stream mixing. In particular, for the “Nozzle Included” setup the pollution coming
out from the inner stream (core jet) has not undergone any turbulence mixing yet
at X/D = 1, because the jet is still laminar. Similar is the situation for case “Mod-
elled Nozzle 1”. However, the additional perturbations of U at the inlet of case
“Modelled Nozzle 2” has forced mixing of the inner stream with the outer, which
is present to the profile of Φ.
The LES predictions of stations X/D = 2 and X/D = 3 are in close agree-
ment with the experimental data and NLES of (Eastwood et al., 2008). There
is also a good agreement in terms of scalar concentrations between the “Noz-
zle Included” and the “Modelled Nozzle 1” cases, the latter being only slightly
under-predicted. However, the results of case “Modelled Nozzle 2” are signifi-
cantly under-predicted, a situation following the early initiation of the core stream
mixing with the bypass stream.
Station X/D = 5 lies at the “braid region”, where small scale anisotropy dom-
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inates. Mesh density, and extensively the contribution of SGS modelling play a
dominant role at the formation of the turbulence structures therein. As expected,
the moderate mesh density and relatively large timestep of the present LES have
caused increased modelling errors at this station as revealed by plots (A.12.j) and
(A.12.k). Although there are no experimental data available further downstream,
the experience of the previous study tells us that these transitional errors are
gradually recovered downstream. It is also observed that the large deviations of
Φ between the simulations of this study are completely recovered in the region
15 ≤ X/D ≤ 30, as revealed by figures (A.12.o) and (A.12.r). This is an additional
factor validating previous statements regarding the recovery of transitional errors.
Conclusions
Concluding, this study has extended the validation of the selected numerical ap-
proach to simulate free-shear jet mixing to a higher Reynolds number, and a
more complex geometry. An additional feature of FLUENT for LES-initialization
has helped overcoming simulation stability issues and achieving reduction of the
computational cost. Finally, modelling (simplifying) the complex inlet was found
to affect the near-field computations, but the solution is gradually becoming inde-
pendent after transition is complete. Therefore, it can be safely decided to use
simple circular jets for the representation of the turbofan engine efflux for the rest
of this work, where the FLI is at the very farfield X/D >> 100.
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Chapter 8
Validation Tests
Part 2: Wall Bounded Jets
The presence of a solid surface in proximity to the path of development of an ax-
isymmetric jet causes major changes to the jet dynamics as discussed in section
1.4.3. Furthermore, LES of wall jets is of higher complexity than their free-shear
counterpart due to the near-wall anisotropic turbulence, which on the one hand
increases the mesh density requirement, and on the other hand it increases the
contribution of physical modelling to the mixing process (refer to section 3.5). Due
to the relatively low values of Reynolds number at the investigated setups it has
been decided to implement pure LES; therefore, not considering the application
of near wall RANS (DES model).
The problem described in section 6.1.3 is used here to perform sensitivity
studies based on a series of numerical and physical parameters. The aim is to
ensure that the numerical solution is consistent and independent of the investi-
gated numerical parameters, as well as to improve understanding of the impact
of certain physical characteristics of the 3DOJ in co-flow. Although the co-flow
magnitude is large Uf
Ub
≈ 22%, not representative of early takeoff conditions, it is
convenient for the implementation of this study as it reduces the computational
cost significantly according to the analysis presented in section 5.4. (Fig.8.1)
presents the history of the simulations performed and the parameters examined.
It also shows the 13 studies that emerge from the simulations.
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Further to the sensitivity studies implemented in this chapter, optimization of
the mesh has also been attempted (discussion in section 4.2.2). Additionally, the
post-processing method has been improved to increase comprehensiveness of
the analysis plots, allowing for universal comparisons to be made between the
results of different simulations.
8.1 POST PROCESSING METHODS
8.1.1 Conventional Post-Processing
Post-processing of the LES results is implemented using the commercial soft-
ware TecPlot 360. The conventional approach follows a similar procedure to the
previous studies. In this way, flow quantities of the LES solution are plotted at
nine different streamwise stations being: X/D = 5, 15, 30, 45, 60, 75, 90, 120
and 150. A substantial difference, however, between the axisymmetric jet and
the 3DOJ is that for the latter the direction of the data extraction is essential.
Therefore, for each station we are extracting two series of data; one along the
vertical direction y = 0, and one along the horizontal one z = 0 (Fig.8.1). The
extracted variables here are the mean x-velocity, the RMS x-velocity, the mean
passive scalar and the RMS passive scalar. In addition to this, profiles of mean
wall-shear are also extracted from the wall surface at the stations corresponding
to the wall jet region as shown in the same figure. An example of the application
of this method is presented in figures (B.1), (B.2), and (B.3). Here, the results of
the cases 5, 6, 9 and 10 are presented as part of the H-Type mesh density study.
It can be observed that there are two different variables representing the passive
scalar concentration in figures (B.1) and (B.2). Following a similar method as in
the previous studies, Φ1 is defined by a homogeneously distributed passive scalar
tracer exiting the circular nozzle with a constant value of Φ1 = 1. On the other
hand, Φ2 is distributed at the top-half of the jet exit cross section, but having the
value of Φ2 = 2. The axisymmetric nature of the jet velocity inlet ensures that the
scalar inflow rate is the same in both cases. (Fig.8.2) illustrates the two methods
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of specification of Φ at the inlet. Additionally, in order to avoid loss of information
at the inlet (especially for coarse meshes) mesh adaptation has been applied at
the first two rows of cells at the inlet boundary. The effect of this process is also
highlighted in (Fig.8.2).
Figure 8.1: Control entities for the conventional post-processing of the 3DWJ .
Figure 8.2: Two different methods of specification of Φ at the nozzle exit (Domain
Inlet). Boundary adaptation is also illustrated.
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8.1.2 Advanced Post-Processing
It can be seen that with the conventional post-processing approach the resulted
group of plots for every study is large. Furthermore, due to the vertical asymmetry
of 3DWJs, the vertical position where the maximum velocity occurs varies with
X. Therefore, the horizontal profiles, which with the conventional approach are
taken at the offset of the nozzle Z = 0, do not always intersect the position of Um
as illustrated in (Fig.8.3). Furthermore, the analysis of the conventional approach
is limited at nine streamwise locations and no information is analysed in between
those stations. On the other hand, the mean flow characteristics of a 3DWJ are
well described by the value of velocity and length scales for a certain streamwise
location. In particular, a 3DOJ involves multiple transitions, which in order to be
observed require a large number of streamwise stations to be analysed. Achiev-
ing such a post-processing detail in the streamwise direction is also expected to
be essential for the results of the final simulations, where obstacles (baffles) lie at
various farfield locations.
For the reasons mentioned above, it has been decided to apply a more so-
phisticated post-processing method utilizing the TecPlot scripting language (refer
to Appendix G.2 for the code). In this way, the three-dimensional computational
domain is subdivided into a user-defined number of two-dimensional, constant X,
sections; i.e. in steps of 1D (Fig.8.3). Then, a vertical row of data is extracted at
Y = 0 (symmetry line) on each section and is analysed separately.
In a first place the local maximum velocity Um, the maximum pollution concen-
tration Φm, and their vertical positions above the ground are calculated. Next, the
vertical position where the half-mixing velocity U0.5 =
Um−Uf
2
occurs is calculated.
This height is also referred to as the “vertical velocity half-width” z1/2. Similarly,
the vertical position where the half-mixing concentration Φ0.5 = Φm/2 occurs is
calculated. This height is referred to as the “vertical concentration half-width”
z1/2Φ. A horizontal row of data is then extracted at z1/2 and the same process is
repeated horizontally calculating the values of the horizontal half-widths y1/2 and
y1/2Φ of the velocity and the concentration respectively.
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The value and position of the maxima is calculated by a 2nd order polynomial
interpolation applied at the three grid points of the one dimensional row of data
surrounding the imminent peak, rather than keeping the information of the cell
with the maximum value. Similarly, a linear two point interpolation is performed
to locate the half-widths. The interpolations performed are essential in order to
ensure mesh independence of the post-processing method.
Data output of the advanced post-processing method is presented in eight
plots. The results of Case-15 are used in order to explain these plots. The first
two plots illustrated in (Fig.8.4) show the streamwise evolution of Um and Φm.
The results are plotted in double logarithmic axes. It can be observed that there
are two different transitions taking place. The first one is the typical transition to
turbulence T1, which in this numerical setup occurs before the jet attaches to the
ground. The second transition T2 is that from the free round jet to a fully developed
3DWJ . Due to the strong co-flow of the present case setup the jet appears to be
still developing towards a 3DWJ in the investigated range.
Streamwise evolution of the vertical positions of Um and Φm is presented in
(Fig.8.5). At the top plot it can be observed that Um initially descends in the range
X/D < 60. After this position the jet is fully attached and begins to develop into
its self-similar state, and while growing, the position of Um also rises. Similar is
the situation for the position of Φm. The only difference here is that, after the
jet attaches completely on the ground, the maximum concentration Φm is formed
at the lowest level. The flow dynamics of the 3DWJ contribute so that mixing
intensity on the ground, near the symmetry plane, is low. This can be understood
by observing the coherent structure model of (Namgyal & Hall, 2013) shown in
(Fig.1.17). In addition to the curves, the plots of (Fig.8.5) include two-dimensional
contours of the examined quantities in order to improve understanding of the data
calculation method.
A similar format is used at the plots of (Fig.8.6) illustrating the streamwise
evolution of the vertical and horizontal velocity half-width, z1/2 and y1/2. Although
the jet is still developing towards its self-similar state, the high lateral growth rate,
comparing to the vertical one, is already present. The passive scalars half-widths
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are not presented in this explanatory format. It has to be noted that, particularly
for the explanation plots, Z = 0 is set on the ground. In the actual plots of the
sensitivity analysis, which are presented on Appendix C, Z = 0 is set at the nozzle
offset h.
Figure 8.4: Explanation of the plots of maximum velocity and scalar streamwise
evolution. The curves are plotted in double logarithmic axes.
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Figure 8.5: Explanation of the plots of streamwise evolution of the position of
maximum velocity and passive scalar. Two-dimensional contours of the examined
quantities are superimposed in the plot areas to improve understanding of the
post-processing method.
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Figure 8.6: Explanation of the plots of streamwise evolution of the vertical and
horizontal half-widths. Two-dimensional velocity contours are superimposed in
the plot areas to improve understanding of the post-processing method.
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8.2 ANALYSIS OF THE RESULTS
This section discusses the results of the sensitivity studies which appear in table
8.1; the number of cases participating in each study, as well as the setup pa-
rameters, are included therein. The complete set of comparison plots is located
separately in Appendices B and C.
8.2.1 Study Nr.1: SGS Modelling (H-Type)
The FLUENT package supplies several models for the approximation of the SGS
turbulent stresses of the LES algorithm. The majority of these models have been
already tested against experimental data at the free-shear validation tests in pre-
vious chapter. The outcome was that the dynamic models are more accurate
in the transitional jet. Differences on the fully turbulent regime were infinitesimal
between different models. The dominant model, DSM , is now compared with
WALE, a model based on the square of the velocity gradient tensor, which is
oriented for wall-bounded flows. The aim is to ensure that near-wall mixing is
not susceptible to major changes due to different SGS modelling. The numerical
parameters of the simulations participating to this study are summarized on table
8.1.
In figures (C.1.a) and (C.1.b) it is observed that the streamwise distribution of
Um and Φm is identically predicted by the two models. Similar is the situation for
the streamwise evolution of the vertical positions above the ground where these
two values occur as it can be observed in figures (C.1.c,d). The vertical half-
widths for velocity z1/2 and concentration z1/2Φ are presented in figures (C.1.e) and
(C.1.f) respectively. It can be observed that z1/2Φ still descends in the investigated
streamwise range, which is a clear indicator that the 3DWJ has not become
self-similar in terms of Φ. Both z1/2 and z1/2Φ are observed to descent faster for
DSM comparing to WALE in the examined range. The horizontal half-widths
are similarly presented in figures (C.1.g,h). What appears here is a measure
of the lateral extent of the jet, which both SGS models have similarly predicted.
In particular, y1/2 is slightly shorter for WALE and y1/2Φ is identical for the two
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models. It has to be reminded that the offset where the horizontal profiles are
extracted is variable (refer to section 8.1.2).
The two models examined use different philosophy near the wall. On the other
hand, the simulations of this test have been performed on a 1 × 106 cells H-Type
mesh with y+ ≈ 30. It means that, during these simulations the part of the solution
that depends on the near-wall model approximations is large. For this reason, the
test is being repeated with a dense O-Type mesh and the results are discussed in
section 8.2.10. Meanwhile, WALE is selected for the following sensitivity tests.
8.2.2 Study Nr.2: Convergence Criteria
As explained in section 3.1 the convergence of the solution is achieved through an
iterative process for every timestep. Each iteration attempts to reduce predefined
criteria, which represent the residual error of the solved equations. The speed of
convergence depends on several parameters, such as the quality of the mesh,
which can be improved pre-processing, and the complexity of the problem. The
main factor determining the complexity here is the utilisation of the structured
meshing approach. The large variation of the CFL condition with downstream
distance is unavoidable with this meshing approach. The CFL streamwise distri-
bution of a typical simulation of this work is shown in (Fig.8.7). It can be seen that
the suggested, for LES, CFL < 1 is not possible to achieve universally. Such an
attempt would require very small timestep size. On the other hand, the residual
error reported by the solver represents an average of the entire computational do-
main. Therefore, the influence of the convergence criteria to the final solution is
not expected to be homogeneous. The free-shear validation tests (refer to chap-
ter 7) showed that the computational cost difference between the convergence
criteria values 10−3 and 10−4 is not significant. It also showed that the value 10−5
brings about an essential increase at the cost, however, not significantly improv-
ing the solution; therefore the value 10−4 was selected.
In this test it is attempted to validate these findings of the free-shear validation
test, in the presence of the wall. Of course, the value 10−3 is excluded as there
is no significant gain in terms of computational cost following its application. The
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Figure 8.7: Typical streamwise variation of Courant-number in this study.
numerical setup of the previous study is repeated, this time varying the value of
the convergence criterion for pressure, momentum, and passive scalar. In the first
case, all three parameters are set to the value 10−4 and in the second case to the
value 10−5. The complete numerical parameters of the simulations participating
to this study are summarized on table 8.1.
In figures (C.2.a) and (C.2.b), the streamwise variations of Um and Φm reveal
that the less accurate case 10−4 accelerates the transition process, something
that was not straightforward to observe at the results of chapter 7, where the con-
ventional post-processing approach was used. However, as discussed therein,
the transitional errors are gradually recovered downstream for both the velocity
and the passive scalar fields. The streamwise variation of the vertical position of
Um and Φm is plotted in figures (C.2.c) and (C.2.d) respectively. It is observed
that the convergence criteria did not influence the position of the maximums ei-
ther. The only difference between the two cases is again the transitional shift,
corresponding to the accelerated transition of the lower accuracy case. Neverthe-
less, the farfield predictions are identical. Finally, comparison of the streamwise
variation of the vertical and horizontal velocity and concentration half-widths is
presented in figures (C.2.e-h). The differences are very small and suggest that
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the growth of these scales is independent of the convergence criteria below a
certain level (e.g 10−4). Agreeing with the conclusions of the free shear validation
tests it is suggested that reducing the jet-inlet turbulence-intensity will affect the
solution in the opposite way than the increment of the convergence criteria. The
acceleration of the transition can be avoided in this way.
8.2.3 Study Nr.3: Non-Dimensional Wall Distance (y+)
The non-dimensional wall-distance y+ is a measure of the near-wall resolution of
the mesh and is given by:
y+ =
uτδZ
ν
(8.1)
where uτ is the local friction velocity, δZ is the vertical distance of the first adjacent
cell above the solid surface and ν is the local kinematic viscosity. Since viscosity
is constant in the present problem, the value of y+ is affected only by uτ and δZ.
It has to be clarified that the coordinate system used at this work has Y in the
lateral and Z in the normal direction. However, the term y+ is used instead of
z+ as it is a well established term in the literature for the non-dimensional wall
distance.
As presented in section 3.5, FLUENT near-wall modelling uses different ways
to model the wall shear stress at flow regions of different y+. However, the na-
ture of LES suggests that U varies both spatially and transiently; therefore, the
value of y+ is not constant in time at certain locations where turbulent flow exists.
Furthermore, the value of δZ is neither a constant throughout the computational
domain, but it increases downstream following the vertical expansion of the jet.
For this reason, parametrising the value of y+ is not a straightforward task; it is
instead defined as an approximate maximum value at the 3DWJ farfield.
Three different simulations have been performed in order to assess the be-
haviour of the solution for different values of y+. (Fig.8.8) illustrates the y+ distri-
bution on the wall boundary of the computational domain, for the three different
cases compared in this study. In Case 2 it can be seen that the value of y+ is on
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average less than 30. Similarly, Case 4 and Case 5 have y+ less than 3 and y+
less than 1 respectively. The complete numerical parameters of the simulations
participating to this study are summarized on table 8.1. (Fig.8.9) is a repetition of
(Fig.8.8), but now the explicit influence of the mesh is removed and the calculated
wall-shear is illustrated for all three simulations.
The contradiction made here shows that for very large values of y+ the shape
of the turbulent structures reflected on the wall surface is not realistic. However,
decreasing the value of y+ at the level of y+ ≤ 3, the presence of the stream-
wise “horseshoe-like” vortices is clearly visualised on the wall surface. Further
decrease of y+ improves further the reproduction of this flow characteristic.
Although the two-dimensional results of figures (8.8) and (8.9) reveal the su-
periority of y+ ≤ 1, the advanced post-processing method is necessary in order
to make robust comparisons of the interior flow. In figures (C.3.a) and (C.3.b), the
streamwise variations of Um and Φm are presented respectively. In the near-field,
when the jet is still away from the ground, all three cases behave the same. How-
ever, as soon as the jet has reattached, low values of y+ lead to lower velocity and
concentration decay. This can be attributed to the increased local mesh density
following the reduction of δZ, which brings about reduced numerical diffusion and
reduced contribution of the SGS model (WALE) to the solution. The streamwise
variation of the vertical location of Um and Φm is plotted in figures (C.3.c) and
(C.3.d). The differences observed in the position of Φm are infinitesimal; however,
the case with the large y+ has failed to predict the position of Um and the error
is more than 50%. Comparison of the streamwise variation of the vertical velocity
and concentration half-widths is presented in figures (C.3.e-f). Again, the largest
deviations appear for y+ ≤ 30 while the results of y+ ≤ 3 and y+ ≤ 1 are compara-
ble. Finally, the streamwise variation of the horizontal velocity and concentration
half-width is presented in figures (C.3.g-h). There is a trend observed for the hor-
izontal scales to increase with reducing the value of y+. This is in contradiction
with the contours of wall-shear of (Fig.8.9), suggesting that simple observation
of the contours may lead to incorrect conclusions, while the application of the
advanced post-processing method provides clear trends.
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Figure 8.8: y+ distribution along the solid boundary of the computational domain.
Comparison between snapshots of three different cases. H-Type meshing is used
for this study.
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Figure 8.9: Wall-shear distribution along the solid boundary of the computational
domain. Comparison between snapshots of three different cases. H-Type mesh-
ing used for this study.
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It can be concluded that for large values of y+, when the influence of the near
wall modelling increases, the turbulent mechanisms responsible for flattening the
shape of the three-dimensional wall-jet, are underestimated. This causes the jet
to spread faster in the vertical direction and drop the value of Um.
8.2.4 Study Nr.4: Temporal Resolution
The present test is a repetition of the test “Timestep Size” of the free-shear val-
idation tests presented in sub-section 7.1.3. Here, it is attempted to investigate
the influence of the temporal resolution on the mean flow characteristics of a
3DOJ by application of the advanced post-processing method described in sec-
tion 8.1.2. Two different values of timestep size investigated are ∆t = 1.5 × 10−4
and ∆t = 0.85× 10−4. The numerical parameters of the simulations participating
to this study are summarized on table 8.1.
Streamwise evolution of the vertical positions of Um and Φm is presented in fig-
ures (C.4.a,b). It can be observed that both variables are similarly predicted with
the two timestep sizes. The descending of Um and Φm at the reattaching region
is sharper with the smaller timestep size as observed in figures (C.4.c,d). How-
ever, the farfield predictions are similar between the two cases. Finally, figures
(C.4.e,h) reveal that there is a slight over-prediction of the vertical half-widths and
an under-prediction of the horizontal ones when a large timestep size is selected.
It has to be considered that the coarse H-Type mesh has been used for the
two simulations of this study, where large values of y+ form at the wall boundary.
Based on the findings of the previous test it can be claimed that the near wall
modelling contribution was large in these simulations, therefore, it is possible that
the effects observed here are magnified because of the mesh.
8.2.5 Study Nr.5: Inlet Ground Boundary Layer (H-Type)
So far the simulations include a homogeneous co-flow Uf = 5m/s at the velocity
inlet boundary. However, this is an unrealistic condition since it does not take
into account the natural boundary layer formation, unavoidable when the no-slip
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condition is selected on the adjacent boundaries, which is the case here. Of
course, the improper specification of Uf at the inlet has been handled by the
solver, with the solution having converged, and a BL having gradually developed
downstream. In this test it is attempted to incorporate a realistic near-wall gradient
of the inlet velocity profile and examine the effects on the mean flow characteris-
tics by the application of the advanced post-processing method. The numerical
parameters of the simulations participating to this study are summarized on table
8.1.
Figure 8.10: Contours of streamwise velocity at the inlet plane. Case 7 (Not-
Included BL) on the left, and Case 8 (Included BL) on the right. H-Type mesh-
lines are included.
(Fig.8.10) presents contours of instantaneous steam-wise velocity on the inlet
plane. The left of the figure shows the homogeneous co-flow velocity inlet, and
the right one shows the inlet including a velocity gradient near the wall. The co-
flow velocity is described by the 1/7 wind profile power law relationship:
Uf
Ur
=
(
Z
Zr
)(1/7)
(6.1)
where the control velocity Ur, and control height Zr of equation (6.1) have
been adjusted to the values of 5m/s and 0.012m respectively.
Streamwise evolution of Um and Φm is presented in figures (C.5.a,b). It can
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be observed that inclusion of the BL causes the velocity to decay faster in the
farfield. Of course this is expected due to the low values of Uf close to the wall,
where the Um forms. However, Φm have not been significantly affected. The
vertical position where Um and Φm occur is plotted along the streamwise direction
in figures (C.5.c,d) respectively. A considerable deviation of the position of Um
is observed. This implies that the absolute jet velocity Um is more effective than
the co-flow velocity ratio Uf/Um to the vertical position of Um. In other words,
the inclusion of the BL at the inlet has mainly affected the position of Um by
increasing its decay rate; therefore, reducing the wall forces flattening the jet.
Finally, the velocity and concentration half-widths presented in figures (C.5.e-h)
appear to grow slightly faster when the inlet BL is included. This is attributed to
the relatively lower value of Uf close to the ground, where the 3DWJ develops,
which according to equation (5.4) is highly responsible for the growth of these
scales.
8.2.6 Study Nr.6: H-Type Mesh Density
A necessary test to ensure validity of the simulations is the grid convergence
study. It is desirable that the selected mesh density is high enough so that the
final solution is closely independent from the computational mesh resolution. The
H-Type meshing approach has been applied so far at this chapter. Here, four
different mesh densities of the H-Type mesh are compared. The four meshes
consist of 106, 1.6× 106, 5× 106, and 7× 106 cells respectively. The complete nu-
merical parameters of the simulations participating to this study are summarized
on table 8.1.
Results of the conventional post-processing approach are presented in figures
(B.1), (B.2), and (B.3). An overall close agreement is observed at the velocity and
concentration profiles in the full streamwise range examined. As far as the bound-
ary definition of Φ is concerned, the results presented in figures (B.1) and (B.2)
verify that the distribution of the pollution within the 3DWJ region is independent
of the pollution inhomogeneity at the nozzle exit. Due to the low number of cells
containing the scalar information at the near-field for Φ2 it was possible to en-
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counter loss of information due to numerical diffusion. However, both U and Urms
of figures (B.1) and (B.2) are converging to the same solution before X/D = 60
indicating that this effect is very small. Finally, in close agreement are the wall-
shear profiles for all the mesh densities examined, as presented in (Fig.B.3). The
only difference observed here is an increase of the streamwise mean wall-shear
τx with increasing the mesh density. This, however, is attributed to the large y+
values of the coarse meshes.
Results of the advanced post-processing method are presented in (Fig.C.6).
The streamwise evolution of Um and Φm, illustrated in figures (C.6.a,b), reveals
that the lower the mesh density the higher the decay rate of both quantities. How-
ever, the differences between the 5×106 and 7×106 cells meshes are infinitesimal,
indicating that the solution converges with mesh density. This statement is sup-
ported by the vertical positions of Um and Φm in figures (C.6.c,d), where again the
LES predictions converge with increasing the mesh density. A large scattering
of the LES predictions is observed to the velocity half-widths in figures (C.6.e-
h). The reason is that the H-Type meshing approach does not offer adequate
control to the mesh densification process, therefore, the added cells are not uni-
formly distributed in the jet developing volume. Furthermore, a large part of the
added cells is unavoidably consumed in regions of the mesh surrounding the jet
development. Therefore, at this stage of the study it is decided to change the
meshing approach and develop the modified O-Type meshing for the simulation
of the 3DWJ , as presented and discussed in section 4.2.2.
8.2.7 Study Nr.7: H-Type Vs O-Type Meshing
The present paragraph highlights the advantages following the application of the
O-Type meshing approach for the simulation of the 3DOJ . (Fig.8.11) illustrates
contours of streamwise velocity at the cross-section X/D = 45 for two different
mesh densities of each meshing approach. The red lines highlighting the con-
tours of half-velocity U0.5 and co-flow velocity Uf are taken from case 15 (densest
O-Type mesh). Additionally, the H-Type mesh results (top images) do not include
the inlet BL while the O-Type ones (bottom images) do, therefore the results dif-
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fer close to the ground. It is observed that the O-Type meshing approach offers
Figure 8.11: Computational mesh of cross-section X/D = 45 for four different
meshes. Contours of U are colouring the planes. The red lines highlighting the
half-velocity U0.5 as well as the co-flow velocity Uf are taken from case 15.
higher homogeneity of the cell sizes within the jet-developing region, while it al-
lows for a considerable reduction of the number of cells away from the jet. On
the other hand, the H-Type mesh is not flexible to concentrate the cells at the jet-
region, therefore, high mesh resolution lies at regions surrounding the jet. Con-
sequently mesh densification with the H-Type meshing approach requires a high
percentage of the added cells to be consumed to the surrounding regions, while
the O-Type densification of the mesh is more efficient. A quantitative view of the
above statement is given in table 8.2. The computational domain of all participat-
ing meshes is of similar volume. The number of cross-sectional cells describing
the jet is considerably larger with the O-Type meshing approach comparing to
H-Type. Additionally, this number increases more effectively with increasing the
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Table 8.2: Parametrization of the cross sectional cell distribution for the computa-
tional meshes used at the wall bounded validation tests.
mesh density (or mesh size), when O-Type meshing is used. Finally, due to the
increased mesh isotropy within the jet region of the O-Type approach it can be
observed that the individual mesh dimensions are increasing proportionally to the
mesh density, which is not the case for the H-Type meshing approach1. It has to
be mentioned that mesh homogeneity is possible to be achieved with the H-Type
approach by certain block subdivision of the volume, however, it is not possible to
avoid the large number of cells at the jet-surrounding area. The numerical param-
eters of the simulations participating to this study are summarized on table 8.1.
(Fig.C.7) compares the results of two meshes of equal density designed with
the two different approaches. In particular, the first mesh has been designed with
H-Type meshing and consists of 1 × 106 cells (coarsest H-Type mesh). On the
other hand, the second mesh has been designed with the O-Type meshing ap-
proach, also consisting of 1 × 106 cells (intermediate O-Type mesh). The results
of the two meshes are similar for the full set of examined mean flow characteris-
tics. Noteworthy is the smoother shape of the streamwise evolution of the vertical
position of Um with the O-Type approach. However, a better view of the direct
advantages of the O-Type meshing approach, with respect to the LES solution,
1the individual mesh dimensions are calculated within the contours of U0.5 and Uf at X/D = 45
for case 15 (red-lines in figure (8.11).
175
Apostolos Spanelis − PhD Thesis Chapter 8
is going to be obtained by the repetition of three of the above validation tests in
the following paragraphs.
8.2.8 Study Nr.8: O-Type Mesh Density
The H-Type mesh density study in section 8.2.6 presented a large scattering of
the comparison plots, not making it possible to observe whether grid convergence
occurs in all mean-flow characteristics. In this test the results of four different
mesh densities are compared. The four meshes consist of 0.38×106, 1×106, 2.5×
106, and 7×106 cells respectively. Each mesh densification has been attempted to
be as proportional as possible with the previous one, by a factor of approximately
2.5. The coarsest mesh here has been designed with 0.38×106 cells and consists
of about 20 times less cells than the densest mesh which has been designed with
7× 106 cells. The complete numerical parameters of the simulations participating
to this study are summarized on table 8.1.
Results of the advanced post-processing are presented in (Fig.C.8). In par-
ticular, the streamwise evolution of Um and Φm, illustrated in figures (C.8.a,b), re-
veals that the lower the mesh density the higher the decay rate of both quantities,
in agreement with the H-Type mesh density test in section 8.2.6. The differences
between the results of the 2.5 and the 7 million cells meshes are infinitesimal,
indicating that the solution is nearly independent of the mesh resolution. This
statement is supported by the vertical positions of Um and Φm in figures (C.8.c,d),
where again the LES predictions tend to converge with increasing the mesh den-
sity. LES predictions of the vertical half-widths for velocity and concentration in
figures (C.8.e,f) are very close for all mesh densities.
The horizontal velocity half-width y1/2, in (Fig.C.8.g) tends to converge reg-
ularly with increasing the mesh density. However, the horizontal concentration
half-width y1/2Φ, in (Fig.C.8.h) follows a more irregular pattern. This, however, is
attributed to the varying offset of the extraction of the horizontal profiles, which ac-
cording to the definition of the advanced post-processing method is implemented
at the variable Z = z1/2. According to (Fig.C.8.c) there is a significant variation
of z1/2 with varying the mesh density, especially for the densest mesh of 7 × 106
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cells.
8.2.9 Study Nr.9: Inlet Ground Boundary Layer (O-Type)
The present test is a repetition of study Nr.5. Here an O-Type mesh, with the
same density as in the H-Type realization of the test (1 × 106 cells), is used.
(Fig.8.12) is a repetition of (Fig.8.10) presenting contours of instantaneous steam-
wise velocity on the inlet plane of the O-Type mesh. The left of the figure shows
the homogeneous co-flow velocity inlet, and the right one shows the inlet including
a velocity gradient near the wall. The co-flow velocity is described by the 1/7 wind
profile power law relationship (refer to equation 6.1).
Figure 8.12: Contours of streamwise velocity at the inlet plane. Case 13 (Not-
Included BL) on the left, and Case 12 (Included BL) on the right. O-Type mesh-
lines are included.
There are minor differences between the results of the advanced post pro-
cessing of this test and the ones of study Nr.5. A noteworthy difference is the
streamwise evolution of the vertical position of Um which is illustrated in (Fig.C.9.c).
In particular, the O-Type approach has predicted smaller offset difference be-
tween the included and non-included BL cases than the H-Type approach did.
Figures (C.9.e,g) reveal that although the vertical position of Um is higher for the
includedBL case, both velocity half-widths z1/2 and y1/2 are smaller. This tells that
although the free-stream co-flow velocity is the same in the two cases Uf = 5m/s,
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the reduced velocity near the wall due to the formation of BL causes the jet to de-
celerate faster and to also develop faster into a self-similar state. Recall that the
horizontal to vertical growth rate ratio of a self-similar 3DWJ is extremely large
(refer to section 1.4.3). Finally, although the velocity scales appear to have been
affected by the inclusion of the BL at the inlet, the effects observed to the con-
centration half-widths z1/2Φ and y1/2Φ, are smaller as revealed by figures (C.9.f,h).
8.2.10 Study Nr.10: SGS Modelling (O-Type)
The present test is a repetition of study Nr.1. The value of the non-dimensional
wall-distance of study Nr.1 was large y+ ≤ 30 adding uncertainty to the test ac-
cording to the findings of section 8.2.3. This study includes y+ ≤ 1. Additionally,
the inlet ground BL was not included in study Nr.1, while here it is included. Fi-
nally, the mesh density of the H-Type mesh was 1×106 cells. Here a dense O-Type
mesh is used consisting of 7 × 106 cells. The complete numerical parameters of
the simulations participating to this study are summarized on table 8.1.
Comparison plots of the advanced post-processing are presented in figures
(C.10.a-h). It can be observed that the LES predictions of the mean flow charac-
teristics do not vary at all with the two different SGS models tested. Additionally,
neither the computational cost was observed varying.
The WALE model is selected for the implementation of the wall-bounded sim-
ulations of this thesis.
8.2.11 Studies Nr.11-13: Physical Effects
Co-flow Effect
Co-flow velocity, representative of a head-wind configuration at central airports,
normally corresponds to much lower velocity ratio Uf/Ub << 0.22. Before carrying
on with the implementation of the actual numerical experiments of this thesis,
study Nr.11 aims to identify numerical issues of such a case modification. In this
way, the co-flow velocity of the present setup has been gradually reduced and two
additional simulations have been performed with Uf/Ub ≈ 0.13 and Uf/Ub ≈ 0.04.
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In order secure mesh independence the same computational mesh has been
used for all three studies of this test.
The LES results of the three cases are compared by means of the advanced
post-processing method, and the comparison plots are presented in figures(C.11.a-
h) . (Fig.C.11.a) illustrates the streamwise evolution of Um. It is observed that
reducing the value of Uf leads to an earlier transition to turbulence. Additionally,
the larger velocity difference across the initial mixing layer Ub − Uf , which is the
case for low values of Uf , enhances the local turbulent activity, consequently, in-
creases the local growth rate, and extensively the peripheral suction forces caus-
ing the Coandaˇ effect. For this reason low values of Uf are characterized by
earlier reattachment as indicated by the vertical position of Um in (Fig.C.11.c).
Similar observations are made for the streamwise evolution of Φm and its vertical
position in figures (C.11.b) and (C.11.d) respectively. The reattachment length be-
comes significantly shorter with reducing the velocity ratio. This is well observed
in figures (C.11.a,c). In particular, the original setup with Uf/Ub ≈ 0.22 results at a
reattachment length ≈ 35D. This length reduces to ≈ 20D for Uf/Ub ≈ 0.13, and
to ≈ 5D for Uf/Ub ≈ 0.04.
Jet reattachment is followed by the transition towards a self-similar 3DWJ2 as
schematically illustrated in (Fig.1.18). The original setup, where Uf/Ub ≈ 0.22,
has already been analysed in previous sections and the jet does not achieve
self-similarity in the investigated range (refer to figures 8.4, 8.5, and 8.6). The
intermediate co-flow velocity ratio Uf/Ub ≈ 0.13 causes that the mean velocity
length scales obtain a closely linear increasing rate; however, self-similarity is not
clear. The vertical concentration half-width y1/2Φ still descends at the end of the
computational domainX/D = 170. Finally, further reduction of the co-flow velocity
ratio to Uf/Ub ≈ 0.04 allows for the jet to develop in self-similarity, at X/D ≈ 70. It
is made clear that in the present discussion the self-similarity origin is defined at
the position where the vertical half-widths begin to increase in a regular pattern3.
2Self-similarity of 3DWJs has not been tested in a co-flow configuration in the reviewed lit-
erature. It is possible that the co-flow is a restricting parameter for self-similarity to occur. It is
believed by the author that for low values of Uf a high level of self-similarity is expected in the
investigated streamwise range.
3in the absence of co-flow it would be linear growth according to theory, while in the presence of
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It is noted that the jet growth rates of case Uf/Ub ≈ 0.04 were very large, re-
sulting to jet boundary interactions at X/D ≈ 70. The O-Type mesh configuration
is appropriate for such a flow as explained in 4.2.2. Therefore, the actual nu-
merical experiments of the next chapter are performed at a hybrid H-Type/O-Type
mesh, presented in (Fig.4.12).
Wall Effect
The 3DOJ setup is a repetition of the low speed free-shear axisymmetric jet which
has already been simulated in the free-shear validation tests (refer to section 7.1).
It is interesting to contrast the mean flow characteristics of the two cases in order
to, first of all, extend the advanced post-processing method to the axisymmetric
jet results, also, observe the effects on the jet mean flow characteristics due to
the presence of the solid boundary.
Comparison plots can be found in figures (C.12.a-h). The centreline velocity
decay Um is only slightly affected by the presence of the wall (Fig.C.12.a) and the
differences are limited to the reattachment region. However, this is not the case
for the maximum passive scalar concentration Φm, in which case (Fig.C.12.b), the
decay rate of Φm drops considerably as soon as the jet reattaches. It is known,
however, from the previous study that this “delay ” of the concentration decay is
related to the reattachment of the jet.
Theoretically, the vertical positions of Um and Φm are encountered at y, z = 0
for the axisymmetric jet. Slight deviation of these curves, of order < 0.2D, is
observed in figures (C.12.c,d). This deviation is not generally related to the error
of the advanced post-processing method. On the contrary, it is attributed to the
effect of mesh expansion to the numerical interpolation performed to calculate
the imminent profile’s peak and its position. Consider that the size of a cell lying
at the axisymmetric jet centreline in the farfield is of order 1D, while the vertical
dimension of a cell lying at the offset where Um occurs is more than one decade
smaller.
co-flow it would be described by asymptotically reducing growth rates as drawn in the theoretical
analysis of this work and illustrated in (Fig.5.2).
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With regards to the vertical and horizontal velocity and concentration half-
widths, figures (C.12.e-h) illustrate the flattening of the jet after it has attached to
the wall. In particular, the near-field (0 ≤ X/D ≤ 40) expansion of the 3DOJ is
quite similar to the one of the axisymmetric jet in both directions. However, after
the reattachment point, Xrp ≈ 40D, the vertical half-widths are getting smaller,
while the horizontal ones are getting magnified comparing to the ones of the
axisymmetric jet. Flattening of the concentration half-widths is more intense than
that of the velocity ones.
(Fig.8.13) illustrates contours of Φ = 6.5% for three different cases, including
the axisymmetric jet in strong co-flow (blue colour), the 3DOJ in strong co flow
(red colour), and the 3DOJ in reduced co flow (green colour). It is observed that
the presence of the wall causes the pollution to concentrate and develop close to
it, considerably delaying the dispersion process. Additionally, reduction of the co-
flow speed accelerates mixing, therefore, the jet spreads faster, and the pollution
disperses earlier.
Three-Dimensionality Effect
In the previous test, direct comparisons between the axisymmetric jet and the
3DOJ were performed. In a similar way, this study compares the 3DOJ with its
two dimensional counterpart. A plane jet with infinite span and vertical description
identical to the diametrical description of the slow round jet used at this setup,
is simulated. Symmetry condition is set to the lateral boundaries, and the jet
offset h = 2.5D has been reduced to h = 0.5D in order to ease the near-field
computations.
Results of the advanced post-processing are presented in (Fig.C.13). In par-
ticular, the streamwise evolution of Um and Φm are illustrated in figures (C.13.a,b).
Both plots reveal that the length of transition to turbulence of the plane jet is about
double that of the 3DOJ . The decay rates of Um and Φm are both smaller for the
two-dimensional jet, which is explained by the single mixing layer apparent. Fi-
nally, the vertical length scales of figures (C.13.c-e) reveal that besides the iden-
tical co-flow velocity of the two cases Uf = 5m/s, the plane jet has early obtained
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a self-similar behaviour at X/D ≈ 35, while, as previously discussed, the 3DOJ
is still developing at X/D = 170.
Conclusions
A modification to the free-round jet setup of (Garry & Holt, 2008) has been made
in order to carry out the wall bounded validation tests of this chapter. The main
target of this study was to parametrically observe the response of certain solution
variables to a set of selected numerical and physical parameters, therefore, lack
of experimental data for direct cross-validation of the numerical predictions does
not reduce credibility of this study. Repetition of the near-field accuracy tests of
the free shear validation tests was observed to behave in a similar pattern as in
free-shear validation tests, most importantly indicating that errors obtained in the
transitional regime are quickly recovered suggesting independence of the solution
in the farfield. An additional finding of this study was the importance of univer-
sally adjusted low values of the non-dimensional wall-distance (y+ ≈ 1). Apart
from the immediate effects in near-wall region, high values of y+ have been ob-
served to affect both the mean velocity and concentration characteristics. Further
to the numerical parameters, the effect of three physical parameters has been as-
sessed, including the co-flow velocity, the wall effect and the three dimensionality
of the plume. From these tests it has been observed that the dispersion of the
pollution reduces significantly by increasing the co-flow velocity and reduces even
further when the plume attaches to a solid surface, while the three dimensionality
of the plume increases the rate of mixing, agreeing with the reviewed literature.
The necessity to develop a post-processing code which calculates the stream-
wise evolution of the mean velocity and mean concentration characteristics, by
performing volumetric analysis of the three-dimensional solutions, was realised
during this study. This is expected to reduce considerably the post-processing
effort for the analysis of the complete setup results which follows.
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Chapter 9
Baffle Validation
This chapter is dedicated to the validation of the selected approach achieving
momentum reduction of the plume in order to accelerate its lift-off and extensively
the dispersion of the pollution. Initial investigations of the baffle inclusion in the
path of the 3DWJ development, and primary validations of the proposed model,
DRAMBI (refer to section 4.3 for description of the model), are carried out based
on low resolution drag-force and pollution concentration measurements in the
atmospheric boundary layer wind tunnel (ABLWT ) of Cranfield University. These
experiments have been performed by (Velikov, 2013) on parallel studies aiming
to optimise the baffle shape and geometrical characteristics of the original baffle
arrangement. There are two different experimental setups employed for the initial
baffle validations of this chapter, the details of which are presented in sections
6.2.1 and 6.2.2 respectively. Significant details of the setup and history of the
simulations reported are summarised in table 9.1.
Before proceeding to the analysis of the LES results it is essential to first
take a closer look at the temporal behaviour of DRAMBI. A three dimensional
representation of all three control volumes, within which the model operates, is
illustrated on the top of (Fig.9.2). The magnified view at the bottom of the same
figure, highlights the shape of VC and VA, the latter being coloured with contours
of instantaneous pressure. It is observed that in locations where a sudden change
of pressure appears, the boundary of the active volume VA gets deformed. The
model identifies the deformation, from the local change of momentum, and re-
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sponds by changing the value of the weighting factors ai in this region. Therefore,
in the following timestep the percentage of FD distributed in those cells changes
in order for VA to return at its equilibrium shape, which is dictated by the volume
ratio Ψ and enhanced by the geometrical function bi.
Changes of the total momentum included in VA are handled by changing the
value of FD. (Fig.9.1) presents time-series of data of the baffle representation
model extracted during the simulation. In particular, instantaneous values of the
volume ratio Ψn, the slope λ of the asymptotic function a∆F , and the predicted
drag force FD are plotted for a short fraction of the simulated time. The zoom-in
view reveals that the oscillation of Ψ is adequately small, varying as: −1% ≤ Ψ ≤
1%. It has to be noted that the radii of the three baffle arrays have been set to
infinity in Cases 3-5 of this chapter.
Figure 9.1: Time-series of data of DRAMBI extracted during the simulation.
Instantaneous values of Ψn, λ, and FD are plotted for a short fraction of the
simulated time. The zoom-in window is used to highlight the magnitude of the
oscillation of Ψ.
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Table 9.1: Summary of the simulations’ history and setup.
Baffle Arrangement First Setup Second Setup Double Size
Simulation Name Case-1 Case-2 Case-3 Case-4 Case-5
Baffle Representation Designed Modelled Modelled Modelled
Wind Direction Co-flow Co-flow Co-flow Cross-flow Co-flow
Mesh Size (cells×106) 19 3.7 2.2 2.2 2.2
∆t (s×10-4) 2.2 2.9 3.2 2.1 3.2
Simulated Time (s) ∼25 ∼45 ∼45 ∼30 ∼45
Nr. Processors 128 64 64 64 64
Simulation Time (Hrs.) ∼600 ∼300 ∼150 ∼150 ∼150
Figure 9.2: Three dimensional representation of the control volumes ofDRAMBI
(top), and magnified view of a single control volume (bottom). Contours of instan-
taneous pressure are colouring the boundary of VA. Iso-surface of Φ = 3.5% is
included in the top figure. Present data are taken from an instance of the simula-
tion Case-3.
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9.1 FIRST SETUP: 1/100 Scale
The validation of the LES results, is based on the time averaged drag force FD
recorded by the balance platform. For the present setup, the value FD = 0.052±
0.002N has been measured. The uncertainty of the measurement ±0.002N was
evaluated based on the repeatability recorded during experiment. FD represents
the total drag force, including the individual drag of each baffle row, in addition to
the viscous drag imposed by the horizontal surface of the balance platform.
A grid-sensitivity test is implemented using two different meshes. In this way,
Case-1 and Case-2, with mesh densities 19 and 3.7 million cells respectively, are
performed. Then, the baffle geometries were removed from the coarse mesh,
also coarsening the resolution in the near-baffle region, and with the resulted
mesh of 2.2 million cells the simulation Case-3 was performed. Table 9.2 presents
the results of Case-1, Case-2 and Case-3 in comparison to the ABLWT measure-
ment. The red coloured values represent the distribution of FD (excluding the
balance platform) on each baffle row separately.
Table 9.2: Time averaged drag forces for three baffle arrays and balance platform
individually. Comparison between the ABLWT measurement and LES predic-
tions. Forces are presented in N (×102).
EXPERIMENT Case-1 Case-2 Case-3
Entity FD FD (%) FD (%) FD (%)
1st B. Array − 1.188 30.0 1.090 31.0 1.385 31.3
2nd B. Array − 1.423 36.0 1.274 36.2 1.589 36.0
3rd B. Array − 1.349 34.0 1.153 32.8 1.439 32.7
B. Platform − 1.143 − 0.970 − 0.986 −
SUM (baffles) − 3.960 100.0 3.517 100.0 4.413 100.0
SUM (all) 5.2±0.2 5.103 4.487 5.399
The accuracy of LES is evaluated with respect to the experimental mea-
surement from equation 9.1. Based on the uncertainty of the balance platform
measurement ±0.002N , the reported accuracies also include an uncertainty of
0.002
0.052
= ±3.85%.
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Figure 9.3: Contours of U on the plane Y = 0. Comparison between Case-2 (top)
and Case-3 (bottom).
Figure 9.4: Contours of Urms on the plane Y = 0. Comparison between Case-2
(top) and Case-3 (bottom).
Accuracy =
(
1− |ABLWT − LES|
ABLWT
)
× 100± 3.85% (9.1)
The “designed baffle” approach has efficiently reproduced the experiment.
Particularly, the accuracy of Case-1 is (98.1±3.85%), while Case-2 is (86.3±3.85%)
accurate comparing to the experiment. It is observed that the higher the mesh
density, the higher the value of FD, tending to converge to the experimental mea-
surement. Additionally, the analytical force distribution is similar for the two mesh
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Figure 9.5: Contours Φ on the plane Y = 0. Comparison between Case-2 (top)
and Case-3 (bottom).
Figure 9.6: Contours of Φrms on the plane Y = 0. Comparison between Case-2
(top) and Case-3 (bottom).
densities. To continue with table 9.2, Case-3 has slightly over-predicted the drag
force. This over-prediction is justified by the limited resolution of the mesh in VC
(Fig.9.2), especially at the top side of the volume which defines the height of the
baffle, extensively, of the frontal surface area of VC . In other words, the higher
the resolution of the mesh within VC , the smaller the deviation of VC from VC0.
Based on the current results, the accuracy of Case-3 on the prediction of FD is
(96.2± 3.85%). The distribution of the force to the three individual rows of baffles
is similar to Case-1 and Case-2.
In order to give a better insight at the results of DRAMBI, the investigation is
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extended on statistical quantities of the region affected by the model. (Fig.9.3) il-
lustrates contours of mean streamwise velocity U on the vertical symmetry plane
which lies on the center of the computational domain Y = 0. The results of
Case-2 are compared with the results of Case-3. Following the same format, fig-
ures (9.4), (9.5) and (9.6) illustrate the RMS streamwise velocity Urms, the mean
passive scalar concentration Φ, and the RMS passive scalar concentration Φrms
respectively.
Observing the U contours in (Fig.9.3), it is observed that the modelled baffle
representation method predicts all three separations corresponding to the three
rows of baffles. The turbulent velocity field in (Fig.9.4), reveals increased turbulent
activity on the wakes of the baffles, as predicted by Case-3. In fact, the increased
level of Urms at the wake of a baffle, reflects the unsteadiness of the separation
edge, which in the case of DRAMBI is not robustly adjusted in space, but it
is flexible to transiently oscillate according to the instantaneous flow conditions.
However, it is essential to examine whether this feature of the model has major ef-
fects on passive scalar mixing. The contours of Φ in (Fig.9.5) show that the mean
scalar field has not been affected. There is only a slight homogeneous decrease
of Φ with downstream distance as predicted by Case-3. This is attributed to the
fact not taking into account the radii of the baffle arrays (Fig.6.5), but instead as-
suming that the baffles are organized in straight rows (Fig.9.2). The effect of the
baffle radius on Φ can be observed in (Fig.9.7), where iso-surfaces of Φ = 5.2%
are illustrated for both Case-2, and Case-3. More specifically, in the simulation of
Case-3 there is a region at the bottom of the front side of VC where passive scalar
spreads towards the lateral sides of the baffle. This is not the case for Case-2,
where the curvature of the baffle array restricts the jet from spreading in the lat-
eral directions. This is believed to be the reason for the slightly increased dis-
persion rate with downstream distance, previously observed in (Fig.9.3). Finally,
the unsteadiness of the passive scalar mixing process is presented in (Fig.9.6).
The contours of ΦRMS show that the pollution reattaches faster according to the
predictions of Case-4, in comparison to Case-1. To better examine that, the evo-
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Figure 9.7: Iso-surfaces of mean passive scalar concentration Φ = 5.2%. Com-
parison between Case-2 (top), and Case-3 (bottom).
lution of the velocity half-width1 z1/2 in the streamwise direction is presented in
(Fig.9.8). It is seen that the curve of z1/2 of Case-1 (dense mesh) is permanently
at higher level comparing to the curve of Case-2 (coarse mesh). The z1/2 curve
of Case-3, the computational mesh of which is much coarser in the near-baffle
region, develops below the one of Case-2. The above suggests that the coarser
the mesh in the wake region, the higher the influence of the wall (Coandaˇ effect);
consequently, the faster the reattachment of the plume to the ground.
The results of baffle representation model have accurately reproduced the
drag force measured in the ABLWT , also having significantly reduced the com-
putational cost as presented on table 9.1. The robustness of the shape of VA
was found to have an effect on passive scalar mixing. Future improvement of
the model in this respect, should include a sectionalized definition of VC0. This
would enhance the effect of the geometrical function bi on the shape of VA, there-
fore, minimize its deformation due to flow unsteadiness. This modification is not
1The velocity half-width z1/2 is the position along a vertical profile of U , at which the half peak
value of U occurs.
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expected to have any effect on the computational cost.
In order to minimize the lateral spreading of Φ, the curvature of the baffle
array should be included at the model. This modification has been performed to
the model and has been included to the description of DRAMBI in section 4.3,
in order to to apply to the final simulations of the next chapter.
9.2 SECOND SETUP: 1/200 Scale
The validation is extended to the replication of the 1/200 scale wind tunnel ex-
periment. The computational mesh of Case-3 is scaled to the dimensions of the
present setup, and modified in order to accommodate the cross wind simulation
(Fig.6.8). The pick values of mean passive scalar concentration predicted by
Case-4 are presented on table 9.3 in comparison to the ABLWT FID measure-
ments. The uncertainty of the FID data presented on table 9.3 is ±0.2% based
on the repeatability of the measurements. The accuracy of the LES predictions,
calculated by equation 9.1, is also presented on table 9.3.
Table 9.3: Maximum local concentrations. Comparison between the ABLWT
measurements (Velikov, 2013) and Case-4 predictions. Data at four different flow
stations (X/D), as well as four different offsets from the ground (Z/D) are pre-
sented.
X/D Z/D
Experiment
Φ (%)
Case-4
Φ (%)
Accuracy (%)
80.8
4.2 4.45 3.76 under-predicted 84.5
8.3 2.96 2.96 − 100.0
114.2
4.2 2.76 3.25 over-predicted 82.3
8.3 2.45 2.30 under-predicted 93.9
131.7
4.2 2.66 2.60 under-predicted 97.8
8.3 2.28 2.12 under-predicted 93.0
148.3
4.2 2.19 2.41 over-predicted 90.0
8.3 1.99 2.05 over-predicted 97.0
12.5 1.70 1.70 − 100.0
16.7 1.12 1.30 over-predicted 83.9
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Considering the locations of the baffles, as defined by the experimental setup
(Fig.6.5), we can see that the first flow station X/D = 80.8 lies at the wake of the
first row of baffles, and the second station X/D = 114.2 lies at the wake of the
third row of baffles. The third and fourth stations, X/D = 131.7 and X/D = 148.3
are located even more downstream, away from the balance platform.
According to the data presented on table 9.3, the predictions of LES are sim-
ilar to the experimental measurements. The accuracy is usually above 90% ex-
cept for the wake regions X/D = 80.8 and X/D = 114.2. At the wake regions,
the influence of the baffles increases with decreasing the vertical distance above
the ground (Z) . This explains the reduced accuracy of the LES predictions at
Z/D = 4.2. At the most remote location X/D = 148.3, the predictions close
to the ground present high accuracy, while the concentration at the highest offset
Z/D = 16.7 is slightly over-predicted. A more in depth investigation of the buoyant
plume at the very farfield is presented in chapter 10.
9.3 LIFT-OFF OF THE PLUME
From the previous studies, it can be concluded that DRAMBI is a suitable model
for the representation of the baffles in the flow field. Therefore, here it is used in
order to examine the response of the selected method in greater resistance, and
investigate the effect of this modification on the lift-off of the plume.
The new simulation, Case-5, incorporates the details of the first setup. The dif-
ference here is the size and location of the baffles. In particular, the new baffles
are double in height and width, comparing to the first setup. The baffle loca-
tions had to be readjusted in order to maintain aerodynamic efficiency. We have,
therefore, performed test simulations in order to ensure that the second baffle is
adequately far from the first so that it is not affected by its wake; similarly for the
third baffle. The new locations are X/D = 61.6, 107.3 and 141.7 respectively. In
order to keep the baffle sizes within realistic scales, the baffles lie underneath the
three degrees glide path landing slope. This is an extreme case very close to the
aerodrome safety limits, and it is only tested for the sake of the investigation.
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It is known that drag is directly proportional to the projected area of the ob-
stacle opposing the flow; therefore, with this configuration we expect to measure
double the drag force than in the previous setup. The averaged forces calculated
by Case-5 are given in N (×102), FD = 4.708, 2.145 and 1.373 respectively. Sum-
ming the three forces we have a total force FD = 8.227. This value is 1.86 times
greater than the one measured at the first setup, adequately meeting our expec-
tation of doubling the force. However, the distribution of the force has changed
significantly, now being 57.2%, 26.1% and 16.6% for the three baffles respectively.
This can be explained by the location readjustment which has brought the first
baffle closer to the jet, where the plume momentum is larger, while the second
and third baffles have been moved downstream, being exposed to a weaker flow.
The ABL is a crucial factor opposing the lift-off of the plume. Whatever the
amount of momentum extracted by the plume is, the co-flowing wind is a perma-
nent source of momentum enhancing the Coandaˇ effect. Under these conditions
it is difficult for the plume to detach from the ground. However, the evolution of
z1/2 has been widely used in the past four decades for the identification of the jet
growth rate. For instance, Launder et al. (Launder & Rodi, 1983) reported the
growth rate dz1/2 / dx = 0.048 for a 3DWJ with Uf = 0. Here, dz1/2 / dx will allow
us to identify the lift-off of the plume.
In this way, a series of vertical profiles of U is extracted along the jet centre-
line. From each profile, the value of z1/2 is calculated as described in section
8.1.2. The same procedure is followed for Case-1, Case-2, Case-3, as well as the
unresisted jet simulation. The post-processing results are illustrated on the plot
of (Fig.9.8). After the end of the transition to a fully developed 3DWJ , at approxi-
mately X/D=40, the unresisted jet grows linearly with a rate of dz1/2 / dx = 0.055.
This value is only slightly higher than the one reported by Launder et al. for
a non-buoyant jet, however, this is justified by the co-flowing wind of this investi-
gated setup. The same pattern is observed at the near-field of Case-1 and Case-2.
However the appearance of the baffles causes the position of z1/2 to elevate lo-
cally. The momentum reduction induced by the baffles allows the plume to spread
faster; however, it is not enough in order to interrupt the wall-jet pattern. Even-
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tually, after the end of the baffle region, dz1/2 / dx rapidly decreases, tending to
converge on the results of the unresisted jet. However, this is not the case for
Case-5. In this case, the growth rate increases rapidly with the appearance of the
baffles, finally converging to the value dz1/2 / dx = 0.17. This value remains after
the end of the baffle region, all the way to the end of the computational domain,
meaning that buoyancy has become dominant and the plume has stopped prop-
agating as a 3DWJ . In other words, the setup of the baffles selected for Case-5,
which is an extreme case of our methodology, has managed to achieve lift-off of
the plume on a realistic environment, encouraging in this way the continuation of
this investigation.
Figure 9.8: Streamwise evolution of the velocity half-width z1/2. Results of Case-1,
Case-2, Case-3, Case-5, as well as the unresisted jet, are included.
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Chapter 10
Results and Analysis
The main objective of this thesis is the numerical investigation of the hot 3DOJ
development in the presence of a wind-brake system, an array of baffles suitably
arranged at the path of the jet, which aims to accelerate the natural lift-off process.
Due to the high complexity of the problem, progressive parametric validations
have been initially performed by gradually increasing the problem complexity. In
this way, the analyses presented in previous chapters 7,8, and 9, have provided
the required experience, also raised the authors’ confidence to setup and perform
the final simulations with high fidelity. The material of this chapter is subdivided in
four sections. Section 10.1 is dedicated to necessary simulation validity tests as
well as two additional tests, one for the effect of buoyancy to the numerical solu-
tion, and one for the spectral analysis of velocity time series aiming to assess the
LES filtering width. In the following, section 10.2 includes a parametric testing
of the baffle arrangement supported by extensive cross-validations between the
LES solutions and the experimental data obtained at the ABLWT . Then, sec-
tion 10.3 extends the cross-validation studies of section 10.2, and two additional
numerical tests are performed without the explicit support of experimental data.
Finally, section 10.4 provides comparisons of the designed baffle approach and
DRAMBI. A summary of the final simulations history and setup is highlighted
on table 10.1.
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10.1 SIMULATION VALIDITY TESTS
This section discusses the results of four validity tests preceding the final sim-
ulations of the hot jet plume under the baffle influence. Cases 1-4 have been
performed on a scale 1/100 of the field-trials in the absence of the baffle-induced
resistance, following the setup details of section 6.2.1. The final setup was not
available during the implementation of the present validity tests, therefore, no ex-
perimental data are available for cases 1-4. However, the objectives of the four
validity tests presented are fulfilled in the absence of experimental data.
10.1.1 Temporal Convergence Study
A theoretical approach to estimate the simulated time requirement STR is pre-
sented in section 5.3.2. The high importance of the co-flow (wind) velocity mag-
nitude is highlighted therein. The co-flow velocity of this work is represented by
the 1/7 wind profile power law relationship of equation (6.1), with control height
Zr/D = 6.67. Only for the sake of the present theoretical estimations, and since
the selected value of the control height is an approximate average of the vertical
velocity half-width z1/2 in the investigated range FLI = 200D (Fig.5.4, left), it can
be assumed that Ur represents the co-flow velocity Uf throughout the computa-
tional domain. Additionally, the theoretical estimations of STR in section 5.3.2
are made upon an average growth rate of the vertical and horizontal scales of the
3DWJ , in order to have a direct comparison with the axisymmetric jet. However,
here we calculate two different values of STR, one based on the vertical velocity
half-width dz1/2 / dx = 0.048 and one based to the horizontal one dy1/2 / dx = 0.26,
values recommended by (Launder & Rodi, 1981).
The procedure described in section 5.3.2 is repeated using the details of Case
1 (refer to table 10.1 and section 6.2.1), also considering the discussion above.
The estimated establishment time for this case, considering FLI = 200D, is
T0a0 = 5.2s, and the two different estimations of the averaging time (collection
of sample for 1st order statistics) are: T11a1 = 3.14s (based on dz1/2 / dx = 0.048)
and T11a1 = 17.0s (based on dy1/2 / dx = 0.26).
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The actual flow establishment time of simulation Case 1 was selected 4.8s,
(refer to table 10.1), according to the theoretical prediction. After this point of
the simulation the averaging process started and four intermediate averaged
solutions were captured. The results have been analysed using the advanced
post-processing method (refer to section 8.1.2). The results compared in figures
(D.1.a-h) represent the values of T11a1 = 8.1s, 17.2s, 25.4s, and 35.1s. Apart from
the results of T11a1 = 8.1s which appear undergoing considerable changes with
extending the averaging time, the results of the other three stops present an over-
all agreement (temporal convergence), with only the vertical concentration half-
width in (Fig.D.1.g), varying close to the exit plane. However, this is attributed to
the outflow boundary affecting mixing at the proximate flow (the domain size in
this case was 220D).
In conclusion, it can be claimed that the STR estimations based on the theo-
retical model of section 5.3.2, are reliable, therefore, appropriate to manage the
time intervals of the simulations of this study. It has to be noted that due to high
traffic of the University supercomputer-Astral, in which the simulations were run,
it was difficult to control the time intervals of the simulation with accuracy. Analyt-
ical details of the simulated time are included on table 10.1 for all the simulations
of this chapter.
10.1.2 Grid Convergence Study
In the second validity test the consistency of the LES predictions with varying
the mesh density is investigated. In particular, the computational mesh of Case
1 has undergone two successive isotropic refinements. The results of Cases 1,
2, and 3, corresponding to the mesh densities of 2.2 × 106, 5 × 106, and 10 × 106
cells, are compared in terms of the advanced post-processing method output.
In particular, plots of the streamwise evolution of the mean flow characteristics
are illustrated in figures (D.2.a-h). An overall agreement is observed in terms of
all eight quantities compared. It is, therefore, suggested that the mesh density
is adequately large to avoid substantial numerical dissipation, or effects on the
turbulent mixing mechanisms.
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The streamwise extent of the computational domain of the simulations of this
test is limited at X/D = 220. However, the final mesh, upon which Cases 5-
14 are performed, extends further downstream, at X/D = 380. The density of
the latter was selected within the investigated range of this study, and its value
around 7 × 106 cells. Non-significant variations around this value (refer to table
10.1) depend on the baffle arrangement installed.
10.1.3 Incorporation of Buoyancy to the Numerical Simulation
Buoyancy has been incorporated to the simulations reported in chapter 9. It has
been achieved through different temperatures of the jet and ambient flows in the
boundary conditions. However, the studies therein did not explicitly test the effect
of buoyancy. In this section the effect of buoyancy is parametrically observed by
comparing the results of a cold (Case 1) and a hot (Case 4) 3DOJ . Selection of
the values of the jet and ambient flow temperatures are referred in section 6.2.
The results of this study are being analysed using the advanced post-processing
method and are plotted in figures (D.3.a-h). In particular, figures (D.3.a) and
(D.3.e) present the streamwise evolution of Um and Φm respectively. Both quan-
tities decay faster for the hot jet comparing to the cold one, with more intense
the difference of the decay of Φm. The faster decays observed at the hot jet are
attributed to buoyant fluxes preferring moving upwards; therefore, resisting to con-
tribute to the formation of Um and Φm. The effects of this “preferred” motion are
reflected to the vertical velocity half-width z1/2 shown in (Fig.D.3.c), being larger
for the hot jet, as well as to the horizontal one y1/2 shown in (Fig.D.3.d) which
is smaller for the hot jet. Similarly, the streamwise evolution of the concentration
half-widths z1/2Φ and y1/2Φ are illustrated in figures (D.3.g) and (D.3.h) respectively.
Although y1/2Φ is significantly affected by buoyancy, similar to y1/2, the situation is
different for z1/2Φ, which is identical in both the cold and hot jets.
To understand the difference between y1/2 and y1/2Φ we need to realize the
physics involved at the external mixing layer. Fluid exchange is a common pro-
cess, responsible for growing of mixing layers. When a bucket of fluid, part of the
Kelvin-Helmholtz-like eddy, is travelling outwards and is hot comparing to the sur-
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rounding flow, it is more likely to get away from the circulation field and continue
its buoyant trajectory upwards. In order for continuity to be satisfied, a bucket of
ambient fluid of the same volume to the one escaped, has to replace it. Under this
mechanism the momentum content of the jet is not affected compared to the cold
jet, unlike the passive scalar which is gradually reduced, with immediate effect
to the upper side of the external mixing layer. This statement is validated by the
vertical profiles of the hot unresisted jet (Case 5) presented in (Fig.E.1), where
the vertical profiles of U (left) and Φ (right) of Case 5 are plotted. The velocity
profiles indicate a vertical jet expand Z/D < 20, while the concentration profiles
reveal the presence of Φ up to Z/D ≈ 23 in the most distant regions.
In conclusion, it has been observed that density variation between the jet and
the ambient flow, which here is formed due to different temperatures specified at
the domain inlets, has caused distinguishable changes to the unresisted 3DWJ
mean flow characteristics. It is, therefore, expected that inclusion of the baffle
arrays to the path of development of the jet will magnify these effects due to both
the reduced streamwise momentum and the subsequently reduced wall forces
(less intense Coandaˇ effect) achieved by the baffles. However, due to limited
computational resources, the buoyancy effect study has not been extended to the
deflected jet simulations, but they have only been implemented with the hot jet.
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10.1.4 Spectral Analysis of Velocity Time Series
The fourth, and final test of this section, is to perform spectral analysis to the
turbulence velocity signals at various positions of the free mixing layer of the
3DOJ . The aim is to identify the filtering position within the turbulent spectrum,
at different farfield locations.
Numerical probes have been set at X/D = 3.5, 6, 15, 30, 100, and 300, at
approximately the centre of the upper (free shear) mixing layer, collecting the
instantaneous velocities for every timestep. The six signals have been analysed
using the built-inbuilt-in fast-Fourier-transform FFT algorithm of Tecplot 360, and
the calculated energy spectra E(k) are plotted against wavenumber k in figures
(10.1.a-f) respectively.
(Fig.10.1.a) presents the energy spectra of the signal collected at X/D =
3.5. At this location, the Kelvin-Helmholtz rings have developed and are on the
stage undergoing helical pairing (refer to section 1.4 for theory). As stressed
by (Pope, 2000), this is a challenging region to define the filtering length due
to the fact that the “long-wave” and the “dissipative” intervals of the turbulent
spectrum intersect. The inertial range, where isotropic turbulence exists, and is
an appropriate width to perform LES filtering, is identified by a segment of the
spectrum parallel to k−5/3. It is not difficult to observe in (Fig.10.1.a) that this
slope has not formed yet. Similar is the energy spectrum at X/D = 6 presented
in (Fig.10.1.b). Both X/D = 3.5 and X/D = 6 lie at the developing jet region.
Moving downstream, (Fig.10.1.c) refers to X/D = 15. At this station, jet transition
to turbulence is complete and the inertial range has formed a clear k−5/3 slope.
The position along k where the large oscillations begin represents the filtering
window width. The filter width (cell size) lies inside the inertial range at X/D = 15.
Moving further downstream, at X/D = 30, 100, and 300, illustrated in figures
(10.1.d-f), the filtering width appears getting gradually deeper in the inertial and
the dissipative range, ensuring that SGS modelling assumptions are increasingly
acceptable moving towards the domain exit.
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(a) (b)
(c) (d)
(e) (f)
Figure 10.1: Velocity spectra of time-series extracted within the top side of the jet
mixing layer, at six streamwise locations in the range 3.5 ≤ X/D ≤ 300. Data are
collected from simulation (Case 5).
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10.2 CROSS-VALIDATIONS
Extensive cross-validations of the LES results and experimental measurements
are essential to enhance understanding of the geometrical characteristics of the
wind-brake system. A close cooperation of the authors with a separate experi-
mental group, applying relevant research in the atmospheric boundary layer wind
tunnel (ABLWT ) of Cranfield University (Velikov, 2013), has lead to the formation
of the final experimental setup, which is analytically described in section 6.2.3.
The results of the final simulations replicating the wind tunnel experiments are
presented and analysed in this section.
The cross validations of this section analysis involve mean streamwise velocity
U and mean passive scalar concentration Φ, plotted in vertical profiles at various
farfield locations, in two dimensional contours at specific farfield cross-sections,
and in plots of streamwise evolution of mean flow characteristics obtained by
the advanced post-processing method (plots are included in Appendix D, refer
to section 8.1.2 for details about this method). The computational domain of the
final simulations has been extended further downstream (X/D = 380), in order to
observe the plume at regions away from the direct influence of the baffles. The
streamwise extent of the experimental measurements, however, is restricted at
X/D = 200 due to experimental limitations.
10.2.1 Unresisted Hot 3DOJ
Prior to installation of the baffles in the ABLWT , experimental measurements of
U at X/D = 90, 90, 90, 150, and 170 and of Φ at X/D = 90, 110, 130, 150, 170
and 200 have been collected for the unresisted 3DOJ . The experimental setup
has been numerically replicated by Case 5. Comparison of the experimental mea-
surements (ABLWT ) and the numerical calculations (LES), in terms of vertical
profiles along the symmetry plane, are plotted in (Fig.E.1). U profiles are plotted
on the left plot and Φ on the right plot. LES is observed to have significantly
under-predicted U in all five flow stations examined. It is, however, important to
note that there is a considerable disagreement of the free stream velocity magni-
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Figure 10.2: Contours of mean streamwise velocity U (top), and mean concen-
tration Φ (bottom) at the cross-section X/D = 40 of the “UNRESISTED” 3DOJ .
Case 5 results are illustrated on the left and the measurements of the ABLWT
experiment are on the right of the figure. The scattered points on the right indicate
the grid of measurements in the wind tunnel.
tude at the highest offset Z/D = 22, approximately 25% between experiment and
LES. The experimental co-flow speed is higher than the one of the simulation.
Cross-sectional contours of U are presented at the top of figures (10.2) and
(10.3), corresponding to stations X/D = 40 and X/D = 170 respectively. In both
stations the lateral spread of the jet is over-predicted by LES. At X/D = 170 it is
observed that the velocity field surrounding the jet was stronger in the experiment
than the one in the simulation. As shown in the theoretical analysis of section 5,
as well as the relevant validation test in section 8.2.11, co-flow velocity is a crucial
parameter for the 3DOJ development. In particular, lower value of co-flow results
in faster transition to turbulence, earlier jet reattachment and increased growth
rates of the jet.
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Figure 10.3: Repetition of figure 10.2 at X/D = 170.
The problem in question is the cause of the disagreement of the co-flow ve-
locity magnitude between LES and experiment, although the experimental setup
is accurately reproduced in the inlet boundary of the simulation. The velocity
contours on the horizontal plane illustrated in (Fig.10.7) of section 10.3.1, are
borrowed in order to help answering this question. Although, wind brake system
is included to the numerical simulations analysed in this figure, the free stream
flow should be identical to the setup which is discussed here. The key obser-
vation is that although the horizontal plane is located at constant offset from the
ground Z/D = 2, the co-flow velocity varies along the streamwise direction X.
This is a clear indicator that the velocity profile, set at the inlet boundary, con-
tinues to develop downstream causing the velocity to continuously drop at the
examined offset. To reduce this effect, a more detailed description of the nature
of the boundary layer in the wind tunnel is required. Then the co-flow velocity
unsteadiness recorded in the wind tunnel should be reproduced by an unsteady
inlet boundary in LES.
207
Apostolos Spanelis − PhD Thesis Chapter 10
On the other hand, the vertical concentration profiles presented in (Fig.E.1,
right) are in close agreement between LES and experiment. There is an approx-
imately constant 10% under-prediction of the ground concentration by LES, but
the fact that the position of Φ0.5 is almost identical between LES and experiment
(Fig.D.4.g) tells that this under-prediction is not related to numerical dissipation,
but to earlier transitions of the 3DOJ . This can be validated by the cross-sectional
contours of Φ at the bottom of figures (10.2) and (10.3), corresponding to sta-
tions X/D = 40 and X/D = 170 respectively. Although the lateral distribution
of Φ at X/D = 40 (Fig.10.2) differs significantly between LES and experiment,
it meets greater agreement at X/D = 170 (Fig.10.3), complying with overall ob-
servations of the validation tests, stressing that transitional errors are recovered
downstream.
With respect to the streamwise evolution of Um illustrated in (Fig.D.4.a), there
is a sudden drop observed atX/D ≈ 200. This is attributed to early initiation of the
sample collection process. Specifically, table 10.1 reports that the establishment
time of the Case 5 is 9s. Although this is the longest flow establishment time from
the cases reported, the initial conditions of this case were formed by a streamwise
sweep of the co-flow boundary condition. This means that the jet had to naturally
develop in a low speed environment, all the way to the exit, which has possibly
increased T0a0 of equation (5.5). On later simulations, Cases 6-14, the volume
solution variables of Case 5 have been interpolated as initial conditions.
10.2.2 Original Baffle Arrangement
The analysis continues with the installation of the “ORIGINAL” baffle arrangement
(refer to table 6.2 for details). Experimental measurements are collected in a sim-
ilar way as for the unresisted jet. The experimental setup has been numerically
replicated by Case 6. Comparison of the vertical profiles along the symmetry
plane are plotted in (Fig.E.2). The numerical under-predictions of U and Φ follow
similar trends to the unresisted jet. However, the local deflection of the plume in
the baffle region 50 ≤ X/D ≤ 81.7 has affected the shape of the vertical profiles
of both quantities, which appear to undergo a new transition. The experimen-
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Figure 10.4: Contours of mean streamwise velocity U (top), and mean concentra-
tion Φ (bottom) at the cross-section X/D = 170 of the “ORIGINAL” baffle setup.
Case 6 results are illustrated on the left and the measurements of the ABLWT
experiment are on the right of the figure.
tal profiles of Φ appear less developed that the numerical ones, which again is
attributed to the co-flow velocity disagreement.
Quantitative plots of the streamwise evolution of the mean flow characteris-
tics, including comparisons with the experimental data where available, are illus-
trated in figures (D.5.a-h). The streamwise evolution of Φm (Fig.D.5.e) is again in
remarkable agreement between LES and experiment. Additionally, the co-flow
effect on the jet scales is reflected on the vertical concentration half-width z1/2Φ,
shown in (Fig.D.5.g).
Comparison of the LES results and the experimental measurements in the
form of cross-sectional contours of U and Φ are available in (Fig.10.4), corre-
sponding to station X/D = 170. Taking into account the lower co-flow speed
present in the simulation and its subsequent effects to the jet development dis-
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cussed above, the comparison of (Fig.10.4) reveals an overall agreement be-
tween numerical predictions and experimental measurements, therefore, enhanc-
ing the validity of present LES. The effect of the installation of the baffles is
separately discussed, in terms of the streamwise evolution of the jet mean flow
characteristics, in section 10.3.1.
10.2.3 Large Baffle Arrangement
The “ORIGINAL” baffle arrangement is substituted by its “LARGE” counterpart
(refer to table 6.3 for details) and the analysis of the previous section is re-
peated. The experimental measurements are cross-validated with the LES re-
sults of Case 8. In this baffle arrangement, not only the vertical deflection of
the plume is larger due to the larger baffles, but also the streamwise extent of
the detached jet region is larger due to the larger streamwise extent of the ar-
rays (50 ≤ X/D ≤ 134.5). For this reason, it can be claimed that turbulence in
this case is dominated by the free-shear jet dynamics, which means that the wall
contribution is considerably reduced.
Comparison of the vertical profiles of U at X/D = 170 and of Φ at X/D = 170,
and 200 are plotted in (Fig.E.5). It is observed that the reduction of the wall-
contribution to the jet development has resulted to an increased agreement of
the presented curves. Particularly, it is observed that the two velocity profiles of
(Fig.E.4), “experiment versus LES” have closely similar shapes and are sepa-
rated by an approximate constant deviation. This deviation is the response of the
previously discussed co-flow velocity difference between LES and experiment.
Highly informative are the cross-sectional comparisons atX/D = 170 (Fig.10.5).
Particularly, the velocity contours on the top image indicate that the recirculation
bubble of the third baffle array is still present at X/D = 170. The finite width of
the baffle arrays allow for small portions of the plume to by-pass the arrays from
the lateral sides. This mechanism can be observed at the horizontal planes of
figures (F.3) and (F.4). The results of this flow feature are reflected at the veloc-
ity contours of (Fig.10.5) through the attached portion lying on the lateral sides
of the cross-section. This attached portion appears to be larger for the LES
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Figure 10.5: Repetition of figure 10.4 using Case 8 results “LARGE” baffle setup.
solution than the one measured in the experiment, something that is attributed
to the slightly faster initial growth of the simulated jet which means that larger
by-passed fluxes occurred in LES than in the experiment. The bottom image of
(Fig.10.5) illustrates contours of mean concentration Φ at the same cross-section.
The agreement between LES and experiment is high for this variable, not only in
the vertical direction, but in the lateral direction as well. Minor disagreements are
attributed to the same two reasons referred above, being the deviation of Uf and
the finite width of the baffle arrays.
Finally, improved cross-validations are observed on the streamwise evolution
of the mean flow characteristics presented in figures (D.6.a-h). Specifically, fo-
cussing in comparisons between LES (designed baffles) and experiment, we
observe a complete recovery of Um at X/D = 170 (Fig.D.6.a), an overall agree-
ment of Φm (Fig.D.6.e), and a significantly improved agreement of z1/2Φ (Fig.D.6.g)
comparing to previous setups.
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10.2.4 Threshold Large Baffle Arrangement
An alternative approach to remove momentum from the plume has been put un-
der investigation. According to this approach the multiple baffle arrays, so far
located at the farfield, are replaced by a single baffle array located at the run-
way threshold1, therefore, closer to the jet source. In this way, the “LARGE-
THRESHOLD” baffle arrangement (refer to table 6.4 for details) has been in-
stalled to the wind tunnel surface, and a new set of measurements has been
collected. The measurements are cross-validated with the LES results of Case
12 (designed-baffles).
A universal view of the LES flowfield can be obtained via two-dimensional
contours of U , U , Φ, and Φ, plotted at the vertical and horizontal planes in figures
(F.5) and (F.6). In the experiment, the lateral extent of the baffles was sufficiently
large 30D (refer to table 6.4). However, the conical shape of the LES computa-
tional domain imposes a restriction to the representation of this parameter. More
specifically, in order to reduce interactions with the inlet plane, the lateral extent
of the baffle array in the simulation was set 21.5D, however, it was found insuffi-
cient, consequently, large fluxes are observed to by-pass the baffle array from the
lateral sides.
Comparisons of the vertical profiles of U at X/D = 90, 150, and 170 and of
Φ at X/D = 90, 150, 170 and 200 are plotted in (Fig.E.4). The agreement of the
numerical predictions with the experimental data in terms of U (left plot) is low at
the early stations, and appears to improve with downstream distance. Regard-
ing the Φ profiles (right plot), the ground concentrations are in agreement, how-
ever, the vertical distribution suggests greater vertical expansion of the LES jet.
To better understand these disagreements, (Fig.10.6) illustrates cross-sectional
comparisons of U and Φ at X/D = 170. The velocity contours indicate that the
by-passed fluxes have not yet converged to a unique jet in this station, while the
concentration contours disagree on the horizontal to vertical expand ratio of the
local jet cross-section.
1the array of baffles has to be retractable because the airport regulations do not allow any
obstacle in such a close proximity to the runway (CAA, 2011).
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Figure 10.6: Repetition of figure 10.4 using Case 12 results “THRESHOLD-
LARGE” baffle setup.
Similar to the previous setup, the deviation of Uf and the finite width of the
baffle array are responsible for the disagreements between LES and experiment,
but in this setup the finite width of the baffle array was found deterministic, having
affected both the developments of U and Φ. For future cross-validations of the
threshold baffle arrangement it is recommended to modify the LES computational
domain to accommodate a longer array of baffles. Furthermore, a parametric
study investigating the effect of the radius of the threshold baffle array (infinite
radius was in this setup) is suggested.
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10.3 EXTENDED NUMERICAL ANALYSIS
The LES predictions have been validated against experimental data and met
good agreement as discussed in section 10.2. In this section the study is ex-
tended to the individual analysis of certain LES solutions. In particular, the sub-
jects discussed in the following sub-sections include the evaluation of different
baffle arrangements, with a deeper focus put to the “ADDITIONAL” baffle arrange-
ment setup, as well as the investigation of the wind speed (co-flow) effect under
the influence of a strong baffle resistance.
The comparisons of this section analysis involve mean streamwise velocity
U and mean passive scalar concentration Φ, in plots of streamwise evolution of
mean flow characteristics, which are obtained by the advanced post-processing
method. Further to these plots, the comparisons also include two dimensional
contours of U , U , Φ, and Φ, plotted in vertical and horizontal juxtapositions be-
tween the compared cases.
10.3.1 Evaluation of the Different Baffle Arrangements
The results of Cases 5, 6, 8, 12 and 14, corresponding to the UNRESISTED,
ORIGINAL, LARGE, THRESHOLD-LARGE, and ADDITIONAL baffle arrange-
ment are compared in terms of the streamwise evolution of the 3DWJ mean flow
characteristics. The results illustrated in figures (D.9.a-h) have been obtained
with the advanced post-processing method presented in section 8.1.2. It has to
be noted that calculation of the velocity length scales have been implemented
based on the difference Um − Uf instead of simply Um, something that was not
mentioned in section 8.1.2 due of the homogeneous co-flow used in the validation
tests. On the other hand, the analysis of section 10.2 has revealed that Uf varies
along X due to the boundary layer development in the simulation. The stream-
wise evolution of the velocity length scales plotted in figures (D.9.b-d) is calculated
based on a fully developed boundary layer velocity distribution described by the
1/7 wind profile power law relationship of equation (6.1). For this reason the plots
illustrated in figures (D.9.b-d) include uncertainty; therefore, it is decided to focus
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this discussion on the concentration mean flow characteristics.
The vertical concentration half-widths z1/2Φ are compared in (Fig.D.9.g) and
the horizontal concentration half-widths y1/2Φ are compared in (Fig.D.9.h). The
UNRESISTED jet results are used as reference for the evaluations. It is ob-
served that installation of the ORIGINAL baffle arrangement has a small effect to
both concentration half-widths. It is, however, encouraging that the lateral expan-
sion rate drops significantly towards the end of the computational domain when
the original baffles are installed. Doubling the size of the baffles (LARGE baffle
arrangement), causes significant changes to the development of the concentra-
tion half-widths. In particular, the increased momentum reduction achieved by the
large baffle resistance has allowed for the buoyancy forces to become dominant,
something that is reflected by the considerable increase of the vertical growth
rate, resulting to a negative horizontal growth rate. Even more effective is the
THRESHOLD-LARGE baffle arrangement, having achieved even higher vertical
jet expansion, and further reduction of the horizontal jet dimension.
Additional Baffle Arrangement
The discussion of the previous paragraph highlighted that the ORIGINAL baffle
arrangement, originally developed through experimental tests by (Velikov, 2013),
and field-trials (Bennett et al., 2013), also complying with the regulations of aero-
drome licensing (CAA, 2011), does not appear to be very effective with respect
to accelerating lift off of the pollution. On the contrary, the LARGE baffle arrange-
ment was found considerably more effective, however, the height of the baffles
is beyond the aerodrome safety limitations. The THRESHOLD-LARGE baffle
arrangement was also found very effective; but such a configuration has to be
retractable, which increases the complexity and cost of the application operation.
In order to retain compliance with the regulations, without having to increase
complexity of the application, the additional baffle arrangement is suggested. In
this way, the ORIGINAL baffle arrangement is expanded adding three extra baffle
arrays downstream. The height and spacing between the new baffle arrays has
been calculated following trends of the already optimized by (Velikov, 2013) first
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three arrays, as illustrated in (Fig.6.10). It is clear that all six baffle arrays lie well
below the three degree glide-slope. Detailed information of the additional baffles
are available in table 6.2.
The addition of extra baffles to the original setup has considerably increased
the efficiency of the arrangement, with the vertical concentration half-width z1/2Φ
of (Fig.D.9.g) approaching the ones of the LARGE and THRESHOLD-LARGE
baffle arrangements, and more importantly, this occurs while a negative growth
rate is recorded at the horizontal half-width y1/2Φ of (Fig.D.9.h) indicating lift off of
the pollution.
The analysis based on the advanced post-processing method relies on the
level of averaging achieved in the simulation. According to the theoretical estima-
tions presented in section 5.3.3, the uncertainty of the solution depends on the
time-scale of the integral turbulent motions. Addition of the baffles reduces the jet
momentum, meaning that the frequency of the large scale motion drops, while it
affects the 3DWJ length scales as well. Therefore, in order to enhance analysis
of this study, the LES solutions of Case 6 and Case 14 are also compared in
terms of two dimensional contours of U , U , Φ, and Φ on a horizontal plane at
Z = 0, and on a vertical plane at Y = 0 (axisymmetry plane).
The velocity comparisons are illustrated in (Fig.10.7). The comparison be-
tween the two cases is made on each image. In particular, Case 6 (ORIGINAL
baffle arrangement) occupies the bottom side of the images, and Case 14 (ADDI-
TIONAL baffle arrangement) occupies the top side. In exactly the same way the
concentration comparisons are made in (Fig.10.8).
The presence of the three additional baffle arrays of the ADDITIONAL baffle
arrangement, is identified by the wakes following each baffle array in (Fig.10.7).
The six wakes are getting gradually bigger in both the streamwise and vertical
direction following the increasing baffle size. The horizontal distribution of U and
U highlight the considerable reduction of the streamwise velocity when the addi-
tional baffles are installed. It is noted that minor fluxes by-pass the baffle arrays
from the lateral edges. These fluxes tend to merge again towards the centreline
after the end of baffle region. This leads to the suggestion increasing the lateral
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extent of each baffle array in order to help increasing the drag force, extensively
the efficiency of the system. Finally, the excessive deflection of the plume due
to the additional baffles seems to have caused non-recoverable changes to both
the vertical and horizontal velocity distribution in the farfield, X/D > 250 which is
attributed to the dominance of buoyancy.
The vertical profiles of appendix E show that when the 3DWJ develops into
a self-similar state the pollution tends to concentrate on the wall surface. There-
fore, inclusion of the baffles not only removes momentum from the plume, but
also brings this high concentration fluid, into higher level above the ground. The
same high concentration fluid is also the hot-buoyant one. This means that the
closer it is brought to the external mixing layer, where low-temperature flow exists,
the higher the effect of buoyancy. In conclusion, if at the end of the baffle region
momentum reduction is enough so that buoyancy dominates, the plume will not
manage to undergo a transition towards a self-similar 3DWJ . In (Fig.10.8) we can
observe both occasions described above. Specifically, the resistance caused by
the ORIGINAL baffle arrangement is not enough to allow buoyancy to dominate;
therefore, after the end of the baffle region the plume begins a transition towards
a self-similar 3DWJ , and the maximum concentration returns into a steep for-
mation on the ground. Of course there are certain improvements comparing to
the unresisted jet according to previous discussion, but not considerable. On
the contrary, inclusion of the additional baffles is considerably effective, causing
buoyancy to dominate, extensively no longer allowing the pollution to form high
concentrations on the ground. Instead, the pollution remains longer at high level
where mixing rate with the ambient flow is higher.
In conclusion, although the original baffle arrangement has been found inad-
equate to achieve lift-off of the plume, certain modifications of the baffle arrange-
ment have improved the wind-brake system and lift off of the plume was observed
from within the presently investigated streamwise range.
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Figure 10.7: Axisymmetric-mirrored comparison of the “ORIGINAL” (Case 6) and
“ADDITIONAL” (Case 14) baffle arrangements. Contours of the instantaneous
and mean streamwise velocity, U and Umean = U , are plotted at the horizontal
Z = 0 and axisymmetry Y = 0 planes.
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Figure 10.8: Axisymmetric-mirrored comparison of the “ORIGINAL” and “ADDI-
TIONAL” baffle arrangements. Contours of the instantaneous and mean concen-
tration, Φ and Φmean = Φ, are plotted at the horizontal Z = 0 and axisymmetry
Y = 0 planes.
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10.3.2 Varying Wind (co-flow) Velocity on the THRESHOLD
Baffle Arrangement
The final test of this section is the co-flow velocity effect to the plume develop-
ment, when baffle resistance is present. In order to maximize the after-baffle
region, the THRESHOLD baffle arrangement was chosen to perform this test.
The difference with the THRESHOLD-LARGE baffle arrangement is the height
of the baffles, which is now reduced to the half in order to reduce the by-passed
fluxes which cause several problems as discussed in section 10.2.4. Since the
co-flow velocity (Uf ) is described by a 1/7 wind profile power law relationship, its
modification is achieved through the control velocity (Ur). In particular, two dif-
ferent control velocities are set to the inlet boundary layer velocity profile, being
Ur = 0.5m/s and Ur = 0.25m/s and Cases 10 and 11 are simulated respectively.
Details are available on table 10.1. The analysis of this study follows the same
procedure with section 10.3.1.
Streamwise evolution of the vertical concentration half-widths z1/2Φ are com-
pared in (Fig.D.8.g) and the horizontal concentration half-widths y1/2Φ are com-
pared in (Fig.D.8.h). It can be observed that z1/2Φ becomes larger for the small
wind speed immediately after the baffle array, however, the growth rate is the
same for both cases. On the contrary, although y1/2Φ also grows faster for the
small wind speed, it encounters a negative growth rate in the farfield, which, ac-
cording to the discussion of the previous section, indicates increased contribution
of buoyancy.
The LES solutions of Case 10 and Case 11 are also compared in terms of two
dimensional contours of U , U , Φ, and Φ on a horizontal plane at Z = 0, and on a
vertical plane at Y = 0 (axisymmetry plane). The velocity comparisons are illus-
trated in (Fig.10.9) and the concentration comparisons are made in (Fig.10.10).
The application of different co-flows can be clearly observed in the interior flow
at both the vertical and horizontal planes of (Fig.10.9). Furthermore, an overall
reduction of the jet speed is observed. However, comparison of the jet shape is
difficult to make as the same contour scale is used for both cases. However, such
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observation is clearly made through the concentration contours of (Fig.10.10). A
significant observation here is that decreasing the co-flow velocity promotes the
jet for by-passing the baffle array from the lateral edges. This appears to have
also increased the interaction of the jet flow with the lateral-inlet boundary and
possibly contributes to the unaffected growth rate of z1/2Φ, by reducing the amount
the jet travelling at the symmetry plane, which is where z1/2Φ is calculated.
In conclusion, it was found out that, when a limited span baffle array is installed
on the runway threshold, the volume of the plume by-passing the baffles from the
lateral sides increases with reducing the wind speed. It is difficult to define a baffle
extend which secures zero lateral fluxes, however, it is suggested that adding a
curvature to the threshold baffle arrangement would contribute on a considerable
increase of the efficiency of the system, especially for low values of the wind
speed.
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Figure 10.9: Comparison of two different co-flow velocities Ur = 0.5 (Case 10)
and Ur = 0.25 (Case 11). Image setup repeated from figure 10.7.
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Figure 10.10: Comparison of two different co-flow velocities Ur = 0.5 (Case 10)
and Ur = 0.25 (Case 11). Image setup repeated from figure 10.8.
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10.4 BAFFLE REPRESENTATION METHOD
The baffle validation of chapter 9 completed with a positive outcome. In partic-
ular, it showed that two selected methods of representing the baffle-induced re-
sistance to the numerical simulation produce comparable results in terms of drag
force (FD) and local maximum concentration (Φm). The initial definition of the
modelled approach was diagnosed with certain deficits as discussed in (Spanelis
et al., 2013). The proposed, therein, modifications have been incorporated at the
description of the model in section 4.3, and extensively applied for the simulation
of Cases 7, 9, and 13 of this chapter. In this section, the predictions of these
cases are directly compared with Cases 6, 8, and 12 respectively, corresponding
their “designed baffles” equivalence.
The comparisons of this section involve mean streamwise velocity U and
mean passive scalar concentration Φ, in plots of streamwise evolution of mean
flow characteristics obtained by the advanced post-processing method (plots are
included in Appendix D), as well as vertical profiles in various farfield locations
(plots are included in Appendix E). Further to these plots, the comparisons also
include two dimensional contours of U , U , Φ, and Φ, plotted in vertical and hor-
izontal juxtapositions between the compared solutions, available in Appendix F.
Discussion of the comparisons is subdivided in three paragraphs, each one cor-
responding on one of these the three comparison approaches.
Mean Flow Characteristics
figures (D.5), (D.6), and (D.7) compare the results of the designed baffles with the
modelled baffles for the ORIGINAL, the LARGE, and the THRESHOLD-LARGE
baffle arrangement respectively. The differences between the predictions of the
two methods are indistinguishable on the ORIGINAL baffle arrangement results.
However, the LARGE baffle arrangement results suggest that the modelled baf-
fles over-predict the vertical scales and under-predict the horizontal ones. In
other words, DRAMBI accelerates lift-off of the plume when used for the repre-
sentation of large baffles. This statement is also confirmed by the THRESHOLD-
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LARGE results, where higher deviations are observed between the predictions
of the two baffle representation methods. It has to be taken into account that
the THRESHOLD-LARGE baffle arrangement involves further uncertainty due
to the plume interactions with the inlet boundary, as discussed in previous sec-
tions; therefore, it is not advisable to justify all differences observed in (Fig.D.7)
on weaknesses of the model, but on this effect as well.
Vertical Profiles
Figures (E.2) and (E.3) compare the two baffle representation methods in terms
of vertical profiles of U and Φ for the ORIGINAL baffle arrangement. The experi-
mental data can be used as reference point for the comparisons between the two
figures. Again, the differences are indistinguishable, agreeing with the previous
paragraph. Repeating the comparison with figures (E.4) and (E.5) it is observed
that the modelled baffles have lifted the profiles at slightly higher level, which,
again, suggests that the vertical deflection is over-predicted by DRAMBI when
the baffle size increases. figures (E.6) and (E.7) illustrate the THRESHOLD-
LARGE baffle arrangement vertical profiles for the two methods. Major differ-
ences are observed in both U and Φ. However, as stated in the previous para-
graph it is difficult to make direct model comparison in this baffle arrangement
due to the effects of the inlet boundary, something that will be better observed on
the interior planes of the following paragraph.
Interior Planes
The two baffle representation methods are also compared in terms of two dimen-
sional contours of U , U , Φ, and Φ on a horizontal plane at Z = 0, and on a vertical
plane at Y = 0 (axisymmetry plane). The velocity comparisons for the ORIGINAL
baffle arrangement are illustrated in (Fig.F.1). The comparison between the two
cases is made on each image. In particular, the designed baffles occupy the bot-
tom side of the images, and the modelled baffles occupy the top side. In exactly
the same way the concentration comparisons are made in (Fig.F.2). A first obser-
vation is the shape of the baffle arrays, which is reproduced with high accuracy
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by DRAMBI. This is one of the improvements of the initially proposed model
in (Spanelis et al., 2013), where the baffle arrays did not include the curvature.
Both the velocity and the concentration fields obey high similarity for the two com-
pared approaches. The only observable differences can be identified on U at the
wake of the baffles, where the modelled approach slightly over-predicts the reat-
tachment length. Similarly, figures (F.3) and (F.4) repeat the comparisons for the
LARGE baffle arrangement. Again the agreement is high between the two baffle
representation methods. Here the most observable difference is identified on the
laterally by-passed fluxes, which in the case of the modelled baffles it is larger,
especially on the first baffle array. Large deviations between the designed baffles
and the modelled baffles are observed on the THRESHOLD-LARGE baffle ar-
rangement in figures (F.5) and (F.6). The main source of disagreement between
the two baffle representation methods on this baffle arrangement is now clarified
by the horizontal U . In particular, it is observed that the laterally by-passed fluxes
are considerably larger for the modelled baffles, therefore, also magnifying the
interactions with the inlet boundary. This early disagreement between the two
cases is not recovered in the investigated range.
In conclusion, it can be claimed that the model is efficient when the lateral
extent of the jet is smaller than the one of the baffles, and as long as the full jet
passes above the baffles and not from the lateral edges. Additionally, the model
appears to over-predict the vertical deflection of the plume,
226
Chapter 11
Conclusions and
Recommendations for Further Work
This work investigated the horizontally emitted exhaust jets of civil airliners during
takeoff, that make a large contribution to local air quality around airports, within
the framework of Clean Sky project. Numerical simulations have been carried out
in the commercial software FLUENT, and the large-scale turbulent events have
been directly resolved by its LES algorithm. The main goal of the thesis was to
setup a valid approach for the numerical simulation of this high complexity prob-
lem, while at the same time studying the recently proposed (Bennett et al., 2013)
installation of a wind-brake system, which is an array of baffles suitably arranged
behind the aircraft, aiming to accelerate the natural lift-off of the plume. A large
part of this work has been undertaken in a complementary manner alongside
wind tunnel experiments carried out by a separate group (Velikov, 2013) in the
atmospheric boundary layer wind tunnel of Cranfield University.
Apart from the inclusion of the newly proposed wind-brake system, present
work has major differences compared to previous FLUENT-LES studies of ex-
haust jets in takeoff conditions (Aloysius et al., 2007; Aloysius & Wrobel, 2009a).
Previous studies have investigated the plume development at very long down-
stream locations, up to 2000 nozzle diameters, while the streamwise extent of
present simulations only reached a maximum of 380 diameters. However, the re-
sults of previous work have only been validated by real world measurements in
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terms of instantaneous concentration data, while present work results are thor-
oughly cross-validated by time-averaged velocity and concentration data. Despite
the fact that the streamwise extent of this work was short comparing to previous
ones, the wind-brake system accelerated the lift-off process enough so that it be-
comes visible from within the investigated range. The main achievements of this
work, ordered by their importance to this thesis contribution to knowledge are:
1. Established credibility of the LES predictions by means of a staged valida-
tion following an increasing problem complexity: starting from the simplest
“cold, free, round jet in strong co-flow”, and extending to the most compli-
cated “buoyant, three dimensional wall-jet, developing inside a low speed
boundary layer, under the influence of a wind-brake system”.
2. Enhanced understanding of the response of the geometrical characteristics
of the wind-brake system to the behaviour of the exhaust jet in the farfield.
3. Shed light to the response of certain numerical parameters to the LES so-
lution of axisymmetric and three-dimensional wall-jets, in a way to limit the
computational cost without affecting the quality of the numerical predictions.
4. Devised and validated an algorithm for the representation of the baffles in
the computational domain of LES, based on the dynamic evaluation of local
source terms in the momentum equations.
5. Developed a post-processing code which performs volumetric analysis of
the three-dimensional solutions, calculating the streamwise evolution of the
jet mean velocity and mean concentration characteristics.
6. Developed an efficient meshing approach adaptable to both the simulations
of axisymmetric jet and the three dimensional wall jet.
7. Established a simulation setup, automated by scripts, easily modifiable to
apply at different cases, which was necessary to maintain robustness of the
multiple parametric studies carried out.
8. Developed a method for a-priory definition of the simulated time, based on
theoretical jet properties, when co-flow is present.
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11.1 TOWARDS THE COMPLETE SIMULATIONS
The problem described by the central objective of this thesis is highly compli-
cated due to the multiple physical parameters composing it, such as the presence
of a solid surface parallel to the jet development, the boundary layer formed by
the wind, the three dimensional obstacles opposing the plume (baffles), and the
buoyant forces formed by the temperature difference between the exhaust jet and
the ambient flow. An attempt to directly validate the LES predictions based on
this complexity would increase uncertainty of the observations, raising questions
about which parameters, numerical or physical, are responsible for the deviations
between LES and experiment. For this reason, it was decided to carry out a
staged validation of the numerical approach by progressively increasing the com-
plexity of the investigated setup.
Validating Free-Shear Jet Simulations
The first validation problem was a cold, free, axisymmetric jet in strong co-flow.
A high value of the co-flow velocity is desirable in the simulation due to the in-
verse proportionality of this variable with the computational cost of LES (refer to
section 5.4). Experimental data taken by a previous relevant experiment (Garry
& Holt, 2008), as well as results of previous LES (Dinesh et al., 2009) were used
for cross-validations during this study, the results of which are analytically dis-
cussed in section 7.1. Numerical parameters, such as the convergence criteria,
timestep size, jet inlet turbulence intensity, shear layer resolution, under relaxation
factors, temporal convergence, mesh density, pressure coupling, SGS modelling,
and mesh isotropy in the farfield, were parametrically tested.
The main outcome of this set of tests was that the near-field computations
0 ≤ X/D ≤ 15 strongly depend on most of the tested parameters. Specifi-
cally, accurate near-field predictions required the following: a high mesh density
in order to capture the small anisotropic motions of the transitional jet, a small
timestep to temporally resolve these motions, low values of the convergence cri-
teria in order to ensure sufficiently converged equations in every timestep, and
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similar adjustment of other numerical parameters. Such a high resolution nu-
merical setup implies high computational cost. Alternatively, it was observed that
although under-resolution of turbulence in the near-field brings about erroneous
results at the end of transition, there is a strong tendency of such errors to gradu-
ally recover with increasing downstream distance. In other words, it was observed
that the farfield of an expensive simulation is identical to the farfield of a moderate
one.
Another significant observation made in this study was the high importance of
isotropic mesh cells in free-shear regions with respect to accurate passive scalar
mixing calculations. The streamwise dimension of the computational mesh con-
tains the largest number of cells comparing to the cross-sectional ones. For this
reason, a straightforward approach to limit mesh density is to trade-off streamwise
resolution at the very farfield, where the dominant turbulent events have become
very large. Such a simplification, however, was found to be incorrect because
it results in the formation of elongated cells in the streamwise direction, which
according to present observations, leads to erroneous scalar mixing calculations.
The second free-shear validation problem was a high speed co-axial jet in
stagnant environment. This was a more difficult problem to simulate due to the
high Reynolds number and the complex inlet which consists of a realistic turbofan
engine model. Experimental data and previous high resolution LES results, avail-
able from (Eastwood et al., 2008), were used to validate the LES predictions. The
most important finding of this study was that modelling (simplifying) the complex
geometry of the turbofan engine at the inlet, by substituting it with simple velocity
and scalar profiles, only affects the near-field results, but the solution becomes
independent after transition is complete.
Validating Wall Bounded Jet Simulations
At the time of the validation tests, experimental data of a three-dimensional wall
jet in co-flow were not available. Therefore, a modification was made to the free-
round jet setup of (Garry & Holt, 2008) in order to carry out the wall bounded val-
idation tests of chapter 8. Lack of experimental data does not reduce credibility
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of this study, because the main target was not to cross-validate the LES predic-
tions, but to parametrically observe the response of certain solution variables to
a set of selected numerical and physical parameters. Repetition of the near-field
accuracy tests was followed by similar conclusions to the free-shear validation
tests, most importantly having observed a similar recovery of transitional errors in
the farfield. An additional finding of this study was the importance of universally
adjusted low values of the non-dimensional wall-distance (y+ ≈ 1). Apart from the
immediate effects in near-wall region, high values of y+ were observed to affect
both the mean velocity and concentration characteristics.
The analysis of the wall bounded validation tests identified the necessity to
develop a post-processing code, which calculates the streamwise evolution of
the mean velocity and mean concentration characteristics, by performing volu-
metric analysis of the three-dimensional solutions. This was a crucial input to
the research, facilitating high level assessment of the non-axisymmetric fields
which would otherwise have required enormous post-processing effort, or ex-
tremely long discussions for robust comparisons in terms of multiple horizontal
and vertical profiles.
Selecting the Meshing Approach
Three different structured meshing approaches were tested during the validation
tests, including revolution meshing, H-Type meshing, and block structured O-Type
meshing. Although the revolution mesh is the easiest to design and control during
isotropic densification, and its predictions were observed similar to the other two
approaches, it is extremely difficult to apply in wall jet simulations. Furthermore, it
was found out that although O-Type meshing involves higher complexity of design
comparing to H-Type, it significantly reduces the required number of cells, exten-
sively reducing the computational cost which has been a major constraint for this
work. The most difficult task was to benefit from the advantages of the O-Type
meshing approach in the three dimensional wall jet simulations, something that
was achieved with the development of a hybrid H-Type/O-Type mesh.
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Defining the Simulated Time Requirement
The duration of the simulation has been a major model parameter in this work,
because of the long distances needed to be travelled by the investigated jets dur-
ing the simulations, especially considering the sampling process required for the
investigated statistical quantities to be formed. In order to be able and a-priory
define the simulated time intervals, theoretical properties of jets in stagnant envi-
ronment have been modified to account for a co-flowing wind in chapter 5. Predic-
tions of this method were tested and met close agreement with the LES results
in terms of both the streamwise evolution of Um and z1/2 for the axisymmetric jet
in co-flow. It is possible to extend this test in the case of a three dimensional
wall jet. It is, however, important to first improve the definition of Uf which in the
latter case is not homogeneous around the mixing layer, but varies from zero (on
the ground) to a non-constant maximum value depending on the vertical position
above the ground where the free mixing layer lies.
The presence of the baffles reduces the passage frequency of the largest ed-
dies, thereby increasing the simulated time requirement (STR). Further investiga-
tion is needed before being able to predict the streamwise convection frequency
of these new turbulent scales based on the geometrical characteristics of the in-
stalled baffle arrangement.
It is interesting to stress the possibility of substituting the highly expensive
near-field computations by an artificial (unsteady) inlet, representing the cross-
section of a three-dimensional wall-jet, at the most distant possible streamwise
location. Such an application is expected to reduce the simulation cost by a
large factor, both due to the reduction of the number of computational cells, and
due to the increased timestep size. Therefore, it is recommended that separate
research is conducted with the aim to establish robust methods for defining an
unsteady inlet in a turbulent region of the wall-developing plume, closer to the
area of interest.
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Representing the Baffles in the Flowfield
The numerical representation of the wind-brake system was initially investigated
in chapter 9. Problem setup as well as experimental measurements, including
aerodynamic drag and pollutant concentration, were provided by the experimental
work of Velikov (Velikov, 2013). The conventional approach, which is to design
the baffle geometries similar to the experimental setup and adjust their surfaces to
the no-slip condition in the simulation, have efficiently reproduced the experiment.
An alternative method to represent the baffles in the flowfield was developed
and validated. This algorithm is based on the immersed boundary method first
introduced by (Peskin, 1972), and is based on the dynamic evaluation of local
source terms in the momentum equations, causing the flow to respond aerody-
namically as if the baffles were present in the flow (refer to section 4.3). Valida-
tion of the modelled baffle approach, which has also been published (Spanelis
et al., 2013), has met a high level of success. Suggestions for improvements
made in this publication were applied to the model before extending its applica-
tion to the final simulations of this thesis. Extensive comparisons between the
modelled and the designed baffle results, for three different baffle arrangements,
met reasonable agreement, including streamwise evolution of mean velocity and
concentration characteristics.
The modelled baffle representation method is expected to reduce the compu-
tational cost by reducing the number of computational cells. However, the most
significant advantage of this model is that it does not require new meshing for
every geometrical change applied on the baffles. In this way it is expected to
accelerate the numerical investigation of the baffle-resisted plumes in the future.
The main weakness of the model is on reproducing separations from the lat-
eral edges of the baffle arrays, especially when the lateral extent of an array is
short. This weakness would be insignificant in a sufficiently long baffle array,
when the full jet passes above the baffles. Another disagreement between the
modelled baffles and the designed ones was the over-prediction of the vertical de-
flection of the plume when modelled baffles are selected. These over-predictions
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increased proportionally to the amount of the laterally by-passing plume. It is,
therefore, believed that lateral extension of the baffle arrays would resolve both
issues.
Including Buoyancy in the Simulation
It was observed that density variations due to the different temperatures specified
at the jet and co-flow inlets, cause distinguishable changes to the unresisted three
dimensional wall jet mean flow characteristics. It is expected that in the final sim-
ulations, where streamwise momentum is reduced by the baffles, the buoyancy
effects would get magnified. However, due to limited computational resources the
deflected jet simulations have only been performed with active buoyancy. A sug-
gestion for future work is to repeat the baffle including simulations with buoyancy
deactivated. Such a study is expected to facilitate the evaluation of the “efficien-
cies” of the tested baffle arrangements.
11.2 LIMITATION OF CROSS-VALIDATIONS
Further to the setup parameters of the free jet validation tests, numerical replica-
tion of the final experiments required two additional parameters to be reproduced
in the simulation. These include a fully developed boundary layer, and a wind-
brake system of certain geometrical dimensions.
Replicating the Boundary Layer
Boundary layer reproduction was not a trivial task to accomplish. The mean ver-
tical velocity distribution recorded in the wind tunnel experiments, which was later
recreated as a profile at the inlet boundary of LES, includes high uncertainty.
The reason being a co-flow speed variation of about 10 − 15%, between differ-
ent experimental measurements, due to the uncontrollable ambient (to the wind
tunnel) conditions as stated by Velikov (Velikov, 2013). Furthermore, a highly sig-
nificant parameter for disagreements between LES and experiments is the lack
of a detailed turbulent description to be reproduced at the inlet boundary. This
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has allowed a considerable streamwise development of the boundary layer in the
simulation, resulting in a gradual reduction of the co-flow speed surrounding the
simulated jet. This disagreement in the setup replication has caused the jet to ex-
pand slightly faster in the simulation, especially in the attached jet regime where
the lateral growth rate is, in theory, very large.
It is suggested, for future investigations, that high fidelity measurements of
Uf and UfRMS are made in the wind tunnel, before being accurately replicated
by LES. Such a detailed description of Uf would also give space for higher level
analysis of the streamwise evolution of mean velocity characteristics. Specifically,
the improved analysis would be implemented in terms of the “net mean x-velocity”
(U − Uf ) instead of the mean x-velocity (U ). The most significant gain of such a
post-processing method would be the ability to directly compare non-dimensional
distributions between (U − Uf ) and (Φ), and improve conclusions regarding the
lift-off of the plume.
The Lateral Extent of the Baffle Arrays
A source of uncertainty, additional to the first one, is the limited lateral extent of
the baffle arrays composing the wind-brake system.
Limited lateral extent of the baffle arrays was observed to allow the jet to by-
pass the array from the lateral sides. In some of the investigated setups this
escape has imposed significant effects to the flow at the plane of symmetry.
This uncertainty parameter add to the co-flow disagreement mentioned above.
This can be understood by taking into account that the amount of the laterally by
passed jet fluxes increases with increasing horizontal dimension of the jet, which
also increases with decreasing co-flow velocity. It is therefore suggested for future
work aiming to improve robustness of the LES−Experiment cross-validations, to
further extend the lateral span of the baffle arrays, and to remove this uncertainty
parameter from the analysis.
Although the above reasons have lead to significant disagreement in terms of
mean velocity, the effects on passive scalar fields were, in the majority, insignifi-
cant. In particular, the overall level of disagreement remained below 10%, while
235
Apostolos Spanelis − PhD Thesis Chapter 11
this percentage is well justified by the cross-sectional over-expansion of the plume
in the simulation. A more efficient reproduction of the experimental conditions of
the simulation is expected to decrease this percentage even further.
11.3 CURRENT ASSESSMENT AND FUTURE REC-
OMMENDATIONS
Current Assessment of the Wind Brake System
Further to the replication of the ORIGINAL baffle arrangement, which is a mod-
elled version of the wind-brake system tested in the field-trial investigation of
(Bennett et al., 2013), this thesis work also considered additional setups. The
LARGE and THRESHOLD setups have only been tested for the purpose of en-
hancing present understanding of the geometrical characteristics of the baffle
arrangement. Considering that the standard glide-path has an approach an-
gle of 3◦, and that regulatory clear approach surfaces are typically 1.5◦ or less,
such wind-brake configurations conflict with the civil aviation authority regulations
(CAA, 2011). A threshold arrangement would only become a possible application
in a retractable format, in cases where the original arrangement is not possible
for other reasons.
The original baffle arrangement has been found inadequate to achieve lift-off
of the plume in the investigated range; further extension of the computational
domain is required. However, the increased drag and lift forcing of the larger
baffles has accelerated the natural lift-off process, and the plume’s vertical to
horizontal scale ratio increases rapidly after the baffle region, indicating a gradual
domination of buoyancy.
Following the suggestion made by Bennett et al. (Bennett et al., 2013), three
extra baffle arrays were added to the original setup to further accelerate the lift-off
process. This setup, herein called ADDITIONAL baffle arrangement, follows the
regulatory restrictions of CAA. With this addition, efficiency of the wind-brake sys-
tem improved considerably, and gradual buoyancy domination is also observed.
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Suggestions for the Continuation of the Study
This thesis has set a strong basis for the numerical investigation of the aerody-
namic baffles’ installation, as suggested by Bennett et al. (Bennett et al., 2013),
which aims to reduce near airport pollution. Further to the high level validations of
the numerical approach carried out, preliminary investigation of the geometrical
characteristics of the wind-brake system has been implemented. However, this
has only been a first step towards a better understanding of this method. Results
of future numerical investigation of larger and even more complex simulations,
together with field-trial measurements, should be evaluated together in order to
reach a consensus about the application of this method in the market.
In particular, the total number of the simulations of this work have been carried
out on a scaled version of the real situation in order to maximize controllability of
cross-validations. For the continuation of the study, the established numerical
approach is suggested to be extended on a real scale environment, aiming to
exclude scaling uncertainty. It is worth including the complete aircraft geometry
in future simulations, which as suggested by the work of Aloysius and Wrobel
(Aloysius & Wrobel, 2009a), plays a major role in the vertical dispersion of the
plume.
In terms of the analysis method, it is recommended for future simulations to
not consider overall statistical analysis. Instantaneous flow assessment at certain
times after the engines begin to produce thrust, is suggested instead, with the
statistical analysis limited to the early stages of the jet development, depending
on the averaging time available for sample collection. It is also recommended that
the computational domain be long enough so that the plume does not manage
to reach the exit of the computational domain in the simulated time. The detailed
plots of streamwise evolution of mean velocity characteristics, produced in this
work, are valuable in such a-priory definitions.
The recommended parameters to be tested in full scale studies include the
number of baffle arrays added to the ORIGINAL setup, the time of the operational
jet, the direction and magnitude of the wind speed, and the ambient temperature.
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A further study should also consider the effects of ground surface humidity on the
lift-off length.
Finally, should the retractable THRESHOLD baffle arrangement be put under
investigation, it is suggested that adding a curvature to the baffle array would
contribute to a considerable increase of the efficiency of the system. Therefore, a
parametric study, investigating the radius of the threshold baffle array, is recom-
mended.
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Appendix A
Free Shear Validation Tests
Cross-Sectional Profiles
The present Appendix includes all the axisymmetric jet cross-sectional profile
comparisons of the 12 studies of the free-shear validation tests discussed in
chapter 7. Description of the investigated setups corresponding to these results
is available in sections 6.1.1 and 6.1.2, corresponding to a single circular and a
coaxial jet respectively.
A-1

Free Shear Validation Tests CROSS-SECTIONAL PROFILES
(a) (b)
(c) (d)
(e) (f)
Figure A.1: Profiles of the study “Meshing Approach”.
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Figure A.2: Profiles of the study “Convergence Criteria”.
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Figure A.3: Profiles of the study “Timestep Size”.
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Figure A.4: Profiles of the study “Inlet Turbulence Intensity”.
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Figure A.5: Profiles of the study “Shear Layer Resolution”.
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Figure A.6: Profiles of the study “Temporal Convergence”.
A-13
Apostolos Spanelis − PhD Thesis Appendix A
(a) (b)
(c) (d) (e)
(f) (g) (h)
(i) (j)
A-14
Free Shear Validation Tests CROSS-SECTIONAL PROFILES
(k) (l) (m)
(n) (o)
(p) (q)
(r) (s)
Figure A.7: Profiles of the study “Grid Convergence”.
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Figure A.8: Profiles of the study “Pressure Coupling Algorithm”.
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Figure A.9: Profiles of the study “SGS Modelling”.
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Figure A.10: Profiles of the study “Far-field Mesh-Anisotropy”.
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Figure A.11: Profiles of the study “Comparison with Previous LES”.
A-23
Apostolos Spanelis − PhD Thesis Appendix A
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
A-24
Free Shear Validation Tests CROSS-SECTIONAL PROFILES
(m) (n) (o)
(p) (q) (r)
Figure A.12: Profiles of the study “Modelling the Nozzle”.
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Appendix B
Wall Bounded Validation Tests:
Example of the Conventional
Post-Processing
The present Appendix includes a sample of the conventional post processing
method. Refer to section 8.1.1 for description of this approach. Description of the
investigated setup corresponding to these results is available in section 6.1.3.
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(b)
Figure B.3: Conventional Post-Processing of Study Nr.6: H-Type Mesh Density.
Wall Profiles of mean X- and Y-Wall-Shear are Plotted at the Wall-Jet Region
30 ≤ X/D ≤ 150.
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Appendix C
Wall Bounded Validation Tests:
Advanced Post Processing
The present Appendix includes the streamwise evolution mean jet characteristics
plots of all 13 studies of the wall-bounded validation tests discussed in chapter 8.
This post processing approach is called advanced post-processing method; refer
to section 8.1.2 for description of this approach. Description of the investigated
setup corresponding to these results is available in section 6.1.3.
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Figure C.1: Streamwise plots of study “SGS Modelling (H-Type)”.
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Figure C.2: Streamwise plots of study “Convergence Criteria”.
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Figure C.3: Streamwise plots of study “Non-Dimensional Wall Distance (Y+)”.
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Figure C.4: Streamwise plots of study “Temporal Resolution”.
C-17
Apostolos Spanelis − PhD Thesis Appendix C
Study Nr.5: Inlet Ground Boundary Layer (H-Type)
(a)
(b)
C-18
Wall Bounded Validation Tests C.5. INLET GROUND BL (H-TYPE)
(c)
(d)
C-19
Apostolos Spanelis − PhD Thesis Appendix C
(e)
(f)
C-20
Wall Bounded Validation Tests C.5. INLET GROUND BL (H-TYPE)
(g)
(h)
Figure C.5: Streamwise plots of study “Inlet Ground Boundary Layer (H-Type)”.
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Figure C.6: Streamwise plots of study “H-Type Mesh Density”.
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Figure C.7: Streamwise plots of study “H-Type Vs O-Type”.
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Figure C.8: Streamwise plots of study “O-Type Mesh Density”.
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Figure C.9: Streamwise plots of study “Inlet Ground Boundary Layer (O-Type)”.
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Figure C.10: Streamwise plots of study “SGS Modelling (O-Type)”.
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Figure C.11: Streamwise plots of study “Co-Flow Effect”.
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Figure C.12: Streamwise plots of study “Wall Effect”.
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Study Nr.13: Three-Dimensionality Effect
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Figure C.13: Streamwise plots of study “Three-Dimensionality Effect”.
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Appendix D
Final Results:
Streamwise Evolution Plots
The present Appendix includes the streamwise evolution mean jet characteristics
plots of the final results discussed in chapter 10. This post processing approach
is called advanced post-processing method; refer to section 8.1.2 for description
of this approach. Description of the investigated setup corresponding to these
results is available in section 6.2.
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Figure D.1: Streamwise plots of the final results “temporal convergence study”.
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D.2 Grid Convergence Study
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Figure D.2: Streamwise plots of the final results “grid convergence” study.
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D.3 Buoyancy Effect Study
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Figure D.3: Streamwise plots of the “buoyancy effect” study.
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D.4 Hot Unresisted 3DOJ
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Figure D.4: Streamwise plots of the unresisted jet simulation.
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D.5 Original Baffle Arrangement
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Figure D.5: Streamwise plots of the “ORIGINAL” baffle arrangement.
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D.6 Large Baffle Arrangement
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Figure D.6: Streamwise plots of the “LARGE” baffle arrangement.
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D.7 Large Threshold Baffle Arrangement
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Figure D.7: Streamwise plots of the “THRESHOLD-LARGE” baffle arrangement.
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D.8 Co-Flow Effect Study
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Figure D.8: Streamwise plots of the co-flow effect study.
D-33
Apostolos Spanelis − PhD Thesis Appendix D
D.9 Baffle Arrangement
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Figure D.9: Streamwise plot comparison between different baffle arrangements.
D-37

Appendix E
Final Results:
Vertical Profiles
The present Appendix includes all the final comparisons of the LES results with
the wind tunnel measurements in terms of vertical velocity and concentration pro-
files at certain locations along the centreline. These results are discussed in
chapter 10. Description of the investigated setup corresponding to the presented
results is available in section 6.2.
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Vertical Profiles E.1. HOT UNRESISTED 3DOJ
E.1 Hot Unresisted 3DOJ
Figure E.1: Vertical profiles of U and Φ at the farfield of the “UNRESISTED”
3DOJ . Case 5 results and the ABLWT experimental data are plotted at the
stations where available.
E-3

Vertical Profiles E.2. ORIGINAL BAFFLE ARRANGEMENT
E.2 Original Baffle Arrangement
Figure E.2: Repetition of figure E.1 using Case 6 results “designed baffles”.
Figure E.3: Repetition of figure E.1 using Case 7 results “modelled baffles”.
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Vertical Profiles E.3. LARGE BAFFLE ARRANGEMENT
E.3 Large Baffle Arrangement
Figure E.4: Repetition of figure E.1 using Case 8 results “designed baffles”.
Figure E.5: Repetition of figure E.1 using Case 9 results “modelled baffles”.
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Vertical Profiles E.4. THRESHOLD-LARGE B. ARRANGEMENT
E.4 Threshold-Large B. Arrangement
Figure E.6: Repetition of figure E.1 using Case 12 results “designed baffles”.
Figure E.7: Repetition of figure E.1 using Case 13 results “modelled baffles”.
E-9

Appendix F
Final Results:
Axisymmetric-Mirrored
Comparisons of Baffle
Representation Method
F.1 Designed Vs Modelled Baffles
The present Appendix includes mirrored juxtapositions on the vertical and hor-
izontal planes of numerical results of the baffle simulations using two different
methods: a) the conventional approach “designed baffles”, and b) the virtual baf-
fle approach “DRAMBI”. These results are discussed in chapter 10. Description
of the investigated setup corresponding to these results is available in section 6.2.
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Figure F.1: Comparison of the “designed baffles” (Case 6) and the “modelled
baffles” (Case 7) for the “ORIGINAL” baffle arrangement. Image setup repeated
from figure 10.7.
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Baffle Representation Method ORIGINAL BAFFLE ARRANGEMENT
Figure F.2: Comparison of the “designed baffles” (Case 6) and the “modelled
baffles” (Case 7) for the “ORIGINAL” baffle arrangement. Image setup repeated
from figure 10.8.
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Figure F.3: Comparison of the “designed baffles” (Case 8) and the “modelled
baffles” (Case 9) for the “LARGE” baffle arrangement. Image setup repeated
from figure 10.7.
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Baffle Representation Method LARGE BAFFLE ARRANGEMENT
Figure F.4: Comparison of the “designed baffles” (Case 8) and the “modelled
baffles” (Case 9) for the “LARGE” baffle arrangement. Image setup repeated
from figure 10.8.
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Figure F.5: Comparison of the “designed baffles” (Case 12) and the “modelled
baffles” (Case 13) for the “THRESHOLD-LARGE” baffle arrangement. Image
setup repeated from figure 10.7.
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Baffle Representation Method THRESHOLD-LARGE B. ARRANGEMENT
Figure F.6: Comparison of the “designed baffles” (Case 12) and the “modelled
baffles” (Case 13) for the “THRESHOLD-LARGE” baffle arrangement. Image
setup repeated from figure 10.8.
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Appendix G
Code and Scripting
G.1 FLUENT User Defined Functions
The following pages include the complete set of user defined functions used
throughout this thesis simulations, as included in the source file to be compiled
by FLUENT before the simulation begins. This particular version was used for the
simulation of Case 7. Refer to table 10.1 for details of this simulation.
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Code and Scripting G.2. TECPLOT POST-PROCESSING SCRIPT
G.2 Tecplot Post-Processing Script
The present code is written in the Python-based scripting language of TecPlot
360. It performs volumetric operations within the three dimensional computational
domain of LES in order to obtain the streamwise evolution of the mean flow char-
acteristics. Explanation of this method, referred as advanced post-processing
method, is presented in section 8.1.2.
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