1. Introduction. In this paper we study some approximation theory questions which arise from the analysis of the discretization error associated with the use of the Rayleigh-Ritz-Galerkin method for approximating the solutions to various types of boundary value problems, cf. [13, [2] , [33, [43, [7] , [8] , [93, [12] , [143, [18] , [19] , [20] and [22] . In particular, we consider upper and lower bounds for the error in approximation of certain families of functions in Sobolev spaces, cf. [15] , by functions in finite-dimensional "polynomial spline types" subspaces, cf. [16] .
In doing this, we directly generalize, improve, and extend the corresponding results of [1] , [17] , [18] , [19] , [20] , and [21] . Throughout this paper, the symbol K will be used repeatedly to denote a positive constant, not necessarily the same at each occurrence and the symbol # will be used repeatedly to denote a nonnegative, continuous function on [0, ], not necessarily the same at each occurrence.
2. One-dimensional spline spaces. In this section we discuss computable lower and upper bounds for the error in approximating a class of functions of one real variable belonging to a Sobolev space by functions belonging to a onedimensional spline subspace. These results extend, generalize, and improve the corresponding results of [1] and [17] . Let Given Proof The proof of this theorem depends directly on the interpolation results of [22] . Part (i) follows from Theorem 3.4, (ii) follows from Theorem 3.5, (iii) follows directly from Theorem 3.6, and (iv) and (v) follow from Theorem 4.1.
Since the proofs of the different parts are similar, we explicitly prove only Part (i). To prove the right-hand inequality of (2.6), we need only recognize that
where Jf denotes the S(2m 1, A, s)-interpolate off defined in [22] and then apply the result of Theorem 3.4 of [22] .
Finally we prove the left-hand inequality of (2.6 [1] , [18] , [19] , and [20] .
Let N be a fixed positive integer. We now discuss bounds for the error of approximation in the "higher-order" Sobolev spaces. To simplify the presentation the constants in the bounds are not explicitly computed. Their computation, which is similar to computations in We remark that the results of this section show that spline subspaces are optimal in the sense that no other subspaces of the same dimension give asymptotically smaller approximation errors under the stated hypotheses. 4 . Genera! dis. In this section we first discuss lower and upper bounds for the error in approximating a class of functions, defined on a domain, f, of the type first considered by Harrick, cf. [8] and [9] [11 ] , if k and j are positive integers, let 2k(j) denote the kth eigenvalue of the boundary value problem, (4.3) fn E Dy(x)Dq(x) dx 2 fn y(x)q)(x) dx for all q) HJ(f), I1-5 where the 2k are arranged in order of increasing magnitude and repeated according to their multiplicity. We remark that it may be shown that 2(j) k 2j/N as j < k oe, cf. [11] .
To begin we prove some denseness results. These results extend Theorems 3.2 and 3.3 of [21] . Using Theorem 2.1 of [21] , we have the next theorem. Proof The left-hand inequality of (4.4) follows as in Theorem 3.3. To prove the right-hand inequality, we note that if u e H;(), there exists a sequence {Vk}k C() such that u Vkllnrtn) 0 as k --, oo and hence for all s e )(@iN= S(2m 1, Ai, zi)), (4.5) Since the first term on the right-hand side of (4.5) goes to 0 as k oe, the required result follows by bounding the second term on the right-hand side of (4.5) . This is accomplished by using the result of Theorem 4.1 of [21] as was done in the proof of Theorem 5.1 of [10] . 
