Abstract We present an analysis of how visually impaired people perform gestures on touch-screen smartphones and report their preferences, explaining the procedure and technical implementation that we followed to collect gesture samples. To that end, we recruited 36 visually impaired participants and divided them into two main groups of low-vision and blind people respectively. We then examined their touch-based gesture preferences in terms of number of strokes, multi-touch, and shape angle, as well as their execution in geometric, kinematic and relative terms. For this purpose, we developed a wireless system to simultaneously record sample gestures from several participants, with the possibility of monitoring the capture process. Our results are consistent with previous research regarding the preference of visually impaired users for simple gestures: with one finger, a single stroke, and in one or two cardinal directions. Of the two groups of participants, blind people are less consistent with multi-stroke gestures. In addition, they are more likely than low-vision people to go outside the bounds of the display in the absence of its physical delimitation of, especially with multi-touch gestures. In the case of more complex gestures, rounded shapes are greatly preferred to angular ones, especially by blind people, who have difficulty performing straight gestures with steep or right angles. Based on these results and on previous related research, we offer suggestions to improve gesture accessibility of handheld touchscreen devices.
Introduction
Multimedia tools and applications have greatly benefited from multimodal interfaces such as speech recognition and touch-based surfaces, which allow more transparent, flexible, efficient and expressive interaction with machines [36] . In particular, interaction on touch-sensitive screens is considered to be a direct form of user interface, where information control and display are unified in an intuitive manner [1] . Furthermore, nowadays most smartphones use multi-touch screen technology; thus, given the popularity of mobile devices, touch-based user interfaces have become the most pervasive interaction paradigm between people and computers. Nonetheless, touch-based interfaces may be a challenge for most visually impaired people, especially for users who have been totally blind since infancy [18] . For example, some gestures may require complicated finger movements or the coordination of several fingers in order to carry out an action (i.e., text editing). These gestures can be difficult to perform on a handheld device screen, especially when there is no feedback other than visual cues. Still, with the replacement of physical keys by virtual keys, touch-based interaction has become the main means of interaction with most smartphones. For instance, assistive technologies such as integrated screen readers for iOS and Android may require many touch-based commands, with numerous gestures to be learned. Unlike interaction with desktop platforms, visually impaired users do not have easy access to a mouse or a QUERTY-like physical keyboard to control their smartphone screen readers.
Besides touch-based interaction, visually impaired people and blind users in particular mainly use automatic speech recognition as an input method (e.g., Siri for iOS). In addition, visually impaired people may use the few physical buttons on the device, or an external physical keyboard via Bluetooth (QUERTY-like or Braille). Although these other multimodal input methods may be accessible alternatives, they also have significant usability issues. These include the small keys on portable keyboards, difficulty using text-to-speech feedback, or dictation in noisy environments; in addition, Braille keyboards are perceived as expensive or cumbersome to carry [6, 15] . We firmly believe that visually impaired people should have the same opportunity to choose gestural or alternative input modalities as sighted users do. Therefore, the main focus of this study is to understand whether and how gestures could be improved, in order to make touch-based interaction by visually impaired users more accessible and usable. Indeed, we think that usable touch gestures can significantly enrich the daily mobile user experience of visually impaired people, despite its inherent difficulties.
In this extended and revised work of a previous exploratory study [11] , we present a detailed analysis of 36 visually impaired people's performance of touch-based gestures. We expand our previous work by describing in greater detail the underlying principles of touch-gestures and their recognition, the main difficulties experienced by the visually impaired in this regard, and their preferences on smartphone-sized screens, by examining the geometric and kinematic characteristics of the sampled gestures, both absolute and relative. For example, visually impaired people, especially blind people, can experience problems understanding the shape or outline of the gesture, which are visual by nature. Thus, we selected and categorized a set of gestures in order to investigate their main usability problems as well as to detect those preferred (and often more suitable) by visually impaired people. We based several of these reference gestures on those available in VoiceOver and TalkBack since some users might be already familiar with them.
First, we present a brief discussion of the related work in mobile touch-based interaction and gesture interaction, as well as an overview of accessible touch gestures. We also describe the use of gestures in the most popular mobile screen readers. We then describe our methodology and the capture system we developed to collect the gesture samples of the 36 participants during the study. We then present detailed results, discussion and conclusions concerning the collected participants' data and our experience and suggestions regarding the study.
Related work
The usability and accessibility of touch-based gestures rely on their characteristics and the recognition techniques utilized. These techniques take into account a range of gesture characteristics that continually increases thanks to the availability of new screen technology and algorithms. For instance, the precursors of smartphones, the personal digital assistants (PDAs), were handheld devices that already had single-touch interaction via a stylus and handwritten recognition, although with mixed results [7] . The handwritten recognition used by most PDAs used simplified alphabets based on stroke gestures, like the alphabets Unistrokes [14] and Graffiti, intended to be easy to learn and perform [27] . Over time, smartphones overshadowed the PDA market, particularly after the release of the first iPhone, which popularized multi-touch interaction on smartphones that was based on research by Westerman, Elias, and Hedge [58] . Incidentally, the demand for touch-based smartphones increased significantly thanks to the greater industrialization of capacitive sensing technologies [57] . This demand also prompted more research on the topic, such as touch-based interaction in mobile environments [9] and usability of multi-touch mobile applications [23] . Nonetheless, despite the significant changes in mobile touchscreen technology, the principles of gesture recognition are decades old and are shared across different types of surfaces and devices.
Gesture features and recognition
Touchscreen gestures are basically a series of timed points made by a pointer in a twodimensional plane, which is defined by a set of features called descriptors. In addition, certain touchscreen technologies, such as capacitive screens used in smartphones, also allow measuring the pressure at each point of the gesture [57] . For touchscreen-based interactions, the pointers are usually the user's fingers, although a stylus could also be used. Most gesture studies and technologies use a combination of absolute geometric and kinematic features as descriptors [3, 20, 41] , such as the following:
& Length: the cumulative sum of the Euclidean distance (in pixels) between adjacent points of the gesture's path. & Area: the area (in square pixels) of the bounding box that encloses the gesture, defined by its maximum and minimum points along the x-axis and the y-axis. & Aspect ratio: the dimensionless ratio between the width and height of the gesture's bounding box. & Duration: the difference (in milliseconds) of the timestamps of the gesture's first point and last points. & Speed: the rate of movement of the gesture's pointers, defined by the length and duration of the gesture.
Among the most common features used to describe gestures on a surface are those specified by Rubine in his seminal work on gesture recognition [45] . Rubine describes a set of thirteen gesture features that can be used to recognize a given gesture. He made this selection based on three criteria for the set of features: 1) each feature should be incrementally computable in constant time per input unit; 2) each feature should be meaningful so that it can be used in gesture semantics and recognition; 3) there should be enough features to provide differentiation between all gestures that might be expected within reasonable expectations and efficiency. The popularity of Rubine's features may be explained by their relative simplicity, as they were originally defined focusing mainly on gestures made with one stroke and one finger. However, multi-touch and multi-stroke gestures require a more complex specification of gestures' features. For this reason, different authors have proposed the use of others descriptors, such as gesture curviness or structure, that allow recognition of multi-touch and multi-stroke gestures [25, 59] , or even their formalization [17] . Nevertheless, none of these composite gesture implementations or formalizations has yet become a commonly used standard.
Gesture and handwriting recognition are particular cases of pattern recognition, as both focus on the transformation of a language represented in a spatial form through graphic marks into its symbolic representation [38] . The choice of gesture recognition algorithms depends on the context of the application, and it is based on the characteristics of the target marks, such as timing, number of pointers and number of strokes. The techniques for recognition of gestures and handwriting vary from the traditional feature-based Rubine's statistical classifier [45] and the Dynamic-Type Warping programing [32] , to Hidden Markov Models [50] and neural networks [37] . Because these techniques require special libraries or training, simpler and lighter algorithms have been proposed for prototyping and mobile platforms, such the $-family of gesture recognizers developed at the University of Washington. For instance, the $1 recognizer was designed for rapid prototyping for gesture-based interaction and it uses geometric template matching [61] , based on a previous computer pen-based shorthand writing system [22] . Another template recognizer is Protractor, but it has different handling of orientation and scaling, in addition to a novel similarity measure based on angular distance on training samples [24] . Still, both $1 and Protractor are only for the recognition of single-stroke gestures. For multi-stoke gestures the $N recognizer was initially developed as an extension for $1 [4] , then a more streamlined version was developed, $N-Protractor, based on Protractor [5] . Still, since $N-Protractor has significant resource costs due to its combinatoric approach, the $P recognizer was developed [53] . This multi-stroke recognizer discards the gesture articulations details by considering the gestures as clouds of points, so it is faster and lighter.
To ease the development of multi-touch applications, smartphone platforms such as iOS and Android provide recognizer libraries at the operating system level for multi-touch gestures for commonly used gestures (e.g., swipes and taps). For instance the Protractor recognizer was incorporated into the core Android code. Still, these libraries offer limited flexibility for higher abstraction models or different reference gesture models that need to be recognized with ad hoc implementation with the raw data from the devices' touch sensors [51] . For this reason, Vatavu et al. have proposed the use of relative accuracy measures for more complex composite gestures in a template approach [54] . They argue that traditional absolute measures do not describe in fine-grained detail the features of a gesture path. To compensate for this lack of subtle details, they proposed twelve new measures to describe the geometry, kinematics, and articulation of stroke gestures, extending the features used in the $1 and $P recognizers. Moreover, the same authors propose the analysis of these relative features through color-rich gesture heat maps, to better study and understand gesture performance [55] .
Related studies on gesture usability and accessibility
The majority of research on the characteristics that make touch-based gestures usable has been conducted with sighted users. Although not all of the suggestions of these studies are suited for visually impaired people, many of the results are still applicable to conduct studies on accessible gestures, as there are many commonalities in actions and preferences between the two kinds of users. For example, to better perform research on touch-based interaction, Morris et al. suggested using gesture elicitation, a participatory design approach, to discover good gestures through participants' consensus [30] . They defined as good gestures those that meet usability criteria such as discoverability, ease-of-performance, memorability, and reliability. For instance, gesture elicitation can be used to better understand the challenges of gesture customization [33] . In addition, the elicitation can be applied to study other gestural input mechanisms, such as spatial gestures using the smartphone motion sensors [46] . Situational impairments may also affect the usability of touch screen devices, particularly in a mobile context. Bradgon et al. discovered that uni-stroke gestures that used the bevel of the display as a departing point were more reliable in these situations, compared to gestures located elsewhere on the screen [9] .
Concerning the goodness of touch-based gestures, Yosra et al. carried out a study to better understand the perceived difficulty of multi-touch gesture articulation [41] , and they found a significant impact of finger count, stroke count and synchronicity on participants' perceived difficulty. An increase in one or a combination of these features increases the users' perceived difficulty of the given gesture. Based on their findings, they also presented a set of guidelines with fourteen recommendations. However, given that this study used a 32-inch multi-touch display, we think some of the proposed guidelines are not suitable for smartphone displays, especially for users with visual impairments. For instance, the use of more than one finger for more expressive gestures or bi-manual gesture synchronicity would be difficult on smartphone screens. Nonetheless, the use of consecutive distant taps is a viable novel type of touchgestures that can be used conflict-free with existing touch gestures on handheld devices [16] . In another study, Vatavu et al. estimated the user-perceived scale of stroke gestures (small, medium, or large) and found a significant consensus among users [52] . For this reason, they suggest using gesture scale to simplify gesture set design and function mappings.
On the other hand, touchscreen accessibility research for visually impaired people is relatively narrow and presents different challenges, although in the last few years there has been an increased interest on the topic. For instance, researchers are not always able to recruit visually impaired participants, particularly blind people, so they conduct their studies with blindfolded participants [28, 47] or by covering the device display [34] . However, such practices might result in misleading outcomes [49] . Additionally, the gesture learning strategies of blind people are another aspect of the challenge in studying accessibility of gesture-based interfaces, given that to use a gesture people first need to learn how to perform it. Blind people have more difficulty learning touch-based gestures, a task that is intrinsically graphical [48] . Besides the traditional raised paper diagrams, alternative computer-based training methods to teach and train blind people to draw have been proposed, such as sonification [34] and multimodal pens [39] . Nonetheless, learning new gestures still remains a challenging task for blind people. A study by Sandness et al. explored the use one-finger, one-stroke touchbased directional gestures [47] on self-service devices such an automated teller machine. Their proposed interface element was a menu with a set of options in the main border landmarks of the screen (top, bottom, left, etc.). The user would then select a given option by performing a simple gesture in any part of the screen in the direction of the desired option. The prototype was tested and well-received by people with and without visual impairments.
Kane, Wobbrock, and Ladner did two studies on preference and performance of touch gestures made by blind people on a tablet PC, compared to sighted people [20] . The first study concerned gesture elicitation by both blind and sighted people, in which participants were asked to invent gestures for a given set of tasks. The second study was to determine whether there were significant differences between these two groups of participants. Based on these two studies they proposed a series of guidelines for usable touch-based interaction. These guidelines suggest not using print symbols, to favor screen landmarks, reduce location accuracy demand, limit time based-gestures, and use familiar layouts when possible. Taking advantage of multimodal features of smartphones, it has also been proposed to use gestures, audio and vibration at the same time for simple tasks, like telephone dialing [56] . Although successful, this approach might be less convenient given the current simple haptic technology of smartphones for more complicated tasks such as text entry and editing [10] . Based on these studies, we aim to improve the understanding of gesture performance and preference of visually impaired people in smaller touch-screen devices.
Gestures in mobile screen readers
Since Android and iOS are the most popular smartphone operating systems worldwide [42] , we also looked for inspiration in the use of gestures on their respective screen readers: TalkBack and VoiceOver. Despite the significant market share gap between the most popular Android and the second place iOS, we would like to note that blind users strongly prefer iOS as their mobile system [31] . Moreover, in gesture elicitation blind participants perform their gestures heavily influenced by the tap and flick gestures used in VoiceOver [44] . VoiceOver was released before TalkBack and it has more accessibility features since it is derived from its desktop counterpart. In addition, people's resistance to change is a significant factor in the adoption of new or alternative user interfaces [8] . Both VoiceOver and Talkback use tap and double tap gestures to select and activate items, and swipe left or swipe right to navigate within the user interface. Both also offer a similar feature of user interface exploration, in which the user can touch or drag a finger over the screen to hear the items present on the interface.
Beyond this set of common tasks, the number of gestures and features available in each platform is very different. TalkBack includes around a dozen specific gestures to navigate on the device. Most of these require one finger; they are two-part swipes at a right angle. Only a couple of gestures require the use of two fingers. On the other hand, VoiceOver has more than twenty gestures available, primarily taps and straight swipes with one to four fingers. In addition, taps can be single, double or triple. Besides navigation and reading, VoiceOver offers gestures to perform specific actions that are application-dependent. For instance, a two-finger double tap could start or pause music playback and voice recording, or it could take a picture within the camera application. The two screen readers also offer system-wide mechanisms to access more features. TalkBack has global and local context menus. Both of these context menus are radial, and they offer functions such as reading screen items, accessing controls, and setting the granularity for reading (e.g., page, word, etc.). VoiceOver uses a rotor gesture to set the function of swipe up or down according to a given application, as well as to select special input methods. For instance, the rotor can be used to set the effect on granularity. Although VoiceOver offers many more gestures and features than TalkBack, blind users might be overwhelmed by the amount of gestures and functionalities to learn and eventually will use a small subset of commands [26] . Besides, despite the great accessibility benefit of both platforms, they still have accessibility issues in terms of speech [6, 63] and gesture [26] recognition. Moreover, outside of the laboratory the adoption process of these accessibility services by blind people is an arduous and lengthy task [43] .
We also initially thought that it would be interesting to see how the default iOS and Android gesture recognizers interpret participants' gestures. However, given that the main scope of this study is to describe how visually impaired people perform gestures on touchscreen smartphones and their preferences, we did not consider it suitable to expand on gesture recognition. In addition, diverse gestures require diverse recognition mechanisms. For this reason different platforms use and offer distinct libraries and approaches. Besides, the default gesture recognizers would have not worked for all of the gestures, because each screen reader prefers some gesture types to others, as previously mentioned. In addition, given that VoiceOver and TalkBack are system-wide features and take over the touchscreen's input, we would not have been able to process the gestures because the screen readers filter them. Therefore, we think these aspects would be better suited for a future apposite study.
Methodology

Participants
We recruited a total of 36 participants (14 female and 22 male) from four different local centers for blind and low-vision people in Tuscany. The mean age of the participants was 45 years for females (SD = 14.3) and 50 years for males (SD = 16.8). We classified the 36 participants into four sub-groups based on impairment or age of onset: low-vision (11), blind since birth (7), blind since adolescence (6), and those who became blind in adulthood (12) . Low-vision participants had varying degrees of blindness; they were able to perceive light and shapes (at a relatively close distance). Therefore, they were able to perceive the general form and borders of the smartphone in their hands, although they could not discern the display edge very well (our capture application had a black background). In addition we categorized the participants in two main groups. The first group includes all the three sub-groups of blind participants (25) for specific comparisons with the second group of low-vision participants. The female-to-male ratio was equal or slightly higher in all sub-groups except low-vision, which had only one female participant. Concerning participants' handedness, 25 were righthanded, 10 mixed-handed and only one was left-handed.
Most of the participants (26) had used some kind of touchscreen mobile device at least once, by the time they participated in the study. These were mostly smartphones, but also tablets or music players as seen in Table 1 . None of the participants reported having used touchscreen devices before the onset of their impairment. The most popular platform was iOS, with 27 mentions out of 47, particularly iPhones. All of the participants received a USB flash drive of 8 GB for their involvement in the study.
Reference gesture set
We used 25 gesture references classified in seven groups based on three main characteristics: pointer count, stroke count, and direction. We use finger count to refer to the number of fingers (i.e., pointers) that continuously touch the screen, from an initial touch down event to a final touch up event. For example, a single swipe consists of one pointer; a pinch-in gesture consists of two pointers. We use stroke count to refer to the number of each continuous screen touches by set of pointers (one finger or more) in a gesture. A multi-stroke gesture has several pointer sets carried out in succession with brief interruptions (e.g., 500 milliseconds), in which no pointer makes contact with the screen. For instance, a plus shape is performed with two strokes of one pointer (finger) each. The term direction is dependent on the gesture. For swipes it can refer to a line going from one side of the screen to another (to left, to the right, upward and downward). On the other hand, pinch gestures are defined by the divergence or convergence of the fingers from opposite directions, pinch-out and pinch-in respectively. Both rotor and circle gestures can have a clockwise or counter-clockwise direction. However direction is not always relevant, as in the case of tap gestures. Regarding finger count and direction, we use abbreviations for reference gesture names in tables and figures to achieve a better layout. These abbreviations are: two-finger (2F) and three-finger (3F) for finger count; down (D), left (L), up (U), right (R), clockwise (CW) and counter-clockwise (CCW) for gesture direction.
We selected some of these gestures from those with a distinct use in VoiceOver and TalkBack. For example, right angle swipes (e.g., swipe down then left or swipe right then up) are used in TalkBack but not in VoiceOver. Gestures used in VoiceOver but not in Talkback are two-finger double tap, rotors, and the two-finger letter Z (also called scrub). Other gestures were proposed by the authors to study gestures with more complex features or to study other specific aspects like similar shapes with angle variations. In particular, we have three pairs of similar shape gestures that are angled differently: two chevrons, two semicircles and two square brackets. Each pair has the same shape orientation (open at the bottom and open at the left, respectively) with three angle variations: steep, rounded and right angle. We included these groups of gestures to compare preferences and performances of the different groups of visually impaired regarding shape angle.
In addition, in order to analyze multi-stroke and multi-touch gestures, we decided to test a few gestures that we classified as letter-like. These gestures consists of simple strokes and may be described to the participants with simple diagonal and/or cardinal directions, but we use the letter-like term because we think it is more apt for describing their shape. Nonetheless, we agree with the guideline of Kane et al. to avoid letter symbols, as some blind people may have not learned print characters or symbols [20] , and we did not expect participants blind since birth to know the shape of these letters. We classified these reference gestures, illustrated in Fig. 1 , into the following seven groups: When we described the gesture types to the participants, we did not associate a semantic behavior with the gestures (e.g., scroll user interface elements with swipe gestures). Instead, we described a given gesture in terms of its shape or how it is performed. For instance, we did not associate a pinch-in to a zoom-in action. Instead, we described it as the gesture one makes to pick up something small between the thumb and the index fingers (e.g., a pinch of salt). We also used cardboard cutouts as tactile representations of reference gestures. These cards were rectangular and measured about 12 × 9 cm. As an example, the card for the plus shape gesture would have this shape cut out of its center, allowing the participants to perceive the structure of the gesture by running their fingers over it.
Capture system
Taking into consideration the participant's schedule constraints across different visually impaired local centers and the available resources, we decided that it was more convenient to be able to work with several participants contemporarily. Therefore, we designed a wireless capture system, based on client-server architecture, which would allow us to work with up to three participants with identical smartphones in a single capture session. We then implemented this system mainly using web technologies because of the relative ease of cross-platform compatibility compared to native mobile solutions [12] . The capture system's architecture is composed of three main nodes: 1) client devices, touchscreen smartphones into which the users would input their gestures via a custom application; 2) web application, a dashboard in which the authors would adjust the settings for the capture and client devices, monitor the capture session, and visualize participants' gestures recorded previously; 3) web server, which would act as the intermediary between the mobile clients and the web application, as well as the data repository of the reference gestures and participants' captures The wireless connection between the client devices and the personal computer hosting both the web server and application is established through a Wi-Fi local access point. We used the WebSockets protocol to obtain full-duplex communication between all three nodes of the system. We chose the lightweight JSON (JavaScript Object Notation) as the data interchange format between the capture system's nodes.
We used three identical Nexus 5 smartphones (with Android v4.4) as client devices to capture the participants' touch gestures. The Nexus 5 model has a slab format and it measures 137.9 × 69.2 × 8.6 mm. The 4.95 inch touchscreen display of the Nexus 5 has a resolution of 1080 × 1920 pixels (445 ppi) and the whole front consists of a glass panel with a bevel around the edge of the device, although the display itself does not have tactile edges. Relative to the edge of the device, the display has a 15-mm top margin, an 11-mm bottom margin and 3-mm lateral margins. We developed an Android application that would allow each smartphone to connect to the web server and capture the participants' gestures. The graphical user interface of the capture display is an empty black background in full screen mode. The system's web application was implemented with AngularJS and the model-view-controller (MVC) architectural paradigm. Through the web application's capture manager dashboard, the authors were able to verify the connection to the client devices, select the reference gesture to capture, assign a participant to each connected device, start or stop the capture of the gestures, and monitor the participants' gestures. Finally, the web server acted as the intermediary between the web application and the client devices, and also as the gateway to retrieve and store the participant's data and reference gesture information (in a SQLlite database). The web server was implemented with the Sinatra web framework for Ruby and it is divided into two main components. The first one controls the data transmitted between the other two system's nodes through WebSockets during a capture session. The second is a RESTFul component that interacts only with the web application to save and retrieve data from the database (Fig. 2) .
Procedure
We designed the capture session to work with one, two or three participants at the same time (Fig. 3) . Each session lasted approximately 75 min in total and it consisted of two parts: the capture itself, and a questionnaire. In the first part, we captured the gestures of the participants. We asked the 36 participants to perform each of the 25 gestures six times, for a total 5400 gesture samples or iterations. We would like to note that we ordered the gestures by increasing difficulty according to our own perception in order to avoid frustration for the participants; this order is illustrated in Fig. 1 from left to right and top to bottom.
Five researchers (including the authors) were involved in the capture sessions, to manage the capture system, give participants instructions, and assist them. First, one of the researchers Fig. 2 Conceptual model of the gesture capture system would say the name of the gesture (in Italian), then she would explain orally how to perform each gesture, using analogies where relevant, as previously mentioned. Next, we would ask the participants to perform the given gesture a couple of times as preliminary trials. Three researchers (one for each user) would directly observe these non-recorded executions of the gesture to verify that the participants had understood it. In some instances, if the gesture was still not clear, we would provide a cardboard cutout (about 12 × 9 cm) with the given gesture shape as a tactile representation. As an example, the cardboard for the plus shape gesture would have this shape cut out of its center, allowing the participants to perceive the structure of the gesture by running their fingers over it (cf. Fig. 6 of our exploratory study [11] ). In the few instances that the gestures were still not clear, one of the researchers would take the participant's hand and gently guide the movement of their fingers following the given gesture shape.
Once all the participants in the session declared they understood the given gesture, we proceeded to the actual capture. We also integrated an automated mechanism to mark participant's gestures in case of an incorrect number of simultaneous pointers or consecutive strokes, according to the gesture type. However, this mechanism was not able to filter out all kinds of invalid gestures, such as accidental touch of the screen that corresponded with the aforementioned of the given reference gestures. In addition, valid gesture iterations do not imply correct recognition by a gesture recognizer. For instance, a rounded Bchevron^would be a valid gesture (one finger, one stroke, open at the bottom), but most likely would not be recognized as a chevron by a gesture library.
Therefore, we would let the participants know if they had performed the given gesture incorrectly (i.e., wrong number of strokes, fingers, direction), either marked automatically by the system, or on visual inspection in the dashboard (e.g., the gesture was performed to the right instead of to the left). In that case, we asked the participants to repeat the gestures until one of the following was achieved: they completed six iterations; they reached ten incorrect iterations; they began to become frustrated by not correctly performing the given gesture type. We decided to move forward if the participants became frustrated by having to repeat a given gesture too many times, because we did not want to discourage or upset them. For this reason, at the end of the study we did not have six valid iterations per participant for all of the gesture types. This is further discussed in the section 4. After all of the participants in the session had finished recording a given gesture type (or after we decided to move forward in the case of too many incorrect iterations), we asked them to rate its difficulty, using a five-point Likert rating scale, from 1 (very easy) to 5 (very difficult). We used a simple dashboard to visually manage and monitor the gestures' capture.
The second part of the procedure consisted of a web-based questionnaire in which we gathered data about the characteristics, mobile device use and gesture preferences of the participants. A researcher guided each participant in answering this online questionnaire. The questions were on participants' age, visual impairment, previous touchscreen experience, use of touchscreen mobile devices, and gesture preferences (i.e., shape, number of fingers and strokes). The researcher, using a laptop, would read aloud the questions and their respective multiple-choice answers to the participant, then the researcher would input the participant's answer into the form. In addition, for each question, the participant could also add a comment to better explain the given answer. At the end of the study, the participants' responses were processed and then inserted into our database.
Results
We were expecting to have 900 captures (36 participants performed 25 gesture references) with a total of 5400 iterations (6 iterations by capture), but we realized that not all iterations could be used for analysis because some participants could not perform certain gestures within the allotted session time. We detail the participant's capture issues later in the section 5. Therefore, we decided to review all of the captures and iterations to mark down those that could be used for further analysis. We tagged as invalid those captures that had three or more recorded iterations in which the participant could not perform the reference gesture. For captures that had one or two iterations that did not correspond with the reference gesture and the rest of the iterations, we tagged the capture as valid but tagged the corresponding iterations as invalid. For instance, many captures were invalidated because one of two fingers would go outside of the borders of the display. After this review, we had 812 valid captures, of which 77 had one invalid iteration and 13 two invalid iterations. Although only 10 of the 25 gestures are multi-touch (i.e., they require two or more contemporary fingers), 64 of the 88 invalid captures belonged to multi-touch gestures.
Blind participants had 10.5 % of their captures invalidated, and low-vision participants 8 %. Female participants had a total of 43 of 350 invalid captures (12.28 %), male participants 45 of 550 (8.54 %). Of the 36 participants, only three participants had all of their captures marked as valid: all three male, two with low vision (aged 42 and 33 years) and one who became blind in adulthood (age 66). The participant with the most invalid captures (eight) was a 29-year-old female blind since birth, and the only one who stated being left-handed (and not mixedhanded). The second participant with the most invalid captures (six) was also female but blind since adolescence, age 75. Fourteen reference gestures had at least one invalid capture, but only the top four represented more than 70 % of invalid captures, as illustrated in Fig. 4 . All of these four gesture references represent swipe-like gestures that have three directions, with one or multiple fingers.
Once we had marked down participants' valid captures and iterations, we performed a series of statistical analyses to study if there were potential differences between groups and sub-groups of participants. In the following paragraphs we present the results of these analyses. We first present the self-reported results of the participants on the perceived difficulty, prior knowledge and preferences of the participants. We then present an analysis of the valid gestures, using the R Statistical Project software, in terms of absolute geometric and kinetic features. Finally, we present the results of the analysis on relative features, in which the template gesture of reference is the mean gesture of all the valid gestures. For this we used three tools for gesture analysis released by the multimedia and accessible design laboratory (MAD lab) of the University of Washington.
Self-reported results
Gesture difficulty
Overall, participants perceived most of the gesture types as very easy in the five-point Likert scale (mean level = 1.49, SD = 0.91). Blind participants felt slightly more confident about how they performed gestures (mean level = 1.45, SD = 0.86) and those with low vision (mean level = 1.56, SD = 1.02), although there was no significant difference in perceived difficulty based on the Wilcoxon rank sum test with continuity correction (W = 88474 p = 0.3785). In addition, the level of agreement on perceived gesture difficulty among all of the participants was low. The overall Kendall's coefficient of concordance [21] , which goes from zero (no agreement) to one (complete agreement), was W = .265, χ 2 (24) = 229, p < .001. On the other hand, the concordance was higher within visual impairment groups. People who became blind in adulthood had the lowest group agreement level: W = .309, χ 2 (24) = 89, p < .001, followed closely by people blind since adolescence W = .31, χ 2 (24) = 44.6, p < .007. For people blind since birth agreement was W = .4, χ 2 (24) = 67.2, p < .001. Finally, people with low vision had the highest level of agreement: W = .415, χ 2 (24) = 110, p < .001. As indicated in Listing 1, according to the participants the most difficult gesture groups in our set were: to-and-fro swipe, and rotor. Incidentally, the top five most difficult gestures use two or more fingers, and they require several changes in direction, with the most difficult gesture, swipe up then down then up with three fingers, having mean level of 2.66 (SD = 1.49). This corresponds to the reference gestures that had the most invalid captures. The easiest gestures were swipes, mainly with straight or right-angled strokes, as well as taps, with swipe left being perceived the easiest gesture (mean level = 1, SD = 0).
Regarding the swipe group of gestures, we would like to note that despite the similar characteristics between swipes left and up, only the former was rated by all of the participants as very easy; swipe up had a difficulty mean level of 1.14 (SD = 0.42). The difference is related to the higher space availability on the vertical axis of the screen to perform these gestures, as the smartphone devices that we used have an aspect ratio of 9:16 in portrait mode. Consequently, vertical swipes were longer than horizontal swipes. For instance, the mean path length for swipe left was 843 pixels (SD = 236), and for swipe up it was 1275 pixels (SD = 561). Likewise, the perceived difficulty of swipe right with two fingers (mean level = 1.19, SD = 0.47) was lower than that of swipe down with three fingers (mean level = 1.5, SD = 0.81). In addition, we noticed that both multi-touch swipes were perceived as slightly more difficult than one-finger swipes. In the same way, the multi-stroke gestures plus shape (mean level = 1.25, SD = 0.65) and x shape (mean level = 1.44, SD = 0.88) differ significantly in length, with the latter being 23 % longer on average than the former. These results are consistent with related studies on increased perceived gesture difficulty in terms of greater gesture length and number of fingers, both with sighted [41] and visually impaired participants [62] . Listing 1. Gesture patterns sorted by participants' perceived difficulty (in increasing order) 15 
Gesture prior knowledge and preferences
Most of the reference gestures we used were not previously known to most of the participants. At least one participant reported prior knowledge on 14 reference gestures (Table 2) , and participants reported prior knowledge in 151 out of 900 instances (36 participants × 25 gesture types). The best-known gestures were swipe left and swipe up, which half of the participants declared to have known or used prior to the study. Eleven gestures were not known or used by any of the participants, particularly those with multiple fingers, strokes, or angles. Regarding the number of simultaneous fingers per gesture, 22 participants preferred to use one finger, seven had no preference, five preferred to use no more than two fingers, and only two said they preferred to use at most three fingers. Of the 25 blind participants, 15 preferred one-finger gestures, while those with low-vision were divided between no preference (4) and one-finger gestures (7) . For the number of strokes per gesture, 19 preferred one-stroke gestures, 12 had no preference, and five preferred at most two strokes. In both low-vision and blind participant groups, single-stroke gestures were preferred. Sixteen participants preferred rounded gestures, ten had no preference, six preferred steepangle shapes, and only two participants preferred right-angled gestures. Most of the participants preferred rounded gestures in all of the four participant sub-groups. In the case of the angled swipe gesture group, we noticed a difference in perceived difficulty between low-vision and blind participants. The perceived difficulty mean level of participants with low vision for angled swipes was: 1.18 (SD = 0.5) for steep angles; 1.45 (SD = 0.67) for rounded angles; and 1.63 (SD = 1.05) for right angles. However, the perceived mean difficulty level of blind participants for these gestures is less spread out: 1.18 (SD = 0.48) for steep angles; 1.12 (SD = 0.38) for rounded angles; and 1.22 (SD = 0.46) for right angles. We would like to note that both groups had a similar difficulty in perception of steep angles, but blind participants perceived rounded angles as slightly easier than steep angles. The increase in perceived difficulty is also proportional to the gesture length: both groups made longer right-angled swipes and both agreed that this is the most difficult of the three angled pairs.
Absolute features of gestures
Kinematic and bounding box related features
We analyzed length and speed for all valid iterations, except for the two-finger double tap gesture for which speed is not relevant. Although the gesture path length of participants with low vision was 14 % longer than that of blind participants, the respective speed (in pixels per milliseconds) was also 28 % faster. The mean aspect ratio (the proportion of width to height) of the gesture bounding boxes for participants with low vision was 2.03; for blind participants it was 1.73. Regarding the gestures and the screen borders, of the 4763 valid captures 503 had at least one contact point near the display borders (within 3 pixels). Blind participants had a significantly higher percentage of contact points around the border for valid iterations (12.06 %), compared to low-vision participants (7.25 %). In addition, multi-touch iterations had a higher percentage of at least one contact point near the screen borders at 13 % (15.1 % for blind participants), compared to 8.9 % of one-finger gestures (10.5 % for blind participants).
We also analyzed the bounding box center of all the participants' gestures. Given that smartphone displays use screen coordinates in which the origin is at the top left corner, we would like to note that y values increase from top to bottom of the origin (the opposite of Cartesian coordinates), and x values increase from left to right from the origin (as in Cartesian coordinates). We found no significant difference along the screen's horizontal axis (1080 pixels wide) between blind (x = 521, SD = 126 pixels) and low-vision participants (x = 518, SD = 88 pixels): Welch unequal variances two sample t-test of t (4024.4) = 0.8866, p = .375. Both groups had the mean gestures' center slightly left of the center of the horizontal axis of the screen and the device by 18 to 21 pixels. However, in the vertical axis (1920 pixels wide) we found a significant difference between the two groups: Welch unequal variances two sample t-test of t (3738.4) = 11.754, p = < .001. As illustrated in Fig. 5a , the center of the gesture bounding boxes was in a lower position for blind participants (y = 1068, SD = 262 pixels) compared to low-vision participants (y = 987, SD = 200 pixels). This difference is most noteworthy in the bracket up gesture (Fig. 5b) . Both groups' centers were in a lower position with respect to the middle of the screen, located at y = 960. However, the middle of the device does not match the middle of the screen because of a 4-millimeter difference (approximately 70 pixels) between the top and bottom margins from the device's border to the screen (c.f. section 3.3). Therefore, offsetting the gesture's center by 35 pixels upward, lowvision participants are above the middle of the device by 8 pixels, and blind participants are below it by 73 pixels.
Swipe gesture group
Based on the previous set of features for the swipe gesture group, we found noteworthy (but not significant) differences among the four participant groups. For example, as we mentioned before, the mean length of the swipe depended on the direction and orientation of the gesture. Straight gestures in a vertical direction were longer (by 51 %) and faster (by 22 %) than those in the horizontal direction. Concerning multi-finger swipes, we also noted that people blind since birth had the highest aspect ratio (wide bounding boxes) and lowest sharpness (sum of the absolute value of the angles at each point, measured in radians [45] ), and people with low vision had the lowest aspect ratio and highest sharpness. However, a Kruskal-Wallis one-way analysis of variance does not confirm significant differences among the four visual impairment sub-groups regarding these two features. Still, sharpness differences are more noteworthy than aspect ratio; like the case of the gesture two-finger swipe right, with χ 2 (3) = 4.812, p > .186 for aspect ratio, and χ 2 (3) = 6.1659, p > .103 for sharpness. For all of the swipe gestures, the sharpness of participant sub-groups were: became blind in adulthood, mean = 2.345 rad, Fig. 5 The bounding box centers of blind participants' gestures were lower (a), especially for bracket up (b). Ellipses' axis lengths represent the standard deviation of the center SD = 2.474 rad; blind since adolescence, mean = 0.680 rad, SD = 0.3962 rad; blind since birth, mean = 1.9352 rad, SD = 2.4893 rad; low vision, mean = 1.0389 rad, SD = 1.7460 rad.
Angled swipe group
There are important shape differences in the graphical representation of the participants' mean angled swipes (Fig. 6) , especially on steep angle gestures. In this figure, there are also noteworthy differences between people with low vision or who became blind in adulthood, and people blind since an early stage of life. However, despite the high standard deviations on sharpness among participants, we only found participant sub-group significant difference in the swipe chevron up (Table 3 ).
Taps
We only had one tap gesture in our reference set, two-finger double tap, which was rated by the participants as the second easiest reference gesture. The respective main mean features of each participant tap gesture are depicted in Fig. 7 , in which the characteristics of the gesture are represented as follows:
& Circle: Each circle represents two consecutive taps for a distinct finger. Because the Android system we used sets a pointer index chronologically for each pointer set, the index of the pointers might not match between taps. Therefore, we grouped the four pointers in two pairs of consecutive pointers based on the closest Euclidean distance between the centers of their respective bounding boxes. The diameter of each circle corresponds to this distance and their center is at the middle point between these two bounding boxes. The bigger the circle, the more displacement of the fingers between consecutive taps. & Line: The connecting line between the centers of two circles represents the mean separation, in pixels, of the grouped pointers (i.e., fingers). From the slope of this line, calculated from the circle closer to the origin, we can also calculate the mean angle between the two fingers, relative to the x-axis
The main gesture features' means (Table 4) for all of the participants were: 288.5 ms (SD = 94) for duration, 56857 squared pixels for the bounding box area (SD = 34906) with an aspect ratio of 2.638 (SD = 2.56), 820.3 pixels (SD = 294.4) for the separation line of the two fingers, and an angle of 28.3°(SD = 21.6). We noticed that four participants had a separation line with negative angles. We realized that this is due to the way these participants held the device. When holding the smartphone with their left hand and tapping with their right hand, the separation line angle between the two pointers (usually the index and middle fingers) is typically positive, but it is typically negative when switching hands. We also noticed a difference between people who became blind in adulthood or had low vision, and people blind since birth or adolescence. The former sub-group pair takes longer to make the gesture (23 % more), with a larger area (by 87 %) and a smaller aspect ratio (by 48 %), compared to those blind since an early stage of life. There are no noteworthy differences among participant groups concerning the separation distance between the two fingers. 
Direction differences in circle and right-angle swipe gestures
To explore possible differences in gesture performance based on direction, we chose two swipe gestures with similar shapes but opposite directions, swipe right then up and swipe down then left. However, as detailed in Table 5 , we did not find significant differences between these gesture types, neither for length, duration, speed, area, nor for aspect ratio. Regarding the circle shape, only a third of the 36 participants performed the gesture counter-clockwise, while the rest of the participants did it clockwise. Of the 25 participants who reported being right-handed, 18 drew the circle clockwise; the 10 participants who reported mixed-handedness were evenly split between the two directions; and the only self-reported left-handed participant performed the gesture clockwise.
Relative features of gestures
The MAD lab of the University of Washington has released several tools for gesture analysis. We use a couple of these tools to study the relative features of the sampled gestures. Because these tools were used primarily for single-stroke and multi-stroke gestures based on the sets for $1 and $p respectively, we only transformed and used the same kind of gestures for these analyses; that is, we do not include multi-touch gestures. The reference template is calculated as the average of all the gestures of the same type and participant group. 
Gesture consistency performance
Participants had the freedom to perform, in the direction and stroke order that they preferred, three of the reference gestures: circle, plus shape, and x shape. In the case of the circle, the starting point and direction (CW or CCW) was left up to the participants, which offered an opportunity for vast gesture variations. In the case of plus and x shapes, both are composed of two strokes that could have four possible starting directions. Thus, for the idealized references of these gestures (i.e., with perfect straight or diagonal lines), there are eight variations of each reference gesture. To study the participants' gesture performance consistency, we used GECKo (GEsture Clustering toolKit), an open source software utility for gesture analysis [3] . First, the tool automatically clusters participants' gesture iterations based on the Euclidian distance of the points, then each gesture is given an agreement rate, from zero (each gesture is unique) to one (all gestures are identical in form) [60] . This rate is calculated based on the gesture's number of clusters and the iterations that each cluster contains. For our analysis, we used the default value for the size of clusters and we did not perform manual correction of the clusters. The resulting mean consistency among all the participants was relatively low at 0.211. Among blind participants it was 0.235: the circle gesture had the lowest consistency (0.065), followed by the x shape (0.273), and plus shape (0.367). For low-vision participants the mean was higher at 0.321, and the order was the same as blind participants: circle (0.124), x shape (0.24), and plus shape (0.599). For both participant groups the plus shape cluster size was the lowest among the three gestures (i.e., it had fewer variations): low-vision participants had only two variations (for 11 people), while blind participants had four (for 24 people). The circle gesture in both cases had almost one form variation per participant. Although the x shape has similar characteristics to the plus shape, it had 66 % more form variations. Between cardinal directions and inter-cardinal (in diagonal) directions, participants were more consistent with the former kind (Fig. 8) . To compute these accuracy measures we used the open-source tool GREAT (Gesture Relative Accuracy Toolkit), released by the authors along with the paper describing their work. We computed in a user-independent manner the above relative measures for single-touch single-stroke (using the chronological order of input) and multi-stroke gestures (using the point-cloud matching procedure of $P). We did it separately for both blind and low-vision participants. We selected the centroid of the gesture iterations as the task axis of reference. We would like to note that since we automatically marked as incorrect gestures that had a different number of strokes compared to the reference gesture, the SkE is not relevant. In the following paragraph we report on the relative measures that revealed the most differences in gesture execution among the participants.
In general, blind participants had less deviation from the reference gesture compared to low-vision participants. For instance, the results indicate that the average deviation in speed (VE) compared to a reference gesture of blind participants is less than that of low-vision participants by 19 %, both in single-stroke and multi-stroke gestures, having an almost equal standard deviation. Given that low-vision participants performed gestures 28 % faster than blind participants, the variability is also higher [54] . However, there were a few measures in which the deviation from the task axis in blind participants was higher than low-vision participants (Fig. 9) , particularly on the BE of angled swipes (by 21 %). In particular, the similarity of multi-stroke gestures for blind participants was SkOE = 5644 (SD = 6114), and for participants with low vision it was SkOE = 11066 (SD = 7394). These results are coherent with the difficulties that blind participants have with multi-stroke gestures and non-rounded angles.
Discussion
Overall results
In general, participants rated gestures with multiple fingers and strokes or greater length as more difficult. These results are consistent with previous studies, both for sighted [41] and visually impaired people [20] . We think that the overall low rating was due primarily to minimum feedback on their gesture performance accuracy, as we only let the participants know if they had used (usually unknowingly) the incorrect number of pointers, number of strokes or wrong gesture direction. However, participants did not have feedback on the shape or steadiness of the gesture. We presume that if we had used a gesture template and a gesture recognition mechanism, the participants would have reported a higher level of difficulty in case their gestures were not recognized immediately. Regarding prior knowledge of gestures, although 26 participants said they had used some kind of mobile touchscreen, only half of them already knew the most popular gestures: swipe left and swipe up. Perhaps this is due to other kinds of interaction available on smartphones (e.g., speech recognition), or due to the low familiarity with touchscreen devices of some of the participants. Besides, we also think this result is not surprising because many people who became blind at an early age did not learn print characters or symbols [20] .
In addition, blind people had difficulty with gestures that have steep or right angles. They performed these gestures in a more rounded manner than did participants with low vision. In effect, both groups prefer rounded gestures over otherwise angled gestures. Our results also suggest noteworthy differences regarding angled gestures among the four different sub-groups of visually impaired people. However, so far we do not conclude that these differences are significant, with the exception of the chevron up gesture. On the other hand, we found significant differences between people with low vision and blindness. For instance, blind participants performed the gestures at a lower speed, and they positioned their gestures lower on the screen compared to low-vision people.
Capture issues
As stated in the section 4, some of the participants had issues with certain gestures and they did not have all their captures or iterations marked as valid. In most cases, the participants would repeat and successfully complete the captures after realizing they made a mistake, but in other cases this was not possible. Given the time constraints we had (each session with at most three participants was scheduled to last around 75 min), and to avoid the frustration of the participants after a few repetitions, in the latter cases we decided to proceed to the following Fig. 9 Relative geometric and kinematic measures with important differences between blind and lowvision (LV) participants gesture type. The lack of tactile edges on the device's display was one of the prevalent difficulties, especially for blind participants. If the participants performed a gesture outside the boundaries of the display, our Android application would incorrectly consider the gesture as finished. This was most notorious in the case of gestures with several changes in direction (e.g., to-and-fro swipes group).
We had anticipated the occurrence of this issue, but we decided not to use a screen overlay [19] so we could better understand how some gestures are performed around the boundaries of the screen in real-life situations. In many cases, we noticed the participants' fingernails (not the fingertips) would make contact with the screen, so the gesture was not registered as intended. This problem was more prevalent in women than men, mainly because of long fingernails. Furthermore, we think this explains the higher percentage of women who had their captures marked as invalid compared to men. Above all, differences in individual attributes and abilities also affected the samples' capture. Both sensory and cognitive capabilities have a significant impact on touch-based interaction performance [35] . For example, some participants would invert the directions of the gesture while capturing it. For instance, they would make a swipe up and down in one iteration, and a swipe down and up in the next one. Indeed, one of the participants stated that the difference between a person blind since birth and one who became blind in adulthood in terms of smartphone use performance may be blurred depending on personal experience, interest, and personal aptitudes.
Study limitations
We realize that the mean age of our participants, 48 years (SD = 15.8), implies an underrepresentation of younger visually impaired people. Although we have gathered and analyzed valuable data in this study, this issue is further exacerbated by the significant differences related to age regarding touch-based interaction [2, 13] , even when comparing blindfolded participants to blind participants [40] . Moreover, given the positive effect of practice in gesture consistency [3] , the lack of extensive practice sessions by the participants before the capture of the sample gestures may also be considered a limitation of our study. Furthermore, younger generations grow up in an era where touchscreen devices are commonplace; therefore, younger people are more likely to be familiar with touch-based interaction. Our case was an example of the difficulties encountered in user representation in accessibility research [49] . We hope that our future research efforts will be able to overcome these issues, working with more comprehensive groups of participants. In addition, the difficulty perceiving the gestures is likely to be skewed by a certain degree because of the increasing order we used for the capture sessions. People are more likely to judge a better option (e.g., less difficult) more positively after a less favorable option, and to judge more negatively a less favorable option (e.g., more difficult) after a better option [29] . Although we were aware of this potential issue, we preferred to maintain an increasing order of difficulty for all participants to minimize eventual frustrations during the sessions.
Gesture suggestions
Based on the results on the gesture preferences and features in this study, we offer a few recommendations for choosing and designing gestures that are easier for visually impaired people to perform.
& Avoid multi-touch gestures. Smartphone screens vary in size, but they are relatively small compared to desktop computers or tablets. Thus, multi-touch gestures are more likely to go outside the boundaries of the screen especially if the display is not physically delimited. Multi-touch taps are generally an exception, as there is no movement of the fingers across the screen. Nonetheless, try to keep a low finger count. & Prefer single-stroke gestures. The sequence of multi-stroke gestures must be performed within a brief period of time, which could be detrimental to the accuracy of the subsequent strokes. In addition, with each additional stroke, gestures performed by blind users are more likely to deviate from the template, as blind people have different spatial awareness compared to sighted people. Again, tap gestures are generally an exception because the form of the gesture is not relevant. & Favor short gestures. Long gestures are perceived as more difficult and they are more prone to deviate from the gesture template. In addition, long gestures are more likely to go outside the boundaries of the smartphone display. & Assign cardinal directions to gestures when possible. Visually impaired participants produce gestures with cardinal directions, across the sides of the screen, more consistently. Moreover, inter-cardinal directions along the screen diagonals are not only more prone to deviate from the gesture template, but they are usually longer and thus more difficult. & Prefer rounded angles for more complex gestures. Blind users may have difficulty executing gestures with right or steep angles, especially across the narrower axis of the screen. Rounded gestures are perceived as less difficult, they are easier to perform, and visually impaired people prefer them to other angled gestures.
Conclusions
In this paper, we have presented an extended analysis of gesture performance and preferences regarding touch-based smartphones, among people blind from different stages of life or with low vision. We also provided an overview of the underlying mobile gestural interaction, including accessibility aspects, as well as how gestures' features influence the recognition techniques to be used. We have also presented a novel approach and system to wirelessly capturing touch-based gestures from several users at the same time on mobile devices, using web technologies that are cross-platform compatible. Overall, visually impaired people generally prefer simple gestures: one finger, one stroke, preferably in one direction or with round angles otherwise. We also found significant differences between blind people and those with low vision. Although differences regarding the age of onset of blindness are noteworthy, we did not find them to be significant (except for the chevron up gesture). Finally, we proposed suggestions for the selection and design of usable and accessible touch-gestures on handheld mobile devices based on our results.
We would like to note that more research needs to be done involving younger visually impaired people, especially because they are more likely to already use touchscreen mobile devices. Unfortunately, in our case the number of young participants was limited, given the difficulties of recruiting visually impaired people. We hope that future initiatives will be able to surmount this limitation. Regarding future research, we think that it is worth comparing visually impaired people's performance of gestures across different sizes of touch screens. We hypothesize that the size might have a significant influence on what is considered to be a more usable gesture (e.g., more space available, the possibility of using both hands at the same time). Finally, we hope that our approach, methodology, and results, as well as the discussion of the issues we encountered during the study, will be useful to other researchers working to advance the accessibility and usability of mobile interfaces.
