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Abstract
Following Hopkins and Singer, we give a definition for the differen-
tial equivariant K-theory of a smooth manifold acted upon by a finite
group. The ring structure for differential equivariant K-theory is devel-
oped explicitly. We also construct a pushforward map which parallels the
topological pushforward in equivariant K-theory. An analytic formula for
the pushforward to the differential equivariant K-theory of a point is con-
jectured, and proved in the boundary case, in the case of a free action,
and for ordinary differential K-theory in general. The latter proof is due
to K. Klonoff.
1 Introduction
In differential geometry, one approaches the real cohomology of a smooth man-
ifold by way of representative differential forms, thus getting a handle on global
information by means of local data. In a similar way, a generalized differential
cohomology theory gives a way of representing integral generalized cohomology
classes by differential geometric objects. The ordinary differential cohomology
groups have appeared in the literature as the groups of Cheeger-Simons differ-
ential characters [19] and the smooth Deligne cohomology groups [21], and the
foundations for generalized differential cohomology were laid by Hopkins and
Singer in [34].
Of particular interest is differential K-theory. One motivation for studying
differential K-theory arises in theoretical physics: in Type II superstring the-
ory, a Ramond-Ramond field carries the global information of a K-theory class
together with the locality of a field (cf. the papers [27] of Freed and Hopkins
and [42] of Moore and Witten). An explicit definition for differential K-theory
is sketched in [34], and another sketch is given by Freed in [26]. In [35], Klonoff
gives an explicit and detailed account of differential K-theory; after making a
definition based on [34], he develops a geometric description for the degree zero
theory from a sketch in [26] that is more in the spirit of Lott’s paper [38] on R/Z
index theory. This geometric picture has also been developed by Simons and
Sullivan in [49], and an alternate definition for differential K-theory is given by
Bunke and Schick in [17].
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In this paper, we formulate a definition of differential equivariant K-theory
for a finite group. Differential equivariant K-theory has also been defined by
Szabo and Valentino in [50]; we take a different tack, but the two definitions are
equivalent, as will be explained. Essential to our definition is the localization
theorem of Atiyah and Segal (cf. [11]). If Γ is a finite group acting on a
manifold X , then this theorem implies that K•Γ(X) ⊗ R is isomorphic to a
ring H•Γ(X ;R) of cohomology classes with real coefficients, the cohomology ring
of a complex (Ω•Γ(X), dΓ) of differential forms on the Γ-fixed point sets. The
image of an equivariant K-theory class under this isomorphism is its equivariant
Chern character. In Section 2, we specify a family of classifying spaces for
the equivariant K-theory groups, together with differential form representatives
for the universal equivariant Chern characters. This allows one to compare
representatives ofK-theory classes with representatives of de Rham cohomology
classes on the level of differential forms, and thus to make the desired geometric
refinement of equivariant K-theory.
The differential equivariant K-theory group Kˇ−iΓ (X) fits into the commuta-
tive diagram
Kˇ−iΓ (X)
ω //
c

Ω−iΓ (X)cl

K−iΓ (X)
// H−iΓ (X ;R)
where Ω−iΓ (X)cl ⊂ Ω−iΓ (X) is the subring of closed forms. If xˇ ∈ Kˇ−iΓ (X), then it
is natural to refer to c(xˇ) as its characteristic class and to ω(xˇ) as its curvature.
Now, if X is compact and spin, then there exists a natural pushforward map
℘Γ : K
0
Γ(X) −→ K−dimXΓ (pt)
A definition of pushforward from the ordinary differential K-theory of a Rie-
mannian spin manifold X to that of a point was sketched in [34] and constructed
in [35], as well as in [17], and in this paper we generalize it to the equivariant
setting, thus defining
℘Γ : Kˇ
0
Γ(X) −→ Kˇ−dimXΓ (pt)
If i is even, then
Kˇ−iΓ (pt)
∼= R(Γ) ∼= K−iΓ (pt)
where R(Γ) is the representation ring for Γ. Thus, if X is even-dimensional, then
the pushforward of a class in Kˇ0Γ(X) is given by the (topological) pushforward
of its characteristic class. On the other hand, if i is odd, then
Kˇ−iΓ (pt)
∼= (R(Γ)⊗ R)/R(Γ)
whereas K−iΓ (pt) is trivial. It follows that, if X is odd-dimensional, then the
pushforward takes values in the torus (R(Γ)⊗R)/R(Γ). Our pushforward map
thus constitutes a geometric refinement of the topological pushforward map. It
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should be able to detect secondary geometric invariants in the case that X is
odd-dimensional.
Now, by the Index Theorem (cf. [12], [9]), the ordinary K-theoretic pushfor-
ward of a class may be computed as the Γ-index of a twisted Dirac operator. In
this paper, we conjecture that this theorem generalizes to differential equivari-
ant K-theory in the following way. There is a natural way of associating to each
class xˇ ∈ Kˇ0Γ(X) a complex equivariant vector bundle V → X with connection.
If X is odd-dimensional, then one defines the reduced eta invariant ξΓ(DV ) of
the twisted spinor Dirac operator DV , which it is most natural to view as an
element of (R(Γ)⊗ R)/R(Γ). Our conjecture is that
℘Γ(xˇ) = ξΓ(DV )
This has been proved in certain special cases. We have proved it in the case
that (X,V ) is a boundary in an appropriate sense. Furthermore, Klonoff has
given a reduction to the boundary case for Γ trivial, thus proving the conjecture
in ordinary differential K-theory, and we have used this to prove the conjecture
in the case that Γ acts freely.
Briefly, the contents of this paper are as follows. We begin in Section 2 by
recalling some basic facts and fixing notation, classifying spaces, and represen-
tatives, and proceed to give the main definition. In Section 3, we present two
useful alternative definitions of differential equivariant K-theory for compact
spaces, and we develop the ring structure in Section 4. The pushforward map
is constructed in Section 5, and the analytic formula for the pushforward to the
differential equivariant K-theory of a point is conjectured in Section 6. This
conjecture is proved in the special cases referred to above.
I would like to thank my thesis adviser, Dan Freed, for his many hours of
patient guidance, and I would also like to acknowledge K. Gomi and K. Klonoff
for many helpful discussions.
2 Differential Equivariant K-Theory
Throughout this paper, we work with smooth manifolds, smooth maps, and
smooth actions, unless otherwise stated. Thus, the statement that X is a Γ-
manifold, where Γ is some group, will be taken to mean that X is a smooth
manifold with a smooth Γ-action. Γ is always taken to be a finite group.
2.1 Preliminaries
Recall the following localization theorem of Atiyah and Segal for equivariant
K-theory (cf. [11]):
Theorem 2.1. Let Γ be a finite group. Suppose X is a Γ-manifold. Then there
is a natural isomorphism
K•Γ(X)⊗ C ∼−→
⊕
g∈Γ
K•(Xg)⊗ C
Γ
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where Xg ⊂ X is the space fixed by the action of g ∈ Γ.
This isomorphism is defined in the following way. Each class in K0Γ(X) may be
represented by complex equivariant vector bundle V → X with a Z/2Z-grading
preserved by the Γ-action. Fix g ∈ Γ for the time being, and let Vg → Xg be
the restriction of V to Xg. The group element g acts on the fibers of Vg, so
Vg decomposes into a direct sum of bundles Vg,λ → Xg of g-eigenspaces with
g-eigenvalue λ. Notice that Vg,λ is an equivariant vector bundle under action
by the centralizer of g. The isomorphism of Theorem 2.1 is given by
[V ] 7→
∑
g∈Γ
∑
λ
λ[Vg,λ]
This defines the isomorphism for degree 0; the isomorphism for degree −1 is
constructed by applying similar arguments to S1×X . This suffices to establish
the isomorphism for all degrees, as we know by Bott periodicity that
K−iΓ (X)
∼= K−i−2Γ (X) and K−i(Xg) ∼= K−i−2(Xg)
Let
πKC ≡ K•(pt)⊗ C = C[[u, u−1]]
where u is the Bott class of degree two, and define
H−iΓ (X ;C) ≡
⊕
g∈Γ
H(Xg;πKC)
−i
Γ (1)
for all i ≥ 0. (Warning: this is non-standard notation.) Here, −i denotes the
total degree. For instance, a class c u−1, where c is a collection of complex
cohomology classes cg of degree two on the fixed-point sets X
g, is of degree
zero.
To a Z/2Z-graded equivariant vector bundle V → X we associate its equiv-
ariant Chern character ch0Γ(V ) ∈ H0Γ(X ;C), defined as follows. Fix g ∈ Γ
arbitrary, and decompose Vg into a direct sum of g-eigenbundles Vλ as before.
Then the equivariant Chern character is defined as
ch0g(V ) ≡
∑
λ ch(Vλ) ∈ H(Xg;πKC)0 (2)
ch0Γ(V ) ≡
∑
ch0g(V ) ∈ H0Γ(X ;C) (3)
where ch denotes the ordinary Chern character. Like the ordinary Chern char-
acter, the equivariant Chern character respects direct sums and tensor products,
hence descends to a ring homomorphism on K0Γ(X). The Chern characters of
nonzero degree are defined similarly. In particular, if a class x ∈ K−iΓ (X) is
represented by an equivariant vector bundle V → Si ×X , then its equivariant
Chern character is defined as
ch−ig (x) ≡
∫
Si×Xg/Xg
ch0g(V ) ∈ H(Xg;πKC)−i (4)
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ch−iΓ (x) ≡
∑
ch−ig (x) ∈ H−iΓ (X ;C) (5)
The equivariant Chern character extends linearly to a map
ch−iΓ : K
−i
Γ (X)⊗ C
∼−→ H−iΓ (X ;C) i ∈ N
which is an isomorphism by Theorem 2.1.
The complex algebra K•Γ(X) ⊗ C has a canonical real structure given by
conjugation on C, and this induces a real structure on H•Γ(X ;C). This real
structure may be seen explicitly as follows. Notice first that the fixed-point set
for g-action coincides with that for g−1-action. The ring H•Γ(X ;C) is generated
over C by the equivariant Chern characters, and the g-component of the Chern
character of an equivariant K-theory class is the complex conjugate of the g−1-
component. It follows that the induced real structure is given as c 7→ c¯, where
(c¯)g = cg−1 . We denote the real subspace of H
•
Γ(X ;C) thus determined by
H•Γ(X ;R). Let
Ω•Γ(X) ⊂
⊕
g∈Γ
Ω(Xg;πKC)
•
Γ
be the ring of forms ω satisfying ωg−1 = ωg. Then H
•
Γ(X ;R) is the cohomology
of the differential complex (Ω•Γ(X), dΓ), where
(dΓω)g = dωg
We may obtain differential form representatives for the equivariant Chern
character via the Chern-Weil method. Suppose, for instance, that V → X is a
complex graded equivariant vector bundle with Γ-invariant connection ∇. Let Ω
denote the curvature of this connection, conceived of as a 2-form taking values
in End(V ), and let Ωg denote its restriction to X
g. Define
ωg(V ;∇) ≡ trs
(
g · exp
{
i
2π
Ωg u
−1
})
∈ Ω(Xg;πKC)0 (6)
ω(V ;∇) ≡
∑
ωg(V,∇) ∈ Ω0Γ(X ;C) (7)
This form is a representative for ch0Γ(V ). If Γ-action and ∇ are compatibly
unitary—that is, if there exists a Γ-invariant hermitian metric on V that is
compatible with ∇—then ω(V ;∇) is real under the real structure just defined.
If ∇,∇′ are two such connections on V , then we define the Chern-Simons form
CSΓ(V ;∇,∇′) ∈ Ω−1Γ (X)
as follows. Let ∇t be the smooth path in the affine space of connections for V
defined by
∇t = ∇+ t(∇′ −∇)
and let ∇ be the connection for I × V → I ×X (where I = [0, 1]) given by
∇ = ∇t + dt ∂t
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Define
CSg(V ;∇,∇′) ≡
∫
I×Xg/Xg
ωg
(
I × V ;∇) (8)
CSΓ(V ;∇,∇′) ≡
∑
CSg(V ;∇,∇′) (9)
Then
dΓCSΓ(V ;∇,∇′) = ω(V ;∇′)− ω(V ;∇)
We shall sometimes omit the superscript 0 in our notation for the degree
zero equivariant Chern characters, when it seems that no confusion will thus
result.
Let H = H0 ⊕H1 be a complex separable infinite-dimensional Z/2Z-graded
Hilbert space, with H0 = H1 as ungraded Hilbert spaces. Let WΓ be a finite-
dimensional Γ-representation in whose decomposition each irreducible represen-
tation appears once, and give it a Γ-invariant inner product. Set
HΓ = H⊗WΓ
Thus, HΓ is a graded Hilbert space and a Γ-representation in which each irre-
ducible Γ-representation appears infinitely many times.
Next, let Cli be the complex Clifford algebra generated over C by {e1, . . . , ei}
obeying the relations
ejek + ekej = −2δj,k
Then HΓ⊗Cli is a graded Cli-module. (Here and elsewhere, the tensor product
is the graded tensor product.) Let
F
−i
Γ ⊂ End(HΓ ⊗ Cli)
be the space of odd skew-adjoint Fredholm operators which commute (in the
graded sense) with Cli-action. Then F
−i
Γ is a smooth Banach Γ-manifold, with
Γ-action given by conjugation.
Let ΩF−iΓ denote the space of smooth maps from I = [0, 1] to F
−i
Γ which map
the boundary {0, 1} into F−iΓ ∩ GL(HΓ). The space ΩF−iΓ carries the compact-
open topology. We construct a map
φi+1 : F
−i−1
Γ −→ ΩF−iΓ
in the following way. First, fix a graded isomorphism
J : HΓ ⊗ Cl1 −→ HΓ
and define the isomorphism
Ki : Cl
⊗i
1 −→ Cli by eji1 ⊗ · · · ⊗ ej11 7→ ejii · · · ej11
Let the Cli-linear isomorphism
(id⊗Ki) ◦ (J ⊗ id⊗i) ◦ (id⊗K−1i+1) : HΓ ⊗ Cli+1 −→ HΓ ⊗ Cli
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also be denoted by J . Associate to T ∈ F−i−1Γ the map I → F−iΓ defined by
t 7→ J ◦ (cos(πt) γi+1 + sin(πt)T ) ◦ J−1
where γi+1 denotes Clifford multiplication by ei+1 ∈ Cli+1. This defines φi+1.
We have (cf. [14], [28]):
Theorem 2.2. If i is odd, then F−iΓ has three components. Two are contractible
and the third we denote by F−iΓ . If i is even, then set F
−i
Γ = F
−i
Γ . For each i ∈ N,
φi+1 is a homotopy equivalence F
−i−1
Γ → ΩF−iΓ , and
K−iΓ (X)
∼= [X,F−iΓ ]Γ
where [X,F−iΓ ]Γ is the space of Γ-homotopy equivalence classes of Γ-equivariant
maps X → F−iΓ .
Recall that there exist universal equivariant Chern characters
c˜h
−i
Γ ∈ H−iΓ
(
F
−i
Γ ;R
)
so that, if f : X → F−iΓ is an equivariant map representing a class x ∈ K−iΓ (X),
then
f∗c˜h
−i
Γ = ch
−i
Γ (x)
Because we wish to compare K-theory classes with cohomology classes on the
level of forms, we shall fix representatives for the universal Chern characters. It
will simplify our work somewhat if we make our choices carefully.
To begin, fix a representative
ω˜0 ∈ Ω0Γ(F0Γ)
for c˜h
0
Γ. We shall use ω˜
0 to construct representatives for the universal Chern
characters of nonzero degree. First, use the family {φk}k∈N of smooth maps
inductively to define
ψi :
(
Ii × F−iΓ , ∂Ii × F−iΓ
) −→ (F0Γ,F0Γ ∩GL(HΓ))
Namely, set
ψ1(T, t) = (φ1(T ))(t) (10)
ψi+1(t1, . . . , ti+1, T ) = ψi (t1, . . . , ti, (φi+1(T ))(ti+1)) (11)
It is not difficult to show that ψi maps ∂I
i into the space of operators that
square to −id, hence into F0Γ ∩GL(HΓ). Then the form
ω˜−i ∈ Ω−iΓ (F−iΓ )
defined by
ω˜−ig ≡
∫
Ii×(F−i
Γ
)g/(F−i
Γ
)g
ψ∗i ω˜
0
g (12)
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is a representative for c˜h
−i
Γ . The map
Map(X,F−iΓ )Γ −→ Ω−iΓ (X) given by f 7→ f∗ω˜−i
descends to the homomorphism
K−iΓ (X) −→ H−iΓ (X ;R)
given by Theorem 2.1.
2.2 Main definition
Roughly speaking, in seeking to define differential equivariant K-theory, we are
looking for a theory to put in the upper corner of the diagram
? //

Ω−iΓ (X)cl

K−iΓ (X)
// H−iΓ (X ;R)
where Ω−iΓ (X)cl ⊂ Ω−iΓ (X) is the subring of closed forms. As a first approxima-
tion, one might consider putting into this corner the ring
A−iΓ (X) ⊂ K−iΓ (X)× Ω−iΓ (X)cl
of pairs (x, ω) satisfying ch−iΓ (x) = [ω]. However, we wish differential equivariant
K-theory to be a pullback as a cohomology theory. In other words, we wish a
class in Kˇ−iΓ (X) to be a pair (x, ω) in A
−i
Γ (X) together with an “isomorphism”
of the Chern character of x and the cohomology class of ω in H−iΓ (X).
Definition 2.3. The differential equivariant K-theory of a Γ-manifold X is
defined as follows: Kˇ−iΓ (X) is the set of equivalence classes whose representatives
are triples
(f, η, ω) ∈ Map(X,F−iΓ )Γ × Ω−i−1Γ (X)× Ω−iΓ (X)cl
satisfying
dΓη = ω − f∗ω˜−i
Two triples (f, η, ω) and (f ′, η′, ω′) are in the same equivalence class if there
exist
F ∈Map(I ×X,F−iΓ )Γ and β ∈ Ω−i−2Γ (X)
so that
F0 = f F1 = f
′ ω = ω′
and
η′ = η −
∫
I×X/X
F ∗ω˜−i + dΓβ
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Remark 2.4. Let
Ω•Γ(X)K ⊂ Ω•Γ(X)cl
be the subgroup consisting of forms whose cohomology classes lie in the image
of K•Γ(X) under the Chern character map. If (f, η, ω) and (f, η
′, ω) are two
triples representing classes in Kˇ−iΓ (X), then it follows from the definition that
they are equivalent if and only if η and η′ differ by an element of Ω−i−1Γ (X)K .
A particular application of this fact will be technically useful. Suppose that
{Vj : j ∈ Z/kZ} is a collection of complex equivariant vector bundles over X
with isomorphisms ϕj : Vj → Vj+1. Suppose further that, for each j ∈ Z/kZ,
hj is a smooth map from the interval I into the space of compatibly unitary
connections for V , such that ϕ∗jhj+1(0) = hj(1). Let ∇j denote the connection
for I × Vj → I ×X defined as
hj(t) + dt ∂t
Set
κ =
k∑
j=1
∫
I×X/X
ω (I × Vj ;∇j)
Then κ ∈ Ω−1Γ (X)K . It follows that, if (f, η, ω) is a triple representing a class
in Kˇ0Γ(X), then (f, η + κ, ω) represents the same class.
Applying similar arguments to Si × X obtains an analogous statement for
Kˇ−iΓ (X)
Remark 2.5. There is a homotopy equivalence F−iΓ ≃ F−i−2Γ , under which ω˜−i
corresponds to ω˜−i−2 up to an exact form. It follows that Bott periodicity
generalizes to differential equivariant K-theory, which is to say that
Kˇ−iΓ (X)
∼= Kˇ−i−2Γ (X) (13)
This allows one to define differential equivariant K-theory groups KˇiΓ for i > 0.
The differential equivariant K-theory groups lie in the short exact sequence
0 −→ H
−i−1
Γ (X ;R)
ch−i−1Γ K
−i−1
Γ (X)
−→ Kˇ−iΓ (X)
c−→ A−iΓ (X) −→ 0 (14)
If c(xˇ) = (x, ω), it is natural to call x the characteristic class of xˇ and ω the
curvature. This short exact sequence may be rearranged as
0 −→ Ω
−i−1
Γ (X)
Ω−i−1Γ (X)K
−→ Kˇ−iΓ (X) −→ K−iΓ (X) −→ 0 (15)
where the second map is the characteristic class. A third way to arrange (14)
and (15) is the short exact sequence
0 −→ K−i−1Γ (X ;R/Z) −→ Kˇ−iΓ (X)
ω−→ Ω−iΓ (X)K −→ 0 (16)
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The second map is the curvature. Its kernel is the set of flat differential equivari-
ant K-theory classes, an abelian group whose identity component is the kernel
of (14) and whose group of components is the torsion subgroup of K−iΓ (X) (cf.
[38]).
We may use these short exact sequences to compute the differential equiv-
ariant K-theory of a point:
Proposition 2.6. Let Γ act trivially on the point. Then
Kˇ−iΓ (pt)
∼=
{
R(Γ) i even
(R(Γ)⊗ R)/R(Γ) i odd (17)
where R(Γ) is the ring of virtual characters for Γ.
Proof. If i is even, then Ω−i−1Γ (pt) is trivial and (15) implies that
Kˇ−iΓ (pt)
∼= K−iΓ (pt) ∼= R(Γ)
On the other hand, if i is odd, then (14) implies that
Kˇ−iΓ (pt)
∼= H
−i−1
Γ (pt;R)
K−i−1Γ (pt)
∼= R(Γ)⊗ R
R(Γ)
since A−iΓ (pt) is trivial.
A definition for degree zero differential equivariant K-theory has been pro-
posed by Szabo and Valentino in [50]. The main difference between our approach
and that of [50] is that most of the statements of the latter are couched in the
language of Bredon cohomology, whose definition we briefly recall.
Let Or(Γ) be the orbit category for Γ, whose objects are homogeneous spaces
Γ/H and whose morphisms are the Γ-maps between them. Define the contravari-
ant functor R(−) : Or(Γ)op → Ab, where Ab is the category of abelian groups,
by
Γ/H 7→ R(H)
Next, given a CW-complex X with cellular action of Γ, define the contravariant
functor Cn(X) : Or(Γ)
op → Ab by
Γ/H 7→ Cn(XH)
where XH is the H-fixed point set. Let CnΓ (X,R) be the group of natural
transformations from Cn(X) to R(−). This group has a natural coboundary
operator given by the boundary operator on Cn, and Bredon cohomology is
defined as the cohomology HnΓ (X ;R(−)) of this cochain complex.
The Bredon cohomological equivariant Chern character, as constructed in
[39], for instance, takes values in H•Γ(X ;R ⊗ R(−)), and, after tensoring with
R, one has the isomorphism
K•Γ(X)⊗ R ∼= H•Γ(X ;R⊗R(−)) (18)
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(cf. [50, Theorem 2.5]), whence it follows that
Heven,oddΓ (X ;R⊗R(−)) ∼= H0,−1Γ (X ;R) (19)
In fact, the authors of [50] present a dimension-counting argument to deduce
that
H•Γ(X ;R⊗R(−)) ∼=
⊕
[g]⊂Γ
H•(Xg;R)Zg (20)
where the summation is over conjugacy classes in Γ and Zg is the centralizer
of g. The latter cohomology is naturally identified with the real subspace of
H0,−1Γ (X ;C) under the real structure induced by complex conjugation, rather
than that induced by Theorem 2.1, the Atiyah-Segal localization theorem. The
composition of the Bredon cohomological Chern character on K0Γ(X) with (20)
thus yields a class in H0Γ(X ;C) that is real under the former real structure.
A representative for a class in differential equivariant K-theory is composed of
a map from X into the space of Fredholm operators and a differential form in
Ω0Γ(X ;C) which is real under the real structure induced by conjugation, together
with an “isomorphism” between the two, just as in our definition, except that
the Bredon cohomological Chern character is used instead. It is clear, however,
that an application of the Five Lemma to, say, our short exact sequence (14)
and their version of the same, the sequence [50, (5.12)], suffices to prove that
the groups we define are isomorphic.
The authors of [50] argue that the machinery developed in [34] cannot be im-
mediately applied to the present context, and that their introduction of Bredon
cohomology is required both by the equivariant Chern character isomorphism
and by the explicit use of differential forms, neither of which can be accom-
modated by Borel equivariant cohomology, as constructed in [32], for instance.
The authors remark, rightly, that to use the Borel theory would be to ignore
important data. It would seem, however, that for a finite group Γ, the complex
(Ω•Γ(X), dΓ) together with the equivariant Chern character of Atiyah and Segal
give all that is desired. Furthermore, we shall see that a closer reliance on differ-
ential forms and the Weil homomorphism makes a construction employing this
complex more conducive to the definition of a ring structure and an integration
on Kˇ•Γ(X).
2.3 Special cases
The ordinary differential K-theory ring for a smooth manifold X is defined as
Kˇ•(X) ≡ Kˇ•{e}(X) (21)
where {e} denotes the trivial group (cf. [34], [35]). We know that there are
natural isomorphisms relating equivariant K-theory to ordinary K-theory in
two special cases, namely,
K•Γ(X)
∼= K•(X)⊗R(Γ) (22)
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if Γ acts trivially, and
K•Γ(X)
∼= K•(X/Γ) (23)
if Γ acts freely. We now establish analogous isomorphisms in differential equiv-
ariant K-theory.
Proposition 2.7. Let X be a Γ-manifold with free Γ-action. Then
Kˇ•Γ(X)
∼= Kˇ•(X/Γ) (24)
Proof. Recall that we defined HΓ as H ⊗WΓ, where WΓ is a Γ-representation
in whose decomposition each irreducible representation appears once. Let φi :
F
−i
{e} →֒ F−iΓ be the inclusion map given by T 7→ T⊗id. We may assume without
loss of generality that the universal connections have been so chosen that the
universal Chern character forms agree under this inclusion.
Notice that there exist natural isomorphisms
Ω(X/Γ;πKR)
• ∼= Ω•Γ(X) K•(X/Γ) ∼= K•Γ(X) (25)
Let p : X → X/Γ be the quotient map. To a triple (f, η, ω) representing a class
in Kˇ−i(X/Γ) associate the triple
(φi ◦ f ◦ p, p∗η, p∗ω)
This descends to a homomorphism
Kˇ−i(X/Γ) −→ Kˇ−iΓ (X)
that agrees with the isomorphisms (25). It thus fits into the commutative dia-
gram
0 //
H(X/Γ;πKR)
−i−1
ch−i−1K−i(X/Γ)
//

Kˇ−i(X/Γ) //

A−i(X/Γ) //

0
0 //
H−i−1
Γ
(X;R)
ch−i−1
Γ
K−i−1
Γ
(X)
// Kˇ−iΓ (X)
// A−iΓ (X)
// 0
(26)
corresponding to the exact sequence (14). The first and third homomorphisms
are isomorphisms, so an application of the Five Lemma suffices to prove that
Kˇ•Γ(X)
∼= Kˇ•(X/Γ).
Proposition 2.8. Let X be a Γ-manifold with trivial Γ-action. Then
Kˇ•Γ(X)
∼= Kˇ•(X)⊗R(Γ)
Proof. Let (f, η, ω) be a representative triple for a class in Kˇ−iΓ (X). The image
of X under f lies in the subspace (F−iΓ )
Γ ⊂ F−iΓ of operators that commute with
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Γ-action onHΓ. DecomposeWΓ into a direct sum of irreducible representations,
writing
WΓ =
⊕
χ
Wχ,
where Wχ is the representation with character χ, and χ ranges over the char-
acters of the irreducible representations. We thus have
HΓ =
⊕
χ
H⊗Wχ (27)
and each operator T ∈ (F−iΓ )Γ is of the form
T =
∑
χ
Tχ ⊗ idWχ Tχ ∈ F−i{e}
We decompose f accordingly, writing
f(x) =
∑
χ
fχ(x) ⊗ idWχ fχ : X −→ F−i{e}
Furthermore, there is a natural isomorphism
Ω•Γ(X)
∼= Ω(X ;πKR)• ⊗R(Γ) (28)
so we decompose ω as a sum of forms ωχ, and η as a sum of forms ηχ. We thus
have
ωg =
∑
χ
ωχ · χ(g) (29)
and similarly for ηg. It is easily checked that (fχ, ηχ, ωχ) is a representative
triple for a class in Kˇ−i(X).
The homomorphism
Kˇ•Γ(X) −→ Kˇ•(X)⊗ R(Γ)
is defined thus: to the class represented by the triple (f, η, ω), associate the class
represented by ∑
χ
(fχ, ηχ, ωχ)⊗ χ
An application of the Five Lemma to the exact sequence (15) proves that this
is an isomorphism.
3 Alternative definitions
In this section, we present two alternative definitions for the differential equiv-
ariant K-theory groups. We begin by recalling the required constructions and
fixing notation. In Subsection 3.2, we give a slightly modified, but equivalent,
definition of differential equivariantK-theory for compact spaces. This model is
useful for defining a natural ring structure, as we shall see. We use the modified
definition to establish the equivalence of the geometric description in Subsection
3.3.
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3.1 Finite-dimensional approximations
As before, let HΓ be a complex separable Z/2Z-graded infinite-dimensional
Hilbert space which is a Γ-representation in whose decomposition each finite-
dimensional representation appears infinitely many times. For each T ∈ Fred(H0Γ),
set
Tˆ ≡
(
0 −T ∗
T 0
)
∈ F0Γ
Then the map given by T 7→ Tˆ is a diffeomorphism from Fred(H0Γ) to F0Γ. Recall
that Fred(H0Γ) is of the homotopy type of Z× BU: the index yields a bijection
from the set of connected components to Z. For each k ∈ Z, let
F
0
Γ,k ≡ {Tˆ ∈ F0Γ : ind(T ) = k}
There is a canonical open cover for F0Γ defined as follows. Let GΓ denote the
space of finite-dimensional Γ-invariant subspaces W ⊂ H1Γ, and, for each W in
GΓ, define
OW ≡
{
Tˆ ∈ F0Γ : T (H0Γ) +W = H1Γ
}
⊂ F0Γ
Each OW is an invariant open subset of F0Γ, and {OW }W∈GΓ is an open cover
for F0Γ. Furthermore, for each W ∈ GΓ, there is a canonical graded equivariant
vector bundle
VW −→ OW
whose fiber over Tˆ ∈ OW is given as
(V 0W )Tˆ = T
−1(W ) (V 1W )Tˆ =W
The restriction of V 0W to OW ∩F0Γ,k is of rank (dimW + k).
We have seen that F0Γ is a classifying space for degree zero equivariant K-
theory. The manner in which the two types of representatives for K-theory
classes—namely, maps and graded vector bundles—relate to each other may
be seen concretely as follows. First, if X is a compact manifold and f is an
equivariant map X → F0Γ, then there exists W ∈ GΓ such that f(X) ⊂ OW .
Then [f∗VW ] ∈ K0Γ(X) is the class represented by f . Now suppose, on the
other hand, that V = V 0 ⊕ V 1 is a graded equivariant vector bundle over X .
Let V ′ → X be an ungraded bundle such that V 1 ⊕ V ′ is trivial. Choose a
trivialization, and identify the fiber with some W ∈ GΓ. Let T be a Fredholm
operator with cokernel W and trivial kernel. We know by Kuiper’s Theorem
that the Hilbert bundle V 0 ⊕ V ′ ⊕H0Γ is trivializable; trivialize it, and choose
an isomorphism from the fiber to H0Γ. Let {ei}i∈N be an orthonormal basis for
H0Γ, and, for each x ∈ X , let Tx ∈ Fred(H0Γ) be the operator induced by the
linear map on V 0x ⊕ V ′x ⊕H0Γ given by
(v, ei) 7→
{
0 i = 1
(v, ei−1) i > 1
v ∈ V 0x ⊕ V ′x
Then the map f : X → F0Γ defined by x 7→ T̂ ◦ Tx is a classifying map for [V ].
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Recall that there exists a universal equivariant Chern character
c˜hΓ ∈ H0Γ
(
F
0
Γ;R
)
so that, if f : X → F0Γ is an equivariant map representing a class x ∈ K0Γ(X),
then
f∗c˜hΓ = chΓ(x)
In defining differential equivariant K-theory in the last section, we fixed a rep-
resentative ω˜ for this class without concerning ourselves with how it was chosen.
However, some constructions also seem to have need of a “Chern-Simons form”
relating the pullback of the universal Chern character representative under f to
a representative for chΓ(x) constructed via the Chern-Weil method. While it
may very well be possible to construct a global form ω˜ from a universal connec-
tion via the Chern-Weil method, we have been unable to do so. It is therefore
necessary for us to have recourse to finite-dimensional approximations. As we
shall presently explain, there do exist universal connections on the sets in the
canonical open cover, and, if X is compact, then these connections may be
compared with connections on X .
Let BU(n)Γ be the standard classifying space for equivariant principal U(n)-
bundles, namely, the Grassmannian of n-dimensional subspaces of H0Γ. Let
EUn be the (contractible) space of isometric embeddings C
n → H0Γ; then the
universal U(n)-bundle is given by the fibration
EU(n)Γ −→ BU(n)Γ L 7→ L(Cn)
Classifying spaces are unique up to homotopy equivalence, so it should be clear
from the foregoing discussion that, for each W ∈ GΓ,
OW ≃
⊔
n∈N
BU(n)Γ
and, in particular, that
OW ∩ F0Γ,k ≃ BU(dimW + k)Γ
The homotopy equivalence is given by the map
ϕW : OW −→
⊔
n∈N
BU(n)Γ Tˆ 7→ T−1(W )
and the unitary frame bundle PU(V 0W )→ OW associated with V 0W is isomorphic
to the pullback bundle
ϕ∗W
(⊔
n∈N
EU(n)Γ
)
−→ OW
There exists a canonical connection for the universal U(n)-bundle over BU(n)Γ.
Suppose L ∈ EU(n)Γ. A convenient description of the tangent space TLEU(n)Γ
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to EU(n)Γ at L is given as follows. A path in U(LΓ) starting at the identity is
mapped (via pointwise composition with L) to a path in EU(n)Γ starting at L.
This yields a linear map u(H0Γ) → TLEU(n)Γ. This map is clearly surjective,
and its kernel is u(L(Cn)⊥). Thus,
TLEU(n)Γ ∼= u(H0Γ)/u(L(Cn)⊥)
We define an inner product on u(H0Γ) as follows: for each A,B ∈ u(H0Γ), let
〈A,B〉 = −trL(CN )(A∗B + B∗A)
This inner product descends to a real, nondegenerate, positive-definite inner
product on TLEU(n)Γ. The metric on TEU(n)Γ thus obtained is invariant under
U(n)-action, and the canonical connection Θ is given by orthogonal projection
onto the fiber. Let
ωˆ ∈ Ω0Γ(BU(n)Γ)
be the representative for the Chern character constructed from this connection
via the Chern-Weil method. Define
ω˜W ≡ ϕ∗W ωˆ − dim(W ) ∈ Ω0Γ(OW ) (30)
Then ω˜W is a representative for the restriction of the universal Chern character
to OW , and, if f : X → OW an equivariant map representing a K-theory class
x, then f∗ω˜W is a form representing chΓ(x).
We would like to relate these local representatives of the universal Chern
character to one another on the overlaps of the canonical open sets. Suppose
thatW,W ′ ∈ GΓ such thatOW∩OW ′ 6= ∅. We can use the universal connections
to a construct a Chern-Simons form
C˜SW,W ′ ∈ Ω−1Γ (OW ∩ OW ′)
satisfying
dΓC˜SW,W ′ = ω˜W ′ − ω˜W (31)
Suppose first thatW ⊂W ′. Then OW ⊂ OW ′ . Let ∇W be the covariant deriva-
tive for V 0W given by the universal connection ϕ
∗
WΘ, and ∇W ′ the connection
for V 0W ′ given by the universal connection ϕ
∗
W ′Θ. Let W
′′ be the orthogonal
complement to W in W ′, and notice that
V 0W ′ ≃ V 0W ⊕W ′′
Let ∇′W = ∇W ⊕ d, where d is the trivial (flat) connection. Set
C˜SW,W ′ ≡ CSΓ(VW ′ ;∇′W ,∇W ′) ∈ Ω−1Γ (OW ) (32)
Then this form satisfies (31). The general case is handled similarly, by consid-
ering W and W ′ as subspaces of their sum W +W ′. Namely, we extend each
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of ∇W and ∇W ′ via flat connections to connections ∇′W and ∇′W ′ for V 0W+W ′ ,
and set
C˜SW,W ′ ≡ CSΓ(VW+W ′ ;∇′W ,∇′W ′) ∈ Ω−1Γ (OW ∩ OW ′) (33)
It follows from the properties of Chern-Simons forms that, on OW ∩ OW ′ ,
C˜SW,W ′ = C˜SW,W+W ′ − C˜SW ′,W+W ′ (34)
up to an exact form.
Let us now generalize the foregoing constructions to nonzero degrees. Recall
that we have chosen isomorphisms
J : HΓ ⊗ Cli −→ HΓ ⊗ Cli−1
Let GΓ,i ⊂ GΓ be the space of finite-dimensional Γ-invariant subspaces W ⊂ H1Γ
which are of the form
J i
(
(W 0 ⊗ Cl1i )⊕ (W 1 ⊗ Cl0i )
)
Notice that the subcover {OW }W∈GΓ,i of the canonical open cover for F0Γ is also
an open cover, since each W ∈ GΓ is a subspace of an element of GΓ,i. Define
ΩiF0Γ ≡ Map
(
(Ii, ∂Ii), (F0Γ,GL(HΓ))
)
(35)
and, for each W ∈ GΓ,i, define
ΩiOW ≡ Map
(
(Ii, ∂Ii), (OW ,OW ∩GL(HΓ))
)
(36)
The space ΩiF0Γ carries the compact open topology, and {ΩiOW }W∈GΓ,i is an
open cover for ΩiF0Γ. The map
ψi : I
i × F−iΓ −→ F0Γ
defined in Subection 2.1 induces a homotopy equivalence
F
−i
Γ
∼−→ ΩiF0Γ
Let O−iW ⊂ F−iΓ be the preimage of ΩiOW under this map. Then {O−iW }W∈GΓ,i
is an open cover for F−iΓ . Notice also that
O−iW ≃ ΩiBU(dimW )Γ (37)
Set
ω˜−iW ≡
∫
Ii×O−i
W
/O−i
W
ψ∗i ω˜W ∈ Ω−iΓ (O−iW ) (38)
Then ω˜−iW is a representative for the restriction of the universal Chern character
to O−iW , and, if f : X → O−iW an equivariant map representing a K-theory class
x, then f∗ω˜−iW is a form representing ch
−i
Γ (x).
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Now suppose that W,W ′ ∈ GΓ,i such that O−iW ∩ O−iW ′ 6= ∅. Define
C˜S
−i
W,W ′ ≡
∫
Ii×(O−i
W
∩O−i
W ′
)/(O−i
W
∩O−i
W ′
)
ψ∗i C˜SW,W ′ , (39)
an element of Ω−i−1Γ
(O−iW ∩ O−iW ′). Now, the image of ∂Ii×O−iW under the map
ϕW ◦ ψi : Ii ×O−iW −→ BU(dimW )Γ
is a point. (This is because W ∈ GΓ,i, and so its image under Clifford multipli-
cation by any nonzero linear combination x =
∑
xjej of the generators of Cli
is independent of the choice of weights.) It follows that the restriction of the
connection ψ∗i∇W to the vector bundle
∂ (ψ∗i VW ) −→ ∂Ii ×O−iW
is trivial. The same is true for ∂Ii×O−iW ′ , so the Chern-Simons form ψ∗i C˜SW,W ′
vanishes when restricted to ∂Ii × (O−iW ∩ O−iW ′). Thus,
dΓC˜S
−i
W,W ′ = ω˜
−i
W ′ − ω˜−iW (40)
3.2 A slightly modified definition
The basic idea behind the modified definition is that one can define the differen-
tial equivariant K-theory of compact spaces by using the universal connections
on the canonical open sets, rather than a global form representing the universal
Chern character, provided that one includes additional data in the class repre-
sentatives. The cost of doing so is, of course, a more complicated set of equiv-
alence relations, but the construction is entirely canonical, and has the benefit
of allowing one to define “Chern-Simons forms” as in the foregoing subsection.
This is helpful for relating the main definition of differential K-theory to the
geometric description, and it also proves useful in defining the ring structure
and the pushforward map.
Fix i ∈ N for the time being. Let X be a compact Γ-manifold. Consider
quadruples
(W, f, η, ω)
where W ∈ GΓ,i and
(f, η, ω) ∈ Map(X,O−iW )Γ × Ω−i−1Γ (X)× Ω−iΓ (X)cl
such that
dΓη = ω − f∗ω˜−iW
Equivalence relations among quadruples are generated by the following:
1. If f : X → O−iW ∩ O−iW ′ , then
(W, f, η, ω) ∼
(
W ′, f, η − f∗C˜S−iW,W ′ , ω
)
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2. If F : I ×X → O−iW is a homotopy from f to f ′, then
(W, f, η, ω) ∼
(
W, f ′, η −
∫
I×X/X
F ∗ω˜−iW , ω
)
3. If β ∈ Ω−i−2Γ (X), then
(W, f, η, ω) ∼ (W, f, η + dΓβ, ω)
Definition 3.1. Let M−iΓ (X) denote the set of equivalence classes of such
quadruples.
Notice that M−iΓ (X) fits into a short exact sequence
0 −→ H
−i−1
Γ (X ;R)
ch−i−1Γ K
−i−1
Γ (X)
−→M−iΓ (X)
c−→ A−iΓ (X) −→ 0 (41)
The injection is given by
η 7→ (W, i, η, 0)
where i is a constant map, and the surjection is given by
(W, f, η, ω) 7→ (x, ω)
where x is the class obtained by pushing the class ψ∗i [VW ] forward to O−iW and
then pulling it back to X by f . M−iΓ (X) also fits into the sequence
0 −→ Ω
−i−1
Γ (X)
Ω−i−1Γ (X)K
−→M−iΓ (X)
c−→ K−iΓ (X) −→ 0 (42)
where the injection is given by
η 7→ (W, i, η, dΓη)
Proposition 3.2. If X is a compact Γ-manifold, then
Kˇ−iΓ (X)
∼=M−iΓ (X)
Proof. Fix a representative ω˜−i ∈ Ω−iΓ (F−iΓ ) for the universal Chern character.
Since ω˜−iW represents the restriction of the universal Chern character to O−iW for
each finite-dimensional invariant subspace W ⊂ H1Γ, we may choose
σW ∈ Ω−i−1Γ (O−iW )
so that
dΓσW = ω˜
−i − ω˜−iW
on O−iW . Any two such choices differ by an exact form, since the degree (−i− 1)
cohomology of O−iW is trivial. The isomorphism
M−iΓ (X) −→ Kˇ−iΓ (X)
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is then defined on the level of representatives by
(W, f, η, ω) 7→ (f, η − f∗σW , ω)
Clearly this map respects equivalence relations (2) and (3). Thus, in order to
show that it is well-defined on the level of classes, we must show that, if f maps
X into O−iW ∩ O−iW ′ , then
σW − σW ′ = C˜S
−i
W,W ′
up to an exact form. This is easy to see if W ⊂W ′, since then O−iW ⊂ O−iW ′ , and
we know that the degree (−i − 1) cohomology of O−iW is trivial. But the result
follows in general by simply considering W,W ′ ⊂W +W ′. We have seen that,
on O−iW ∩ O−iW ′ ,
C˜S
−i
W,W ′ = C˜S
−i
W,W+W ′ − C˜S
−i
W ′,W+W ′
up to an exact form; on the other hand,
C˜S
−i
W,W+W ′ = σW − σW+W ′
and
C˜S
−i
W ′,W+W ′ = σW ′ − σW+W ′
as we have just argued. So the map is well-defined. The proof follows from an
application of the Five Lemma to the short exact sequences (14) and (41).
3.3 A geometric definition
Our second alternative definition is more geometric in flavor. This description
follows Klonoff’s account of ordinary differential K-theory and is in the spirit
of Lott’s geometric description of K-theory with coefficients in R/Z (cf. [38]),
whereas the definition we have already given is adapted from [34] and the sketch
in [26]. We restrict our consideration to degree zero.
Let X be a compact Γ-manifold. Consider triples
(V,∇, η)
where V is a complex Z/2Z-graded Γ-equivariant vector bundle over X with
Γ-invariant connection ∇ that is compatibly unitary, and
η ∈ Ω
−1
Γ (X)
dΓΩ
−2
Γ (X)
Equivalence relations on the abelian group of formal sums and differences of
such triples are generated by:
1. If (V,∇) and (V ′,∇′) are vector bundles with unitary connection such
that there exists an equivariant vector bundle isomorphism ϕ : V → V ′,
then
(V,∇, η) ∼ (V ′,∇′, η − CSΓ(V ;∇, ϕ∗∇′))
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2. If (V,∇, η) and (V ′,∇′, η) are two triples, then
(V,∇, η) + (V ′,∇′, η′) ∼ (V ⊕ V ′,∇⊕∇′, η + η′)
3. If V is a graded vector bundle, let ΠV denote the bundle V with the
opposite grading. Then
(V,∇, η) + (ΠV,∇,−η) ∼ 0
Definition 3.3. Let LΓ(X) denote the set of equivalence classes of such triples.
The additive group LΓ(X) has a natural ring structure, with multiplication
given by the graded tensor product of vector bundles and the wedge product
of forms. Namely, if (V,∇, η) and (V ′,∇′, η′) are representatives for classes in
LΓ(X), then the product of the classes is represented by(
V ⊗ V ′,∇⊗ˆ∇′, ω(V ;∇) ∧ η′ + η ∧ ω(V ′;∇′) + η ∧ dΓη′
)
(43)
where
∇⊗ˆ∇′ ≡ ∇⊗ id + id⊗∇′ (44)
Proposition 3.4. If X is a compact Γ-manifold, then
Kˇ0Γ(X)
∼= LΓ(X)
We begin with a lemma.
Lemma 3.5. LΓ(X) fits into a short exact sequence
0 −→ H
−1
Γ (X ;R)
ch−1Γ K
−1
Γ (X)
−→ LΓ(X) c−→ A0Γ(X) −→ 0 (45)
Proof. First, we define the (surjective) homomorphism
α : LΓ(X) −→ A0Γ(X)
by
(V,∇, η) 7→ ([V ], ω(V ;∇) + dΓη)
We now need to show that the kernel of α is isomorphic to
H−1Γ (X ;R)
ch−1Γ K
−1
Γ (X)
Define
β : H−1Γ (X ;R) −→ LΓ(X)
by
[η] 7→ [(0, 0, η)]
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We must prove that
im(β) = ker(α) and ker(β) = ch−1Γ K
−1
Γ (X)
We begin with the former. It should be clear that im(β) ⊂ ker(α). On the
other hand, suppose that xˇ ∈ ker(α). We may represent xˇ by a triple of the
form
(V 0 ⊕ΠV 0,∇0 ⊕∇1, η)
Set
σ = CSΓ(V
0 ⊕ΠV 0;∇0 ⊕∇1,∇0 ⊕∇0)
Then
(V 0 ⊕ΠV 0,∇0 ⊕∇1, η) ∼ (V 0 ⊕ΠV 0,∇0 ⊕∇0, η + σ)
∼ (0, 0, η + σ) (46)
Notice that η + σ is closed. It follows that xˇ ∈ im(β). Thus, ker(α) ⊂ im(β).
Now we wish to show that ker(β) = ch−1Γ K
−1
Γ (X). Suppose first that [η] ∈
ch−1Γ K
−1
Γ (X). Then there exists a graded equivariant vector bundle V → S1×X
satisfying ∫
S1×X/X
chΓ(V ) = [η]
Let h : I ×X → S1 × X be the identification map given by identifying (x, 0)
with (x, 1) for all x ∈ X . Define two vector bundles
Wi = (h|{i}×X)∗V −→ X i = 0, 1
Let ∇0 be a connection for W0. Choose a trivialization for h∗V in the I-
direction. Then translation along I induces a vector bundle isomorphism τ :
W1 → W0. On the other hand, the identification map induces an isomorphism
ι :W0 →W1, and
[CSΓ(W0;∇0, ι∗τ∗∇0)] = [η]
Thus,
(0, 0, η) ∼ (W0 ⊕ΠW0,∇0 ⊕∇0, η)
∼ (W1 ⊕ΠW0, τ∗∇0 ⊕∇0, 0)
∼ (0, 0, 0) (47)
It follows that [η] ∈ ker(β). Similarly, if [η] ∈ ker(β), then we may use this fact
to construct a vector bundle V over S1 ×X whose Chern character integrates
to [η].
As we have stated, one motivation for developing a model using finite-
dimensional approximations is that it allows us to compare the universal con-
nections on the canonical open sets with connections on a compact space X .
Let us see how this works before proceeding to the proof of Proposition 3.4.
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Suppose that V → X is a graded equivariant vector bundle with invariant,
compatibly unitary connection ∇V , and let f : X → OW be a classifying map
for [V ] ∈ K0Γ(X), for some W ∈ GΓ. We seek to construct a “Chern-Simons
form”
σW
(
V ; f,∇V ) ∈ Ω−1Γ (X)
satisfying
dΓσW
(
V ; f,∇V ) = ω (V ;∇V )− f∗ω˜W (48)
Let V ′ → X be a vector bundle complementary to V 1 (as ungraded bundles),
so that V 1 ⊕ V ′ is trivial. Assume that dimW = rkV 1 ⊕ V ′ by adding trivial
vector bundles if necessary. It follows from our constructions that V 0 ⊕ V ′ is
isomorphic to f∗V 0W . Set
σW
(
V ; f,∇V ) ≡ CSΓ (f∗V 0W ; f∗∇W ,∇V ) (49)
Then σW
(
V ; f,∇V ) satisfies (48). Notice that, if f(X) ⊂ OW ∩ OW ′ , then
σW
(
V ; f,∇V ) = f∗C˜SW,W ′ + σW ′ (V ; f,∇V ) (50)
up to an element of Ω−1Γ (X)K .
Proof of Proposition 3.4. Rather than prove LΓ(X) ∼= Kˇ0Γ(X) directly, we con-
struct an isomorphism
LΓ(X)
∼−→M0Γ(X) (51)
and apply Proposition 3.2.
This map is defined on the level of representatives as follows. Take any triple
(V,∇, η) representing a class in LΓ(X). Let f be an equivariant map X → BΓ
representing [V ]. Let W ∈ GΓ be an invariant subspace so that f(X) ⊂ OW .
To (V,∇, η), associate the quadruple
(W, f, σW (V ; f,∇) + η, ω(V ;∇) + dΓη)
where σW (V ; f,∇) is defined as in equation (49). That the correspondence is
independent of the choice of W , up to equivalence, follows from (50). Similarly,
if F : I ×X → OW is a homotopy from f1 to f2, then
σW (V ; f0,∇)− σW (V ; f1,∇)
differs from ∫
I×X/X
F ∗ω˜W
by an exact form. It follows that the correspondence is independent of the choice
of f as well. It thus descends to a homomorphism LΓ(X)→M0Γ(X). The short
exact sequences (45) and (41) fit into the commutative diagram
LΓ(X)
##H
HH
HH
HH
HH
H

0 //
H−1
Γ
(X;R)
ch−1
Γ
K−1
Γ
(X)
//
99sssssssss
M0Γ(X)
// A0Γ(X)
// 0
(52)
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An application of the Five Lemma therefore proves that (51) is an isomorphism.
4 Ring structure
In this section, we seek to define a ring structure for differential equivariant K-
theory which agrees with the ring structures for ordinary equivariant K-theory
(given by direct sum and tensor product of vector bundles) and differential
forms (addition and wedge product of forms). Our discussion parallels ideas
developed independently by Gomi using a slightly different model. We use here
the modified definition for differential K-theory, Definition 3.1. In a previous
version of this paper, we had claimed to construct the ring structure under
the original definition, and we owe our gratitude to U. Bunke for pointing out
an error in our construction. At present, we do not know of a way to handle
the ring structure under the original definition without some sort of “universal
connections,” but we developed Definition 3.1 precisely to handle such deficits.
It would also seem that using Definition 3.1 allows one to sidestep the uniqueness
issues raised by Bunke and Schick in [18].
4.1 Addition
We begin with a preliminary sketch. For simplicity’s sake, fix i = 0 for the time
being. We first recall how one constructs a pairing
Map(X,F0Γ)Γ ×Map(X,F0Γ)Γ → Map(X,F0Γ)Γ
which descends on homotopy classes of maps to addition in ordinary equivariant
K-theory. Suppose that x, x′ ∈ K0(X) are classes represented by the maps
f, f ′ ∈Map(X,F0Γ)Γ, respectively. Let F be the map given by
p 7→
(
f(p) 0
0 f ′(p)
)
One would then like to say that x+ x′ is represented by F . There is a technical
issue here, however: F is a map into the space of odd skew-adjoint Fredholm
operators on HΓ ⊕HΓ, not HΓ. It is necessary, therefore, to choose an isomor-
phism of the Hilbert spaces; one then applies Kuiper’s Theorem to conclude
that the sum x+ x′ thus obtained is independent of this choice.
We shall apply a similar argument in constructing an addition map for dif-
ferential equivariant K-theory. Namely, if xˇ, xˇ′ ∈ Kˇ0(X) are classes represented
by the quadruples (W, f, η, ω) and (W ′, f ′, η′, ω′), respectively, then their sum
xˇ+ xˇ′ ∈ Kˇ0(X) should be represented by a quadruple roughly of the form
(W ⊕W ′, F, η + η′ + λW,W ′ , ω + ω′)
The term λW,W ′ is the pullback by F of a differential form, a “universal Chern-
Simons form” on F0Γ×F0Γ which compensates for the difference between F ∗ω˜W⊕W ′
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and f∗ω˜W+(f
′)∗ω˜W ′ . Kuiper’s Theorem then suffices to prove that the addition
map is well-defined on the level of equivalence classes.
Let us make this sketch rigorous. First fix a Γ-linear isomorphism
A : HΓ ⊕HΓ −→ HΓ (53)
and let Ai denote the isomorphism
(J i)−1 ◦A ◦ (J i ⊕ J i) : (HΓ ⊗ Cli)⊕ (HΓ ⊗ Cli) −→ HΓ ⊗ Cli
Let
si : F
−i
Γ × F−iΓ −→ F−iΓ (54)
be the map given by
(T1, T2) 7→ Ai(T1 ⊕ T2)A−1i (55)
Let πε denote projection onto the ε
th factor, ε = 1, 2. Take W,W ′ ∈ GΓ,i. Then
si restricts to a map
O−iW ×O−iW ′ −→ O−iA(W⊕W ′)
Notice that A induces an isomorphism between the vector bundles
(π1 × id)∗ψ∗i VW ⊕ (id× π2)∗ψ∗i VW −→ Ii ×O−iW ×O−iW ′
and
(id× si)∗ψ∗i VA(W⊕W ′) −→ Ii ×O−iW ×O−iW ′
Let σ−iW,W ′ be the Chern-Simons form from the connection
(id× si)∗ψ∗i∇A(W⊕W ′)
to the connection
(π1 × id)∗ψ∗i∇W ⊕ (id× π2)∗ψ∗i∇W ′
Define
λ−iW,W ′ ≡
∫
Ii×O−i
W
×O−i
W ′
/O−i
W
×O−i
W ′
σ−iW,W ′
Both connections are trivial on the boundary ∂Ii ×O−iW ×O−iW ′ , so
dΓλ
−i
W,W ′ = π
∗
1 ω˜
−i
W + π
∗
2 ω˜
−i
W ′ − s∗i ω˜−iA(W⊕W ′)
on O−iW ×O−iW ′ .
We now have what we need to define addition on the level of representa-
tives for differential K-theory classes. (For convenience, we shall occasionally
write representatives as column vectors.) If (W, f, η, ω) and (W ′, f ′, η′, ω′) are
quadruples representing classes in Kˇ−iΓ (X), we set
(W, f, η, ω) + (W ′, f ′, η′, ω′) ≡

A(W ⊕W ′)
si ◦ (f × f ′)
η + η′ + (f × f ′)∗λ−iW,W ′
ω + ω′
 (56)
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We must check that this addition map is well-defined as a map on representative
triples and descends to Kˇ−iΓ (X), and that the addition on Kˇ
−i
Γ (X) thus obtained
is independent of the choices we have made, commutative, and associative.
That addition map is well-defined on the level of triples follows from our
definition of λ−iW,W ′ . To show that it descends to equivalence classes, we must
demonstrate that it respects the generating equivalence relations. Suppose, for
instance, that (W, f, η, ω) and (W ′, f ′, η′, ω′) are two representatives, and that
W ′′ ∈ GΓ,i so that f(X) ⊂ O−iW ′′ . According to equivalence relation (1),
(W, f, η, ω) ∼
(
W ′′, f, η − f∗C˜S−iW,W ′′ , ω
)
Now, 
W
f
η
ω
+

W ′
f ′
η′
ω′
 =

A(W ⊕W ′)
si ◦ (f × f ′)
η + η′ + (f × f ′)∗λ−iW,W ′
ω + ω′

whereas
W ′′
f
η − f∗C˜S−iW,W ′′
ω
+

W ′
f ′
η′
ω′
 =

A(W ′′ ⊕W ′)
si ◦ (f × f ′)
η + η′ − f∗C˜S−iW,W ′′ + (f × f ′)∗λ−iW ′′,W ′
ω + ω′

Furthermore,
(f × f ′)∗λ−iW,W ′ − (f × f ′)∗s∗i C˜S
−i
A(W⊕W ′),A(W ′′⊕W ′)
differs from
(f × f ′)∗λ−iW ′′,W ′ − f∗C˜S
−i
W,W ′′
by an element of Ω−i−1Γ (X)K (see remark 2.4), so we apply equivalence relation
(1) once again to see that
W
f
η
ω
+

W ′
f ′
η′
ω′
 ∼

W ′′
f
η − f∗C˜S−iW,W ′′
ω
+

W ′
f ′
η′
ω′
 (57)
Similar arguments show that addition respects relations (2) and (3), and thus
that the addition map descends to Kˇ−iΓ (X).
To show that the definition is independent of the choice of A, suppose that A
is another such isomorphism, and let si be the corresponding map constructed as
before. By Kuiper’s Theorem, the space of Γ-linear isomorphisms from HΓ⊕HΓ
to HΓ is contractible, so there exists a path of isomorphisms {At}t∈I from A to
A. Let Ai,t denote the isomorphism
(J i)−1 ◦At ◦ (J i ⊕ J i)
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Define
Si : I × F−iΓ × F−iΓ −→ F−iΓ (58)
by
(t, T1, T2) 7→ Ai,t(T1 ⊕ T2)A−1i,t (59)
Then Si is a homotopy from si to si.
Now suppose that (W, f, η, ω) and (W ′, f ′, η′, ω′) are quadruples representing
classes in Kˇ−iΓ (X). Let
W ′′ = A(W ⊕W ′) + A(W ⊕W ′) ∈ GΓ,i
Then 
A(W ⊕W ′)
si ◦ (f × f ′)
η + η′ + (f × f ′)∗λ−iW,W ′
ω + ω′
 (60)
is equivalent to
W ′′
si ◦ (f × f ′)
η + η′ + (f × f ′)∗
(
λ−iW,W ′ − s∗i C˜S
−i
A(W⊕W ′),W ′′
)
ω + ω′

Similarly, 
A(W ⊕W ′)
si ◦ (f × f ′)
η + η′ + (f × f ′)∗λ−iW,W ′
ω + ω′
 (61)
is equivalent to
W ′′
si ◦ (f × f ′)
η + η′ + (f × f ′)∗
(
λ
−i
W,W ′ − s∗i C˜S
−i
A(W⊕W ′),W ′′
)
ω + ω′

Now,
F ≡ Si ◦ (f × f ′)
is a homotopy from si ◦ (f × f ′) to si ◦ (f × f ′), and
(f × f ′)∗
(
λ−iW,W ′ − s∗i C˜S
−i
A(W⊕W ′),W ′′
)
−
∫
I×X/X
F ∗ω˜−iW ′′
differs from
(f × f ′)∗
(
λ
−i
W,W ′ − siC˜S
−i
A(W⊕W ′),W ′′
)
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by an element of Ω−i−1Γ (X)K . (See remark 2.4. We assume without loss of
generality that the image of I ×X under F lies in O−iW ′′ , adding an element of
GΓ,i to W ′′ if necessary.) It follows that (60) is equivalent to (61). This proves
independence of the choice of A.
The proofs of commutativity and associativity proceed along similar lines.
First, let B ∈ GL(HΓ ⊕HΓ) be the operator that reverses vector components,
and set
Bi = (J
i ⊕ J i)−1 ◦B ◦ (J i ⊕ J i)
Let {Bt}t∈I be a path from A to A ◦B; use this to define a path {Bi,t}t∈I from
Ai to Ai ◦Bi, as before. Define
Ri : I × F−iΓ × F−iΓ −→ F−iΓ (62)
by
(t, T1, T2) 7→ Bi,t(T1 ⊕ T2)B−1i,t (63)
Let ri be the map onF
−i
Γ ×F−iΓ that exchanges factors. Then Ri is an equivariant
homotopy from si◦ri to si. An argument analogous to the one just given suffices
to prove commutativity.
Again, to prove associativity, define isomorphisms
Ci, Ci : HΓ ⊕HΓ ⊕HΓ −→ HΓ (64)
by
Ci = Ai ◦ (Ai ⊕ id) Ci = Ai ◦ (id⊕Ai) (65)
and let {Ci,t}t∈I be a path of isomorphisms from Ci to Ci. Then the map given
by
(t, T1, T2, T3) 7→ Ci,t(T1 ⊕ T2 ⊕ T3)C−1i,t
is an equivariant homotopy from si ◦ (si× id) to si ◦ (id×si). Proceed as before.
Definition 4.1. Let X be a compact Γ-manifold. If xˇ, xˇ′ ∈ Kˇ−i(X) are classes
represented by the triples (W, f, η, ω) and (W ′, f ′, η′, ω′) respectively, then xˇ+
xˇ′ ∈ Kˇ−i(X) is the class represented by the triple(
A(W ⊕W ′), si ◦ (f × f ′), η + η′ + (f × f ′)∗λ−iW,W ′ , ω + ω′
)
(66)
We have shown:
Proposition 4.2. This addition is well-defined, independent of choices, com-
mutative, and associative.
4.2 Multiplication
The arguments here given are similar to the ones we applied in our definition of
addition. First, fix a Γ-linear isomorphism
L : H⊗2Γ −→ HΓ (67)
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and let Li,j denote the isomorphism
(J i+j)−1 ◦ L ◦ (J i ⊗ Jj) : (HΓ ⊗ Cli)⊗ (HΓ ⊗ Clj) −→ HΓ ⊗ Cli+j
Given T1 ∈ F−iΓ and T2 ∈ F−jΓ , set
T1⊗ˆT2 ≡ T1 ⊗ id + id⊗ T2 (68)
and define
mi,j : F
−i
Γ × F−jΓ −→ F−i−jΓ (69)
by
(T1, T2) 7→ Li,j(T1⊗ˆT2)L−1i,j (70)
Take W ∈ GΓ,i and W ′ ∈ GΓ,j . Then the forms
π∗1 ω˜
−i
W ∧ π∗2 ω˜−jW ′ and m∗i,jω˜−i−jL(W⊗W ′)
are cohomologous on O−iW ×O−jW ′ . Let σ−i,−jW,W ′ be the Chern-Simons form for the
vector bundle
(π1 × id)∗ψ∗i VW ⊗ (id× π2)∗ψ∗jVW ′ −→ Ii+j ×O−iW ×O−jW ′
from the connection
(mi,j × id)∗ψ∗i+j∇L(W⊗W ′)
to the connection
(π1 × id)∗ψ∗i∇W ⊗ˆ(id× π2)∗ψ∗j∇W ′
and define
κ−i,−jW,W ′ ≡
∫
Ii+j×O−i
W
×O−j
W ′
/O−i
W
×O−j
W ′
σ−i,−jW,W ′ ∈ Ω−i−j−1Γ (O−iW ×O−jW ′)
Then
dΓκ
−i,−j
W,W ′ = π
∗
1 ω˜
−i
W ∧ π∗2 ω˜−jW ′ −m∗i,jω˜−i−jL(W⊗W ′)
If (W, f, η, ω) represents a class in Kˇ−iΓ (X) and (W
′, f ′, η′, ω′) a class in
Kˇ−jΓ (X), then we set
(f, η, ω) · (f ′, η′, ω′) ≡

L(W ⊗W ′)
mi,j ◦ (f × f ′)
(−1)if∗ω˜−iW ∧ η′ + η ∧ ω′ + (f × f ′)∗κ−i,−jW,W ′
ω ∧ ω′
 (71)
We must check that this multiplication map is well-defined and descends to
Kˇ•Γ(X), and that the multiplication on Kˇ
•
Γ(X) thus obtained is independent
of choices, graded commutative, associative, and distributive with respect to
addition.
29
One easily checks that multiplication descends to Kˇ•Γ(X); the proof is similar
to that for addition. Independence of the choice of L is proved by an application
of Kuiper’s Theorem, as before. The proof of graded commutativity is similar,
but more complicated; we begin with some preliminary remarks.
The classifying space F−iΓ carries a natural action of the symmetric group
Sym(i) acting on i letters. For each σ ∈ Sym(i), let Hσ be the linear map on
Cli given by
ej1 · ej2 · · · ejk 7→ eσ(j1) · eσ(j2) · · · eσ(jk)
where 1 ≤ j1 < j2 < · · · jk ≤ i. Extend Hσ linearly to HΓ ⊗ Cli. This induces
a transformation
hσ : F
−i
Γ −→ F−iΓ T 7→ H−1σ ◦ T ◦Hσ
Clearly,
hσ
(O−iW ) = O−iW
for W ∈ GΓ,i. Let kσ be the map on Ii given by
(t1, t2, . . . , ti) 7→ (tσ(1), tσ(2), . . . , tσ(i))
Then
h∗σω˜
−i
W =
∫
Ii×O−i
W
/O−i
W
(id× hσ)∗ψ∗i ω˜W
=
∫
Ii×O−i
W
/O−i
W
(kσ × id)∗ψ∗i ω˜W
= (−1)|σ|
∫
Ii×O−i
W
/O−i
W
ψ∗i ω˜W
= (−1)|σ|ω˜−iW (72)
Lemma 4.3. Suppose xˇ ∈ Kˇ−iΓ (X), i > 0, is represented by the quadruple
(W, f, η, ω). Let σ ∈ Sym(i). Then the quadruple(
W,hσ ◦ f, (−1)|σ|η, (−1)|σ|ω
)
(73)
is a representative for (−1)|σ|xˇ.
Proof. We will show this explicitly in the case that i = 2 and σ is the trans-
position (1, 2); the proof for the general case will then follow easily. Let GΓ
denote the graph of hσ in F
−2
Γ × F−2Γ . There is an equivariant homotopy from
the restriction of s2 to GΓ to a constant map. To see this, first consider the
following general remarks.
Suppose M is a graded complex Cl2-module given by γ : Cl2 → End(M).
Let M ′ be the module which is equal to M as a vector space but on which Cl2
acts under the algebra homomorphism given by ej 7→ eσ(j). We extend M ⊕M ′
to a Cl3-module in the following way: let
γ˜ : Cl3 −→ End(M ⊕M ′)
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be given by
γ˜(e1) =
(
γ(e1) 0
0 γ(e2)
)
γ˜(e2) =
(
γ(e2) 0
0 γ(e1)
)
γ˜(e3) =
1√
2
(
0 γ(e1)− γ(e2)
γ(e1)− γ(e2) 0
)
Then
{γ˜(e1), γ˜(e2), γ˜(e3)} ⊂ End(M ⊕M ′)
is a set of odd operators obeying the Clifford relations.
In just the same way, we extend
(HΓ ⊗ Cl2)⊕ (HΓ ⊗ Cl2)
to a Cl3-module. The operator
γ˜(e3) ∈ End((HΓ ⊗ Cl2)⊕ (HΓ ⊗ Cl2))
thus obtained commutes in the graded sense with every operator of the form(
T 0
0 hσ(T )
)
for T ∈ F−2Γ
We thus obtain an operator Φ ∈ F−2Γ which squares to −id and commutes in
the graded sense with every element in the image of GΓ under s2. Define
F : I ×GΓ −→ F−2Γ
by
(t, T, hσ(T )) 7→ cos
(
π
2 t
)
s2(T, hσ(T )) + sin
(
π
2 t
)
Φ (74)
Then F is a homotopy from s2|GΓ to the constant map with image Φ.
Now suppose that xˇ ∈ Kˇ−2Γ (X) is represented by the quadruple (W, f, η, ω).
Then 
W
f
η
ω
+

W
hσ ◦ f
−η
−ω
 =

A(W ⊕W )
s2 ◦ (f × (hσ ◦ f))
(f × (hσ ◦ f))∗λ−2W,W
0
 (75)
which is equivalent to
A(W ⊕W )
Φ
(f × (hσ ◦ f))∗
(
λ−2W,W −
∫
I×GΓ/GΓ
F ∗ω˜−2W
)
0
 (76)
Now,
dΓλ
−2
W,W = π
∗
1 ω˜
−2
W + π
∗
2 ω˜
−2
W − s∗2ω˜−2A(W⊕W )
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Equation (72) implies that h∗σω˜
−2
W = −ω˜−2W . It follows that π∗1 ω˜−2W = −π∗2 ω˜−2W
on the open subset (O−2W ×O−2W ) ∩GΓ of GΓ, and thus that
λ−2W,W −
∫
I×GΓ/GΓ
F ∗ω˜−2W (77)
is closed. The degree −3 cohomology of (O−2W ×O−2W )∩GΓ ≃ O−2W is trivial, so
(77) is exact as well, and the sum (75) is zero.
An argument analogous to the foregoing proves the lemma for any trans-
position in Sym(i). Since any σ ∈ Sym(i) may be written as the product of
transpositions, the general proof follows by an inductive argument.
Let Q ∈ GL(H⊗2Γ ) be the isomorphism defined on homogeneous vectors by
v ⊗ w 7→ (−1)|v||w|w ⊗ v,
and let Qi,j denote the isomorphism on (HΓ ⊗ Cli)⊗ (HΓ ⊗ Clj) defined as(
J i ⊗ Jj)−1 ◦Q ◦ (J i ⊗ Jj)
There exists a path {Qt}t∈I from L to L◦Q; use this to define a path {Qi,j,t}t∈I
from Li,j to Li,j ◦Qi,j , as before. Define
Ni,j : I × F−iΓ × F−jΓ −→ F−i−jΓ (78)
by
(t, T1, T2) 7→ Qi,j,t(T1⊗ˆT2)Q−1i,j,t (79)
Then Ni,j is a homotopy from mi,j to hσ ◦mj,i ◦ ri,j , where
ri,j : F
−i × F−jΓ −→ F−jΓ × F−iΓ
is the map that exchanges factors, and
σ =
(
1 · · · j j + 1 · · · i+ j
i+ 1 · · · i+ j 1 · · · i
)
∈ Sym(i+ j) (80)
Note that the parity of σ is ij.
Now suppose that xˇ1 ∈ Kˇ−iΓ (X) and xˇ2 ∈ Kˇ−jΓ (X) with representatives
(W1, f1, η1, ω1) and (W2, f2, η2, ω2), respectively. We may assume without loss
of generality that W1 =W2 =W . Then the product xˇ2 · xˇ1 is represented by
L(W ⊗W )
mj,i ◦ (f2 × f1)
(−1)jf∗2 ω˜−jW ∧ η1 + η2 ∧ ω1 + (f2 × f1)∗κ−j,−iW,W
ω2 ∧ ω1

It therefore follows from Lemma 4.3 that (−1)ij xˇ2 · xˇ1 is represented by
L(W ⊗W )
hσ ◦mj,i ◦ (f2 × f1)
(−1)ij+jf∗2 ω˜−jW ∧ η1 + (−1)ijη2 ∧ ω1 + (−1)ij(f2 × f1)∗κ−j,−iW,W
(−1)ijω2 ∧ ω1

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which is equal to
L(W ⊗W )
hσ ◦mj,i ◦ ri,j ◦ (f1 × f2)
η1 ∧ f∗2 ω˜−jW + (−1)iω1 ∧ η2 + (−1)ij(f1 × f2)∗r∗i,jκ−j,−iW,W
ω1 ∧ ω2
 (81)
Here, we have just used the commutation relations for differential forms and the
fact that f2 × f1 = ri,j ◦ (f1 × f2). Next, notice that
η1 ∧ f∗2 ω˜−jW + (−1)iω1 ∧ η2
differs from
(−1)if∗1 ω˜−iW ∧ η2 + η1 ∧ ω2
by an exact form, so (81) is equivalent to
L(W ⊗W )
hσ ◦mj,i ◦ ri,j ◦ (f1 × f2)
(−1)if∗1 ω˜−iW ∧ η2 + η1 ∧ ω2 + (−1)ij(f1 × f2)∗r∗i,jκ−j,−iW,W
ω1 ∧ ω2
 (82)
Finally,
(f1 × f2)∗
(
(−1)ijr∗i,jκ−j,−iW,W +
∫
I×F−i×F−j
Γ
/F−i×F−j
Γ
N∗i,jω˜
−i−j
L(W⊗W )
)
differs from
(f1 × f2)∗κ−i,−jW,W
by an element of Ω−i−j−1Γ (X)K , so (82) is equivalent to
L(W ⊗W )
mi,j ◦ (f1 × f2)
(−1)if∗1 ω˜−iW ∧ η2 + η1 ∧ ω2 + (f1 × f2)∗κ−i,−jW,W
ω1 ∧ ω2

which is a representative for xˇ1 · xˇ2. It follows that
xˇ1 · xˇ2 = (−1)ij xˇ2 · xˇ1 (83)
This proves graded commutativity.
The arguments to show associativity and distributivity are similar to what
has gone before. First, define isomorphisms R and R from H⊗3Γ to HΓ by
R = L ◦ (L⊗ id) R = L ◦ (id⊗ L) (84)
Let {Rt}t∈I be a path of isomorphisms from R to R. Use it to define a path of
Clifford linear maps
Ri,j,t : (HΓ ⊗ Cli)⊗ (HΓ ⊗ Clj)⊗ (HΓ ⊗ Clk) −→ HΓ ⊗ Cll
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where l = i+ j + k. Define
qi,j,k : I × F−iΓ × F−jΓ × F−kΓ −→ F−lΓ (85)
by
(t, T1, T2, T3) 7→ Ri,j,t(T1⊗ˆT2⊗ˆT3)R−1i,j,t (86)
Then qi,j,k is a homotopy frommi+j,k◦(mi,j×id) tomi,j+k◦(id×mj,k). Proceed
as before. This suffices to prove associativity.
Finally, to prove distributivity, let {Pt}t∈I be a path of isomorphisms from
HΓ ⊗ (HΓ ⊕HΓ) to HΓ with endpoints
P = A ◦ (L⊕ L) and P = L ◦ (id⊗A) (87)
and use this to construct the needed homotopy.
Definition 4.4. If xˇ ∈ Kˇ−iΓ (X) and xˇ′ ∈ Kˇ−jΓ (X) are classes represented by the
quadruples (W, f, η, ω) and (W ′, f ′, η′, ω′), respectively, then xˇ · xˇ′ ∈ Kˇ−i−jΓ (X)
is the class represented by
L(W ⊗W ′)
mi,j ◦ (f × f ′)
(−1)if∗ω˜−iW ∧ η′ + η ∧ ω′ + (f × f ′)∗κ−i,−jW,W ′
ω ∧ ω′

We have shown:
Proposition 4.5. This multiplication is well-defined, independent of choices,
graded commutative, associative, and distributive with respect to addition.
5 Pushforward
The main goal of Section 5 is to construct the pushforward map. The first two
subsections are devoted to preliminary material. We then begin by defining the
pushforward from the differential equivariant K-theory of Y ×W , where W is
a spin Γ-representation, to that of Y . In the fourth subsection, we give the
definition of the pushforward map
Kˇ−iΓ (X) −→ Kˇ−i−nΓ (Y )
where X → Y is a compact equivariant fiber bundle with n-dimensional fibers
such that the relative tangent bundle has a spin structure preserved by Γ-action.
We establish some of the properties of the pushforward map in the fifth subsec-
tion, and, in particular, we there prove a version of Stokes’ Theorem.
An analytic formula for the pushforward from the differential equivariant
K-theory of an odd-dimensional spin Γ-manifold to the torus KˇoddΓ (pt) is con-
jectured in Section 6. This formula is analogous to the formula given by the
Index Theorem for even-dimensional spaces. It has been established in certain
special cases.
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5.1 Differential K-theory with compact support
We define differential K-theory with compact support only for real vector bun-
dles over compact manifolds. (Here, we regard a vector space as a vector bundle
over a point.) We find it most convenient to give our definition in terms of
rapidly-decreasing forms rather than compactly-supported forms, since the su-
perconnection machinery developed by Mathai and Quillen in [41] plays a major
role in our formulation of the pushforward map.
Suppose that E → X is a real equivariant vector bundle over a compact
Γ-manifold X . Let
Ω−iΓ,rd(E) ⊂ Ω−iΓ (E)
consist of those forms that are rapidly-decreasing in the fiber-wise direction (cf.
[41]). One can relate rapidly-decreasing forms to forms with compact vertical
support in the following way. Fix a Γ-invariant metric on E, and let B(E)→ X
denote the open unit ball bundle. Define
Ψ : B(E) −→ E by e 7→ e√
1−|e|2
Then pullback via Ψ defines an isomorphism
Ω•Γ,rd(E) −→ Ω•Γ(E,E \B(E)) →֒ Ω•Γ,c(E)
On the other hand, there is an obvious inclusion map
Ω•Γ,c(E) →֒ Ω•Γ,rd(E)
The composition of these two maps in either order descends to the identity map
on cohomology.
Next, let D(E) be the closure of B(E), and let
Map0(D(E),F
−i
Γ )Γ ⊂ Map(D(E),F−iΓ )Γ
be the space of maps such that for each x ∈ X , the restriction to ∂D(E)x is a
map into the contractible space of invertible operators. Define
Map0(D(E),F
−i
Γ )Γ −→ Map(E,F−iΓ )Γ
by
f 7→ f ◦Ψ−1g
The range of this map is independent of the metric; let it be denoted by
Maprd(E,F
−i
Γ )Γ.
Definition 5.1. Suppose E → X is a real equivariant vector bundle over a com-
pact Γ-manifold X . The differential equivariant K-theory of E with compact
support is defined as follows: Kˇ−iΓ,c(E) is the set of equivalence classes whose
representatives are triples
(f, η, ω) ∈Maprd(E,FiΓ)Γ × Ω−i−1Γ,rd (E) × Ω−iΓ,rd(E)cl
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satisfying
dΓη = ω − f∗ω˜−i
Equivalence relations are as in Definition 2.3. Alternatively, we may define
Kˇ0Γ,c(E) as the set of equivalence classes (W, f, η, ω), where W ∈ GΓ and
(f, η, ω) ∈Maprd(E,OW )Γ × Ω−1Γ,rd(E)× Ω0Γ,rd(E)cl
satisfying
dΓη = ω − f∗ω˜W
Equivalence relation are as in Definition 3.1.
The differential equivariant K-theory groups with compact support lie in
short exact sequences as before, i.e.,
0 −→ H
−i−1
Γ,c (E;R)
ch−i−1Γ K
−i−1
Γ,c (E)
−→ Kˇ−iΓ,c(E)
c−→ A−iΓ,rd(E) −→ 0 (88)
and
0 −→ Ω
−i−1
Γ,rd (E)
Ω−i−1Γ,rd (E)K
−→ Kˇ−iΓ,c(E) −→ K−iΓ,c(E) −→ 0 (89)
where
A−iΓ,rd(E) ⊂ K−iΓ,c(E)× Ω−iΓ,rd(E)
is the set of pairs (x, ω) satisfying ch−iΓ (x) = [ω].
The ring structure for Kˇ•Γ,c(E) is analogous to the ring structure for Kˇ
•
Γ(X).
Notice that Kˇ•Γ,c(E) is a Kˇ
•
Γ(X)-module, where a class xˇ ∈ Kˇ•Γ(X) acts as
yˇ 7→ π∗xˇ · yˇ.
5.2 Representatives for characteristic classes
LetE → X be a real oriented equivariant vector bundle such that Γ preserves the
orientation. If we choose a Γ-invariant metric for E, then Γ acts by orientation-
preserving isometries, so Γ-action lifts to the oriented orthonormal frame bundle
PSO(E)→ X .
Definition 5.2. We say that an oriented real Γ-equivariant vector bundle E →
X is a spin Γ-equivariant vector bundle if it is spin and if Γ preserves the spin
structure, i.e., there exists a lift of Γ-action to the principal bundle PSpin(E)→
X such that the quotient map PSpin(E) → PSO(E) is Γ-equivariant. If E is
the tangent bundle to X , then we say simply that X is a spin Γ-manifold. The
choice of a Γ-equivariant spin structure for E amounts to the choice of spin
structure together with a lift of the Γ-action to PSpin(E).
Let E → X be a real spin Γ-equivariant vector bundle, and choose a Γ-
equivariant spin structure. Fix a Γ-invariant metric for E and a compatible
Γ-invariant connection ∇E .
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Fix g ∈ Γ for the time being. This group element acts on the fibers of the
restriction Eg of E to X
g, and the fixed point set Eg ⊂ E of the action of g on
E is the subbundle of Eg whose fibers are the vector subspaces on which g acts
trivially. On the other hand, the orthogonal complement Eg⊥ to Eg decomposes
into a direct sum of 2-plane bundles on which g acts by rotation through an
angle, and a bundle on which g acts as multiplication by −1. Since g acts by
orientation-preserving isomorphisms, the latter bundle must be of even rank as
well. It follows that Eg⊥ is of even rank. Set kg =
1
2 rkE
g⊥, conceived of as a
locally constant integer-valued function on Xg.
The lift of g-action to PSpin(Eg) yields an orientation for Eg⊥ (cf. the
argument in [15, §6.4]). If Eg⊥ already has a natural orientation (e.g., if Xg
is a point), then the two orientations may not agree; let εg be the disparity,
conceived of as a locally constant function on Xg taking values in {±1}.
We define the equivariant Aˆ-form by
αˆg(E;∇E) ≡ εg i−kg αˆ(E
g;∇Eg )
Pf
(
id− g · exp{ i2πΩEg⊥ u−1}) (90)
αˆ(E;∇E) ≡
∑
αˆg(E;∇E) ∈ Ω0Γ(X) (91)
Here, ∇Eg denotes the connection ∇ restricted to Eg, and the form αˆ(Eg;∇g)
is the representative for the Aˆ-polynomial for Eg obtained via the Chern-Weil
method. The curvature restricted to Eg⊥ is denoted by ΩE
g⊥
, and Pf denotes
the Pfaffian.
The equivariant Aˆ-form is a universal polynomial in characteristic forms with
coefficients depending rationally on the eigenvalues of the group action. It is
multiplicative in the sense that
αˆ
(
E1 ⊕ E2;∇E1 ⊕∇E2
)
= αˆ
(
E1;∇E1
) ∧ αˆ (E2;∇E2) (92)
It is independent of the metric and connection up to exactness; let
AˆΓ(E) ≡
∑
Aˆg(E) ∈ H0Γ(X ;R) (93)
be its cohomology class. We shall refer to this class as the equivariant Aˆ-
polynomial.
The superconnection machinery of [41] gives a way of construction a rapidly-
decreasing differential form representative for the cohomological Thom class,
which we now review. Take E, ∇E as before, and suppose that E is of even
rank 2N . Form the associated spinor bundle
S(E) = S+(E)⊕ S−(E) −→ X
Each of S±(E) is an equivariant vector bundle. Let π be the projection map
E → X , and let
µ : π∗S±(E) −→ π∗S∓(E)
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be the Clifford multiplication map given by
(e, s) 7→ (e, e · s)
Note that µ is an isomorphism on the complement of the zero section of E. It
thus defines a class
s(E) ∈ K2NΓ,c (E) ∼= K0Γ,c(E)
This is the equivariant K-theoretic Thom class for E → X ; the Thom isomor-
phism
K0Γ(X)
∼−→ K2NΓ,c (E)
is given by
x 7→ s(E) · π∗x
The connection ∇E induces a connection ∇S(E) for S(E), hence a connection
∇π∗S(E) for π∗S(E). In the language of [41], the operator
∇
π∗S(E) ≡ π∗∇S(E) + µ (94)
is a superconnection for π∗S(E). We define the rapidly-decreasing differential
form
ω
(
π∗S(E);∇π
∗S(E)
)
∈ Ω0Γ,rd(E) (95)
by
ωg
(
π∗S(E);∇π
∗S(E)
)
≡ trs
(
g · exp
{
i
2π
Ωπ
∗S(E)
g u
−1
})
(96)
This form is a representative for the equivariant Chern character
chΓ(s(E)) ∈ H0Γ,c(E;R)
of s(E). We claim that
υ(E;∇E) ≡ ω
(
π∗S(E);∇π
∗S(E)
)
∧ π∗αˆ (E;∇E) ∈ Ω0Γ,rd(E) (97)
is a form representing the cohomological Thom class for E → X , which is to
say that, for each g ∈ Γ, the term
υg(E;∇E) ∈ Ωrd(Eg;πKC)0
is a rapidly-decreasing form representing the cohomological Thom class for the
bundle Eg → Xg. This is a local property in Xg, so, to prove it, we may assume
that Eg and Eg⊥ are spin. In that case, our connections for Eg, Eg⊥ induce
connections ∇S(Eg), ∇S(Eg⊥) for the respective spinor bundles S(Eg), S(Eg⊥),
and we pull these back to Eg, as before. We have
S(E)g ≃ S(Eg)⊗ S(Eg⊥)
The restriction of ∇π
∗S(E) to Eg may be written as
(∇π∗S(Eg) + µ)⊗ id + id⊗∇π∗S(Eg⊥)
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and (96) is of the form
ω
(
π∗S(Eg);∇π∗S(Eg) + µ
)
∧ π∗ωg
(
S(Eg⊥);∇S(Eg⊥) + µ
)
(98)
As is shown in [15, §6.4],
ωg
(
S(Eg⊥);∇S(Eg⊥)
)
= εg i
kg Pf
(
id− g · exp
{
i
2π
ΩE
g⊥
u−1
})
(99)
while it follows from [41] that
ω
(
π∗S(Eg);∇π∗S(Eg) + µ
)
= υ(Eg;∇Eg ) ∧ π∗αˆ
(
Eg;∇Eg
)−1
(100)
where υ(Eg;∇Eg ) is a rapidly-decreasing Thom form for Eg → Xg. This proves
the claim. We thus have∫
Eg/Xg
ωg
(
π∗S(E);∇π
∗S(E)
)
= αˆg(E;∇E)−1 · ukg−N (101)
and, on the level of cohomology classes,∫
Eg/Xg
chg(s(E)) = Aˆg(E)
−1 · ukg−N (102)
5.3 Integration along a Γ-representation
Given an equivariant fiber bundle X → Y , the topological pushforward of an
equivariant K-theory class on X is obtained by embedding X in Y ×W , where
W is Γ-representation, taking the product of the integrand with the K-theoretic
Thom class, and integrating alongW to theK-theory of Y via the Thom isomor-
phism. We therefore begin our discussion of the pushforward map in differential
K-theory by defining integration along a Γ-representation.
Definition 5.3. Let W be an orthogonal Γ-representation. We say that W is
a spin Γ-representation if Γ acts by orientation-preserving isometries and the
homomorphism Γ→ SO(W ) induced by the representation lifts to a homomor-
phism Γ→ Spin(W ).
Fix some spin Γ-representationW of dimension m, and let ψ be projection from
W to a point. Then the integration map
ψ! : K
0
Γ,c(W ) −→ K−mΓ (pt)
is given by the Thom isomorphism
K0Γ,c(W )
∼= K0Γ(W+) ∼= K−mΓ (pt)
where W+ is the one-point compactification of W . Let us recall how this is
related to cohomological integration. If m is odd, then K−mΓ (pt) and K
0
Γ,c(W )
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are both trivial, and the Thom isomorphism is just the zero map. Suppose,
then, that m is even. Let
S(W ) = S+(W )⊕ S−(W )
be the complex graded spinors, conceived of as a bundle over the point. Notice
that Clifford multiplication
µ : ψ∗S±(W ) −→ ψ∗S∓(W ) (v, s) 7→ (v, v · s)
gives an isomorphism between ψ∗S+(W ) and ψ∗S−(W ) on the complement of
the origin. It thus determines a class
s(W ) ∈ K0Γ,c(W )
and this class generates K0Γ,c(W ) over K
0
Γ(pt). Composing the Thom isomor-
phism with the isomorphism
K−mΓ (pt)
∼= K0Γ(pt)
given by Bott periodicity yields the isomorphism
K0Γ,c(W )
∼−→ K0Γ(pt) s(W ) · ψ∗x 7→ x
Define
ag(W ) ≡ αˆg(W ; d) = trs
(
g|S(Wg⊥)
) ∈ C× (103)
Then, if x ∈ K0Γ(pt),∫
Wg
chg(s(W ) · ψ∗x) = ag(W )−1ρx(g) · u− 12dimW
g
(104)
where ρx is the class function given by x under the isomorphism
K0Γ(pt)
∼= R(Γ)
We apply these observations in our definition of an integration map
ψ! : Ω
0
Γ,rd(W ) −→ Ω−mΓ (pt)
Once again, we may assume that m is even; otherwise this integration is just
the zero map. If ω ∈ Ω0Γ,rd(W ), then define its integral ψ!ω by
(ψ!ω)g = ag(W )
∫
Wg
ωg · u− 12dimW
g⊥
g ∈ Γ (105)
This map descends to cohomology and agrees with integration in equivariant
K-theory in the sense that, if (x, ω) ∈ A0Γ,rd(X), then (ψ!x, ψ!ω) ∈ A−mΓ (pt).
It follows that this integration couples with the Thom isomorphism to give an
integration map
A0Γ,rd(W ) −→ A−mΓ (pt)
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Finally, we define integration
ψ! : Ω
−1
Γ,rd(W ) −→ Ω−m−1Γ (pt)
as follows. We assume now that m is odd, as the integral will be zero other-
wise. Let W ′ be the Γ-representation given by adding a trivial 1-dimensional
representation to W . Define
ag(W ) ≡ ag(W ′) (106)
If γ ∈ Ω−1Γ,rd(W ) is a differential form representing the equivariant Chern char-
acter of s(W ′) ∈ K−1Γ,c(W ), then∫
Wg
γg = ag(W )
−1u−
1
2
(dimWg+1)
Thus, given η ∈ Ω−1Γ,rd(W ), we define its integral ψ!η by
(ψ!η)g = ag(W )
∫
Wg
ηg · u− 12dimW
g⊥
g ∈ Γ (107)
We have defined this map so as to be compatible with the equivariant Chern
character, and it descends to
Ω−1Γ,c(W )
Ω−1Γ,c(W )K
−→ Ω
−m−1
Γ (pt)
Ω−m−1Γ (pt)K
We now seek to define integration
ψ! : Kˇ
0
Γ,c(W ) −→ Kˇ−mΓ (pt)
The integration maps just introduced apply to the short exact sequences (14)/(88)
and (15)/(89) to yield commutative diagrams; for instance, corresponding to the
former, we have
H−1
Γ,c
(W ;R)
ch−1
Γ
K−1
Γ,c
(W )
//

Kˇ0Γ,c(W )
// A0Γ,rd(W )

H−m−1
Γ
(pt;R)
ch−m−1
Γ
K−m−1
Γ
(pt)
// Kˇ−mΓ (pt)
// A−mΓ (pt)
(108)
The inclusion of integration in differential K-theory should agree with the given
integration maps so as to preserve the commutativity of these diagrams. This
condition suffices to determine its definition. We consider the even and odd
cases separately. If m = dimW is even, then (108) reduces to
Kˇ0Γ,c(W )
∼ // A0Γ,rd(W )

Kˇ−mΓ (pt)
∼ // A−mΓ (pt)
(109)
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and this specifies the integration map. Now suppose that m is odd. Then the
diagram corresponding to (15), (89) reduces to
Ω−1
Γ,rd
(W )
Ω−1
Γ,rd
(X)K
∼ //

Kˇ0Γ,c(W )
Ω−m−1
Γ
(pt)
Ω−m−1
Γ
(pt)K
∼ // Kˇ−mΓ (pt)
(110)
and the map is determined by integration of forms.
In order to define integration
Kˇ−1Γ,c(W ) −→ Kˇ−1−mΓ (pt)
apply the Thom isomorphism
K−1Γ,c(W )
∼= K0Γ,c(W ⊕ R)
and integrate as before. Integration on Kˇ−iΓ,c(W ) for i arbitrary is then given by
Bott periodicity (13).
This definition generalizes to the definition of an integration map
ψ! : Kˇ
−i
Γ,c(Y ×W ) −→ Kˇ−i−mΓ (Y )
for any smooth manifold Y . The desuspension of a classifying map
f ∈Maprd(Y ×W,F−iΓ )Γ
is obtained by regarding f as a map Y → ΩmF−iΓ . Recall that
ΩmF−iΓ ≃ F−i−mΓ
We may therefore assume without loss of generality on the level of differential
K-theory that f(Y ) lies in the image of F−i−mΓ under the map
F
−i−m
Γ −→ ΩmF−iΓ
and that the map
fW : Y −→ F−i−mΓ
thus obtained is smooth. This yields a map which descends to the Thom iso-
morphism
K−iΓ,c(Y ×W )
∼−→ K−i−mΓ (Y )
Furthermore, we have
f∗W ω˜
−i−m = ψ! f
∗ω˜−i ∈ Ω−i−mΓ (Y ) (111)
Integration overW in differential equivariantK-theory is thus defined as follows:
if xˇ ∈ Kˇ−iΓ,c(Y ×W ) is represented by the triple (f, η, ω); then ψ! xˇ ∈ Kˇ−i−mΓ (Y )
is the class represented by the triple
(fW , ψ! η, ψ! ω)
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5.4 The pushforward map
We begin by recalling the topological pushforward map.
Suppose that p : X → Y is a Γ-equivariant fiber bundle with fiber of di-
mension n, where X is compact, such that the relative tangent bundle T(X/Y )
is a spin Γ-equivariant vector bundle. Choose an equivariant spin structure for
T (X/Y ). Let ϕ : X →֒ W be an equivariant embedding of X into a real spin
orthogonal Γ-representation W of dimension 2N + n. Couple this with p to
obtain the embedding
p× ϕ : X →֒ Y ×W
The normal bundle
ν
π−→ X
to X in Y ×W is a spin equivariant vector bundle over X of rank 2N , with
equivariant spin structure induced by the spin structures of T (X/Y ) and W .
Let
U ≡ s(ν) ∈ K2NΓ,c (ν) ∼= K0Γ,c(ν) (112)
be the equivariant K-theoretic Thom class. Then the Thom isomorphism
K−iΓ (X)
∼−→ K−i+2NΓ,c (ν)
is given by
x 7→ U · π∗x
Next, identify ν with a Γ-invariant tubular neighborhood of X in Y ×W (cf.
[36]); then the exact sequence of the pair (Y ×W, ν) induces a homomorphism
K−i+2NΓ,c (ν) −→ K−i+2NΓ,c (Y ×W )
Composition with the Thom isomorphism yields the pushforward map
p! : K
−i
Γ (X) −→ K−i−nΓ (Y )
This pushforward is independent of the choices we have made.
To make this pushforward “differential,” we need a geometric refinement of
U , a differential K-theoretic Thom class Uˇ ∈ Kˇ2NΓ,c (ν) which projects to U under
the exact sequence (15). We begin with a definition.
Definition 5.4. A Γ-equivariant Riemannian fiber bundle is an equivariant
fiber bundle p : X → Y together with an invariant metric on the relative
tangent bundle T(X/Y )→ X and an invariant projection
TX −→ T(X/Y )
The choice of a Γ-equivariant Riemannian structure amounts to the choice of
metric and projection.
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Fix a Γ-equivariant Riemannian structure for p. Then the metric and projection
determine a connection ∇X/Y for T(X/Y ). Choose a Γ-invariant, compatibly
orthogonal connection ∇ν for ν, and let ∇S(ν) be the induced connection for
S(ν). Define
ω = 1a(W ) π
∗αˆ
(
T(X/Y );∇X/Y ) ∧ υ (ν;∇ν) (113)
where a(W ) ≡ ag(W ) is the class function defined in (103). Next, choose a
classifying map
f ∈Maprd(ν,BΓ)Γ
for U , and let V ∈ GΓ so that f(ν) ⊂ OV . Notice that
ν ⊕ T(X/Y ) ≃W,
where W is the trivial bundle over X with fiber W , and define
η = σV
(
π∗S(ν); f,∇π
∗S(ν)
)
− 1a(W ) ω
(
π∗S(ν);∇π
∗S(ν)
)
∧ π∗CSAˆ,Γ
(
W ;∇ν ⊕∇X/Y , d) (114)
where the first term is defined as in equation (49). The latter factor of the second
term is a Chern-Simons form for the equivariant Aˆ-polynomial; it satisfies
dΓCSAˆ,Γ
(
W ;∇ν ⊕∇X/Y , d
)
= a(W )− αˆ (ν;∇ν) ∧ αˆ
(
T(X/Y );∇X/Y
)
The quadruple (A, f, η, ω) is a representative for a choice of a differential equiv-
ariant K-theory Thom class
Uˇ ∈ K2NΓ,c (ν) ∼= K0Γ,c(ν)
It is independent of the choice of f and V , and depends only on the choice of
∇ν and the Riemannian structure for p.
The choices we have made together amount to a choice of differential equiv-
ariant K-theory orientation (cf. [34]):
Definition 5.5. Let p : X → Y be an equivariant fiber bundle with fiber of di-
mension n, where X is compact. A differential equivariant K-theory orientation
Φ of p consists of the following data:
1. a topological equivariantK-theory orientation of p, namely, an equivariant
embedding ϕ ofX into a real spin Γ-representationW of dimension 2N+n,
an identification of the normal bundle ν to X ⊂ Y ×W with a tubular
neighborhood of X , and a spin structure for T(X/Y ); and
2. a differential equivariant K-theoretic Thom class Uˇ ∈ Kˇ2NΓ,c (ν), namely, a
refinement of the K-theoretic Thom class U of ν → X given by a choice
of equivariant Riemannian structure for p and connection ∇ν for ν.
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We shall often refer to such orientations merely as differential orientations. We
are now ready to define the pushforward map:
Definition 5.6. Let p : X → Y be an equivariant fiber bundle with fiber of
dimension n, where X is compact. Choose a differential equivariant K-theory
orientation Φ = (W,ϕ, ν, Uˇ) of p. Then the pushforward map p! is defined as
the composition
Kˇ−iΓ (X) −→ Kˇ−i+2NΓ,c (ν) −→ Kˇ−i+2NΓ,c (Y ×W ) −→ Kˇ−i−nΓ (Y )
where the first map is given by xˇ 7→ Uˇ · π∗xˇ, the second map is given by the
exact sequence of the pair (W, ν), and the last map is integration over a Γ-
representation.
5.5 Properties of the pushforward map
The pushforward map depends on the differential orientation only in the choice
of Riemannian structure. This is a consequence of the following analogue of
Stokes’ Theorem:
Proposition 5.7. Let p : X → Y be an equivariant fiber bundle with fiber of
dimension n, and suppose that p extends to an equivariant fiber bundle p : C →
Y with ∂C = X. Suppose that T(C/Y ) is spin. Choose a differential equivariant
K-theory orientation of p : X → Y and a compatible equivariant Riemannian
structure for p : C → Y . If xˇ ∈ Kˇ−iΓ (X) extends to a class cˇ ∈ Kˇ−iΓ (C), then
p!(xˇ) is the image of a differential form under the map
Ω−i−n−1Γ (Y ) −→ Kˇ−i−nΓ (Y )
given by the short exact sequence (15), and the g-component of this form is∫
Cg/Y g
αˆg
(
T(C/Y );∇C/Y
)
∧ ωg(cˇ) · u−lg (115)
where
lg =
1
2 (rkT(C/Y )− rkT(Cg/Y g)) ∈ Z (116)
and ω(cˇ) is the curvature of cˇ.
Proof. Let Φ = (W,ϕ, ν, Uˇ) be a differential equivariant K-theory orientation
of p : X → Y . Suppose for now that there exists an embedding ϕ : C →֒W × I
which extends ϕ in the following way: the preimage of W × ∂I in C is X , and
ϕ, restricted to X and composed with projection to W , agrees with ϕ. Let
π : ν′ → C be the normal bundle to C in Y ×W × I, identified with a tubular
neighborhood of C in such a way that ν = ν′ ∩ (Y ×W × ∂I).
Extend Uˇ to a differential Thom class Uˇ ′ ∈ Kˇ2NΓ,c (ν′), and let (f, η, ω) be a
triple representing Uˇ ′ ·π∗cˇ. For j = 0, 1, let cˇj denote the restriction of cˇ to Xj ,
where
Xj = ϕ
−1(W × {j}) ⊂ X
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Write
yˇj = (p|Xj )!cˇj ∈ Kˇ−i−nΓ (Y )
and let (fj , ηj , ωj) be a representative triple for yˇj . Then the “desuspension”
fW ∈ Map(Y × I,F−i−nΓ )Γ
of f , obtained as in the previous subsection, is a homotopy from f0 to f1, and(
f0, η1 +
∫
Y×I/Y
f∗W ω˜, ω1
)
is a representative for yˇ1. Let ιj be the inclusion of Y ×W × {j} in Y ×W × I
for j = 0, 1. Then
d
∫
Y g×Wg×I/Y g
ηg =
∫
Y g×Wg×I/Y g
dηg
−
∫
Y g×Wg/Y g
(ι∗1ηg − ι∗0ηg) (117)
Now,
dηg = ωg − f∗ω˜g
and ∫
Y g×Wg×I/Y g
ωg =
∫
νg/Y g
ωg(Uˇ
′) ∧ π∗ωg(cˇ) (118)
=
u−mg
ag(W )
∫
Cg/Y g
αˆg
(
T(C/Y );∇C/Y
)
∧ ωg(cˇ)
while ∫
Y g×Wg×I/Y g
f∗ω˜g =
1
ag(W )
∫
Y g×I/Y g
f∗W ω˜g (119)
On the other hand,∫
Y g×Wg/Y g
(ι∗1ηg − ι∗0ηg) =
1
ag(W )
(η1g − η0g) (120)
It follows that
η1g +
∫
Y g×I/Y g
f∗W ω˜g
differs from
η0g +
∫
Cg/Y g
αˆg
(
T(C/Y );∇C/Y
)
∧ ωg(cˇ) · u−lg
by an exact form. Thus,c,∑
g∈Γ
∫
Cg/Y g
αˆg
(
T(C/Y );∇C/Y
)
∧ ωg(cˇ) · u−lg , ω1 − ω0
 ,
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where c is a constant map, is a representative for
yˇ1 − yˇ0 = p!xˇ ∈ Kˇ−i−nΓ (Y )
This proves the proposition in the case that the given differential equivariant
K-theory orientation extends to C in the way we have described.
Now suppose thatW0 is a real orthogonal spin Γ-representation of dimension
2N0, and let W1 = W ⊕ W0. We may use the canonical embedding W →֒
W1 to define a new differential orientation Φ1 in such a way as to leave the
pushforward unchanged. First, retain the Riemannian structure for p. Let ϕ1
be the composition of ϕ with W →֒ W1. The normal bundle ν0 to the origin in
W0 is isomorphic to W0; we identify it with the unit ball centered at the origin.
Set ν1 = ν × ν0, identified with the normal bundle to X in Y ×W1.
Construct Uˇ1 as follows. First, let π0 : ν0 → pt be projection to the origin,
and let U0 be the equivariant K-theory Thom class given by S(ν0). Let µ0
denote the Clifford multiplication map from π∗0S
+(ν0) to π
∗
0S
−(ν0). Let Uˇ0 ∈
Kˇ2N0Γ,c (ν0)
∼= Kˇ0Γ,c(ν0) be the class represented by the quadruple
(V0, f0, η0, ω0)
where
f0 ∈Maprd(ν0,OV0)Γ,
is a map representing the Thom class U0,
ω0 = ω (π
∗
0S(ν0); d+ µ0) , (121)
and
η0 = σV0 (π
∗
0S(ν0); f0, d+ µ0) (122)
is defined as in (49). Here, d denotes the trivial connection (the exterior deriva-
tive). Now let φ denote projection of Y ×W1 onto Y ×W and φ0 projection
onto W0, and set
Uˇ1 = φ
∗Uˇ · φ∗0Uˇ0 ∈ Kˇ2(N+N0)Γ,c (ν1) (123)
This class is the differential Thom class given by the choices we have made,
and these data comprise a differential orientation Φ1 of p. It is an immediate
consequence of our choices that the pushforward given by Φ1 is the same as that
given by Φ.
Now, C can be equivariantly embedded in some even-dimensional spin Γ-
representation V , hence in Y × (W ⊕ V ). The restriction of the embedding
C →֒ Y × (W ⊕ V )
to X is equivariantly homotopic to the embedding defined by composing ϕ with
the canonical inclusion Y ×W →֒ Y ×(W ⊕V ). If s ∈ N is large enough, the two
induced embeddings of X into Y × (W ⊕V )s are thus equivariantly isotopic, by
the equivariant Whitney embedding theorem (cf. [51, Proposition 1.10]). Let
W0 =W
s−1 ⊕ V s
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We take s to be odd, so that W0 is even-dimensional. Construct the differen-
tial orientation Φ1 = (W1, ϕ1, ν1, Uˇ1) as before. Let the embedding X →֒ W1
induced by C →֒ V be denoted by ϕ2. Use an equivariant isotopy from ϕ1 to
ϕ2 to embed X × I in W1 × I, and identify ν1 × I with a tubular neighborhood
of X × I in Y ×W1 × I in such a way that its intersection with Y ×W1 × {0}
is precisely ν1. Use the product structure to pull Uˇ1 back to ν1 × I. Let Φ2 be
the differential equivariant K-theory orientation for X obtained by restricting
these data to Y ×W1×{1}. Then Φ2 yields the same pushforward as Φ1, hence
Φ.
Now let h : Y → I be a defining function for X , so that
X = h−1{0, 1}
Use this to construct an embedding C →֒ W1 × I. Apply the first part of the
proof to the new differential orientation Φ2.
Corollary 5.8. The pushforward map depends on the differential orientation
for p : X → Y only in the choice of equivariant Riemannian structure.
Proof. Suppose Φj = (Wj , ϕj , νj , Uˇj), j = 0, 1, are two differential orientations
of p : X → Y with the same Riemannian structure; denote the respective
pushforward maps by p0!, p1!. Let
W =W0 ⊕W1 ⊕ R
where Γ acts on R trivially. Let (X0, Y0), (X1, Y1) be two copies of (X,Y ), but
imbue T(X1/Y1) with the given orientation and T(X0/Y0) with its opposite.
Let
p ⊔ p : X0 ⊔X1 −→ Y0 ⊔ Y1
be the map defined by
(p ⊔ p)(x) =
{
p(x) ∈ Y0 if x ∈ X0
p(x) ∈ Y1 if x ∈ X1 (124)
We construct a differential orientation Φ of p ⊔ p as follows. The embedding
ϕ : X0 ⊔X1 →W is given by
ϕ(x) =
{
(ϕ0(x), 0,−1) if q ∈ X0
(0, ϕ1(x), 1) if q ∈ X1 (125)
The normal bundle ν to X0 ⊔X1 in
(Y0 ⊔ Y1)×W = ((Y0 ×W0)×W1 × R)
⊔
(W0 × (Y1 ×W1)× R)
is identified with a tubular neighborhood as
ν = (ν0 ×B(W1)× (−2, 0))
⊔
(B(W0)× ν1 × (0, 2)) (126)
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where B(Wj) is the unit ball inWj centered at the origin. Form the Thom class
Uˇ by extending Uˇ1 and −Uˇ0 as in the previous proof.
Let p! denote the pushforward map given by Φ. Take xˇ ∈ Kˇ−iΓ (X). Let
xˇ1 be the corresponding class in Kˇ
−i
Γ (X1) and xˇ0 the class in Kˇ
−i
Γ (X0). We
compute
p!(xˇ0 + xˇ1) = p1!(xˇ)− p0!(xˇ) (127)
Now consider the fibration
X × I −→ Y
Give TI the standard metric with the trivial connection, and give T(X × I/Y )
the product metric. Let ∇ be the corresponding connection. By Proposition 5.7,
p!(xˇ0 + xˇ1) is the image of a differential form under the short exact sequence
(15), and the g-component of this form is
±
∫
Xg×I
αˆg (T(X × I/Y );∇) ∧ ωg(π∗I xˇ) (128)
However,
∇ = π∗I∇X/Y ⊕ d (129)
where πI denotes projection onto X , so the form (128) is
±
∫
Xg×I
π∗I
(
αˆg
(
T(X/Y );∇X/Y
)
∧ ωg(xˇ)
)
= 0 (130)
So p0! agrees with p1!.
Next let us consider how the pushforward behaves under composition.
Proposition 5.9. Suppose that p : X → Y and q : Y → Z are two compact
equivariant fiber bundles, with fibers of dimension m and n, respectively, such
that the respective relative tangent bundles are spin. Fix a Riemannian structure
for each of p and q. Then q ◦ p has a natural Riemannian structure, and
q! ◦ p! = (q ◦ p)!
as maps
Kˇ−iΓ (X) −→ Kˇ−i−m−nΓ (Z)
Proof. We begin by constructing the natural Riemannian structure for q ◦ p.
Let
P1 : T(X) −→ T(X/Y ) and P2 : T(Y ) −→ T(Y/Z)
be the projection maps given by the respective Riemannian structures for p and
q. Notice that
T(X/Z) ∼= T(X/Y )⊕ p∗T(Y/Z)
Identify p∗TY with ker(P1); this identifies the pullback of T(Y/Z) with a sub-
space of T(X/Z). The metric on T(X/Z) is then given by the metrics on
T(X/Y ) and T(Y/Z), and the projection
TX −→ T(X/Z)
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is given by its kernel, the kernel of the map P2 ◦ dp restricted to ker(P1). This
is the natural Riemannian structure for q ◦ p.
Next, let
Φ1 = (W1, ϕ1, ν1, Uˇ1) and Φ2 = (W2, ϕ2, ν2, Uˇ2)
be differential orientations for p and q, respectively, with the given Riemannian
structures. We use these data, together with the Riemannian structure for q ◦p,
to construct a differential orientation for q ◦ p. Set
W =W1 ⊕W2 (131)
Then
ϕ = ϕ1 × (ϕ2 ◦ p) (132)
is an embedding of X into W . The tubular neighborhood ν2 of Y in Z ×W2
gives a tubular neighborhood of Y ×W1 in Z ×W . Putting this together with
the neighborhood ν1 of X in Y ×W1, we obtain a tubular neighborhood ν of
X in Z ×W . Let φj be the projection of ν ∼= ν1 ⊕ ν2 onto νj , j = 0, 1. The
corresponding differential Thom class is
Uˇ = φ∗1Uˇ1 · φ∗2Uˇ2 (133)
These data comprise a differential orientation Φ = (W,ϕ, ν, Uˇ) for q ◦ p.
Let π1 be the projection map from ν1 onto X and ψ1 projection from Y ×W1
onto Y ; similarly, let π2 be the projection map from ν2 onto Y and ψ2 projection
from Z × W2 onto Z. We have the following commutative diagram of maps
between manifolds:
X
p
  A
AA
AA
AA
A
ν1
π1oo
ψ1

ν
φ1oo
φ2

Y
q
  A
AA
AA
AA
A
ν2
π2oo
ψ2

Z
(134)
The data from Φ1 and Φ2 give rise to the diagram
Kˇ−iΓ (X)
α // Kˇ−i+2MΓ (ν1)
β
//
γ

Kˇ
−i+2(M+N)
Γ (ν)
δ

Kˇ−i−mΓ (Y )
ǫ // Kˇ−i−m+2NΓ (ν2)
ζ

Kˇ−i−m−nΓ (Z)
(135)
50
On the other hand, we use Φ to define
Kˇ−iΓ (X)
θ // Kˇ
−i+2(M+N)
Γ (ν)
κ

Kˇ−i−m−nΓ (Z)
(136)
It is clear from our constructions that
β ◦ α = θ (137)
Furthermore,
ζ ◦ δ = κ (138)
follows from the definition of integration over a representation. It therefore
remains to show that
ǫ ◦ γ = δ ◦ β (139)
This amounts to the observation that
φ2!(φ
∗
2Uˇ2 · φ∗1xˇ) = Uˇ2 · π∗2 ψ1!xˇ (140)
We thus have
q! ◦ p! = ζ ◦ ǫ ◦ γ ◦ α = ζ ◦ δ ◦ β ◦ α = κ ◦ θ = (q ◦ p)! (141)
which proves the proposition.
We have seen that the pushforward depends on the differential orientation
only in the choice of Riemannian structure for p : X → Y . Let us consider this
dependence more closely, in the case that Y is a point. Suppose, then, that
X is a Riemannian spin Γ-manifold; then pushforward gives a map from the
differential K-theory of X to that of a point. If n = dim(X) is even, then the
pushforward map
Kˇ0Γ(X) −→ Kˇ−n(pt)
is independent of the metric. According to Proposition 2.6,
Kˇ−n(pt) ∼= K−n(pt),
so this pushforward is merely the topological pushforward given by the char-
acteristic class. In the context of the geometric description of differential K-
theory, it is just the index of a twisted Dirac operator. In general, however, the
pushforward does depend on the metric. For instance, still considering the case
X → pt, if X is odd-dimensional, then the pushforward map on Kˇ0Γ(X) takes
values in the torus (R(Γ)⊗ R)/R(Γ), and depends on the metric.
Nevertheless, the pushforward is invariant under conformal variations of the
metric:
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Proposition 5.10. Suppose that X is a Riemannian spin Γ-manifold of di-
mension n. Suppose that two Γ-invariant metrics γ, γ′ are conformally related,
and let p!, p
′
! denote the corresponding pushforward maps
Kˇ−iΓ (X) −→ Kˇ−i−nΓ (pt)
Then p! = p
′
!.
Proof. It was proven by Chern and Simons in [20] that the representatives for
the Pontrjagin classes of the tangent bundle constructed via the Chern-Weil
method are invariant under conformal variations. The same arguments may be
used to show that the representatives that we have constructed in this paper—
universal polynomials in Pontrjagin forms for the relative tangent bundle with
coefficients depending rationally on the eigenvalues of the group action—are
conformally invariant as well. In particular, if ∇ and ∇′ denote the Levi-Civita
connections for γ and γ′, respectively, then
αˆ (TX ;∇′) = αˆ (TX ;∇) (142)
Similarly,
CSAˆ,Γ(TX ;∇,∇′) = 0 (143)
It follows that the construction of the differential Thom class is invariant under
conformal variations of the metric; but the pushforward map depends on the
metric only in the construction of the Thom class.
6 The reduced eta invariant
6.1 A conjectured analytic formula
Suppose that X is a compact Riemannian Γ-manifold with Γ-invariant metric.
Let ClX be the bundle of Clifford algebras associated to the cotangent bundle,
and suppose that M is a bundle of Γ-equivariant ClX -modules with compat-
ible metric and covariant derivative. The Dirac operator A is defined as the
composition
Γ(M)
∇−→ Γ(T∗X ⊗M) Cliff−→ Γ(M)
where the second map is Clifford multiplication.
Let H be the Hilbert space of L2-sections of M over X . The spectrum
of A is real, discrete, and has no accumulation points, and the eigenspaces of
A are finite dimensional subspaces of H . Let Z ⊂ R denote the spectrum of
A, with each eigenvalue listed only once. For each λ ∈ Z, let H [λ] denote
the corresponding A-eigenspace in H . Notice that H [λ] is a finite-dimensional
Γ-representation; denote its character by χλ.
Given α ∈ R \ Z, we would like to associate to A the element of R(Γ) ⊗ R
which is half the zeta function regularization of the “character” of the virtual
Γ-representation ⊕
λ>α
H [λ]⊖
⊕
λ<α
H [λ]
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For each g ∈ Γ, then, define
ξg(α)[s] ≡ 1
2
 ∑
λ∈Z\{0}
sign(λ − α)|λ|−sχλ(g)− sign(α)χ0(g)
 (144)
The function s 7→ ξ(α)[s] is the linear combination of finitely many zeta func-
tions, weighted by the eigenvalues of g, and hence has a meromorphic continua-
tion to 0. Let ξg(α) denote the value of this continuation, and let ξΓ(α) denote
the class function given by g 7→ ξg(α). This is the regularization we seek.
Notice that ξΓ(α) is independent of α up to characters of a finite-dimensional
representations: if α < β, then
ξΓ(α) − ξΓ(β) =
∑
λ∈Z∩(α,β)
χλ (145)
We may thus associate to A a canonically defined element ξΓ(A) of the torus
(R(Γ)⊗R)/R(Γ). Furthermore, as A varies continuously, the ξ(α) are piecewise
continuous with jumps in R(Γ), so ξΓ(A) may be conceived of as a continuous
function on a family of Dirac operators {At}t∈T (cf. [30]).
Now suppose that X is an odd-dimensional spin Riemannian Γ-manifold.
Let SX be the associated complex spinor bundle with induced connection. Sup-
pose V is a Γ-equivariant vector bundle with invariant connection ∇V that is
compatibly unitary. Form the twisted spinor bundle SX ⊗ V → X and let DV
denote the twisted Dirac operator. We have the reduced eta invariant
ξΓ(DV ) ∈ (R(Γ)⊗ R)/R(Γ)
On the other hand, the triple (V,∇V , 0) represents a class xˇ ∈ Kˇ0Γ(X) under
the geometric description of differential equivariant K-theory. Let p : X → pt.
Then the pushforward map
℘Γ ≡ p! : Kˇ0Γ(X) −→ Kˇ−dim(X)Γ (pt) (146)
also yields an element
℘Γ(xˇ) ∈ (R(Γ)⊗ R)/R(Γ)
We conjecture:
Conjecture 6.1. Suppose X is a compact odd-dimensional Riemannian spin
Γ-manifold; suppose that V is a Γ-equivariant vector bundle with invariant con-
nection ∇V that is compatibly unitary, and let xˇ be the differential equivariant
K-theory class represented by (V,∇V , 0). Then
℘Γ (xˇ) = ξΓ(DV ) (147)
as class functions modulo R(Γ).
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We can prove this conjecture in the case that (X,V ) is a boundary in an
appropriate sense; then it is a consequence of Proposition 5.7 and the formulae
given in [6] and [23]. On the other hand, Klonoff has proven the conjecture
in complete generality in ordinary differential K-theory—the case in which Γ
is trivial—by a reduction to the boundary case. The extension of this proof
to differential equivariant K-theory in the case of a free action is relatively
straightforward. However, a reduction to the boundary case for differential
equivariant K-theory in general remains to be established.
We proceed to these partial proofs.
6.2 Proof for the boundary case
Let X , V , ∇V be as in the foregoing. Assume for now that X is the boundary of
a Riemannian spin Γ-manifold C and that, near the boundary, the metric on C
is a product and Γ-action amounts to the action on X× I. Assume further that
V and its connection are the restriction to ∂C of a Γ-equivariant vector bundle
W over Y with compatibly unitary, invariant connection ∇W . Form the graded
spinor bundle SC = S
+
C ⊕S−C → C with compatible metric and connection, such
that S±C restrict to SX on ∂C under the isomorphism
S±C |∂C
∼−→ S∓C |∂C
given by Clifford multiplication by the outward-pointing unit normal vector ∂u.
Let DW denote the twisted Dirac operator:
D±W : Γ(S
±
C ⊗W ) −→ Γ(S∓ ⊗W )
We assume that DW decomposes near the boundary as
D±W = ∂u +DV
Let P ∈ End(Γ(SX ⊗ V )) be projection onto the sum of eigenspaces of DV
with positive eigenvalue; let Γ(S+C ⊗W ;P ) be the space of sections s satisfying
the boundary condition P (s|X) = 0, and let Γ(S−C ⊗W ; 1 − P ) be the space
of sections satisfying the adjoint boundary condition. Consider the restricted
operators
D¯+W : Γ(S
+
C ⊗W ;P ) −→ Γ(S−C ⊗W )
D¯−W : Γ(S
−
C ⊗W ; 1− P ) −→ Γ(S+C ⊗W )
and let indΓ(D
+
W ) be the character of the corresponding virtual representation
ker
(
D¯+W
)⊖ ker (D¯−W )
Lemma 6.2. We have
indg
(
D+W
)
=
∫
Cg
αˆg
(
TC;∇lc) ∧ ωg (W ;∇)− ξg(DV ) (148)
where ∇lc is the Levi-Civita connection for TC.
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Proof. Let kt be the smoothing kernel for the operator exp(−tD2W ) on the space
Γ(SC ⊗W ), that is, a section of the exterior tensor product
(SC ⊗W )∗ ⊠ (SC ⊗W ) −→ C × C
so that, at each c ∈ C,(
exp
(−tD2W ) s) (y) = ∫
C
kt(x, y)s(x) · volC(x)
for each smooth section s of SC ⊗W . The kernel for g · exp(−tD2W ) is given by(
g · exp (−tD2W ) s) (c) = ∫
C
g∗(kt(x, g · c)s(x)) · volC(x)
Donnelly in [23] gives the following formula for the asymptotic expansion:∫
C
trs{g∗kt(x, g · x)} volC(x) ∼ 1
(4πt)n/2
∞∑
j=0
tj
∫
Cg
bg,j(x) · volCg (x) (149)
The main theorem of [23] yields
indg
(
D+W
)
=
(
1
(4π)n/2
∫
Cg
bg,n/2(x) · volCg (x)
)
− ξg(DV ) (150)
In order to derive an expression for this integral it is necessary to identify the
integrand as a polynomial of characteristic forms. The papers [22], [23], and
[24] of Donnelly and Patodi handle this problem in some detail, but in the case
of the signature operator. However, the computation of the integrand is a local
problem, so the formula for the Γ-index derived in [15, §6.4] for the case ∂C = ∅
applies to the general case as well. The integrand there computed coincides with
our
αˆg
(
TC;∇lc) ∧ ωg (W ;∇)
The proof follows.
Proposition 6.3. If a compact odd-dimensional Riemannian spin Γ-manifold
X is the boundary of a spin Riemannian Γ-manifold C such that, near the
boundary, the metric on C is a product, and Γ-action amounts to the action on
X × I, then Conjecture 6.1 holds.
Proof. If cˇ ∈ Kˇ0Γ(C) restricts to xˇ onX , then, by Proposition 5.7 and Lemma 6.2,
ξg(DV ) + indg(D
+
W ) =
∫
Cg
αˆg
(
TC;∇lc) ∧ ωg(W ;∇W ) = ℘g(xˇ) (151)
It follows that ξΓ(DV ) differs from ℘Γ(xˇ) by a character, namely, indΓ(DV ), so
they are equal in (R(Γ)⊗ R)/R(Γ).
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6.3 A Fubini theorem
Before proceeding to Klonoff’s proof of Conjecture 6.1 for ordinary differen-
tial K-theory, we prove a “Fubini theorem” for pushforward to the differential
equivariant K-theory of a point.
Proposition 6.4. Suppose that X1, X2, are two compact spin Γ-manifolds with
Γ-invariant Riemannian structure. If xˇj ∈ Kˇ0Γ(Xj), j = 1, 2, then
℘Γ(φ
∗
1xˇ1 · φ∗2xˇ2) = ℘Γ(xˇ1) · ℘Γ(xˇ2) (152)
where φj is the projection map from X1 ×X2 onto Xj.
Proof. If X1 and X2 are both even-dimensional, then the pushforward is given
by the topological pushforward of the characteristic classes, and the proof fol-
lows from the Fubini theorem for ordinary equivariant K-theory. We assume,
therefore, that X1 is odd-dimensional and X2 even-dimensional.
Now suppose dim(X) is odd and dim(Y ) is even. Choose differential equiv-
ariant K-theory orientations Φ1 = (W1, ϕ1, ν1, Uˇ1) and Φ2 = (W2, ϕ2, ν2, Uˇ2)
for X1 and X2, respectively. Let (V1, f1, η1, ω1) be a quadruple representing
π∗1 xˇ1 · Uˇ1, where f1 is the constant map; then
℘g(xˇ1) = ag(W1)
∫
Wg
1
η1g · um1g (153)
where ag(W1) is defined as in (106). On the other hand, if (V2, f2, η2, ω2) is a
quadruple representing π∗2 xˇ2 · Uˇ2, then
℘g(xˇ2) = ag(W2)
∫
Wg
2
ω2g · um2g (154)
where ag(W2) is defined as in (103). Let W =W1⊕W2. Then the product Uˇ of
Uˇ1 and Uˇ2, pulled back to W via the natural projection maps, is a differential
equivariant Thom form for the induced embedding X × Y →֒ W . We use this
differential orientation to compute the pushforward of φ∗1xˇ1 · φ∗2xˇ2. The class
π∗(φ∗1xˇ1 · φ∗2xˇ2) · Uˇ is represented by the quadruple
L(V1 ⊗ V2)
m ◦ (f1 × f2)
f∗1 ω˜V1 ∧ η2 + η1 ∧ ω2 + (f1 × f2)∗κ
ω1 ∧ ω2

where L, m ≡ m0,0, and κ ≡ κ0,0V1,V2 are defined as in the discussion of ring
structure. Let F be a homotopy from m ◦ (f1 × f2) to the constant map i,
constructed from a homotopy F2 from f2 to i. Since dim(W ) is odd,
℘g(φ
∗
1xˇ1 · φ∗2xˇ2) = ag(W )
∫
Wg
(
ηg −
∫
I×Wg/Wg
(F ∗ω˜L(V1⊗V2))g
)
· um1g+m2g
(155)
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It may easily be checked that ag(W ) = ag(W1) · ag(W2). Now, f1 is a constant
map, so f∗1 ω˜V1 = 0 and the first term of ηg is zero. On the other hand,
0 = f∗1 ω˜V1 ∧ F ∗2 ω˜V2 = F ∗ω˜L(V1⊗V2) + dΓ(f1 × F2)∗κ (156)
It follows that∫
I×Wg/Wg
F ∗(ω˜L(V1⊗V2))g = −
∫
I×Wg/Wg
d(f1×F2)∗κg = (f1× f2)∗κg (157)
Thus,
℘g(φ
∗
1xˇ · φ∗2yˇ) = ag(W )
∫
Wg
η1g ∧ ω2g · um1g+m2g (158)
The proof follows from an application of the Fubini Theorem for integration of
forms.
Finally, suppose that dim(X) and dim(Y ) are both odd. Choose Φ1, Φ2
as before. Since the Wj are odd-dimensional and the ω(Uˇj) are even forms, it
follows from the Fubini Theorem for differential forms that∫
W1⊕W2
ω(Uˇ1 · Uˇ2) =
∫
W1
ω(Uˇ1) ·
∫
W2
ω(Uˇ2) = 0 (159)
This completes the proof.
6.4 Reduction to the boundary case for Γ trivial
Recall that the ordinary differential K-theory ring for a smooth manifold X is
defined as Kˇ•(X) ≡ Kˇ•{e}(X), where {e} denotes the trivial group. If X is spin,
then we set ℘ ≡ ℘{e}.
Proposition 6.5. Conjecture 6.1 holds for ordinary differential K-theory.
The line of argumentation we follow in the proof of this is due to K. Klonoff; it
employs as a lemma the following boundary theorem of M. Hopkins:
Lemma 6.6. Suppose V is a vector bundle over an odd-dimensional spin man-
ifold X. Let H → CP1 denote the Hopf hyperplane bundle. Then there is a
natural number s so that the vector bundle
V ⊠Hs −→ X × (CP1)s,
where Hs is the exterior tensor product of s copies of H → CP1, is a boundary,
in the sense that there exists a spin manifold Y with ∂Y = X × (CP1)s and a
vector bundle W → Y such that
W |∂Y ≃ V ⊠Hs
Proof. See [35].
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Proof of Proposition 6.5. Suppose that X is a compact odd dimensional spin
manifold, and V a vector bundle over X with unitary connection ∇V . These
data determine a class xˇ ∈ Kˇ0(X). Let H → CP1 be the Hopf hyperplane
bundle, and let s ∈ N so that V ⊠Hs is a boundary in the sense of Lemma 6.6.
We claim that
ξ(DV⊠Hs) = ξ(DV ) (160)
in R/Z. To see this, notice that
ker(DV⊠Hs) = ker(DV⊠Hs−1)⊗
(
ker(D+H)⊕ ker(D−H)
)
(161)
Also,
dimker(DH) = 1 + 2 dimker(D
−
H) (162)
since ind(DH) = 1, so
1
2 (dimker(DV⊠Hs)− dim ker((DV⊠Hs−1)) = dimker(D−H) ∈ Z (163)
Furthermore, the eta invariants satisfy
η(DV⊠Hs) = ind(DH) η(DV⊠Hs−1) = η(DV⊠Hs−1) (164)
(cf. [8]). It follows that
ξ(DV⊠Hs)− ξ(DV⊠Hs−1) ∈ Z (165)
Continuing in this manner, we deduce (160).
On the other hand, the connection on V ⊠Hs induced by the connections
on V and H determines a class
xˇ⊠ τˇs ∈ Kˇ0(X × CP1)
It should be clear that
xˇ⊠ τˇs = π∗xˇ ·
s∏
i=1
π∗i τˇ (166)
where π and πi denote projection onto X and the i
th factor of (CP1)s, respec-
tively. It follows from Proposition 6.4 that
℘(xˇ⊠ τˇs) = ind(DH)
s ℘(xˇ) = ℘(xˇ) (167)
Thus, by Proposition 6.3,
℘(xˇ) = ℘ (xˇ⊠ τˇs) = ξ(DV⊠Hs) = ξ(DV ) (168)
We conclude that Conjecture 6.1 holds in ordinary differential K-theory.
58
6.5 Proof for the free case
It is now relatively straightforward to prove Conjecture 6.1 for the case of a free
action by reducing to ordinary differential K-theory.
Proposition 6.7. Conjecture 6.1 holds if Γ acts freely.
We begin with a lemma.
Lemma 6.8. Suppose X is a compact Riemannian spin Γ-manifold with free
Γ-action. Let Y = X/Γ, where Γ acts trivially on Y , and let p : X → Y be the
quotient map. If yˇ ∈ Kˇ0Γ(Y ), then
p!(p
∗yˇ) = χΓ · yˇ (169)
where χΓ is the character of the regular representation.
Proof. Let ϕ : X →֒ W be an embedding of X in a real spin Γ-representation
of dimension 2N . Let Bw(r) ⊂ W be the ball of radius r centered at w. Fix r
small enough that
Bϕ(x)(r) ∩Bϕ(x′)(r) = ∅
for all x, x′ ∈ X such that p(x) = p(x′). Then
ν = {(p(x), w) ∈ Y ×W : x ∈ X,w ∈ Bϕ(x)(r)} (170)
is a tubular neighborhood for X in Y ×W , and νY = Y × B0(r) is a tubular
neighborhood for Y in Y ×W . Let UˇY ∈ Kˇ2NΓ (νY ) be a differential equivariant
K-theoretic Thom class for πY : νY → Y ; then the pullback Uˇ of UˇY to ν under
the obvious quotient map is a Thom class for π : ν → X .
Let (fY , ηY , ωY ) be a representative for UˇY ·π∗Y yˇ. Then the pullback (f, η, ω)
of this triple to ν is a representative for Uˇ · π∗p∗yˇ. Clearly,
ψ!ω = ψ!ωY · χΓ ψ!η = ψ!ηY · χΓ (171)
where ψ is the projection map Y ×W →W . Furthermore, notice that, for each
y ∈ Y , f restricts to an equivariant map from D2N × Γ into F0Γ which takes
each copy of ∂D2N into the space of invertible operators and agrees with fY on
each copy of D2N . Thus,
ψ!(Uˇ · π∗p∗yˇ) = ψ!(UˇY · π∗Y yˇ) · χΓ (172)
Furthermore,
ψ!(UˇY · π∗Y yˇ) = yˇ (173)
The proof follows.
Proof of Proposition 6.7. Suppose that X is a compact connected odd dimen-
sional Riemannian spin Γ-manifold with free Γ-action, and let V , ∇, xˇ be as
in the statement of the conjecture. Let Y = X/Γ. Recall that each unitary
representation of
π1(Y )/π1(X) ∼= Γ
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determines a flat vector bundle over the quotient space Y . Given a charac-
ter χ, let Vχ → Y be the flat bundle determined by the Γ-representation Wχ
corresponding to χ. It satisfies
p∗Vχ ≃ X ×Wχ
where p is the quotient map. Give Vχ the flat unitary connection ∇χ, and let
DV/Γ⊗Vχ be the Dirac operator DV/Γ twisted by (Vχ,∇χ). Summing over the
characters of the irreducible representations, we decompose each λ-eigenspace
H [λ] for DV as
H [λ] ∼=
⊕
χ irred.
HomΓ (H [λ],Wχ)⊗Wχ
∼=
⊕
χ irred.
(
H [λ]⊗W ∗χ
)Γ ⊗Wχ
∼=
⊕
χ irred.
(H [λ]⊗Wχ)Γ ⊗Wχ¯ (174)
where we have used the fact that W ∗χ
∼=Wχ¯. Notice that
(H [λ]⊗Wχ)Γ
is precisely the λ-eigenspace of DV/Γ⊗Vχ . It follows that
ξΓ (DV ) =
∑
χ irred.
ξ
(
DV/Γ⊗Vχ
) · χ¯ (175)
in
(R(Γ)⊗ R)/R(Γ) ∼= R(Γ)⊗ R/Z
(These arguments are drawn largely from [7].)
Next, let 〈 , 〉 denote the inner product on the class functions on Γ defined
by
〈α, β〉 = 1|Γ|
∑
g∈Γ
α(g)β¯(g)
Under this inner product, the characters of the irreducible representations con-
stitute an orthonormal basis for R(Γ)⊗ R. We claim that the diagram
Kˇ0Γ(X)
∼ //
℘Γ

Kˇ0(Y )
℘

R(Γ)⊗R
R(Γ)
// R/Z
(176)
commutes, where the upper map is given by the isomorphism of Proposition 2.7,
and the lower map is orthogonal projection
ρ 7→ 〈ρ, χ1〉
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onto the subspace spanned by the one-dimensional trivial representation χ1.
Recall first that
Kˇ0Γ(Y )
∼= Kˇ0(Y )⊗R(Γ)
by Proposition 2.8; if yˇ · χ ∈ Kˇ0(Y )⊗R(Γ), then
℘Γ(yˇ · χ) = ℘(yˇ) · χ (177)
in Kˇ
−dim(X)
Γ (pt). On the other hand, the isomorphism
Kˇ0(Y )
∼−→ Kˇ0Γ(X)
is given by
yˇ 7→ p∗(yˇ · χ1)
Thus, given xˇ = p∗(yˇ · χ1) ∈ Kˇ0Γ(X), we have
℘Γ(xˇ) = ℘Γ(p!xˇ)
= ℘Γ(p! p
∗(yˇ · χ1))
= ℘Γ(yˇ · χΓ)
= ℘(yˇ) · χΓ (178)
where the first equality follows from Proposition 5.9 and the third from Lemma 6.8.
The commutativity of (176) follows.
The data (Vχ,∇χ) determine a differential K-theory class
vˇχ ∈ Kˇ0(Y ) ∼= Kˇ0Γ(X),
and it follows from Proposition 6.4 that
℘Γ(vˇχ · xˇ) = ℘Γ(xˇ) · χ (179)
Thus,
〈℘Γ(xˇ), χ¯〉 = 〈℘Γ(vˇχ · xˇ), χ1〉 = ℘(vˇχ · xˇ) (180)
We deduce that
℘Γ(xˇ) =
∑
χ irred.
℘(vˇχ · xˇ) · χ¯ (181)
By Proposition 6.5,
℘(vˇχ · xˇ) = ξ(DV/Γ⊗Vχ) (182)
Combining this with equations (175) and (181), we have
℘Γ(xˇ) = ξΓ(DV ) (183)
So Conjecture 6.1 holds.
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