We obtain the functions that bound the dimensions of finite dimensional nilpotent associative or Lie algebras of class 2 over an algebraically closed field in terms of the dimensions of their commutative subalgebras. As a result, we also compute a similar function for complex nilpotent Lie groups of class 2.
Introduction
We shall consider the following functions, introduced by the author (Milentyeva, 2006) :
For any integer n we denote by l n K (n) (a n K (n) and g n K (n)) the greatest integer h such that there exists a nilpotent Lie algebra (an associative algebra and a Lie group respectively) of class 2 and of dimension h over a field K such that the dimensions of all commutative subalgebras (Lie subgroups) of this algebra (Lie group) are not greater than n. (In the case of Lie groups K is the complex or real field.)
Throughout this paper we assume that all algebras are finite dimensional. It was shown in Theorem 8 of (Milentyeva, 2006 ) that these functions have quadratic growth. More precisely, if f is one of the functions l n K , a n K or g n K , then the following estimate holds:
Analogs of these functions for finite p-groups were studied by A.Yu. Olshanskii (Olshanskii, 1978) . Similar functions for finitely generated torsion-free nilpotent groups and for arbitrary associative algebras, Lie algebras and Lie groups were considered by the author in (Milenteva, 2004) and (Milentyeva, 2006) respectively. It was proved that these functions also have quadratic growth. It had not been known before that these functions are non-linear. In particular, the paper (Milenteva, 2004) provides an answer to Question 8.76 of the Kourovka Notebook (Mazurov, Khukhro, 1992) , raised in 1982 by John Wilson, on the relationship between the torsion-free rank of a finitely generated nilpotent group and the ranks of its abelian subgroups.
Here we compute the functions l n K (n), a n K (n), and g n K (n) in the case of algebraically closed field K.
Theorem. If K is an algebraically closed field, then the functions defined above are given by the following formula:
l n K (n) = a n K (n) = g n C (n) = 2n − 1, 1 n 7;
+ n, n 8.
The Theorem shows that if K is an algebraically closed field, the lower bound from (Milentyeva, 2006 ) is asymptotically exact. It is easy to modify the proof of the relation (1) to achieve the lower bound we need. The proof of the upper bound equal to the lower one is more complicated. The crucial step of this proof is the Main Lemma, which is the converse of Lemma 11 of (Milentyeva, 2006) , that provides the existence of alternating bilinear forms corresponding to "large" nilpotent Lie algebras of class 2 with "small" dimensions of abelian subalgebras.
The structure of the paper is as follows. Section 2 is devoted to the Main Lemma. In §2.1 we recall some preliminary definitions and results from algebraic geometry. In §2.2 the Main Lemma is proved. In §3.1 we show that the functions l n K (n), a n K (n), and g n K (n) are equal. Thus we reduce the Theorem to the case of Lie algebras. Finely, in §3.2 we apply the Main Lemma to compute l n K (n).
The Main Lemma
In this section, K is a given algebraically closed field.
Main Lemma. Suppose that the positive integers k, t and n satisfy the inequalities
and let V be an n-dimensional vector space over K. Then for any t-tuple Φ = {ϕ 1 , . . . , ϕ t } of alternating bilinear forms on V there exists a k-dimensional subspace that is simultaneously isotropic for all of the forms ϕ 1 , . . . , ϕ t .
Preliminaries.
The proof of the Main Lemma is based on some ideas of algebraic geometry. So, we recall that X ⊂ P n is a closed in Zariski topology subset if it consists of all points at which a finite number of homogeneous polynomials with coefficients in K vanishes. This topology induces Zariski topology on any subset of the projective space P n . A closed subset of P n is a projective variety, and an open subset of a projective variety is a quasiprojective variety. A nonempty set X is called irreducible if it cannot be written as the union of two proper closed subsets.
Further, let f : X → P m be a map of a quasiprojective variety X ⊂ P n to a projective space P m . This map is regular if for every point x 0 ∈ X there exists a neighbourhood U ∋ x 0 such that the map f : U → P m is given by an (m + 1)-tuple (F 0 : . . . : F m ) of homogeneous polynomials of the same degree in the homogeneous coordinates of x ∈ P n , and F i (x 0 ) = 0 for at least one i. We will use the following properties of the dimension of a quasiprojective variety.
(i) The dimension of P n is equal to n.
(ii) If X is an irreducible variety and U ⊂ X is open, then dim U = dim X.
(iii) The dimension of a reducible variety is the maximum of the dimension of its irreducible components.
For more details see (Shafarevich, 1994) . We will need the following propositions which are also to be found in (Shafarevich, 1994 
Let P n , P m be projective spaces having homogeneous coordinates (u 0 : . . . : u n ) and (v 0 : . . . : v m ) respectively. Then the set P n × P m of pairs (x, y) with x ∈ P n and y ∈ P m is naturally embedded as a closed set into the projective space P N where N = (n + 1)(m + 1) − 1. Thus there is a topology on P n × P m , induced by the Zariski topology on P N .
closed algebraic subvariety if and only if it is given by a system of equations
homogeneous in each set of variables u i and v j . 
The point P (U) has the following form in the basis
Then the homogeneous coordinates p i 1 ...i k of P (U) are called the Plucker coordinates of U, P (U) is uniquely determined by U, and the following assertions hold.
the Grassmanian or Grassmann variety) is defined by the relations
for all sequences i 1 . . . i k−1 and j 1 . . . j k+1 .
(
where
(Here i means that the index i is discarded.) Proposition 2.8. (see Section 14.7 of (Fulton, 1984) or Section 1.5 of (Griffits, Harris, 1978)) Concider an n-dimensional vector space V . For any increasing sequence
Then all the subsets
Corollary. Let V be a vector space of dimension n, and let
Then, for each s, the sets G s is closed in G(k, n), and
Proof. It is easy to check that the sets G s are Schubert cells. Indeed, choose a basis
(The conditions dim(U ′ ∩ V i ) i for i > s are trivial , and for i s they follows from the condition dim(
Proof of the Main Lemma.
Let V be a vector space of dimension n over K. Consider the vector space
Let P(L) be the corresponding projective space. We have dim P(L) = t
(ii) U is isotropic for all forms of the t-tuple ϕ = (ϕ 1 , . . . , ϕ t ).
Lemma 2.1. S is a projective variety.
Proof. Let us show that S is closed in P m . To prove this we concider the covering of the projective variety M by the open sets
The condition for p ∈ G(k, n) is defined by the relations (5). We can assume without loss of generality that p 1...k = 0. (The other cases are similar.) If p = P (U), then U has a basis of the form (6) . The space U is isotropic for all forms ϕ l with l = 1, . . . , t if and only if
for l = 1, . . . , t and i, j = 1, . . . , k.
We substitute for f i using (6) and then replace a ir using (7). Now, multiplying both sides by p 2 1...k and recalling that ϕ l (e i , e j ) = ϕ l ij , we obtain a system of equations, say ( * ), homogeneous separately in each set of variables p and ϕ, linear in ϕ l ij and quadratic in p i 1 ...i k . By Proposition 2.5, the subset S ′ defined by the equations (5) 
These are regular maps. Clearly π 1 (S) = G(k, n), and (ϕ 1 , . . . , ϕ t ) belongs to π 2 (S) if and only if there is a vector subspace of dimension k that is simultaneously isotropic for all ϕ i . Our lemma is equivalent to the assertion that π 2 (S) = P(L)
Proof. Let U be an arbitrary k-dimensional vector subspace of V . Choose a basis {e 1 , . . . , e n } of V such that e 1 , . . . , e k span U. Now U is isotropic for an alternating bilinear form ψ if and only if the matrix of ψ has a zero k × k submatrix in the upper left-hand corner in this basis. The vector space consisting of all such matrices has dimension
2 . For any point p ∈ G(k, n) with p = P (U) the fibre π −1 1 (p) consists of all t-tuples of alternating bilinear forms, determined up to proportionality, such that U is isotropic for all ϕ i . Consequently π −1 1 (p) is a projective space of dimension N.
Corollary. S is irreducible variety of dimension
Proof. Since G(k, n) and a projective space are irreducible, we can apply Proposition 2.6 to S and π 1 . It follows that S is also irreducible. Hence, using Propositions 2.4 (ii) and 2.7 (ii), we get
Choose a basis {e 1 , . . . , e n } of V . Let U be the vector subspace spanned by e 1 , . . . , e k . We denote by L U the subset of all t-tuples (ϕ 1 , . . . , ϕ t ) ∈ L such that U is isotropic for all ϕ i , that is, 
It follows from Lemma 2.2 that
Put
Obviously, S U is a projective variety: S U is given by the system of equations that define S and by the equations (12).
Proof. For any point p ∈ G(k, n) with p = P (U ′ ) the fibre F = (π ′ 1 ) −1 (p) consists of the pairs (p, ϕ) such that U and U ′ are simultaneously isotropic for all of the forms of the t-tuple ϕ. Choose a basis {f 1 , . . . , f n } of V such that f 1 , . . . , f k span U and f k−s+1 , . . . , f 2k−s span U ′ . Now U and U ′ are isotropic for an alternating bilinear form ψ if and only if the matrix of ψ has two zero k × k submatrices on the main diagonal in this basis and these submatrices have common s × s submatrix. The vector space consisting of all such matrices has dimension
. Therefore, since forms of F are determined up to proportionality,
Lemma 2.4. If the numbers k, t and n satisfy the relations (3) and (4), then
Proof. Choose an irreducible component S
It follows from this that there exists a unique s such that π
where f (s) = s Indeed, suppose that n < 2k − 1. Then, using (3), we get 4k − 2 > t(k − 1) + 2k.
It is easy to see that this inequality holds true only if t < 2. This contradicts (4).
Therefore either s 0 = 0 or s 0 = 2k − n = 1. Any way,
We also have f (k) = 0.
It follows from (3) that f (s 0 ) 0. Consequently max s 0 s k f (s) = f (s 0 ), and
Lemma 2.5. If the numbers k, t and n satisfy the relations (3) and (4), then there
Proof. Let S U = j S j U be the decomposition of S U into irreducible components. By Proposition 2.2, all the sets π 
The intersection the finite number of nonempty open subsets of an irreducible set is always a nonempty set. Therefore
is not empty, and for any ϕ ∈ L 0 we have
We recall that, to prove the Main Lemma, it is enough to show that dim π 2 (S) dim P(L). Chose a point ϕ ∈ P(L) in accordance with Lemma 2.5. Then, using
This concludes the proof of the lemma. 
Proof. Let G be a nilpotent Lie group of class 2 such that the dimensions of all abelian Lie subgroups of G are not greater than s, and let g be the Lie algebra associated with G, which is also nilpotent of class 2. Consider an abelian subalgebra h g. We denote by h M the minimal subalgebra such that h h M and there exists a connected Lie subgroup H G with Lie algebra h M . By Theorem 1.4.3 of (Vinberg, Onishchik, 1995), the commutator subalgebras of h and h M are equal. Therefore h M is commutative and hence so is H. By assumption, dim h dim h M = dim H s. We see that g has no commutative subalgebras of dimension greater than s. Consequently, by the definition of l
On the other hand, given a complex (or real) nilpotent Lie algebra g of class 2, there exists a connected complex (respectively real) nilpotent Lie group G of class 2 with this Lie algebra (see Theorem 6.2 of (Vinberg, Onishchik, 1995)). A commutative Lie group has a commutative Lie algebra. Therefore if all commutative subalgebras of g have dimensions at most s, then G has no commutative subgroups of dimension greater than s. This gives g n K (s) l n K (s). Consider a nilpotent Lie algebra g of class 2 over a field K. Let z be the centre of g, {z 1 , . . . , z t } a basis of z, and V a complementary subspace to z of dimension n. Then the product of two elements x =x +x and y =ȳ +ȳ of g withx,ȳ ∈ V andx,ȳ ∈ z has the form
for some t-tuple of alternating bilinear forms Φ = Φ(g) = (ϕ 1 , . . . , ϕ t ) on V .
On the other hand, given vector spaces z and V over K, a basis {z 1 , . . . , z t } of z, and a t-tuple Φ = (ϕ 1 , . . . , ϕ t ) of alternating bilinear forms on V , one can define the product of two elements of g = g(Φ) = z ⊕ V by (17). Obviously, g(Φ) is a nilpotent Lie algebra of class 2 with central subalgebra z.
In this notation, x and y commute if and only if ϕ i (x,ȳ) = 0 for i = 1, . . . , t.
So that a subalgebra h g is commutative if and only if a vector subspace h/(h∩z) ⊂ V is simultaneously isotropic for all of the forms ϕ 1 , . . . , ϕ t . Nilpotent associative algebras of class 2 have similar structure. And so we have the following proposition.
Proof. Let A be a nilpotent associative algebra of class 2, and let Z be its annihilator, that is, Z = {x ∈ A | Ax = xA = 0}. Further, let {z 1 , . . . , z t } be a basis of Z, and V a complementary subspace to Z of dimension n. Then the product of two elements x =x +x and y =ȳ +ȳ of A withx,ȳ ∈ V andx,ȳ ∈ Z has the form
for some bilinear forms ψ 1 , . . . , ψ t on V . And, as above, to any t-tuple of bilinear forms Ψ = (ψ 1 , . . . , ψ t ) on a vector space V one can assign a nilpotent associative algebra A = A(Ψ) of class 2, where A(Ψ) is a direct sum of V and Z, and the product is given by (18).
Here elements x and y commute if and only if
Let C 1 , . . . , C t be the matrices of ψ 1 , . . . , ψ t with respect to some basis of V . Then x and y commute if and only if
that is, if and only ifx
Let ψ Proof. Consider a nilpotent Lie algebra g of class 2 over K. We use the notations of the previous section.
Suppose that t 2. Put k = 2n+t t+2
. Then the relation (3) holds. It follows from the Main Lemma that there exists a k-dimensional subspace of V that is simultaneously isotropic for all of the forms ϕ 1 , . . . , ϕ t . Consequently g contains an abelian subalgebra of dimension s = k + t. We have
Thus we get
If t = 1, then the form ϕ 1 is nondegenerate, and there exists a basis {e 1 , . . . , e n } for V such that ϕ 1 is represented in this basis as follows:
Hence n is even, and g is isomorphic to the Heisenberg algebra h n 2 of dimension n + 1. Obviously, the subalgebra spanned by z 1 and by all vectors e i with even i is abelian. It has dimension s = n 2 + 1. We have dim g = 2s − 1.
This concludes the proof. This is equivalent to the following system of equations: We notice that this system of equations (in y) is linearly independent if and only if elements x 1 , . . . , x l are linearly independent.
Therefore, if x 1 , . . . , x m ∈ V are linearly independent elements such that [x i , x j ] = 0 for i, j = 1, . . . , m, then the set of all y ∈ V that commute with any x i is the vector subspace spanned by x 1 , . . . , x m . Consequently h m has no abelian subalgebras of dimension greater than s = m + 1. Note that dim h m = 2s − 1. The lemma follows from this. Proof. Theorem 4 ′ of (Milentyeva, 2006) asserts that for any field K the following inequality holds:
If K is infinite, the proof of this theorem can be modified to get a better estimate. Indeed, it was shown in Lemma 11 of (Milentyeva, 2006 ) that if the positive integers k, t and n satisfy the inequality 2n < t(k − 1),
and V is an n-dimensional vector space over K, then there exists a t-tuple Φ = (ϕ 1 , . . . , ϕ t ) of alternating bilinear forms on V such that no k-dimensional subspace is simultaneously isotropic for all of the forms ϕ 1 , . . . , ϕ t . The proof of that lemma consists of two cases: the case where K is a finite field, and the case where K is infinite. In the infinite case, the Main Lemma of (Milenteva, 2004 ) is used. In that lemma the following weaker inequality is sufficient:
2n < t(k − 1) + 2k.
So, in the infinite case, the condition (21) of Lemma 11 of (Milentyeva, 2006) can be replaced by (22) . (This can easily be checked for algebraically closed field K using the proof of our Main Lemma. Indeed, dim π 2 (S) dim S < dim P(L) whenever the relation (22) holds.) The arguments of §3.1 show that the corresponding Lie algebra g(Φ) has no abelian subalgebras of dimension greater than k + t − 1. This implies the relation (2) , and the Theorem is proved.
