Twitter has provided a great opportunity for public libraries to disseminate information for a variety of purposes. Twitter data have been applied in different domains such as health, politics, and history. There are thousands of public libraries in the US, but no study has yet investigated the content of their social media posts like tweets to find their interests. Moreover, traditional content analysis of Twitter content is not an efficient task for exploring thousands of tweets. Therefore, there is a need for automatic methods to overcome the limitations of manual methods. This paper proposes a computational approach to collecting and analyzing using Twitter Application Programming Interfaces (API) and investigates more than 138,000 tweets from 48 US west coast libraries using topic modeling. We found 20 topics and assigned them to five categories including public relations, book, event, training, and social good. Our results show that the US west coast libraries are more interested in using Twitter for public relations and book-related events. This research has both practical and theoretical applications for libraries as well as other organizations to explore social media actives of their customer and themselves.
INTRODUCTION
In the 21st century, libraries of all types are responding to the changing social, economic, and political impacts of living in a digital society. There are more than 9,000 public libraries 1 in the US that provide vital community services, such as early childhood literacy, computer training, and workforce development; they also invite community conversations and actions that further understanding and address local needs. In addition, public libraries act as a safe place for all patrons, reflecting and serving the diversity of their communities in their collections, programs, and services (ALA, 2014) . In many communities, libraries advise patrons on issues; ranging from navigating the health system to helping those with housing needs. This "goto" role has influenced library programming and events, with libraries providing advice and connections to health, housing, literacy, and other areas (Cabello & Butler, 2017) . According to a 2015 Pew survey, almost two-thirds of Americans said that closing their local library would have a major impact on their community. Over 90 percent of adults think of public libraries as "welcoming and friendly places," and about half have visited or otherwise used a public library in the last 12 months (Zickuhr, Rainie, Purcell, & Duggan,2013) .
Recent research indicates that more people are using social media applications. According to Statista Dossier (2014) , the number of social network users will increase from 0.97 billion to 2.44 billion users in 2018, predicting an increase around 300% in 8 years. Considering its rapid development, social media may become the most important media channel for organizations to reach their clients in the near future (He, Zha, & Li, 2013; Moro, Rita, & Vala, 2016) . Since its launch in July 2006, Twitter has quickly become one of the most popular social networking platforms for users to update their followers, and to provide convenient and effective information dissemination (Del Bosque, Leif, & Skarl, 2012; Shulman, Yep, & Tomé, 2015) . Organizations have realized the potential of using internet-based social networks to influence customers, incorporating social media marketing communication in their strategies for leveraging their businesses. Measuring the impact of messaging is an important process for developing an effective social media strategy (Moro et al., 2016) .
Beyond continued access to traditional collections and services, public libraries engage their patrons and communities through several new participation platforms, such as social media and maker spaces, which enable and mediate new forms of online user participation, engagement, access, and interactivity (Cavanagh, 2016) . Social media applications have been increasingly adopted by libraries to market both resources and services as well as to enhance the relationship with their patrons. It enables "information and knowledge sharing, service enhancement and promotion, interaction with student library users, at minimal costs" (Collins & Quan-Haase, 2014; Chu & Due, 2013) . Social media functions as a useful tool for libraries to reach out to current and prospective patrons outside of the physical library setting. Using social media can enable libraries to distribute information through a medium with which many patrons are already familiar. Libraries must ensure the forms of social media they employ and the subsequent content they produce are relevant to the interests and information-based needs of their audience (Collins & Quan-Haase, 2014 ).
Research has shown that when a library has an engaged and active Twitter following, it is able to spread information more easily (Yep, Brown, Fagliarone, and Shulman, 2017) . Twitter shows both sides of user evolution; as users offer their opinions and needs, libraries have real-time feedback they can utilize to adjust their services. Simultaneously, Twitter gives libraries unprecedented access to their users. Social media in general allows libraries to engage users who may otherwise never think of using the library's services. In addition to proactive community outreach programs, Twitter enables libraries to advertise their services and programs to many more users than traditional media. Mining these data provides an instantaneous snapshot of the content of public library tweets (Chew and Eysenbach, 2010) . Social media sheds light on how patrons use library services, as well as assists academic libraries in advancing research (Yep, Brown, Fagliarone, and Shulman, 2017) .
Apart from facilitating discussion between libraries, social media analysis (SMA) can also help libraries and other non-profit institutions to measure the satisfaction level of their users. When using SMA to their advantage, organizations are able to tailor their products to the needs of their clients and patrons. This is especially affordable for small and mid-size libraries that do not have the financial resources to afford traditional marketing campaigns. In addition to lower costs, libraries improve on serving their patrons when they utilize social media.
Twitter data analysis provides a convenient means of finding data for an organic user study. Twitter data have been applied in different domains such as health (Shaw, & Karami, 2017) , business (Bollen, Mao, & Zeng, 2011) , and politics (Karami, Bennett, & He, 2018; Najafabadi & Domanski, 2018; Najafabadi, 2017) . For scholars who are looking for real-time conversational or text data, Twitter has provided a wealth of data for behavioral analysis (Karami, Bennett, & He, 2018) , sentiment analysis (Shaw & Karami, 2017) , trend analysis, information dissemination, and health surveillance (Karami, Dahl, TurnerMcGrievy, Kharrazi, & Shaw, 2018; Webb, Karami, & Kitzie, 2018) . Analyzing this vast amount of data can reveal knowledge and interesting patterns that can lead to new discoveries (He, Zha, & Li, 2013) .
Although previous studies have provided valuable insights to social media analysis, other studies have yet to investigate the content of tweets posted by libraries to disclose their interests. In this study, we mine and analyze public library-related topics extracted from the Twitter accounts of 48 public libraries in the western US in order to examine how public libraries use social media to describe their services and interact with patrons. In the present study, we propose a computational approach to collect and analyze more than thousands of tweets to discover meaningful themes and semantic patterns in the data. This paper specifically addresses this question: What do the US west coast public libraries post on Twitter?
RELATED WORKS
Several previous studies have analyzed the content of social media posts. Twitter is one of the most popular social media applications used by studies from diverse fields, such as mental health (Jamison-Powell et al., 2012) , libraries (Collins & Karami, 2018; Stvilia & Gibradze, 2017) , and journalism and mass communication (Guo, Vargo, Pan, Ding, & Ishwar, 2016; Moro et al., 2016) .
In an effort to help companies understand how to perform a social media competitive analysis and transform social media data into knowledge for decision makers and e-marketers, one study applied text mining to unstructured text content on Facebook and Twitter sites of the three largest pizza chains: Pizza Hut, Domino's Pizza and Papa John's Pizza. The authors manually collected data and utilized SPSS Clementine and Nvivo 9 for data analysis. Results revealed that the pizza chains actively used social media and have committed substantial resources for their social media efforts. The study also demonstrated that the three largest pizza chains have made significant social media efforts to increase interaction with customers and build brands in the online communities (He, Zha, & Li, 2013) .
From another study that explored the role of social media in the discussion of mental health issues, and with particular reference to insomnia and sleep disorders, one research collected tweets using a tweet archiving application, but analyzed tweet content through a mixed methods approach. First, the Linguistic Enquiry and Word Count (LIWC) software performed an automated sentiment and linguistic content analysis, then the authors conducted a hand-coded, inductive thematic analysis. From the analysis six themes were identified. The study many several observations based on their content analysis, but unfortunately did not compare the automated and manual methods, nor state a methodological preference (Jamison-Powell, Linehan, Daley, Garbett, & Lawson, 2012) . LIWC is a tool for capturing thoughts, feelings, personality, and motivations, to the dataset Karami & Zhou, 2014b ).
Many studies have examined the content of library tweets, as well as the effectiveness of Twitter usage by libraries (AlDaihani & AlAwadhi, 2015; Yep, Brown, Fagliarone, & Shulman, 2017) . Aharony (2010) explored the use of Twitter in public and academic libraries to understand microblogging patterns. The study focused its research on three areas: (1) Do public libraries produce more or less tweets than academic libraries, (2) Is there a linguistic difference between tweets produced by public libraries and those produced by academic libraries, (3) Is the content of the tweets produced by public libraries different from that of tweets produced by academic libraries? Once data was collected manually, it was first, manually analyzed through a statistical descriptive analysis that described the basic features of the data in a study, and then secondly, manually examined with inferential content analysis which divided the tweets by topic categories and sub-categories. Results showed that the total number of tweets in public libraries was larger than the total number of tweets in academic libraries, most of the tweets posted by academic libraries used formal language and public libraries used informal language, and both kinds of libraries use Twitter to broadcast and share information about their activities, opinions, status, and professional interests.
METHODOLOGY AND RESULTS
This paper proposes a computational framework for mining the tweets of libraries to disclose their social media content in Twitter. This framework has four steps including Twitter account detection, tweets collection, topic discovery, and topic analysis (Figure 1 ).
Figure 1: Research Framework

Twitter Account Detection
The first step in this study is to detect the Twitter accounts of libraries in the western US west coast. We searched in Google to find the names of libraries in the five west coast states, including Alaska (AK), California (CA), Hawaii (HI), Oregon (OR), and Washington (WA). Then, we went to the websites of the libraries to find their Twitter account. In order to focus on active Twitter accounts, we selected accounts having at least 100 tweets such as the examples in Figure 1 . Finally, we found 48 active Twitter accounts across five states, including 5 active Twitter accounts in Alaska; 22 in California; 1 in Hawaii; 9 in Oregon; and 11 in Washington (Table 1 ). 
Figure 1: Twitter Accounts of 5 West Coast Libraries
Topic Discovery
Traditional concept analysis approach is not an efficient strategy to understand thousands of tweets (Karami, 2017) . Therefore, there is a need to use computational methods to explore a huge number of social media posts (Karami, Gangopadhyay, Zhou, & Kharrazi, 2015a) . We utilized topic modeling to discover topics in the collected tweets. Among different topic models, Latent Dirichlet Allocation (LDA) is an efficient machine learning method for text mining. LDA assumes that there are topics in a document and words can be assigned to the topics with different weights (Blei, Ng, & Jordan, 2003; Karami, 2015) . This model categorizes the words that are semantically related in a topic and represented thematically. For example, this model assigns "life," "evolve," and "organism" to a topic with Evolution theme (Figure 2 ). LDA has been used for different applications, such as medical research (Ghassemi, Naumann, Doshi-Velez, Brimmer, Joshi, Rumshisky, & Szolovits, 2014; Karami, Gangopadhyay, Zhou, & Kharrazi, 2018; Karami, Gangopadhyay, Zhou, & Karrazi, 2015b; Karami & Gangopadhyay, 2014) , spam detection (Karami & Zhou, 2014a) , and business (Karami & Pendergraft, 2018) . While this text mining method has been applied on Twitter data, such as analyzing health tweets (Ghosh & Guha, 2013) and politics (Karami, Bennett, & He 2018) , this model has not been considered for analyzing library tweets to disclose topics of interest in their social media posts. We applied Mallet Java-based implementation of LDA (McCallum, 2002) . Mallet removed the stopwords such as "the" and "a" that do not have semantic value for our analysis. After removing the stopwords, such as "the" and "a" that don't have semantic value for our analysis, we found 20 topics (Table 3) .
For 138,056 documents (tweets) and 20 topics, LDA also measured the probability for each of the topics in each of the documents or P(T k |D j ). We used P(T k |D j ) to find the weight of each of topics, WT(T k ). For an effective comparison, each of WTs was normalized by the sum of the weight scores of all topics:
, it means that libraries posted more tweets about topic x than topic y. The first column of Table 3 shows the ranking of topics based on the weight of topics in Figure 3 .
Topic Analysis
In this step, we labeled the associated words based on overall theme in each of the topics (Table 3) . For example, "facebook," "posted," "photos," "online," and "exhibit" represents a topic related to "social media activities". This topic indicates the activities of the libraries in social media websites, such as Facebook. Table 3 also shows our interpretation and description for each of the topics in the second column. Using WT(T k ) helped us to measure the weight of the topics and determine the rank for the libraries. While book recommendations, book reviews, and library hours are the three most frequent topics, health education, public service, and public talks are the least frequent according to our topics' ranking ( Figure 3 ). We also observed that the 20 topics could be assigned to five categories representing multiple topics including book, event, training, public relations, and social good (Figure 4 ):
Rank Associated Words for Topic
1. The Book category shows the topics that book-related issues including book recommendations, book events, book reviews, book sale, and summer reading program. 2. The Event category describes library and local events including fun events, local events, children's events, music events, and teen events. The book events was assigned to the book category. 3. The Training category represents two topics including public trainings and public talks. This category is about library and non-library trainings, workshops, lectures, or talks occurring including public trainings and public talks. are social media activities, library hours, theme days and months, appreciation for events, promotions of library services, and request for support. 5. The Social Good category covers the topics related to issues benefiting the entire community such as tax filing. The topics are related to this category: library services and health education.
We also used N_WT(T k ) to find the weight of categories for each state. This means that we combined the weight of topics for each category and then found the weight of the category and normalized it. For example, we measured the total weight of public training (PTr) and public talks (PTa) for the libraries in Oregon. Then calculated the sum of PTr and PTa (PTr + PTa) as the weight of training category for Oregon. Figure 5 shows the weight of each of the five categories for each state along with the total weight of categories using a west cost (WC) label. It seems that around 55% of tweets were about public relations and book categories. We also found that:
• Public relations, event, and book were the top three categories in four states; in Alaska, the event category had a higher weight than the book category. These three categories were discussed in around 80% of the tweets.
• There is no specific pattern for training and social good categories. While Alaska, Hawaii, and Oregon libraries preferred training more than social good in their Twitter posts, libraries in California and Washington were vice versa. The total weight of these two categories was around 20%.
Figure 5: Weight of Categories per State
CONCLUSION
Twitter is a popular social media for different organizations to disseminate information for their followers. There is a wide range of studies to investigate what people and organizations post on Twitter; however, there is no study to detect the interests of public libraries in Twitter. This study proposed a computational framework to collect and explore thousands of tweets to disclose hidden semantic structure in them. We used LDA to find 20 topics and grouped them into five categories. LDA also helped us to find the weight of topics across the five states in our corpus.
The methodology and results in this paper have practical applications for library studies. Libraries as well as other organizations can reap benefit from this study by computational analysis of their social media content. Our future research plans will consider user location and time of tweet as added layers for investigating Twitter accounts of other US and non-US libraries.
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