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§Department of Molecular Genetics, University of Toronto, Toronto, Ontario, CanadaABSTRACT Here, we propose a technique for sampling complex molecular systems with many degrees of freedom. The tech-
nique, termed ‘‘multiple replica repulsion’’ (MRR), does not suffer from poor scaling with the number of degrees of freedom asso-
ciated with common replica exchange procedures and does not require sampling at high temperatures. The algorithm involves
creation of multiple copies (replicas) of the system, which interact with one another through a repulsive potential that can be
applied to the system as a whole or to portions of it. The proposed scheme prevents oversampling of the most populated states
and provides accurate descriptions of conformational perturbations typically associated with sampling ground-state energy
wells. The performance of MRR is illustrated for three systems of increasing complexity. A two-dimensional toy potential surface
is used to probe the sampling efficiency as a function of key parameters of the procedure. MRR simulations of the Met-enkeph-
alin pentapeptide, and the 76-residue protein ubiquitin, performed in presence of explicit water molecules and totaling 32 ns
each, investigate the ability of MRR to characterize the conformational landscape of the peptide, and the protein native basin,
respectively. Results obtained for the enkephalin peptide reflect more closely the extensive conformational flexibility of this
peptide than previously reported simulations. Those obtained for ubiquitin show that conformational ensembles sampled by
MRR largely encompass structural fluctuations relevant to biological recognition, which occur on the microsecond timescale,
or are observed in crystal structures of ubiquitin complexes with other proteins. MRR thus emerges as a very promising simple
and versatile technique for modeling the structural plasticity of complex biological systems.INTRODUCTIONStructural plasticity is an essential feature of the molecular
and cellular function of proteins (1), but computational
procedures are still severely limited in their capacity to
account for this feature. In particular, these procedures
encounter great difficulties in handling concerted move-
ments of many covalently linked atoms, generally occurring
over microsecond or millisecond timescales or longer (2).
Awide range of approaches has been proposed to improve
the ability of computational procedures to sample the
conformational landscape of complex biological systems.
These include the use of various coarse-grained models of
the biological molecules (3) and simplified representations
of the surrounding solvent (4). However, interest in methods
for efficient sampling of detailed atomic models of biolog-
ical systems has remained intact, especially with increasing
access to powerful computers. Among the most important
methods of this type are the so-called parallel tempering,
or replica-exchange (RE) procedures (5), the ‘‘local eleva-
tion’’ (6) and ‘‘conformational flooding’’ techniques (7).
In RE, multiple noninteracting copies (replicas) of
a molecular system are simulated simultaneously at
different conditions, and pairs of replicas are occasionally
swapped to achieve mixing (see Earl and Deem (8) for
review). Trapping in local minima is alleviated by sampling
conformations at higher temperatures, which subsequentlySubmitted March 31, 2011, and accepted for publication June 21, 2011.
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0006-3495/11/08/0951/10 $2.00serve to sample conformations at progressively lower
temperatures. However, a well-documented problem with
this approach is that the number of replicas required to
simulate a system of N degrees of freedom grows as
ﬃﬃﬃﬃ
N
p
, re-
sulting in prohibitive computational costs for solvated
peptide and protein systems. Several solutions have been
proposed to alleviate this dependence. These mainly involve
decoupling solvent and solute degrees of freedom (9).
Another problem with RE is that sampling at higher temper-
atures is wasteful, because many of the conformations
sampled at higher temperatures contribute little to the
ensemble average calculations.
These shortcomings and the synchronicity between
replicas required by the exchange protocol have limited
the practical applications of RE to biological systems that
are either limited in size, or can be tackled by dedicated
high performance computer facilities. Examples include
RE simulations of small peptides, medium size protein frag-
ments, and a larger transmembrane domain (5,10–14).
Distributed replica sampling, a recent variant of the RE
method (15), eliminates the need to simulate individual
replicas in a synchronized way, enabling large-scale calcu-
lations on distributed architectures.
An important goal in protein modeling is the computation
of the energy landscape, transition states, and reaction
mechanisms of biochemical reactions. When the product
and reactant states are known, several approaches, such as
constrained dynamics (16) or transition path sampling
(17), have been used. The success of these techniques hingesdoi: 10.1016/j.bpj.2011.06.043
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reaction path. Most commonly, information on transition
states is obtained when two known states are connected by
a reaction path defined a priori (18). However, these
methods cannot be applied when only the ground, or starting
state, is known.
An alternative set of approaches, the so-called ‘‘flooding’’
or ‘‘local elevation’’ techniques (6,7), are aimed at predict-
ing both the transition pathway and the unknown product
state. These techniques involve the addition of a biasing
potential, which locally destabilizes the energy of the known
starting state, without affecting the transition or product
states. Several flavors of this technique have been proposed
(see References in the Supporting Material).
One important extension of the ‘‘flooding’’ approach is
the metadynamics method by Parrinello et al. (19). This
method applies a biasing potential that depends on previ-
ously sampled regions of the energy landscape and requires
defining a suitable, albeit local, reaction coordinate in this
landscape. The overhead associated with this history-based
biasing potential is, however, significant, hampering its
application to larger size systems.
Here we present an alternative sampling algorithm termed
‘‘multiple replica repulsion’’ (MRR), schematically illus-
trated in Fig. 1. This algorithm integrates a biased sampling
protocol, analogous in spirit to the local elevation and flood-
ing techniques, with the use of multiple replicas. Like these
techniques, it penalizes repeated coverage of highly popu-
lated ground state (native) conformations and allows forA B
C
FIGURE 1 Schematic representation of the MRR procedure. (A)
Replicas of ubiquitin subjected to a repulsive potential that biases the
replicas toward adopting different conformations. (B) A schematic repre-
sentation of a one-dimensional energy landscape with two local minima;
a deep one corresponding to the ground state N and a shallower representing
an intermediate state I. The energy profile is shown in absence of a biasing
potential (blue curve), and following application of biasing potentials of
increasing magnitude (purple and red curves). The protein cartoons repre-
sent the native and simulated conformations of ubiquitin. (C) Curves repre-
senting the biasing potentials applied in panel B.
Biophysical Journal 101(4) 951–960a selective enrichment of rare conformations along low
energy perturbation of the system typical of biochemical
reaction mechanisms. This is achieved by simultaneously
evolving an ensemble of distinct replicas of the system
and applying a biasing potential, which is repulsive for
a replica conformation that is too similar to those of the
other replicas. This approach is similar to the SWARM
procedure (20), except that in SWARM the replicas interac-
tions are attractive in nature, so as to drive the system over
energy barriers to reach low energy regions.
MRR does not involve replica exchange operations and
therefore enables efficient implementations on distributed
computer architectures. Furthermore, the number of replicas
required for efficient sampling does not scale with the
number of degrees of freedom of the system. As a result,
MRR can be readily applied to large biological systems,
which can furthermore be modeled in presence of explicit
solvent molecules.
The performance of MRR is illustrated for three test
systems of increasing complexity. We apply it to sample
a toy two-dimensional rough potential energy surface, to
Met-enkephalin (a de facto standard peptide model for
testing new molecular simulation techniques (10,21)), and
to the 76-residue protein Ubiquitin (22). The peptide and
protein simulations are both carried out in presence of
explicit water molecules.
Application to the toy potential surface is used to illus-
trate the behavior of our sampling algorithm as a function
of key parameters such the number of replicas and the
strength and range of the repulsive potential.
The MRR simulations of the Met-enkephalin pentapep-
tide (YGGFM) focus on characterizing the conformational
landscape of the peptide. Results are compared to those ob-
tained in room temperature (300 K) classical molecular
dynamics (MD) simulations of the same length, and to
results reported previously in RE MD simulations of the
same system (21). The peptide structural landscape revealed
by our simulations is also discussed in light of the available
experimental evidence on the conformational diversity of
this system (23).
Lastly, in the application of the MRR procedure to the
larger ubiquitin system, we investigate the ability of our
procedure to sample structural fluctuations relevant to bio-
logical function, which are not readily accessible to classical
room temperature MD simulations. To this end, we compare
the ubiquitin conformational ensembles sampled by MRR
with structural ensembles of ubiquitin refined against
residual dipolar coupling (RDC) data measured by nuclear
magnetic resonance (NMR) spectroscopy (24), which probe
motions up to microsecond timescales. These structural
ensembles, and those derived from our simulations are also
compared to ubiquitin conformations observed in 46 crystal
structures of the protein. Most of these structures are
complexeswith other proteins and therefore feature ubiquitin
conformational changes relevant to molecular recognition.
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efficient, and versatile technique for modeling the structural
plasticity of complex biological systems.MATERIALS AND METHODS
The multiple replica repulsion method
The MRR method combines the multiple replica approach (5) with an
umbrella sampling technique (25). Expanding on the concepts of the local
elevation and flooding procedures (7,19), it uses an effective umbrella
potential that prevents oversampling of low energy regions in complex
conformational landscapes.
This is achieved by sampling the conformations of N replicas from the
distribution
Pðx1;.; xNÞ ¼ 1
Q
eb
"X
i
EðxiÞ þ
X
i< j
U

xi; xj
#
; (1)
where x1,., xN are replicas conformations, Q is a normalization factor, xi
is the potential (and solvation) energy of individual replicas, and U(xi, xj) is
an interaction potential between pairs of replicas. The latter potential is
repulsive (R0) by definition, and its role is to prevent oversampling of
low energy conformations.
U(xi, xj) can take various forms, depending on the system at hand. The
following two forms of the repulsive potential have been used in this
work (see Fig. S14 in the Supporting Material),
U1

xi; xj
 ¼ P1eðdðxi ; x jÞ=P2Þ2; (2)
U2

xi; xj
 ¼ P1 max0; 1 dxi; x jP2; (3)
where d values represent a distance measure between the conformations of
replicas i and j.
This distance can, for example, be expressed as root mean-square devi-
ation (RMSD) of the atomic positions in the xi versus xj replicas. The devi-
ations can be computed for all atoms, or only for subsets of atoms (e.g.,
backbone atoms of a peptide or a protein). The terms P1 and P2 are scalar
parameters chosen empirically, which are expressed in kcal/mol (for P1)
and in distance units (A˚ngstroms for RMSD, or radians for angles)
(for P2). We also tested a third form of the repulsion potential (see U3 in
Fig. S14), which is implemented in the RMSD module of CHARMM
(26). Customized forms of the repulsive potential can be used to bias the
sampling along specified reaction coordinates or particular degrees of
freedom (27).
In the general case, a good repulsive potential would bias the system to
move along the slowest collective modes, or essential modes, of the system.
However, while biasing the sampling along specific reaction coordinates of
the system improves the performance of the MRR procedure, the procedure
does not require the a priori knowledge of a reaction coordinate often
needed in classical umbrella sampling techniques (25). In general, the
equilibration time of the system of replicas crucially depends on the form
of the repulsive potential, with linear forms favoring faster equilibration
(see the Supporting Material for details).Evolving replicas with MRR
Sampling replica conformation from the distribution of Eq. 1 can be carried
out in various ways. Here we give examples of four general approaches. One
involves biased sampling based on the conventional Monte Carlo (MC)
technique. Two others correspond to different implementations of thehybrid MC scheme (28) (in one implementation, the repulsive potential is
simply used to bias the sampling; in the other, it is directly incorporated
in computing the forces acting on individual replicas). In the fourth
approach, only MD simulations are performed using the modified potential
of Eq. 1.
Conventional Monte Carlo
In conventional MC, replicas are evolved by randomly selecting one replica
k, from among the total of N considered replicas. A new trial conformation
for this replica is generated, and this trial conformation is accepted or re-
jected according to the Metropolis rule governed by the probability
PaccðxkðoldÞ/ xkðnewÞÞ ¼ min

1; ebDEk

; (4)
where DEk equals the difference in energy between the new and old confor-
mations of replica k, denoted as xk(old) and xk(new), respectively,
DEk ¼ EðxkðnewÞÞ  EðxkðoldÞÞ
þ
X
isk
½UðxkðnewÞ; x iÞ  UðxkðoldÞ; x iÞ: (5)
Hybrid Monte Carlo
In the hybrid MC approach, sampling involves randomly selecting a replica
k, and subjecting it to a short MD run (28). In the protocol that uses the
repulsive potential of Eqs. 2 and 3 to bias the sampling of the system, the
acceptance probability of Eq. 5 reduces to
Pacc

xkðoldÞ/ xkðnewÞ
 ¼ min
"
1; e
b
P
isk
DUðxk ;xiÞ
#
; (6)
where
P
isk D Uðxk ; xiÞ is the difference between the new and old repulsive
potential of the kth replica with all the others, as detailed in the second term
of Eq. 5. The acceptance probability of Eq. 6 includes no contribution from
the potential energy term of Eq. 5, because the hybrid MC procedure
samples new conformations for each replica from the Boltzmann
distribution.
In the hybrid MC protocol in which the repulsive potential between
replicas is directly incorporated into the calculation of the forces in
Newton’s equation of motion, one may demonstrate, following the deriva-
tion of the acceptance probability for the hybrid MC, that the various terms
in Eq. 5 cancel out—leading to an acceptance probability of 1 for all new
conformations.Multiple time-step molecular dynamics
A protocol based solely on MD simulations can be advantageous when
using MD simulation software such as CHARMM. In this protocol, molec-
ular dynamics simulations, which incorporate the repulsive interaction
potential between replicas into Newton’s equations of motion, are per-
formed concurrently on all replicas. Because the repulsive interactions
between replicas vary on a much longer timescale than other potential
terms, the multiple timescale approach (29) can be used to take advantage
of this fact, thereby significantly reducing the computational burden.
Using this approach the interactions between replicas may be updated
only every 1 ps for most biological systems, whereas the remainder of
the potential is updated at the usual time step of 1 fs (1 fs ¼1015 s).
This enables running the MD simulations of different replicas concurrently
and independently on multiple computer nodes, comparing coordinates
between nodes only every 1000 MD steps. It results in time gains of theBiophysical Journal 101(4) 951–960
954 Malevanets and Wodakorder of the number of replicas over the hybrid MC protocol with consec-
utive MD simulations of randomly chosen replicas, where the full, modi-
fied potential was updated every fs. We verified that both protocols
produce conformational ensembles with the same RMSDs and weight
distributions.MRR versus RE
We thus see that in the MRR procedure, interactions among replicas take
place implicitly through a single acceptance probability of either Eq. 4 or
6, or directly through the incorporation of repulsive forces between replicas
with an acceptance probability of 1. The latter implementation is warranted
only when forces due to the repulsive term between replicas can be analyt-
ically computed.
In the MC implementations, the MRR acceptance probabilities are quite
high, and are independent of the size of the system, because they are a func-
tion of relatively small energy differences resulting from small displace-
ments undergone by the same replica, or from the repulsive term between
replicas.
This is in stark contrast with the replica exchange algorithms, where
sampling is in general governed by two acceptance probabilities. One is
the classical Metropolis MC acceptance probability of Eq. 4, which governs
moves of individual replicas. The second is the acceptance probability for
exchange events between two independent replicas that are evolved at
different temperatures (5):
Paccði/jÞ ¼ min

1; eðbibjÞðEiEjÞ
	
: (7)
Equation 7 represents a global update as it depends on the difference in
energy between independent replicas. This difference can be quite large,
leading to a rapid drop in the acceptance probability with increasing size
of the system (8).FIGURE 2 Two-dimensional toy potential surface used for testing the
performance of the multiple replica repulsion procedure. The magnitude
of the potential defined by Eq. 10, is color-coded according to values of
the energy scale (given in kcal/mol, right). The potential surface features
two distinct minima separated by saddle point. Iso-potential levels are con-
toured at the values of the potential E ¼ {0,1,2,3,4,5,6 kcal/mol}.Computing ensemble averages
The Boltzmann weighted ensemble average of any property O of the system
is computed using the umbrella sampling technique (25), where the
umbrella potential is given by the repulsive potential of Eq. 1:
Vi ¼
X
jsi
U

xi; xj

: (8)
To that end we consider the ensemble average over all the conformations of
the generalized ensemble of N replicas sampled from the modified distribu-
tion of Eq. 1,
hOi ¼
P
x1;.;xN
Oðx1Þe
b
P
js1
Uðx1;xjÞ
Pðx1;.; xNÞ
P
x1;.;xN
e
b
P
js1
Uðx1;xjÞ
Pðx1;.; xNÞ
; (9)
where {x1, ., xN} values represent conformational ensembles of indi-
vidual replicas. Note that the weighting factor in Eq. 9 includes contribu-
tions from the interactions of one given replica with all the others. This
formulation leads to better convergence of the ensemble averages than
the classical expression in which the weighting factor includes contribu-
tions from all the pairwise interactions, as per the repulsive potential
between replicas specified in Eq. 1. However, both formulations are equiv-
alent and can be computed from time series of the MD simulations or snap-
shots along the Monte Carlo run of the replica ensemble (see Section SI in
the Supporting Material). In the implementations that incorporate theBiophysical Journal 101(4) 951–960replicas’ interaction potential into Newton’s equations of motion, relevant
ensembles are obtained only after Eq. 9 is applied over the complete set of
replicas.SAMPLED SYSTEMS
Two-dimensional toy potential surface
We defined the two-dimensional toy potential as
Eðx; yÞ ¼
X8
i¼ 1
ck sinðpnkxÞ sinðpmkyÞ: (10)
For each k ¼ 1, 8, the value of the scalar ck was randomly
selected from a normal distribution, and nk and mk are
each randomly assigned values from 1 to 3.
The potential surface of Eq. 10 adopts a sufficiently
complex shape as illustrated in Fig. 2. It features well-
defined minima at x ¼ 0.56, y ¼ 0.32 (E ¼ 4 kcal/mol)
and at x ¼ 0.22, y ¼ 0.72 (E ¼ 5.1 kcal/mol). The two
minima are separated by a barrier at x ¼ 0.37, y ¼ 056,
whose height is E ¼ 11.5 kcal/mol.
The toy surface of Fig. 2 was sampled using the classical
Metropolis MC scheme applied to a system of N replicas
with the repulsive potential energy defined in Eq. 2, as
follows. A replica k is chosen randomly from the replica
ensemble. Next a new position rk(new) is generated for
this replica by applying a random displacement x, with
components (xx, xy). These displacements are sampled inde-
pendently from a normal distribution,
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
xx; xy
 ¼ 1
2ps
eðx2xþx2yÞ=s2 ; (11)
where the normal distribution width was set to s ¼ 0.1.
The difference in total energy is computed using the
expression in Eq. 5, and the new conformation is accepted
or rejected according to the Metropolis rule of Eq. 4.
Sampling of the toy surface was carried out using 107
steps to achieve equilibration, followed by 107 steps of
production. The surface was divided into 100  100 surface
elements, and the average occupation density of individual
elements, a, was computed using the expression
hIai ¼
P
k
P
i
IaðriðkÞÞe
b
P
jsi
UðriðkÞ;rjðkÞÞ
P
k
P
i
e
b
P
jsi
UðriðkÞ;rjðkÞÞ ; (12)
where the sums are extended over replicas i ¼ 1,., N and
over snapshots k along the Monte Carlo run of the replica
ensemble (see Section SII in the Supporting Material for
details).Met-enkephalin
The Met-enkephalin peptide was modeled with the
CHARMM-27 all-atom force field (26). The peptide
N- and C-termini were blocked (by n-acetylamide and
n-methylamide groups, respectively) to reduce electrostatic
interactions across periodic boundaries.
The peptide was solvated with 1000 TIP3P water mole-
cules and truncated octahedron boundary conditions were
applied (see Section SIII in the Supporting Material).
MRR simulations were carried out using the multiple
time-step MD implementation coupled to the Berendsen
thermostat, and applying the repulsion potential of Eq. 3,
with parameters P1 ¼ 1.6 kcal/mol and P2 ¼ 0.16 nm.
The starting conformations for the simulations were
derived from a 6.4-ns constant temperature MD simulation
of a single replica of the system (see Section SIII in the Sup-
porting Material). Sixty-four replicas of the peptide-water
system were equilibrated during 1 ns (1 ns ¼ 109 s)
yielding a total equilibration time of 64 ns. We monitored
a range of macroscopic parameters, such as the replica
repulsion energy fluctuations and average RMSD between
the replicas, to ensure that the collective system comprising
all the replicas was equilibrated (see Fig. S4, Fig. S5, and
Fig. S6).
After equilibration, a 1-ns production run was performed
on all replicas, representing a total of 1 ns  64 ¼ 64 ns
simulation time. The last 0.5 ns of the run was used for anal-
ysis, representing a total of 32 ns, the same length as the
longest explicit water simulations of Met-enkephalin previ-ously reported (21). Conformations were recorded every
1 ps, and for every configuration we computed the MRR
weight of Eq. 8, the accessible surface area of the peptide,
and the backbone torsion angles.Ubiquitin
The 76-residue protein ubiquitin was modeled with the all-
atom CHARMM 27 force field (26). The system was initi-
ated using atomic coordinates from the 1.8 A˚ resolution
crystal structure (22) (PDB-RCSB code 1UBQ). As for
enkephalin, truncated octahedron periodic boundary condi-
tions were applied, but with longer lattice dimensions
(l ¼ 5.8 nm), allowing the formation an approximately
spherical 1.4-nm layer of water around the polypeptide.
The protein was solvated with ~2800 TIP3P water mole-
cules. Electrostatic interactions were truncated and the
system was equilibrated using the same protocol as in the
enkephalin simulations. Repulsion potentials of both Eqs.
2 and 3 were used. Results are reported for MRR simula-
tions using Eq. 2, which sampled more extensive motions
of the protein.
Starting conformations for the 64 replicas of the system
were derived as detailed in Section SIV in the Supporting
Material. This starting ensemble was equilibrated for 1 ns,
yielding a total simulation time of 64 ns, using the same
concurrent MD-MRR protocol as that used for enkephalin
sampling. A range of parameters such as replica repulsion
energy fluctuations and average RMSD between the replicas
was monitored to ensure that the system comprising all the
replicas reached equilibrium (see Fig. S9).
After equilibration, a 0.5-ns production run was per-
formed on 64 replicas using exactly the same MRR
protocol, yielding a total simulation time of 32 ns. Confor-
mations were recorded every 1.0 ps and for every configura-
tion the corresponding weight of Eq. 8 was computed.RESULTS
Sampling the two-dimensional toy potential
surface
As a first extensive test of the MRR algorithm, we used it to
sample the two-dimensional toy potential surface of Eq. 10,
and evaluated the sampling efficiency as a function of
several key parameters such as the number of replicas, the
strength, and radius of the repulsion potential.
Fig. 3 illustrates how the sampling efficiency improves
with the number of replicas in the system. It plots the
quantity –kBT log hIai for each of the 104 surface elements
of the toy surface of Eq. 10 (Fig. 2), where hIai is the
average occupation number, computed from the MRR
production run.
In a system with only a single replica (Fig. 3 a), the repul-
sive potential is zero, and the procedure is equivalent to theBiophysical Journal 101(4) 951–960
FIGURE 3 Sampling coverage of the two-
dimensional toy potential surface as a function of
the number of replicas. Shown is the dependence
of the quantity –kBT loghIai calculated in the
MRR simulations (defined in Eq. 9) as a function
of the number of replicas. The color bar on the
each panel (right side) indicates the magnitude of
the computed value in kcal/mol. Sampling was per-
formed at 300 K using the repulsive potential of
Eq. 2 with parameters P1 ¼ 1 kcal/mol and P2 ¼
0.1 (in units of surface element size). Panels a–d
correspond to results obtained using 1, 2, 8, and
32 interacting replicas in the system.
956 Malevanets and Wodakclassical MC scheme. We see that only the lowest minimum
of the potential energy surface is sampled. However, the
sampling coverage steadily increases with the number of
replicas in the system. Using eight replicas, both minima
of the toy surface are populated (Fig. 3 c) and some
sampling of the saddle region between the two minima
also occurs. In a system with 16 interacting replicas (data
not shown) the saddle region is sampled with significant
accuracy, and with 32 replicas (Fig. 3 d), sampling of
some higher energy regions around the rim of the main
potential wells also takes place.
We also investigate the dependence of the MRR sampling
efficiency on the strength and radius of the repulsion poten-
tial between replicas. When the interaction potential or its
radius is zero, the replicas behave independently, and the
population density is the same as that obtained by classical
MC of a single replica. However, as the strength of the inter-
action between replicas increases, the increasing repulsion
between them prevents sampling of the same regions by
different replicas and the sampling becomes more efficient
(see Fig. S1). Likewise, with larger values of the repulsion
potential, higher energy regions are sampled more effi-
ciently (see Fig. S2).
In addition, we evaluated how the sampling error varies as
the function of the energy level of the sampled surface
element a.
From the properties of the Poisson distribution we expect
that the error in the MC-sampled average occupation density
would grow as the square-root of that average (see Section
SII b in the Supporting Material).Biophysical Journal 101(4) 951–960This behavior is illustrated in Fig. 4, which plots the occu-
pation densities sampled by MRR versus the corresponding
theoretical occupation densities ranked by the Boltzmann
factor values. A system with a single replica, which is equiv-
alent to the classical Metropolis MC scheme, exhibits
a significant sampling error as witnessed by the wide disper-
sion at occupation densities of ~103 (Fig. 4 a). However, as
the number of replicas increases, and the repulsive potential
of Eq. 1 is applied, surface elements with smaller occupa-
tion densities are progressively sampled as shown in
Fig. 4, b–d. With 16 or more replicas (Fig. 4, c and d), the
sampling error exhibited by the MRR procedure is essen-
tially independent of this density, or equivalently of the
free energy of the sampled surface region. Regions of
more elevated energies are thus sampled with similar accu-
racy as the low energy basins. This is evident from the rela-
tively small, nearly constant, width of the plots in Fig. 4, c
and d.
Interestingly, the plots in Fig. 4 also indicate that the
increased sampling accuracy of regions with low occupation
density is accompanied by a small decrease in sampling
accuracy of the high occupation density (and low energy)
regions, indicating that MRR is operating in a tradeoff
regime.Conformational landscape of Met-enkephalin
MRR was applied to sample the conformational landscape
of Met-enkephalin modeled in presence of explicit solvent
molecules as described in Materials and Methods. The
FIGURE 4 Sampling error as a function of the
energy level of the sampled surface element a.
The occupation densities hIai sampled by MRR
for systems with a different number of replicas
(vertical axis) are plotted as a function of the cor-
responding theoretical occupation densities,
ranked by the values of the latter (horizontal
axis). Panels a–d correspond to 1, 2, 8, and 32 in-
teracting replicas, respectively. The occupation
density value is given by the shade scale (right of
each panel).
Multiple Replica Repulsion 957global ensemble of 64 replicas was simulated over a
time interval of 64 ns. The last 32 ns of the trajectories
were used to analyze the conformational ensemble of the
peptide.
Fig. 5 displays the Ramachandran plots depicting the
weighted occupation density of f,j backbone dihedral
angles values of individual residues of Met-enkephalin
across the conformational ensemble sampled by MRR. It0is noteworthy that the Ramachandran plots for both Gly2
and Gly3 reproduce very well those for the Gly dipeptide
(30). It indicates that the two Gly residues are as free to
move when they are part of the peptide as they would be
in isolation. Much poorer agreement with the Gly dipeptide
energy landscape was observed in the 32-ns simulations of
Met-enkephalin in explicit solvent, using replica exchange
molecular dynamics (21).FIGURE 5 Ramachandran maps depicting the
weighted occupation density of f,j backbone
dihedral angle values of individual residues of
Met-enkephalin derived from 32-ns MRR simula-
tions. The weighted occupation densities were
derived from the global ensemble of 64 replicas
of the peptide-water system, as detailed in Section
SI in the Supporting Material. The occupation
density values are given by the shade scale (right
of each map).
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958 Malevanets and WodakOur MRR simulations achieve better coverage of the
lower energy backbone conformations of all five residues
of the enkephalin peptide than do 32-ns classical MD simu-
lations carried out using the same protocol, but in absence of
interactions between replicas. In the MD simulations only
extended conformation are sampled for Tyr1, Phe4, and
Gly3, whereas Met5 and Gly2 sample mostly the helical
region (see Fig. S7 a). On the other hand, MRR samples
much more of the allowed f,j regions in all five residues,
particularly for Gly2 and Gly3 (see Fig. S7 b).
We also observe that MRR samples, with detectable
frequency, higher-energy regions of the Ramachandran
map, bridging the a-helical and b-regions (f ~ –120,
j ~ þ60/–130) (see Fig. S7 b). This in turn indicates that
these regions are visited preferentially during the transition
of a-helical to b-conformations, in both Gly and non-Gly
residues of the peptide.
These results confirm previous findings (21) that the
solvated Met-enkephalin peptide is extremely flexible and
samples a wide range of conformations, which are in equi-
librium with one another in room temperature. To illustrate
the variety of conformations adopted by the peptide in our
simulations we applied a weighted clustering procedure
(see Section SIII.3 in the Supporting Material), which
grouped the sampled conformations into a total of four clus-
ters, labeled C1–C4. Fig. S8 plots the f,j angles along the
peptide residues for the representative conformations of
each cluster. The three-dimensional structures correspond-
ing to these conformations are depicted in Fig. 6.FIGURE 6 Representative Met-enkephalin conformations of clusters
C1–C4, derived from the MRR simulated ensemble. Molecular representa-
tions of the four representative peptide conformations of clusters C1–C4,
derived as described in the text. For each representative, positions of the
heavy atoms are shown, and the backbone is highlighted using a ribbon
representation. Ramachandran plots depicting f,j angles of enkephalin
residues in the four representative conformations of clusters C1–C4 are
provided in Fig. S8.
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respectively, to an open loop, comprising ~39% of the
conformations, and a kinked extended structure with
~33% of the conformations. Clusters C1 and C4 group
a smaller fraction of the ensemble, representing ~14% and
~15% of the conformations, respectively. C4 is the only
predominantly helical cluster, whereas C1 comprises
bowtie-shape peptide backbones with Gly3 in the aL confor-
mation. In the other three clusters Gly3 consistently adopts
conformations closer to or in the helical region.
The representative conformations of our clusters appear
to be in very good overall agreement with the predominant
configurations previously sampled in 32-ns RE simulations
(21).Sampling the native basin of ubiquitin
Lastly we applied the MRR procedure to sample the native
basin of the 76-residue protein, ubiquitin. Simulations in
presence of explicit water molecules were carried out on
64 replicas of the system. The conformational ensemble
was derived from a production run of 0.5 ns per replica,
totaling 32 ns (see Materials and Methods).
Analysis of this ensemble reveals that the C-terminal
segment (residues 66–76) is extremely flexible, in agree-
ment with solution NMR data (24). The flexibility of this
segment, as well as that of the whole polypeptide (residues
5–65), is significantly more extensive in the MRR ensemble
than in ubiquitin conformations sampled by classical MD
simulations of the same duration (32 ns), as illustrated in
Fig. 7 a. This is clearly reflected by the backbone RMSD
values of the two ensembles. The average backbone
RMSD of residues 5–65 in the MRR ensemble is 2.5 A˚,
compared to 1 A˚ for the MD ensemble.
To further assess the performance of our sampling proce-
dure on this system, we carried out a detailed comparison of
the MRR ensemble with a structural ensemble of ubiquitin
obtained recently by refinement against residual dipolar
coupling (RDC) data from solution NMR experiments
(24). The RDC-derived ubiquitin ensemble is believed to
cover protein motion that occurs on timescales up to micro-
seconds. It was furthermore shown that the RDC ensemble
comprises the entire range of structural changes observed
in 46 crystal structures of ubiquitin from the PDB, where
the protein is often associated with other polypeptides.
The excellent overlap between the RDC and crystallo-
graphic ensembles of ubiquitin was taken to indicate that
the recognition dynamics of this protein involves primarily
conformational selection rather than motions caused by
induced fit (24).
Fig. 7 b illustrates the overlap between the MRR
ensemble computed here and both the RDC-based solution
ensemble of Lange et al. (24), and the ensemble of 46 ubiq-
uitin x-ray structures from the PDB. The figure depicts ubiq-
uitin conformations from all three ensembles projected onto
a b
FIGURE 7 Comparison of conformational ensembles of ubiquitin
sampled by MRR with ensembles derived from classical MD simulations
and those characterized experimentally. (a) Superimposed backbone
conformations of ubiquitin derived from 32-ns MRR simulations of
a system with 64 replicas (orange), and those from a classical 32-ns MD
simulation of the same system. All simulations were carried out in presence
of explicit water molecules, as described in the text. (b) Overlap between
the ubiquitin ensemble derived from the MRR simulations and three ubiq-
uitin ensembles generated by other methods. One was generated using clas-
sical MD simulations of the same system. The other two ensembles were
characterized on the basis of experimental data. One of these is the RDC-
based solution ensemble 24, and the other is the ensemble of 46 ubiquitin
x-ray structures from the PDB. The figure depicts ubiquitin conformations
from all four ensembles projected onto the two largest principal modes
(modes 1 and 2) derived from a principle component analysis of the
MRR ensemble, which was used as a reference (see Materials and
Methods).
Multiple Replica Repulsion 959the two largest principal modes (modes 1 and 2) derived
from a principle component analysis of the MRR ensemble,
which we used as reference (see Section SIV c in the Sup-
porting Material). Projections of the conformations from
the three ensembles onto modes 3 and 4 are depicted in
Fig. S13. The first four modes account for 87% of the
protein backbone fluctuations with individual modes 1–4
accounting for 37%, 25%, 20%, and 6% of the fluctuations,
respectively.
The projections show that the MRR ubiquitin ensemble
exhibits excellent overlap with the RDC and x-ray ensem-
bles, while covering a significantly wider range of motion.
We also see that the ubiquitin ensemble derived from our
control 32-ns MD simulations displays much poorer overlap
with the x-ray and RDC-based ensembles (Fig. 7 b and see
Fig. S13).
Differences in the range of motions covered by the
different ensembles are evident from the distributions of
the pairwise backbone RMSDs among ubiquitin conforma-
tions within the different ensembles (see Fig. S12). The
ensemble produced by the 32-ns MD simulations displays
the smallest range of motion (hRMSDi ¼ 0.9 A˚), whereas
the ensemble derived from the MRR simulations covers the
largest range of motion (hRMSDi ¼ 2.3 A˚). The two experi-
mentally derived ensembles cover intermediate motion
ranges, with corresponding hRMSDi values of 1.3 A˚
(RDC) and 1.2 A˚ (x-ray) (see Fig. S12).We could verify that every conformation from the x-ray
ensemble had a close representative in the MRR ensemble.
The average backbone RMSD between pairs of conforma-
tions from both ensembles, computed over the entire
backbone, is 1.1 A˚, similar to that between ubiquitin confor-
mations sampled during 100 ps (1 ps ¼ 1012 s) classical
MD simulations.
These results suggest that the MRR procedure samples
ubiquitin motions that occur on up to microsecond time-
scales, and that these motions may be biologically relevant
to the recognition dynamics of this protein.DISCUSSION
In this work we presented the MRR procedure, which we
consider a novel algorithm for sampling the conformational
and energetic landscape of complex systems. Its application
to three different systems of increasing complexity show
that MRR has a number of distinct advantages over other
methods. Unlike RE methods it enables efficient implemen-
tation on distributed computer architectures, as it does not
involve replica exchange operations. In addition, the
number of replicas required for efficient sampling does
not scale with the number of degrees of freedom. This
was illustrated here by the excellent performance of MRR
in simulations of the Met-enkephalin and Ubiquitin systems,
both of which involved only 64 replicas, despite a threefold
difference in the number of degrees of freedom. Further-
more, MRR simulations are performed at room temperature,
resulting in better convergence of the ensemble average
calculations, then in RE, which involves wasteful sampling
at higher temperatures.
The relatively simple principle that underlies MRR, and
the ease and versatility with which it can be implemented,
make it a very promising tool for investigating thermody-
namic and dynamic properties of complex biological
systems. Although it can be readily customized to bias the
sampling along specified reaction coordinates, or particular
degrees of freedom of the system, knowledge of the relevant
reaction coordinates or for that matter, knowledge of more
than one state of the system, is not required. Indeed, by
virtue of its capability to efficiently sample diverse-enough
configurations of the system, MRR can be used to systemat-
ically explore phase space starting from a single known state
in search of new states and new reaction coordinates along
which these new states occur. Once candidate reaction coor-
dinates are identified, the MRR repulsive potential can be
modified to bias the sampling more specifically to charac-
terize the transition state and associated rates, thereby in-
forming on its mechanism.
The very encouraging results obtained here in the ubiqui-
tin simulations indicate that MRR is particularly well suited
for comprehensive sampling to the native basin of proteins,
which is often quite rough. The performance of the method
depends on the character of the free-energy surface, choiceBiophysical Journal 101(4) 951–960
960 Malevanets and Wodakof the repulsion potential, and other parameters. Simple
back-of-the-envelope calculations show that, given a good
choice of the reaction coordinate, the MRR method would
result in a speedup of the sampling rate by a factor of
roughly N or better over classical MD or parallel tempering
method for a putative native one-dimensional basin of
length L (see Section SVI in the Supporting Material for
details). Achieving this optimal performance may, however,
require fine-tuning the repulsive potential in terms of its
functional form.
Likewise, successful applications of MRR to systems
featuring very different energy landscapes may involve
different procedures for evolving replicas. In this study,
four such procedures were described: one based on classical
MC techniques, two corresponding to different implementa-
tions of the hybrid MC scheme, and the fourth involving
multiple-time-step-biased MD simulations. Only the first
(MC) and fourth (MD) were illustrated in the described
applications. In general however, depending on the effi-
ciency of the simulation software used to implement
MRR, different methods for evolving replicas may be
preferred.SUPPORTING MATERIAL
Additional sections and subsections with 12 equations and 14 figures
are available at http://www.biophysj.org/biophysj/supplemental/S0006-
3495(11)00773-9.
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