Abstract. E ectiveheuristic algorithmsfor combinatorialproblemsare based on integrating local neighborhood search with history-sensitive schemes, where the information collected during the previous search phase is used to direct the future e ort. In particular, some algorithms (like Strict Tabu Search and Reactive Tabu Search) need to detect whether a con guration has already been encountered during the previous phase of the search, either to prohibit repetitions or to determine a prohibition parameter in an adaptive way. This paper analyzes the use of persistent dynamic sets for storing and retrieving states and discusses the advantages of this option with respect to popular but less e cient realizations. If the search space is given by L-bit binary strings, the method complexity is O(L) average-case time per search iteration when hashing is used, while the total space for a sequence of t iterations is O(t).
Introduction
Starting from the late eighties there has been a growing interest in historysensitive heuristics that ameliorate the Local Search method. In particular, Tabu Search (TS) uses prohibition-based diversi cation techniques with the purpose of guiding Local Search beyond local optimality 9]. The main modi cations of Local Search are obtained through the temporary prohibition (henceforth the term tabu or taboo) of selected moves available at the current point.
While ideas similar to those proposed in TS can be found already in the sixties, see for example the denial strategy of 18] for the Traveling Salesman problem, the current technological context, with the availability of large amounts of memory on standard computers, makes these schemes applicable for the solution of large-scale problems of applicative interest. The renaissance and full blossoming of \intelligent prohibition-based heuristics" is greatly due to the role of F. Glover 9, 10] , but see also 12] for an independent seminal paper. TS-based algorithms have been applied to a growing number of problems in the last years, as it is witnessed by the rapidly growing number of publications. Some popular variants of TS algorithms will be described later. The search space considered is given by L-bit binary strings. The main focus of this paper is on realizing mechanisms for storing states during the search and for checking whether a speci c state has already been encountered in the past. The availability of the previous states is needed to prevent repetitions in Strict Tabu Search and to de ne in an adaptive way the suitable value of the prohibition tenure in Reactive Tabu Search, a parameter that determines the prohibited moves. In contrast, all previous states are not needed in Fixed Tabu Search, where a simple FIFO queue of space O(L) is su cient to determine the prohibited moves.
The current usage of data structures to support the history-management operations required by Strict-TS and Reactive-TS algorithms presents two sub-optimal possibilities: for a single search iteration, one method needs O (1) space with a time complexity of O(maxft; Lg) 10], t being the current iteration; the other method needs O(L) space with O(L) time 5] . Because a large number of iterations can be executed for relevant large-size tasks (millions are not unusual) the increasing time per iteration required by the rst renders the iterations progressively slower, while the memory required by the second can be excessive. In this paper we demonstrate how both goals of average time O(L) per iteration, and O(t) space for the entire sequence of t steps can be obtained by integrating hashing with persistent red-black trees.
To the best of our knowledge this is the rst study to address the use of persistent data structure to support history-sensitive heuristics. In general, we are not aware of sound experimental studies in the area. This fact explains why comparisons with alternative approaches are lacking in the paper. Of course, this work should be extended in the future to analyze alternative implementations.
In the following sections, rst the framework of history-sensitive heuristics is brie y reviewed (Sec. 2), with emphasis on Tabu Search principles (Sec. 2.1) and available implementations (Sec. 2.2). Then the novel use of persistent dynamic sets to support history-management in heuristics is presented (Sec. 3) .
A statistical analysis of the results obtained by a realization in C++ of the proposed data structures is presented in Sec. 4 . In particular the use of the structure to support the Reactive Local Search heuristic 3] is investigated.
Local search and history-sensitive heuristics
Let us now brie y de ne the main concepts and the notation related to Local Search and Tabu Search. Let X be the discrete search space: X = f0; 1g L , and let f : X ?! R be the function to be minimized. In addition, let X (t) 2 X be the current con guration along the search trajectory at iteration t, and N(X (t) ) the neighborhood of point X (t) , obtained by applying a set of basic moves i (1 i L), where i complements the i-th bit x i of the string: i (x 1 ; x 2 ; :::; x i ; :::; x L ) = (x 1 ; x 2 ; :::; 1 ? x i ; :::; x L ).
N(X (t) ) = fX 2 X such that X = i (X (t) ); i = 1; :::Lg Local Search starts from a random initial con guration X (0) 2 X and generates a search trajectory where the next point is given by a neighbor of the current solution with a better f value. In detail, we consider a \greedy" form of Local Search, where the best neighbor is selected, as follows: ) local minimum: search stops (2) where Best-Neighbor selects Y 2 N(X (t) ) with the lowest f value and ties are broken randomly. Y in turn becomes the new current con guration if f decreases. Clearly, Local Search stops as soon as the rst local minimum point is encountered, when no improving moves are available.
History{sensitive heuristics act to continue the search beyond the rst local minimum without \forgetting" the part of the search already executed. Vice versa, the memory-less nature is the key property characterizing Markov chains like Simulated Annealing or methods based on repeating runs of Local Search after starting from fresh random initial points. In TS the history{sensitivity is obtained by generating prohibitions: some neighbors are prohibited, only a subset N A (X (t) ) N(X (t) ) of them is allowed. A move shares the same prohibition status as that of the neighbor that would be obtained by applying it. The general way of generating the search trajectory that we consider is given by: N A (X (t) ) = Allow(N(X (t) ); X (0) ; :::; X (t) ) (3)
The set-valued function Allow selects a subset of N(X (t) ) in a manner that depends on the entire previous history of the search X (0) ; :::; X (t) . Let us note that worsening moves can be produced (see eqn. 4), as they must be in order to exit local minima.
2.1. Tabu Search: discrete dynamical systems. There are several vantage points from which to view prohibition-based algorithms like TS. By analogy with the concept of abstract data type it is useful to separate the abstract concepts and operations of TS with respect to the realization with speci c data structures. The terminology used in this paper re ects this distinction. Now, an essential abstract concept in TS is given by the discrete dynamical system of eqn. 3{4 obtained by modifying Local Search.
Possibly the simplest form of TS is what is called strict-TS: a neighbor is prohibited if and only if it has already been visited 9]. The term \strict" is chosen to underline the rigid enforcement of its simple prohibition rule: N A (X (t) ) = fX 2 N(X (t) ) such that X 6 = fX (0) ; :::; X (t) gg Let us note that strict-TS is parameter-free. Two additional algorithms can be obtain by introducing a prohibition tenure 1 T that determines how long a move will remain prohibited after its execution. The xed-TS algorithm is obtained by xing T throughout the search 9]. A neighbor is allowed if and only if it is obtained from the current point by applying a move that has not been used during the last T iterations. In detail, if LastUsed( ) is the last usage time of move (LastUsed( ) = ?1 at the beginning): N A (X (t) ) = fX = (X (t) ) such that LastUsed( ) < (t ? T )g (5) 1 The term prohibition tenure is preferred with respect to the more traditional list size because list size refers to a speci c implementation.
If T changes with the iteration counter t depending on the search status, the general dynamical system that generates the search trajectory comprises an additional evolution equation for T (t) :
T (t) = T-React(T (t?1) ; X (0) ; :::; X (t) ) (6) N A (X (t) ) = fX = (X (t) ) such that LastUsed( ) < (t ? T (t) )g (7) X (t+1) = Best-Neighbor (N A (X (t) )) (8) In particular, rules to determine the prohibition tenure by reacting to the repetition of previously-visited con gurations have been proposed in the Reactive-TS algorithm, RTS The history-management operations required by Reactive-TS are X-Insert(X; t) to insert a given con guration X (t) into memory, and X-Search(X) to search for a given X. X-Search(X) returns a reference to satellite data associated to the key X if X is present, Null otherwise. Satellite data in RTS are the iteration t of the last visit and the total number of visits.
2.2. Implementations: REM, hashing and digital tree. Let us now consider some existing implementations in order to motivate the new technique. In particular let us focus onto the general requirements for storing and retrieving the past history and for establishing prohibitions. To this end, the binary string X can be represented by the set containing the positions of the bits equal to one (each index is in the range 1; L]). Without fear of confusion the same notation will be used for the con guration and for the corresponding set of indices. The computational complexities are worst-case unless stated explicitly.
Strict-TS has been implemented through the reverse elimination method (REM) 10]. Before each iteration is executed, the entire list of moves performed throughout the search is traced in reverse order, by starting from the latest moves applied, to determine which moves from the current X (t) would reproduce a previously visited con guration, i.e., which moves are prohibited at iteration t. The space-time complexities of REM are of O(1) space and O(maxft; Lg) time per iteration. While the space complexity is optimal, the time complexity per iteration increases with the number of iterations t, leading eventually to O(t 2 ) space: a fact that makes the application of \pure" REM problematic if many iterations are executed.
Alternative implementations are studied in 5], where the hashing and radix tree (or "digital tree") methods are adopted, see 7] for a reference textbook. In Reactive-TS, the radix tree reduces the computational cost per iteration to O(L), and therefore the cost per iteration is constant with respect to the number of iterations, but it increases the space requirements to O(L). If hashing is used to store the entire con guration, the average time complexity is again O(L) while the space cost is O(L) per iteration.
One is therefore confronted with two di erent scenarios: either constant space is used per iteration but with increasing amounts of time (REM), or time constant with respect to t is used but the storage of the current con guration requires space O(L) (hashing, digital tree). Because a very large number of iterations can be executed in practical runs of heuristics one is motivated to study schemes requiring time O(L) constant with respect to t, and O(1) space.
In this papers we assume that the answer to the queries should always be correct. It is of interest to note that a di erent approach consists of permitting a certain probability of false alarms: the dictionary structure gives a positive answer to a query about a state, while the state has never been encountered. In this second case an e ective strategy already exists that stores only a hashed value 5, 3] associated to the state. A query gives a positive answer if and only if the hashed value of the current con guration is equal to the hashed value of a previously visited con guration. Depending on the number of bits one can bound the probability of false alarms (by bounding the probability that two di erent con gurations have the same hashed value) and obtain an e cient realization of the memory structure for history-sensitive heuristics.
Persistent dynamic sets to support heuristics
The above desired time and space requirements can in fact be obtained through the use of persistent dynamic sets, see 17, 8] and references therein. Ordinary data structures are ephemeral 8] because when a change is executed the previous version is destroyed. Now, in many contexts like computational geometry, editing, implementation of very high level programming languages, and, last but not least, the context of history-sensitive heuristics considered in this paper, multiple versions of a data structure must be maintained and accessed. In particular, in heuristics one is interested in partially persistent structures, where all versions can be accessed but only the newest version (the live nodes) can be modi ed. A review of ad hoc techniques for obtaining persistent data structures is given in 8], a paper that is dedicated to a systematic study of persistence, continuing the previous work of 16].
3.1. Hashing combined with persistent red-black trees. The basic observation is that, because Tabu Search is based on Local Search, con guration X (t+1) di ers from con guration X (t) only because of the addition or subtraction of a single index: a single bit is changed in the string. Let us de ne the operations Insert(i) and Delete(i) for inserting and deleting a given index i from the set. As cited above, con guration X can be considered as a set of indices in 1; L] with a possible realization as a balanced red-black tree. Red-black trees are one of the many searchtree schemes that are balanced in order to guarantee that the basic dynamic-set operations take O(log L) time. See 15] . Now, the REM method is closely reminiscent of a method studied in 16] to obtain partial persistence, in which the entire update sequence is stored and the desired version is rebuilt from scratch each time an access is performed, while a systematic study of techniques with better space-time complexities is present in 17, 8] . Let us now summarize from 17] how a partially persistent red-black tree can be realized. An example of the realizations that we consider is presented in Fig. 1 . The trivial way is that of keeping in memory all copies of the ephemeral tree (see the top part of Fig. 1 ), each copy requiring O(L) space. A more e cient realization is based on path copying, independently proposed by many researchers, see 17] for references. Only the path from the root to the nodes where changes are made is copied: a set of search trees is created, one per update, having di erent roots but sharing common subtrees. The time and space complexities for Insert(i) and Delete(i) are now of O(log L).
The method that we will use is a space-e cient scheme requiring only linear space proposed in 17]. The approach avoids copying the entire access path each time an update occurs. To this end, each node contains an additional \extra" pointer (beyond the usual left and right ones) with a time stamp. When attempting to add a pointer to a node, if the extra pointer is available, it is used and the time of the usage is registered. If the extra pointer is already used, the node is copied, setting the initial left and right pointers of the copy to their latest values. In addition, a pointer to the copy is stored in the last parent of the copied node. If the parent has already used the extra pointer, the parent, too, is copied. Thus copying proliferates through successive ancestors until the root is copied or a node with a free extra pointer is encountered. Searching the data structure at a given time t in the past is easy: after starting from the appropriate root, if the extra pointer is used the pointer to follow from a node is determined by examining the time stamp of the extra pointer and following it i the time stamp is not larger than t. Otherwise, if the extra pointer is not used, the normal left-right pointers are considered. Note that the pointer direction (left or right) does not have to be stored: given the search tree property it can be derived by comparing the indices of the children with that of the node. In addition, colors are needed only for the most recent (live) version of the tree.
In Fig. 1 Let us summarize from 17]. The nodes of the data structure are partitioned into two sets: live and dead. The live nodes form the version of the search tree at the current time. When changes are executed and the current time increases, live nodes can become dead and they will remain in this state forever. All nodes dead at a given time are not a ected by future updates. Node-rebalancing operations are executed only on the live part of the structure. The potential of the structure is de ned to be the number of live nodes minus 1=k times the number of free pointers in live nodes (k is the number of extra pointers available at each node, it will be equal to one in our case). The amortized space cost of an update operation is de ned as the actual number of nodes created plus the net increase in potential. With this de nition, if one starts with an empty data structure (with zero potential) the total amortized space cost is an upper bound on the actual number of nodes created. With the given de nition of potential, copying a node has an amortized space cost of zero, because a live node with no free pointers becomes dead and (1) X (2) X(3) Figure 2 . Open hashing scheme with persistent sets: a pointer to the appropriate root for con guration X (t) in the persistent search tree is stored in a linked list at a \bucket". Items on the list contain satellite data. The index of the bucket array is calculated from the con guration through a hashing function.
Let us now consider the context of history-sensitive heuristics. Contrary to the popular usage of persistent dynamic sets to search past versions at a speci ed time t, one is interested in checking whether a con guration has already been encountered in the previous history of the search, at any iteration.
A convenient way of realizing a data structure supporting X-Search(X) is to combine hashing and partially persistent dynamic sets, see Fig. 2 . From a given con guration X an index into a \bucket array" is obtained through a hashing function, with a possible incremental evaluation in time O(1). Collisions are resolved through chaining: starting from each bucket header there is a linked list containing a pointer to the appropriate root of the persistent red-black tree and satellite data needed by the search (time of con guration, number of repetitions).
As soon as con guration X (t) is generated by the search dynamics, the corresponding persistent red-black tree is updated through Insert(i) or Delete(i).
Let us now describe X-Search(X (t) ): the hashing value is computed from X (t) and the appropriate bucket searched. For each item in the linked list the pointer to the root of the past version of the tree is followed and the old set is compared with X (t) . If the sets are equal, a pointer to the item on the linked list is returned.
Otherwise, after the entire list has been scanned with no success, a Null pointer is returned.
In the last case a new item is linked in the appropriate bucket with a pointer to the root of the live version of the tree (X-Insert(X; t)). Otherwise, the last visit time t is updated and the repetition counter is incremented.
After collecting the above cited complexity results, and assuming that the bucket array size is equal to the maximum number of iterations executed in the entire search, it is straightforward to conclude that a sequence of t iterations of Reactive-TS requires O(L t) average-case time and O(t) space for storing and retrieving the past con gurations and for establishing prohibitions.
In fact, both the hash table and the persistent red-black tree require O(1) space, amortized for the tree. Let us remember that O(1) amortized space per iteration implies that O(t) is an upper bound on the space needed for a sequence of t iterations. The worst-case time complexity per iteration required to update the current X (t) is O(log L), the average-case time for searching and updating the hashing table is O(1). In detail, searches take time O(1+ ), being the load factor, in our case upper bounded by 1. The time is therefore dominated by that required to compare the con guration X (t) with that obtained through X-Search(X (t) ), i.e., O(L) in the worst case. Because (L) time is needed during the neighborhood evaluation to compute the f values for all neighbors, the above complexity is optimal for the considered application to history-sensitive heuristics.
Let us note that the actual number of bytes used per iteration is very small. If the total number of iterations that will be executed by the search is not known from the beginning, a table with dynamic expansion (see 7], Sec. 18.4) can be used for hashing: for example by doubling its size when the load factor becomes equal to one. The space required for t iterations remains O(t). Finally, let us note that the time complexity is pessimistic if the number of nonzero bits in the string is upper-bounded during the search. For example, in a Maximum Clique task, this number is less than or equal to the largest clique size 3], which is typically much smaller than L, the number of nodes in the graph.
C++ class and experiments
The partially persistent red-black tree previously described has been implemented in the C++ object-oriented language by creating a class called per rb tree, see Fig. 3 .
Each node in the tree contains the \extra" pointer with a time stamp, as described in Sec. 3.1, and pointers to the appropriate roots of the partially persistent tree at the di erent times of its existence are stored in an array.
The \private" functions of the class are not described for brevity reasons. The constructor of the class per rb tree(long max roots) takes as argument the maximum number of roots or, equivalently, the maximum life time of the structure. A default value is given if none is speci ed.
Let us note that the array of pointers is not needed when the pointers to the appropriate roots are stored through hashing, see Fig. 2 . It is nonetheless used in the current implementation in order to study the space and time requirements of the persistent red-black tree structure in isolation.
To evaluate the di erent computational requirements of the ephemeral versus the persistent structure, a public function enable persistence() is used to select the preferred option. The function is called when the user of the class wants to activate the persistency. Before calling the function the data structure implements an ordinary ephemeral red{black tree.
The operations insert key(ky type key) and delete item(per rb node* x) have the usual meaning for dictionary data types: keys are inserted by creating Figure 3 . C++ class realizing the partially persistent red-black tree.
a new node at the appropriate place in the tree and a pointer to a node is required to delete it. The operation lookup(ky type key, long time) takes as additional parameter the time at which the structure is to be searched. The default value time = -1 means that one is searching the current live version of the structure. The other possible values range from 1 to the current time, equal to the number of modi cations (additions or deletions) executed on the structure after its creation. The operation delete key(ky type k) is realized by rst calling lookup(k) to get a pointer and then calling delete item, as in: delete item(lookup(k)).
The operation inorder tree walk(long time) visits the tree at the given time. As usual, time = -1 means that one is visiting the current structure.
All the experiments have been run on a HP 747i workstation at 100 MHz, with 128 Mb RAM. The GNU gcc compiler version 2.7.0 has been used with the -O2 optimization level.
4.1. Memory usage tests: random numeric keys. In the special case of k = 1 the amortized space cost given in 17] is 6 for an insertion or deletion. It is therefore of interest to compare the above upper bound with the actual number of nodes in the tree created during its lifetime. The number of nodes is the relevant parameter in the experiments: it is then straightforward to derive the total number of bytes by multiplying that amount by the machine-dependent size of each node.
The rst series of experiments is executed on the dictionary tests with random numeric keys proposed by DIMACS and collected by C. McGeoch. The dimacs test1 group consists of 27 dictionary trace les. These represent three random trials at each of 3 problem sizes (N=1k, 10k, 100k) with 3 kinds of problems (N inserts followed by N deletes, N inserts followed by N successful lookups, N inserts followed by N unsuccessful lookups). The dimacs test2 group consists of 27 more dictionary trace les for 3 di erent kinds of problems (N inserts followed by N repetitions of ins del], N inserts followed by N repetitions of ins successful del], N inserts followed by N repetitions of ins unsuccessful delete]). Additional details and informations on the test problems are present in Appendix A of this volume.
The average values of the total number of cells created during the lifetime of the structure (both live cells of the current version and dead cells storing the information about previous versions) are plotted in Fig. 4 and Fig. 5 . The growth behavior is well captured as a rst approximation by a linear function. Therefore, in order to make the gures more informative and to highlight the di erences between the various experiments what is charted is the total number of cells divided by the number of changes executed on the structure (the \time" of the persistent structure). To avoid cluttering the gures with too many details, standard error bars are shown only for one plot, the error bars in the other cases are comparable.
A best t with a linear function executed on the complete set of data on the linear scale gives the following values for the slope of the growth curve: 2.558 ( = 0:003) , for dimacs test1, and 2.541 ( = 0:001) for dimacs test2.
The general conclusion that can be derived is that the upper bound of 6 is not tight: the actual number of cells as a function of the number of changes executed grows at a much smaller rate of about 2.5 for each change. What is more of interest is to analyze in detail the behavior of the di erent experiments. In particular, in the top plots of Fig. 4 , one observes a convergence of the curves to a value of 2:68?2:69 cells per change during the insertion phase and a slow decrease toward values of 2:53 ? 2:54 during the deletion phase. A qualitatively similar behavior is present also in Fig. 5 .
The fact that insertions are executed in the rst part and that deletions are executed in the second one suggests two possible hypotheses: i) more cells per change are created during insertions than during deletions, ii) the number of cells generated is in uenced by the size of the live part of the persistent structure. In order to test these hypotheses, the number of new cells created during each operation for di erent sizes of the live structure has been collected on the id les. Because the raw data are very noisy, the numbers of new cells created when the size is within a suitable interval have been averaged (e.g., for the id.a les, the interval is 100). Fig. 6 shows the results. Of course, because more points are averaged when the binning interval grows, the standard error on the average decreases for the bottom plots, corresponding to the experiments with more changes executed. It can be observed that there is a signi cant di erence in the number of new cells created for insertions and for deletions (from about 2.7 cells to about 2.4 cells). The size of the data structure also in uences the number of new cells but in a counter-intuitive way: in particular less cells are generated during the rst deletions, when the size of the \live" structure is larger. 3] , to which the reader is referred for the algorithm details. Let L = jV j, the number of vertices. A clique is represented by a binary vector of length L in which a 1 is in position i if and only if the ith vertex is in the clique. In each run, one starts from a \seed" node and generates a search trajectory, where at each iteration a node is either added to or deleted from the current clique. The corresponding Insert and Delete operations are registered in a le with the format required by the DIMACS \driver" program, that is then used to test the dictionary data structure.
The memory usage results obtained by using the persistent red-black tree for di erent instances of the Maximum Clique problem are illustrated in Fig. 7 . Standard error bars are shown only for a plot to make the gure more readable. The instances have been used in a benchmark organized by the second DIMACS implementation challenge 13], and they are electronically available at:
http://dimacs.rutgers.edu/Challenge/index.html.
To better show the approximately linear growth, what is plotted is the number of cells divided by the number of changes executed on the structure. Again, it can be noted that the upper bound of 6 cells per change is not tight. Furthermore, the number of cells created after the initial transient phase shows an approximate convergence to values of 2.12 (for the random graphs with density 0.5), and 2.3 (for the random graphs with density 0.5 and for the two additional graphs).
The number of cells generated is lower than that for the dictionary tests. This fact is explained by the very small size of the current clique during the search and therefore by the very small size of the \live" part of the persistent structure. In fact, the heuristic Maximum Clique sizes found in 3] are in the range 14 ? 16 for the random graphs with density 0.5 (DSJC500.5, DSJC1000.5, C2000.5) in the range 34 ? 75 for the random graphs with density 0.9 (C125.9, ... , C2000.9).
The gen400 p0.9 55 graph has a clique of size 55, the p hat1500-2 graph has a clique of size 65.
To test the hypothesis that the reduced number of cells created is related to the small size of the live structure, the initial period of the id tasks has been analyzed in more detail. In particular, Fig. 8 shows that the number of new cells created during insertions grows rapidly as a function of the size of the live structure and stabilizes only after some hundreds of changes. 4.3. Timing tests. Because our main interest is in the above described use of the persistent structure to support history-sensitive heuristics, in addition to providing timing results for a subset of the dictionary tests proposed by DIMACS (the same subset that was used in Sec. 4.1 to study the algorithm space complexity) we also provide timing results for the set of Maximum Clique problems described in Sec. 4 The CPU times in seconds obtained on the dimacs test1 and dimacs test2 dictionary tasks are illustrated in Fig. 9 and Fig. 10 , respectively, as a function of the total number of changes executed at the end of each run. The plots correspond to the di erent tests and to the two versions (ephemeral or persistent) of the redblack tree structure. In order to subtract the input/output times, separate runs are executed where the driver program is calling the same input/output operations without calling any data structure operation. The average input/output time is not negligible: it is 22.5 microseconds per operation. Therefore the individual inputoutput times of the di erent tests have been subtracted to get accurate estimates of the CPU times.
The di erence in the average time for operation for the di erent kinds of les is signi cant, because of the di erent sequences of operations executed. Therefore, separate averages are presented for the di erent les. After the input/output time is discounted, the average time per operation in the ephemeral structure is 21 microseconds for the id les, 42 microseconds for the is les, 40 microseconds for the iu les. For the persistent structure the average times in the same order are of 37, 56, and 57 microseconds. The incremental cost to pass from an ephemeral to a persistent red-black tree for the three di erent kinds of les is therefore of about 76%, 33% and 42%.
The average time per operation in the ephemeral structure is 24 microseconds for the iid les, 30 microseconds for the iisd les, 34 microseconds for the iiud les. The standard error is less than = 1 in all cases. For the persistent structure the average times in the same order are of 41, 47, and 49 microseconds. The incremental cost to pass from an ephemeral to a persistent red-black tree for the three di erent kinds of les is therefore of about 70%, 56% and 44%.
In general, the CPU time appears to increase more rapidly than a linear function of the number of changes, both because of the size of the data structure, the nature of the changes executed and, possibly, because of cache e ects. A detailed analysis of the CPU time as a function of the di erent parameters and sequences is beyond the scope of this paper. The average CPU time per change for the ephemeral and persistent version on the les produced by Maximum Clique problems (averages on 10 runs for each task) are shown in Table 1 . The last column shows the increase in CPU time when passing from an ephemeral to a persistent structure, divided by the ephemeral CPU time. The CPU time is approximately doubled but it remains acceptable for the application to history-sensitive heuristics.
Conclusions
History-sensitive heuristics require that the previous history of a Local{Search{ based process be stored so that it can be accessed in an e cient way. In particular, we consider search problems where the con guration space can be represented by binary strings of length L.
Partially persistent dynamic structures like the persistent red{black tree considered in this paper give an optimal solution to store the entire previous history of a sequence of t iterations with O(t) space requirements. A small number of bytes per iteration, constant with respect to the iteration number and to the binary string dimension, is su cient to store all previous versions of the data structure. The worst-case time complexity per update operation is O(logL).
In addition, hashing can be combined with partially persistent red-black trees so that one can check whether a given con guration has already been encountered during the previous phase of the search, as it is required in Strict Tabu Search and Reactive Tabu Search algorithms. The experiments con rm the applicability of the approach and the actual average number of cells needed per update operations is much less than the theoretical upper bound of 6: in fact it is upper bounded by about 2.5 in the considered tests. The time penalty incurred in passing from an ephemeral to a persistent structure, after input-output times are discounted, is from about 30% to about 100%.
Of course, the use of persistent data structure in history{sensitive heuristic schemes based on Local Search is not limited to Reactive Search schemes, but it can be extended to all cases where the information about the previously visited con gurations is used to direct the future steps of the search.
To the best of our knowledge this is the rst paper to consider the use of persistent structures in the framework of history-sensitive heuristics. The work has shown the applicability of the approach but many issues remain open for future research. In particular, a theme of interest is to see whether tighter bounds on the number of cells created during the history of a persistent structure can be derived by considering the detailed realization. A second theme is to see whether more e cient realizations of persistent dictionaries (not limited to the red-black tree) can be derived. Di erent realizations will also permit to compare the adopted \red-black tree plus hashing" implementations with di erent data structures.
The complete algorithms developed to make red-black trees persistent are rather complex and not amenable to a brief description. Because of this, the C++ implementation of the persistent red-black trees is available from the author for research purposes.
