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ABSTRACT
We argue that the Born-Infeld solution on the D9−brane is unstable under inclusion of
derivative corrections to Born-Infeld theory coming from string theory. More specifically, we
find no electrostatic solutions to the first order corrected Born-Infeld theory on the D9−brane
which give a finite value for the Lagrangian.
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The Born-Infeld (BI) nonlinear description of electrodynamics is of current interest due
to its role as an effective action for Dp-branes.[1],[2] One of its main features is the existence
of a maximum allowed value |E|max for electrostatic fields.
∗ In the 30′s, Born and Infeld
promoted this theory because it has a spherically symmetric solution with finite classical self-
energy.[3] It agrees with the Coulumb solution at large distances, but has a finite limit for the
radial component of the electric field at the origin. This limit is just |E|max. As a result, the
vector field is singular at the origin. Equivalently, the solution is thus defined on a Euclidean
manifold with one point (corresponding to the ‘source’) removed, despite the fact that the
energy density is well behaved at the point. The theory contains one dimensionful parameter
(namely, |E|max), which was determined by Born and Infeld after fixing the classical self-energy
with the electron mass. For the Dp-brane the dimensionful parameter is the string tension, and
so any BI-type solution (or BIon[4]) appearing there should correspond to a charged object with
characteristic mass at the string tension. The fact that energetics admits vector fields that are
not everywhere defined indicates that BI theory cannot be a complete description.[5] Moreover,
in string theory, the BI effective action is only valid for slowly varying fields, i.e. it is the lowest
order term in the derivative expansion for the full effective Dp-brane action. Since derivatives
of the fields are not ‘small’ in the interior of the BI solution, the validity of such a solution in
string theory can be questioned. It is therefore of interest to know whether or not analogues of
the BI solutions survive for the full effective Dp-brane action. A derivative expansion has been
recently carried out to obtain lowest order string corrections to the BI action for the space-
filling D9-brane.[6],[7] With the restriction to electrostatic configurations, we find that the BI
solution on the D9-brane is unstable with the inclusion of such corrections, indicating that
such singular field configurations may not follow from the full effective action. The reason is
basically due to the result that derivative corrections make it difficult for the electrostatic field
to attain its maximum value |E|max. Here we only allow for field configurations that lead to a
finite value for the Lagrangian.† This is a reasonable requirement from the point of view of the
path integral, where one expects to recover the classical solutions in the WKB approximation.
Moreover, we find no nontrivial electrostatic solutions on the D9-brane D9-brane associated
with a finite Lagrangian.
The situation here is in contrast to skyrmion physics, where there are no nontrivial solutions
to the zeroth order effective action for QCD. Higher order derivative corrections, like the
Skyrme term, are necessary to stabilize the skyrmion. On the other hand, BIons appear at
lowest order, but become unstable upon including the next order electrostatic corrections.
There remains the possibility, however, of stabilizing the BIon with the inclusion of other
degrees of freedom. For example, if we allow for magnetic effects one might find that the higher
order corrections give a magnetic dipole moment to the BIon. Another possibility which is of
current interest, concerns BI-type solutions that appear after dimensional reduction. In this
∗Here we don’t consider the excitation of transverse modes of the brane.
†We are unable to make a similar requirement for the energy, due to the fact that the corrections to the action
contain terms with multiple time derivatives, making it problematic to find the corresponding Hamiltonian.
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case, the BI action is replaced by the Dirac-Born-Infeld action (DBI), containing degrees of
freedom associated with the transverse modes of the brane. Classical solutions to the DBI
action were found in [4],[8], [9], and they represent fundamental strings attached to branes.‡
It is of interest to examine how such solutions are affected by derivative corrections[6]. (One
set of solutions (the BPS solutions) were found to be unaffected to all orders[10].) We hope to
address these issues in future works.
We begin with a review of the Born-Infeld electrostatics. The BI action is expressed in
terms of the determinant of the matrix with elements
hµν = ηµν + (2πα
′)Fµν , (1)
where Fµν = ∂µAν − ∂νAµ is the field strength and one assumes the flat metric ηµν . On the
D9−brane it is given by
S
(0)
BI =
1
(4π2α′)5gs
∫
dd+1x L
(0)
BI , L
(0)
BI = 1−
√
− det[hµν ] , (2)
where d is 9. In the absence of magnetic fields L
(0)
BI simplifies to
L
(0)
BI = 1−
√
1− ~f2 , (3)
where ~f = 2πα′ ~E, and ~E is the electric field strength. It is only defined for | ~E| below
|E|max = (2πα
′)−1. Field strengths above this critical value are said to be associated with
string instabilities. For nine dimensional spherically symmetric electrostatic configurations,
we define the angular variable θ, taking values between ±π/2. It is a function of the radial
coordinate, with ~f = rˆ sin θ(r). Then the Lagrangian can be written
L
(0)
BI =
∫
ddx L
(0)
BI = Ω
d−1
∫
drrd−1
(
1− cos θ(r)
)
, (4)
where Ωd−1 is the volume of a unit d−1-sphere. The relevant degree of freedom is the potential
A0(r), where sin θ(r) = A
′
0(r), the prime denoting a derivative in r. The action is extremized
with respect to A0 by
θ(r) = tan−1
Q
rd−1
. (5)
The integration constant Q is the charge. (5) approaches the Coulomb solution when r →∞.
When r → 0, θ → π2 sign(Q), and so unlike in Maxwell theory, the Lagrangian density has a
finite value at the location of the source.
Concerning the energy, one can apply the canonical formalism starting from the action (2).
The Hamiltonian density is
H
(0)
BI = Π
i∂0Ai − L
(0)
BI
‡As no such interpretation is possible for the BIon on the D9-brane, it is convenient that we find it to be
unstable.
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= ΠiF0i +
√
− det[hµν ]− 1 + Π
i∂iA0 , (6)
where i = 1, 2, ..., d,
Πi = −πα′
√
− det[hµν ] (h
i0 − h0i) , (7)
are the momenta conjugate to Ai and h
µνhνρ = δ
µ
ρ . As usual, the momentum conjugate to A0
is constrained to be zero. In the absence of magnetic fields, (7) reduces to
~π =
~Π
2πα′
=
~f√
1− ~f2
, (8)
and so substituting into (6) gives
H
(0)
BI =
√
1 + ~π2 − 1 − (2πα′)∂iπ
iA0
=
1√
1− ~f2
− 1 − (2πα′)∂iπ
iA0 , (9)
where we integrated by parts. The coefficient of A0 gives the Gauss law constraint. The
remaining terms can be used to identify the self-energy of the BI solution
E
(0)
BI =
Ωd−1
(4π2α′)5gs
∫
drrd−1
(
sec θ(r)− 1
)
, (10)
which is finite, despite the fact that the vector field ~f is ill-defined at the origin.
In addition to the nine dimensional spherically symmetric solution, there are also ‘axially
symmetric’ BI solutions. They correspond to (5) with d < 9. Then instead of a point singularity
on the D9−brane, there would be (9− d) -dimensional Euclidean surface where ~f is singular.
In that case, (10) is the energy per unit volume along the surface, and r is the distance from
the singular surface.
A derivative expansion has been carried out in [6],[7] to obtain corrections to the BI action
for the D9-brane. At first order, one obtains terms involving first and second derivatives of
Fµν . They are contained in the rank-4 tensor
Sβγνρ = 2πα
′∂β∂γFνρ + (2πα
′)2hαδ(∂βFνα∂γFρδ − ∂βFρα∂γFνδ) , (11)
which is antisymmetric in the last two indices. Up to first order the action is
S
(0)
BI + S
(1)
BI =
1
(4π2α′)5gs
∫
d10x
{
1−
√
− det[hµν ]
(
1 +
κ
4
∆
) }
,
∆ = hµνhρσhαβhγδ(SνραβSσµγδ − 2SβγνρSδασµ) , (12)
where κ = (2πα
′)2
48 . The derivatives ∂µ appearing in (11) must be covariant derivatives with
respect to diffeomorphism in the ten dimensions space-time for the action to be invariant
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under such diffeos.§ We avoid this complication and work in Cartesian coordinates xi. For
electrostatic fields ~E(~x) = ~f(~x)/(2πα′),
Sijk0 = −Sij0k = ∂i∂jfk +
fℓ
1− ~f2
(∂ifk∂jfℓ + ∂ifℓ∂jfk)
Sijkℓ = −
1
1− ~f2
(∂ifk∂jfℓ − ∂ifℓ∂jfk) (13)
Then exploiting the symmetry of the indices we can write
−
1
4
∆ =
1
2
SijkℓS
ijkℓ +
1
1− ~f2
Sijk0S
ijk
0 , (14)
where the spatial indices are raised using hij = δij + fifj/(1− ~f
2).
Next we again assume spherical symmetry ~f = rˆ sin θ(r), −π/2 ≤ θ ≤ π/2. After substi-
tuting into (13)
SijkℓS
ijkℓ =
2(d− 1)
r4
tan θ
cos3 θ
[2(rH)2 + (d− 2) sin2 θ]
Sijk0S
ijk
0 =
1
cos4 θ
[
H ′2 +
d− 1
r4
(
2 (rH − sin θ)2 + (rH cos2 θ − sin θ)2
)]
,
where H = θ′/ cos θ and again d = 9. Then the first order (in κ) corrected Lagrangian is given
by
L
(0)
BI + L
(1)
BI =
∫
dd−1x (L
(0)
BI + L
(0)
BI)
= Ωd−1
∫
drrd−1
{
1− cos θ +
κ
cos3 θ
(
H ′2 +
d− 1
r4
Σ
) }
, (15)
where
Σ = 3(rH − sin θ)2 + (rH sin2 θ)2 + 2rH sin3 θ + (d− 2) sin4 θ (16)
The correction to the BI Lagrangian is positive (assuming −π/2 ≤ θ ≤ π/2), and so the
appearance of the cos3 θ in the denominator makes it challenging to find solutions having a
limiting value of ±π/2 for θ and a finite value for L
(0)
BI + L
(1)
BI . The action is extremized with
respect to the potential A0(r), where again sin θ(r) = A
′
0(r), for
1
κ
(Q− rd−1 tan θ) cos2 θ = 2
(
rd−1H ′
cos3 θ
)′′
+ 3
rd−1 sin θ H ′2
cos3 θ
−
d− 1
4 cos3 θ
{
[27 − 4 cos 2θ + cos 4θ](rd−3H)′
+
1
2
rd−5 sin θ
[
126− 53d + 85r2H2 + 4cos 2θ(5 + d− 3r2H2) + cos 4θ(d− 2− r2H2)
]}
(17)
We note that by rescaling r and Q we can set κ equal to unity. Also (17) is invariant under
Q → −Q and θ(r) → −θ(r), and this gives a prescription for mapping any possible charged
§This fact was overlooked in previous versions of the paper.
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solution to the anti-solution. The left hand side of (17) vanishes for the original BI solution
(5), while the right hand side represents derivative corrections. Substituting (5) into the left
hand side gives a vanishingly small correction as r →∞, but it is singular for r → 0. The BI
solution therefore cannot be trusted near the origin.
Due to the presence of high order time derivatives in the correction terms in the action
(12), the computation of the Hamiltonian for the system, and consequently the correction to
the electrostatic energy (10), is problematic. For this reason we only require solutions to (17)
to be associated with a finite value for the Lagrangian (15) instead of the energy. Since the BI
(actually, Coulumb) solution is valid at large r,
θ(r)→
Q
rd−1
, as r →∞ , (18)
we can use this as an initial condition at some large value of r and numerically integrate to
small r. We find that for d = 9 and Q > 0, θ(r) tends to the limit of π/2 as r → 0, as with the
BI solution. However, the corresponding radial Lagrangian density diverges as r → 0 (faster
than 1/r). We plot the results below for Q = 1 (and κ = 1):
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In Fig.2 we plot the radial Lagrangian density times r. It blows up at the origin, and so
it appears that this solution does not lead to a finite value of the Lagrangian. On the other
hand, the numerical integration procedure breaks down near the origin. A more careful analysis
requires that we look for a solution near the origin, consistent with the requirement of a finite
Lagrangian, and try to match it with the above solution for some range of r. The requirement
of a finite Lagrangian means that the limit of θ(r) → π/2 as r → 0 has to be approached
slow enough so that the integral over the correction term in (15) is finite. Upon writing
θ(r) = π/2− ǫ(r), and keeping only the lowest order terms in ǫ, (17) reduces to
(ǫQ− rd−1) ǫ4 = 2ǫ3
(
rd−1H ′
ǫ3
)′′
+3rd−1H ′2 − (d− 1)
{
8(rd−3H)′+ rd−5[13− 7d+12r2H2]
}
,
(19)
where H ′ → −(log ǫ)′′ and we again set κ equal to one. Taking d = 9 and Q > 0, one has the
following solution near the origin
ǫ(r)→
(
76432 r4
125 Q
)1
5
, as r→ 0 (20)
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It is easy to check that it gives a finite contribution to the Lagrangian as r → 0. (For this
one only needs that ǫ(r) goes to zero slower than r5/3.) On the other hand, after numerically
integrating this solution starting from some initial value r0 to increasing values of r we find
that for any value of Q, ǫ goes quickly to π/2 or −π/2, and so the Lagrangian density is poorly
behaved for large values of r. Below we plot the results for Q = 1:
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From fig. 3, θ′ > 0 to the right of the minimum, and so no match with fig. 1 is possible
there. To the left of the minimum, θ′ tends to −∞ as r → 0 according to (20), while from
fig. 1 it appears to vanish in the limit. To make matters worse, the graphs we obtain for θ
near the origin are highly sensitive to the initial value r0 of the integration, and this persists
for all values of Q. We have checked that this is not due to the neglect of higher order terms
in (20). So not only is there no agreement between the two numerical integration procedures,
the validity of the solution near the origin is questionable. We are thus unable to find any
spherically symmetric charged solutions to (17) consistent with the requirement of a finite
Lagrangian.
We also find no axially symmetric charged solutions with finite Lagrangian density every-
where. Again, they correspond to d < 9, and at zeroth order were characterized by a (9 − d)
-dimensional Euclidean surface where ~f is singular. Using (18) we can once again numerically
integrate to small values of r. The conclusions are the same as for d = 9. For Q > 0, θ(r)
tends to the limit of π/2 as r → 0, and the corresponding radial Lagrangian density diverges
as r → 0 (faster than 1/r). For Q > 0 and d ≥ 6, the solution to (19) near the origin has the
form
ǫ(r)→
(
Crd−5
125 Q
) 1
5
, as r → 0 , (21)
where C = 20008, 33324, 51836 for d = 6, 7, 8, respectively. As with the case d = 9, it is
consistent with the requirement of a finite Lagrangian for small r, but the Lagrangian density
diverges after numerically integrating to increasing large r, and the problem of the sensitivity
to the initial value r0 persists. So again we find no agreement between the two numerical
integration procedures. For d < 6, we find no solutions to (19) near the origin satisfying the
requirement of a finite Lagrangian.
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Above we found negative results for all configurations associated with some nonzero value
for the charge. Although there are no Q = 0 soliton solutions of the zeroth order Born-Infeld
system, this need not be a priori true at higher orders. In this case, θ(r) for any spherically
symmetric solution would not fall off as a power as r →∞, but rather
θ(r)→
{
A cosαr +B sinαr
}
e−αr
r(d−1)/4
, as r →∞ , (22)
where α = 8−1/4, A and B are integration constants and we again set κ = 1. Here we look
for nonsingular soliton solutions, and so θ(r) should go to zero as r → 0. Such configurations
then give a well defined vector field at the origin. Two types of behavior are allowed near the
origin:
θ(r)→ Cr or θ(r)→ Dr3 , as r → 0 , (23)
where C and D are integration constants. Next one can numerically integrate (17) starting
from both (22) and (23), and attempt to match θ(r) and its derivatives for some range of r.
We found no values for the constants A, B and C or D where this is possible.
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