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RESUMO
Para investigar se as variáveis de estado de um sistema dinâmico são limitadas em um horizonte
de tempo ﬁnito, é utilizado a noção de estabilidade em tempo ﬁnito. Uma versão robusta dessa
noção, que é a limitação em tempo ﬁnito, também é investigada.
A análise de estabilidade e limitação em tempo ﬁnito de sistemas lineares podem ser feitas
com as condições propostas nessa dissertação. Com estas condições de análise também podem ser
resolvidos alguns problemas de controle e ﬁltragem de sistemas lineares de parâmetros variáveis,
no contexto de estabilidade e limitação em tempo ﬁnito.
ABSTRACT
To investigate whether the state variables of a dynamical system are bounded in a ﬁnite time
horizon, it is used the notion of ﬁnite time stability. A robust version of this notion, which is the
ﬁnite time boundedness, is also investigated.
The analysis of the ﬁnite time stability and the ﬁnite time boundedness of a linear system
can be made using the proposed conditions in this dissertation. With these analysis conditions,
some control and ﬁltering problems for linear parameter varying systems can also be solved in the
context of ﬁnite time stability and ﬁnite time boundedness.
SUMÁRIO
1 Introdução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Estabilidade de Lyapunov de sistemas dinâmicos............................ 2
1.2 Conceitos de estabilidade em tempo finito .................................. 5
1.2.1 Estabilidade em tempo finito (Finite Time Stability - FTS) ................. 5
1.2.2 Limitação em tempo finito (Finite Time Boundedness - FTB) ............... 9
1.2.3 Alguns conceitos relacionados à estabilidade em tempo finito....... 10
1.3 Objetivos e contribuições desta dissertação................................. 11
1.4 Organização da dissertação........................................................ 11
2 Preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1 Sistemas lineares de parâmetros variáveis (LPV) ......................... 13
2.2 Desigualdades matriciais (MI) ................................................... 16
2.2.1 Desigualdades matriciais lineares (LMI) ..................................... 17
2.2.2 LMIs dependentes de parâmetros (PD-LMI) ................................. 20
2.2.3 Desigualdades matriciais bilineares (BMI) e desigualdades matri-
ciais diferenciais (DMI) ............................................................ 24
3 Análise de estabilidade e limitação em tempo finito. . . . . . . . . . . . . . . . . 26
3.1 Condições de análise de FTB e FTS baseadas em DMIs .................. 26
3.2 Condições de análise de FTB e FTS baseadas em LMIs ................... 33
3.3 Comparação entre as condições de análise baseadas em LMI e ba-
seadas em DMI .......................................................................... 40
3.4 Experimento numérico ............................................................... 41
4 Controle em tempo-finito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1 Descrição do problema .............................................................. 42
4.2 Controlador por realimentação de estados ................................ 43
4.3 Experimentos numéricos ............................................................ 46
4.3.1 Exemplo 1 ................................................................................ 46
4.3.2 Exemplo 2 ................................................................................ 47
5 Filtragem em tempo-finito . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.1 Descrição do problema ............................................................. 51
5.2 Síntese do filtro....................................................................... 54
5.3 Síntese alternativa do filtro com R diagonal ............................. 62
ii
5.4 Experimentos numéricos ............................................................ 64
5.4.1 Exemplo 1 ................................................................................ 64
5.4.2 Exemplo 2 ................................................................................ 66
6 Conclusão . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.1 Trabalhos futuros.................................................................... 71
REFERÊNCIAS BIBLIOGRÁFICAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Anexos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
A Resultados de álgebra linear e análise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.1 Lema de Gronwall-Bellman........................................................ 83
A.2 Resultados sobre autovalores ................................................... 84
A.3 Resultados sobre a ordem de Loewner ....................................... 87
A.4 Resultados sobre a técnica de partição de matrizes introduzida
em [1] ...................................................................................... 89
A.5 Resultados sobre funções com valores em matrizes ...................... 93
A.6 Resultados sobre o lema de Finsler ........................................... 95
B Equivalência entre os Teoremas desta dissertação e o artigo [2] . . . 104
B.1 Equivalência entre a condição de análise ................................... 104
B.2 Lemas para fazer a troca de variável K = Y − Z .......................... 104
C Artigos publicados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
LISTA DE FIGURAS
1.1 Ponte rolante para transportar cargas via guindaste. Figura de [3]. ...................... 1
1.2 Ponto de equilíbrio estável no sentido de Lyapunov. .......................................... 4
1.3 Ponto de equilíbrio atrativo. ......................................................................... 4
1.4 Exemplo de sistema possuindo um ponto de equilíbrio instável e atrativo. Figura
de [4, p.58] ................................................................................................ 5
1.5 Trajetória não limitada em uma vizinhança pequena do ponto de equilíbrio............. 6
1.6 Sistema estável em tempo ﬁnito. ................................................................... 7
1.7 Independência entre estabilidade de Lyapunov e de tempo ﬁnito. .......................... 8
2.1 Representação politópica. Figura de [5]. ......................................................... 15
2.2 Sistema massa-mola com amortecimento. ........................................................ 15
3.1 Regiões e formas possíveis da função V (t) de acordo com β pela condição (3.42)...... 37
4.1 Norma quadrática ponderada por R dos estados do sistema em malha aberta. ........ 49
4.2 Norma quadrática ponderada por R dos estados do sistema em malha fechada......... 49
5.1 Arquitetura do ﬁltro próprio de ordem completa. .............................................. 52
5.2 Elipsoide limitando o estado da planta e o erro de observação no caso de um sistema
escalar. .................................................................................................... 62
5.3 Simulação no domínio do tempo considerando α = −2,−1.5,−1. ......................... 65
5.4 Norma quadrática ponderada dos estados do sistema aumentado. ........................ 66
5.5 Referência acoplado a espaçonave do Exemplo 2. .............................................. 67
5.6 Simulação comparando a norma do erro com o limite imposto por Ω. ................... 69
5.7 Soma da norma quadrática ponderada dos estados da planta e do erro de observação. 69
iv
LISTA DE TABELAS
4.1 Mínima cotas superiores de c2 para valores diferentes do grau g obtidos usando o
Teorema e as abordagens de [6]. .................................................................... 47




N Conjunto dos números naturais, i.e.: N = {0, 1, 2, . . .}
R Conjunto dos números reais
Rm×n Conjunto das matrizes reais de ordem m× n
Sn Conjunto das matrizes simétricas reais de ordem n× n
Sn+ Conjunto das matrizes simétricas reais positivas deﬁnidas de ordem n× n
Pm×n Conjunto das matrizes polinomiais de ordem m× n
Hm×n Conjunto das matrizes polinomiais homogêneas de ordem m× n
∆N Simplex unitário de dimensão N
Ck (X,Y ) Conjunto das funções de X para Y possuindo k-ésima derivada contínua
L2 (X,Y ) Conjunto das funções quadrado integráveis de X para Y




W∞d Subconjunto de W ([0, T ] ,Rr) tal que ω ∈ W∞d se e só se ωTω ≤ d
WSd,Π Conjunto de ruídos gerados pelo sistema ω˙ = Sω tal que ωT (0) Πω (0) ≤ d
A  B A−B é positiva deﬁnida
A ≺ B A−B é negativa deﬁnida
A  B A−B é positiva semi-deﬁnida
A  B A−B é negativa semi-deﬁnida
Im (A) Imagem de A ∈ Rm×n
Ker (A) Núcleo de A ∈ Rm×n
posto (A) Posto de A ∈ Rm×n
dim (V ) Dimensão do espaço vetorial V
λmin (A) Autovalor mínimo de A ∈ Sn
λmax (A) Autovalor máximo de A ∈ Sn
diag (A1, . . . , Ar) Matriz bloco diagonal formada pelas matrizes A1, . . . , Ar
? Bloco simétrico em uma desigualdade matricial
vi
Siglas
FTS Estabilidade em tempo ﬁnito
(Finite Time Stability)




LMI Desigualdade matricial linear
(Linear Matrix Inequality)
LMIP Problema de factibilidade de desigualdade matricial linear
(Linear Matrix Inequality Problem)
PD-LMI Desigualdade matricial linear dependente de parâmetros
(Parameter Dependent Linear Matrix Inequality)
BMI Desigualdade matricial bilinear
(Bilinear Matrix Inequality)
DMI Desigualdade matricial diferencial
(Diﬀerential Matrix Inequality)
DLMI Desigualdade matricial linear diferencial
(Diﬀerential Linear Matrix Inequality)
SDP Programação semi-deﬁnida
(Semi-Deﬁnite Programming)
EVP Problema de autovalor
(Eigenvalue Problem)
SOS Soma de quadrados
(Sum of Squares)




Muitos sistemas não precisam operar durante todo instante de tempo, mas apenas durante um
tempo pré-estabelecido. Essa situação se encontra, por exemplo, no problema de transporte de
uma carga por uma ponte rolante.
A ponte rolante é uma máquina transportadora para içar e locomover cargas a partir de um
guindaste instalado sobre um carro que se desloca longitudinalmente através de uma viga, conforme
ilustrado na Figura 1.1. O transporte de carga por meio da ponte rolante é um exemplo de sistema
cujo funcionamento ocorre em intervalos de tempo ﬁxos correspondendo o tempo de duração do
transporte da carga; realizado o transporte, pode-se desligar o sistema.
Figura 1.1: Ponte rolante para transportar cargas via guindaste. Figura de [3].
Mais ainda, por razões de segurança, um controlador para realizar o transporte pela ponte
rolante precisa assegurar que o cabo do guindaste não se mova muito. Para isso, é desejado que o
ângulo θ entre a carga e o carro, conforme mostrado na Figura 1.1, permaneça limitado em uma
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região de segurança pré-estabelecida durante o intervalo de tempo que o carro leva para chegar no
ﬁm de curso da viga.
Pode-se projetar então um controlador para fazer o ângulo θ tender assintoticamente para 0◦,
mas apenas a convergência para 0◦ não basta para garantir que o ângulo ﬁque limitado na região
de segurança pré-estabelecida: pode-se ultrapassar esta região enquanto o ângulo converge para
0◦. Mais ainda, esta convergência pode ocorrer em um tempo inﬁnito, enquanto que o transporte
da carga ocorre durante um intervalo de tempo apenas ﬁnito.
Utilizando o conceito de estabilidade de Lyapunov para projetar este controlador juntamente
com técnicas de alocação de polos é possível impor restrições no ângulo θ e na taxa de velocidade
de convergência deste para 0◦ resolvendo efetivamente o problema; nessa situação e em outras
parecidas, porém, as noções de estabilidade e de limitação em tempo ﬁnito, que serão discutidas e
trabalhadas nessa dissertação, são mais naturais, pois a preocupação é justamente assegurar que
as variáveis de estado do sistema ﬁquem limitadas de uma maneira robusta dentro de uma região
pré-escrita em um intervalo de tempo ﬁnito e pré-determinado.
Antes de entrar em detalhes nas noções de estabilidade e limitação em tempo ﬁnito, será dada
uma breve revisada na estabilidade de Lyapunov na Seção 1.1 para comparar com tais noções.
Estas, por sua vez, serão apresentadas com mais detalhes na Seção 1.2. Para situar melhor o leitor
em relação à literatura atual, será dado na Seção 1.2.3 alguns conceitos semelhantes ou relacionados
aos conceito de estabilidade e de limitação em tempo ﬁnito. Os objetivos e as contribuições desta
dissertação serão apresentados na Seção 1.3. Por ﬁm, a organização desta dissertação é detalhada
na Seção 1.4.
1.1 Estabilidade de Lyapunov de sistemas dinâmicos
Em diversos problemas de engenharia de controle de sistemas dinâmicos, a ﬁm de proteger o
sistema de danos e até mesmo para preservar a segurança à vida humana, é desejado fazer com que
este sistema se torne estável, isto é, fazer com que os estados deste não cresçam sem limites. Talvez
a teoria matemática de estabilidade mais conhecida seja a proposta por Lyapunov em 1892 [7, 8],
a qual só veio a passar a ser aplicável depois de anos, inauguralmente em sistemas aeroespaciais de
navegação [9] e daí em diante em diversas tecnologias de controle atuais, como sistemas mecânicos,
elétricos, robóticos e aeroespaciais [10, 11].
Desde então, outros conceitos alternativos de estabilidade foram propostos na literatura, como
por exemplo: D-estabilidade [1], estabilidade forte [12], semi-estabilidade [13], estabilidade
input-to-state [14] e estabilidade em tempo ﬁnito. Esta refere-se a duas noções distintas:
uma trabalha com sistemas não lineares que atingem o ponto de equilíbrio em um intervalo de
tempo ﬁnito [15, 16, 17], enquanto a outra trabalha com sistemas que apresentam restrições nas
variáveis do espaço de estado durante um intervalo de tempo pré-estabelecido. Neste trabalho será
explorado a última e em particular, para os sistemas lineares de tempo contínuo1. Este tipo de
estabilidade apareceu na literatura russa na década de 50 com os artigos seminais [23, 24, 25], e
1Para resultados no caso de tempo discreto linear ver, entre outros, [18, 19, 20]. Artigos recentes no contexto de
sistemas não-lineares são [21, 22], por exemplo.
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continua sendo investigada desde então, como por exemplo [26] lançado recentemente. Nota-se que
o conceito de estabilidade em tempo ﬁnito também é chamado de short-time stability na literatura,
como por exemplo em [27] e [28, p.50].
Para comparar a estabilidade em tempo ﬁnito com a estabilidade de Lyapunov será dado antes
uma breve revisão nesta. Considerando o seguinte sistema dinâmico representado pela seguinte
equação diferencial autônoma2
x˙ = f (x) , x (t0) = x0, (1.1)
será suposto que f seja suﬁcientemente bem comportado de modo que exista uma solução única
para (1.1), isto é, uma função diferenciável em uma vizinhança de t0 satisfazendo (1.1). Por
exemplo, uma condição suﬁciente3 para que isso ocorra é que f seja Lipschitz. Pelo teorema de
Picard-Lindelöﬀ [31, p.88], esta hipótese garante a existência de uma solução local que pode ser
prolongada a um intervalo máximo de existência no qual esta solução é unicamente determinada.
Tal intervalo por sua vez será denotado como
I (x0) = [0,Ω (x0)] ,
onde Ω (x0) denota o intervalo máximo de existência tal que x (t0) = x0.
A imagem de uma solução de (1.1) será denominada de trajetória ou órbita, e se existe t′ tal
que x (t′) esteja na trajetória, será dito que a trajetória passa pelo ponto x (t′). Em particular,
toda trajetória passa por um ponto inicial x0 e será dito que a trajetória começa de x0.
Os pontos de equilíbrio de (1.1) são as soluções constantes
x (t) = xe ∈ Rn, ∀t ∈ [t0,+∞) ,
ou seja, são as soluções que podem ser obtidas fazendo x˙ ≡ 0 e x0 = xe em (1.1).
Um ponto de equilíbrio é estável no sentido de Lyapunov se uma solução que começa suﬁci-
entemente perto de um dos pontos de equilíbrios, permanece perto do mesmo ponto de equilíbrio
a longo prazo. Formalmente, isto signiﬁca que o ponto de equilíbrio xe é estável se para toda
vizinhança U de xe, tem-se que existe uma vizinhança V ⊆ U de xe tal que toda solução x (t)
com x (t0) ∈ V permanece em U para todo t ≥ t0, conforme ilustra a Figura 1.2. Um ponto de
equilíbrio instável no sentido de Lyapunov é justamente um ponto de equilíbrio que não é estável
no sentido de Lyapunov.
2Será apresentado o caso autônomo para simpliﬁcar a exposição. Para o caso variante no tempo, ver o Capítulo
3 de [29].
3É interessante notar que existem condições suﬁcientes e necessárias para a existência e unicidade de (1.1), porém




Figura 1.2: Ponto de equilíbrio estável no sentido de Lyapunov.
Por outro lado, um ponto de equilíbrio xe é atrativo se existe uma vizinhança V de xe tal que
para toda solução x (t) com x (t0) ∈ V tem-se que I (x0) = [0,+∞) e que limt→∞ x (t) = xe. O
maior conjunto satisfazendo esta propriedade é denominada de região de atração de xe. O conceito




Figura 1.3: Ponto de equilíbrio atrativo.
Por ﬁm, um ponto de equilíbrio é assintoticamente estável quando é estável no sentido de Lya-
punov e também atrativo. É importante notar que as propriedades de instabilidade e atratividade
de um ponto de equilíbrio não são mutualmente exclusivas4. O seguinte exemplo dado em [4, p.58]
demonstra o porquê. Conforme ilustra a Figura 1.4, o sistema autônomo





possui os pontos de equilíbrio (0, 0) e (1, 0), sendo o ponto (1, 0) atrativo e com a região de atração
igual a todo o espaço salvo por {(0, 0)}. No entanto, sempre há uma trajetória contida em r = 1 em
uma vizinhança de (1, 0) violando a condição de estabilidade de (1, 0). Portanto, (1, 0) é atrativo
e instável ao mesmo tempo.
Um outro exemplo clássico é o sistema de Vinograd [33], comentado em [34, p.50] e [35, p.142].
Uma análise detalhada deste sistema é dada em [36, pp.191-194]. Também vale a pena mencionar
[32], que dá um exemplo usando um sistema em tempo discreto.
4É interessante notar que para o caso particular de sistemas dinâmicos em R um ponto de equilíbrio realmente
não pode ser atraente e instável ao mesmo tempo (ver [32] para a demonstração no caso discreto).
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Figura 1.4: Exemplo de sistema possuindo um ponto de equilíbrio instável e atrativo. Figura de
[4, p.58]
Em certas situações, o sistema pode ter uma performance aceitável mesmo que os pontos de
equilíbrios do sistema possuam apenas estabilidade no sentido de Lyapunov e não necessariamente
estabilidade assintótica. É o caso quando o estado oscila suﬁcientemente perto do ponto de equilí-
brio, embora sem convergir para o mesmo. Ainda no âmbito de termos práticos, pode ser desejado
ainda que o sistema seja limitado de outra formas, como será visto nas seções a seguir.
1.2 Conceitos de estabilidade em tempo ﬁnito
1.2.1 Estabilidade em tempo ﬁnito (Finite Time Stability - FTS)
É importante notar que a estabilidade de Lyapunov é um conceito local, isto é, para vizinhanças
suﬁcientemente próximas do ponto de equilíbrio, as trajetórias continuam próximas do ponto de
equilíbrio. Em uma situação real, pode ser o caso destas vizinhanças serem muitas pequenas, e
a região dos possíveis pontos iniciais do sistema ser maior que esta vizinhança (por exemplo, o
projetista do sistema só tem garantia que o ponto inicial se encontra nesta determinada região).
Conforme ilustrado na Figura 1.5, mesmo que o ponto de equilíbrio seja estável, pode haver uma
vizinhança do ponto de equilíbrio dentro da região de incerteza tal que exista um ponto cujas
trajetórias a partir deste não são limitadas. Por isso, nestes casos onde o interesse é limitar






Figura 1.5: Trajetória não limitada em uma vizinhança pequena do ponto de equilíbrio.
Por outro lado, em muitos casos de interesse prático a preocupação em que a trajetória seja
contida em limites especíﬁcos é apenas em um intervalo determinado de tempo: enquanto a mai-
oria dos sistemas têm de operar satisfatoriamente sobre um intervalo inﬁnito de tempo, alguns
sistemas apenas requerem operar satisfatoriamente por um intervalo ﬁnito e ﬁxo de tempo, como
por exemplo, sistemas de mísseis, onde-se tem o problema de enviar um foguete da vizinhança do
ponto A para o ponto B, problemas de processo químico, onde se tem de manter a temperatura
ou a pressão ou outro parâmetro químico dentro dos limites especiﬁcados, algumas manobras de
aeronaves e de robótica e redes de comunicação [37, 38]. No contexto da última aplicação vale citar
[39] para controle de redes ATM (Asynchronous Transfer Mode) e [40, 41] para sistemas controla-
dos por rede, que são exemplos onde as técnicas de projeto de estabilidade em tempo ﬁnito foram
aplicadas.
Com base nestas motivações, diz-se que um sistema é estável em tempo ﬁnito (FTS)5 em um
determinado intervalo de tempo, se os estados do sistema permanecer dentro de certos limites
pré-deﬁnidos durante este intervalo de tempo. Portanto, enquanto que na estabilidade usual de
Lyapunov, o interesse é no comportamento do sistema em períodos longos de tempo das soluções e
se estas permanecem ou não limitada e, em caso de permanecer, se esta converge assintoticamente
para algum ponto de equilíbrio, o conceito de estabilidade em tempo ﬁnito o interesse é limitar
o comportamento transitório do sistema. O conceito de estabilidade de tempo ﬁnito é resumido
formalmente na Deﬁnição 1.
Deﬁnição 1. [26] Dados conjuntos S0 e S1 no espaço de estados do sistema (1.1), tal que S0 ⊆ S1
e um T > 0, diz-se que o sistema (1.1) é estável em tempo ﬁnito em relação a esses parâmetros se
é válido que
x0 ∈ S0 =⇒ x (t) ∈ S1 ∀t ∈ [0, T ] . (1.2)
5O acrônimo FTS pode se referir tanto a estabilidade em tempo ﬁnito (Finite Time Stability) como estável em






Figura 1.6: Sistema estável em tempo ﬁnito.
Analisando a Deﬁnição 1, pode-se notar algumas diferenças entre a estabilidade em tempo
ﬁnito em referência à estabilidade de Lyapunov. A primeira, é que o conceito de estabilidade em
tempo ﬁnito é em respeito ao sistema, enquanto que o conceito de estabilidade de Lyapunov é
em respeito a pontos de equilíbrio do sistema: um sistema não-linear pode ser estável em tempo
ﬁnito mesmo não possuindo nenhum ponto de equilíbrio. Um exemplo é dado por x˙ = 1, que
não possui nenhum ponto de equilíbrio, mas é estável em tempo ﬁnito em relação a S0 = {−1, 1},
S1 = {−1, 2} e T = 1, por exemplo.
Note ainda que mesmo tomando S0 como o conjunto que contém apenas um ponto de equilíbrio
do sistema, então para qualquer S1 e para qualquer T > 0 o sistema será estável em tempo ﬁnito em
relação a esses parâmetros, mesmo que o ponto de equilíbrio seja instável no sentido de Lyapunov.
De fato, é sempre possível escolher S1 e T suﬁcientemente grandes tal que um sistema seja estável
em tempo ﬁnito em relação a esses parâmetros e um S0 arbitrário.
Uma outra diferença que vale chamar atenção é que a estabilidade em tempo ﬁnito é um
conceito relativo: um mesmo sistema pode ser simultaneamente estável em tempo ﬁnito para uma
n-upla de parâmetros e instável em tempo ﬁnito para outra n-upla de parâmetros.
Todas essas diferenças entre as deﬁnições de estabilidade em tempo ﬁnito e de Lyapunov levam
a seguinte pergunta: o quão dependentes são os conceitos de estabilidade em tempo ﬁnito e estabi-
lidade no sentido de Lyapunov? A Figura 1.7 ilustra um exemplo de um sistema que não é estável
no sentido de Lyapunov, mas é estável em tempo ﬁnito e também um exemplo de outro sistema







Figura 1.7: Independência entre estabilidade de Lyapunov e de tempo ﬁnito.
A faixa em vermelho da Figura 1.7 representa várias trajetórias de um sistema escalar realizadas
a partir de todos os pontos iniciais em S0. Este sistema é estável no sentido de Lyapunov pois a
tendência é que as soluções do sistema decaiam exponencialmente, mas não é estável em tempo
ﬁnito pois existem trajetórias que escapam do conjunto S1 antes de t = T . De modo similar, a
faixa azul representa trajetórias de um sistema estável em tempo ﬁnito, mas que não é estável no
sentido de Lyapunov.
Dois casos particulares de S0 e S1 que são utilizados usualmente na literatura são quando estes
são domínios elipsoidais ou poliedrais [26]. Neste trabalho, os conjuntos S0 e S1 serão escolhidos
como elipsoides6, ou seja, da forma {
x ∈ Rn∣∣xTRx ≤ c} ,
onde c ∈ R é o tamanho e R ∈ Sn o formato da elipsoide. É dito então que o sistema linear
x˙ (t) = Ax (t) , t ∈ [0, T ] (1.3)
é FTS em relação a (c1, c2, T,R) com c2 > c1 e R  0 se:
xT (0)Rx (0) ≤ c1 =⇒ xT (t)Rx (t) ≤ c2 ∀t ∈ [0, T ]. (1.4)
É interessante notar que se c1 = 0, então x (0) = 0 e pede-se para garantir apenas que a
trajetória a partir de 0 seja limitada de acordo com S2. Para c1 > 0, garante-se robustez em
relação a uma incerteza do estado inicial do sistema.
6Para o leitor interessado no caso de conjuntos poliedrais, recomenda-se os artigos [42, 43] e as referências
presentes nestes.
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1.2.2 Limitação em tempo ﬁnito (Finite Time Boundedness - FTB)
Na presença de entradas exógenas o conceito de estabilidade em tempo ﬁnito é estendido para
garantir uma certa robustez na propriedade do sistema ser FTS, motivando a Deﬁnição 2 a seguir.
Deﬁnição 2. [44] Considerando o sistema linear
x˙ (t) = Ax (t) +Bω (t) , (1.5)
onde ω (t) ∈ Rr é uma perturbação pertencente a um conjunto W, diz-se que (1.5) é limitado em
tempo ﬁnito (FTB) em relação a (c1, c2,W, T,R) se (1.4) é válido para todo ω ∈ W.
No caso em que não há perturbações (caso em que W = ∅) ou que o sistema não apresenta
entradas (B = 0), a deﬁnição de FTB recai na de FTS. Por isso, e também para deixar mais claro
a exposição deste trabalho, será utilizado o termo estabilidade em tempo ﬁnito também para se
referir a limitação em tempo ﬁnito quando não houver possibilidade de confusão.
Alguns conjuntos de perturbações W utilizados com frequência na literatura são subconjuntos
do conjunto L2 ([0, T ] ,Rr) de funções quadrado integráveis de [0, T ] para Rr, a saber
• [45, 6, 46] o subconjunto de ruídos
W2d :=
{
ω (·) ∈ L2 ([0, T ] ,Rr)
∣∣∣∣ˆ T
0
ωT (τ)ω (τ) dτ ≤ d
}
,
• [44, 47, 48] o subconjunto de ruídos
W∞d :=
{
ω (·) ∈ L2 ([0, T ] ,Rr)∣∣ωT (t)ω (t) ≤ d ∀t ∈ [0, T ]} .
A semelhança das classes W2d e W∞d faz com que alguns resultados de FTB em relação à essas
duas classes sejam também semelhantes. Já a classe WSd,Π é utilizado no contexto de estabilização
por realimentação de saída baseado em observadores [49].
Uma apreciação conveniente sobre a modelagem da perturbação no contexto de FTB é que
apesar da perturbação ser uma variável desconhecida para o projetista do sistema, esta não é
modelada como uma variável aleatória e nem assume-se uma estrutura estatística para esta, apenas
tendo-se a informação de qual classe esta perturbação pertence.
Uma razão para isto é que as perturbações afetando o sistema são bastante genéricas, não
provindo de leis físicas que dão distribuições de probabilidade bem conhecidas, em contraste, por
exemplo, de perturbações de sistemas de comunicação, que em geral são afetados por ruídos comuns
de circuitos eletrônicos que tem distribuições bem conhecidas [50].
Mais ainda, nestes tipo de sistemas onde se modela a perturbação com variáveis aleatórias, o
projetista do sistema tem que garantir apenas boa performance em média, em contraponto com
sistemas onde as tarefas são críticas e deve-se garantir a boa performance toda vez que uma planta
é utilizada, não apenas em média [50].
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1.2.3 Alguns conceitos relacionados à estabilidade em tempo ﬁnito
Devido a importância de uma concepção de estabilidade para a operação adequada de sistemas
reais, várias noções semelhantes ao conceito de estabilidade em tempo ﬁnito foram propostas
ao longo dos anos, e em alguns casos, essas noções são até equivalentes para certas escolhas de
parâmetros de tempo ﬁnito. A seguir é apresentado uma lista não exaustiva deles:
Conjuntos atingíveis Os conjuntos atingíveis de um sistema dinâmico são deﬁnidos como o con-
junto de estados que um sistema dinâmico atinge dado um conjunto de entradas permissíveis
e começando de estados iniciais pré-deﬁnidos [51, p.54]. Por outro lado, o conceito de FTB
explora se dado uma limitação nas variáveis de estado e no conjunto de estados iniciais per-
mitidos, as trajetórias do sistema permanecem conﬁnadas dentro das limitações prescritas
quando condições iniciais diferente de zero e perturbações externas são consideradas. Uma
diferença importante nas duas abordagens é que na análise de conjuntos atingíveis, a hipótese
do sistema ser assintoticamente estável é utilizada, enquanto isto não é necessário na análise
FTB do sistema [44].
Conjunto invariante Se tomarmos S0 = S1 := S em (1.2), temos que S é um conjunto invariante
até o tempo T . Se este T tender ao inﬁnito, temos o conceito tradicional de conjunto
invariante [31].
Estabilidade prática Se a restrição (1.4) valer para todo t ≥ 0, então tem-se a noção de estabi-
lidade prática deﬁnida em [52, pp.121-126].
Estabilidade de Lagrange Um sistema deﬁnido no Rn é estável no sentido de Lagrange se toda
solução do sistema é limitada [53, 54], isto é, dado qualquer x0 ∈ Rn, existe B := B (x0) > 0,
possivelmente dependente de x0 tal que
x0 ∈ Rn =⇒ ‖x (t) ‖ < B (x0) , ∀t ≥ 0.
Este conceito, apesar de envolver limitação das soluções, difere do de estabilidade em tempo
ﬁnito pois além desta restrição ter que valer para todo t ≥ 0, o conjunto B não é prescrito
pelo projetista, bastando apenas a existência de B para garantir a estabilidade de Lagrange
do sistema.
Estabilidade em tempo ﬁnito no sentido de [16] Apesar de lidar também com um conceito
de estabilidade em um horizonte de tempo ﬁnito, um sistema é estável em tempo ﬁnito
no sentido de [16] se exibe convergência para um ponto de equilíbrio em um tempo ﬁnito.
Enquanto que esta noção de estabilidade implica a estabilidade assintótica no sentido de
Lyapunov, a noção de estabilidade em tempo ﬁnito que será abordado neste trabalho é
independente do conceito de estabilidade de Lyapunov, como será visto no Capítulo 3.
Todas essas variantes acima mostram a importância de se compreender bem uma noção de estabi-
lidade para um sistema. Dentre todos esses conceitos, nesta dissertação será estudado a noção de
estabilidade em tempo ﬁnito na linha de [55, 49, 26].
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1.3 Objetivos e contribuições desta dissertação
Enquanto na literatura pode-se encontrar vários resultados clássicos sobre sistemas dinâmicos
no contexto de estabilidade assintótica, ainda há muito a se explorar no contexto de estabilidade
em tempo ﬁnito. Em especíﬁco vamos considerar os seguintes problemas:
Caracterização por LMI de FTS e FTB Desde da proposta da deﬁnição de FTS e FTB,
existem várias condições analíticas para veriﬁcar se um sistema é FTB ou apenas FTS
[27, 56, 37, 38]. Neste trabalho em particular será seguido uma abordagem por desigualdades
lineares matriciais (LMI), pois esta tem se mostrado uma ferramenta ﬂexível, em especial
para a realização da síntese de controlados e ﬁltros [57, 26].
Controle e ﬁltragem FTB de sistemas LPV Os problemas clássicos de controle e ﬁltragem
de sistemas serão tratados no contexto de estabilidade e limitação em tempo ﬁnito. Em
especial será tratado o controle e ﬁltragem de sistemas lineares de parâmetros variáveis
(LPV), devido à versatilidade desses sistemas: um grande número de situações reais podem
ser modeladas usando esse tipo de sistema.
Como contribuições deste trabalho vale ressaltar:
• Novas condições de análise baseadas em LMI e no lema de Finsler para veriﬁcar se um dado
sistema é FTS ou FTB.
• Uma extensão uniforme do lema de Finsler que generaliza o tradicional. Apesar deste não
ser utilizado diretamente nesta dissertação, espera-se que possa aplicar o mesmo em breve
em outros problemas de sistemas e controle.
• Proposta de uma forma de sintetizar um controlador por realimentação de estados em um
contexto de estabilidade em tempo ﬁnito.
• Proposta de duas abordagens para sintetizar ﬁltros, que dependendo do cenário, podem ser
robustos ou dependente de parâmetros, e que resolvem alguns problemas de estimação no
contexto de estabilidade em tempo ﬁnito.
1.4 Organização da dissertação
Esta dissertação esta organizada da seguinte forma:
• No Capítulo 2 é apresentado uma introdução sucinta sobre alguns conceitos necessários para
a compreensão desta dissertação.
• No Capítulo 3 é feito uma revisão da literatura sobre condições suﬁcientes baseadas em DMI
e LMI para analisar se um dado sistema é FTB. Também são propostas novas condições de
análise baseadas no lema de Finsler.
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• No Capítulo 4 desenvolve-se um controlador polinomial por realimentação de estados que
garante que o sistema em malha fechada seja FTB. Com o aumento do grau do polinômio
associado ao controlador, pode-se obter controladores possivelmente melhores.
• No Capítulo 5 resolve-se alguns problemas de estimação no contexto de estabilidade em tempo
ﬁnito: deseja-se que o sistema acoplado com o ﬁltro seja FTB e que o erro de estimação seja
limitado de uma forma que será deﬁnida de maneira mais precisa neste capítulo. Para resolver
tais problemas, propõe-se duas abordagens para sintetizar um ﬁltro que pode ser robusto em
relação a alguma incerteza paramétrica do sistema, ou pode ser dependente de parâmetros
do sistema.
• No Capítulo 6 esta dissertação é concluída, indicando problemas que ﬁcaram em aberto e
possíveis trabalhos futuros.
• No Anexo A é demonstrado algumas proposições e teoremas relevantes de álgebra linear e
análise.
• No Anexo B é demonstrado a equivalência entre as condições de análise e síntese do ﬁltro
robusto proposto nesta dissertação e o do artigo [2].




Neste capítulo são apresentados alguns conceitos e resultados importantes para o desenvolvi-
mento da dissertação. Na Seção 2.1 será dada uma breve introdução aos sistemas lineares de-
pendente de parâmetros, com uma atenção em especial para os que dependem dos parâmetros
de uma maneira aﬁm. Já na Seção 2.2 as desigualdades matriciais serão examinadas. Será dada
uma ênfase para as chamadas desigualdades matriciais lineares na Seção 2.2.1, visto que estas tem
propriedades que tornam sua resolução numérica facilitada. Será visto também na Seção 2.2.2
como problemas em sistemas lineares dependente de parâmetros, quando postos no contexto de
desigualdades matriciais, se tornam em problemas que não são computacionalmente tratáveis em
geral, e como relaxar esses problemas para torná-los resolúveis computacionalmente e de maneira
eﬁciente. Outras classes de problemas relacionados às desigualdades matriciais que são repeti-
damente encontrados na literatura de controle e ﬁltragem em tempo ﬁnito serão sumarizados na
Seção 2.2.3.
2.1 Sistemas lineares de parâmetros variáveis (LPV)
Na modelagem de sistemas lineares em espaços de estados, os vários elementos das matrizes
da realização do sistema representam quantidades físicas bem deﬁnidas. Variações, perturbações
ou incertezas nos parâmetros físicos levam ao que se chama de incerteza paramétrica no modelo.
Isto signiﬁca que as matrizes envolvidas se tornam dependente de um parâmetro que representam
a incerteza no sistema, podendo ser esta variante ou não no tempo. O projetista do controle ﬁca
incumbido de garantir então, não só uma boa operação no sistema nominal, mas sim em uma
família de sistemas lineares [58].
Outro caso de interesse em que as matrizes do sistema também se tornam dependentes de
parâmetros são nas técnicas de gain-scheduling no contexto de controle de sistemas não lineares.
Neste caso, o vetor de parâmetros não é mais incerto, mas assume-se que este é um parâmetro que
pode ser lido em tempo-real. De acordo com o valor deste, tem-se um sistema linear que aproxima
o ponto de operação atual do sistema não linear, e o parâmetro pode ser utilizado no projeto de
controladores que variam continuamente o ganho dependendo em qual ponto de operação o sistema
se encontra.
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Para esses dois cenários, pode-se modelar o problema utilizando sistemas lineares de parâmetros
variáveis (LPV). Um sistema LPV é uma família de sistemas lineares indexada por um parâmetro
θ (t), possivelmente variante no tempo e que independe do estado [58], ou seja, da forma genérica
x˙ = A (θ (t))x+B (θ (t))u, (2.1)
y = C (θ (t))x+D (θ (t))u,
onde x ∈ Rn é o vetor de estados, u ∈ Rr e y ∈ Rq são respectivamente as entradas e as saídas do
sistema e A, B, C e D são funções, com valores em matrizes de ordem adequadas, deﬁnidas sobre
um espaço de parâmetros - em geral, um subconjunto de RN .
Alguns exemplos de áreas em que sistemas LPV foram aplicados incluem controle de voo
[59, 60, 61], motores turbofan [62, 63, 64, 65], manufatura de circuitos integrados [66], sistemas
automotivos [67, 68, 69] e aplicações médicas [70, 71].
Em particular, um caso muito encontrado na prática e na literatura é quando as matrizes do
sistema dependem de maneira aﬁm do parâmetro, isto é, da forma[
A (θ (t)) B (θ (t))
















A (2.2) aparece, por exemplo, ao se fazer uma aproximação de primeira ordem de um sistema
LPV geral da forma (2.1) [5].
Um sistema LPV com dependência aﬁm pode ser reescrito em uma outra maneira chamada de
politópica [5]: nesta forma as matrizes do sistema pertencem a um politopo matricial[
A (α (t)) B (α (t))











onde Ai, Bi, Ci e Di são matrizes constantes, chamadas de vértices Vi do politopo, e o parâmetro







αi = 1, αi ≥ 0
}
. (2.4)
A representação politópica é uma reparametrização dos parâmetros θ (t) de forma a encaixar
estes dentro de ∆N , conforme ilustra a Figura 2.1. Uma fórmula para converter sistemas LPVs na
























Figura 2.1: Representação politópica. Figura de [5].
Para ilustrar como se descreve a incerteza de um sistema usando um sistema politópico, consi-
dere o sistema massa-mola com amortecimento apresentado na Figura 2.2, onde x é o deslocamento
relativo da massa m, k o coeﬁciente de rigidez da mola, B o coeﬁciente de amortecimento do amor-

























Figura 2.2: Sistema massa-mola com amortecimento.
Supondo que haja uma incerteza nos coeﬁcientes de amortecimento e de rigidez, tal que esses
valores se encontrem nas faixas de valores
kl ≤ k ≤ ku,
Bl ≤ B ≤ Bu,
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com k ∈ [kl, ku] e B ∈ [Bl, Bu] .
Este modelo também pode ser convertido para a seguinte representação politópica












































2.2 Desigualdades matriciais (MI)
Com frequência, problemas encontrados na teoria de controle são resolvidos a partir da deter-
minação da existência de uma matriz positiva deﬁnida (negativa deﬁnida) ou positiva semi-deﬁnida
(negativa semi-deﬁnida)1, isto é, uma matriz cujos autovalores são positivos (negativos) ou não-
negativos (não-positivos).
Por exemplo, pelo teorema de Lyapunov [7] tem-se que provar a estabilidade de um sistema
linear de ordem n com a dinâmica deﬁnida por
x˙ = Ax, x (0) = x0,
é equivalente a provar a existência de uma matriz simétrica P ∈ Sn tal que P  0 e ATP+PA ≺ 0.
Essas duas desigualdades podem ser juntadas na desigualdade [72][
P 0
0 − (ATP + PA)
]
 0 (2.5)
e o problema de estabilidade é resolvido encontrando-se P ∈ Sn tal que (2.5) seja satisfeita. De
uma maneira genérica, pode-se reformular este problema como achar uma matriz X ∈ Rm×n tal
que
F (X)  0, (2.6)
onde F : Rm×n → Sp×p é uma função do conjunto das matrizes reais m × n para o conjunto
das matrizes reais e simétricas p× p. Desigualdades do tipo (2.6) são chamadas de desigualdades
matriciais (MI, do inglês Matrix Inequality). Além do critério de estabilidade de Lyapunov, outros
critérios de análise e de projeto de sistemas podem ser estabelecidos via a abordagem com MIs,
1As notações A  0 (A ≺ 0) e A  0 (A  0) serão utilizadas para denotar que a matriz A é positiva deﬁnida
(negativa deﬁnida) e positiva semi-deﬁnida (negativa semi-deﬁnida) respectivamente.
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como estabilizabilidade, controlabilidade, observabilidade, detectabilidade e análise de performance
H2 e H∞, assim como síntese de controladores e ﬁltros. Estes e outros resultados clássicos podem
ser vistos nos livros [72, 73] por exemplo.
Vale ressaltar que moldar um problema de controle em umaMI permite uma grande ﬂexibilidade
ao projetista do controlador, pois assim como feito em (2.5), múltiplas MIs F1 (x)  0,. . ., Fn (x) 






e assim pode-se combinar restrições expressas em MIs em uma única MI. Isto é particularmente
útil para o projeto de controladores e ﬁltros multi-objetivo, ou seja, que têm várias restrições de es-
peciﬁcações simultaneamente [74]. Um exemplo no contexto de estabilidade de tempo ﬁnito é dado
em [49], onde é feito um controlador estável em tempo-ﬁnito e também obedecendo especiﬁcações
de D-estabilidade.
2.2.1 Desigualdades matriciais lineares (LMI)
Quando F : Rn×n → Rm×m em (2.6) é em particular uma função aﬁm, isto é, tal que F (X)−
F (0) é linear em X, a (2.6) pode ser reescrito como
f (x) = F0 +
p∑
i=1
xiFi  0 (2.7)
onde x ∈ Rp é a variável buscada e Fi ∈ Sm, i = 0, . . . , p são matrizes simétricas dadas. Basta
escolher uma base X1, . . . , Xp para Sn e parametrizar X como X = x1X1 + · · · + xpXp. Usando
que F é aﬁm, tem-se então que






= F (0) +
p∑
k=1
xk [F (Xk)− F (0)]  0
e pode-se tomar
F0 = F (0) , Fi = F (xi)− F (0) , i = 0, . . . , p.


























é a base escolhida para S2.
A forma (2.7) é conhecida na literatura como desigualdade matricial linear (abreviado como
LMI, do inglês Linear Matrix Inequality) e o problema de achar uma variável x que satisfaz (2.7)
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ou determinar que esta não existe é chamado de problema de factibilidade de LMI ou LMIP [72]
- caso a variável x exista, esta é uma solução da LMI e a LMI é factível, caso contrário, a LMI
é infactível. Outros problemas importantes são de otimização de certas funções sobre a região





sujeito a f (x)  0




sujeito a f (x)  0,
λI − g (x)  0
que surgem no contexto de sistemas por exemplo, como problemas de projeto de controlador e ﬁltro
com norma H∞ mínima [72, p.10]. Em [76], demonstra-se a equivalência entre esses problemas.
Uma propriedade importante de (2.7) que permite achar a solução por métodos computacionais
eﬁcientes, é que (2.7) é uma restrição convexa em x, ou seja, o conjunto D = {x | f (x)  0} é
convexo. Para ver isso, sejam x1 e x2 duas soluções de (2.7) e λ ∈ [0, 1]. A combinação convexa
entre x1 e x2 satisfaz
f ((1− λ)x1 + λx2) = (1− λ) f (x1)︸ ︷︷ ︸
0
+λ f (x2)︸ ︷︷ ︸
0
 0,
onde foi utilizada que f é aﬁm. Com isto, a resolução do problema de minimizar uma função
convexa sobre D é facilitada, pois a convexidade de D implica que todo mínimo local de uma
função convexa deﬁnida em D é automaticamente o único mínimo global desta função. De fato,
o problema de minimizar uma função convexa sobre D faz parte da chamada classe de problemas
de otimização convexa, que são bastantes conhecidos na literatura e que há vários algoritmos
eﬁcientes disponíveis que podem ser utilizados para resolução deles [75]. Entre esses, destacam-se
os algoritmos de ponto interior [77]. A proposta principal deste algoritmo é deﬁnir uma função de
barreira para codiﬁcar a região convexa e transformar o problema de otimização com restrições em
um problema de otimização sem restrições.
Para ilustrar, será utilizado o conceito de função de barreira para resolver o problema LMIP.
A ideia básica é que esta função deve ser estritamente convexa no interior de D e tender para o
inﬁnito ao longo de qualquer sequência de pontos no interior de D que convirja para a fronteira






se x ∈ D,
∞ se x /∈ D.
Note que na fronteira de D, F (x) = 0 e portanto φ (x) tende a inﬁnito. Supondo que D seja
limitado e não-vazio, ou seja, que a LMI possua solução factível, demonstra-se também que φ é
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estritamente convexa em D, e portanto possui um único mínimo global. Este ponto, conhecido
na literatura como o centro analítico do conjunto factível D, é a resposta do problema de LMIP e
pode-se obter o mesmo utilizando-se um método usual de otimização como o método de Newton
[77]. O problema de EVP é resolvido de maneira similar; mais detalhes pode ser visto em [72,
pp.16-17].
Cabe ressaltar que há vários pacotes computacionais especializados na resolução de LMIs,
como por exemplo, LMI Control Toolbox [78], SeDuMi [79] e [80] para MATLAB, CSDP [81] para
a linguagem C e SDPA [82] para a linguagem C++. Vale citar também o parser Yalmip [83] para
MATLAB, que facilita a implementação de problemas de LMI e SDP.
É importante também fazer menção de que apesar de um problema não se encontrar diretamente
na forma de uma LMI, mas sim de uma desigualdade matricial (MI) não linear, dependendo
do problema, pode-se usar técnicas para transformar esta MI em uma LMI. Um teorema muito
utilizado neste sentido é que a LMI particionada
F (x) =
[
F11 (x) F12 (x)
F21 (x) F22 (x)
]
≺ 0
é equivalente à F11 (x) ≺ 0S22 (x) := F22 (x)− F21 (x)F−111 (x)F12 (x) ≺ 0
e também à S11 (x) := F11 (x)− F12 (x)F−122 (x)F21 (x) ≺ 0F22 (x) ≺ 0,
onde S11 (x) e S22 (x) são conhecidos respectivamente como complementos de Schur2 de F22 (x) e
F11 (x) em F (x) [72, p.7]. Como F é uma função aﬁm, essa equivalência permite rescrever certos
tipos de desigualdades matriciais quadráticas e racionais como uma LMI. Um exemplo de aplicação
é na desigualdade de Riccati
ATP + PA+ PBR−1BTP +Q ≺ 0,
onde A, B, Q = QT , R = RT são matrizes dadas de dimensão apropriadas e P = P T é a variável
[76]. Apesar deste problema ser quadrático em P , ele pode ser expressado usando complemento
de Schur como a LMI [




Outro resultado que será utilizado também frequentemente ao longo desta dissertação para
manipular MIs e que vale mencionar é a de transformação de congruência (ver Proposição 39
do Anexo A). Vale ressaltar ainda que o problema de saber se uma dada MI é uma LMI é bem
investigado na literatura [84], assim como o de saber se um conjunto convexo tem uma representação
por LMI [85].
2É interessante notar que este teorema se generaliza para o caso de desigualdades não-estritas utilizando o
complemento de Schur generalizado [72, p.28].
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2.2.2 LMIs dependentes de parâmetros (PD-LMI)
A dependência de parâmetro nas matrizes de um sistema LPV leva os critérios de análise e
de projeto formulados em LMI a serem formulados agora em uma LMI dependente de parâmetros
(PD-LMI). Por exemplo, para checar a estabilidade do sistema linear incerto
x˙ = A (α)x, α ∈ S ⊆ RN
é necessário checar a estabilidade do sistema para todo α ∈ S. Prosseguindo de maneira similar a
dedução de (2.5), isto é equivalente a veriﬁcação da existência de uma função P : S → Sn tal que[
P (α) 0
0 −AT (α)P (α)− P (α)A (α)
]
 0, ∀α ∈ S. (2.8)
A desigualdade (2.8) é um primeiro exemplo de uma PD-LMI. De forma genérica, um problema
de PD-LMI pode ser escrito de forma análoga a (2.7) como
f (x, α) = F0 (α) +
p∑
i=1
xiFi (α)  0, ∀α ∈ S. (2.9)
Dependendo das propriedades do conjunto S, o problema (2.9) é intratável computacional-
mente, por exemplo, se S é inﬁnito (como é usual em problemas físicos), é necessário checar
inﬁnitas LMIs. Especiﬁcamente, tal problema pertence a classe computacional NP-difícil [86], a
qual não se tem atualmente algoritmos de resolução em tempo polinomial.
A ﬁm de simpliﬁcar este problema são propostas na literatura vários métodos de relaxação que
em troca de conservadorismo na solução, transformam uma PD-LMI em um problema tradicional
de LMI [87]. Um método ingênuo, por exemplo, é aproximar S por um conjunto ﬁnito de pontos,
transformando (2.9) em um conjunto também ﬁnito de LMIs. No entanto, para os resultados serem
satisfatórios com o uso desta técnica, pede-se um número muito grande de pontos dependendo do
conjunto S gerando uma carga computacional muito intensiva. Além disso, com a exclusão de
certos parâmetros de S arrisca-se a ter uma resposta excessivamente otimista [87].
Outra forma de transformar (2.9) em um conjunto ﬁnito de LMIs tradicionais é utilizando
informações adicionais sobre S e Fi, i = 1, . . . , p: para descrições particulares destes, a complexi-
dade computacional do problema pode ser reduzida de maneira signiﬁcativa, como será visto nas
próximas subseções.
2.2.2.1 Relaxação por polinômios homogêneos
Assumindo que exista uma solução constante P (α) = P para (2.8) com A (α) como em (2.3)
e S = ∆N , então uma condição suﬁciente para que (2.8) seja satisfeita é veriﬁcar a LMI em todos
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os vértices do politopo [88], pois



















ATi P + PAi




AT1 P + PA1 ≺ 0,
...
ATNP + PAN ≺ 0,
(2.12)
onde foi utilizado que como α ∈ ∆N , então αi ≥ 0, i = 1, . . . , N .
Esta é uma condição apenas suﬁciente, e não equivalente a (2.8), pois pode ser o caso de (2.8)
ser satisfeita mesmo com (2.12) não sendo factível. Isto insere conservadorismo nesta condição, ou
seja, apesar de uma solução de (2.12) ser uma solução de (2.8), nem toda solução de (2.8) é uma
solução de (2.12). Uma ideia proposta na literatura para diminuir o conservadorismo é impor uma
estrutura polinomial para P (α), de forma a se ampliar o espaço de soluções das LMIs propostas
para relaxação da PD-LMI original.







1 · · ·xβNN , com Hβ1,...,βn ∈ Rm×n, (2.13)



















As matrizes Hβ1,...,βn ∈ Rm×n são chamadas de coeﬁcientes da matriz polinomial. No caso parti-
cular em que I(g) = I(g)h , a matriz polinomial H ainda é dita ser homogênea. O conjunto de todas
as matrizes polinomiais de ordem m × n será denotado por Pm×n e o subconjunto das matrizes
polinomiais homogêneas por Hm×n.
Para clariﬁcar a notação de (2.13), um exemplo será dado. Supondo que H ∈ Hm×n com N = 3
e g = 2, tem-se então que
I
(2)
h = {(0, 0, 2) , (0, 1, 1) , (0, 2, 0) , (1, 0, 1) , (1, 1, 0) , (2, 0, 0)}
e que H é dada pela soma de 6 termos, a saber:
H (x) = x23H0,0,2 + x2x3H0,1,1 + x
2
2H0,2,0 + x1x3H1,0,1 + x1x2H1,1,0 + x
2
1H2,0,0.
Tais funções polinomiais com valores matriciais têm a seguinte importância: Em [89] é demons-
trado que se (2.9) possui solução e se S é compacto e Fi, i = 1, . . . , p, funções contínuas, então
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sem perdas de generalidade existe uma solução que é uma matriz polinomial para (2.9)3. No caso
particular em que S = ∆N , também existirá, sem perdas de generalidade, uma solução que é uma
matriz polinomial homogênea [90].
Para ilustrar, a técnica de relaxação por polinômios homogêneos será aplicada na LMI (2.8)
considerando que S = ∆N , com N = 2 e g = 2 (para um número genérico de vértices e graus
maiores ver [91]). Neste caso, assume-se que a variável do problema P tem a estrutura

































































= α31P2,0A1 + α
2
1α2 (P1,1A1 + P2,0A2) + α1α
2




AT (α)P (α)+P (α)A (α) = α31
(


















AT2 P0,2 + P0,2A2
)
(2.16)
e desta forma, uma condição suﬁciente para que (2.8) seja satisfeita é que os coeﬁcientes de (2.15)
e de (2.16) satisfaçam
P2,0  0, P1,1  0, P0,2  0,
AT1 P2,0 + P2,0A1 ≺ 0,
AT1 P1,1 +A
T
2 P2,0 + P1,1A1 + P2,0A2 ≺ 0,
AT1 P0,2 +A
T
2 P1,1 + P0,2A1 + P1,1A2 ≺ 0,
AT2 P0,2 + P0,2A2 ≺ 0,
reduzindo um problema PD-LMI de dimensão inﬁnita para várias LMIs usuais, de dimensão ﬁnita.
É importante notar que não é necessário que os coeﬁcientes de uma matriz polinomial homogênea
deﬁnida em ∆N seja negativos (respectivamente positivos) para que esta seja negativa (respec-
tivamente positiva) em todo ∆N , o que motiva a relaxação baseado no teorema de Pólya, na
Seção 2.2.2.2 seguinte. Observa-se que com o aumento do grau da matriz polinomial homogênea,
mais variáveis serão adicionadas nas LMIs resultantes por esta relaxação da PD-LMI.
3É interessante notar que mesmo f (x, α) não tendo a forma apresentada em (2.9), este resultado ainda vale se
f (x, α) for côncava em x [89] , isto é,
∀x, x′ ∈ Rp, ∀α ∈ S, ∀λ ∈ [0, 1] , G (λx+ (1− λ)x′, α)  λG (x, α) + (1− λ)G (x′, α) .
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Outra observação importante é que o cálculo dos coeﬁcientes da matriz polinomial envolve ma-
nipulações algébricas complicadas, como pode ser visto pelo exemplo acima. Para evitar tais mani-
pulações, que consomem muito tempo e podem levar a erros de programação, pode ser utilizado o
analisador especializado ROLMIP4 [92] para construir automaticamente as LMIs correspondentes
aos coeﬁcientes.
2.2.2.2 Relaxação pelo teorema de Pólya
O teorema de Pólya [93, pp.57-59] diz que se f ∈ R [x1, . . . , xN ] é um polinômio homogêneo tal
que é positivo em ∆N , então existe um d suﬁcientemente grande tal que todos os coeﬁcientes de
(x1 + · · ·+ xN )d f (x1, . . . , xN )
são positivos. Este teorema provê um algoritmo semi-decidível5 para a veriﬁcação se f é estri-
tamente positiva para xi, i = 1, . . . N positivos: basta multiplicar f repetidamente por
∑
xi, e
se f for positiva, mais cedo ou mais tarde será obtido um polinômio com todos os coeﬁcientes
positivos. Versões deste teorema chamadas de efetivas permitem calcular uma cota superior para
este d, como por exemplo a dada em [94] para um polinômio f de grau g por
d >














Desta maneira o algoritmo se torna decidível, mas tal cota superior é difícil de calcular na
maioria das vezes.
Este resultado pode ser levado para matrizes polinomiais homogêneas [95, 96]: Com isto tem-se
um procedimento sistemático para construir uma família de condições formuladas em LMI com
precisão aumentando conforme o grau d de relaxação e que tendem assintoticamente para condições
necessárias e suﬁcientes.
Como exemplo, será aplicado a técnica de relaxação de Pólya com d = 1 na matriz polinomial
homogênea deﬁnida em (2.15):
P (α) = (α1 + α2)︸ ︷︷ ︸
=1
P (α) = (α1 + α2)
(

















1α2 (P1,1 + P2,0) + α1α
2
2 (P0,2 + P1,1) + α
3
2P0,2 (2.17)
4Disponível gratuitamente para download em http://www.dt.fee.unicamp.br/~agulhari/rolmip/rolmip.htm.
5Ou seja, um algoritmo que eventualmente para quando a resposta é sim, mas pode rodar para sempre se a
resposta for não.
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De modo análogo a discussão de 2.2.2.1, uma condição suﬁciente para que ocorra P (α)  0 é
que os coeﬁcientes de (2.17) sejam todos positivos, ou seja, que as LMIs
P2,0  0, P1,1 + P2,0  0,
P0,2  0, P0,2 + P1,1  0
sejam veriﬁcadas. Pode ser que apenas com d = 1, estas LMIs resultantes ainda não sejam
equivalentes a P (α)  0, mas pelo teorema de Pólya, existirá um d suﬁcientemente grande tal que
as LMIs resultantes pela relaxação de Pólya sejam equivalentes a PD-LMI original. Mais uma vez,
para evitar as complicações algébricas, pode-se usar o analisador ROLMIP para produzir as LMIs.
É interessante notar que diferentemente da relaxação por polinômios homogêneos introduzida em
2.2.2.1, a relaxação de Pólya não introduz novas variáveis aumentando o grau de relaxação d, mas
introduz novas LMIs.
2.2.3 Desigualdades matriciais bilineares (BMI) e desigualdades matriciais di-
ferenciais (DMI)
Outros problemas relacionados a MI que surgem naturalmente no contexto de controle de
sistemas dinâmicos mas em geral não possuem atualmente algoritmos eﬁcientes para a resolução
dos mesmos como as LMIs, são as desigualdades matriciais bilineares (BMI) e as desigualdades
matriciais diferenciais (DMI).
Uma BMI é uma desigualdade do tipo
F (X,Y ) ≺ 0 (2.18)
onde F : Rm1×n1 ×Rm2×n2 → Sp é uma função aﬁm no primeiro e no segundo argumentos, isto é,
mantendo X constante em (2.18), F deve ser aﬁm em Y e vice-versa [76]. Esta desigualdade surge
por exemplo quando se procura estabilizar o sistema linear
x˙ =Ax+Bu
y =Cx
com um controlador por realimentação de saída [97] dado por u = Ky. Aplicando o teorema de
Lyapunov para o sistema em malha-fechada é possível mostrar que tal controlador existe se existem
matrizes K e P tal que P  0 e
(A+BKC)T P + P (A+BKC) ≺ 0,
sendo esta última desigualdade uma BMI. Apesar de ser encontrado na literatura vários algoritmos
para resolução de BMIs, como por exemplo [98, 99, 100], sabe-se que tal problema pertence a classe
computacional NP-difícil [101].
Já uma DMI é uma desigualdade da forma
F
(
X, X˙, . . .X(k)
)
≺ 0,
onde X(k) é a k−ésima derivada de X e com
F : Ck (R,Rm1×n1)× Ck−1 (R,Rm2×n2)× · · · × C0 (R,Rmk×nk)→ Sp.
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Se F pode ser escrita como uma combinação linear das variáveis X, X˙, . . . , X(k), então a DMI é
em particular uma desigualdade matricial linear diferencial (DLMI). Estes problemas são extrema-
mente difíceis pois o espaço que se encontra as variáveis é um espaço de funções, que é naturalmente
de dimensão inﬁnita. Como uma PD-LMI pode ser vista como uma DLMI que não depende das
derivadas de X, o problema de resolver uma DLMI é tão ou mais difícil que uma PD-LMI, e sendo
portanto, também NP-difícil. As desigualdades DLMI surgem naturalmente quando o problema
envolve uma equação diferencial de Riccati com matrizes [102, p.89], como na solução de controle




Análise de estabilidade e limitação em
tempo ﬁnito
Neste capítulo será visto como veriﬁcar se um sistema linear é FTS ou FTB. Para tal, o
problema será reformulado em condições envolvendo desigualdades matriciais, sendo que a maioria
dessas condições são formuladas em termos de DMI e LMI [57].
Estas condições, em geral, são apenas suﬁcientes, isto é, a garantia dessas condições implicam
que o sistema é FTS ou FTB, mas a recíproca não é necessariamente verdadeira. Embora existam
condições baseadas em DMIs que são necessárias e suﬁcientes, estas envolvem um número inﬁnito
de DMIs e portanto são proibitivas computacionalmente [55, 45, 104, 105, 106]. Por isso, torna-
se imprescindível introduzir conservadorismo nessas condições (isto é, tornando-as em condições
apenas suﬁcientes para o sistema ser FTS ou FTB) transformando um número inﬁnito de DMIs
em apenas um número ﬁnito de DMIs.
Mesmo assim, conforme visto no Capítulo 2, os problemas de DMI são extremamente difíceis
em relação aos problemas de LMI. Isto encoraja a ser utilizada condições de análise de FTB e FTS
baseadas em LMIs, que apesar de em geral ser mais conservadoras do que as condições baseadas
em DMIs, são mais fáceis de implementar e são mais eﬁcientes em termos computacionais.
As condições baseadas em DMI serão abordadas na Seção 3.1 e as condições baseadas em
LMI serão abordadas na Seção 3.2. Uma comparação mais detalhada entre ambas será feita na
Seção 3.3. Por ﬁm, um experimento numérico é feito na Seção 3.4 para comparar duas condições
de análise baseadas em LMI.
3.1 Condições de análise de FTB e FTS baseadas em DMIs
Em [47] são dadas condições necessárias e suﬁcientes em termos de um número inﬁnito de
DLMIs para o sistema ser FTS e, no caso particular em que o estado inicial do sistema é zero,
DMIs para ser FTB em relação aos ruídos da classeW∞√
d
. No caso geral em que o estado inicial do
sistema não é zero, é apresentado uma condição suﬁciente. Em [45], é apresentada uma condição
suﬁciente para o sistema ser FTB em relação aos ruídos da classe W2d .
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No entanto, observamos que as demonstrações apresentadas nestes trabalhos na verdade ga-
rantem que o sistema seja FTB apenas por trechos. Como forma de corrigir os resultados de [45]
e em [47] somos motivados a introduzir a seguinte deﬁnição.
Deﬁnição 3. Um sistema variante no tempo é FTB em relação a (c1, c2,W, T,R) em quase todas
partes de [0, T ] se o sistema é FTB em relação a (c1, c2,W, T,R) salvo por um número enumerável
de pontos pertencentes ao intervalo [0, T ].
Diferentemente dos enunciados apresentados em [45] e em [47], os enunciados abaixo explicitam
que estas condições apenas implicam em FTB em quase todas as partes.
Lema 4. Suponha que sejam dados c1 ≥ 0, c2, T, d > 0, R  0. O sistema variante no tempo
x˙ (t) = A (t)x (t) +B (t)ω (t) 1, (3.1)
onde x (t) ∈ Rn é o vetor de estado, ω (t) ∈ Rr é o sinal de ruído, A (t) ∈ Rn×n, B (t) ∈ Rn×r e
com
ω ∈ W2d :=
{
ω (·) ∈W ([0, T ] ,Rr)
∣∣∣∣ ˆ T
0
ωT (τ)ω (τ) dτ ≤ d
}
(3.2)
é FTB em relação a
(
c1, c2,W2d , T,R
)
em quase todas partes de [0, T ] se existe uma função P :
R→ Sn diferenciável continuamente em trechos tal que
P˙ (t) +AT (t)P (t) + P (t)A (t) +
c1 + d
c2
P (t)B (t)BT (t)P (t) ≺ 0, ∀t ∈ [0, T ] (3.3)
P (t)  R, ∀t ∈ [0, T ] (3.4)
P (0) ≺ c2
c1 + d
R. (3.5)






Por (3.3), tem-se que
xT P˙ (t)x+ xTAT (t)P (t)x+ xTP (t)A (t)x+ γxTP (t)B (t)BT (t)P (t)x < 0. (3.6)
Somando ωTBT (t)P (t)x+ xTP (t)B (t)ω em ambos os lados de (3.6), é obtido
xT P˙ (t)x+ xTAT (t)P (t)x+ ωTBT (t)P (t)x+ xTP (t)A (t)x+ xTP (t)B (t)ω







= xT P˙ (t)x+ x˙TP (t)x+ xTP (t) x˙
(3.1)
= xT P˙ (t)x+ xTAT (t)P (t)x+ ωTBT (t)P (t)x
+xTP (t)A (t)x+ xTP (t)B (t)ω,
1Neste e nos demais lemas, é suposto que A(t), B(t) e ω(t) são tais que garantem a existência e a unicidade de
uma solução x(t) diferenciável de (3.1) no intervalo de [0,T] para quaisquer x(0) ∈ {x ∈ Rn|xTRx ≤ c1}.
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< −γxTP (t)B (t)BT (t)P (t)x+ ωTBT (t)P (t)x+ xTP (t)B (t)ω. (3.7)
Integrando (3.7), se obtém






























d, ∀t ∈ [0, T ] .
Seja xT (0)Rx (0) ≤ c1. Então para um t ∈ [0, T ], temos que
xT (t)Rx (t) ≤ xT (t)P (t)x (t)








xT (0)Rx (0)︸ ︷︷ ︸
≤c1
+d
 = c2, ∀t ∈ [0, T ] .
Assim, o sistema é FTB para cada trecho onde P é contínua. Como existe apenas um número
ﬁnito de pontos de descontinuidades de P , o sistema não é FTB em todo o intervalo [0, T ], mas
apenas FTB em quase todas as partes de [0, T ].
O Lema 5 adapta o Lema 4 para o caso em que a perturbação pertença a classe de ruídos cuja
norma é limitada.
Lema 5. O sistema variante no tempo (3.1) com
ω ∈ W∞d :=
{
ω (·) ∈W ([0, T ] ,Rr)∣∣ωT (t)ω (t) ≤ d ∀t ∈ [0, T ]} (3.8)
é FTB em relação a (c1, c2,W∞d , T,R) em quase todas partes de [0, T ] se existe uma função P :
R→ Sn diferenciável continuamente em trechos tal que
P˙ (t) +AT (t)P (t) + P (t)A (t) +
c1 + dT
c2
P (t)B (t)BT (t)P (t) ≺ 0, ∀t ∈ [0, T ] (3.9)
P (t)  R, ∀t ∈ [0, T ] (3.10)
P (0) ≺ c2
c1 + dT
R. (3.11)






Por (3.3), tem-se que
xT P˙ (t)x+ xTAT (t)P (t)x+ xTP (t)A (t)x+ γxTP (t)B (t)BT (t)P (t)x < 0. (3.12)
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Somando ωTBT (t)P (t)x+ xTP (t)B (t)ω em ambos os lados de (3.12), é obtido
xT P˙ (t)x+ xTAT (t)P (t)x+ ωTBT (t)P (t)x+ xTP (t)A (t)x+ xTP (t)B (t)ω







= xT P˙ (t)x+ x˙TP (t)x+ xTP (t) x˙
(3.1)
= xT P˙ (t)x+ xTAT (t)P (t)x+ ωTBT (t)P (t)x
+xTP (t)A (t)x+ xTP (t)B (t)ω,






< −γxTP (t)B (t)BT (t)P (t)x+ ωTBT (t)P (t)x+ xTP (t)B (t)ω. (3.13)
Integrando (3.13), se obtém






























dT, ∀t ∈ [0, T ] .
Seja xT (0)Rx (0) ≤ c1. Então para um t ∈ [0, T ], temos que
xT (t)Rx (t) ≤ xT (t)P (t)x (t)








xT (0)Rx (0)︸ ︷︷ ︸
≤c1
+dT
 = c2, ∀t ∈ [0, T ] .
Assim, o sistema é FTB para cada trecho onde P é contínua. Como existe apenas um número
ﬁnito de pontos de descontinuidades de P , o sistema não é FTB em todo o intervalo [0, T ], mas
apenas FTB em quase todas as partes de [0, T ].
O Lema 4 e o Lema 5 acima podem ser resumidos no Lema 6 seguinte.
Lema 6. O sistema variante no tempo (3.1) é FTB em relação a
(
c1, c2,W2d , T,R
)
(ou em relação
a (c1, c2,W∞d , T,R)) em quase todas partes de [0, T ] se existe uma função P : R→ Sn diferenciável
continuamente em trechos tal que
P˙ (t) +AT (t)P (t) + P (t)A (t) + γˆP (t)B (t)BT (t)P (t) ≺ 0, ∀t ∈ [0, T ] , (3.14)
P (t)  R, ∀t ∈ [0, T ] , (3.15)
P (0) ≺ γˆR, (3.16)
onde γˆ = (c1 + d) /c2 (ou γˆ = (c1 + dT ) /c2 respectivamente).
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A Proposição 7 a seguir demonstra que não há perda de generalidade se o sistema é apenas
FTB em quase todas as partes de [0, T ], pois a própria existência de uma solução de (3.1) dá uma
condição suﬁciente para que um sistema FTB em quase todas as partes de [0, T ] seja FTB em todo
o intervalo [0, T ].
Proposição 7. Suponha que (3.1) possua uma solução para cada valor inicial x(0) = x0 tal que
x0 ∈ {x ∈ Rn|xTRx ≤ c1}. Se o sistema (3.1) é FTB em relação a (c1, c2,W, T,R) em quase
todas partes de [0, T ], então o sistema (3.1) é FTB em relação a (c1, c2,W, T,R).
Demonstração. Seja x0 ∈ {x ∈ Rn|xTRx ≤ c1}. Por hipótese, a solução do problema de valor
inicial
x˙ = A (t)x (t) +B (t)ω (t) , x (0) = x0
é contínua, e portanto, a função xT (t)Rx (t) é contínua. Seja τ um ponto em que não seja FTB.
No entanto, existe uma vizinhança V de τ tal que xT (t)Rx (t) < c2 para todo t ∈ V . Pela
continuidade de xT (t)Rx (t) , tem-se que xT (τ)Rx (τ) < c2.
A condição de análise para o sistema ser FTS pode ser obtida como um caso particular do
Lema 6 fazendo d = 0 e B = 0, conforme explicitado no Corolário 8 a seguir.
Corolário 8. O sistema variante no tempo (3.1) é FTS em relação a (c1, c2, T,R) em quase todas
partes de [0, T ] se existe uma função P : R→ Sn diferenciável continuamente em trechos tal que
P˙ (t) +AT (t)P (t) + P (t)A (t) ≺ 0, ∀t ∈ [0, T ] , (3.17)
P (t)  R, ∀t ∈ [0, T ] , (3.18)
P (0) ≺ c1
c2
R. (3.19)
É interessante observar que as condições (3.17) e (3.18) implicam nas condições
P˙ (t) +AT (t)P (t) + P (t)A (t) ≺ 0, ∀t ∈ [0, T ] , (3.20)
P (t)  0, ∀t ∈ [0, T ] . (3.21)
À primeira vista, pode parecer então que para o sistema ser estável em tempo ﬁnito é necessário
que também seja estável assintoticamente no sentido de Lyapunov. Isso seria válido se (3.20) e
(3.21) fossem válidas para todo t ≥ 0 (para mais detalhes ver [31, p.155]), porém estas condições
precisam ser apenas válidas no intervalo [0, T ].
Com a ﬁnalidade de ilustrar que há mais possibilidade de escolhas para a solução P de (3.20)
e (3.21) com a restrição do tempo t para o intervalo [0, T ], considere o seguinte sistema escalar:
x˙ (t) = 2tx (t) , x (t0) = x0. (3.22)
A solução de (3.22) é dada por
x (t) = x0e
(t2−t20)
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e daí o ponto de equilíbrio em x = 0 não é assintoticamente estável. Portanto, não existe P (t) tal
que satisfaça (3.20) e (3.21) para todo t ≥ 0.
Porém, utilizando P (t) := e−2t2 − t/2, tem-se que








= −2t2 − 1
2
< 0
é satisfeita para t ≥ 0 e que (3.21) apesar de não ser válida para todo t ≥ 0, existe um T tal
que é satisfeita para todo t ∈ [0, T ). Tem-se ainda que P (0) = 1, e daí sempre podemos escolher
c1 ≥ 0,c2 > 0 e R  0 tal que o sistema seja FTS em relação à esses parâmetros.
A seguinte proposição mostra como implementar o Lema 6 computacionalmente para sistemas
autônomos de acordo com [104, 106], restringindo a variável P (·) a ser uma função aﬁm em trechos.
Com esta restrição, a DMI se transforma em várias BMIs (ou apenas LMIs, se a análise for apenas
para veriﬁcar se o sistema é FTS). Quanto maior o número de trechos diferentes se toma para
P (·), maior é o número de variáveis que são introduzidas na condição, possivelmente diminuindo
o conservadorismo, e também maior é o número de BMIs e LMIs geradas aumentando o esforço
computacional.
Proposição 9. Seja (tk)
M
k=0 uma sequência de M pontos em [0, T ] tal que t0 = 0 e tM = T . Se

























TP0k + P0kA+ P0kBB
TP0k ≺ 0,
P1ktk + P0k  R, (3.25)




são satisfeitas para todo k = 0, . . .M − 1 e com γˆ = (c1 + d) /c2 (ou γˆ = (c1 + dT ) /c2) então o
sistema é FTB em relação a
(
c1, c2,W2d , T,R
)
(ou em relação a (c1, c2,W∞d , T,R) respectivamente)
em quase todas partes de [0, T ].
Demonstração. Tem-se que a função aﬁm deﬁnida por trechos dada por
P (t) = P1kt+ P0k, ∀t ∈ [tk, tk+1] (3.28)
é diferenciável continuamente em cada trecho. Substituindo (3.28) em (3.14), (3.15) e (3.16), temos
que se









+ATP0k + P0kA+ P0kBB
TP0k ≺ 0,
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ζ (t) := P1kt+ P0k  R, (3.30)




que é a LMI (3.27), então o sistema é FTB pelo Lema 6. Vamos demonstrar agora que é necessário
apenas checar (3.29) e (3.30) nos pontos em que t = tk para que o sistema seja FTB.













z ≥ 0, ∀z ∈ Cn
e portanto, a função Γ é convexa pela Proposição 54 do Anexo A. Já a função ζ − P0k é linear.
Daí, se t = utk + (1− u) tk+1 com u ∈ [0, 1], tem-se então que
Γ (t)  u Γ (tk)︸ ︷︷ ︸
≺0, por (3.23)




ζ (t)− P0k = u ζ (tk)︸ ︷︷ ︸
R, por (3.25)
+ (1− u) ζ (tk+1)︸ ︷︷ ︸
R, por (3.26)
−P0k  R− P0k
implicando em (3.29) e (3.30) para todo t ∈ [0, T ].
É importante ressaltar que não foi encontrada na literatura uma demonstração de que essa
relaxação converge assintoticamente para a necessidade. Em outras palavras, não há garantias que
seM →∞, então as condições da Proposição 9 são equivalentes às condições do Lema 6. Portanto,
é possível que mesmo com a introdução de novas variáveis com o aumento de M , ainda exista um
conservadorismo muito grande e a custo de um esforço computacional extenso.
Cabe ainda citar que uma outra forma possível de implementar computacionalmente as DMIs
do Lema 6 é utilizar a técnica de soma de quadrados (SOS)[107] para transformar as DMIs em um
programa SOS; tal é feito em [105], porém para a classe de ruídos
WSd,Π =
{
ω (·) ∈ C1 ([0, T ] ,Rr)∣∣ω˙ = Sω, ωT (0) Πω (0) ≤ d} , (3.31)
onde S é uma matriz de dimensão compatível. Investigações serão feitas futuramente para averiguar
se é possível fazer essa relaxação também para o caso das classes de ruídosW2d eW∞d . É interessante
mencionar também que há bibliotecas computacionais disponíveis gratuitamente para implementar
e resolver tais programas SOS, como por exemplo a biblioteca SOSTOOLS2 [108].
Finalmente, é importante lembrar que as condições baseadas em DMI, apesar de serem baseadas
em relaxações de condições necessárias e suﬁcientes, são apenas condições suﬁcientes para o sistema
ser FTB pois contém duas fontes de conservadorismo: a primeira é uma relaxação da condição
necessária e suﬁciente, que são um conjunto inﬁnito de DMIs [45], para uma DMI apenas; a segunda
é que não há técnicas numéricas eﬁcientes para resolver uma DMI diretamente, sendo necessário
restringir o espaço das variáveis para apenas funções aﬁm.
2Disponível gratuitamente para download em http://www.cds.caltech.edu/sostools/.
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3.2 Condições de análise de FTB e FTS baseadas em LMIs
Conforme ﬁcará mais claro a seguir, as condições baseadas em LMIs são construídas a partir
de desigualdades diferenciais com uma função candidata de Lyapunov. O lema a seguir, de [109],
apresenta uma condição suﬁciente para analisar se o sistema é FTB em relação a classe W∞d . Este
lema é uma generalização do Lema 6 de [44], que analisa apenas se o sistema é FTB em relação
aos ruídos constantes da classe W∞d .
Lema 10. O sistema variante no tempo (3.1) é FTB em relação a (c1, c2,W∞d , T,R) se existem
Q1 ∈ Sn+, Q2 ∈ Sr+, β > 0 tais que[
A (t) Q˜1 + Q˜1A
T (t)− βQ˜1 B (t)Q2
? −βQ2
]

















e λmax (·) e λmin (·) denotam os autovalores máximos e mínimos do argumento.
Demonstração. Considere a função quadrática positiva deﬁnida dada por
V (x) = xT Q˜−11 x (3.35)
e seja x0 tal que satisfaça a hipótese xT0 Rx0 < c1. Assumindo que a desigualdade
V˙ (x) < βV (x) + βωTQ−12 ω (3.36)
é válida para todo t ∈ [0, T ], tem-se que multiplicando os lados da desigualdade por e−βt é obtido
e−βtV˙ (x) < βe−βtV (x) + βe−βtωTQ−12 ω




Integrando a última desigualdade, segue-se que








Como ωT (t)ω (t) ≤ d para todo t ∈ [0, T ], tem-se que



































































) [c1λmax (Q−11 )+ dλmax (Q−12 )] < c2


































que é exatamente (3.33).
Será obtido (3.32) agora calculando as trajetórias do sistema na desigualdade diferencial dada
por (3.36). Substituindo (3.35) em (3.36),
x˙T Q˜−11 x+ x
T Q˜−11 x˙ < βx






T Q˜−11 (Ax+Bω) < βx
T Q˜−11 x+ βω
TQ−12 ω
e rearranjando os termos,
xT
(




x+ xT Q˜−11 Bω + ω
TBT Q˜−11 x+ ω
T
(−βQ−12 )ω < 0
é obtido [
AT (t) Q˜−11 + Q˜
−1





Para substituir Q˜−11 e Q˜
−1
2 por Q˜1 e Q˜2 em (3.37), é aplicada a seguinte transformação de




AT (t) Q˜−11 + Q˜
−1








O Lema 11 a seguir, de [6], é uma adaptação do Lema 10 para o caso em que a perturbação
pertença a classe de ruídos W2d .
Lema 11. [6] O sistema variante no tempo (3.1) é FTB em relação a (c1, c2,W2d , T,R) se existem
Q1 ∈ Sn+, Q2 ∈ Sr+, β > 0 tais que as condições[
A (t) Q˜1 + Q˜1A
T (t)− βQ˜1 B (t)Q2
? −Q2
]
≺ 0 ∀t ∈ [0, T ] , (3.38)
(3.33) e (3.34) são satisfeitas.
Demonstração. A prova é semelhante a do Lema 10, por isso omitida. Para detalhes, ver [6].
Uma indagação natural que surge devido a semelhança entre o Lema 10 e o Lema 11 é se há
alguma relação entre as condições destes: uma óbvia é que ambos são equivalentes se β = 1. A
Proposição 12 a seguir detalha mais uma relação entre essas condições.
Proposição 12. Se um sistema é FTB em relação a classe W∞d pela condição do Lema 10 com
β < 1, então ele também é FTB em relação a classe W2d . Por outro lado, se o sistema for FTB em
relação a classe W2d pela condição do Lema 11 com β > 1, então ele também é FTB em relação a
classe W∞d .
Demonstração. Seja Q˜∗1, Q∗1 e Q∗2 uma solução particular de (3.32). As condições (3.33) e (3.34)
são as mesmas para os dois lemas. Por outro lado, aplicando complemento de Schur em (3.32),
tem-se que esta equivale as condições
A (t) Q˜∗1 + Q˜
∗
1A
T (t)− βQ˜∗1 ≺ 0, (3.39)
−βQ∗2 −Q∗T2 BT (t)
(





B (t)Q∗2 ≺ 0. (3.40)
Como β < 1, βQ∗2 ≺ Q∗2 e daí
−Q∗T2 BT (t)
(





B (t)Q∗2 ≺ βQ∗2 ≺ Q∗2. (3.41)
Aplicando complemento de Schur em (3.38), vê-se que esta é equivalente a (3.39) e (3.40), e portanto
Q˜∗1, Q∗1 e Q∗2 também é uma solução de (3.38) para o mesmo β. Para a recíproca com β > 1, a
demonstração é análoga.
Para facilitar a referência, ambos os Lemas 10 e 11 serão resumidos como o Lema 13 abaixo.
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Lema 13. O sistema variante no tempo (3.1) é FTB em relação a (c1, c2,W∞d , T,R) (ou em
relação a (c1, c2,W2d , T,R)) se existem Q1 ∈ Sn+, Q2 ∈ Sr+, β, βˆ > 0 tais que as condições[
A (t) Q˜1 + Q˜1A
T (t)− βQ˜1 B (t)Q2
? −βˆQ2
]
≺ 0 ∀t ∈ [0, T ] , (3.42)
(3.33) e (3.34) são satisfeitas, onde βˆ = β (ou βˆ = 1 respectivamente).
A condição de análise para o sistema ser FTS pode ser obtida como um caso particular do
Lema 13 fazendo d = 0 e B = 0, conforme explicitado no Corolário 14 a seguir.
Corolário 14. O sistema variante no tempo (3.1) é FTS em relação a (c1, c2, T,R) se existem
Q˜1 ∈ Sn+, β > 0 tais que as condições
A (t) Q˜1 + Q˜1A




















Algumas observações são pertinentes a fazer sobre esses lemas baseados em LMI. A primeira
é que, diferentemente das condições baseadas em DMI, a condição dada em (3.33) fornece direta-
mente várias informações relativas à natureza do problema de estabilidade em tempo ﬁnito. Por
exemplo, se ﬁxar as variáveis Q1 e Q2, as constantes c1, c2, R, T e β, então a condição (3.33)
estabelece uma cota superior para d e diminui-se o espaço de soluções de d se c2 diminui, ou c1
aumenta, ou T aumenta, etc.
Outra ponderação de interesse é que a condição (3.42) implica que deve existir um Q˜1  0 tal
que
A (t) Q˜1 + Q˜1A
T (t)− βQ˜1 ≺ 0,








T (t) Q˜−11 + Q˜
−1
1 A (t)− βQ˜−11 ≺ 0. (3.45)
Procedendo novamente como na demonstração do Lema 10 e deﬁnindo
V (x (t)) := xT (t) Q˜−11 x (t) , (3.46)
tem-se que V > 0 e que a condição (3.45) equivale a
V˙ (t) < βV (t) . (3.47)
Se o parâmetro β pudesse assumir o valor 0 em (3.47), teria-se que V é uma função de Lyapunov
e que portanto, para utilizar a condição (3.42), o sistema teria que ser necessariamente assinto-
ticamente estável. Como foi suposto β > 0, isto não ocorre e pode-se utilizar a condição (3.42)
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inclusive para sistemas que não sejam assintoticamente estáveis, reaﬁrmando que os conceitos de
estabilidade assintótica e de tempo ﬁnito são independentes.
Voltando a análise da condição (3.42), é interessante mostrar como esta condição compete com
a condição (3.33) em relação ao valor de β. Lembrando que (3.42) implica na existência de uma
função V (t) que satisfaz (3.47), tem-se pelo lema de Gronwall (ver Lema 23 do Anexo A) que
V (t) ≤ V (0) eβt ∀t ∈ [0, T ] ,
ou em outras palavras, os valores que V (t) pode assumir é limitado por uma curva exponencial
durante o intervalo [0, T ]. Quanto maior o valor de β, maior será a área desta região, e por (3.47),
também maior será a faixa de valores possíveis que a tangente de V (t) pode assumir, como ilustra
a Figura 3.1. Isso nos leva a pensar que quanto maior o β, mais fácil será veriﬁcar que um sistema
seja FTB, pois mais fácil será achar uma Q˜1 tal que V (t) = xT (t) Q˜
−1
1 x (t) satisfaça (3.47). No
entanto, tem-se também pela condição (3.33) que quanto maior o valor de β, menor é a faixa de






podem assumir, tendendo assintoticamente para um conjunto vazio quando β tende ao inﬁnito e







Figura 3.1: Regiões e formas possíveis da função V (t) de acordo com β pela condição (3.42).
Por ﬁm, será enunciado no Teorema 15 a seguir outra condição para analisar se um sistema é
FTB também baseada em LMI, inédita na literatura. Ao invés de substituir a dinâmica do sistema
dada em (3.1) na desigualdade (3.36), (3.1) e (3.36) serão vistos como um problema de otimização
sujeito a uma restrição de igualdade dinâmica, assim como é feito em [110] para o problema de
estabilidade assintótica. Para isso, assim como em [110], será utilizado o lema de Finsler (ver
Lema 57 do Anexo A).
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O lema de Finsler permite introduzir variáveis extras na condição de análise, aumentando o
espaço de busca e assim possibilitando menos conservadorismo - tal abordagem é feita também
no contexto de estabilidade assintótica em [91]. De fato, como será visto na Proposição 16 e em
um exemplo numérico posteriormente, este teorema engloba as condições de análise do Lema 13 e
apresenta menos conservadorismo do que o Lema 13.
Teorema 15. O sistema linear e variante no tempo (3.1) é FTB em relação a (c1, c2,W∞d , T,R)
(ou em relação a
(
c1, c2,W2d , T,R
)
) se existirem matrizes P1 ∈ Sn+, P2 ∈ Sn+; matrizes F (t) ∈
Rn×n, G (t) ∈ Rn×n, H (t) ∈ Rr×n; e escalares β, βˆ > 0 tais que:F11 (t) F12 (t) F (t)B (t) +A
T (t)HT (t)
? −G (t)−GT (t) G (t)B (t)−HT (t)
? ? −βˆP2 +H (t)B (t) +BT (t)HT (t)
 ≺ 0, (3.48)
F11 (t) := −βP˜1 + F (t)A (t) +AT (t)F T (t) , ∀t ∈ [0, T ]
F12 (t) := P˜1 − F (t) +AT (t)GT (t) ,
c1λmax (P1) + dλmax (P2) < c2e
−βTfλmin (P1) , (3.49)
com P˜1 = R1/2P1R1/2 e βˆ = β (ou βˆ = 1).
Demonstração. Da mesma maneira como na demonstração do Lema 10 (com βˆ = β) ou do Lema 11
(com βˆ = 1), considere a função quadrática positiva deﬁnida dada por
V (x) := xT P˜1x.
Assumindo a desigualdade
V˙ (x) < βV + βˆωTP2ω (3.50)
e utilizando (3.49), pode-se prosseguir como na demonstração do Lema 10 para demonstrar que o
sistema (3.1) é FTB.
Será demonstrado agora que (3.50) implica (3.48). Tem-se que (3.50) pode ser reescrita como
−β xT (t) P˜1x (t)︸ ︷︷ ︸
V (t)
+ x˙T (t) P˜1x (t) + x
T (t) P˜1x˙ (t)︸ ︷︷ ︸
V˙ (t)
−βˆωT (t)P2ω (t) < 0,
ou de maneira equivalente, como
[
xT (t) x˙T (t) ωT (t)





 < 0. (3.51)




 , Q ←
−βP˜1 P˜1 0P˜1 0 0
0 0 −βˆP2











É importante notar que o Teorema 15 permite que a matriz da função V seja invariante no
tempo ao mesmo tempo que dá liberdade de colocar-se estrutura, por exemplo polinomial, nas
variáveis extras F (t),G (t) e H (t).
Será provado na Proposição 16 a seguir que para uma escolha particular de variáveis, o Te-
orema 15 recai no Lema 13, ou seja, a condição de análise do Lema 13 está contida dentro da
condição de análise do Teorema 15 e portanto este Teorema é menos ou tão conservador quanto
aquele Lema. De fato, veriﬁcou-se numericamente que o Teorema 15 é realmente menos conserva-
dor: há um exemplo de sistema que é FTB pelo Teorema 15, mas pelo Lema 13 não há garantias
sobre o sistema ser FTB ou não.
Proposição 16. Seja  > 0. Escolhendo F = P˜1, G = I e H = 0 no Teorema 15 temos que a
LMI (3.48) se torna
F (t) :=
−βP˜1 + P˜1A (t) +A
T (t) P˜1 A
T (t) P˜1B (t)
? −2I B (t)
? ? −βˆP2
 ≺ 0. (3.52)
À vista disso, sempre existirá um  suﬁcientemente pequeno tal que[




que é equivalente a LMI (3.42) do Lema 13.
Demonstração. Aplicando uma transformação de congruência (ver Proposição 39 do Anexo A) em
(3.52) tem-se queI 0 00 0 I
0 I 0
F (t)
I 0 00 0 I
0 I 0
 =
−βP˜1 + P˜1A (t) +A
T (t) P˜1 P˜1B (t) A
T (t)
? −βP2 BT (t)
? ? −2I
 ≺ 0.
Utilizando complemento de Schur, esta última LMI é equivalente a





 (2I)−1 [−A (t) −B (t)]  0
e como a desigualdade 2I  0 é trivialmente satisfeita, tem-se que[































de onde se segue o resultado.
Finalmente, substituindo P˜1 = Q˜
−1
1 e P2 = Q
−1
2 em (3.53) e aplicando a transformação de




em (3.53), tem-se que (3.53) é equivalente a (3.42).
Apesar do Teorema 15 apresentar menos conservadorismo que o Lema 13, será utilizado este
lema e não o Teorema 15 para realizar a síntese de ﬁltros e controles devido a diﬁculdade de se
obter uma representação por LMI do Teorema 15 quando utilizado no contexto da síntese.
3.3 Comparação entre as condições de análise baseadas em LMI e
baseadas em DMI
Uma primeira comparação que pode ser feita entre o Lema 6, baseado em DMI, com o Lema 13
e o Teorema 15, baseados em LMI, é em relação ao conservadorismo das condições: foi visto nas
seções anteriores que as condições de análise destes lemas e deste teorema são apenas suﬁcientes,
sendo que a não existência de uma solução para as condições não implicam necessariamente que o
sistema considerado não seja FTB. Deseja-se saber então qual destas condições de análise garantem
que uma maior classe de sistemas sejam FTB.
Para facilitar a exposição, como o Teorema 15 não será utilizado neste trabalho para realizar
a síntese de controladores ou ﬁltros, a comparação será focada especiﬁcamente entre o Lema 6 e
o Lema 13. Para comparar estes lemas, será dado um exemplo de uma classe de sistemas tal que
se estes são FTS em relação a certos parâmetros pelas condições do Lema 13, então estes também
são FTS em relação aos mesmos parâmetros pelas condições do Lema 6.
Considerando que n = 1, c1 6= 0, d = 0 e B = 0, as condições do Corolário 14 para o sistema
escalar x˙ (t) = a (t)x ser FTS em relação a (c1, c2, T, r) são dadas pelas desigualdades
2a (t)− β < 0, (3.54)
c1 < c2e
−βT . (3.55)
Mais ainda, tem-se que (3.55) implica de modo geral que
c1 < c2e
−βt, ∀t ∈ [0, T ] (3.56)
por e−βt ser uma função decrescente.
Por outro lado, para este sistema ser FTS em relação aos mesmos parâmetros pelas condições
do Corolário 8, deve-se existir uma função p : [0, T ]→ R tal que
p˙ (t) + 2a (t) p (t) < 0, ∀t ∈ [0, T ] , (3.57)










re−βt, t ∈ [0, T ]
com ε > 0, tem-se que
p˙ (t) + 2a (t) p (t) = −β (c2 − ε)
c1







re−βt (2a (t)− β)︸ ︷︷ ︸
(3.54)
< 0, ∀t ∈ [0, T ] ,








que é justamente a condição (3.59).
Em contra-partida, não se encontrou um exemplo de sistema que fosse FTS ou FTB em relação
a certos parâmetros pelas condições do Lema 13 e ao mesmo tempo não satisfazendo as condições
do Lema 6. Conjectura-se então que o Lema 6 é menos conservador que o Lema 13.
No entanto, partindo para o segundo ponto de comparação, que é a efetividade da solução
computacional, tem-se que as condições baseadas em DMI são em geral proibitivas computaci-
onalmente e dependem de dividir o intervalo de tempo em vários sub-intervalos para relaxar o
problema ou em várias LMIs (se B = 0 e apenas é analisado se o sistema é FTS) ou em várias
BMIs (se B 6= 0 e W 6= ∅, e é analisado se o sistema é FTB), que são problemas em geral não-
convexos e portanto mais difíceis de resolver computacionalmente. Quanto maior a subdivisão
de intervalos, mais se aumenta a precisão das condições de análise, mas pode ser necessário um
número alto de subdivisões para diminuir suﬁcientemente o conservadorismo: em um exemplo de
[104] o intervalo [0, 0.5] teve que ser dividido em 30 sub-intervalos para veriﬁcar que o sistema é
FTS. Quanto mais subdivisões, mais linhas e mais variáveis de LMIs são produzidas aumentando
o fardo computacional.
É importante mencionar também que os controladores baseados em DMI possuem estruturas
variantes no tempo mesmo se o sistema é autônomo [57, 42, 106, 111, 112, 113], uma característica
não desejada do ponto de vista prático. Em contraponto, o ﬁltro robusto que será proposto no
Capítulo 5 utilizando as condições baseadas em LMI, possui estruturas invariantes no tempo se o
sistema for autônomo.
3.4 Experimento numérico
Para ilustrar que a condição proposta baseada em Finsler (Teorema 15) é menos conservadora











com parâmetros c1 = 1, c2 = 10, W =W∞d com d = 0.5, R = I, β = 22 e T = 0.1. Pelo Lema 13,




Neste capítulo será abordado o controlador dependente de parâmetro que resultou o artigo
[114]. O problema a ser resolvido será detalhado na Seção 4.1 e a proposta de como projetar o
controlador para resolver o problema é descrita na Seção 4.2. Por ﬁm, para ilustrar o controlador
proposto, alguns experimentos numéricos são realizados na Seção 4.3.
4.1 Descrição do problema
No contexto de controle em tempo ﬁnito vale a pena mencionar os trabalhos [115], interessado
na estabilização em tempo ﬁnito de sistemas precisamente conhecidos afetados por perturbações
exógenas com norma limitada, [21] que lida com o problema de estabilidade em tempo ﬁnito
e estabilização de sistemas não-lineares quadráticos, [45] que utiliza condições de análise de FTB
baseadas em DMI para projetar um controlador por realimentação de estado para sistemas variantes
no tempo. Em [6], o autor fornece condições suﬁcientes para projetar controladores gain-scheduling
por realimentação de estado que asseguram a limitação em tempo ﬁnito do sistema em malha
fechada.
Diferente desses resultados e de resultados anteriores na literatura, relaxações de LMI baseadas
no teorema de Pólya e na estrutura de polinômio homogêneo na variável são consideradas para
diminuir o conservadorismo das condições de síntese do controlador.
Considere o seguinte sistema LPV com t ∈ [0, T ],
x˙ (t) = A (α (t))x (t) +B1 (α (t))u (t) +B2 (α (t))ω (t) , (4.1)
onde x (t) ∈ Rn é o vetor de estados, u (t) ∈ Rp é a entrada de controle, ω (t) ∈ Rr é o sinal de
ruído pertencente à classe W2d ou à classe W∞d e α (t) ∈ ∆N .
Todas as matrizes são reais com dimensões convenientes e pertencentes ao politopo
P =
{[
A (α (t)) B1 (α (t))











Como exposto no Capítulo 2, este tipo de sistema é útil para modelar incertezas e/ou sistemas
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com parâmetros variantes. Neste caso será assumido um cenário idealizado em que este parâmetro
pode ser lido em tempo real e sem ruídos, porém, diferentemente de abordagens mais tradicionais
de LPV, não é imposto nenhuma limitação na taxa de variação do parâmetro [58]. Finalmente, o
problema a ser resolvido é acoplar um controlador a planta (4.1) que faça com que o sistema em
malha fechada seja FTB ou para a classe classe W2d ou para a classe W∞d .
4.2 Controlador por realimentação de estados
A arquitetura da lei de controle proposta será um controlador por realimentação de estados e
dependente do parâmetro lido em tempo real α (t) de maneira polinomial homogênea. Deste modo,
a atuação é dada por
u (t) = Kg (α (t))x (t)
comKg ∈ Hp×n. A estrutura de polinômio homogêneo do controlador será utilizada para relaxar as
LMIs propostas para a síntese de Kg, de tal forma que com o aumento do grau g e adicionalmente
usando a técnica de relaxação baseada no teorema de Pólya diminui-se o conservadorismo.
Acoplando o sistema com o controlador proposto, o sistema em malha fechada é dado por
x˙ (t) = A¯ (α (t))x (t) + B¯ (α (t))ω (t) , (4.2)
onde
A¯ (α (t)) =A (α (t)) +B1 (α (t))Kg (α (t)) ,
B¯ (α (t)) =B2 (α (t)) .
(4.3)
No Teorema 18 será apresentado condições suﬁcientes para a síntese de um controlador FTB
dependente de parâmetro de forma polinomial e homogênea. Antes de provar este teorema, será
provado rapidamente o Lema 17, que converte uma desigualdade envolvendo autovalores em várias
LMIs mais simples e que será também útil na síntese de ﬁltros no contexto de estabilidade em
tempo ﬁnito.
Lema 17. A desigualdade
c1λmax (P1) + dλmax (P2) < c2e
−βTλmin (P1)
é satisfeita se existem µ1, µ2 e µ3 reais tais que:
µ3I ≺ P1 ≺ µ1I, (4.4)
P2 ≺ µ2I, (4.5)
c1µ1 + dµ2 < c2e
−βTµ3. (4.6)
Demonstração. Pela Proposição 42 do Anexo A, as condições (4.4) e (4.5) implicam em
µ3 < λmin (P1) , λmax (P1) < µ1,
λmax (P2) < µ2,
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que junto com (4.6) implicam em
c1λmax (P1) + dλmax (P2) < c1µ1 + dµ2 < c2e
−βTµ3 < c2e−βTλmin (P1) .
Teorema 18. [114] Dado um sistema LPV como em (4.1), um grau g, parâmetros c1 ≥ 0,
c2, d, T, β, βˆ > 0, R ∈ Sn+, se existem matrizes Q1 ∈ Sn+, Q2 ∈ Sr+; Lg ∈ Hp×n com grau g e
escalares λ1, λ2 > 0, tais que1[
A (α) Q˜1 + Q˜1A








λ1I ≺ Q1 ≺ I, (4.8)












então existe um controlador por realimentação de estados com estrutura de uma matriz polinomial
homogênea com grau g tal que o sistema em malha-fechada (4.2) é FTB em relação aos parâmetros
(c1, c2,W∞d , T,R), se βˆ = β, ou em relação aos parâmetros
(
c1, c2,W2d , T,R
)
, se βˆ = 1. O ganho
deste controlador é dado por












2 · · ·αkNN . (4.12)
Demonstração. Será utilizado o Lema 13 para realizar a síntese do controlador. Substituindo as
matrizes do sistema em malha fechada dadas por (4.3) em 3.42, tem-se que[
A (α) Q˜1 + Q˜1A








Utilizando a troca de variável
Lg (α) = Kg (α) Q˜1,
é possível recuperar Kg (α) como em (4.12), e a desigualdade (4.13) se torna igual a LMI (4.12)
do teorema.
Será demonstrado agora como as LMIs (4.8), (4.9) e (4.10) implicam a condição (3.33) do
Lema 13. Utilizando o Lema 17 com P1 = Q
−1
1 , P2 = Q
−1
2 , µ1 = λ
−1
1 , µ2 = λ
−1
2 e µ3 = 1, e as
1A dependência temporal de α (t) será omitida neste teorema e nos corolários a seguir para deixar a exposição
mais clara.
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identidades λ−1min (M) = λmax(M
−1) e λ−1max (M) = λmin(M−1) (ver Proposição 28 do Anexo A),
tem-se que
I ≺ Q−11 ≺ λ−11 I (4.14)








implicam na condição (3.33) do Lema 13. Porém, (4.14) e (4.15) são equivalentes após uma
inversão às LMIs (4.8) e (4.9), respectivamente e (4.16) é equivalente a (4.10) após uma aplicação
do complemento de Schur:c2e−βT > 0c1
λ1










Finalmente, a LMI (4.11) é exatamente a condição (3.34) do Lema 13.
Relembrando os métodos de relaxações propostas para sistemas politópicos no Capítulo 2,
tem-se o seguinte corolário.
Corolário 19. [114] Sejam c∗2 (g¯), c∗1 (g¯) e d∗ (g¯) respectivamente o mínimo valor obtido para c2, o
máximo valor obtido para c1 e o máximo valor obtido para d sujeito as condições (4.7), (4.8), (4.9),
(4.10) e (4.11) do Teorema 18 com g = g¯. Então, tem-se que c∗2 (g¯ + 1) ≤ c∗2 (g¯), c∗1 (g¯ + 1) ≥ c∗1 (g¯)
e d∗ (g¯ + 1) ≥ d∗ (g¯).
Demonstração. Se existem matrizes Q1 ∈ Sn+, Q2 ∈ Sr+; Lg ∈ Hp×n com grau g e escalares positivos
reais λ1 e λ2, tais que (4.7), (4.8), (4.9), (4.10) e (4.11) são veriﬁcadas, então como α ∈ ∆N , a






com grau g¯+1 juntamente com Q1, Q2, λ1 e λ2 é uma solução de (4.7), (4.8), (4.9), (4.10) e (4.11)
com grau g¯ + 1.
Logo, a minimização de c2, ou maximização de c1 ou d, sujeito as condições do Teorema 18
com g¯ + 1 produz pelo menos o mesmo valor ótimo para c∗2, c∗1 ou d∗ com g = g¯.
Isto signiﬁca que uma sequencia de relaxações de LMI menos conservadores podem ser obtidas
com as condições do Teorema 18 com o aumento de grau g. Como consequência, o número de
variáveis da LMI também é aumentado; usando a relaxação baseada no teorema de Pólya, porém,
as condições podem ﬁcar menos conservadores com o aumento de um grau de relaxação f sem
aumento no número de decisões de variáveis para um grau constante g. Esta discussão é resumida
no Corolário 20.
Corolário 20. [114] Dado um sistema LPV como em (4.1), um inteiro f ≥ 0, um grau g, parâ-
metros c1 ≥ 0, c2, d, T, β, βˆ > 0, R ∈ Sn+, se existem matrizes Q1 ∈ Sn+, Q2 ∈ Sr+; Lg ∈ Hp×n com
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A (α) Q˜1 + Q˜1A
T (α) +B1 (α)Lg (α) + Lg (α)B
T





são veriﬁcadas, então existe um controlador por realimentação de estados com o ganho dado
como em (4.12) tal que o sistema em malha-fechada (4.2) é FTB em relação aos parâmetros
(c1, c2,W∞d , T,R), se βˆ = β, ou em relação aos parâmetros
(
c1, c2,W2d , T,R
)
, se βˆ = 1.
Demonstração. Segue-se diretamente do teorema de Pólya e do fato de que α ∈ ∆N .
4.3 Experimentos numéricos
Os experimentos foram feitos utilizando SeDuMi interfaceado pelo analisador ROLMIP 2.0.
4.3.1 Exemplo 1
Este primeiro exemplo, de [44], consiste de um sistema variante no tempo que pode ser reescrito

































Como exposto em [44], esse sistema é FTB com c1 = 1, c2 = 10, W =W∞0.5, T = 0.42s, β = 1.1
e R = I por meio de um controlador por realimentação de estados robusto. Este controlador é
equivalente ao de Teorema 18 com g = 0.
É importante notar que este sistema não é assintoticamente estável, como pode ser facilmente
checado pelo autovalor positivo do vértice A2. Considerando um cenário diferente, onde os parâ-
metros estão disponíveis em tempo real, o método proposto em [44] também pode ser utilizado.
Assumindo um valor de c2 = 9.8, um pouco menor que o caso anterior, as condições em [44] não
são mais capazes de fornecer um controlador por realimentação de estados que garante o sistema
em malha fechada (4.2) ser FTB.
Por outro lado, Teorema 18 foi aplicado com g = 1 podendo providenciar um ganho dependendo
linearmente dos parâmetros na forma












2A dependência temporal de α (t) será omitida neste corolário para deixar a exposição mais clara.
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Considerando agora T = 1s, β = 0.6 e a classe de perturbações W20.5, os Corolários 19 e 20
são aplicados com a intenção de investigar o efeito de aumentar g e f na busca de menores cotas
superiores atingidas pelas condições do Teorema 18: utilizando a abordagem proposta com g = 3 e
f = 2 foi possível obter uma cota superior para c2 aproximadamente 4.2 vezes menor que a provida
por [6, Teorema 2]. Os resultados desta busca estão resumidos na Tabela 4.1.
O número de variáveis escalares V , o número de linhas escalares L da LMI e o tempo medido
t para resolver o problema de LMI são providenciados pelo parser ROLMIP [92].
Tabela 4.1: Mínima cotas superiores de c2 para valores diferentes do grau g obtidos usando o
Teorema e as abordagens de [6].
Método utilizado g f c2 V L t
[6, Teorema 1] 0 0 112.49 9 14 0.22s
[6, Teorema 2] 1 0 61.60 11 17 0.19s
Teorema 18 1 1 44.66 11 28 0.26s
1 2 44.66 11 39 0.34s
2 0 44.66 13 20 0.21s
2 1 36.21 13 31 0.31s
2 2 33.46 13 42 0.33s
3 0 36.21 15 23 0.24s
3 1 31.15 15 34 0.32s
3 2 26.81 15 45 0.40s
4 0 31.15 17 26 0.26s
4 1 27.79 17 37 0.35s
De maneira geral, com o aumento de g e f pode-se notar o aumento do tempo t medido para
rodar o algoritmo, visto que a complexidade deste depende de V e de L. Pode-se ainda ver pela
Tabela 4.1 que para g = 1, . . . , 4, com o aumento do grau f houve melhorias sem aumentar o
número V . Outro ponto interessante a ser observado na Tabela 4.1 é que aumentando f de 0 para
1 com g = 1, . . . , 4 obteve-se a mesma cota superior para c2 que teria incrementando g em 1 e
mantendo f = 0 constante.
4.3.2 Exemplo 2
O segundo exemplo é adaptado de [106] considerando uma função variante no tempo θ (t) na
matriz A. Considerando os valores
A (t) =

θ (t) −0.4026 −0.5796 −0.5733
0.8984 0.0276 −0.3622 0.9771
−1.0667 2.8289 −2.4719 1.0680
















onde θ (t) = 0.0884 |sen (t)|+ 1.0884 (1− |sin (t)|) .
Esse sistema pode ser descrito por um politopo com N = 2. Os vértices são obtidos conside-
rando os valores mínimo e máximo de θ (t), dados por 0.0884 e 1.0884 respectivamente. O vetor
de parâmetros é modelado pelo vetor α ∈ ∆N variante no tempo cujas componentes são dadas por
α1 (t) =| sin (t) |,
α2 (t) =1− | sin (t) |.
Para condições iniciais iguais a zero, uma simulação foi feita no intervalo t ∈ [0, 11s] conside-
rando que o sistema é afetado por um degrau unitário no tempo t = 1s. O comportamento das
variáveis do espaço de estado do sistema em malha aberta pode ser vista na Figura 4.1. Pela curva
mostrada, é evidente que o sistema não é FTS já que a condição xT (t)Rx (t) ≤ c2 = 50 é violada
para t > 9.6s.
O Teorema 18 foi então aplicado com os graus g = 0, 1 e 2, utilizando os parâmetros T = 11s,
β = 0.5, c1 = 0, c2 = 50, W =W∞1 e R = 5I. Os seguintes controladores foram obtidos:
K0 =
[
11.4169 −4.9106 −1.4545 −4.9372
]
,
K1 (α (t)) = α1 (t)K10 + α2 (t)K01,
K2 (α (t)) = α
2
1 (t)K2,0 + α1 (t)α2 (t)K1,1 + α
2
2 (t)K0,2,
com as matrizes dadas por
K1,0 =
[






























































Figura 4.2: Norma quadrática ponderada por R dos estados do sistema em malha fechada.
Como se vê na Figura 4.2, os três controladores projetados conseguem garantir que o sistema
em malha fechada seja FTB. Um ponto importante também a ser observado é que nos três casos,
o máximo da função xT (t)Rx (t) no intervalo [0, 11s] é muito menor que c2 = 50, indicando o
conservadorismo do Teorema 18, visto que este é baseado em uma condição de análise apenas
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suﬁciente, mas não necessária. Novos estudos devem ter como objetivo critérios de análises menos




Neste capítulo é abordado o problema de estimação no contexto de estabilidade em tempo
ﬁnito. Na Seção 5.1 o problema de estimação a ser resolvido será formulado e detalhado. Este
problema pode ser resolvido com o ﬁltro proposto na Seção 5.2, e para um caso particular deste
problema de estimação, também pode ser feita uma outra abordagem para realizar a síntese do
ﬁltro. Esta é detalhada na Seção 5.3.
Os ﬁltros podem ser projetados para dois cenários: no primeiro se tem uma incerteza paramé-
trica e o ﬁltro projetado é o ﬁltro robusto apresentado em [2]; no segundo se têm informações em
tempo-real de parâmetros do sistema e estas informações podem ser utilizadas pelo ﬁltro. Final-
mente, para ilustrar o projeto desses ﬁltros, alguns experimentos numéricos e um estudo de caso
são feitos na Seção 5.4.
5.1 Descrição do problema
No contexto de ﬁltragem em tempo ﬁnito, vale a pena mencionar, dentre outros, [116], que
trata o problema de projeto de ﬁltro para sistemas com saltos Markovianos. O ﬁltro é obtido de
tal modo que o erro é garantido ser estável em tempo ﬁnito usando para isso uma versão modiﬁcada
da condição de análise apresentada em [44]. Problemas similares de ﬁltragem são investigados em
[117], onde um índice de performace L2 − L∞ é aplicado, e em [118] é considerado o problema de
ﬁltragem para sistemas singulares com saltos Markovianos. Em ambos casos, o erro de estimação
é garantido ser limitado em tempo ﬁnito.
Diferente desses e de outros trabalhos anteriores da literatura, é utilizado para o projeto do
ﬁltro um resultado de análise matricial devido a N. Aronszajn que relaciona os autovalores de
uma matriz Hermitiana positiva semi-deﬁnida com os autovalores dos blocos da diagonal principal.
Com este resultado, é possível considerar uma matriz de Lyapunov sem ser bloco diagonal, uma
estrutura conservadora por não considerar os efeitos de termos cruzados entre as variáveis de estado









Figura 5.1: Arquitetura do ﬁltro próprio de ordem completa.
Considere um sistema LPV dado por
x˙ (t) =A (α (t))x (t) +B (α (t))ω (t) ,
y (t) =Cy (α (t))x (t) +D (α (t))ω (t) ,
z (t) =Cz (α (t))x (t) ,
(5.1)
onde x (t) ∈ Rn é o vetor no espaço de estados, y (t) ∈ Rq é a saída medida, z (t) ∈ Rp é o sinal a
ser estimado, ω (t) ∈ Rr é o ruído pertencente ou a classe W2d ou a classe W∞d e α (t) ∈ ∆N , para
todo t ∈ [0, T ].
Todas as matrizes são reais com dimensões convenientes e pertencentes ao politopo
P =

 A (α (t)) B (α (t))Cy (α (t)) D (α (t))








Para a estimação de z (t) é proposto um ﬁltro estritamente próprio de ordem completa cuja
arquitetura é dada por
x˙f (t) =Af (α (t))xf (t) +Bf (α (t)) y(t),
zf (t) =Cf (α (t))xf (t),
(5.2)
onde xf (t) ∈ Rn é o estado do ﬁltro e zf (t) ∈ Rp é a estimação do sinal dada pelo ﬁltro.
Será apreciada a construção do ﬁltro em dois cenários: em um cenário, será considerado que
não se têm informação sobre o parâmetro α (t) e que este parâmetro é uma incerteza variante no
tempo; no outro cenário será permitido que haja informação disponível em tempo real de α (t)
para investigar o que pode ser ganho com esta informação adicional.
No primeiro cenário o ﬁltro deverá ser robusto, ou seja, Af , Bf e Cf são invariantes no tempo e
não dependem de α (t) e no segundo cenário, o ﬁltro será dependente de parâmetro e será assumido
que Af , Bf , Cf ∈ H, todas com o mesmo grau g. O segundo cenário generaliza o primeiro cenário
no sentido que se g = 0, então as matrizes não dependerão de α (t) recaindo para o primeiro
cenário.
Acoplando o ﬁltro com a planta, as equações que descrevem a dinâmica do sistema aumentado
podem ser dadas por
ς˙(t) =A¯ (α (t)) ς(t) + B¯ (α (t))ω(t),
ez(t) =C¯ (α (t)) ς(t),
(5.3)
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com ς (t) =
[
xT (t) xTf (t)
]T
, ez(t) = z(t)− zf (t) e
A¯ (α (t)) =
[
A (α (t)) 0
Bf (α (t))Cy(α (t)) Af (α (t))
]
,
B¯ (α (t)) =
[
B (α (t))
Bf (α (t))D (α (t))
]
,
C¯ (α (t)) =
[









com σ (t) =
[
xT (t) eTx (t)
]T
, onde ex := x− xf é deﬁnido como o erro de observação do ﬁltro1.
A¯′ (α (t)) =
[
A (α (t)) 0
A (α (t))−Af (α (t))−Bf (α (t))Cy (α (t)) 0
]
,
B¯′ (α (t)) =
[
B (α (t))
B (α (t))−Bf (α (t))D
]
,
C¯ ′ (α (t)) =
[




Em ambos casos deseja-se que o sistema aumentado seja FTB em relação a alguns parâmetros
(c1, c2,W, T,R) dados. No caso da realização dada por (5.3), almeja-se limitar tanto o estado da
planta quanto o estado do ﬁltro, isto é, que seja satisfeito
ςT (0)Rς (0) ≤ c1 =⇒ ςT (t)Rς (t) ≤ c2, ∀t ∈ [0, T ] , ∀ω ∈ W. (5.7)
Já no caso da realização dada por (5.5), o que é almejado é limitar o estado da planta e o erro
de observação do ﬁltro, ou em outras palavras, que seja satisfeito
σT (0)Rσ (0) ≤ c1 =⇒ σT (t)Rσ (t) ≤ c2, ∀t ∈ [0, T ] , ∀ω ∈ W. (5.8)
Também é desejado que o erro de ﬁltragem z − zf seja limitado de alguma forma. Veriﬁcou-se
que uma hipótese razoável de limitação para o erro do ﬁltro foi a de [109], a qual será chamada
neste trabalho de Ω-limitação: dado uma matriz Ω ∈ S2n+ , o sistema (5.3) é dito ser Ω-limitado em
um tempo ﬁnito T se o erro de estimação satisfazer
eTz (t)ez(t) < ς
T (t)Ω−1ς(t), ∀t ∈ [0, T ] (5.9)
e no caso do sistema (5.3), se satisfazer
eTz (t)ez(t) < σ
T (t)Ω−1σ(t), ∀t ∈ [0, T ]. (5.10)
1Apesar do ﬁltro não ser um observador de Luenberger propriamente dito, achou-se conveniente usar esta termi-
nologia para o erro x− xf .
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Como






ambos os problemas são relacionados: se existem R¯ e Ω¯ tais que (5.7) e (5.9) são satisfeitas, então
R = ΛT R¯Λ satisfaz (5.8) e Ω = Λ−1Ω¯Λ−T satisfaz (5.10) e, da mesma maneira, a recíproca é
válida. Portanto, se existe um algoritmo que ache um ﬁltro que faça (5.7) e (5.9) serem válidas
para dados R e Ω, para achar um ﬁltro que faça (5.8) e (5.10) serem válidas para R e Ω basta rodar
tal algoritmo usando ΛTRΛ para R e Λ−1ΩΛ−T para Ω. Na Seção 5.2 será proposto tal algoritmo
no Teorema 21.
Já na Seção 5.3, será demonstrado que utilizando a hipótese razoável de usar uma R bloco
diagonal em (5.8), digamos R = diag (Rp, Re), existe uma maneira mais direta de realizar a síntese
do ﬁltro. Tal escolha de R signiﬁca que pode-se limitar o estado da planta e o erro de observação
do ﬁltro de uma maneira independente.
5.2 Síntese do ﬁltro
No Teorema 21 a seguir, serão apresentadas condições suﬁcientes para realizar a síntese de um
ﬁltro para (5.1) de tal modo que o sistema aumentado (5.3) satisfaça (5.7) e (5.9). Pela relação
apresentada em (5.11), também é possível utilizar o Teorema 21 para fazer a síntese de um ﬁltro
tal que o sistema aumentado (5.5) satisfaça (5.8) e (5.10).
Este ﬁltro depende de maneira polinomial do parâmetro α (t) com grau g, sendo que se g = 0,
é considerado que o ﬁltro é independente do parâmetro α (t), correspondendo ao ﬁltro robusto
proposto em [2].
É importante observar que as condições apresentadas para a síntese do ﬁltro robusto em [2]
podem parecer, à primeira vista, diferentes das apresentadas no Teorema 21 para o caso g = 0,
porém nos teoremas do Anexo B é demonstrado que as condições são equivalentes.
Teorema 21. Dado um sistema LPV conforme (5.1) e parâmetros c1 ≥ 0, c2, d, T, β, βˆ > 0,
R ∈ S2n+ , se existem matrizes Y ∈ Sn+, Z ∈ Sn+, W ∈ Sr+, L ∈ Hn×q, M ∈ Hn×n e F ∈ Hp×n, e
escalares λ1, λ2, λ3, λ4 > 0 tais que2M11 M12 Y B (α) + L (α)D (α)? AT (α)Z + ZA (α)− βZ ZB (α)
? ? −βˆW
 ≺ 0,
M11 = Y A (α) +AT (α)Y + L (α)Cy (α) + CTy (α)LT (α)− βY,
M12 = Y A (α) + L (α)Cy (α) +M (α) +AT (α)Z − βZ,
(5.12)
c1λ1 + dλ2 < c2e
−βT , (5.13)
W ≺ λ2I, (5.14)











  0, (5.15)

















? Z CTz (α)− F T (α)
? ? I
  0, (5.19)
então existe um ﬁltro da forma (5.2) tal que o sistema aumentado (5.3) é FTB em relação a
(c1, c2,W∞d , T,R), se βˆ = β, ou FTB em relação a
(
c1, c2,W2d , T,R
)
, se β = 1. Em ambos os







com Γ22 não-singular. Uma realização deste ﬁltro é dada pelas matrizes
Af (α) =M (α) (Z − Y )−1 ,
Bf (α) =L (α) ,
Cf (α) =F (α) (Γ22 (Z − Y ))−1 .
(5.20)
Demonstração. Para desenvolver o ﬁltro será utilizada a condição de análise baseada em LMI do
Lema 13 do Capítulo 3. Será demonstrado primeiro como a LMI (5.12) implica a condição (3.42).
Substituindo (5.4) em (3.42), é obtido
Ξ1 (α) :=
[
A¯ (α) Q˜1 + Q˜1A¯











fornece o termo quadrático Bf (α)D (α)Q2 nas variáveis Bf (α) e Q2. Para tornar os blocos (1, 2)
e (2, 1) lineares nas variáveis, vamos eliminar a variável Q2 aplicando-se a seguinte transformação











A¯ (α) Q˜1 + Q˜1A¯





Fazendo-se a mudança de variável W := Q−12  0 tem-se que existem Q1  0, Q2  0
satisfazendo (5.21) se e somente se existirem Q1  0, W  0 satisfazendo
Ξ2 (α) :=
[
A¯ (α) Q˜1 + Q˜1A¯




Nesta desigualdade, os blocos (1, 2), (2, 1) e (2, 2) são lineares nas variáveis Bf (α) eW . Vamos
considerar agora as seguintes partições como apresentadas em [1] no contexto de alocação de polos

















Tem-se que H é invertível se e somente se V é invertível. Por isso, apesar de se inserir conserva-
dorismo, será suposto um V invertível. Neste caso, U também é invertível (ver a Proposição 45 e
o Corolário 48 do Anexo A para a demonstração destas aﬁrmações).
Com o objetivo de simpliﬁcar o bloco (1, 1), será aplicado uma transformação de congruência











HT A¯ (α) Q˜1H +H
T Q˜1A¯





Calculando então o primeiro termo do bloco (1, 1) e usando a identidade Q˜1Q˜
−1
1 = I, tem-se







































Y A (α) + V TBf (α)Cy (α) Y A (α)X + V
TBf (α)Cy (α)X + V
TAf (α)U
A (α) A (α)X
]
(5.27)
O produto de variáveis V TBf (α) no bloco (1, 1) pode ser considerado linear na nova variável
L (α) := V TBf (α) (5.28)
e pode-se recuperar Bf (α) a partir de L (α) com a hipótese de V invertível:
Bf (α) = V
−TL (α) . (5.29)
Após a troca de variável, a equação (5.27) se torna igual a:
HT A¯ (α) Q˜1H =
[
Y A (α) + L (α)Cy (α) Y A (α)X + L (α)Cy (α)X + V
TAf (α)U














AT (α)Y + CTy (α)L
T (α) AT (α)
XAT (α)Y +XCTy (α)L




e o terceiro termo do bloco (1, 1) de (5.23) é

























e somando estes com (5.30), tem-se que o bloco (1, 1) de (5.23) é dado por[
M11 M12
? A (α)X +XAT (α)− βX
]
,
M11 = Y A (α) +AT (α)Y + L (α)Cy (α) + CTy (α)LT (α)− βY, (5.34)
M12 = Y A (α)X + L (α)Cy (α)X + V TAf (α)U +AT (α)− βI
e que o bloco (1, 2) de (5.23) é




















e portanto a LMI (5.23) é equivalente à:
Ξ3 (α) :=
M11 M12 Y B (α) + L (α)D (α)? A (α)X +XAT (α)− βX B (α)
? ? −βˆW
 ≺ 0. (5.36)
Nota-se que o termo do bloco (1, 2) de (5.36) pode ser escrito como
M12 =
(
Y A (α) + L (α)Cy (α) + V
TAf (α)UX
−1 +AT (α)X−1 − βX−1)X,
sendo que o termo V TAf (α)UX−1 pode ser considerado como linear na variável M (α) :=
V TAf (α)UX
−1, permitindo a recuperação de Af (α) a partir de M (α) usando novamente a
hipótese de que V é invertível:
Af (α) = V
−TM (α)XU−1. (5.37)
Isto sugere aplicar a seguinte transformação de congruência para linearizar (5.36) em termos de
Z := X−1: I 0 00 X−1 0
0 0 I
Ξ3 (α)
I 0 00 X−1 0
0 0 I
 ≺ 0,
resultando na LMI (5.12).







1 ) (ver Proposição 28 do Anexo A) e lembrando que W = Q
−1
2 , tem-se que a












Utilizando o Lema 17 do Capítulo 4 com P1 = Q
−1
1 , P2 = W , µ1 = λ1, µ2 = λ2 e µ3 = 1,
tem-se que uma condição suﬁciente para que (5.38) seja satisfeita é que exista escalares positivos
λ1 e λ2 tais que
I ≺ Q−11 ≺ λ1I, (5.39)
W ≺ λ2I, (5.40)
c1λ1 + dλ2 ≺ c2e−βT . (5.41)
As condições (5.40) e (5.41) são exatamente as LMIs (5.14) e (5.13) deste teorema. Trabalhar-se-a
agora na condição (5.39): utilizando agora (3.34), tem-se que (5.39) é equivalente à
λ1R
−1 ≺ Q˜1 ≺ R−1.
Será desenvolvido primeiro a condição λ1R−1 ≺ Q˜1: aplicando-se a técnica de complemento de
Schur, tem-se que




























Finalmente, aplica-se mais uma transformação de congruência para escrever a desigualdade





































que será a LMI (5.15) do teorema após uma escolha conveniente de V invertível.
Será desenvolvido agora a condição Q˜1 ≺ R−1. Para isto, sejam escalares λ3 e λ4 satisfazendo
as seguintes condições:
X ≺ λ3I, (5.43)
Xˆ ≺ λ4I, (5.44)





















A condição (5.43) pode ser reescrita em termos de Z = X−1 aplicando-se a técnica de comple-
mento de Schur:






que é justamente a LMI (5.17) do teorema. A condição (5.44) torna-se, usando a parametrização
de Xˆ por V (ver Proposição 46 do Anexo A), em




Y −X−1)XY V −1 ≺ λ4I
Escolhendo V = I, a hipótese de invertibilidade de V é satisfeita, a condição (5.42) se torna
linear e equivale a LMI (5.15) do teorema, e a condição (5.44) se torna igual a
Y + λ4U − Y XY  0,
a qual após aplicando a técnica de complemento de Schur, é possível reescrever como uma LMI em
Z:
(Y + λ4I)− Y Z−1Y  0 ⇐⇒
[




que é justamente a LMI (5.18) do teorema.













Substituindo a dinâmica do erro, dada por (5.3) em (5.9) e utilizando complemento de Schur
tem-se que
eTz ez = ς








































Substituindo (5.49) em (5.46) e aplicando uma transformação de congruência como a seguir, é
possível reescrever a desigualdade (5.46) em termos de ΓT22:
ξ1 (α) :=











































? X XCTz (α)− UTΓT22CTf (α)
? ? I
  0 (5.51)
para escrever Yˆ em termos de X, e em seguida a transformação de congruênciaI 0 00 X−1 0
0 0 I
 ξ2 (α)






? Z CTz (α)− ZUTΓT22CTf (α)
? ? I
  0 (5.52)
para escrever a última desigualdade em termos de Z = X−1.
Aﬁm de tornar linear o bloco (2, 3) da desigualdade (5.52), faz-se a troca de variáveis F (α) :=
Cf (α) Γ22UZ. Com esta troca é possível recuperar Cf (α) pela expressão
Cf (α) = F (α) (Γ22UZ)
−1 = F (α)Z−1U−1Γ−122 , (5.53)




? Z CTz (α)− F T (α)
? ? I
  0, (5.54)
que é justamente a LMI (5.19) do teorema.
Por ﬁm, utilizando as trocas de variáveis (5.37), (5.29) e (5.53) com a escolha de V = I (neste
caso U = − (Y − Z)Z−1, como pode ser visto na Proposição 46 no Anexo A), tem-se que a
realização do ﬁltro é dada por
Af (α) = V
−TM (α)XU−1 = M (α) (Z − Y )−1 ,
Bf (α) = V
−TL (α) = L (α) ,
Cf (α) = F (α)Z
−1U−1Γ−122 = F (α) (Γ22 (Z − Y ))−1 .
É importante notar que Ω é um parâmetro de projeto do ﬁltro que deve ser ajustado para
uma adequada ponderação do tamanho do erro de estimativa da saída com o tamanho dos estados
da planta e do ﬁltro. Não há perda de generalidade em se escrever Ω = ΓQ˜1ΓT e considerar o
parâmetro Γ para ajuste (Ω, Γ, Q˜1 são invertíveis). A escolha de Γ = diag (I,Γ22) , permite atuar
diretamente na matriz Cf (α) com um fator de escala dado por Γ22, e consequentemente, melhorar
a qualidade da realização {Af , Bf , Cf} do ﬁltro sem deteriorar o erro de estimativa. Em especíﬁco,
tem-se que

















22 (Y − Z)−1 Γ−122
]
ς(t), ∀t ∈ [0, T ]
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e apesar da cota superior para eTz ez depender das variáveis Y e Z, pode-se regular parcialmente
esta dependência com o ajuste da matriz Γ22. De fato, quanto maior det Γ22, menor a inﬂuência
de Y e Z no bloco (2, 2) de Ω−1. É importante notar também que o bloco (1, 1) de Ω−1 depende
apenas da variável Y e não sofre inﬂuência de Γ22 e portanto, pode ser que mesmo com o ajuste
de Γ22 não se tenha uma performance aceitável até ser encontrada uma outra realização com um
Y diferente.
É interessante notar também o uso da desigualdade de Aronszajn (Teorema 36 do Anexo A),
que relaciona os autovalores de uma matriz Hermitiana positiva-deﬁnida com os autovalores dos
blocos diagonais. Este resultado possibilitou considerar a matriz da função candidata de Lyapunov
sem restrições, um fato que aparentemente não foi explorado na literatura até no contexto de
estabilidade em tempo ﬁnito - por exemplo, nos trabalhos [116, 119, 117, 118] usa-se uma matriz
bloco diagonal, uma estrutura mais conservadora por não considerar os termos cruzados entre as
variáveis de estado da planta e do ﬁltro.
Finalmente, outro ponto importante a se observar é que o ﬁltro é obtido por um problema de
LMI cuja condições são apenas suﬁcientes para se ter o sistema aumentado FTB, e portanto a
não existência de uma solução do problema de LMI não necessariamente implica que um ﬁltro não
exista; conforme discutido no Capítulo 2, porém, com o aumento do grau g do ﬁltro, pode ser que
as condições de síntese ﬁquem menos conservadoras: por exemplo, pode ser que não haja um ﬁltro
robusto resolvendo o problema, mas haja um ﬁltro dependendo de α (t) polinomialmente com um
grau suﬁcientemente grande que resolva o problema.
No entanto, veriﬁcou-se numericamente em diversos testes que isto não ocorre. Com o mesmo
resultado desanimador, em diversos testes de otimização de algum parâmetro de FTB (como por
exemplo c2) não houve um ganho considerável para a variável sendo otimizada com o aumento de
g e f , como ocorreu com o controle projetado no Capítulo 4. Em outras palavras, aparentemente
não há ganhos neste contexto com o acréscimo de informação de α (t) no ﬁltro.
Apesar disso, veriﬁcou-se numericamente que houve uma melhoria signiﬁcativa não supondo
mais a variável Z constante, mas sim com uma estrutura polinomial com grau g > 0. No entanto,
se é imposto uma estrutura dependente de α (t) nessa variável, faz-se com que seja necessário impor
dependência de α (t) também na variável Q˜1 : isto signiﬁca que esta possui derivada não nula, e o
Lema 13 de análise baseado em LMI acaba se tornando então numa tão evitada DMI.
Uma alternativa tentada para contornar este problema foi a proposta da condição de análise
do Teorema 15 baseada em Finsler: neste caso, poderia se introduzir uma estrutura polinomial nas
variáveis extras introduzidas pelo lema de Finsler enquanto Q˜1 é mantida independente de α (t).
Contudo, conforme já comentado no Capítulo 3, a realização de síntese utilizando esta condição é
mais difícil. Substituindo as matrizes do sistema aumentado nesta condição se encontra uma BMI
a qual não foi possível transformar em uma LMI ou até mesmo resolver numericamente para vários
exemplos. Outra alternativa, que ainda será estudo de investigação, será a de supor uma hipótese,
talvez até desnecessariamente grosseira, de que o parâmetro α seja suﬁcientemente lento no tempo
a ﬁm de que a derivada de Q˜1 seja aproximadamente zero para tentar evitar uma abordagem por
DMI.
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5.3 Síntese alternativa do ﬁltro com R diagonal
No caso em que o projetista desejar limitar o estado da planta e o erro de observação do ﬁltro
de uma maneira desacoplada, pode-se utilizar uma matriz diagonal R = diag (Rp, Re). Daí, a
condição (5.10) se torna
xT (0)Rpx (0)+e
T
x (0)Reex (0) ≤ c1 =⇒ xT (t)Rpx (t)+eTx (t)Reex (t) ≤ c2, ∀t ∈ [0, T ] ,∀ω ∈ W.
(5.55)
As matrizes Rp e Re ponderam a importância entre limitar o estado da planta e o erro da
observação do ﬁltro: quanto maior a norma de Rp (ou de Re), mais restrito deve ﬁcar o estado da





Figura 5.2: Elipsoide limitando o estado da planta e o erro de observação no caso de um sistema
escalar.
Como será visto no Teorema 22, com essa escolha de R diagonal, é permitido uma outra
abordagem para realizar a síntese do ﬁltro.
Teorema 22. Dado um sistema LPV conforme (5.1) e parâmetros c1 ≥ 0, c2, d, T, β, βˆ > 0,
Rp, Re ∈ Sn+, se existem matrizes Y ∈ Sn+, Z ∈ Sn+, W ∈ Sr+, L ∈ Hn×q, M ∈ Hn×n e F ∈ Hp×n,
e escalares λ1, λ2, λ3 > 0 tais que3M11 (α) Y A (α) + L (α)Cy +M (α) +A
T (α)Z − βZ Y B (α) + L (α)D (α)
? AT (α)Z + ZA (α)− βZ ZB (α)
? ? −βˆW (α)
 ≺ 0, (5.56)
M11 (α) = Y A (α) +AT (α)Y + LCy (α) + CTy (α)LT − βY,
c1λ1 + dλ2 < c2e
−βTλ3, (5.57)
W ≺ λ2I, (5.58)
λ3Rp ≺ Z ≺ λ1Rp, (5.59)
λ3Re ≺ Y − Z ≺ λ1Re, (5.60)Y − Z 0 F
T (α)
? Z CTz (α)− F T (α)
? ? I
  0, (5.61)
3A dependência temporal de α (t) será omitida novamente neste teorema para deixar a exposição mais clara.
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então existe um ﬁltro da forma (5.2) tal que o sistema aumentado (5.5) é FTB em relação a
(c1, c2,W∞d , T,diag (Rp, Re)), se βˆ = β, ou FTB em relação a
(
c1, c2,W2d , T,diag (Rp, Re)
)
, se








com Γ22 não-singular. Uma realização deste ﬁltro é dada pelas matrizes
Af (α) = (Z − Y )−1M (α) ,
Bf (α) = (Z − Y )−1 L (α) ,






































ς (t) < c2, ∀t ∈ [0, T ] ,∀ω ∈ W.







na demonstração do Teorema 21, vê-se que a LMI (5.12) implica a condição (3.42) do Lema 13 e que
(5.61) implica a propriedade de Ω-limitação com Ω = ΛΓQ˜1 (ΛΓ)
T . A novidade na demonstração
será justamente mostrar como as LMIs (5.57), (5.58), (5.59) e (5.60) implicam as condições (3.33)
e (3.34) do Lema 13.







1 ) (ver Proposição 28











Pelo Lema 17 do Capítulo 4 com P1 = Q
−1
1 , P2 = W , µ1 = λ1, µ2 = λ2 e µ3 = λ3, tem-se que
uma condição suﬁciente para que (5.64) seja satisfeita é que exista escalares positivos λ1, λ2 e λ3
tais que
λ3I ≺ Q−11 ≺ λ1I, (5.65)
W ≺ λ2I, (5.66)
c1λ1 + dλ2 < c2e
−βTλ3. (5.67)
As condições (5.66) e (5.67) são exatamente as LMIs (5.58) e (5.57), respectivamente.
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onde R é dada por (5.63) e Yˆ = V
(
Y −X−1)−1 V T , pela Proposição 46 do Anexo A.
Escolhendo V = − (Y −X−1) para cancelar o termo não linear e utilizando a troca de coor-
denadas Z = X−1, (5.68) se torna
λ3R ≺
[
Y Z − Y
Z − Y Y − Z
]
≺ λ1R. (5.69)























Como a desigualdade (5.70) é entre matrizes bloco diagonal, é imediato que tal desigualdade
equivale as LMIs (5.59) e (5.60) deste Teorema.
É importante notar que, em contraste com um cenário clássico onde a estabilidade de Lyapunov
de x − xf implica a estabilidade de z − zf usando um observador de Luenberger como um ﬁltro,
a restrição do erro x − xf em uma região durante um horizonte de tempo ﬁnito não implica
necessariamente que z−zf satisfaça a mesma restrição. Porém, com a propriedade de Ω-limitação,
garante-se uma certa limitação do erro de estimação.
É interessante notar também que no Teorema 22 não houve necessidade de inserir conservado-
rismo forçando a variável µ3 no Lema 17 para 1, diferentemente do desenvolvimento do ﬁltro do
Teorema 21 e do controlador do Teorema 18.
5.4 Experimentos numéricos
Os experimentos foram feitos utilizando SeDuMi interfaceado pelo analisador ROLMIP 2.0.
5.4.1 Exemplo 1

























e com a incerteza α considerada invariante no tempo, pertencente ao intervalo −2 ≤ α ≤ −1.
Usando o Teorema 21 com T = 2s, Γ22 = 0.01, β = 0.5, c1 = 0, c2 = 2, W = W∞2 e R = 5I,


















Com o propósito de ilustração, uma simulação no domínio do tempo foi realizada no inter-
valo t ∈ [0, 2s] considerando condições iniciais igual a zero, três valores diferentes para α e uma
perturbação dada por
ω (t) = 1.2e−0.2t sin (t) .
Os resultados podem ser vistos na Figura 5.3. Para cada valor de α, os sinais estimados pelo





























Figura 5.3: Simulação no domínio do tempo considerando α = −2,−1.5,−1.
Em todos estes casos, vê-se que apesar da escolha de Γ22 não ter anulado o erro de estimação
dentro do horizonte de tempo ﬁnito, garantiu que houvesse um erro máximo de aproximadamente
0.06. A diﬁculdade em se ter um erro de estimação nulo no horizonte de tempo ﬁnito é justamente
o pouco tempo em que o ﬁltro possui para estimar dinamicamente a saída z.
O comportamento das variáveis do espaço de estado do sistema aumentado pode ser visto na
simulação da Figura 5.4, que foi feita considerando condições iniciais iguais a zero e com α variando
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de −2 a 1 com um passo incremental de 0.025. Pela análise da Figura 5.4 ﬁca evidente que o ﬁltro


















Figura 5.4: Norma quadrática ponderada dos estados do sistema aumentado.
É importante veriﬁcar que a Figura 5.4 revela um grau de conservadorismo dos resultados
desse ﬁltro, provavelmente relacionado ao uso do Lema 13, que é apenas um critério suﬁciente para
analisar se um sistema é FTB. Trabalhos futuros tem como objetivo investigar condições menos
conservadoras para a análise do sistema mas ainda computacionalmente tratáveis.
5.4.2 Exemplo 2
Será utilizado agora o Teorema 22 em um estudo de caso adaptado de [120, pp.115-118] para
ilustrar a aplicação do mesmo. Será projetado um ﬁltro robusto para a dinâmica linearizada
dos eixos de rolamento/guinada de uma espaçonave que emprega três volantes de inércia como
atuadores. É assumido que a matriz de inércia I da espaçonave possui produtos de inércia zero,
ou seja, a matriz de inércia I é dada pela matriz diagonal
I =
I1 0 00 I2 0
0 0 I3
 .
O modelo dos eixos de rolamento/guinada da espaçonave é tirado de [120, pp.115-118] e é
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0 n 1 0 0 0
−n 0 0 1 0 0
−3n2∆1 0 0 −n∆1 0 0
0 0 −n∆3 0 0 0
0 0 0 0 0 n


















onde n é a velocidade angular orbital, θ1 o ângulo de rolamento, θ3 o ângulo de guinada, ω o vetor
de velocidade angular e h o vetor do momento angular total dos volantes de inércia.
Os eixos da espaçonave são mostrados na Figura 5.5 e os valores numéricos desses parâmetros




Figura 5.5: Referência acoplado a espaçonave do Exemplo 2.
No cenário proposto, é desejado estimar o ângulo de guinada com as medidas do ângulo de
rolamento, considerando que este é perturbado por sinais de W∞d . Portanto, as matrizes Cy, Cz e
D de (5.1) são dadas por
Cy =
[









41 slug ≈ 14.59 kg, 1 lb ≈ 0.45 kg, 1 ft ≈ 0.30 m.
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Tabela 5.1: Valores dos parâmetros físicos utilizados para o exemplo da espaçonave
Parâmetro Valor Unidade4
I1 48.28× 106 ≤ I1 ≤ 52.28× 106 slug · ft2
I2 8.80× 106 ≤ I2 ≤ 12.80× 106 slug · ft2
I3 56.57× 106 ≤ I3 ≤ 60.57× 106 slug · ft2
n 0.0011 rad/s
θ1 (0) 0.1 rad
θ3 (0) 0.1 rad
ω1 (0) 0.01 rad/s
ω3 (0) 0.01 rad/s
h1 (0) 0.1 ft · lb · s
h3 (0) 0.1 ft · lb · s
Para parâmetros de FTB dados por c1 = 1, c2 = 8, d = 2, T = 1s, Re = 4I e Rp = 4I, é
utilizado o Teorema 22 com g = 0, β = 0.5 e Γ22 = 30 para projetar um ﬁltro robusto como solução
do problema de factibilidade das LMIs correspondentes. Esta escolha de Γ22 foi feita ajustando
esse parâmetro até se ter um erro máximo aceitável de estimação no horizonte de tempo ﬁnito. É
obtido então as seguintes matrizes para (5.2):
Af =

0.023 0.001 0.856 0.000 0.000 0.000
−0.001 0.025 0.000 0.858 0.000 0.000
−0.034 0.000 0.052 0.001 0.000 0.000
0.000 −0.031 0.001 0.050 0.000 0.000
0.000 0.000 0.000 0.000 −0.080 0.001















0.000 0.017 0.000 0.000 0.000 0.000
]
.
Na Figura 5.6 é exibido uma simulação feita sobre o intervalo t ∈ [0, 1s] com uma entrada de
perturbação dada por
ω (t) = 1.2e−0.2 sin (t) .
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Figura 5.7: Soma da norma quadrática ponderada dos estados da planta e do erro de observação.
Conforme pode ser visto na Figura 5.6, o ﬁltro projetado satisfaz a propriedade de Ω-limitação
desejada. Já pela Figura 5.7 pode-se ver que o ﬁltro satisfaz a condição (5.55), com o valor máximo
obtido para xp (t)Rpxp (t)+eTx (t)Reex (t) no intervalo t ∈ [0, 1] de aproximadamente 0.352, 4.40%




Uma revisão das abordagens para a análise FTB de um sistema via LMI e DMI foi feita no
Capítulo 3. Em particular, foi feita uma análise mais rigorosa das condições baseadas em DMI
mostrando que estas implicam num caso de FTB deﬁnido aqui como FTB em quase toda parte.
Também foram propostas novas condições de análise, em particular uma baseada no lema de
Finsler. O estudo deste lema possibilitou uma nova generalização do lema de Finsler, dado no
Colorário 67 do Anexo A.
No Capítulo 4 foram obtidas condições em termos de LMI para o projeto de um controlador
por realimentação de estados com estrutura de matriz polinomial homogênea, de tal forma que
o controlador obtido garante que o sistema em malha fechada é FTB - conforme o grau g deste
controlador aumenta ou o parâmetro de relaxação f introduzido pelo teorema de Pólya aumenta,
resultados menos conservadores são obtidos. Este controlador resultou a publicação [114].
Já no Capítulo 5 foi proposto um ﬁltro que além de limitar as variáveis de estado da planta em
um horizonte de tempo ﬁnito, pode também limitar as variáveis de estados do ﬁltro ou a diferença
entre as variáveis de estado da planta e do ﬁltro. O ﬁltro proposto pode ser projetado tanto para
um cenário em que há incerteza paramétricas no modelo, resultando em um ﬁltro robusto, quanto
para um cenário em que se há informações sobre o parâmetro de um sistema LPV, resultando em
um ﬁltro dependendo de maneira polinomial deste parâmetro. Em ambos os casos, o erro do ﬁltro
obedece uma restrição deﬁnida em [109] como Ω-limitação, que pode ser visto como um parâmetro
para ajustar o erro de estimação do ﬁltro.
Cabe ainda ressaltar que foram propostas duas maneiras de fazer a síntese do ﬁltro: uma
abordagem mais direta, serve para uma versão particular do problema de ﬁltragem, em que se
deseja limitar de maneira desacoplada tanto as variáveis de estado do ﬁltro quanto o que se chamou
nessa dissertação de erro de observação do ﬁltro; a outra abordagem, geral, utiliza a desigualdade
de Aronszajn para relacionar os autovalores de uma matriz bloco simétrica com os autovalores
dos seus blocos diagonais. O cenário de estimação com um ﬁltro robusto que assegura tanto a
Ω-limitação do erro de estimação quanto a limitação das variáveis de estados do ﬁltro e da planta
rendeu a publicação [2].
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6.1 Trabalhos futuros
Em um horizonte de tempo ﬁnito, tem-se a expectativa de realizar as seguintes propostas de
trabalho:
• Estabelecer uma comparação mais detalhada entre as condições de análise baseadas em DMI
da Seção 3.1 e as baseadas em LMI da Seção 3.2. Em particular, foi visto no Capítulo 3
um exemplo de uma classe de sistemas que se são FTS em relação a certos parâmetros pelas
condições do Lema 13, então também são FTS em relação aos mesmos parâmetros pelas
condições do Lema 6, mas a questão recíproca, i.e. se existem exemplos de sistemas que são
FTB pelas condições do Lema 13 mas não são pelas condições do Lema 6, ﬁcou em aberto.
• Apesar do Teorema 15 ser menos conservador do que o Lema 13 para veriﬁcar se um dado
sistema é FTB, utilizou-se do último e não do primeiro na síntese de controladores e ﬁltros
devido à diﬁculdade que se encontrou em representar o problema de síntese como uma LMI
usando o Teorema 15. Pretende-se em trabalhos futuros sanar esta diﬁculdade para resolver
problemas de síntese ou até mesmo buscar novas condições de análise que sejam menos
conservadores do que o Lema 13 e que também tenham veriﬁcação computacional mais
tratáveis do que o Lema 6.
• Dependendo do problema, conjuntos poliedrais podem modelar melhor o espaço em que o
projetista quer limitar as variáveis do que conjuntos de elipsoides [42, 43]. Pretende-se então
adaptar as condições de análise e de síntese de controle desenvolvidos nessa dissertação para
o caso em que S1 e S2 em (1.2) são domínios poliedrais.
• Averiguar como a técnica de SOS [107], utilizada em [105] para relaxar DLMIs que analisam
se um sistema é FTB em relação a classe WSd,Π deﬁnida em (3.31), pode ser utilizada para
relaxar a condição baseada em DMI do Lema 6.
• Investigar se é possível e como a generalização do lema de Finsler (ver Colorário 67 do
Anexo A) pode ser aplicada em problemas de controle e estimação.
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Resultados de álgebra linear e análise
Neste anexo é demonstrado ou referenciado na literatura as proposições e teoremas enunciados
ao longo do texto relativas a álgebra linear e análise.
A.1 Lema de Gronwall-Bellman
O seguinte lema estima uma cota superior para a solução de uma desigualdade diferencial
usando a solução da respectiva equação diferencial.
Lema 23. Sejam u e β funções contínuas em [0, T ), com u diferenciável em (0, T ) e tal que
u˙ (t) ≤ β (t)u (t) , ∀t ∈ (0, T ) .
Então u é limitada pela solução da equação diferencial correspondente, isto é,





para todo t ∈ [0, T ).
Demonstração. Deﬁnindo a função





, ∀t ∈ [0, T ) ,
tem-se que
v˙ (t) = β (t) v (t) , ∀t ∈ (0, T )









u˙ (t) v (t)− v˙ (t)u (t)
v2 (t)
≤ β (t)u (t) v (t)− β (t) v (t)u (t)
v2 (t)
= 0, ∀t ∈ (0, T ) ,
ou seja, a derivada da função u (t) /v (t) é não positiva para todo t em (0, T ). Pelo teorema do





= u (0) , ∀t ∈ [0, T ) .
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A.2 Resultados sobre autovalores
Teorema 24 (Teorema espectral para matrizes simétricas [122, p.468]). Se Q ∈ Rn×n é simétrica,
existe T ortogonal que diagonaliza Q, ou seja, T TQT = D onde D = diag (λ1, λ2, . . . , λn) e λi são
os autovalores de Q.
Demonstração. Ver [122, p.468].
Teorema 25. Sejam A e B normais. A e B comutam se e somente se elas são diagonalizáveis
simultaneamente, isto é, existe S tal que S−1AS e S−1BS são diagonais.
Demonstração. Ver Teorema 1.3.12 de[123, p.50].
Corolário 26. Se A e B são normais e comutam, então elas possuem os mesmos autovetores.
Demonstração. Direto do Teorema 25.
Proposição 27. Seja A ∈ Cn×n. É válida a seguinte igualdade: λmax (−A) = −λmin(A).
Demonstração. Seja p (λ) :=
∣∣∣A− λI∣∣∣ o polinômio característico de A e q (λ) := ∣∣∣(−A)− λI∣∣∣ o
polinômio característico de −A. Temos a seguinte igualdade entre p e q:
q (−λ) =
∣∣∣−A+ λI∣∣∣ = ∣∣∣− (A− λI)∣∣∣ = (−1)n ∣∣∣A− λI∣∣∣ = (−1)n p (λ) .
Logo, p (λ) = 0 ⇐⇒ q (−λ) = 0. Como os zeros do polinômio característico de uma matriz
M são os autovalores de M , se λ é autovalor de A então −λ é autovalor de −A. Daí, sendo λi,
i = 1, . . . , n os autovalores de A ordenados de tal forma que
λmax (A) = λ1 ≥ λ2 ≥ . . . ≥ λn = λmin (A) ,
tem-se que
λmin (−A) = −λ1 ≤ −λ2 ≤ . . . ≤ −λn = λmax (−A) .















Demonstração. Seja p (λ) =
∣∣∣A− λI∣∣∣ o polinômio característico de A e q (λ) := ∣∣∣(A−1)− λI∣∣∣ o
polinômio característico de A−1.











Logo, p (λ) = 0 ⇐⇒ q ( 1λ) = 0. Como os zeros do polinômio característico de uma matriz M
são os autovalores de M , se λ é autovalor de A então 1λ é autovalor de A
−1. Tem-se que A  0 ou
A ≺ 0 implica que todos os autovalores de A possuem o mesmo sinal, então sendo λi, i = 1, . . . , n
os autovalores de A ordenados de tal forma que


















Proposição 29. Seja σ (A) o espectro de uma matriz A ∈ Cn×n e ‖ · ‖ uma norma induzida pela
norma Euclidiana. Deﬁne-se o raio espectral de A como ρ (A) := max σ (A). Então para todo
k ∈ N, tem-se que
ρ (A) ≤ ‖Ak‖1/k.
Demonstração. Seja (v, λ) um autopar de A. Pela propriedade sub-multiplicativa da norma, tem-se
que
|λ|k‖v‖ = ‖λkv‖ = ‖Akv‖ ≤ ‖Ak‖‖v‖
e como v 6= 0 para todo λ,
|λ|k ≤ ‖Ak‖.
Portanto, ρ (A) ≤ ‖Ak‖1/k.
Proposição 30. Se A ∈ Cn×n é Hermitiana, então os autovalores de A são reais.
Demonstração. Ver [124, pp.548-549].
Corolário 31. Se A ∈ Rn×n é simétrica, então os autovalores de A são reais.
Teorema 32 (Desigualdades de Weyl). Sejam A, B ∈ Cn×n Hermitianas (ou reais simétricas) e
λj : Sn → R, com j = 1, . . . , n, as funções que mapeiam A ao seu j-ésimo autovalor em ordem
decrescente (isto é, λ1 (A) ≥ · · · ≥ λn (A)). Então são válidas as seguintes desigualdades:
λj (A+B) ≤ λi (A) + λj−i+1 (B) , para i ≤ j,
λj (A+B) ≥ λi (A) + λj−i+n (B) , para i ≥ j.
Demonstração. Ver Teorema III.2.1 de [125, p.62] ou Teorema 4.3.7 de [123, p.184].
Corolário 33. Para cada j = 1, 2, . . . , n, tem-se que
λj (A) + λn (B) ≤ λj (A+B) ≤ λj (A) + λ1 (B) .
Demonstração. Basta fazer i = j nas desigualdades do Teorema 32.
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|λj (A)− λj (B) | ≤ ‖A−B‖
Demonstração. Sejam U , V ∈ Cn×n Hermitianas (ou reais simétricas). Temos do Corolário 33 que
λj (U) + λn (V ) ≤ λj (U + V ) ≤ λj (U) + λ1 (V ) , j = 1, 2, . . . , n,
o que implica em
λn (V ) ≤ λj (U + V )− λj (U) ≤ λ1 (V ) . (A.1)
Seja ρ (A) = maxi |λi (A) | o raio espectral da matriz A. Temos então que
λ1 (V ) ≤ |λ1 (V ) | ≤ ρ (V ) ,
λn (V ) ≥ −|λn (V ) | ≥ −ρ (V ) .
Portanto, substituindo em (A.1) é obtido
−ρ (V ) ≤ λj (U + V )− λj (U) ≤ ρ (V ) ⇐⇒ |λj (U + V )− λj (U) | ≤ ρ (V ) .
Pela Proposição 29, tem-se que ρ (V ) ≤ ‖V ‖ e daí:
|λj (U + V )− λj (U) | ≤ ‖V ‖.
Como B e A−B são Hermitianas, substituindo U = B e V = A−B tem-se o resultado.
Corolário 35. Para j ﬁxo com 1 ≤ j ≤ n, a aplicação λj : Sn → R é Lipschitz contínua.
O Teorema 36 a seguir é aplicado no artigo [2]. É interessante notar que o mesmo pode
ser demonstrado a partir da desigualdade de Weyl e vice-versa. A mesma estratégia de prova
também pode ser aplicada em outras desigualdades lineares para os autovalores da soma de matrizes
Hermitianas para transformar em desigualdades lineares para os autovalores do bloco diagonal de
matrizes Hermitianas e vice-versa.
Teorema 36 (Desigualdade de Aronszajn). Seja C ∈ Cn×n uma matriz Hermitiana particionada







com A ∈ Ck×k Hermitiana e sejam os autovalores de A, B e C dados por α1 ≥ . . . ≥ αk,
β1 ≥ . . . ≥ βn−k e γ1 ≥ . . . ≥ γn respectivamente. Então
γi+j−1 + γn ≤ αi + βj , para todo i, j com i+ j − 1 ≤ n.
Demonstração. Ver Teorema III.2.9 de [125, p.64].
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A.3 Resultados sobre a ordem de Loewner
Proposição 37. Seja A ∈ Sn. Então os seguintes itens são equivalentes:
• A  0 (A ≥ 0).
• xTAx > 0 para todo x ∈ Rn×1 tal que x 6= 0 (xTAx ≥ 0 para todo x ∈ Rn×1).
• Todos os autovalores de A são positivos (não-negativos).
• Os menores principais de A são positivos (não-negativos).
Demonstração. Ver [124, p.559] para o caso A  0 e [124, p.566] para o caso A  0.
Proposição 38. Sejam F1, . . . , Fr ∈ Cn×n Hermitianas. Então diag (F1, . . . , Fr)  0 se e só se
Fi  0, i = 1, . . . , r.
Demonstração. Seja x = (x1, . . . , xr). Se Fi  0, i = 1, . . . , r, então:
xTi Fixi > 0 i = 1, . . . , r =⇒
r∑
i=1
xTi Fixi > 0 ⇐⇒
[











Reciprocamente, se diag (F1, . . . , Fr)  0, tem-se que o vetor vi cuja i-ésima componente é xi
e as outras r − 1 são nulas é tal que







 vi > 0, i = 1, . . . , r.
Proposição 39 (Transformação de congruência). Sejam A ∈ Sn e P ∈ Rn×n não singular. Segue-
se que A  0 (A ≺ 0) se e somente se P TAP  0 (P TAP ≺ 0).
Demonstração. Segue-se diretamente do teorema de inércia de Sylvester, cuja prova pode ser en-
contrada em [124, p.569].
Proposição 40. Sejam A,B ∈ Cn×n Hermitianas. Então:
λmax (A) < λmin (B) =⇒ A ≺ B
Demonstração. Da identidade λmax (A) = sup|v|=1 vTAv (ver [123, p.176]) e da desigualdade tri-
angular do supremo1, segue-se que:
λmax (A+B) ≤ λmax(A) + λmax (B) .
1sup {f(t) + g(t) | t ∈ A} ≤ sup {f(t) | t ∈ A}+ sup {g(t) | t ∈ A} [126, p.11]
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Daí:
λmax (A−B) ≤ λmax (A) + λmax (−B)
= λmax (A)− λmin (B) (utilizando a proposição 27)
< λmin (B)− λmin (B) (por hipótese)
= 0
Mas λmax (A−B) < 0 ⇐⇒ A−B ≺ 0 ⇐⇒ A ≺ B.
















tem autovalores −0, 4 e −1, logo λi (A−B) < 0. No entanto, λmax (A) =
1, λmin (B) = 0.5 e 1 < 0.5 não é válido.
Proposição 42 (Cota equivalente com autovalores). Seja Q ∈ Rn×n simétrica. É válida as
seguintes equivalências:
Q  αI ⇐⇒ λmin (Q) > α
Q ≺ βI ⇐⇒ λmax (Q) < β
Demonstração. Como Q é real e simétrica, existe T ortogonal que diagonaliza Q, ou seja, T TQT =
D onde D = diag (λ1, λ2, . . . , λn) e λi são os autovalores de Q.
A primeira equivalência é obtida da seguinte maneira:
Q  αI ⇐⇒ Q− αI  0
⇐⇒ T T (Q− αI)T  0 (transformação de congruência)
⇐⇒ D − αI  0
⇐⇒

λ1 − α 0 . . . 0





0 0 . . . λn − α
  0
⇐⇒ λmin(Q)− α > 0 (todos os autovalores de D − αIpositivos)
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De maneira semelhante segue a segunda equivalência:
Q ≺ βI ⇐⇒ Q− βI ≺ 0
⇐⇒ T T (Q− βI)T ≺ 0 (transformação de congruência)
⇐⇒ D − βI ≺ 0
⇐⇒

λ1 − β 0 . . . 0





0 0 . . . λn − β
 ≺ 0
⇐⇒ λmax(Q)− β < 0 (todos os autovalores de D − βInegativos)
Proposição 43. A ordem parcial 2 deﬁnida no conjunto das matrizes Hermitianas por A  B ⇐⇒
A − B  0 é densa [127, p.125], isto é, dado matrizes Hermitianas A, B tal que B  A, existe
uma matriz Hermitiana X tal que B  X  A.
Demonstração. Sejam matrizes Hermitianas A, B tal que B  A e sejaX := A+ 12 (B −A) = A+B2 .
Temos então:
B  A ⇐⇒ B −A  0 ⇐⇒ 1
2
(B −A)  0 ⇐⇒ A+ 1
2
(B −A)  A ⇐⇒ X  A e (A.2)




⇐⇒ B  A+B
2
⇐⇒ B  X (A.3)
Logo, de (A.2) e (A.3) temos que B  X  A.
Proposição 44. Sejam dados A ∈ Rn×n simétrica e βI, com β ∈ R e A ≺ βI. Então existe α ∈ R
tal que A ≺ αI ≺ βI.
Demonstração. Seja α := λmax(A)+β2 . Como λmax (A) < α < β , temos que:
λmax (A) < α ⇐⇒ A ≺ αI (pela Proposição 42) (A.4)
α < β ⇐⇒ α− β < 0 ⇐⇒ (α− β) I ≺ 0 ⇐⇒ αI ≺ βI (A.5)
Logo, de (A.4) e (A.5) temos que A ≺ αI ≺ βI.



















1. U é invertível
2. V é invertível
















são obtidas as seguintes equações:
XY + UTV = I, (A.7)
XV T + UT Yˆ = 0, (A.8)
UY + XˆV = 0, (A.9)
UV T + XˆYˆ = I. (A.10)
De (A.9), tem-se:
UY = −XˆV. (A.11)
Como Q  0, então Q−1  0 e tem-se que Xˆ  0 e Y  0.





UY e U = −XˆV Y −1.
Daí, se U é invertível, tem-se
V (−Y −1U−1Xˆ) = I =⇒ V −1 = −Y −1U−1Xˆ
e se V é invertível,
U(−Y V −1Xˆ−1) = I =⇒ U−1 = −Y V −1Xˆ−1.
(2 =⇒ 3) De (A.7) é obtido
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UTV = I −XY
e como V é invertível, U é invertível. Portanto
(I −XY )−1 = V −1U−T .
(3 =⇒ 2) Usando novamente (A.7):
(I −XY )−1 UTV = I =⇒ V −1 = (I −XY )−1 UT
A seguinte proposição mostra como parametrizar a partição de uma matriz positiva deﬁnida













com V invertível. Tem-se que:
Q =
[
X − (XY − I)V −1




X −X (Y −X−1)V −1












Y −X−1)−1 V T
]
ou ainda, escrevendo em função de W :=
(





































são obtidas as seguintes equações:
XY + UTV = I, (A.13)
XV T + UT Yˆ = 0, (A.14)
UY + XˆV = 0, (A.15)
UV T + XˆYˆ = I. (A.16)
Pode-se então parametrizar U ,UT ,Xˆ e Yˆ em função de X,Y e V . De (A.13):
UTV =I −XY
UT = (I −XY )V −1
UT =− (XY − I)V −1
Como X  0, temos ainda
UT = −X (Y −X−1)V −T .
Transpondo UT :
U = −V −T (Y X − I) = −V −T (Y −X−1)X.
De (A.15):
XˆV =− UY
Xˆ =− UY V −1
Xˆ =V −T (Y X − I)Y V −1
e como X  0, temos ainda:
Xˆ = V −T
(
Y −X−1)XY V −1.
De (A.14):
Yˆ U =− V X
Yˆ =− V XU−1
Yˆ =V X (Y X − I)−1 V T
Yˆ =V
(
Y −X−1)−1 V T
e como Yˆ  0 e V é invertível segue-se que W := (Y −X)−1  0.
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det (M) = det (A) det
(
D − CA−1B) .
Demonstração. Ver [124, p.475].






é invertível se e só se V for invertível.
Demonstração. Diretamente da Proposição 47.
A.5 Resultados sobre funções com valores em matrizes
Proposição 49. Seja S um conjunto compacto e P : S → Sn uma função contínua. Então P é
limitada superiormente em S, isto é, existe L ∈ Sn tal que L  P (s) para todo s ∈ S. Mais ainda,
pode-se tomar L = xI, para algum x ∈ R.
Demonstração. Seja f (s) := λmax [P (s)]. Como λmax e P são funções contínuas, temos que f é
uma função contínua com valores reais. Como também S é compacto, então existe s0 ∈ S tal que
f¯ := f (s0) ≥ λmax [P (s)] para todo s ∈ S.
Seja x ∈ R. Tem-se que:
xI  P (s) ⇐⇒ xI − P (s)  0
⇐⇒ λmin [xI − P (s)] ≥ 0
⇐⇒ xI − λmax [P (s)] I  0
⇐⇒ x ≥ λmax [P (s)] .
Portanto, tomando x ≥ f¯ , temos que L = xI satisfaz L  P (s) para todo s ∈ S.
Observação 50. No caso escalar (n = 1) vale ainda que existem pontos em S em que a função P
assume valores máximos, isto é, é possível ainda tomar s0 ∈ S tal que P (s0)  P (s) para todo





1 + s 0
0 −1− s
]
, s ∈ [0, 1] .
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Supondo a existência de s0 tal que P (s0)  P (s) para todo s, temos que para s 6= s0 que:







Corolário 51. Se S é um conjunto compacto e P : S → Sn uma função contínua, então P é
limitada inferiormente em S, isto é, existe M ∈ Sn tal que M  P (s) para todo s ∈ S.
Demonstração. A função −P é contínua, pois P é contínua. Aplicando a Proposição 49 em −P ,
existe L tal que L  −P (s) para todo s ∈ S. Logo, tomando M := −L, tem-se que M  P (s)
para todo s ∈ S.
Teorema 52. Seja A ∈ Cn×n uma matriz invertível. Então a função inv que mapeia A para A−1
é contínua.
Demonstração. Como A é invertível se e somente se A não possuir autovalor igual a 0, a continui-
dade de inv segue-se diretamente do Teorema 1.19 de [129, p.13].









Demonstração. Vamos provar que se A
1
2 existe, é única. Suponha que B2 = A é tal que B = BT >
0. Temos que A e B comutam, pois
BA = B (BB) = (BB)B = AB.
Disto e de A e B serem normais, existe uma base de autovetores comum às duas matrizes A e
B, digamos {e1, · · · , en}.
Portanto, se λi são os autovalores de B, temos que
Bei = λiei
e daí, Aei = λ2i ei. Como ei também são autovetores de A, λ
2
i são os autovalores de A, e logo,
são determinados de maneira única por A. Como consequência, os autovalores λi também são
determinados de maneira única por A.
Provemos agora a existência de A
1
2 construindo a mesma explicitamente: Como A é simétrica,









onde λ1 ≥ λ2 ≥ · · · ≥ λn > 0. Temos que





. . . √
λn
P−1
satisfaz f (A) f (A) = A. Que f (A) é contínua segue-se pelo Teorema 1.19 de [129, p.13].
Proposição 54. Seja S um conjunto convexo. A função Γ : S → Sn é convexa, isto é,
Γ (λx1 + (1− λ)x2)  λΓ (x1) + (1− λ) Γ (x2) , ∀x1, x2 ∈ S, λ ∈ (0, 1) ,
se as funções Γ¯z : S → R deﬁnidas por
Γ¯z (x) = z
∗Γ (x) z
são convexas para todo z ∈ Cn.
Demonstração. Pela hipótese de convexidade de Γ¯z, tem-se que
Γ¯z (λx1 + (1− λ)x2)  λΓ¯z (x1) + (1− λ) Γ¯z (x2) , ∀x1, x2 ∈ S, λ ∈ (0, 1)
para todo z ∈ Cn.
Substituindo pela deﬁnição de Γ¯z é obtido
z∗ [Γ (λx1 + (1− λ)x2)− λΓ (x1) + (1− λ) Γ (x2)] z ≤ 0, ∀x1, x2 ∈ S, λ ∈ (0, 1) , z ∈ Cn,
ou seja, a função Γ é convexa.
A.6 Resultados sobre o lema de Finsler
Lema 55 (Lema auxiliar para a demonstração do lema de Finsler - Adaptado de [130, p.233]).
Seja K ⊆ Rn um conjunto compacto não vazio. Se f : K → R e g : K → R são funções contínuas
e g (x) ≥ 0 para todo x ∈ K, então são equivalentes:
1. Para x ∈ K, f (x) > 0 sempre que g (x) = 0.
2. Para cada x ∈ K, existe α ∈ R tal que f (x) + αg (x) > 0.
3. Para cada x ∈ K, existe α∗ (x) ∈ R tal que f (x) + αg (x) > 0, ∀α > α∗ (x).
4. Existe α∗ ∈ R tal que f(x) + αg(x) > 0, ∀α > α∗, ∀x ∈ K.
Observação 56. No item (4), o valor de α∗ é independente de x ∈ K e pode ser negativo.
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Demonstração.
(4 =⇒ 3 =⇒ 2) Imediato.
(2 =⇒ 1) Se g (x) = 0, então por (2) temos que
f (x) = f(x) + α g (x)︸︷︷︸
0
> 0.
(1 =⇒ 4) Seja K ′ ⊆ K o conjunto deﬁnido por
K ′ := {x ∈ K | f (x) ≤ 0} .
Lembrando que pelo teorema de Heine-Borel [128, p.23], um conjunto é compacto no Rn se, e
somente se é fechado e limitado, temos que, como K é compacto, K é limitado e por consequência
K ′ também é limitado. Temos também que
K ′ = f−1 (I) , com I = (−∞, 0].
Ou seja, K ′ é a pré-imagem de um conjunto fechado I (pois o intervalo R−I = (0,∞) é aberto)
por uma função contínua. Daí, K ′ é fechado e, novamente por Heine-Borel, temos que K ′ é um
conjunto compacto.
Por hipótese, temos que g (x) ≥ 0 para todo x ∈ K. Se g (x) = 0, temos f (x) + αg (x) =
f (x) > 0, ∀α ∈ R.
Se g (x) > 0, para cada x ∈ K\K ′ (isto é, para x tal que f (x) > 0) temos que
f (x) + αg (x) > 0 ⇐⇒ α > −f (x)
g (x)
, ∀x ∈ K\K ′
e daí podemos escolher α∗1 = −f(x)g(x) tal que
f (x) + α1g (x) > 0, ∀x ∈ K\K ′, ∀α1 > α∗1. (A.17)
Note que se K ′ = ∅ o lema já está demonstrado. Vamos supor então que K ′ 6= ∅. Como K ′ é
compacto e f e g são funções contínuas em K ′ (pois como f e g são contínuas em K, as restrições
f |K′ e g |K′ são contínuas em K ′) existem
µf := min
x∈K′
f (x) e µg := min
x∈K′
g (x) .
Seja então x∗ ∈ argminx∈K′ g (x) (isto é, g (x∗) = µg com x∗ ∈ K ′). Pela hipótese de que
g (x) ≥ 0 para todo x ∈ K, temos que g (x∗) ≥ 0.
Supondo g (x∗) = 0 temos por (1) que f (x∗) > 0, contrariando que x∗ ∈ K ′. Logo, µg =









Como µf e µg são valores mínimos, temos que para qualquer x ∈ K ′:
f (x) + α2g (x) ≥ µf + α2µg > 0, ∀x ∈ K ′ e α2>-µf
µg
. (A.18)




para (A.17) e (A.18) temos que (4) é válido.
Lema 57 (Lema de Finsler). Sejam x ∈ Rn, Q ∈ Sn e B ∈ Rm×n tal que posto (B) = r < n. Então
são equivalentes:
1. xTQx < 0 ∀x ∈ Rn tal que x 6= 0 e Bx = 0.
2.
(B⊥)T QB⊥ ≺ 0.
3. ∃µ ∈ R : Q− µBTB ≺ 0.
4. ∃X ∈ Rn×m : Q+ XB + BTX T ≺ 0.
onde B⊥ denota uma matriz cujas colunas formam uma base para Ker (B), ou seja, uma matriz
B⊥ ∈ Rn×(n−r) que satisfaça Im (B⊥) = Ker (B).
Demonstração. Baseada em [110, p.19]. Note que Im
(B⊥) = Ker (B) implica que B⊥ é posto
coluna pleno.




)T QB⊥y = (B⊥y)TQ(B⊥y)
e que B⊥y ∈ Im (B⊥) \ {0} = Ker (B) \ {0} = {x ∈ Rn | Bx = 0 e x 6= 0}, pois como B⊥ é
posto coluna pleno e y 6= 0, B⊥y 6= 0.
Como y foi escolhido arbitrariamente, então
(B⊥y)TQ(B⊥y) < 0 ∀y ∈ Rn−r\ {0} .
(2 =⇒ 1) Seja x ∈ Rn tal que Bx = 0 e x 6= 0. Como x ∈ Ker (B) = Im (B⊥), existe y ∈ Rn−r






)T QB⊥y = (B⊥y)TQ(B⊥y) = xTQx.
(3 =⇒ 2) Usando que B⊥ é posto coluna pleno e aplicando uma transformação de congruência
(Proposição 39) em (3) multiplicando à esquerda por
(B⊥)T e à direita por B⊥, tem-se que(
B⊥
)TQB⊥ − µ(B⊥)TBTBB⊥ = (B⊥)TQB⊥ − µ(BB⊥)T BB⊥ ≺ 0.
Porém, como Im
(B⊥) ⊆ Ker (B), temos que BB⊥ = 0, logo(
B⊥
)T QB⊥ ≺ 0.
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(4 =⇒ 2)Usando que B⊥ é posto coluna pleno e aplicando uma transformação de congruência
(Proposição 39) em (4) multiplicando à esquerda por
(B⊥)T e à direita por B⊥, tem-se que(
B⊥
)TQB⊥+(B⊥)TXBB⊥+(B⊥)TBTX TB⊥ = (B⊥)TQB⊥+(B⊥)TX (BB⊥)+(BB⊥)T X TB⊥ ≺ 0.
Porém, como Im
(B⊥) ⊆ Ker (B), temos que BB⊥ = 0, logo(
B⊥
)T QB⊥ ≺ 0.
(3 =⇒ 4) Escolhendo X = −(µ/2)BT em (4) temos que




BTB = Q− µBTB (3)≺ 0
(1 =⇒ 3) Sejam f (x) = −xTQx, g (x) = xTBTBx e K = {x ∈ Rn | xTx = 1}.
Por (1), temos que
f (x) = −xTQx︸ ︷︷ ︸
<0
> 0 ∀Bx = 0, x 6= 0.
Isto é, f (x) > 0 para todo x ∈ Ker (B) \ {0}. Como g (x) = (Bx)T (Bx) = ‖Bx‖2 ≥ 0, temos
que g (x) = 0 se, e somente se x ∈ Ker (B). Daí, como 0 /∈ K, temos que para todo x ∈ K,
f (x) > 0 sempre que g (x) = 0, que é justamente a condição (1) do lema 55. Esta é equivalente a
que para todo x ∈ K, existe µ ∈ R tal que
f (x) + µg (x) > 0 ∀x ∈ K.
Temos então que para todo y ∈ Rn\ {0} que
yT










Consequentemente, Q− µBTB ≺ 0.
A equivalência entre (3) e (4) do lema de Finsler pode ser generalizada para o caso em que a
matriz B possui posto coluna pleno. Isso será provado no Lema 60 com auxílio do Lema 58.
Lema 58. Sejam A,B ∈ Sn com B  0. Então existe α ∈ R tal que A− αB  0.
Demonstração. Como B  0, existe B 12  0 tal que B 12B 12 = B pelo Teorema 53. Daí:
A− αB  0 ⇐⇒ B− 12AB− 12 − αI  0
⇐⇒ αI −B− 12AB− 12  0
⇐⇒ λi
[






































6≺ 0 ∀α ∈ R.
Lema 60. Sejam Q ∈ Sn e B ∈ Rm×n com posto (B) = n. Então são equivalentes:
1. ∃µ ∈ R : Q− µBTB ≺ 0.
2. ∃X ∈ Rn×m : Q+ XB + BTX T ≺ 0.
Demonstração.
(1 =⇒ 2) Tomando X = −µ2B, temos que

















(2 =⇒ 1) Temos que existe X ∈ Rn×m tal que
Q+ XB + BTX T ≺ 0 ⇐⇒ xT (Q+ XB + BTX T )x < 0 ∀x ∈ Rn : x 6= 0. (A.19)
Sejam y, z ∈ Rm. Então:
− (y + z)T (y + z) ≤ 0
−yT y − yT z − zT y − zT z ≤ 0
− (yT y + zT z) ≤ zT y + yT z.
Portanto, para qualquer x ∈ Rn tal que x 6= 0, se y = Bx e z = X Tx temos então que
− (xTBTBx+ xTXX Tx) ≤ xTXBx+ xTBTX Tx
xTQx− (xTBTBx+ xTXX Tx) ≤ xTQx+ xTXBx+ xTBTX Tx
xT
(Q− BTB − XX T )x ≤ xT (Q+ XB + BTX T )x (A.19)< 0.
Daí,
xT
(Q− BTB − XX T )x ≺ 0,
o que implica que para todo α ∈ R
xTQx− (1− α)xTBTBx < xTXX Tx− αxTBTBx = xT (XX T − αBTB)x.
Escolhendo µ = (1− α), tem-se o resultado desejado se existir α∗ ∈ R tal que (XX T − α∗BTB) ≺
0. Tal é garantido pelo Lema 58, pois como BTB possui posto coluna pleno, tem-se que BTB 
0.
Observação 61. [131, p.58] A matriz B⊥ pode ser construída a partir da SVD de B da seguinte
maneira:
B⊥ = TUT2












O lema de Finsler pode ser generalizado para funções matriciais pontualmente, conforme é feito
no Lema 62 adiante.
Lema 62 (Lema de Finsler). Sejam S ⊆ R, x ∈ Rn, Q : S → Sn e B : S → Rm×n tal que posto (B (s)) <
n, para cada s ∈ S. Então são equivalentes:
1. Para cada s ∈ S, tem-se xTQ (s)x < 0 para todo x ∈ Rn tal que x 6= 0 e B (s)x = 0.
2. Para cada s ∈ S, tem-se (B⊥ (s))T Q (s)B⊥ (s) < 0.
3. (∀s ∈ S) (∃µ (s) ∈ R) : Q (s)− µ (s)BT (s)B (s) < 0.
4. (∀s ∈ S) (∃X (s) ∈ Rn×m) : Q (s) + X (s)B (s) + BT (s)X T (s) < 0.
Demonstração. (1 ⇐⇒ 2 ⇐⇒ 3 ⇐⇒ 4) Basta estender o lema de Finsler ponto a ponto.
Observação 63. É interessante notar que o posto (B (s)) pode ser variante com s, bastando apenas
ser menor que n.
Um questionamento que surge naturalmente agora é se os itens (3) e (4) do Lema 62 também
são válidos de maneira uniforme em µ e X , respectivamente. O Exemplo 64 a seguir mostra que












e S = (0, 1].
Será exibido um µ (s) dependente de s tal que o item (3) do Lema 62 é satisfeito, e que µ (s)
não pode ser escolhido de tal forma que µ (s) = µ¯ é independente de s. Tem-se que
Q (s)− µ (s)BT (s)B (s) =
[
−1 0
0 s− µ (s) s2
]
≺ 0 ⇐⇒ s− µ (s) s2 < 0 0/∈S⇐⇒ 1
s
< µ (s)
Daí, para que o item (3) do Lema 62 seja satisfeito, pode-se tomar por exemplo µ (s) = 1s+ com
algum  > 0. Porém, não é possível escolher um µ (s) = µ¯ onde µ¯ é uma constante independente
de s, pois para pontos próximos de 0, a função 1/s cresce sem limite.
Embora os itens (3) e (4) do Lema 62 não são válidos de maneira uniforme em geral, será visto
nos Lemas a seguir como é possível tornar-los uniformes forçando certas restrições nas funções Q
e B e no conjunto S em que estas estão deﬁnidas. Este resultado parece ser inédito na literatura,
e pretende-se aplicar-lo futuramente em diversos problemas de sistemas e controle.





{Q (s)− µ (s)BT (s)B (s) ≺ 0} <∞. (A.20)
Segue que se
(∀s ∈ S) (∃µ (s) ∈ R) : Q (s)− µ (s)BT (s)B (s) ≺ 0 (A.21)
então
(∃µ¯ ∈ R) (∀s ∈ S) : Q (s)− µ¯BT (s)B (s) ≺ 0. (A.22)
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Demonstração. Para cada s ∈ S deﬁna
M (s) := {µ ∈ R | Q (s)− µBT (s)B (s) ≺ 0} .
Por (A.21), temos queM (s) 6= ∅. Temos também que se µ? ∈M (s), então (µ∗ + α) ∈M (s)
para todo α ≥ 0, pois
0  Q (s)− µ∗BT (s)B (s) Q (s)− µ∗BT (s)B (s)− αBT (s)B (s)︸ ︷︷ ︸
0
=Q (s)− (µ∗ + α)BT (s)B (s) .
Portanto, sempre existe µ∗ ∈M (s) tal que [µ∗,∞) ⊆M (s). Por (A.20), existe m ∈ R tal que
inf
µ∈R
{Q (s)− µBT (s)B (s) ≺ 0} < m, ∀s ∈ S
Por isso, m ∈M (s) para todo s ∈ S e µ¯ = m é tal que
Q (s)− µ¯BT (s)B (s) ≺ 0, ∀s ∈ S.
Teorema 66. Sejam Q : S → Sn e B : S → Rm×n funções contínuas deﬁnidas em um conjunto
S ⊆ R compacto. Supondo
KerB (s) = K, ∀s ∈ S
e que






{Q (s)− µBT (s)B (s) ≺ 0} <∞ (A.23)
Demonstração. Seja k := dimK. Tem-se que postoB (s) é constante em s, pois
postoB (s) = n− dimK = n− k.
Considerando uma decomposição de Rn dada por






uma matriz com as colunas formando uma base de Rn, sendo C1 a matriz cuja colunas










onde B1 (s) ∈ Rm×(n−k), ∀s ∈ S.
Tem-se também que















ou seja, B1 (s) é posto coluna pleno. Daí, segue-se que R (s) := BT1 (s)B1 (s) é invertível para todo
s ∈ S. Temos também que R (s) é contínua em S, pois como B (s) é contínua, B1 (s) = B (s)C1 é
contínua em S.
Agora,




] (Q (s)− µ (s)BT (s)B (s)) [C1 C] ≺ 0
⇐⇒
[
Q11 (s) Q12 (s)










Q11 (s)− µ (s)BT1 (s)B1 (s) Q12 (s)




Q22 ≺ 0−µ (s)BT1 (s)B1 (s) +Q11 (s)−Q12 (s)Q−122 (s)QT12 (s) ≺ 0
onde foi utilizado complemento de Schur. Deﬁnindo




µ ∈ R | Q (s)− µ (s)BT (s)B (s) ≺ 0} = {µ ∈ R | Q¯ (s)− µ (s)BT1 (s)B1 (s) ≺ 0} .
Como Q (s) é contínua, segue que Q11 (s), Q12 (s) e Q22 (s) são contínuas. Pelo Teorema 52,
a função inv que mapeia uma matriz A invertível em sua inversa é contínua. é contínua. Assim
Q−122 (s) = inv [Q22 (s)] é contínua e segue-se que Q¯ é contínua em S.
Do Teorema 53, tem-se que seR
1







2 (s) é contínua em S. Temos também que
Q¯ (s)− µ (s)BT1 (s)B1 (s)︸ ︷︷ ︸
R(s)
≺ 0 ⇐⇒ R− 12 (s) Q¯ (s)R− 12 (s)− µ (s) I ≺ 0.
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Deﬁnindo Q∗1 (s) := R−
1
2 (s) Q¯ (s)R− 12 (s), segue-se que
inf
µ∈R
{Q∗1 (s)− µI ≺ 0} = inf
µ∈R




{λmax [Q∗1 (s)] ≺ µ}






{Q (s)− µBT (s)B (s) ≺ 0} = sup
s∈S
{λmax [Q∗1 (s)]} <∞,
pois S é compacto e a função λmax (·) é contínua (pelo Corolário 35).
Corolário 67. Sejam Q : S → Sn e B : S → Rm×n funções contínuas deﬁnidas em um conjunto
S ⊆ R compacto. Supondo
KerB (s) = K, ∀s ∈ S
e que
(∀s ∈ S) (∃µ (s) ∈ R) : Q (s)− µ (s)BT (s)B (s) ≺ 0
então
(∃µ¯ ∈ R) (∀s ∈ S) : Q (s)− µ¯BT (s)B (s) ≺ 0.
Demonstração. Segue-se diretamente do Lema 65 e do Teorema 66.
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ANEXO B
Equivalência entre os Teoremas desta
dissertação e o artigo [2]
B.1 Equivalência entre a condição de análise
Será demonstrado que o Lema 1 enunciado em [2] para fazer a análise FTB de um sistema em
relação a classe de ruídos W∞d é equivalente ao Lema 10 desta dissertação.
Teorema 68. As LMIs[
A (t) Q˜1 + Q˜1A
T (t)− βQ˜1 G (t)Q2
? −µQ2
]



















são equivalentes as LMIs (3.32), (3.33) e (3.34) do Lema 10 desta dissertação.
Demonstração. Se µ = β em (B.1) e (B.2), estas recaem em (3.32) e (3.33) respectivamente.





pode-se colocar (B.1) e (B.2) nas formas (3.32) e (3.33).
B.2 Lemas para fazer a troca de variável K = Y − Z
Os lemas a seguir buscam trocar a variável Y das LMIs do teorema 1 do artigo do ﬁltro de
tempo-ﬁnito pela variável K := Y − Z.
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e K := Y − Z (B.5)





















, podemos realizar a troca de variável de Y para K := Y − Z:
O termo (1, 1) de
[


































O termo (1, 2) de
[






































, a recíproca também é válida.
Lema 70. São equivalentes:Y A+A
TY + LCy + C
T
y L
T − βY Y A+ LCy +M +ATZ − βZ Y B + LD
? ATZ + ZA− βZ ZB
? ? −βˆW





KA+ LCy +M KB + LD
? ATZ + ZA− βZ ZB
? ? −βˆW
 ≺ 0 , K := Y − Z (B.8)
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Y A+ATY + LCy + C
T
y L
T − βY Y A+ LCy +M +ATZ − βZ





























, podemos realizar a troca de variável de Y para K := Y − Z:
O termo (1, 1) de
[









Y A+ATY + LCy + C
T
y L
T − βY Y A+ LCy +M +ATZ − βZ
ATY + CTy L







Y A+ LCy − ZA−MT − βY + βZ Y A+ LCy +M − ZA
ATY + CTy L







− [β (Y − Z) +M +MT ] (Y − Z)A+ LCy +M




− (βK +M +MT ) KA+ LCy +M
? ATZ + ZA− βZ
]
.
O termo (1, 2) de
[























Lema 71. São equivalentes:[








 0 , K := Y − Z (B.10)
Demonstração. Aplicando uma transformação de congruência (Proposição 39) em
[


























λ4I − (Y − Z) Y − Z









Lema 72. São equivalentes:Y Z C
T
z
? Z CTz − F T
? ? I
  0 ⇐⇒
K 0 F
T
? Z CTz − F T
? ? I





? Z CTz − F T
? ? I
 pode ser escrita como [Q˜ C
? I
]








CTz − F T
]
.



























, podemos realizar a troca de variável de Y para K := Y − Z:
O termo (1, 1) de
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O termo (1, 2) de
[
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