We present numerical results on a stochastic population dynamics model with reproduction rates depending on the density of particles in a neighborhood. In order to investigate the role of fluctuations some characteristics of the model are compared with those computed from its deterministic (noise-less) density equation. In particular, we study the stationary density of particles when a pattern is developed and the typical size of the clusters of particles.
Introduction
Interacting particle systems mimicking biological individuals competing for resources may provide insights into the dynamics of real populations. Aiming at this, the authors recently introduced [1] a simple model of particles representing bugs that reproduce and die at rates depending on the number of particles present within a given distance. The main feature of the model is that, for a specific range of the parameters, the particles arrange in a periodic pattern of clusters. In previous works [1, 2] it was shown that this can be explained as an instability in the deterministic equation derived for the density of particles. However, some of the properties of the original particle system cannot be explained within the framework of a deterministic density equation because of the fluctuations arising from the discrete character of the particles.
Here we briefly present further properties of the model and of the deterministic description that properly establishes the role of fluctuations. Considering the rather general mechanism introduced in the particle interaction (competition with neighbors), the implications of these studies can be extended to more realistic biological population dynamics.
The model consists of N (t) particles at time t performing Brownian motion, with diffusion coefficient D, in the line (we restrict in this paper to the onedimensional periodic case: a ring of length L). Each particle i (= 1, ..., N ) reproduces with rate (probability per unit of time) λ i , giving rise to a newborn which is located at the same place that the parent particle, or dies at rate β i , disappearing from the system. The death rate β i ≡ β 0 is a constant and the same for all the particles, but the birth rate λ i models competition for resources, so that it decreases with the number of neighbors N i R (t) that particle i has within a given distance R: λ i = λ 0 − N i R (t)/N s . λ 0 and N s are constants. In Ref. [1] the following equation for the expected density of particles φ(x, t) was derived under the approximation of negligible fluctuations:
where µ = λ 0 − β 0 . This deterministic integrodifferential equation and similar ones have been directly introduced in related contexts [3, 4] . For µ > µ P = 84.2D/R 2 its solution tends at long times to a steady spatially periodic pattern, which explains the clustering occurring in the particle system.
In this Paper we summarize some numerical and analytical calculations of the stationary density of particles (Sect. 2), and the size of clusters (Sect. 3). In both cases, the emphasis is in the comparison of the behavior of the stochastic particle model with the deterministic density approximation (1). Figure 1 shows (circles) the mean density of particles (defined as the temporal average ρ in the quasisteady state of ρ(t) = N (t)/L, the quotient between the total number of particles N (t) and system size L). There is a sharp transition between the absorbing state ρ = 0 and the active phase ρ > 0 when increasing the parameter µ = λ 0 − β 0 above a critical value µ c (≈ 0.34 in the figure). At sufficiently large values of µ the density approaches a nearly linear dependence on µ. The transition behavior given by the numerical solution of the deterministic model (1) is completely different (squares), as stressed in [2] . In particular the deterministic prediction indicates that the active phase appears above µ c = 0, which is much below the particle-model µ c . In fact, µ c is above the deterministically predicted value for µ P (µ P ≈ 0.084 for the parameters of the figure), consistent with the observation that the active phase in the particle simulations already displays a spatially periodic character immediately above threshold. In contrast to these inaccuracies close to the transition region, ρ closely approaches the deterministic result at larger µ.
Stationary density of particles
In addition to the numerically determined value of ρ obtained from (1), one can also obtain analytical expressions for it that better clarify the processes involved. For example, one can compare the homogeneous solution of (1), ρ 0 = µN s /(2R) with the true ρ in the pattern state. Figure 1 shows that ρ 0 is below the pattern value. A way to understand this consequence of the pattern instability is to evaluate the effect of the periodic modes into the homogeneous one due to their nonlinear interactions. This can be done perturbatively close enough to the pattern forming instability point µ ≈ µ P by pushing one order further the amplitude calculation of reference [2] . The result is that there is a correction at order µ − µ p to the average density
where γ ≈ 0.2605. This expression for ρ is plotted as a dashed line in Fig. 1 where one can see that it provides a good approximation to the behavior at large µ, where the stochastic and the deterministic models agree. Moreover, the inset in Fig. 1 also shows that (2) is an accurate description of the deterministic mean density close to the deterministic pattern forming instability. The calculation leading to (2) highlights that the reason for the increased ρ with respect to the homogeneous value ρ 0 is the nonlinear interaction between the homogeneous and the pattern forming mode.
A more intuitive and simple argument to obtain an approximation to ρ consists in recognizing that the average density is the number of particles per cluster N 1 divided by the distance between clusters. The linear analysis of the pattern onset from (1) gives this distance to be f R, with f ≈ 1.54. Thus, only particles in the same cluster contribute to the neighborhood of a given particle i, and N i R = N 1 . The number of particles N 1 (t) in each cluster will stabilize when the net growth rate felt by any of its particles λ 0 − β 0 − N 1 /N s becomes close to zero, so that N 1 ≈ µN s . The numerical result indicates that N 1 fluctuates close to, but in average slightly below, that value. Dividing this estimation for N 1 by the distance between clusters one gets
This expression turns out to be accurate in the whole range of µ studied (for D small enough to guarantee clustering) as Fig. 1 shows (dotted line).
Size of the clusters
In this section we report calculations on the typical size, S c , of the clusters appearing in the system. Heuristically, we can argue that particles inside a cluster will diffuse a distance of the order of √ 2Dτ during a time τ . Since the mean time to death is β −1 0 , it is natural to expect the particles to be confined in clusters of size S c ∝ D/β 0 . In the simulations of the particle model the typical cluster size was calculated by averaging the sizes (rms dispersion) of all the clusters in the system at a given time, and then averaging for many (6000) time steps in steady state conditions. In the deterministic model, the typical size of a cluster is calculated as the width of a hump in φ (in stationary conditions all the humps are identical) at the semi-peak height. For different values of the diffusion coefficient and fixed µ = 0.6 both measurements are plotted in the left panel of Fig. 2 . The best straight line fitted to the particle data has slope 1/2, thus confirming the expected diffusive dependence of cluster size, i.e., S c ∝ √ D. This behavior of the discrete system is in contrast with the deterministic density approximation, where the size of the humps only changes slightly with the diffusion coefficient. Hence it is obvious that fluctuations and the discrete character of the particles play a fundamental role.
In the right panel of Fig. 2 we plot S c versus the death rate β 0 . As predicted by the heuristic argument, cluster size increases when β 0 decreases, but the precise prediction S c ∝ D/β 0 is only qualitatively correct, so that processes other than the simple particle death are influencing cluster size.
