Abstract-An index code for a broadcast channel with receiver side information is locally decodable if every receiver can decode its demand using only a subset of the codeword symbols transmitted by the sender instead of observing the entire codeword. Local decodability in index coding improves the error performance when used in wireless broadcast channels, reduces the receiver complexity and improves privacy in index coding. The locality of an index code is the ratio of the number of codeword symbols used by each receiver to the number message symbols demanded by the receiver. Prior work on locality in index coding have considered only single unicast and single-uniprior problems, and the optimal trade-off between broadcast rate and locality is known only for a few cases. In this paper we identify the optimal broadcast rate (including among non-linear codes) for a class of unicast problems with three or fewer receivers when the locality is equal to the minimum possible value, i.e., equal to one. The index code that achieves this optimal rate is based on a clique covering technique which is well known. The main contribution of this paper is in providing tight converse results by relating locality to broadcast rate, and showing that this known index coding scheme is optimal when locality is equal to one. Towards this we derive several structural properties of the side information graphs of three receiver unicast problems, and combine them with information-theoretic arguments to arrive at a converse.
I. INTRODUCTION
Index coding refers to the network coding problem of communicating over a single broadcast link that connects a transmitter with multiple receivers [1] , [2] . Each receiver or user demands a subset of messages available at the transmitter while knowing another subset of messages as side information. The code design objective is to broadcast a codeword with as small a length as possible to meet the demands of all the users simultaneously. The broadcast rate or the rate of an index code is the ratio of the code length to the length of each of the messages. The problem of designing index codes with smallest possible broadcast rate is significant because of its applications, such as multimedia content delivery [3] , coded caching [4] , distributed computation [5] , and also because of its relation to network coding [6] and coding for distributed storage [7] .
An index code is locally decodable if every user can decode its demand by using its side information and by observing only a subset of the transmitted codeword symbols (instead of among all codes with locality equal to one, including nonlinear codes.
Our converse relies on several properties of the directed and undirected side information graphs of the three receiver unicast problems. We derive these technical results, which are related to independence number, perfectness and maximum acyclic induced subgraphs, in Section III. These results are combined with graph theoretic and information-theoretic arguments in Section IV to prove the main result of this paper. The system model and related background are reviewed in Section II.
Notation: For any positive integer N , [N ] denotes the set {1, . . . , N}. The symbol φ denotes the empty set. Vectors are denoted using bold small case letters, such as x x x.
II. SYSTEM MODEL AND BACKGROUND

Graph-theoretic background:
We will briefly recall relevant graph-theoretic terminology [17] . A subset S of the vertices of an undirected graph G u is an independent set if no two vertices in S are adjacent. The number of vertices in a maximum-sized independent set of G u is called the independence number of G u and is denoted by α(G u ). For any directed graph G, let MAIS(G) denote the size of the maximum acyclic induced subgraph of G. If S is a subset of vertices of G, let G S denote the subgraph of G induced by S, i.e., G S has vertex set S and G S consists of all edges in G with both end points in S.
An undirected graph G u is called perfect if for every induced subgraph H, α(H) =χ(H), whereχ denotes the clique covering number. For any
whereχ f denotes the fractional clique covering number. Thus for a perfect graph, we haveχ f (G u ) =χ(G u ).
Theorem 1 (The strong perfect graph theorem [18] ). An undirected graph G u is perfect if and only if no induced subgraph of G u is an odd hole (odd cycle of length at least 5) or an odd antihole (complement of an odd hole).
Graphs associated with index coding:
We represent unicast and single unicast index coding problems using (directed) bipartite graphs and (directed) side information graphs, respectively. Following [15] we represent a unicast index coding problem by a directed bipartite graph B = (U , P, E) where U = {u 1 , . . . , u n } is the vertex set of all receivers, and P = {x x x 1 , . . . , x x x N } is the vertex set of messages. The edge set
When the unicast index coding problem is also single unicast, i.e., when each message is demanded by a unique receiver, we use the side information graph G = (V, E) to represent the problem [1] . Here, the vertex set V = [N ], and the edge set E contains the directed edge (i, j) if the receiver demanding x x x i knows the message x x x j as side information. The underlying undirected side information graph [16] G u = (V, E u ) corresponding to G is the graph with vertex set V = [N ] and an undirected edge set E u = { {i, j} | (i, j), (j, i) ∈ E}, i.e., {i, j} ∈ E u if and only if both (i, j), (j, i) ∈ E.
Index Coding and Locality: We assume that the messages x x x 1 , . . . , x x x N are vectors over a finite alphabet A, i.e., x x x i ∈ A m for some integer m. The encoder E at transmitter maps x x x 1 , . . . , x x x N into a length codeword c c c ∈ A . We assume that each receiver observes only a subset of the codeword symbols. Specifically, let u i observe the subvector c c c Ri 
The decoder D i at u i outputs the demand x x x Wi = (x x x j , j ∈ W i ) using the channel observation c c c Ri and side information x x x Ki = (x x x j , j ∈ K i ) as inputs. We say that (E, D 1 , . . . , D n ) is a valid index code if every receiver can decode its demand using its side information and channel observation. The broadcast rate of the index code is β = /m. Note that u i observes |R i | coded symbols to decode m|W i | message symbols present in the vector x x x Wi . The locality at u i is r i = |R i | / m|W i | and the locality or the overall locality of the index code is r = max i∈ [n] r i . The locality of the index code is the maximum number of channel observations made by any receiver to decode one message symbol. Since the side information at u i is independent of the demanded message x x x Wi , the receiver must observe at least m|W i | coded symbols to be able to decode x x x Wi , i.e., r i = |R i | / m|W i | ≥ 1. Thus, r ≥ 1 for any valid index code. We say that an index code has minimum locality if r = 1, i.e., if
The optimal broadcast rate (infimum among the rates of all valid index codes, without any restriction on the locality r of the codes or on the message length m) of a unicast index coding problem B will be denoted by β opt,B , and that of a single unicast problem G by β opt,G . The function β * G (r) is non-increasing and β * G (r) ≥ β opt,G for any r, since β opt,G is the best broadcast rate achievable without any constraints on the locality of the code [9] . It is well known that for any single unicast problem G, β opt,G ≥ MAIS(G). The optimal rate for locality r = 1 is
see [8] , [9] , where G u is the underlying undirected graph corresponding to G.
While (1) provides the optimal rate with r = 1 for single unicast problems G, the corresponding rate for general unicast problems B is unknown. In this paper, we answer this question partially by determining the value of β * B (1) for a class of threereceiver unicast problems B. The class of problems considered are elementary instances of the general three receiver unicast problems and are described in Section III-B. The main results of this paper are Theorems 5 and 6 in Section IV.
III. TECHNICAL PRELIMINARIES
We now identify the key properties of the graphs associated with the unicast index coding problems. These results are vital in proving the main theorems of this paper.
Lemma 1. For any single unicast problem G, MAIS(G) ≤ α(G u ), where G u is the underlying undirected graph.
Proof: Consider any subset S of vertices of G = (V, E) such that G S is acyclic. Clearly, for any i, j ∈ S, E cannot simultaneously contain both (i, j) and (j, i), since this implies the existence of a length-2 cycle in G S . Thus, {i, j} is not an edge in G u . Thus, if S is such that G S is acyclic, then S is an independent set in G u . Hence, MAIS(G) ≤ α(G u ).
A. Equivalent Single Unicast Problem
For any given unicast index coding problem B, we consider a corresponding single unicast problem G which we refer to as the equivalent single unicast problem (ESUP) of B. The ESUP of a unicast problem B is constructed by using the following well known procedure [1] . Suppose the user u i in B has want set W i = {i 1 , . . . , i |Wi| } and side information set K i . Corresponding to each user u i in B, the ESUP contains |W i | receivers all equipped with the same side information x x x Ki , and these |W i | receivers demand one message each, 
Proof: We will first prove the second inequality. Assume a valid index code with locality r = 1 and message length m for G. Since r = 1 every receiver in G observes exactly m coded symbols to decode its demand. The |W i | receivers in G corresponding to the user u i in B will together observe at the most m|W i | coded symbols to decode the
Thus, using the same index code for B, u i needs to observe m|W i | codeword symbols to decode its demand x x x Wi = (x x x i1 , . . . , x x x i |W i | ), yielding locality r i = 1. This is true for every i ∈ [n]. Hence any valid code for G with r = 1 is also a valid code for B with r = 1. Therefore, β * B (1) ≤ β * G (1). Next we consider a valid code for B with r = 1. Here u i uses |R i | = m|W i | codeword symbols and the side information x x x Ki to decode its demand x x x Wi . Using the same index code in G, we note that each of the |W i | users in G corresponding to u i , can decode their respective demands from m|W i | codeword symbols and the common side information x x x Ki . Since each of these receivers in G demands exactly one message, their localities are equal to m|W i |/m = |W i |. Considering all the receivers in G, the overall locality r = max i∈[n] r i . Thus any index code with r = 1 for B is also a valid index code for G
B. Class of problems considered in this work
In this paper we are interested in unicast problems with three or fewer receivers and where all messages are to be encoded at the same rate, i.e., we assume all message vectors x x x 1 , . . . , x x x N have the same length. Since we have n = 3, the index set of all messages
is the index set of interference messages, i.e., messages which are not demanded and are not known by u i . For any i = j, we have the index set W i can be partitioned into the following 4 disjoint subsets,
For example, any message with its index in the set W i ∩ K j ∩ Y k is demanded by u i , is known to u j as side information, and is neither wanted and nor known at u k . Our paper considers the class of problems where each subset contains at most one index. Thus, |W i | ≤ 4 for each i ∈ [3] , and in all, a three receiver unicast problem consists of at most 12 messages, each of length equal to m. These problems will be identified by a bipartite graph B * and its induced subgraphs.
C. The Three Receiver Unicast Problem B *
Now we consider the specific three receiver unicast problem B * where the size of each of the 12 subsets of messages is equal to 1, i.e., N = 12. Here each receiver demands 4 messages. Let x x x W1 = (x x x 1 , x x x 2 , x x x 3 , x x x 4 ), x x x W2 = (x x x 5 , x x x 6 , x x x 7 , x x x 8 ) and x x x W3 = (x x x 9 , x x x 10 , x x x 11 , x x x 12 ). The ESUP consists of 12 receivers each demanding a unique message. The side information graph G * of this ESUP and the underlying undirected graph G * u are shown in Fig. 1 and 2 , respectively. We represent each vertex or message interchangeably by the message index or the subset corresponding to that index as shown in Fig. 1 theorem) to prove G * u is perfect. From Fig. 2 , we have the following observation: vertices 4, 8, 12 have no edges incident on them, 2, 3, 6, 7, 10, 11 have degree 2, and the remaining vertices 1, 5, 9 have degree 4 and they form a clique C = {1, 5, 9}. Note that every degree 2 vertex is adjacent to another degree 2 vertex and one vertex from C.
We first show that G * u contains no odd hole. Towards that, clearly 4, 8, 12 can not be a part of an odd hole since their degrees are zero. Suppose a degree two vertex i is a part of a cycle, then the cycle must contain both the neighbors of this degree two vertex: a vertex j of degree two and a vertex k ∈ C. Since any degree two vertex is adjacent to a vertex in C, there exists an l ∈ C such that j and l are neighbors. Since k, l ∈ C, k and l are adjacent as well. Thus, we conclude that i− j − l− k− i forms a cycle of length 4. Thus, a cycle containing any vertex from {2, 3, 6, 7, 10, 11} can not be an odd hole. Clearly, the remaining three vertices 1, 5, 9 form a cycle of length 3, which is not an odd hole.
We now show that G * u does not contain an odd antihole. Since the odd antihole of length 5 is isomorphic to the odd hole of length 5, and since we already know that G * u does not contain any odd hole, we conclude that G * u does not contain the length 5 odd antihole. Any odd antihole 2 of size 7 or more, contains at least 7 vertices each of degree at least 4. 
IV. OPTIMAL MINIMUM-LOCALITY INDEX CODES FOR THREE OR FEWER RECEIVERS
We will first derive the optimal length of index codes with r = 1 for the unicast index coding problem B * , as described in Section III-C, and then consider all subproblems of B * .
A. Minimum-locality index code for B *
Recall that G * is the side information graph of the ESUP of B * . From the proof of Theorem 2, any valid index code with locality one for G * is also valid for B * with locality one. The optimal broadcast rate with r = 1 for G * is β * [9] . We show that β * B * (1) too is equal to this value.
Theorem 5. For the three receiver unicast problem B * (described in Section III-C), with the ESUP G * and underlying undirected graph
G * u , β * B * (1) =χ f (G * u ) =χ(G * u ) = 7.
1) Proof of achievability for Theorem 5:
We know that G * u is perfect (Theorem 3), and hence,χ f (G * u ) =χ(G * u ). The valueχ f (G * u ) = 7 can be verified numerically. Using (1) and Theorem 2, we immediately deduce 
2) Proof of converse for Theorem 5:
MAIS(G * ) ≥ |S| = 7. On the other hand, from Lemma 1, we have MAIS(G * ) ≤ α(G * u ) = 7, thus yielding MAIS(G * ) = 7. The converse follows by combining this result with (2).
B. Minimum-locality codes problems with three or fewer receivers when size of each message subset is either 0 or 1
From the discussion in Section III-B we know that any unicast problem involving three receivers consists of 12 disjoint subsets of messages. We consider the problems where the size of each of these subsets is either 0 or 1. In other words, with the messages x x x 1 , . . . , x x x 12 as defined in Section III-C and Note that our formulation includes two receiver unicast problems also. These problems are captured by subsets S that satisfy 9, 10, 11, 12 / ∈ S. Since x x x 9 , . . . , x x x 12 are the demands of u 3 in B * , the absence of 9, . . . , 12 in S indicates that the corresponding problem B * S is a two-receiver problem. We will now state the main result of this section, which provides the value of β * B *
S
(1) for all subproblems B * S , S ⊆ [12] . We provide the proof of this theorem in the rest of the section. We can now provide a lower bound on the rate of valid index codes with locality one, and complete the proof of the converse.
. Proof: Consider any valid index code with locality 1 for B * S . Let the length of the code be . Since r = 1, we have |R i | = m|W i | for i ∈ [3] . Using the fact W 1 , W 2 , W 3 are pairwise non-intersecting and the number of messages is |S|, we have i∈ [3] |W i | = |S| and hence, i∈ [3] 
From Lemma 4, we know that We observed that the messages in three receiver unicast problems can be partitioned into 12 subsets. We derived the optimal rate for unit locality when the sizes of each of these subsets is either 0 or 1. In future, we intend to generalize this result to arbitrary sizes of subsets, i.e., for all possible three receiver unicast index coding problems. 
To complete the proof, we will show that M = S, i.e., show that 1, 3, 5, 6, 9, 11 / ∈ S. We prove this by showing a contradiction. Suppose there exists an i ∈ {1, 3, 5, 6, 9, 11} such that i ∈ S. It can be verified by direct inspection (see From  Fig. 2 , it is clear that G * S,u has no edges, i.e., α(G * S,u ) = |S|. From Fig. 1 , we observe that G * S contains exactly one cycle (2, 10, 7) . Thus, MAIS(G * S ) = |S| − 1 < α(G * S,u ).
