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PREFACE 
The differential operator D has two basic properties viz.(i) D{fi + JT) = D{fi) + 
D(/2) and (ii) Dififi) = I>(/i)/2 + hD{h) for any two functions /i and fi- In case of 
rings a function possessing property (i) for every pair of elements of the ring is said to be 
additive and a function possesssing (i) and (ii) both is termed as derivation in ring. The 
study of derivations got impetus soon after Herstein [48] and Posner [74] simultaneously 
obtained some remarkable results particularly for prime rings in the year 1957. This 
study started attracting a wide circle of algebraists in the later part of 20th century. It 
plays a significant role in the integration analysis, algebraic geometry, differtial geometry 
and differential algebras. In the present dissertation our objective is to study the results 
obtained by various authors concerning Jordan derivations, centralizing derivations, gen-
ergdized derivations and generalized higher derivations etc. in the setting of associative 
rings. This exposition consists of four chapters. Chapter I contains prehminary notions, 
basic definations and some formal results about rings which may be needed for the de-
velopment of the subject matter in the subsequent chapters. Each chapter is subdivided 
into various sections. The definitions, examples, results and remarks etc.have been spec-
ified with double decimal numbers. The first figure denotes the number of the chapter, 
second represents the section in the chapter and the third points out the number of the 
definition, the example or the remark as the case may be in a particular chapter. For 
example. Theorem 2.3.4 refers to the fourth theorem appearing in the third section of 
the chapter two. 
Chapter II is devoted to the study of Jordan derivations in prime and semiprime 
rings. This chapter includes results from Ashraf [8], Awtar [12], Bresar [22], Herstein 
[48] and Bresar & Vukman [33] etc. An additive mapping d: R-^ RSs called a Jordan 
derivation on a ring R if it holds the property d{x'^) = d{x)x -\- xd{x) for all x e R. 
This chapter is based on various generalizations of classical Herstein's theorem which 
states that every Jordan derivation on a 2-torsion free prime ring is a derivation. Fur-
ther, besides presenting extension of this result in the setting of semiprime rings, it has 
been shown that Herstein's theorem is true on certain well-behaved subsets of the ring 
namely ideals. Lie ideals, Jordan ideals etc. Finally, some results regarding Jordan (0, (p)-
derivation, where 9 and 0 are endomorphisms of R, have also been discussed. Finally, 
u 
we study of Jordan {6, (^)-derivation defined on a Lie ideal of the ring. 
Chapter III deals with the study of centralizing and commuting derivations in prime 
and semiprime rings. Most of the results of this chapter are based mainly on the work of 
Ashraf and Vukman [7], Awtar [9], Bell and Martindale [17] and Posner [74]etc. Section 
3.2 opens with famous Posner's theorem regarding centralizing derivations in prime rings 
which states that if a prime ring R admits a nontrivial centralizing derivation on R, then 
R is commutative. In Section 3.3 a generalization of Posner's theorem on a nonzero ideal 
of a prime ring is given. The study of centraUzing mappings in the setting of semiprime 
rings has been given in Section 3.4. 
Chapter IV is based on the study of generalized derivations and generalized higher 
derivations in rings. Main results presented in this chapter are included in Argac [1], 
Ashraf et.al [8] and Nakajima [71] etc. Section 4.2 starts with the notion of general-
ized derivations in rings and deals with certain results regarding orthogonal generalized 
derivations in semiprime rings. Section 4.3 is devoted to the study of generalized Jordan 
{6, <^)-derivations in rings and various generalizations of Herstein's classical theorem [48] 
have been presented. Finally, in Section 4.4 the concepts of generalized higher derivation 
(GHD) and generalized Jordan higher derivation(GJHD) have been given and various 
conditions under which GJHD becomes GHD are discussed. 
In each chapter we have included some open problems in the form of conjectures 
that could be searched in futiure. Suitable examples are also provided at proper places to 
demonstate that the restrictions imposed on the hypothesis of the various results were 
not superfluous. 
At the end, an extensive bibliography of the existing Hterature related to the subject 





The object of this chapter is to introduce some basic definitions, prehminary 
notions and some fundamental results which we shall require for the development of 
the subject in the subsequent chapters. Ofcourse, knowledge of some algeraic con-
cepts such as groups, rings, fields and homomorphisms etc. have been preassumed. 
For most of the material included in this chapter, we refer to McCoy [68], Lambek 
[57], Herstein [48], etc. 
§1.2. Some elementary concepts for rings 
In the present section we shall give a brief exposition of some important termi-
nologies in ring theory. Throughout the dissertation, unless otherwise mentioned, 
R will denote an assosiative ring having atleast two elements. For the sake of con-
venience , the product a.b of any two elements a and h oi R will be denoted by ab. 
Definition 1.2.1 (Ideal). An additive subgroup I of R is said to be a left (resp. 
right) ideal of R, if ra € /( resp. ar e /) for all aG /, r 6 i? • / is said to be an 
ideal of R if it is a left as well as a right ideal of R. 
Example 1.2.1. Let R=l(^ ,] \ a,b,c,dE z\. 
Then /i = <( „ „ \ \ a,b £ Z > is a, right ideal but not a left ideal of R, 
and • ^ 2 = s ( . r. ] \a,b e Z> is a. left ideal but not a right ideal of R. 
Definition 1.2.2 (Prime Ideal). A proper ideal P of R is called a prime ideal of R 
if for any two ideals A and B of R, AB C P implies AC P or B C P. 
Rein£u:*k 1.2.1. Equivalently, an ideal P in a ring R is prime if and only if any one 
of the following holds: 
(z) If a,b G R such that aRhC P, then a€ P or beP. 
{ii) If (a) and (b) are principle ideals in R such that (a)(b)C P, then aG P or 
he P. 
(iii) If U and V are left (right) ideals in R such that UV C P, then [/ C P or 
V CP. 
Definition 1.2.3 (Prime Ring). A Ring R is said to be prime if the zero ideal (0) 
is a prime ideal in R. 
Remark 1.2.2. Equivalently, a ring R is a prime ring if and only if any one of the 
following holds: 
(i) If 7i and I2 are ideals in R such that /i/2=(0), then /i=(0) or /2=(0). 
(ii) If for any a,b € R, ai?b = (0) implies either a = 0 or b = 0. 
Definition 1.2.4.(Semi-Prime Ideal). An ideal P in a ring R is said to be a 
semiprime ideal in R if for every ideal I oi R, P C P implies / C P. 
Remark 1.2.3. (z)A prime ideal is necessarily semi-prime but converse need not 
hold. 
(n)Intersection of prime(semi prime) ideals is semi prime.Thus in the ring Z of 
integers, ideal (2) D (3)=(6) is semi prime which is not prime. 
Definition 1.2.5.(Semi-Prime Ring). A ring R which has no non-zero nilpotent 
ideal is said to be a semiprime ring. 
Remark 1.2.4. A ring R is semi prime if and only if for any aG R, aRa = (0), 
implies that a=0. 
Definition 1.2.6(Commutator Ideal). An ideal of a ring R generated by all the 
commutators [x,y] with x,y € -R is called the commutator ideal of R. 
Definition 1.2.7(Minimal Ideal). An ideal M in a ring R is called a minimal ideal 
if M 7 (^0) and there exists no ideal I in R such that 
(0) C / C M 
Definition 1.2.8(Maximal Ideal). An ideal M in a ring R is called a maximal ideal 
of R if M 7^  R, and if for any ideal I oi R such that M C I C R, then we have 
I = M or I = R 
Remark 1.2.5. Every maximal ideal in a commutative ring R with identity is 
prime. However, the converse is not true in general. 
Example 1.2.2. In the ring Z of integers, the ideal (0) is prime but (O) ideal is not 
maximal, because (0) C (2) C Z. 
The identity in the ring R is essential for the validity of the above remark. 
Example 1.2.3. The ideal (4) in E, the ring of even integers is a maximal ideal 
but not prime as 2.2 e (4) but 2 ^ (4). 
Definition 1.2.9(Simple Ring). A ring R is called simple if R^ ^ (0) and it has no 
ideals other then (0) and R. 
Definition 1.2.10(Centre of a ring). The centre of a ring R is the set of all those 
elements of R which commute with each element of R and denoted as Z{R) i.e., 
Z{R) = {xe R\ xr-rx for all r 6 R}. 
Thus a ring R is commutative if and only ii Z{R) = R. 
Definition 1.2.11(Centralizer). Let 5 be a nonempty subset of R, then the 
centalizer CR(S) of S in R, is defined by 
CR{S) = {X e R \ SX =^ XS for all s G S}. 
li X E CR{S), then we say that x centraHzes S. Evidently, Cii{R) = Z{R). 
Definition 1.2.12(Annihilator). If M is a subset of a commutative ring R, then 
the annihilator of M, denoted by Ann(M) is the set of all elements r of i? such that 
rm = 0 for all m £ M. Thus 
Ann{M) = {r e i? | rm = 0 for all m G M}. 
Definition 1.2.13(Characteristic of a ring). The least positive integer n (if one 
exists) such that nx = 0, for every element x of i? is called the characteristic of R 
and generally expressed as charR = n. If no such positive integer exist, then R is 
said to have the characteristic zero. 
Remark 1.2.6. The characteristic of an integral domain is either zero or a prime. 
Definition 1.2.14(Torsion free element). An element a; G i? is to be n-torsion free 
if nx = 0 imphes .r = 0. 
If nx = 0 implies x = 0, for every x G i?, we say that the ring R is n-torsion free. 
Definition 1.2.15. Given any associative ring R we can introduce two new opera-
tions in i? as follows: 
(i) for all x, y e R, the Lie product [x, y] = xy - yx. 
(M) for all x,y e R, the Jordan product xoy = xy + yx. 
Remark 1.2.7. For any x,y,z G i?,the following identities are obvious, 
(i) [xy, z] = x[y, z] + [x, z]y 
(a) [x,yz] = [x,y]z + y[x,z] 
(Hi) [[x,y],z]] + [[y,z],x]] + [[z,x],y]] = 0(Jacobi's Identity) 
(iv) xo{yz) = {xoy)z — y[x, z] 
= y{xoz) + [x, y\z 
{v) {xoy)z = x{yoz) - [x, z]y 
= {xoz)y + x[y, z] 
Definition 1.2.16(Lie (Jordan)Subring) . A nonempty subset A of i? is said to 
be a Lie(resp. Jordan) subring of R if A is an additive subgroup of R and for any 
a,be A, implies that [x,y]( resp.(xoy)) is also in A. 
Definition 1.2.17(Lie (Jordan) Ideal). An additive subgroup U of Ris said to be a 
Lie{vesp. Jordan) ideal of R if whenever u^U and r £ R, then [u, r](resp.(uor))e 
U. 
Example 1.2.4. Let i? = < I , ] \ a,b,c,d E Z2> Then it can be easily seen that 
f/ = < I I I a,6,c 6 ^2 ^ is a Lie ideal of R and J = \ { v ) \ a,b e Z2>is 
a Jordan ideal of R. 
Definition 1.2.18(Square closed Lie ideal). A Lie ideal U of a. ring R with the 
property that ii^ £ U for a\\ u £U is called a Square closed Lie ideal of R. 
Definition 1.2.19( Derivation). A mapping d : R —> R is said to be a derivation 
on R, if it satiesfi.es the following properties: 
(i) d{x + y)^ d{x) + d{y) 
(it) d{:vy) = d{x)y + xd(y) for all x, y G R. 
Example 1.2.5. The most natural example of a nontrival derivation is the usual 
differentiation on the ring F[x\ of polynomials defined over a field F. 
For fixed a E R, define d : R —> R by d{x) = [x, a], for all x E R. The function 
d so define can be easily checked to be additive and 
d{xy) = [xy, o] 
-^x[y,o\ + [x,a]y 
= xd{y) + d{x)y 
Thus, d is a drivation which is called Inner derivation of R associated with a and 
is generally denoted by /„. 
Remark 1.2.8. It is obvious to see that every inner derivation on a ring R is a, 
derivation . But converse need not be true in general. 
Example 1.2.6. Let i? = < ( , \ \ a,b,c,d & Z > be a ring of 2 x 2 matrices 
over Z, the ring of integers. Define a mapping d : R-^ R as follows: 
< : ' . ) = (co"> 
Then it can be verified that rf is a derivation but not an inner derivation on R. 
Remark 1.2.9. If d is a derivation on R and r E Z{R), then d(r) G Z{R). 
§1.3. Some well-known results 
In the present section we give some well-known results which will be used fre-
quently in the subsequent chapters. 
Lemma 1.3.1. Let Rhe a, prime ring of charR ^ 2 and suppose that a,b G R such 
that arb -I- bra — 0 for all r e R. Then either a = 0 or b = 0. 
Proof. We have arb-l-bra=0. Replace r by sat for s,tG R, to get asatb + bsata = 
0. But bsa = -asb and atb = -bta , thus we find that -2asbta = 2asbta = 0. This 
implies that 2aRbRa = {0}. Hence it follows that aRbRa = {0}. Since R is prime, 
we find that a=0 or b=0. 
Lemma 1.3.2. Let R be a 2-torsion free ring. Then the following are equivalent: 
(i) R is a prime ring. 
(n) Let a,bG R. and lot axb + bxa = 0 for all x G R. Then a = 0 or b = 0. 
(/.//) Lot a.,l)G // and axa. --- bxh for all ./; G R., tlion <\-^ b or a. =- -1). 
Proof, [i) => (M) This follows from Louuiia 1.3.1. 
(a) ^ (i) Let (ii) hold. Suppose that axb=0 for all xG R. Then 




This implies that bxa=0 (as (M) holds). Thus axb + bxa = 0 for all x6 R. This 
implies that a = 0 or b = 0 (by(M)). Thus axb = 0 ,for all xG i?. Hence axb = 0 
for all X G /2 implies that a = 0 or b = 0 which gives R is prime. 
(a) => {Hi). Suppose (M) hold and let axa = bxb for all xG R. Then (a-b)x(a4-b) 
+ (a+b)x(a-b)=0 for all xG R, which yields that a-b = 0 or a+b = 0. This implies 
a =^  b or a = -b which is (m). 
(iii) =» (M). Let (m) hold and let axb + bxa = 0 for all xG /?.Consequently, 
(a-b)x(a-b) = (a+b)x(a+b), for all x G i?. This implies that a-b = a+b and a-b 
=-(a-|-b). This implies that 2b = 0 or 2a = 0. Since R is 2-torsion free, we have a 
= 0 or b = 0 which is (M). 
Lemma 1.3.3. Let /? be a 2-torsion free semi-prime ring and a,b G R. Then the 
following are equivalent: 
(z) axb = 0 for all x G i? 
(?,?:) bxa = 0 for all xG R. 
{Hi) axb -I- bxa = 0 for all xG R 
Proof.{i) => (M). Suppose {i) holds. (I)xa)y(bxa) = bx(ayb)xa 
= bx.O.xa (by {i)) 
= 0. 
This implif^ s that bxa=() ( R. is semi prime ) for all x G R. 
{a) ^ {i). Let {a) holds. Then 
(ayb)x(ayb) = ay(bxa)yb 
= ay.O.yb (by (ii)) 
= 0 
This implies that ayb=0 {R is semi prime) for all y E R. 
{ii) => {Hi). Suppose {ii) holds, then (i) also holds.i.e., bxa = O.This implies that 
axb = 0 for all x G R. Hence axb + bxa = 0, which is {Hi). 
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(iii) =» (M). We have axb + bxa = 0 for all x ^ R. Using this identity three times, 
(ayb)z(ayb) = - (bya)z(ayb) (by (m)) 
= - (byaza)yb 
= (ayazb)yb 
= - ay(bza)yb 
= - (ayb)z(ayb) 
This implies that 2(ayb)z(ayb) = 0, i.e., (ayb)z(ayb) = 0 for all z e i? and charR ^ 2. 
This yields that (ayb)i?(ayb) = (0) and hence ayb = 0 for all y G 7? (R is semi prime). 
Remark 1.3.1. The centre of a prime ring is free from zero divisor. 
Remark 1.3.2. The centre of a semi-prime ring contains no non-zero nilpotent 
element. 
Proof. Let X be a non-zero nilpotent element of R, such that x G Z(i?).Suppose that 
index of nilpotency is n. If n = 2, then x^r = 0 for all r G R i.e., 
x(xr) = 0 gives xrx = 0. This implies that x = 0. If n> 2 then 2n - 2 > 0 
and we have (.r"-i)2 = 0 i.e.(.x"-^)2r = 0 for all r G R. This implies x"-^^^"-^ = 0. 
Since R is semi-prime, o;""^ = 0, a contradiction. 
Remark 1.3.3. If R. is a prime ring with no nonzero nilpotent elements then R has 
no zero divisor. 
Proof. Suppose ab = 0. Since (ba) = (ba)(ba) = b(ab)a = 0. By hypothesis ba 
= 0. However, if ab = 0, then (ab)x = 0. This implies that a(bx) = 0 for all x e R, 
i.e., (bx)a = 0 for all x G /? and hence bRa = 0. Since R is prime, either a = 0 or 
b = 0 .i.e., R has no zero divisors. 
Lemma 1.3.4. Let dhe a derivation of a prime ring R and a be an element of R. 
If ad{x) — 0 for all xG i?,then ether a = 0 or d is zero. 
Proof. If ad{x) — 0 for all x e R, replace x by xy. Then 
ad{xy) = 0 = ad{x)y + axd{y) implies axd{y) — 0 for all x, y ^ R. 
Since d{x) ^ 0, for all x E R, the primeness of R yields that a = 0. 
Remark 1.3.4. If d is a nonzero derivation of a prime ring /?, then the left and 
right annhilators of d{R) are zero. In particular, a[b, i?] = 0 or [b, R]a — 0 implies 
that /ft = 0 (b e Z{R)) or a = 0 
Lemma 1.3.5. Let a and ab be in the centre of a prime ring R. If b is not zero, 
then o e Z{R). 
Proof. 0 = \ab,r] = a[6,r] + [a,r]b = [a,r]6 for all r ^ R. By Lemma L3.4, 6 = 0 
or a 6 Z(i?). Hence a must be in Z{R). 
Lemma 1.3.6. Let / be a nonzero right ideal in a prime ring R. If R admits a 
derivation d which is zero on / , then d is zero on R. 
Proof. If d{I) = 0, then 0 = d{IR) = d{I)R + Id{R) = Id{R). By Lemma L3.4, d 
must be zero since / is nonzero. 
Lemma 1.3.7. Let i? be a prime ring. If R contains a non-zero commutative ideal, 
then R is commutative. 
Proof. Let J be commutative ideal of R. li x e J, then Ix{J) = [x, J] = 0. Since J 
is commutative, by Lemma L3.6, Ix — 0 on R and hence x G Z{R). Thus [x, R] = 0 
for every x € J. Hence Ia{J) = 0 for all o G i? and again by Lemma 1.3.6, /Q = 0 
on R and hence a G Z{R) for all a E R. Therefore R is commutative. 
Lemma 1.3.8. If L'^  ^ Z is a Lie ideal of R, then there exists an ideal, M, of R 
such that [A/, R] C U, but [M, /?] ^ Z. 
Proof. Since charR 7^  2 and t/ ^ Z, it follows that [U, t/] 7^  0 and that [M, R](iU 
where M = R\V,U]B. 7^  0 is the ideal of R genrated by [[/,[/]. That [M,R] ?^  Z 
follows easily, for, if [M, R] C Z then M, [M, 7?,]] = 0, which would force M C U 
and, since M ^ {0} is an ideal of R, so R — Z. 
Lemma 1.3.9. If [/ ^ Z is a Lie ideal of R. and if aUb = 0 then a = 0 or 6 = 0. 
Proof. By Lemma L3.8, there exists an ideal M of R such that [M, R] (/i Z but 
[M, R] C L''. U u e U,m e M and y e R then [mau, y] G [M, R] c [/, thus 
0 = a[mau, y]b = a[ma, y]ub + ama[u, y]b = a{may — yma)ub — amayub, since 
a[u,ij]b e af/6 = 0. Thus aMaRUb = 0. If a 7^  0, since R is prime we obtain 
Ub — 0, so, ii X e R,u E U then {ux - JM) G L'^ , whence {ux - xu)b — 0, and so 
uxb = 0. In otherwords , uRb = 0, since [/ 7^  0, we get 6 = 0. 
Theorem 1.3.1([74] ,Theorem 1]). Let Rhe a prime ring of charR ^ 2 and ^1,^2 
derivatins of R such that the iterate ^1^2 is also a derivation; then atleast one of d^, 
d2 is zero. 
Proof, dxd-i is a derivation, so 
did2{ab) = did2{a)b + ad\d2{b). 
However, dy, ^2 are each derivations so 
did2{ab) = di{d2{ab)) = di {d2{a)b + 0^2(6)) 
= d^d'i{a)b + di{a)dx{b) + di(a)d2(6) + ad^di{h). 
But didaiab) = d\d2{a)b + adid2{b), so 
ri2(a)<ii(6) + di(a)fl!2W = 0, for all a,beR. (1.3.1) 
Replace a by adi(c) in(1.3.1), to get d2{adi{c))di{b) + di{adi{c))d2{b) = 0 for all 
a,b,c G R. This implies that 
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+'^+'Cm+id"'-^Hx)y 
+^-^' C2d2(x)d('"+i)-2(y) + +"^+1 Cm+id"'^\x)y 
m+l 
= X: '"•^'Cid^(x)d(-"'-''^-'(y) 
i=0 
Hence the result is true for n = m+l . 
This completes the proof of the theorem. 
Theorem 1.3.3 ([48, Lemma 1.1). Let i? be a prime ring and I{^ 0) a right ideal 
of R. Suppose that given o e / , a" = 0 for a fixed integer n, then R has a non-zero 
nilpotent ideal. 
Proof. The argument we use is a variation of one given by Levitzki. We go by 
induction on n. 
Let a^Ohe'm p satisfying o^  = 0. Let A — ap. Soppose for the moment that 
J4 7^  (0). li X E R then(a + ax)" = 0 since it is in p, hence on expansion we get 
(aa:)"-^a = 0. Thus (aa : ) " -^ = (0). LetT-^ {x e A\ xA = (0)}; of course, T is an 
ideal of A. Moreover, as we have just seen, y in A implies that y"~^ G T. Therefore 
in A = A/T every element satisfies y"~^ = 0. By our induction hypothesis A has a 
nilpotent ideal U ^ (0). Let U be its inverse image in A; since U'' = (0), U'' C T 
hence U"-^^ C TA = (0). Also, since U ^ 0, U (/: T whence U D UA ^ (0). But 
then UA = Uap ^ (0) is a nilpotent right ideal of R. 
Suppose then that a e p, a^  = 0 implies that ap — (0). For any x € p, since 
x" = 0 we have {x^-^f = 0 and so x^-'^p = (0). Let VK = {x € p | xp = (0)}; W is 
an ideal of p. \iW = p then p^ = (0) and p would provide us with a nilpotent right 
ideal. If W^  = p then in p = p/W^'x^'^ = 0; our induction gives us a nilpotent ideal 
V 7^  (0) in p. If V is the inverse image of V" in p then Vp 7^  (0) C V and is nilpotent 
since V is. Again we have seen that R must have a non-zero nilpotent right ideal. 
If R has a non-zero nilpotent right ideal it has (almost trivially) a non-zero 
nilpotent ideal. This proves the Theorem. 
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CHAPTER-II 
HERSTEIN'S PROBLEM AND ITS GENERALIZATIONS 
§2.1. Introduction 
An additive mapping d : R ^ R is called a Jordan derivation if d(x^) = 
d{x)x + xd{x) holds for all x e R. It is easy to see that every derivation is a Jordan 
derivation but not conversely. Many algebraists studied Jordan derivation in rings 
ajad obtained the conditions under which Jordan derivation becomes a derivation. 
The present chapter based on such type of work done by Ashraf et.al [8], Bell and 
Martindale [17],Bresar [22],Herstein [48] and Vukman [33], etc. 
Section 2.3 opens with a well-known theorem due to Herstein [48] which states 
that every Jordan derivation on a 2-torsion free prime ring is a derivation. Further 
some famous generalizations of this result are given in Section 2.3. 
Finally in Section 2.4 this problem has been investigated for Jordan (^ , </!>)-
derivations in rings. 
§2.2. Jordan derivations in prime rings 
An additive mapping d : R^ Ris said to be a Jordan derivation if it satisfies 
d(x^) = d{x)x + xd{x) for all x ^ R. It is straight forward to see that every deriva-
tion on a ring is a Jordan derivation, but the convese need not be true in general. 
Example 2.2.1. Let J? be a ring and a E R such that xax — 0 for all x e R. But 
xay 7^  0 for some y ^ x in R. Define a map d : R -^ Rhy d{x) — ax. Then it is 
very easy to see that d is a Jordan derivation on R but not a derivation on R. 
In the year 1957, Herstein [48] obtained the condition under which a Jordan 
derivation becomes a derivation. In fact he proved the following 
Theorem 2.2.1([48,Theorem 3.3]). Let i? be a 2-torsion free prime ring and 
d: R-^ Rhe a, Jordan derivation. Then rf is a derivation on R. 
The proof of the above theorem given by Herstein is very lengthy and involves 
several complicated computations. We shall present the proof given by Bresar and 
Vukman [33]. In fact the proof obtained by Bresar and Vukman is shorter and ele-
mentary. The proof of Lemma 2.2.1 is based on elementary computations and can 
be found in Herstein [48]. 
Lemma 2.2.1 Let /? be a 2-torsion free ring and let d : /? -^ J? be a Jordan 
derivation on R. Then for all a,b,cE R; 
(i) d{ab + ba) = d{a)b + ad{b) + d{b)a + bd{a) 
(a) d{aba) = d{a)ba + ad{b)a + abd{a) 
(iii) d{abc + cba) = d(a)bc + ad{b)c +.abd(c) -f- d{c)ba + cd(b)a + cbd(a) 
Proof (i). We have 
d{x'^) = xd{x) + d{x)x for all x e R (2.2.1) 
Replacing x by a-fb in equation (2.2.1), we get 
d{{a + 6)2) = {a + b)d{a -\-b) + d{a + b){a + b). 
This implies that 
d{ab + ba) + ^(o^) + d{b'^) = ad{a) + ad{b) + bd{a) + bd{b) + d{a)a + d{a)b. 
+ d{b)a + d{b)b 
Using the equation (2.2.1) and simplifying, we get 
d{ab + ba) = d{a)b + ad{b) + d{b)a + bd{a), for all a,b,ce R. 
(ii) Replacing b by ab+ba in (i), we find that 
d{a{ab + ba) + (ab + ba)a) = d{a){ab + ba) 4- ad{ab + ba) + d{ab + ba)a + {ab + ba)d{a) 
= d{a)ab + d{a)ha + a{d{a)b + ad{b) + d{b)a + bd{a)} 
+ {d{a)b + ad{b) + d{b)a + bd{a)}a + abd{a) + bad{a) 
= d(a)ab + d{a)ba + ad{a)b + a^d{b) + ad{b)a -f abd{a) 
+ d{a)ba + ad{b)a + d{b)a^ + bd{a)a -\- abdia) + bad{a) 
= d{a)ab + d{a)ba + a{d{a)b + ad{b) + d{b)a + bd{a)} 
+ {d{a)b + ad{b) + d{b)a + bd{a)}a + abd{a) + bad{a). 
Also 
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d{a{ab + ba) + {ab + ba)a) = d{a^b + aba + aba + b^) 
= d{a% + ba'^)^2d{aba) 
= d{a^)b + a^d{b) + d{b)a'^ + ^(a^) + 2d{aba) 
= {ad{a) + d{a)a}b + a'^d{b) + d(6)o2 
+ b{ad{a) + d(a)a} + 2d{aba). 
Comparing the above two expressions for d{a{ab + ba) + {ab + ba)a) we get 
2d{aba) = 2{d{a))ba + ad{b)a + abd{a)}. 
This yields that 
2{d{aba) - d{a))ba - ad{b)a - abd{a)} = 0. 
Since charR ^ 2, we get 
d{aba) = d{a))ba + ad{b)a + abd{a). 
{in) Replacing a by a+c in (ii),we obtain 
d{{a + c)b{a + c)) = d{a + c))b{a + c) + {a + c)d{b){a + c)-{-{a^ c)bd{a + c) 
= (d(o) + d{c)){a + c) + (a + c)d{b){a + c) 
+ (a + c)6(d(a)-t-d(c)). 
Also 
d{{a -f c)b{a + c)) = d{aba + aftc + cba + c6c) 
= d{aba) + d{abc + cba) + d{cbc). 
Comparing the above two expressions for d{{a + c)b{a + c)) we get, 
d{abc + cba) = d{a)bc + ad{b)c + abd{c) + d{c)ba + cd{b)a + cbd{a). 
Notations. For any a,b e R, let a^ — d{ab) - d{a)b - ad{b). Then it can be easily 
seen that for any a, 6, c 6 R; 
a''+'' = a* + 0^= 
(a + b)" ^a' + b' 
Lemma 2.2.2. Let R he a, 2-torsion free ring and let d : i? ^ /? be a Jordan 
derivation on R. Then for any a,b,c E R 
{i) [a,b]a'' = 0 
{ii) [c,b]a^ + [a,b]c'' = 0 
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(in) [a, bla'^ + [a, c]o* = 0 
Proof (i). Let w = {ab)ab + ha{ah). Then 
d{w) = d{{ab)ab + ba{ab) 
-^d{ab)ab+{ab)d{a)b-\-{ab)ad{b)+d{b)a{ab)+bd{a){ab)+bad{ab). (2.2.2) 
Also, 
d{w) = d{{ab)ab + ba{ab) 
= d{{abf + ha%) 
= d{ab)ab + abd{ab) + d{b)a%+b{d{a)a + ad{a))b+ba'^d{b). (2.2.3) 
Comparing (2.2.2) and (2.2.3), we get 
ab{d{ab) - d{a)b - adib)} - ba{d{ab) - d{a)b - a{b)} 
This impUes that aba^ - baa^ = 0 i.e., [a, b]a'' = 0. 
(a) Replacing n by a -f c in (i),wc got [a + c, b]{a + a)'' = 0. 
This implies that [a, b]a'' + [a, b]cf' + [c, b]a'' + [c, b]c^ = 0. This reduces to [a, b]c^ + 
[c,b]a'' = 0. 
(in) Replacing 6 by b + c in (i),we get [a, b + c]a^'''^'^^ = O.This yields that [a, b]a'^ + 
[a, c]a'' = 0. 
Lemma 2.2.3. Let i? be a 2-torsion free ring and rf : i? —> i? be a Jordan deriva-
tion.Then for any a,b,c e R 
a''c[a,b] + [a,b]ca'' = 0 
Proof. Let w = {ab)c{ba) + (6a)c(a6).Then 
d{w) = d{{ab)c{ba) + {ba)c{ab)} 
= d{ab)c{ba) + {ab)d{c){ba) + {ab)cd{ba) + d(ba)c{ab) 
+ {ba)d{c){ab) + (ba)cd{ab), for all a,b,c€i R. 
Also 
d{w) = d{{ab)c{ba) + {ba)c{ab)} 
= d{a{bcb)a + b(aca)b} 
= d(a)(bcb)a + a{d{b)cb + bd{c)b + bcd{b))a + a{bcb)d{a) + d{b){aca)b 
+ b{d{a)ca + ad{c)a + acd{a))b + b{aca)d{b) for all a,b,c E R. 
Compare the above two exprssions for d(w), to get 
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{d{ab) - d{a)b - ad(b)}cba + abc{d{ba) - d{b)a - bd{a)} + {d(ba) - d{b)a -
bd{a)}cab + bac{d{ab) - d{a)b - ad{b)} = 0. 
This implies that 
a*c6a + abcb" + Wcab + baca'' = 0. (2.2.4) 
But since a*" + 6" = {d{ab) - d{a)b - ad{b)} + {d{ba) - d{b)a - bd(a)} 
= d{ab + ba) — d{ab + ba) 
= 0. 
Therefore, a^ = - 6 " and hence using (2.2.4), we find that 
a^c{ab — ba) + {ab — ba)ca^ = 0, i.e., a^c[a, b] + [a, b]ca'' = 0. 
Proof of Theorem 2.2.1. By Lemma 2.2.3 
a''r[a,b] + [a,b]ra'' = 0 for all a,b,r e R. 
For any pair elements o, 6 G R, [a,b] ^ 0, implies a*" = 0 by Lemmal.3.1, hence 
d is a derivation on R. Now if a, 6 e Z{R), then Lemma 2.2.1(i) implies that 
2d{ab) = 2(d(a)b + ad(b)). Since charR ^ 2, d{ab) = d{a)b + ad(6), i.e., d is a 
derivation on R. Now let a ^ Z{R) and b G Z{K). As a ^ ^(i?), then there exists 
c £ /? such that ac ^ ca. This yields that a^- — 0. Since ac ^ ca, a{b + c) ^ {b-\- c)a 
and hence a(''+'=) = 0. This yields that a'' + a''= 0. As a" = 0, we find that a^ = 0. 
i. e., rf is a derivation on R. 
Further in the year 1988, the above result was extended for semi-prime ring by 
Bresar [22, Theorem 1]. 
Theorem 2.2.2 ([22, Theorem 1). Let i? be a 2-torsion free semi-prime ring and 
d: R—^ Rhe a Jordan derivation on R. Then rf is a derivation on R. 
Proof. Our aim is to show that a*" = 0 for all a,bG R. Prom Lemma 2.2.3 and 
Lemma 1.3.3 it follows immidiately that 
a''x[a,b]=0, iox all a,b,x e R. (2.2.5) 
According to the fact a'''^^ = a'' + a'^ and (a -I- by — a'^ + b'^, a hnearization of (2.2.5) 
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with regard to b gives a''x[a,c] -f a''x[a,b] = 0. Using this relation and (2.2.5) we 
obtain (a'^x[a,c])y{a''x[a,c]) = -a''x[a,c]ya''x[a,b] = 0 for all a,b,c,x,y e R. Since 
R is semi-prime, we have 
a''x[a, c] = 0, for all a, b,c,x e R. (2.2.6) 
A linerzation of (2.2.6) gives al'xld, c] + (fix[a, c] = 0. Hence by (2.2.6), 
{a''x[d,c])y{a''x[d,c]) = -a''x[d,c]yd''x[a,c\ = 0 
. Thus 
a''x[d,c] = 0, for all a,b,c,d,x e R (2.2.7). 
In particular, [a'', c]a;[a*, c] = {a''c - ca'')x[a^,c] = a^(cx)[a'',c] - ca''{x)[a'',c] = 0 for 
all a, b,c,x G R. Again using the fact that R is semi-prime we may conclude that 
[a'', c] = 0 for all a,b,c E R. In otherwords ,we have proved that a'' G Z{R) for all 
pairs a,be R. Using (2.2.6) we obtain (a''[d,c])x(a*[d,c]) = 0 and hence 
o''[d, c] = 0, for all o, b,c,de R. (2.2.8) 
According to the fact a^ = -6" we have 2{a'')^ = a\a^ - 6°) = a^diab) - d{ba) + 
\d{h),a] + \b,d{a)]). By (2.2.8), a!'[d{b),a] = 0 and a''[6,d(a)] = 0, and so the above 
relation reduces to 
2(a )^2 = a''(i([a,6]) (2.2.9) 
for all a, 6, G R. By (2.2.9), o*[a, b] = 0. Since a^  e H, we have a''\a, b] + [a, 6]a^  = 0. 
Hence according to (i) in Lemma 2.2.1 one obtains that 
d{o!')[a, b] + a''d([o,b\) + d{[a,b])a^ + [o,6]d(a*) = 0, for alia,b e R. 
By comparing this relation with (2.2.9) and using the fact that a* G Z{R) we arrive 
at 
4(a'')2 + d(a'')[a,6]-f [a,6]d(a'') = 0, for all a,b ^ R. (2.2.10) 
If we multiply (2.2.10) by a^ we obtain ^{a^f = 0 for all a,6 G i?, since (2.2.8) 
holds. But since R is 2-torsion free, we find that {a^Y — 0- But since the centre of 
a semi-prime ring does not contain any non zero nilpotents, we can conclude that 
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o* = 0 for all a,b ^ R. The proof of the theorem is complete. 
§2.3. Lie-ideals and Jordan derivations in rings 
Now it is natural to question that whether Herstein's theorem ([48, Theorem 
3.3]) for Jordan derivations holds for a well-defined subset of a prime ring R. This 
problem for Lie ideals of R was first investigated by Awtar[12]. He obtained an 
affirmative answer for square closed Lie-ideal of /? i.e., a Lie ideal of R with the 
property tt^  G U for all it G t/. 
Theorem 2.3.1 ([12, Theorem]). Let R be any prime ring such that charR ^ 2 
and let U be a Lie-ideal of R such that ii? G C/ for all w 6 17. If d is an addi-
tive mapping of R into itself satisfying d{v?') = d{u)u 4- ud{u) for all xi G f/, then 
d{uv) = d{u)v + ud{v) for all u,v e U. 
Following lemmas are needed in order to develop the proof of the above theo-
rem. Throughout the proof U represents a Lie ideal with the property u^ G U, for 
all ueU. 
Lemma 2.3.1. If i7 ^ 2" is a Lie-ideal of R, then 
d{uvu) = d{u)vu + ud{v)u + uvd{u) for all u,v eU. 
Proof. Since uv + vu= {u + vf -u^ -v^ ^U, and U is an additive subgroup of R, 
one can use the similar arguments in the present situation as used to prove Lemma 
2.2.1(ii) 
The proof of the following lemma runs on the similar lines as used in case of 
Lemma 2.2.1(iii). 
Lemma 2.3.2. If [/ ^ Z is a lie-ideal of /?, then 
d{uvw + wvu) = d{u)vw -\- ud{v)w + uvd{w) + d{w)vu + wd{v)u + wvd{u) 
for all u,v EU 
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Lemma 2.3.3. IfU^Zisa lie-ideal of i?, then u"[u,v] = 0, for all u,v eU. 
Proof. Since for any u,v e U,uv + vu e U and also uv - vu G U, as U is a 
lie-ideal, we have 2uv 6 U. Since charR ^ 2, from rf(u^) = d{u)u + ud{u), we get 
d{{uv)'^) = d{uv)uv + uvd{uv). 
In Lemma 2.3.2., replace w by 2uv to get 
2d{uv{uv) + {uv)vu) = 2{d{u)v{uv) + ud{v)(uv) + uvd(uv) 
+ d{uv){vu) + {uv)d{v)u + {uv)vd{u)} 
= 2{{d{u)v + ud{v))uv + d{uv)vu} 
+ 2uv{d{uv) + d{v)u + vd(u)} (2.3.1) 
On the otherhand we have 
2d{uv{uv) + {uv)vu) = 2d{{uvf' + uv^u} = 2{d{{uvY) -f- d{uv^u)} 
= 2{d{uv)uv + uvd{u)v + {uv)ud{v) + d{u)v'^u + {ud{v)vu 
+ uvd{v)u) + uv'^d{u)} 
= 2{d{uv)uv + {d{u)v + ud{v))vu} 
+2uv{d{vu)+d{v)u+vd(u)} (2.3.2) 
Comparing (2.3.1) and (2.3.2) and using Lemma 2.2.1(i), and charR ^ 2, we have 
{d{uv) — d{u)v — ud{v)){uv — vu) = 0 i.e., vy[u,v] = 0 for all u,v Q U. 
Lemma 2.3.4. If [/ ^ Z is a lie-ideal of R, then [ujVJu" = 0, for all u,v eU. 
Proof. Replacing w by 2vu in Lemma 2.3.2 and by the same procedure as used 
in Lemma 2.3.3 we get [•u.uj'u'' = 0. 
Lemma 2.3.5 ([20, Lemma 2]). Let R he a prime ring such that charR ^ 2. If 
U <^ Z ish Lie-ideal of R, then CR{U) = Z{R). 
Proof. CR{U) is both a subring and a Lie-ideal of R. Since CR{U) cannot contain 
a nonzero ideal of R otherwise U centralizes a nonzero ideal of R, so is in Z{R), by 
Lemma 1.3 of [48], we conclude that CR{U) C Z{R). Hence CR{U) = Z{R). 
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Lemma 2.3.6 ([20, Lemme 3]). Let R he a prime ring with charR ^ 2. If 
U <^ Z is a, Lie-ideal of R and a £ R centralizes [U,U], then a centraUzes C/.That is 
CnmU]) = CR{U). 
Proof. If [U, U] ^ Z{R) then, by Lemma 2.3.5, a G Z{R), so a certainly centralizes 
U. On the otherhand, if [U, U] C Z{R) and UEU,X e R, then a = [it, [w, x]] G Z{R) 
and au = [u, [u, ux]] G Z{R). If a 7^  0 we get u 6 Z{R), which leads to a = 0. So 
a = 0; thus [tt, [u, z]] = 0 for all x G R. But then, by the Sublemma on p. 5 
of [48], u e Z; hence U C Z{R). Thus we see that a G CR{U), which gives 
CH([f/,t/]) = CH([/). 
The following lemma is essentially found in [20]. 
Lemma 2.3.7 ([20, Corollary of Theorem 1] ). Let R. be a semi-prime ring with 
charR ^ 2 and U be a Lie-ideal of R. If [a, [a, U]] = 0, for some a G /?,then 
[a, U] = 0. 
Lemma 2.3.8. \iU <^ Z{R) is a Lie-ideal of R and if for u G f/, w is in CR{U), 
then d{u) G Z{R). 
Proof. By Lemma 2.3.5. CR{U) = Z(/J!). Hence u G Z{R). Prom Lemma 
2.2.1.(i), we have 
d{2uv) = d{u)v + vd{u) + 2ud{v), for all u,v EU. 
Replacing v hy vw + wv in the last equation we get 
d{2u{vw + wv)) = d{u){v'w + wv) + {vw + wv)d{u) + 2ud{vw + wv) (2.3.3) 
for all u,v,w £ U. Since u G Z{R), by Lemma 2.3.2., we get 
d{2u{vw + wv)) = 2d{uvw + wvu) 
— 2{d(u)vw + ud{v)w + uvd{w) + d{w)vu + wd{v)u + wvd{u)} 
= 2{d{u)vw + wvd{u)) + 2u(d{v)w + vd{w) -\- d{w)v -\- wd{v)) 
for all u,v,w E U. 
Comparing the two expressions for d(2u(vw-|-wv)) we get, 
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d{u){vw - wv) — {vw — iuv)d{u), for all v,w G U. i.e., 
d{u) e CR{[U,U]) = CR{U) by Lemma(2.3.6.). But as above CR{U) = Z{R), and 
hence d{u) G Z{R). 
Lemma 2.3.9. If U (^ Z is a. Lie-ideal of R and for u,v ^ U, if uv — vu then 
Proof. Using Lemma 2.3.2., for all w € t/, we can write 
d{uvw + wvu) = d{u)vw + ud{v)w + uvd{w) + d{w)vu + wd{v)u + wvd{u) (2.2.4) 
But by hypothesis uv=vu, hence 
d{uvw + wvu) = d{uv.w + w.uv) 
= d{uv)w + uvd{w) + d{w)uv + wd{uv) for all u,v,w £ U. (2.3.5) 
Since 2uv G U and charR ^ 2, comparing (2.3.4) and (2.3.5) and using the fact 
that uv = vu we get 
{d{uv) — d{u)v — ud{v)}w + w{d{vu) — d{v)u — vd{u)]; = 0, 
i.e., u^w + wv'^ = 0, but v'^ = —u" so u"w — wu^ = 0, for all w e U. This implies 
that u" e CR{U) = Z{R) by Lemma 2.3.5. Therefore, we conclude that for u,v eU, 
if uv = vu, then u" G ^ (i?) i.e., d(uu) - d{u)v - ud(v) G Z(i?). Since u^ £U and 
^2^ _ y^ 2^  ^g gjjjj |.]^ g^ ^ d(u '^y) - d{u'^)v - u^d{v) is in Z(i?), and hence 
rf(u^i;) - {d{u)u + ud{u))v - u^d{v) G Z{R). 
Again as 2uv G [/ and u(2uv)=(2uv)u, we get 
d{u{2uv)) - d(u)(2uu) - ud{2uv) G Z(i2), 
i.e., d{u'^v) — d{u)(uv) — ud{uv) G Z{R), as charR ^= 2. Thus we find that 
u(v^) = u{d(uv)-d{u)v-ud{v)} = {d(u'^v) - {d{u)u+ud(u))v -u'^d{v)} - {du^v) -
d{u)uv - ud{uv)} G Z(R). If u" ^ 0, then using the fact that R is prime and 
u" G Z{R), we get u G Z{R). Hence by Lemma 2.3.8, d{u) G Z(i?). Hence by 
Lemma 2.2. l(i), u" = 0, which is a contradiction. Hence u^ — 0 
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Now we are well equipped to prove the main theorem. 
Proof of Theorem 2.3.1. Linearizing Lemmas 2.3.3 and 2..3.4 on v we get 
•U''[U,K;] +tt"'[u,u] = 0 i.e., 
w [^M,u;] = -u^[M,t;] = 0, (2.3.6) 
and [u, w\vy + [w, v\u^ = 0 i.e.; 
[w,t(;K--[w,y]u'^ = 0. (2.3.7) 
Multiplying by [u,wi\ on the left side of (2.3.6) and using (2.3.7) and (2.3.6) we get 
Ku]u'"[ii,'u;i] = -[u,wi]vr[u,v\- (2.3.8) 
.Substituting wi = 2w\V\ in (2.3.9), since charR ^ 2, we get 
[w,'y]M'"[u,ZDi]?;! + [u,v]u^wi[u,vi] = -[u,wi]viu^[u,v] - wi[u,vi]u^[u,v] 
or 
[•u,t;]M"'['U,zoijwi + [u,K;i]'yiw'"[u,u] = -[u,v]u^wi[u,Vi] - wi[u,vi]u^[u,v]. (2.3.9) 
Applying (2.3.6) and (2.3.7) to (2.3.8) we have 
[u,U]M'"[U,iwi] = [li, wilw^fu, w], and [ti,u;]u'^[u,u;i] = [u,Wi]u^[u,v]. Using the con-
dition (2.3.9) we obtain 
[u,W\]u^[u, w]vi + [u,wi]viu^[u,v] 
= —[u,v]v^"wi[u,vi] — Wi[u,w]u"[u,vi], 
or [u, wi]{u"[u, wjul + Viu^[u, v]} 
= —{[u,v]u'"'wi + wi[u,w]u"'}[u,vi]. 
In view of (2.3.6) and (2.3.7), the last equation gives 
[M, u;i]{ti"[u, wjt'i — viu"[u,w]} 
= —{[u^vju^wi — Wi[u,v]u^}[u,vi] 
or 
[u,wi][u''[u,w],vi] = -[[u,v]u'",wi][u,Vi]. (2.3.10) 
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. In (2.3.10), replace Vi by 2viUi and use (2.3.10), charR ^ 2, to get 
[u.iyiluifu^fu,^],^!] — -[[u,v]u^ ,wi]vi[u,ui]. (2.3.11) 
.Replace vi by [it, wi] in (2.3.11), to get 
[w,'w;i][ii,tyi][u''[u,iy],'Ui] = -[[u,u]u'",i(;i][u,u;i][ii,ui]. 
Write ui in place of uj in(2.3.11). to get 
[M,u;i][w''[tt,w],ui] = -[[u,v]u'",wi][u,ui], 
and using this in the last equation we have 
-[?i,u;i][[u,u[7r,K;i][tx,«i] = -[[u, W]U"',M;I][M, Wijfu.'y;!] 
or 
{[[W,Z;]W'",U;I][M,K;I] - [u,wi][u,v]u'",Wi]}[u,Ui] = 0 . 
Replace Ui by 2u2Ui in the last equation and use it, to get 
{[[w,u]u'",iyi][u,iyi] - [u,Wi][u,v]u^,wi]}U[u,Ui] = 0 . 
If for some fixed u,ui G ?7,u"' ^ 0, then by Lemma 2.3.9 [u,ui] ^ 0, so by Lemma 
1.3.9. we obtain 
[[it, •y]u"',Wi][w,if;i] - [it, it;i][[u, i']it"',iyi] = 0. 
Write wi in place of Vi in (2.3.10). Then in view of the last equation we have 
[it,iyi][u''[it,K;],iOi[ = -{[u,v]u'",wi][u,wi] 
= -[u,Wi][{u,v]u'",Wi], 
or 
[u,wi][u''[u,w] + [u,v]u'",wi]=0. (2.3.12) 
Linearizing (2.3.12) on wi we have 
[u,iyi][it''[it,w] + [u,v]vr,V2] + [u,V2][u''[u,w] + [u,v]u'",wi] = 0. (2.3.13) 
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Now replacing tt^ iby 2uwi in (2.3.13), we get 
u[u, wijlu^lu, w] + [u, v]u^, V2] + [u, V2\[u^[u, w] 
+[u,v]u^,u\wi + [u,v'^]u[u"[u,w] + [u,v]u^,wi] = 0. 
In view of (2.3.13) we have 
[u, V2][u^\u, w] + [u, v]u^,u] = 0. 
Thus from the last equation we get 
u[u, wi][u"[u, w] + [u, v]u"', V2] + [M, V2]U[U'"[U, W] + [u, v]u^, Wi] = 0. 
But again in view of(2.3.13), the last equation reduces to 
-u[u, V2][u"[u, w] + [u, vlu"', wi] + [u, V2]u[u^'[u, w] + [u, v]u^, Wi] = 0 
or 
[u,Ku2]]KKH + [u,v]vr,wi] = 0. (2.3.14) 
Replace wi by 2u;2Wi in (2.3.14) and use (2.3.14) to obtain 
[u, [u, V2]]U[u^[u, w] + [u, v]u^,Wi\ = 0. 
Then by Lemma 2.3.7, either [u, [uv2\] = 0 or [u"[u, w] + \u, v\vy,wi] = 0. 
If [u, [u, V2]] = 0 for all V2 € U, then by Lemma 2.3.7 [u, U] =0 i.e., 
u e CR{U) = Z{R) by Lemma 2.3.5. So by Lemma 2.3.9,u"' = 0, a cotradiction. 
Hence 
[u"[u, w] + [u, v]u^, wi] = 0 for all wi €U 
i.e., 
u^lu, w] + [u, v]u'" 6 CR{U) = Z{R). 
Thus in view of (2.3.7) we get 
vr[u, w] - [u, w]v" e Z{R). (2.3.15) 
Commuting (2.3.15) with u", since by (2.3.7) and Lemma 2.3.3 «"[«,?/;]«'' = 0, we 
get 
vTu^lu, w] + [u, wlvTu" = 0. (2.3.16) 
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Commuting (2.3.16) with [u,w], since by (2.3.7) and Lemma 2.3.4 [u,w]u''[u,w] = 0, 
we get 
u''[u,v]^ + [u,w]^u'' = 0. (2.3.17) 
Let us set a — v}'[n,'w\ and /? = [u,w\u^'. By (2.3.8) and Lemma 2.3.3, we get 
u^[u,w]vy = —u^'[u,v]v}" — 0. Thus a^ = 0. Similarly we can show that 0^ = 
0. In view of (2.3.17) and (2.3.18) we have a/? = u^lu^wfu" = -[u,w\'^vyu'' = 
\u, w]u^u^\u, w] = J3a. Now since a^ = /?^ = 0 and aj3 = )3a, we find that (a—/3)^ = 
a^ + a0^ + Pa(3+P'^a-a^p-apa-pa^-P^ == 0. Since R is prime and by (2.3.16), 
we get(a - (3)^ G Z{R) and hence a - /5 = 0 i.e., a = 0. Thus we get 
u^lu, w] = [u, w]vri.e.y, {u, w]] = 0. (2.3.18) 
Let w = 2wu3 in(2.3.18). Then 
0 = [u"[u, 2WU3]] = 2[u^, [u, w]u3 + w[u, U3]] = 2[u^, [u, lujus] + 2[vy, w[u, %]] 
= 2[u'', [u, w]]u3 + 2[u, iy]K, U3] + 2[w'', w][u, U3] + 2ty[u ,^ [u, U3]]. 
By (2.3.18) the first and fourth terms are zero. Since charR ^ 2, from above we get 
[U,w][w'',li3] + [li'',w][u,U3] = 0 
.Now replace w by [u,w] and in view of (2.3.18), we get 
[u,[u,w]][u'',U3] = 0. 
Replace 1*3 by 2t;3W3to get 
[u,[u,w]]U[u\u3] = 0. 
By Lemma 1.3.9, either [u, [w, w]] = 0 or [u'',U3] = 0. As above we have seen 
that [w,[u,w;]] ^ 0, therefore [u'',U3] = 0 and so u" e CR{U) = Z{R). Then 
by Lemma 2.3.3, u^^[u,ui] = 0, since ^"'(7^ 0) G Z{R) and R is prime, we get 
[u,ui] = 0. Therefore by Lemma 2.3.9 w"' = 0. Hence for all u,v eU,u" = 0, that 
is d{uv) — d{u)v + ud{v). 
§2.4. Jordan (0,0)-derivations in prime rings 
Let 6, (j) be endomorphisms of R. An additive mapping d : R ^ R is called a 
($, 4>) - derivation if d{ab) = d(a}4>(b) + $(a)d(b), holds for alla,be R. A mapping 
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0 H-> 9{a)b - b4){a), where b is a fixed element in J? is a {6, (/))-derivation is said to 
be inner. A ( ,^ 1) derivation, where 1 is the identity map on R, is called simply a 6-
derivation. Of course ,1-derivation is a derivation. An additive mapping d: R-^ R 
is called a Jordan{0, (f))derivation if d{a^) = d{a)4){a) + 6{a)d{a) holds for all a e R. 
A. Leroy and J. Matczuk generalized Herstein's result to Jordan ^-derivations.where 
0 is an autoniorphisin. 
Further, in the year 1991 Breasar and Vukmann [33]extended Herstein's theo-
rem to Jordan (0,0)-derivations and proved the following: 
Theorem 2.4.1. Let R be any ring and R' be a non-commutative ring, let 6 and 
(^  be homomorphisms of R into R'. let X be a 2-torsion /?'-bimodule. Suppose 
that either (p is onto and xR'a = 0 with x ^ X and a €: R' implies that a; = 0 
or a = 0 or that 6 is onto and aR'x = 0 with x E X,a E R' impHes that x = 0 
or a = 0. In this case every Jordan [6, <j)) derivation d : il —>• X is a ( ,^ 4>) derivation. 
Lemma 2.4.1. Let R and R! be any rings and ^,0 be homomorphisms of R into 
i?'.Let A" be a 2-torsion free i?'-bimodule. If d : J? -^ X is a Jordan {0, <j)) derivation, 
then d satisfies the following relations: 
(i) d{ab + 6a) = d(a)0(6) + d{b)4>{a) -f- e{a)d{b) + 9{b)d{a) for all a,b e R, 
{ii) d{aba) = (i(a)0(6)0(a) + 9{a)d{b)(j){a) + 9{a)9{b)d{a) for all a,beR, 
(m) d{abc + cba) = d{a)(t){b)(j){c) + 9{a)d{b)(l){c) + 9{a)9{b)d{c) + d{c)(j){b)(t>{a) 
+ 9{c)d{b)<j){a) + 9{c)9{b)d{a) for all a,b ^ R, 
(iv) a''[(l>ia),(f>{b)] - 0 and [^(a),eib)^ = 0, for all a,b e R, 
(v) a}><i){c)[<j){a),(f){b)] + [9{a),9{b)]9{c)a^ = 0 for all a,b e R. 
Proof. The proof of parts (i) ,(ii) and (iii) of the above lemma run exactely on 
the same Unes as that of Lemma 2.2.1 whereas part (iv) can be established by using 
the same apporach as used in Lemmas 2.3.3 and 2.3.4 and part (v) can be proof as 
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same as Lemma 2.2.3. 
Lemma 2.4.2. Let G and H be additive groups and let i? be a 2-torsion free ring. 
Let f : G X G -^ H and g : G x G -^ Rhe biadditive mappings. Suppose that for 
each pair a,b e G either /(a,6) = 0 or g{a,6)^ = 0. In this case either / = 0 or 
g{a,hf = 0 for all a,beG. 
Proof. Given a e G and let Ua = {b E G I f{a,b) = 0} and K = {* e 
G I g{a,b)'^ = 0}. By assumption G is the union of Ua and Va- We intend to show 
that either Ua — G ov Va = G. Suppose there exist b,c e G such that b ^ Ua and 
c ^Va. Then of course, b eVa and c G Ua- Clearly Ua is a subgroup of G. Since 
b ^ Ua and c € 17a it follows that b + c ^ Ua and b - c ^ Ua- But then b + c E Va 
and b- c&Va, that is , g{a, b + c^ = 0 and g{a, b- cf = 0. Since G is bi-additive, 
we have 
g{a, bf + g{a, b)g{a, c) + g{a, c)g{a, b) + g{a, cf = 0 
and 
g{a, bf ~ g{a, b)g{a, c) - g{a, c)g{a, b) + g{a, cf = 0. 
Recall that b ^ V„ and therefore g{a,bf = 0. Combining the above relations we 
get 2^(0, c)^ = 0. Thus g{a, cf — 0, since R is 2-torsion free. This contradicts the 
assumption that c ^V^. Thus we indeed have proved that for each a E G either 
Ua = GovVa = G. Now let 
U = {aEG\ f{a,b) = 0, for all 6 G G 
and V = {aeG\ g{a,bf = 0, for all b £ G. 
By the above argument, G is the union of U and V. Using the analogous arguments 
as above one can proves that either U = G or V = G. This proves the Lemma. 
Remark 2.4.1. If a ring R and a nonzero fl-bimodule X are such that xRa = {0} 
with X E X,a E R imphes that .x = 0 or a = 0, then R is prime. Indeed, sup-
pose that aRb — {0} for some a,b E R. Given any nonzero x E X, v/e then have 
{xRa)Rb ~ {0}, hence it follows easily that either a = 0 or 6 = 0. Thus R is prime. 
Suppose further that X is a 2-torsion free. If 2o = 0 for some a E R then 2xRa — 0 
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for all X € X which yields a = 0. Thus R is 2-tortion free. 
Proof of Theorem 2.4-1- We shall consider the case where (j) is onto and 
xB!a = 0,x e X,a e R', implies that a; = 0 or a = 0. The other case where 6 is 
onto and aR'x = Q,x e X,a e R', implies that x = 0 or a = 0, can be discussed 
similarly. 
Multiplying the relation (v) in Lemma 2.4.1 from the right by [(/)(a), (^ (6)] and using 
Lemma 2.4.1(iv) we get 
a'>(l){c)[(l){a), (/>(6)]2 = 0 for all a,b,ce R. 
Since (f) is onto this relation impUes that for each pair a,b e R either o* = 0 or 
[0(a), (/»(6)]^  = 0. By Remark 2.4.1 we may assume that R' is 2-torsion free. Note 
that the mapping {a,b) M- a^ and (a, 6) i-^  [0(o),0(6)] satisfy the requirements of 
Lemma 2.4.3. Hence either a'' = 0 or [(/)(o),0(6)]^ = 0 for all a,b e R. Sup-
pose that d is not a {9, (;A)-derivation(i.e., a'' ^ 0 for some o, 6 € R). In this case 
[(/>(o), 0(6)]^ = 0, for all a,b e R. Since <f) is onto this can be written as [x, y]^ = 0, for 
all X, y e R' By Remark 2.4.1 we may assume that R' is prime. Now we show that 
R' is a prime reduced ring if R' satisfies the property [x,y]^ = 0, for all x,y 6 R'. 
Let a € /?' such that a^ = 0. Replace y by a in the hypothesis, we get [x,a]^ = 0 
i.e., (xa)^ — ax'^a = 0. This implies that a{xay = 0 or (ax)^ = 0, for all x G R'. 
Thus aR is a right ideal of R satisfying z^ = 0, for all z e R'. Hence by Theorem 
1.3.3., aR — 0 and hence a = 0. This proves that if [x,y]^ = 0, for all x,y E R!. i.e. 
[x,y] = 0 for all x,?/ e R'. Hence R' is commutative. This is a contradiction to our 
assumption and hence a!* — O.i.e., d is [6, (/))-derivation. 
Theorem 2.4.2. Let i? be a commutative prime ring (i.e. a commutative integral 
domain) of charR ^2. U 6 and (j) are any endomorphisms of R, then every Jordan 
{9, (/>)-derivation rf of i? is a {6,0)-derivation. 
Proof. Replace a by a^  in Lemma 2.4.l(i) to obtain 
2d{a'^b) = d{a)(t>{a)(t>{b + e{a)d{a)(t>{b) + d{b)4>{a^) + 9{a^)d{b) 
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+ eib)d{a)(l){a) + e{b)9{a)d{a). 
On the otherhand, according to Lemma 2.4.1(ii) we have 
2dia'^b) = 2d{a)(j){b)(f>ia) + 2e{a)d{b)4){a) + 2e{a)e{b)d{a). 
Comparing the two expressions so obtained for d(a^6),we get 
{d{a)4>{b) + eia)d{b) - d{a)e{b) - (l>{a)d{b)}{e{a) - 0(a)) = 0. 
Since i? is a domain it follows that for each a G i? either 0{a) = (j){a) or 
d{a)'<i){b) + d{a)d{b) = d{a)9{b) + (j}{a)d{b), for b e R. In otherwords R is the union 
of its subsets A = {ae R\ 6{a) = 0(o)} and B = {a G /? | d(a)0(6) + 9{a)d{b) = 
d{a)d{b)+<l>{a)d{b)} for all b e R. Clearly A and B are additive subgroups of R. But 
a group cannot be the union of two of its proper subgroups. Hence A = Roi B = R. 
Suppose that A = R. Then 6 = <t> and from Lemma 2.4.l(i) it follows at once that 
d is a {$, (^)-derivation. On the otherhand ii B = R, then d{a)(p{b) + 9{a)d(b) — 
d{a)9{b) + (j){a)d{b) for all a,b G R. Now using the Lemma 2.4.1(i) it is easy to see 
that d is a (^,(^)-derivation. 
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CHAPTER-III 
ON POSNER'S THEOREM FOR CENTRALIZING 
MAPPINGS 
§3.1. Introduction 
This chapter is devoted to the study of centraUzing and commuting derivations 
in prime and semiprime rings. Most of the results of this chapter are based mainly 
on the work of Ashraf [7], Awtar [9], Bell and Martindale [17], Mayne [65] and 
Vukman [78] etc. 
Section 3.2 starts with a classical result due to Posner[74] which states that if 
a prime ring R admits a nontrivial centralizing derivation, then R is commutative. 
Section 3.3 deals with a generalization of Posner's theorem on certain well-
behaved subsets of a ring R. It includes a well-known result due to Bell and Mar-
tindale [17] which states that the existence of a nontrivial derivation which is cen-
tralizing on a non-zero ideal of a prime ring impUes that the ring is commutative. 
Further, a generalization of this result for semiprime ring has been given. 
Finally in section 3.4, some results concerning commutativity of prime and semi-
prime rings in which the map x i-> [[d(a;),a;],x] is centralizing (or commuting) have 
been given. 
§3.2. Posner's theorem for centralizing derivations 
A derivation d: R-^ Ris said to be centralizing (resp. commuting) on a subset 
5 of i? if [d{x),x\ e Z{R) (resp. [d{x), x] = 0) holds for x e S. There has been con-
siderable intrest for centralizing and commuting mappings on prime and semi-prime 
rings. Several authors (see [7], [17], [78]) have investigated commutativity of prime 
and semi-prime rings admitting derivations which are centralizing on its certain sub-
sets of the ring. The fundametal result in this direction is due to Posner[74] which 
states that if a prime ring admits a nontrivial centralizing derivation on R, then R 
must be commutative. 
Theorem 3.2.1 ([74, Theorem 2]). Let i? be a prime ring and d a non-zero deriva-
tion of R such that for all a£ R, ad{a) — d{a)a € Z{R). Then R is commutative. 
In order to develop the proof of the above theorem, we need the following lem-
mas: 
Lemma 3.2.1. Let i? be a prime ring, and let p,q,r be elements of R such that 
paqar = 0 for all a E R. Then one, at least, of p, q, r is zero. 
Proof. In paqar = 0, replace a hy a + b; using paqar = pbqbr = 0, we find 
paqbr + pbqar = 0, for all a,b e R. If now pa = 0, then, for all b e R, pbqar = 0, 
so that p = 0 or qar = 0. But if pa = 0, then pat = 0 for all t e R, so that p = 0 
or qatr = 0 for all t e R\ again r = 0, or else qa = 0. So p = 0 or r = 0 OT qa = 0 
whenever pa = 0; replace o by aqar; since p{aqar) = 0 for all a € /I, we see that 
p = 0 or r = 0 or qaqar = 0 for all a G i?. Similarly, p = 0 or r = 0 or qaqaq = 0 
for all a E R. Assuming therefore that p^ 0,q ^0, replace a by a -f- 6 in qaqaq — 0 
to find as before that qaqbq + qbqaq = 0. In this equation , replace b by aqb to find 
{qaqaq)bq + qaqbqaq = 0, {qaq)b{qaq) = 0, for all b e R, for ell a e R. So qaq — 0 
for all a e K,g = 0 if p 7^  0,r ^ 0. 
Lemma 3.2.2. Let /? be a prime ring and d be a derivation of R such that 
ad{a) — d{a)a — 0 for all a E R. Then either R is commutative, or d is zero. 
Proof. 
(a + b)d{a + b)- {d{a + b)){a + b) = 0 for all a,b e R. 
Subtracting ad{a) - d{a)a + bd(b) - d{b)b = 0 from this we arrive at 
ad{b) + bd{a) - d{a)b - d{b)a = 0 for all a,beR. 
We rewrite it as 
ad{b) - d(a)b = d(b)a - bd{a) for all a,b e R. (3.2.1) 
Also 
ad{b) + d{a)b = d{ab) for all a,b e R. (3.2.2) 
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Adding(3.2.1) and (3.2.2), we get 
2ad{b) = d{b)a - bd{a) + d{ab) for all a,b e R. (3.2.3) 
In (3.2.3) replace b by ax, to get 
2ad(ax) = d{ax)a - axd{a) + d(o^x) for all a,b £ R 
or 
2ad{a)x + 2a^d(x) = d{a)xa + ad{x)a - axd{a) + 2ad{a)x + a?d{x). 
This yields that 
c?d{x) = d{a)xa + ad{x)a — axd(a) for all a,x e R. (3.2.4) 
In (3.2.3), replace b by xa, and find similarly 
d{x)a? = ad(x)o + axd{a) — d{a)xa for all a,x £ R. (3.2.5) 
Adding(3.2.4) and (3.2.5),we get 
a^dix) + d{x)a^ = 2ad{x)a for all a, x G i? (3.2.6) 
or 
a{d{x)a — ad{x)) = {d{x)a — ad{x)a for all a,x E R. (3.2.7) 
Replace a by a 4- d{x) in (3.2.7), we find that d{x) commutes with d{x)a — ad{x), 
for all a e R, for all x e R, this says that the square of the inner derivation by x is 
zero ,for all x e R. Let charR ^ 2. Then Lemma 1.3.4 says that d{x) is central, for 
all X e R, let a be an element of R, and la denote inner derivation determined by o, 
ad{x) = d{x)a or Iad{x) — 0 for all x E R. Lemma 1.3.4 again shows that d = 0 or, 
if not, then /„ is zero, every a in R is central, R is commutative. But if charR — 2, 
(3.2.6) says that for all x E R, d(x) commutes with all squares of element of R. Let 
Rhe a. prime ring of characteristic 2, and let e 6 i? commute with a ,^ for all a E R. 
a^e = eo} for all a, E R. (3.2.8) 
Replace a by a + 6 and use ea^ = a^e, e6^  = 6^ e to get 
{ab + ba)e = e{ab + ba) for all a,bE R. (3.2.9) 
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In (3.2.9), replace b by ae and commute e and a ,^ then 
a^e^ + aeae = ea^e + eaea; a^e^ = ea^e, and so 
aeae — eaea for all a,^ R. (3.2.10) 
In (3.2.9), replace b by e, to get 
ae^^e^a for all a,e R (3.2.11) 
that is e^  G Z(i2). Consider (ae + eaf = aeae + eaea + ae^a + eo^e. But since 
aeae + eaea = 0 by (3.2.10), we find thatae^a + ea^e = e^a^ + e^a^ = 0. Hence by 
(3.2.11) and (3.2.8), we have 
(ae + ea)2 = 0 for all a,Gi2. (3.2.12) 
Let X and y be elements of R with xy = 0. By (3.2.9), we have (xy+yx)e — e{xy+yx) 
so 
yxe = eyx for all x,y G R. (3.2.13) 
Since x'^y = 0, (3.2.13) yields that yx'^e — eyx'^i.e.yx'^e = yex"^ as e commutes with 
all squares. Thus 
xy = 0 implies {ye + ey)x^ = 0 for all x,y £ R. (3.2.14) 
But {ax)y = 0 for all a e R, then we can replace x by ax in (3.2.14), to obtain 
{ye + ey)axax = 0 for all a G i?,whenever xy = 0. Lemma 3.2.1 now says that 
x = 0 or ye + ey = 0; in fact, x{yv) = 0 for all v E R, Lemma 3.2.1 even says x = 0 
or yve + {ey)v — 0 for all v E R. Since ye = ey \i x ^ 0, then y{ve + eu) = 0 
for all V e R. Lemma 1.3.4 applied to the inner derivation by e shows that either 
x = 0,y = 0 o r e e Z{R). But by (3.2.12), (ae + ea){ae + ea) = 0, for all a e R; 
putting X = ae + ea,y = ae + ea, we find that for all a G i?, ae + ea = 0 or 
e € Z{R). That is, for all a € i?, ae + ea = 0, e G Z{R) if e commutes with squares 
in R. For all x E R, then d{x) commutes with all squares in R, d{x) G Z{R) for all 
xeR. Let d{b) = 0, for all a G fi, d{ab) = d{a)b + ad{b) = d{a)b, d{ab) G Z{R), 
so d{a)b G Z{R) if (i(6) = 0. Now if d is not zero, so d{a) ^ 0 for some a G i?, we 
have d{a)bx — xd{a)b, d{a) G Z{R) so xd{a)b = d{a)xb, whence d{a){bx + xb) = 0 
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for all X e /?, if dib) = 0. But for all c e R, d{c^) = dic)c + cd{c) = 2d{c)c = 0, so 
c^  commutes with all x e R, for all c£ R. Referring back to the conclusion of the 
previous paragraph with x for e shows x G Z{R) for all x e JR, if d is not the zero 
derivation. 
Lemma 3.2.3 Let A be a Lie ring, / an ideal of A, d an element of A such that 
dx.x = 0 for all x e /. Then for all a e R, (dx.x)x = 0 for all x G /.(i.e. the set of 
d satisfying dx.x = 0 for all x e / is an ideal of A) 
Proof. Let Ra denote the right multiplication by a. We want to prove d{RaRl) = 0 
for all a G A,x G /. The Jacobi Identity for a Lie ring may be written as 
Rax = RaRx - RxRa- Furthermore, since I is an ideal, it contains ax, and x + ax, 
for all a G A, so that (d.ox)ax. = 0, (d(x + ax)).(x + ax) = 0 for all a G A. Using 
these two and from dx.x = 0, we get d{x).ax + d{ax).x — 0 for all a G A, x G /, or, 
another notation, d{RxRax + RaxRx) = 0 but 
d{RxRax + RaxRx) = d{Rx{RaRx ~ RxRa) + [RaRx ~ RxRa)Rx) 
= d\RxRaRx ~ RxRa + RaRx ~ RxRaRx) 
= d{RaRx — Rx^a) 
Thus d{RaRl - RlRa) = 0 for all a G A, x G /. By hypothesis d{Rl) = 0, so that 
d(i?a-Ri) = 0 for all a G i4, X G /. This is exatly what we had to prove. 
Proof of the Theorem 3.2.1. Let A be the Lie-ring of derivations of R and / 
be the ideal of A consisting of inner derivations. Assume that [{d,Ia),Ia\ = 0 and 
by Lemma 3.2.3, for all x e R, i.e., for all Ix G /, [[d,Ix],/«], h] = 0 for all a E R, 
that is, a{ad{x) — d{x)a) — {ad{x) — d{x)a)a is central for all a,x e R, 
a^dix) + d{x)a'^ - 2ad{x)a G Z{R) for all a,x e R. (3.2.15) 
Commute (3.2.15) with a, to get 
3ad(x)a^ + a^d{x) = 3a^d{x)a + d{x)a^ for all a,x e R. (3.2.16) 
Suppose that charR = 3.Then for all a e R, lasd — 0. Theorem 1.3.1 says that d is 
zero , or else every a^ G Z{R). Then (a + b)^ - a^ - b^ = a% + aba + ba^ + b'^a + 
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bab + a6^ G Z{R) for all a,b e R. Replacing a by -a we obtain 
a% + aba + ba^ - {b^a + bab + ab'^) G Z{R) for all a,beR. 
Adding these last two expressions and dividing by 2, we see that a'^b + aba + ab"^ e 
Z{R) for all a, 6 G R. Now replacing b by ab , we have a^b + a%a + aba^ = 
a(a^6 + a6a + ba^) € Z(i?). If a% + aba + ab'^ ^ 0 for some b €. R, then since it 
is central, we find that a & Z{R). So assume that i? has the property that for all 
a,b e R, a'^b + aba + ba^ = 0. Since charR = 3, as a{ab — ba) - {ab - ba)a = 0 for 
all b e R, la = 0', by Theorem 1.3.1 a € Z(R), R is commutative. 
Suppose that, charR ^ 3. Replacing a; by a in (3.2.16), we obtain 
3ad{a)a^ + a^d{a) - 3a^d(o)a - d{a)a^ = 0 
or 
a^d{a) - d{a)a^ = M^d{a)a - 3ad(a)o^ = 3a(ad(a) - d{a)a)a. 
Since ad{a) — d{a)a G Z{R) so 
a^d{a) - d{a)a^ = 3{ad{a) - d{a)a)a'^ for all a e R. (3.2.17) 
Furt.lun-inorc {ad{a) - d{a)a)a =- a(l{a)a - d{a)a^. But 
{ad{a) - d{a)a)a = a{ad{a) — d{a)a) = a^d{a) — ad{a)a. 
Adding these hist two expressions, wo obtain 
2{ad{a) - d{a)a)a = a^dia) - d{a)a'^. (3.2.18) 
Replacing x by ad{x) in (3.2.16), we get 
Sa^d{dix))a^ + a^d(d(x)) - 3a3d(d(x))a - ad{d{x))a^ 
+ 3ad{a)d{x)a'^ + a^d{a)d{x) - 3a'^d{a)d{x)a - d{a)d{x)a^ = 0. 
However, 3a'^d{d{x))a'^ + a^d(d{x)) - 3a^d{d{x))a - ad{d{x))a^ 
= a{3ad(d{x))a'^ + a^d{d{x)) - 3a^d{d{x))a - d{d{x))a^) = 0. 
Replacing x by d(x) in (3.2.16), we get 
3ad{a)d{x)a'^ + a^d{a)d{x) - 3a^d{a)d{x)a - d{a)d{x)a^ = 0 for all a,x e R. 
(3.2.19) 
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Multiplying (3.2.16) on the left by d(a), we get 
3d{a)adix)a^ + d{a)a^d{x) - 3d{a)a^d{x)a - d{a)d{x)a^ = 0. (3.2.20) 
Subtracting (3.2.20) from (3.2.19) we get 
3(od(a) - d{a)a)d{x)a'^ + {a^d{a) - d{a)a^)d{x) - 3(a^d(a) - d{a)a'^)d{x)a = 0 
for all a,x e R. Using (3.2.17) and (3.2.18), we arrive at, after dividing by 3, 
{ad{a) - d{a)a){d{x)a'^ + o?d{x) - 2ad{x)a) = 0 for all a,x e R. 
If ad{a) - d(a)a ^ 0 for some a e R and all x e R 
{d{x)a^ + a'^d{x) - 2ad{x)a) = 0. (3.2.21) 
Replace x by ax in (3.2.21), we get 
ad{x)a'^ + a^d{x) - 2a'^d{x)a + d{a)xa^ + a^d{a)x - 2ad(a)xa = 0. 
Since 
ad{x)a^ + a^d{x) - 2a'^d{x)a = a{d{x)a^ + a^d{x) - 2ad{x)a) = 0 
using (3.2.21), we have 
d{a)xa^ + a^d{a)x - 2ad{a)xa = 0 for all x e R. (3.2.22) 
Now in (3.2.21) replace x by a, to get 
d{a)a'^ + a^d[a) - 2ad{a)a = 0. 
Multiplying this on the right by x, we get 
d{a)a^x + a^d{a)x - 2ad{a)ax = 0 for all x £ R. (3.2.23) 
Subtracting (3.2.23) from (3.2.22) 
d{a){xa^ - a^x) - 2ad{a){xa -ax) = Q for all x e R. (3.2.24) 
Replace x by ax in (3.2.24), we have 
d{a)a{xa'^ - a^x) - 2ad{a)a(xa - ax) = 0 for all x e R. (3.2.25) 
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Multiplying (3.2.24) by a on the left 
ad{a){xa^-a'^x)-2a'^d{a){xa~ax) = 0 for all x £ R. (3.2.26) 
Subtracting (3.2.25) from (3.2.26), we get 
{ad{a) — d{a)a){xa'^ — c?x) — 2a{ad{a) — d{a)a){xa — ax) = 0 for all x E R. 
Since ad(a) — d{a)a 7^  0 we get 
xa'^ - a^x - 2a{xa - ax) - 0, for all xeR (3.2.27) 
if ad{a) - d{a)a ^ 0. So xa^ + a^x - 2axa = 0, a{ax - xa) = (ax - xa)a, /„ = 0. 
That is a e Z{R) or else od(o) = d{a)a, if R is characteristic different from 2. So 
when charR ^ 2, 
ad{a) = d{a)a for all a e R, Lemma 3.2.2 now finishes the proof. 
Let charR = 2. Then (3.2.27) gives ad{a) = d{a)a or else a^  G Z{R) for all 
a E R. If ad(a) ^ d{a)a for some a e R,a'^ E Z{R) and not zero. For if a^ = 0, 
then d(a^) = ad{a) + d(a)a = 0, ad{a) — d(a)a. Then o is not a divisor of zero, 
since if ya = 0, yc? = 0, y = 0. Let a; € /?, we shall prove that ad{a) commutes with 
7?. Either [axdf E Z{R) or {axa)d{axa) = d{axa){axa). If (axa)"^ E Z{R), then 
axa?xa E Z{R). Then axa^ E Z{R), since a^  is, call it c. Then aca = a^c E Z(R), 
and equals c?x^ci?. So c^x^d^ E Z{R), so is x^, whence x^ commutes with ad(a) 
if (axa)"^ E Z{R). On the otherhand, if .T^ G -^(.R), then xd{x) = d{x)x and 
{axa)d{axa) = d(axa)(axa). Then 
(axa)(d(a)xa + ad(x)a + axd{a)) = {d{a)xa + ad{x)a + axd{a)){axa) 
or 
axad{a)xa + axa^d{x)a + axa^xd{a) = d{a)xa^xa + ad{x)a'^xa + axd{a)axa. 
Now a^  e ^(i?), whence 
ax{ad{a) + d{a)a)xa + {a{xd{x) + d{x)x)a + ax'^d{a) + d{a)x'^a)a^ = 0. 
But xd{x) + d{x)x — 0 and ad{a) + d{a)a E Z(R) so that 
{ad{a) + d{a)a)ax'^a + {ax'^d{a) + d{a)x'^a)a^ = 0. 
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Since a is not a right zero divisor, 
{ad{a) + d{a)a)ax^ + {ax'^d{a) + d{a)x'^a)a = 0, 
ax^{ad{a) + d{a)a) + {ax'^d{a) + d{a)x'^a)a = 0, 
ax'^ad{a) + ox^d(a)a + ax'^d{a)a + d{a)x'^a^ = 0. 
Thus 
ax'^ad{a) + d{a)x'^a'^ = 0, a^  € Z{R) so ax'^ad(a) + a^d{a)x'^ = 0; a 
is not a left divisor of zero so x'^ad{a) + ad{a)x'^ = 0, for any x such that x'^ is not 
central, hence, for all x e R, otherwise ad(a) = d{a)a. Recourse to the later part of 
the Lemma 3.2.2 shows a^ G Z{R) and ad{a) G Z(R) or else ad{a) = d{a)a. But in 
the former case, aad{a) = ad{a)a, since a is not a zero divisor, ad{a) — ad{a), for 
all o e i?. Now by Lemma 3.2.2 the proof is complete. 
§3.3 Ideals and centralizing derivations in rings 
The above result due to Posner has been generahzed by various authors in var-
ious directions(cf.[64], [65], [66] etc. where further references can be found). In the 
present section we give some famous generalizations of Posner's theorem. We begin 
with the following theorem obtained by Mayne[66] which shows that the existence 
of a nontrivial derivation which is centralizing on a nonzero ideal in a prime ring 
implies that the ring is commutative. 
Theorem 3.3.1. Let i? be a prime ring and / be a nonzero ideal in R. If d is a 
nontrivial derivation of R such that xd{x) - d{x)x G Z{R) for every x in /, then R 
is commutative. 
The following lemma has its independent interests also. 
Lemma 3.3.1. If d is a nonzero derivation of a prime ring R, then the left and 
right annhilators of d{R) are zero. In particular, a[b, R] = 0 or [b, R]a — 0 implies 
that /b = 0 (6 G Z{R)) or a = 0 
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Proof. Given a[b,R]=0. This implies that a[b,T] = 0, forallr e R. Setting 
r = yz e /?, we find that a[6,yz] = 0 i.e., a\b,y\z + ay[6,z] = 0. This yields that 
aR\b, z\ = {0}. Since R is prime, either a = 0 or [6, z] = 0 for all z e R. Hence we 
find that a - 0 or be Z{R). 
Lemma 3.3.2. Let J? be a prime ring of characteristic different from two and J 
be a Jordan subring of R. If d is a Jordan derivation of J such that [x, d(x)] € Z{R) 
for all X e .7, then [x, d{x)] = 0 for all x e J. 
Proof. If d is a Jordan derivation on J, then we get [x, d(x^)] + [x'^,d{x)] — 
Ax[x,d{x)] is in Z{R). By Lemma 1.3.7, [x,d{x)] = 0 for all x £ J. 
Lemma 3.3.3. Let / be a right ideal in a prime ring R. If d is a derivation of R 
such that [x, d{x)] is in Z{R) for all x e I, then [x, d(x)] = 0 for all x £ I. 
Proof. If the charR ^ 2, Lemma 3.3.2 implies that [x, d{x)] = 0 on / . So suppose 
characteristic of R is 2. Let x,y € I, and d be a linear mapping. Then [[x,y],d(x)] + 
[x2, d{y)] = x{[y, d{x)] + [x, d(y)]) + ([r/, d(a;)] + [x, d(y)])x = 2x{[y, d{x)] + [x, d(y)]) = 
0. Letting z = d(x), we obtain, 
[[x,t/],2] + [x2,d(y)]-0 for all x,y e I,z = d{x). (3.3.1) 
As a special case of (3.3.1), when x = y, 
[a;^ z] = 0 for all x,el,z = d{x). (3.3.2) 
Since / is a right ideal, let y = xz in (3.3.1) to obtain 
0 = [[x,x2;],z] + [x'^,d{xz)] = [x[x,z],z] + [x'^,d{xz)] = [x,z]'^ + [x^,d(xz)] 
so we have 
[x,2]2 = [x^d(xz)] for all x,e I,z^ d(x). (3.3.3) 
Now if d is a derivation, then 
[x2,d(xz)] = [x\z^ + xd{z)] = x[x2,d(z)] = x{d{[x^, z]) - [d{x^),z]) = 0 by (3.3.2) 
and the fact that d{x^) = [x,d(x)] is central. So by (3.3.3), [x,z]^ = 0 and hence 
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[x, z] — [x, d{x)] = 0 since R is prime. 
Proof of Theorem 3.3.1. Since d is a derivation of R which centraUzes / , by 
Lemma 3.3.3, [x, d(x)] = 0 for all x e 7. Then replace y by xy in [x, d{y)\-\-[y, d{x)] = 
0 we get 
0 = [x,d{xy)\ + [xy,d(x)][[x,rf(x)y] + [x,xd(y)] + [xy,d(x)]. 
Thus 
0 = (i(x)[x,y] + x([x,d(y)] + [y,d(x)]) = d(x)[x,y]. 
Therefore d(x)[x,'y] = 0 for all x,y E I. / i s an ideal so y may be replaced by ya 
wlioro a is any (;l(;]ii(;iit in /?,.Thon 
0 = d(x)[x,j/a] = d{x)y{x,a\ + d{x)[x,y]a = d(x)y[x,a]. 
Thus d(x)/[x, o] — {0} for all x G / and a in i?. R prime implies that d{x) = 0 or 
[x, a] = 0 for all a in / . So for any element x in / , d{x) = 0 or x is in Z{R). 
Since d is not zero on R so by Lemma 1.3.6, d is not zero on / . Hence there exists 
an element x 7^  0 in / such that d(x) 7^  0 and x in Z{R). Thus / is commutative. 
Again by Lemma 1.3.7, R is commutative. 
Theorem 3.3.2. Let i? be a prime ring and U he a, nonzero quadratic Jordan 
ideal of R. If d is a nontrivial derivation of R which is centralizing on U, then R is 
commutative. 
Proof. McCrimmon [70] has shown that every nonzero quadratic Jordan ideal 
contains a nonzero associative ideal / . Now applying Theorem 3.3.1 to the ideal / 
to conclude that R is commutative. 
Further in the year 1987 Bell and Martindale [17] generalized the above result 
for semi-prime rings. In order to fecilitate our discussions, begin with the following 
lemmas: 
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Lemma 3.3.4. Let Rhe a. semi prime ring and / a nonzero left ideal oi R. If d is 
a derivation of R which is centralizing on / , then d is commuting on / . 
Proof. For arbitary x G / , we have [x"^, rf(x^)] € Z{R) that is 
[x\xd{x) + d{x)x] = [x'^,2xd{x) - [x,d{x)]] = 2[x'^,xd{x)] = 4x^[x,d{x)] e Z{R). 
Thus, 4[a;^[x, rf(a;)],rf(x)] = 0, from which it follows that d>x[x,d{x)]'^ = 0 and hence 
8[x,d(x)]^ = 0. Again invoking Remark 1.3.2, we get 
2[x,d(a;)] = 0 for all x G / , (3.3.4) 
and it follows at once that 
[x^d(a;)]=0 for all x G / . (3.3.5) 
By polarizing both (3.3.4) and the original hypothesis that [x, d(x)] G Z{R) for all x G 
/ , we see that [x,d{y)\ + [y,d{x)] G Z{R) and 2([x,d(y)] + [y,d(x)]) = 0 for all x,y G 
7; and by combining these results with (3.3.4), we can show that 
[xy + yx, d{x)] + [.r^ , d.{xj)] = 0 for all x, y G / . (3.3.6) 
Replacing y by yx yields 
{xy + yx)[x, d{x)] + {[xy + yx, d{x)] + [x^, d{y)\)x + yfx^, d(x)] + [x^, y]d{x) = 0 
for all x,y E I. Rewriting the first summand as([x,y] + 2yx)[x,d(x)] and using 
(3.3.4), (3.3.5) and (3.3.6) we get 
[x,y][x,d{x)] + [x^,y]d{x) — 0 for all x,y e I. 
Taking y = rf(x)x and using (3.3.5), we thus conclude that 
[x, rf(x)]x[x,rf(x)] = 0 = [x,d{x)f and hence [x, rf(x)] = 0 for all x G / . 
Theorem 3.3.3. Let i? be a semi-prime ring and / a nonzero left ideal of R. If R 
admits a derivation d which is nonzero on / and centralizing on / . Then R contains 
a nonzero central ideal. 
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Proof. Since d is commuting on / by Lemma 3.3.4, we have 
[w,d{v)] + \v,d{u)] = 0 for all u,vel. (3.3.7) 
In particular, for x,y ^ I, we have [x,d{yx)] + [yx,d{x)] = 0, which reduces to 
([x, d{y)]+[y, d{x)])x+[x, y]d(x) = 0; and (3.3.9) now gives [x, y]d{x) = 0 for all x,y E 
I. By replacing y by wy for arbitary w G /, we get 
[x,w]RId{x) = {0} for all x,w e L (3.3.8) 
Now, let V = {Pa I a e A} be a family of prime ideals with fiPa = {0}. From 
(3.3.8) it follows that for each Pa, either 
[x, w] e Pa for all x,w e I (a) 
or 
Id{I) C P,. (b) 
Call Pa a type-one prime if it satisfies (a), a type-two prime otherwise. Let Pi and P2 
be respectively the intersections of all type-one and type-two primes. Note that Pi fl 
P2 = {0}. We now investigate a typical type-two prime P = P^- Prom (b) and the 
fact that [u, d{u)\ = 0 for all u € / . We have ud{u) E P and d{u)u € P for all u 6 
/ Thus (x -I- y){d{x) + d{y)) e P and {d{x) + d{y)){x + y) E P for all x,y G I. 
Consequently, xd{y) + yd{x) e P and d{x)y + d{y)x G P. Direct calculation now 
yields 
d{xy + yx) E P for all x,y el. (3.3.9) 
It follows that d{z{xy + yx) + {xy + yx)z) e P for all x,y,z € /. Writing this as 
d{z){xy + yx) + xdxy + yx) + d{xy + yx)z -\- {xy -f- yx)d{z) e P, and noting that the 
last three summands are in P by (b) and (3.3.9), we get 
d(z)(xy + yx) G P for all x,y,z G /. 
Replacing x by zx and noting that d{z)z e P, we see that d{z)yzx € P for all x,y,z e 
I, hence 
d{z)Ryzx C P for all x,y,z E I. 
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The fact that P is a prime ideal now shows that either d{I) C P or P C P. But 
if the later holds, we get I Q P and hence (a) holds for P. Contradicting our 
definition of type-two prime; therefore, d{I) C P. It now follows that for r G i? 
and u e I, d{r)u = d{ru) - rd{u) € P, so that Rd{R)I C P; and since I Q P, we 
conclude that Rd(R) C P . This being true for every type-two prime,we have 
Rd{R) C P2. (3.3.10) 
Consider now the left ideal V generated by the set d{R)I\ we shall show that V is 
commutative, hence a two-sided central ideal. A typical element of V is a sum of 
elements of the form d{r)u and sd{r)u where r,s ^ R and u E I. Thus we need 
only to show that commutators of the form [d{ri)ui, d{r2)u2], [sid{ri)ui, d(r2)u2] and 
[sid{ri)ui, S2d{r2)u2] are all trivial. Clearly all the three types are in Pi by (a), and 
they are all in P2 by (3.3.10), hence all belong to Pi n P2 = {0}. 
U V ^ {0}, we are finished. Assume, therefore, that V = {0}, in which case 
d(R)I = {0}. The left ideal Id{R) is therefore nilpotent, so Id{R) = {0}. Thus 
iul{rs) — 0 for all r, s G R,u e I, so that ud{r)s + urd{s) — 0 and therefore 
IRdiR) = {0} (3.3.11) 
In particular, for each u £ I and x € R,uxd{u) = 0 and henced(wxd(u)) = 
ud{xd{u)) + d{u)xd{u) = 0. Expanding the first term yields uxdP(u) + ud{x)d{u) + 
d(u)xd{u) = 0; and since first two summands are trivial by (3.3.11), d{u)Rd{u) — 
{0} for all u e / and hence rf(/) = {0}. This contradicts our initial hypothesis, so 
the central ideal V must infact be nonzero. 
In view of Lemma 1.3.7 and Lemma 1.3.6 our final Thorem is immediate from 
Theorem 3.3.3 
Theorem 3.3.4. Let P be a prime ring and / be a nonzero left ideal. If R admits 
a nonzero derivation which is centralizing on / , then R is commutative. 
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§3.4. Centralizing derivations in prime and semi-prime rings 
It is straight forward to see that if a map f : R ^ R is centralizing on R, 
then [[/(a;),x],x] = 0. In the present section we begin with following result due to 
Vukman [74] in which the map x t-> [d(x),x] is commuting on R i.e., R satiesfies 
the property [[d(x),x],x] = 0, where d is a derivation on R. 
Theorem 3.4.1. Let i? be a non-commutative prime ring of characteristic dif-
ferent from two. Suppose that there exists a derivation d : R —^ R, such that the 
mapping x H-^  [d{x),x] is commuting on R. In this case d = 0. 
Proof. We have 
[[d{x), x], x] = 0, for all x e R. (3.4.1) 
Let us introduce a mapping B{.,.) : Rx R-^ Rhy the relation 
B{x,y) = [d(x),y] + [d{y),x] for all x,y E R. 
It is obvious that B{.,.) is symmetric.(i.e.B{x,y) = B(y,x) for all x,y E R, and 
additive in both arguments. Moreover, a simple calculation shows that the relation 
B{xy, z) = B{x, z)y + xB{y, z) + d{x)[y, z] + [x, z]d{y) (3.4.2) 
is fulfilled for all x,y,z G R. We introduce also a mapping / from il to i? by 
f(x) = B(x,x). We have 
/(x) = 2[d(x),x], for all x e R. (3.4.3) 
Obviously the mapping / satisfies the relation 
fix + y) = fix) + fiy) + 25(x,y), for all x,y e R. (3.4.4) 
Throughout the proof we shall use the mapping S(.,.) and the relations (3.4.2), 
(3.4.3) and (3.4.4) without specific reference. The relation (3.4.1) can now be written 
in the form 
[fix), x] = 0, for all x e R. (3.4.5) 
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The linearization of (3.4.5) gives 
[f{x),y] + [f{y),x] + 2[B{x,y),x] + 2[B{x,y),y] = 0, for all x,y E R. (3.4.6) 
The substitution -x for x in the above relation leads to 
[f{x\y] - [f{y\x] + 2[B(x,y),x] - 2[J5(x,y),y] = 0, for all x,y e R. (3.4.7) 
Rrom (3.4.6) and (3.4.7), we obtain 
[f{x),y] + 2[B{x,y),x] = 0 for all x,y e R. (3.4.8) 
Let us repace in (3.4.8) y by xy. Then 
0=[/(x),a;y] + 2[5((xy),x),x] 
= [fix), xy]2[f{x)y + xB{x, y) + d{x)[y, x], x] 
= [fix), x]y + x[/(x), y] + 2[f{x), x]y + 2/(x)[y, x] + 2x[B(x, y), x] 
+ 2[d(x),x][y,x] + 2d(x)[[y,x],x]. 
Using in the above calculation (3.4.5) and (3.4.8) we arrive at 
3/(x)[y,x] + 2d(x)[[y,x],x] = 0 for all x,y e R. (3.4.9) 
Similarly we obtain the relation 
3[y, x]f{x) + 2[[y, x], x]d(x) = 0 for all x, y G i?. (3.4.10) 
Putting in (3.4.8) yx instead of y. We intend to prove that 
3/(x)d(x) - d(x)/(x) = 0 for a]lx,eR (3.4.11) 
holds. For this purpose we write yz instead of y in (3.4.9). We have 
0 = 3/(x)[yz, x] + 2d(x)[[y2;, x], x] 
= 3/(x)[y,x]2; + 3/(x)y[z,x] + 2dix)[[y,x],x]z 
+ 4d(x)[y, x][z, x] + 2d(x)y[[z, x], x] 
By (3.4.9) the calculation reduces to 
3/(x)y[z,x] + 4d(x)[y,x][z,x] + 2d{x)y[[z,x],x] = 0, for all x,y,ze R. 
Putting in the above relation y = d(x) we obtain 
3f{x)dix)[z,x] + 2dix)f{x)[z,x] + 2d{x)^[[z,x],x] = 0, x,z e R, which yields 
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Zf(x)d(x)[z,x] — d{x)f{x)[z,x] = 0, x,z e R according to (3.4.9). In otherwords 
we have proved the relation 
(3/(x)d(a;) - d(x)/(x))[y,x] = 0, for all x,y e R. (3.4.12) 
Now we are ready for the proof of (3.4.11). There is nothing to prove if x e Z{R), 
since in this case f{x) — 0. Hence we can restrict our attention on the case x ^ R. 
In this case y •-» [x,y] is a nonzero inner derivation, which means that from (3.4.12) 
and Lemma 1.3.4. it follows 3f{x)d{x) - d{x)f{x) = 0. Thus the relation (3.4.11) 
is proved. Similarly one proves the relation 
3d(x)/(x) - /(x)d(x) = 0, for aU X G R. (3.4.13) 
Starting from (3.4.10), from (3.4.11) and 3.4.13) one obtains easily that 
d(x)/(x) = f{x)d{x) = 0, for all x € /? (3.4.14) 
holds. The hnearization of the relation d{x)f{x) = 0 gives 
0 = (d(x) + d{y)){f{x) + f{y) + 25(x, y)) 
= d{x)f{x) + d{y)f{x) + d{x)f{y) + d{y)f{y) + 2d{x)B{x, y) + 2rf(j/)B(x, y) 
which reduces to 
d{x)f{y) + d{y)f{x) + 2d{x)B{x,y) + 2d{y)B{x,y) = 0 for all x,y e R. (3.4.15) 
The substitution - x for x in (3.4.15) gives 
-d{x)f{y) + d{y)f{x) + 2d(x)B(x,y) - 2d{y)B{x,y) = 0 for all x,y € /?. (3.4.16) 
Combining (3.4.15) and (3.4.16) we arrive at 
d[y)f{x) + 2d{x)B{x,y) = 0 for all x,y ^ R. (3.4.17) 
Put in (3.4.17) yx for y. Then 
0 = d{yx)f(x) + 2d(x)B{yx, x) 
= d{y)xf{x) + yd{x)f{x) + 2d{x)B{y, x)x + 2d{x)yf{x) + 2d{x)[y,x]d{x) 
which leads to 
d{y)xf{x) + 2d{x)B{x,y)x + 2d{x)yf{x) + 2d{x)[y,x]d{x) = 0 for all x,y e R 
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according to (3.4.14). The relation (3.4.17) makes us possible to write -d{y)f{x) 
instead of 2d(x)B(x, y) in the above relation. Thus we have 
d{y)[x, fix)] + 2d{x)yf{x) + 2d{x)[y,x]d{x) = 0. 
which yields 
d{x)yf{x) + d{x)[y, x]d{x) = 0 for all x, y G i? (3.4.18) 
according to (3.4.5). Let us write in (3.4.18) xy for y. Then 
0 = d{x)xyf{x) + d{x)[xy,x]d{x) 
= d{x)xyf(x) + d{x)x[y, x]d{x). 
Thus we have 
d{x)xyf{x) + d{x)x[y, x]d{x) = 0 for all x, y G R. (3.4.19) 
Left multiplication of the relation (3.4.18) by x gives 
xd(x)yf{x) + xd{x)[y, x]d{x) = 0 for aU x, y € iJ. (3.4.20) 
Combining (3.4.19) and (3.4.20) we arrive at 
/(x)y/(x) + /(x)[y,x]d{x) = 0 for all x,y e R. (3.4.21) 
Our next step is to prove the relation 
3/(x)y/(x) + 4/(x)[y,x]d(x) = 0 for all x,y e R. (3.4.22) 
For this purpose we write in (3.4.10) yz instead of y. We have 
0 = 3[yz, x]/(x) + 2[[yz, x], x]d(x) 
= 3[y, x]zf{x)+3y[z, x]/(x)+2[[y, x], x]zd(x)+4[y, x][z, x]d{x)+2y[[[z, x], x]rf(x) 
which leads to 
3[y,x]zf{x) + 2[[y,x],x]zd{x) + A[y,x][z,x]d{x) = 0 for all x,y,ze R, (3.4.23) 
according to (3.4.10). Putting in (3.4.23) y = 2d(x) and making use of (3.4.5) we 
arrive at 
3f{x)zf{x) + 4/(x)[^,x]d(x) = 0 for all x,y e R 
which completes the proof of (3.4.22). Prom (3.4.21) and (3.4.22) one obtains im-
mediately 
f{x)yf{x) = 0 for all x,y e R. 
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This implies that f{x) = 0, x € il by primeness of R. Thus we have proved that 
[d(x),x] = 0 holds for all x e. R, which yields d = Ohy Lemma 3.2.2. The proof of 
the theorem is complete. 
Theorem 3.4.2. Let i? be a non-commutative prime ring of characteristic different 
from two and three. Suppose there exists a derivation d : R ^ R such that the 
mapping x i-v [d(a:), x] is centraUzing on R. In this case d = 0 
Proof. The assumption of the theorem can be written as 
[fix), x] e Z{R) for all x £ R. (3.4.24) 
Using similar approach as in proof of (3.4.8) we obtain from (3.4.24)that the relation 
[fix), y] + 2[5(x, y), x] € ZiR) for all x, y 6 i? (3.4.25) 
is fulfilled. Putting in (3.4.25) x^  for y we obtain [fix),x'^] + 2[/(x)x + x/(x),x] € 
ZiR), X e R, which yields [/(x),x]x + x[/(x),x] + 2[/(x),x]x + 2x[/(x),x] e 
ZiR), X e R. Hence 
6[/(x), x]x G ZiR) for all x e R. (3.4.26) 
Prom (3.4.24) and (3.4.26) we conclude that 6[/(x), x][x, y] = 0 holds for all x,y e R, 
which leads to 
[fix), x][x,y]=0 for all x,y e R, (3.4.27) 
is true. Obviously, we can restrict our attention on the case when x ^ ZiR). Por 
any fixed x ^ ZiR), a mapping y i-> [x, y] is a nonzero inner derivation, which means 
that (3.4.27) Lemma 1.3.4 imply [/(x),x] = 0. Since all the requirements of Theo-
rem 3.4.1 are fulfilled, we conclude that d = 0. The proof of the theorem is complete. 
Theorem 3.4.3. Let Rhe a, prime ring of chraracteristic different from two and 
three. Suppose R contains the identity element 1. Let d : R -^ Rhe an additive 
mapping such that d(x^) = 3xd(x)x holds for all x G i?. In this case d = 0 
Proof. We have 
d(x^) = 3xd(x)x for all x G R. (3.4.29) 
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It foUws immediately 
d{l) = 0 (3.4.30) 
Putting in (3.4.29) x + 1 instead of x, and making use of (3.4.29) and (3.4.30), one 
obtains easily that Zd{x^) = Zd{x)x + 3xrf(x), x ^ R holds. Since we have assumed 
that i? is of characteristic different from 3, we haved(x^) = d{x)x + xd{x),x G R. 
In other words, d is a derivation. We know that any Jordan derivation on a prime 
ring of characteristic different from 2 is a derivation. One can replace in (3.4.29) to 
d(z)x^ + x'^d{x) - 2xd{x)x = 0, x G J?. This relation can be written in the form 
[[d(x), x], x] = 0 for aUx e R. 
. Therefore, all the assumptions of Theorem 4.3.1 are fulfilled, which means that 
d = 0. The proof of the theorem is complete. 
Further in the year 1999, Ashraf and Vukman [7] generahzed the above result 
for semi-prime rings as follows: 
Theorem 3.4.4. Let i? be a 2,3 and 5 torsion free semi-prime ring. Suppose there 
exists a derivation d: R^ R such that the mapping x i-> [[d(x), x], x] is centralizing 
on R. In this case d is commuting on R . 
Proof. Using similar notations and arguments as used in the proof of Theorem 
3.4.1, (equation (3.4.1-3.4.2)), the assumption of the theorem can now be written in 
the form as 
[[/(x),x], x] G Z{R) for all x € R. (3.4.31) 
We intend to prove that the mapping x f-> [/(x),x] is commuting on R. In other-
words, we are going to prove that 
[[/(x),x],x]=0 (3.4.32) 
holds for all x e R. The Unearization of (3.4.32) gives 
[[/(y), x],x] + 2[[B{x, y), x],x] + [[/(x), y], x] + [[F{y), y],x] 
+ 2[[B{x,y),y],x] + [[f{x),x],y] + [[f{y\x],y] + 2[[B{x,y),x],y] 
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+ mx),yU] + 2[[B{x,y),y],y] e ZiR). 
Substituting — x by x in the above relation and comparing the new relation with the 
above relation, we obtain 
2[[B(x,y),x],x] + [[f{x),yU] + [[f{x),x],y] + [[/(y),x],y] 
+ 2[[Bix,y),y],y]eZ{R). (3.4.33) 
Replacing x by 2x in (3.4.33), comparing the relation so obtained with (3.4.33), and 
using the fact that R is 3-torsion free, we obtain 
[[S(x,y),x],x] + [[f{x),y],x] + [[/(a;),x],y] € Z{R) for all x,y e R. (3.4.34) 
Substituting x^ instead of y in (3.4.34) one obtain easily [[/(x),x],x]x e Z(R), for 
all X e i? which together with (3.4.31) gives 
[[/(x), x],x][y, x] = 0 for all x,y e R, 
putting in the above relation y[/(x),x] for y we arrive at 
[[/(x),x],x]y[[/(x),x],x] = 0 for all x,y e R, 
which proves (3.4.32) according to semiprimeness of R. Prom (3.4.32) we obtain 
[[/(x),x],y] + [[f{x),y],x] + 2[[5(x,y),x],x] = 0 for all x,y e R. (3.4.35) 
Then using (3.4.32) and 3.4.35), we obtain after some calculations 
3{/(a;), x][y, x] + 2f{x)[[y,x], x] + d{x)[[[y,x], x], x] = 0 for all x, y G R. (3.4.36) 
Similarly, one obtains the relation 
3[y,ar][/(x),x] + 2[[y,x],x]/(x) + [[[y,x],x],x]d(x) = 0 for all x,y e R. (3.4.37) 
Putting y = 2d{x) in (3.4.36) and (3.4.37), we arrive at 
3[/(x), x]/(x) + 2/(x)[/(x), x] = 0 for aU X G i? (3.4.38) 
and 
3/(x)[/(x),x] + 2[/(x),x]/(x) = 0 for all x e R. (3.4.39) 
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From (3.4.38) and (3.4.39) one obtains immediately 
[f{x),x]f{x) = f{x)[f{x),x]. 
Thus in view of (3.4.38) and (3.4.39), we have 5[f{x),x]f{x) = 0 and 5f{x)[f(x),x] = 
0. 
Since we have assumed that R is 5-torsion free,we get 
f{x)[f{x),x] = 0 for aWxeR (3.4.40) 
and 
[fix], x]f{x) = 0 for all x e R. (3.4.41) 
Using the same arguments as used in the proof of (3.4.34), from (3.4.40) we obtain 
f{x)[f{xly] + 2f{x){B{x,y),x]] + 2B{x,y)[f{x),x] = 0 for all x,y e R. (3.4.42) 
Replacing y by yx in (3.4.42), we get 
0 = f{x)[f{x),yx] + 2f{x)[B{x, y)x + yf{x) + [y, x]d{x),x] + 2B{x, y)x + yf{x) 
+ [y,x]d{x)[f{x),x] 
= f{x)[f{x), y]x + fix)y[f{x), x] + 2f{x)[B{x, y), x]x + 2f{x)[y, x]/(x) 
+ 2fix)y[f{x),x] + 2f{x)[[y,x],x]d{x) + f{x)[y,x]f{x) + 2B{x,y)x[f{x),x] 
+ 2yf{x)[fix),x] + 2[y,x]dix)[fix),x]. 
According to (3.4.42) one can write —2B{x,y)[f{x),x]x in the above calculation 
instead of f{x)[f{x),y]x + 2f{x)[B{x,y),x]x. Now by (3.4.32) and (3.4.40), we have 
3f{x)y[f{x),x] + 3f{x)[y, x]f{x) + 2f{x)[[y, x], x]d{x) + 2[y, x]d{x)[f{x),x] = 0, 
which can be written in the form 
3[/(x),y][/(x),a;] + 3f{x)[y,x]f{x) + 2f{x)[[y,x],x]dix) + 2[y,x]d{x)[fix),x] = 0. 
(3.4.43) 
Substituting yz for y in (3.4.43), we obtain after some calculations and similar 
substitutions as in the proof (3.4.43) 
3[f{x),y][z, x]f{x) + 2[f{x), y]{[z, x], x]d{x) + 3[/(x), y][z, x]f{x) 
+ 3/(x)[y, x]zf{x) + 2f(x)[[y, x], x]zd{x) + 4f{x)[y, x][z, x]d{x) 
+ 2[y,x]zd{x)[f{x),x] = 0 
In particular for y = /(x), we have 
[f{x),x]yd(x)[f{x),x] = 0 for all x,y e R. 
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Left multiplication of the above calculation by d{x) gives 
d{x)[f{x),x]yd{x)[f{x),x] = 0 for all x,y E R, 
whence it follows 
d{x)[f{x), x] = 0 for all x e R. {3AAA) 
By semiprimeness of R. In the same fashion one can prove the relation 
[fix), x]d{x) = 0 for all x € i?. (3.4.45) 
Substituting from (3.4.41). From (3.4.44) and (3.4.45) one obtains 
d{x)[f{y),y] + d{y)[f{y),x] + 2diy)[B{x,y),y] = 0 for all x,y e R (3.4.46) 
and 
[fiy),y]d{x) + [f{y),x]d{y) + 2[B{x,y),y]d{y) = 0 for all x,y e R. (3.4.47) 
Substituting xy for x in (3.4.46) one obtains 
3[diy),x][fiy),y]+3d{y)[x,y]f(y)+2d{y)[[x,y],y]d{y) = 0 for all x,y e R. (3.4.48) 
Similarly (3.4.47) gives 
^[fiy)M[x.d{y)]+Sfiy)[x,y]diy)+2d{y)[[x,y],y]d{y) = 0 for all x,y e R. (3.4.49) 
Now the substitution xz for x in (3.4.48) leads to 
3[diy), x]z[f{y), y] + 3[rf(y), x][z, y]f{y) + 2[d{y), x][[z, y], y]d{y) + 3d(y)[x, y]zf{y) 
+2d{y)[[x,y],y]zd{y) + Ad{y)[x,y][z,y]d{y) = 0 for all x,y,ze R. (3.4.50) 
Similarly, one can prove the relation 
3[/(y),?/]z[x,d(y)] + Sf(y)[z,y][x,d{y)] + 2d{y)[[z,y],y][x,d{y)] + 3/(y)z[x,y]d(y) 
+2d{y)z[[x,y],y]d{y) + id{y)[z,y][x,y] = 0 for all x,y,ze R, (3.4.51) 
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putting zx instead of x in (3.4.52). In particular, for x = 2d(y), (3.4.50) and (3.4.51) 
reduces to 
3d{x)f{x)yfix) + 4d(x)/(x) [y, x]d{x) = 0 for aU x, y e i? (3.4.52) 
and 
3f(x)yfix)dix) + 4d{x)[y, x]f{x)d{x) = 0 for all x,y e R. (3.4.53) 
Replacing y by yd{x) in (3.4.52), we arrive at 
M{x)f{x)yd{x)f{x)+Ad{x)f{x)[y,x]d{xf+2d{x)f{x)yf{x)d{x) = 0 for all x,y e R. 
(3.4.54) 
On the otherhand right multiplication of (3.4.52) by d{x) gives 
Zd{x)f{x)yf{x)d{x) + 4d(x)/(x)[y, x]d{x)^ = 0 for all x,y e R. (3.4.55) 
Combining (3.4.54) and (3.4.55), we arrive at 
3d(x)/(x)yd(x)/(x) - d(x)/(x)y/(x)d(x) = 0 for all x,y e R. (3.4.56) 
Similarly, one obtains the relation 
3f{x)d{x)yf{x)d{x) - d{x)f{x)yf{x)d{x) = 0 for all x,y e R. (3.4.57) 
starting from (3.4.53). Let in (3.4.57) y by yA{x)z where A{x) stands for 
3d(x)/(x) - /(x)d(x). Then we have according to (3.4.56) 
0 = Zf{x)d{x)yA{x)zf{x)d{x) - d{x)f{x)yA{x)zf{x)d{x) 
= 3f{x)d{x)yA{x)zfix)d{x). 
Thus we have 
f{x)d{x)yA{x)zf{x)d{x) = 0 for all x,y,z ^ R, 
and after left multiphcation by A{x)z we have 
A{x)zf(x)d{x)yA(x)zf{x)d{x) = 0 for all x,y,ze R. 
The above relation gives 
(3d(x)/(x) - f{x)d{x))yf{x)d{x) = 0 for all x,y,ze R. (3.4.58) 
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Combining (3.4.57) and (3.4.58) we arrive at 
f{x)d{x)yf{x)d{x) = 0 for all x,y € R, 
which gives 
f{x)d{x) = 0 for all x £ R. (3.4.59) 
Now (3.4.56) and (3.4.59) give also 
d{x)f{x) = 0 for all x e R. (3.4.60) 
Prom (3.4.59), one obtains 
fix)d{x) + 2B{x, y)d{x) = 0 for all x, y G R. (3.4.61) 
Putting in (3.4.61) yx for y we obtain after some calculation and suitable substitu-
tions 
f{x)yd{x) + 2[y, x]d{xf - B{x, y)f{x) = 0 for all x,y E R. (3.4.62) 
In particular, for y = x, the above relation reduces tof(x)xd{x) — f{xY = 0, whence 
it follows immediately f{x)xd{x) = 0, for all x € i? and also 
f{xf = 0, for all xeR. (3.4.63) 
Let in (3.4.62) y be yx. Then using (3.4.60) and (3.4.63) we obtain 
0 = f{x)yxd{x) + 2[y, x]xd(x)2 - B{y, x)x/(x) - yfixf - [y, x]d(x)/(x) 
= f{x)yxd{x) + 2[y,x]xd{xf - B(y,x)xf(x) 
Thus we have 
f{x)yxd{x) + 2[y,x]xd{xf - B{y,x)xf{x) = 0 for all x,y e R. (3.4.64) 
Multiplying the relation (3.4.62) from the right side by x and substracting (3.4.64) 
from the new relation, we obtain using (3.4.59) and (3.4.60) 
0 = f{x)y[d{x),x] + 2[y,x][d(x)^x] - B{x,y)[f(x), x] 
= fix)y[dix),x] + 2[y,x]{[dix),x]d{x) + d{xMx),x]) - B{x,y)[f(x),x] 
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= f{x)y[d{x),x] - B{x,y)[f{x),x] 
Thus we have 
f{x)yf{x) - 2B{x,y)[f{x),x] = 0 for all x,y e R. (3.4.65) 
Let again in the relation above y be yx. Then using (3.4.40) and (3.4.44) we obtain 
f{x)yxf{x) - 2B{x,y)x[f{x),x] - 2yf{x)[f{x),x] - 2[y,x]d(x)[/(x),x] 
= f{x!)yxf{x) - 2B{x, y)x[f{x), x] 
We have therefore 
f(x)yxf{x) - 2B{x,y)x[f{x),x] = 0, for all x,y ^ R. 
Now, right multiplication by x in (3.4.65) together with the above relation gives 
f{x)y[f{x),x] - 2Bix,y)[[f{x),x],x] = 0. In view of (3.4.32). This reduces to 
fix)y[f{x),x] = 0 for all x,y € R. 
From the above relation one obtains easily 
[f{x),x]y[f{x),x] = 0 for all x,y e R, 
whence it follows 
[f{x),x] = OforallxG R. 
Now the relation (3.4.65) reduces because of the above relation to 
f{x)yf{x) = 0 for all x,y e R, 
which gives f(x) — 0 for all x e R. The proof of the theorem is complete. 
Corollary 3.4.1. Let i? be a 2,3 and 5-torsion free non-commutative semi-prime 
ring. Suppose there exists an inner derivation d : R —^ R such that the mapping 
X •-)• [[d(a;), x],x] is centralizing on R. In this case d = 0. 
Proof. Since all the assumption of Theorem 3.4.4 are fulfilled, we have 
[d{x),x] = 0 for aWxe R (3.4.66) 
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The linearization of (3.4.66) gives 
[d{x),y] + [d{y),x] = 0 
Since we have assumed that d is inner, we have d{x) = [x, a] for some a e R and all 
X & R. Thus for y = a the above relation gives [rf(x),a;] = 0. In otherwords, 
d^x) = 0 
Now wc have 
0 = (P{xy) 
= d?{x)y + 2d{x)d{y) + xd\y) 
= 2d{x)d{y) 
Prom d{x)d{y) = 0 one obtain d{x)yd{x) = 0, whence it follows d = 0. The proof is 
complete. 
Finally Ashraf and Vukman [7] conjectured as follows: 
Conjecture. Let i? be a semi-prime ring with suitable torsion restrictions. Sup-
pose there exists a derivation d : R ^ R, such that for some n > 1 we have 
fn{x) = 0 for all x e R, where fk+i(x) = [fk{x),x],fi{x) = [d{x),x]. In this case d 
is commuting on R. 
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CHAPTER-IV 
GENERALIZED DERIVATIONS IN RINGS 
§4.1. Introduction 
An additive mapping F : R ^ R is called a generalized derivation if there 
exists a derivation d : R -^ R such that F{xy) = F{x)y + xd{y) holds for all 
x,y ^ R. A generalized derivation F with associated derivation d will be denoted 
as (F, d). Two generalized derivation (D, d) and {G,g) of R are called orthogonal if 
d{x)Rg{y) = 0 = G{y)RD{x) for all x,y e R. 
Section 4.2 deals with the study of orthogonal generalized derivations of a 
semiprime ring R. The main result of this section gives several necessary and suf-
ficient conditions for a pair of generalized derivations in a semiprime ring to be 
orthogonal. 
Section 4.3 is devoted to the study of generalized Jordan {0,0)-derivations and 
it is shown that under certain torsion restrictions on a prime ring , every generalized 
Jordan {6,0)-derivations is a generalized {6, </))-derivation. 
In Section 4.4 concepts of generalized higher derivation(GHD), generalized Jor-
dan higher derivation(GJHD) and generalized Jordan triple higher derivation(GJTHD) 
are given and finally conditions on a ring R are obtained under which a GJHD be-
comes a GJTHD on R. 
§4.2. Generalized derivations in rings 
Many analysts have studied generalized derivation in the content of algebras 
on certain normed spaces. By a generalized derivation on an algebra A one usu-
ally means a map of the form x *-> ax + xb where a and b are fixed elments in 
A. We prefer to call such maps generalized inner derivations for the reason they 
present a generalization of the concepts of inner derivations (i.e., the map of the 
form X -> ax — xa). Now in a ring i? , let F be a generahzed inner derivation given 
by F(x) = ax + xb. Notice that F(xy) = F(x)y + xlb{y) where Ib{y) = yb-by is an 
inner derivation. Motivated by these observations Bresar[33] introduced the notion 
of generalized derivations in rings as follows: 
Definition 4.2.1 (Generalized derivation). An additive mapping F : R ^ R 
is called a generaUzed derivation (resp. generalized Jordan derivation) if there ex-
ists a derivation d : R -^ R such that F{xy) = F(x)y + xd{y) (resp. F(x^) = 
F{x)x + xd{x)) holds for all x,y e R. 
Hence the concept of generalized derivation covers both the concepts of deriva-
tion,and generalized inner derivation. Moreover, generaUzed derivation with d = 0 
covers the concept of left multipliers that is an additive map satisfying F{xy) ~ 
F{x)y, for all x,y e R. 
In the year 1998, Hvala [54] initiated the algebraic study of generalized deriva-
tions in rings and extented several results concerning derivations of prime rings to 
generalized derivations. First, let us recall the well-known theorem due to Posner 
[74] which states that the product of two non-zero derivations of a prime ring of 
characteristic not equal to two can not be a derivation. Alternate proof of this are 
also given by T.K.Lee [58] and Nakajima [71], [72], and [73]. 
We note that for a ring R, if D is a function from R to R and d : R -¥ R is 
an additive mapping such that D{xy) = D(x)y + xd{y) for all x,y e R, then D is 
uniquely determined by d and moreover d must be a derivation by [24, Remark 1]. 
Let d: R-^ Rhe a. derivation and a an element of R. We denote a generaUzed 
derivation D : R ^ R determined by a derivation d oi Rhy {D,d) and o/ the 
left multiplication by a . Then it is easy to see that (a = ai,d) is a generaUzed 
derivation, and so there are many examples of generalized derivations. 
Two additive maps d,g : R ^ R are called orthogonal if d{x)Rg{y) = 0 = 
g{y)Rd{x) for aU x,y e R. In the year 1989 Bresar and Vukman [31] intoduced the 
notion of orthogonality for a pair of d, g of derivations on a semi-prime ring, and 
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they gave several necessary and sufficient conditions for d and g to be orthogonal. 
In fact, they obtained the following result: 
Theorem 4.2.1([31, Theorem 1]). Let i? be a 2-torsion free semiprime ring. Deriva-
tions d and g oi R are orthogonal if and only if one of the following conditions hold: 
(i) dg = 0. 
(M) dg4-gd=0. 
(Hi) d{x)g{x) = 0 for all x € R. 
(iv) d{x)g{x) + g{x)d{x) = 0 for all x e R. 
(v) dg is a. derivation. 
(vi) There exist a,b e R such that idg){x) = ax + xb for all x E R. 
[vii) There exist ideals Ui and U2 of R such that: 
(a) UiH 1/2 = 0 and Ui ® U2 is an essential ideal of R 
(6) d maps R into Ui and g maps R into i72-
(c) The restriction of d to Ui ® U2 is a direct sum di ® 02, where 
di : t/i -^ t/i is a derivation of f/i and 02 '• U2 -^ U2 is zero. If di = 0 then 
d = 0. 
(d) The restriction of g to Ui ® U2 is a direct sum 0\ ® g2, where 
oi : f/i -> f/i is zero and g2 '• U2 -^ U2 is a derivation of U2- If 5^2 = 0 then 
^ = 0. 
Motivated by the study of orthogonal derivations in rings Argac, Nakajima and 
Albas [1] defined the orthogonal generalized derivations in rings as follows: 
Definition 4.2.2 (Ortliogonal generalized derivation). Two generalized deriva-
tions {D, d) and (G, g) of R are called orthogonal if 
D{x)RG{y) = 0 = G(y)RD{x) for all x,y £ R. 
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Example 4.2.1. Let d and g be two derivations of R. We set 5 = i2 ® i?. Then 
the maps d\ and §2 from S io S which are defined by 
d\{{x,y)) = {d{x),y) and 92{{x,y)) = {0,g{y)) for all x,y e R 
are derivations of S. Moreover, if [D, g) and {G, g) are generalized derivations of R, 
and we define 
Diiix,y)) = iDix),y) and GzCCx.y)) = (0,G(y)) for all a;,y € /?, 
then {Di,gi) and (^2,^2) are generaUzed derivations of 5 such that Di and G2 are 
orthogonal. Therefore, there are many pairs of generaUzed derivations which are 
orthogonal. 
The following result gives several necessary and sufficient conditons for a pair 
of generalized derivations {D, g) and {G, g) in semiprime ring R to be orthogonal. 
Theorem 4.2.2. Let J? be a 2 torsion free semiprime ring and let {D,g) and {G,g) 
be generaUzed derivations of R. Then the following conditions are equivalent: 
{%) {D,g) and {G,g) are orthogonal. 
(ii) For aU x,y ^ R, the foUowing relations hold. 
(a) D{x)G{y) + Gix)D{y)=^0, 
(b) d{x)G{y) + g{x)D{y) = 0. 
(m) D{x)G{y) = d{x)G{y) = 0 for all x,y e R. 
(iv) D{x)G{y) = 0 for aU x,y e R and dG = dg = 0. 
(v) {DG, dg) is a generalized derivation and D{x)G{y) = 0 for all x,y e R. 
(vi) There exist ideals U and V of R such that: 
(a) U nV — 0 and C/ © V is an essential ideal of R 
(b) D{R),d{R) C U and G{R),g{R) C V. 
(c) D(V )^ = d(l^) = 0 and GiU) = g(U) = 0. 
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For the proof of Theorem 4.2.2. we need the following lemmas: 
Lemma 4.2.1. Let i? be a 2 torsion free semiprime ring let {D,g) and {G,g) be 
orthogonal generaUzed derivations of R, then the following relations hold: 
(i) D{x)G{y) = G{x)D{y) = 0, hence D{x)G{y) + G{x)D{y) = 0 for all x,y G R. 
{ii) d and G are orthogonal, and d{x)G{y) = G{y)d{x) = 0 for all x, y € R. 
(m) g and D are orthogonal, and g{x)D{y) = D{y)g{x) = 0 for all x,y e R. 
(iv] d and g are orthogonal derivations. 
(u) dG = Gd^O and gD = Dg = 0. 
{vi) DG = GD = 0. 
Proof(i). By the hypothesis we have D{x)zG{y) = 0 for all x,y,z € R. Hence we 
get D{x)G{y) = G{x)D{y) = 0 for all x,yeRhy Lemma 4.2.1. 
(ii). By D{x)G{y) = 0 and D{x)zG{y) = 0 for all x,y,ze R, we get 
0 = D{rx)G{y) = (D(r)x + rd(x))(?(y) = rd{x)G{y) for all x,y,r € i?. 
Since iZ is semi-prime, d{x)G{y) = 0 for all x,y e R. Then we have 
d{rx)G{y) = (d(r)x -I- rd{x))G{y) = d{x)rG{y) for all x,y,r e R. 
Therefore by Lemma 1.3.3, we obtain G{y)d{x) = 0 for all x,y ^ R, which shows 
(it). 
(Hi). The proof of (Hi) is similar as above. 
(iv). We have 
0 = D{xz)G{yw) = {D{x)z + xd{x)){G{y)w + yg{w)) for all x,y,z,we R 
by (i). Thus we get xd{z)yg{w) — 0 for all x,y,z,w e R by (ii) and (m). since 
i? is semiprime, we see that xd{z)yg{w) = 0 for all y,z,w G R, which shows that d 
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and g are orthogonal. 
(v). Using (M) and (iv), we have 
0 = G{d{x)zG{y)) = Gd{x)zG{y) + d{x)g{zG{y)) = Gd{x)zG{y)iov aUx,y,z € R. 
Replacing y by d{x) in the above relation, we get Gd = 0 by the semi-primeness of 
R. Similarly, since each of d{G{x)zd{y)) = 0,D{g{x)zD{y)) = 0,g{D{x)zg{y)) = 0 
and G{D{x)zG{y)) = 0 holds for all x,y,ze R, we have dG = Dg = gD = DG = 
GD = 0, respectively. 
(vi). The proof is similar as above. 
By Lemma 4.2.2, [2, Theorem 4.2.1.(z;)] is partially extended as follows: 
Corollary 4.2.1 Let i? be a 2 torsion free semiprime ring. If {D,g) and {G,g) are 
orthogonal generalized derivations of R, then dg is a derivation and {DG, dg) = (0,0) 
is a generaUzed derivation. 
Lemma 4.2.2. Let i2 be a semi-prime ring . Let U be an ideal of R and V — 
Ann{lJ). If (D,d) is a generalized derivation of R such that D{R),d{R) C U, then 
D{V) = d{V) = 0. 
Proof. If X G y, then xU = {0}. By the hypothesis we have d{U) C U. Hence 
0 = D{x)y + xd{y) = D{x)y for all t/ G C/. Since D{x) G (7n V and i? is semi-prime, 
we get D{x) — 0 for all x G V. Similarly, we obtain d{y) = {0}. 
We now have enough information to prove the Theorem 4.2.2. 
Proof of the Theorem 4-2.2. (i) => {a), (m), {iv) and {v) are proved by Lemma 
4.2.1. and corollary 4.2.1. 
(M) => (i). If we take xz instead of x in (a), then by (6) we have 
0 = D{x)zG{y) + G{x)zD{y) for all x, y, z G i?. 
Thus by Lemma 1.3.2. we arrive at D{x)RG{y) = G{y)RD{x) = 0) for all x,y e R. 
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(m) => (i). Since 0 = {D{x)z + xd{z))G{y) = D{x)zG{y)) for all x,y,z £ R, we get 
the result by Lemma 1.3.2. 
(iv) =*• (i). Since dp = 0, we have 0 = dG{xy) = dG{x)y + G{x)d{y) + d{x)g{y) + 
xdg{y) = G{x)d{y) for all x,y G i? by [31, Theorem 1]. Thus 0 = G{x)zd{y) + 
xg{z)d{y) = G{x)zd{y) for aXi x,y,z e R. Hence we get d{y)G{x) = 0 for all x,y e 
R by Lemma 1.3.3. Then (z) follows from (m). 
(v) =>• (0- Since {DG,dg) is a generalized derivation, dg is a derivation. Then we 
obtain 
DG{xy) = DG{x)y + xdg{y) for all x,y e R, 
and we have 
DGixy) = D{Gix)y+xgiy)) = DG{x)y++Gix)d{y)+D{x)g{y)+xdg{y) for all x,y e R. 
Comparing the last two relations, we get G{x)d{y) + D{x)g{y) = 0 for all x,y e R. 
Since D{x)G{y) = 0 for all a;,y e R, we get 
0 = D{x)G{yz) = D{x)G{y)z + D{x)yg{z) = D{x)yg{z) for all a:, y, 2; G i?. 
Using (v), we have 
0 = D{x)G{yz) = D{x)G{y)z + D{x)yg{z) = D{x)yg{z) for all x,y,2 G /?. 
Hence we obtain g{z)D{x) = 0 for all x,z G R. Replacing z by yz in the last 
relation we get g{y)zD{x) = 0 for all x,y,z G R. Thus we have D{x)g{y) = 
0 for all x,y e R. This implies that G{x)d{y) = 0 for all x, G il, which shows 
that d{y)G{x) = 0 for all x, G /?. Therefore by (iii), we get the result, 
(i) => (w)- Let Uo be the ideal of R generated by d{R)r\D{R), let Ann{Uo) = V and 
Ann{V) = U. By Lemma 4.2.1, we see that D{x)G{y) = G{x)D{y) = 0,(i(x)G(y) = 
g{x)D{y) = 0 and d{x)g{y) = g{y)dix) = 0 for all x,y e R. Since D{R),diR) c [/„ 
we obtain G(R),g(R) C F. Moreover by Lemma 4.2.2. and Uo C U we have 
DiV) = diV) = 0 and G{U) = g{U) = 0. Since R is semi-prime, 17 ® F is an 
essential ideal of R, which shows (w). 
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In [2] Bresar and Vukman proved that if d, g are derivations and dg is a derivar 
tion, then d and g are orthogonal. This result does not extend to generalized deriva-
tions. Now we give an example of generalized derivations (D, d) and (G, g) which 
are not orthogonal, such that {DG, dg) is a generalized derivation. 
Example 4.2.2 ([1, Example]). Let o and b be non-zero elements of R. Let D = a/ 
and G = bihe left multipUcations of a and 6, respectably. We assume that a6 = 0. 
Then (-D,0) and (G,0) are non-zero generalized derivations such that DG = 0 If 
{D, 0) and (G, 0) are orthogonal, then by Theorem 4.2.2(iii) aRbR = 0. U R is a 
prime ring, then a = 0 or 6 = 0, a contradiction. If R is semi-prime, then taking 
a = 6, we also have a contradiction. Thus for a 2-torsion free prime ring or semi-
prime ring, there exist non-orthogonal generalized derivations {D, d) and (G, g) such 
that {DG, dg) is a generalized derivation. 
Theorem 4.2.3 ([1, Theorem 2]). Let {D,d) and {G,g) be orthogonal generalized 
derivations of R. Then the following conditions are equivalent: 
{i) {DG, dg) is a generalized derivation. 
{ii) {GD, gd) is a generalized derivation. 
{Hi) D and g are orthogonal, G and d are orthogonal. 
Proof (i) =» {Hi). Assume that {DG,dg) is a generalized derivation. Thus, as in 
the proof of the Theorem 4.2.2, {v) =» (z) we obtain 
G{x)d{y) + D{x)g{y) = 0 for all x,y e R. 
Replacing y by yz in the above relation, where z e R,-we get 
G{x)yd{z) + D{x)yg{z) = 0 for all x,y,ze R. (4.2.1) 
Since {DG, dg) is a generahzed derivation, dg is a derivation. Therefore d and g are 
orthogonal by Theorem 4.2.1. Thus we have 
0 = G{x)g{z)yd{z) + D{x)g{z)yg{z) = D{x)g{z)yg{z) for all x,y,z^ R. 
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Hence we get D{x)g{z)RD{x)g{z) = 0 for all x^z £ R. By the semiprimeness of /?, 
we obtain D{x)g(z) — 0 for all x,z e R. Thus D{x)yg{z) = 0 for all x,y,z € R 
and, by (4.2.1) we have G(x)yd{z) = 0 for all x,y,2; € R. 
{iii) =>• (i). Since D and ^ are orthogonal, we get D{x)yg{z) = 0 for all x,y,z e R. 
Substituting rx for x in the last relation, we arrive at 
0 = D(rx)yg{z) = D{r)xyg{z) + rd{x)yg{z) ~ rd{x)yg{z) for all r, x,y,z e R. 
Hence d(a;)yp(2) = 0 for all x,y,z € i? by the semiprimeness of R. Thus by The-
orem 4.2.1., we conclude that dg is a derivation. Moreover, since D{x)yg(z) = 
0 for all X, y, 2; G R, we also get D(x){g{z)RD{x))g{z) = 0 and so D{x)g{z) = 
0 for all x,z € i? by the primeness of R. Similarly, since G and d are orthogo-
nal, we have G{x)d{y) = 0 for all x,y e R. Thus we obtain DG{xy) = DG{x)y + 
xdg{y) for all x,y E R, which means that {DG, dg) is a generalized derivation. 
(ii) =^  (Hi), is proved in a similar way. 
Corollary 4.2.2. Let (D, d) and (G, g) be generalized derivations of R. If (£>(?, dy) 
is a generalized derivation, then there exist ideals U and V of i? such that the 
following conditions hold. 
(i) C/ n V = 0 and t/" © V is an essential ideal of R. 
{ii) d{R) C U,d{V) = 0,^(i2) C V,G{R) C V and g{U) = G{U) = 0. 
Proof. Let f/o be the ideal of R generated by the set d{R). We set V = Ann{Uo) and 
f/ = Ann{y). Then by Lemma 4.2.2. and Theorem 4.2.3, we get D and g, G and 
d, and d and g are orthogonal, respectively. Since d{R) C C/ and g{R),G{R) C V, 
then we have g{U) = G{U) = 0 by Lemma 4.2.2. Moreover, if x e V, then Ux = 0 
and so Ud{x) = 0. Thus d{x) = 0, which shows that d{V) = 0. 
Corollary 4.2.3. Let {D,d) be a generalized derivation of R. If {D^yd"^) is a gen-
eralized derivation, then d = 0. 
Proof. Since d^  is a derivation, d and d are orthogonal by [31, Theorem 1]. Hence 
we have d{x)yd{x) = 0 for all x,y e R. Therefore, by the semiprimeness of R, we 
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get d{R) = {0}. 
Corollary 4.2.4. Let {D,d) be a generalized derivation of R. If D{x)D{y) = 
0 for all x,yeR, then D = d = 0. 
Proof. By the hypothesis we have 
0 = D{x)D{yz) = D{x){D{y)z + yd{z)) = D{x)yd{z) for all x, y, ^  G R. 
Hence, we see that d{z)D{x) = 0 for all x,z ^ Rhy Lemma 1.3.2. Replacing x by 
xz in the last relation, we get 
0 = d{z)D{x)z + d{z)xd{z) = d{z)xd{z) for all x,z ^ R. 
By the semiprimeness of J?, we obtain d = 0. Then we have 0 = D{xy)D{y) = 
D{x)yD{x) for all x,y e Rhy the h3rpothesis. Thus, we get Z) = 0 by the semiprime-
ness of R. 
Corollary 4.2.5. Let i? be a 2-torsion free prime ring. If generalized derivations 
{D, d) and {G, g) of R satisfy one of the conditions of Theorem 4.2.3, then D = d — 0 
OTG = g = 0. 
§4.3 Generalized {9,0)-derivations in rings 
Inspired by the definition of (6,0)-derivation, Ashraf and Al-Shammak [3] in-
troduced the notion of generalized (9,0)-derivations in rings as follows: 
Definition 4.3.2 (Generalized (5,0) derivation). Let R and S be associative 
rings and M be an i?-bimodule. Let 9, (/> be homomorphisms of S into R. Then 
the additive mapping F : 5 -^ M is called a generalized (9, (/»)-derivation (resp. 
generalized Jordan (9,0)-derivation) if there exists a {9,0)-derivation d : S -^ M 
such that F{xy) = F{x)9{y) + ^ {x)d{y) (resp. ^(x^) = F{x)9{x) + 0(x)d(x)) holds 
for all x,y E S. 
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We know that every derivation on a ring is a Jordan derivation. But the con-
verse need not true in general. A classical result due to Herstein states that if R 
is a 2-torsion free prime ring, then every Jordan derivation on il is a derivation on 
R ([48, Theorem 2.2.2]). A numbers of authors have studied this problemin in the 
setting of prime and semi-prime rings. In view of the above definition it is clear that 
every generalized (6, (/>)-derivations is a generaUzed Jordan {9, (^)-derivation but not 
conversely. In the year 2002 Ashraf and Shammak [3] established that the converse 
of the above statement holds in case of 2-torsion free non-conmautative prime ring. 
In fact, they obtained rather a more general results. 
Theorem 4.3.1 ([3, Theorem 2.1]). Let 5 be a ring and Rhe &, non-commutative 
ring. Let 9,<f>he homomorphisms of S into R and M be a 2-torsion free /?-bimodule. 
Suppose 6 is onto and mRx = (0) where m& M,x ^ R implies that m =• 0 or i = 0. 
In this case every generalized Jordan {9, (/))-derivation F : 5 -^ M is a generalized 
(9,0)-derivation. 
Theorem 4.3.2 ([3, Theorem 2.2]. Let i? be a 2-torsion free ring and let ^,0 be 
endomorphisms of R. If R has a commutator which is not a zero divisor, then ev-
ery generalized Jordan (9,0)-derivation F : R-^ Risa, generalized {9,0)-derivation. 
In view of the above theorems we get the following corollaries: 
Corollary 4.3.1. Let i? be a 2-torsion free non-commutative prime ring and let 
F : R -^ R he a, generahzed Jordan derivation on R. Then F is a generalized 
derivation on R. 
Corollary 4.3.2. Let Rhea 2-tortion free ring and let F : R^ Rhea generalized 
Jordan derivation. If R has a commutator which is not a zero divisor, then F is a 
generalized derivation on R. 
The above theorems were further extended by Ashraf et.al[8] to Lie-ideals of a 
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prime ring. 
Let 9,(1) he endomorphisms of R and let 5 be a non-empty subset of R. An 
additive mapping F : R -^ R is called a generalized {$, 0)-derivation (resp. Gen-
eralized Jordan {6, </>)-derivation) on S if there exists a {6,0)-derivation d : R -^ R 
such that F{xy) = F{x)e{y) + (i>{x)d{y) (resp. F{x^) = F{x)e{x) -h <f){x)d{x)) holds 
for all x,y ^ S. 
Clearly, every generalized derivation on a ring i? is a generalized Jordan derives 
tion on R. However, one can find example of rings in which every generalized Jordan 
derivation is not a generalized derivation. 
Example 4.3.1. Let i? be a non-commutative ring and a,b € R such that xax = 0 
and x^o = 0 for all x 6 i? but xay y^ 0, for some x and y, x ^ y. Define maps 
F : R-^ R such that 
F{x) = xa + bx, 
there exists an associated inner derivation da : R -^ R such that daix) = [x,a]. It 
is readily verified that F is a generalized Jordan derivation but not a generalized 
derivation. 
However, Ashraf et.al [8] prove that if /2 is a 2-torsion free noncommutative 
prime ring and F : R -^ R is a, generalized Jordan {0,0)-derivation, then F is a 
generalized {6, (/»)-derivation. Infact, the result which we refer to states as follows: 
Theorem 4.3.3. Let il be a 2-torsion free prime ring and U a noncommutative 
square closed Lie-ideal of R. Suppose that 0, (f) are endomorphisms of R such that 
9 is one-one, onto and d is a {6, (/>)-derivation) oi R. U F : R -^ R is a, generalized 
Jordan (9,0)-derivation on U, then F is a generalized {9,0)-derivation on U. 
In order to prove the theorem we need the following lemma: 
Lemma 4.3.2. Let Rhe a 2-torsion free ring and U a square closed Lie-ideal of 
R. Suppose that 9, <p are endomorphisms of R and d is a (9,0)-derivation) of R. If 
69 
F : R-^ Ris an additive mapping satisfying F(u^) = F{u)${u) + <i)(u)d{u), for all 
UEU, then the following hold: 
(i) F{uv + vu) = F{u)e{v) + (j>{u)d{v) + F{v)e{u) + d{v)d{u), for all U.VEU. 
(ii) F{uvu) = F{u)e{vu) + <f){uv)d{u) + 4){u)d{v)d{u), for all u,veU. 
(Hi) F{uvw+wvu) = F{u)6{vw)+F{w)9{vu)+(l){uv)d{w)+(f){wv)d{u)+(l){u)d{v)6{w)+ 
(f>(w)d{v)6{u), for all u,v,w e U. 
(iv) u''[e{u),eiv)] = 0, for all U,VEU. 
(v) vye{w)[e{u),d{v)] = O, for all u,v,we U. 
Proof(i). For any u,veU 
F{uv + vu) = F{{u + vf) - F(u2) - F(t;2) 
= F{u)e(v) + <j){u)d{v) + F{v)9{u) + (l>{v)d{u) 
(ii). For any u,v e U,uv + vu = {u + vY - {u^) - {v"^), for all u,v eU. Replacing 
vhy uv + vu in (i), we get 
F{u{uv + vu) + {uv + vu)u) = F{u)6{uv + vu) + 4'{u)d(uv + vu) + F{uv + vu)6{u) 
+ ({>{uv + vu)d{u) 
Since d: R-^ Ris a, (9, (/>)-derivation, 
d{uv + vu) = d{u)9(v) + <t){u)d{v) + d{v)9{u) + (t>{v)d{u) for all u,v eU 
and hence 
F{u{uv + vu) + {uv + vu)u) = F{u)e{uv) + 2F{u)6{vu) + F{v)9{u'^) + 2<j){u)d{v)e{u) 
+ (f){v)d{u)9{u) + (t){u)d{u)9{v) + (f){u^)d{v) 
+ 2^{uv)d{u) + <j){vu)d{u) for all u,v &U. 
(4.3.1) 
Also, 
F{u{uv + vu) + {uv + vu)u) = F{u'^v + vu^) + 2F{uvu) 
= F{u)9{uv) + 4>{u)d{u)9{v) + F{v)d{u'^) 
+ (i>{v)d{u)9{u) + (j){vu)d{u) + (j){u^)d{v) 
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+2F{uvu) for all U,VEU. (4.3.2) 
Comparing (4.3.1) and (4.3.2) and using the fact that R is 2-torsion free, we obtain 
the required result. 
(Hi). Replacing u by u + iw in (iz), we get 
F{{u+w)v{u+w)) = F{u+w)6{vu+vw)+(i>{uv-\-wv)d{u+w)+(f>{u+w)d{v)6{u+w) 
= F{uvu) + F{wvw) + F{u)9{vw) + F{w)9{vu) 
+ (l){uv)d(w) + <i)(wv)d{u) + (j)(u)d{v)0{w) 
+(f){w)d{v)9{u) for all u,veU. (4.3.3) 
On the otherhand, we have 
F{{u+'w)v{u+w)) = F{uvu)+F{wvw)+F(uvw+wvu) for all u,v £U. (4.3.4) 
Combining (4.3.3) and (4.3.4), we get (m). 
(iv). For any u,v eU,uv + vu and uv - vu both are in U and hence 2uv € U, for 
all u,v eU. Since charR ^ 2, oiu: hypothesis yields that 
F{{uv)^) = F{uv)9{uv) + 4>{uv)d{uv), for all u,v eU. 
Replacing w by 2uv in (wi), and using the fact that charR ^ 2, we get 
F{{uv{uv) + uv{uv)) = F{u)9{vuv) + F{uv)9{vu) + 4>{uv)d{uv) 
+ (t){uv^)d{u) + (t){u)d{v)9{uv) 
+ (f){uv)d{v)9{u) for all u,veU. (4.3.5) 
On the otherhand, we have 
F{{uv(uv) + uv{uv)) = F{{uvy) + F{uv^u) 
= F(uv)9{uv) + (t){uv)d{uv) + F{u)9{v\) 
+ (f)(uv^)d{u) + <f){u)d{v)9{uv) 
+ (l){uv)d{v)9{u), for all U,VGU. (4.3.6) 
Comparing (4.3.5) and (4.3.6), we get (iv). 
(v). Prom (m), we have 
F{{uv)z{vu) + {vu)w{uv)) = F{uv)9{wvu) + F{vu)9{wuv) + (i){uvw)d{v)9{u) 
+ (f){uvwv)d{u) + (f){vuw)d(u)9{v) + 4>{vuwu)d{v) 
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+ <l>{uv)d{w)6{vu) + (l>{vu)d{w)d{uv) 
forallu,vGl7. (4.3.7) 
On the otherhand, we have 
F{(uv)z{vu) + {vu)w{uv)) = F(u{u'wv)u) + F{v{uwu)v) 
= F{u)d{vv)vu) + (l){uv'wv)d{v) + 4>{u)d{vvjv)Q{u) 
+ F{v)0{uwuv) + (i){vuwu)d{v) -f <l){v)d{uwu)9{v), 
for all w, v e t / . (4.3.8) 
Further, since 2uty e I/, for all u,w ^U, we find that 4uwu e U", for all it,u; e 1/ 
and hence 
di^uwu) = 4rf(w(tyw)) = 4{d{u)9{wu) + (i>{u)d{w)6{u) + (t){uw)d(u)}, 
for all u,iu € (/. Since R is 2-torsion free, we have 
d{uwu) = d{u)${'wu) + 4>{u)d{w)d{u) + (f)(uw)d{u), for all u,v €U. 
Hence the above relation (4.3.8)reduces to 
F{{uv)w{vu) + {vu)w{uv)) = F{u)d{vwvu) + (l){uvwv)d{u) + <f){u)d{v)6{wvu) 
+ (j)[uvw)d{v)9{u) + (i){uv)d{w)d{vu) + F{v)d{uwuv) 
+ (t){vu'wu)d{v) + <f){v)d{u)9{wuv) + <l){vuw)d{u)9{v) 
+ 0(w)d(w)e(w) for all u, v 6 (7 (4.3.9) 
Notice that in view of (i), x" = -y*, and hence combining (4.3.7) and (4.3.9), we 
get the required result. 
Proof of the Theorem 4-S.3. By Lemma 4.3.2(v), we have 
u''9{w)[9{u),9{v)\ = 0, for all u^v.weU 
. This yields that 
9-\u'')U[u,v] = (0), for all u.veU 
and hence by Lemma 1.3.8 we fnd that for each pair u,v E U either 9~^{u'") = 0 
or [u,v] = 0. This implies that (M") = 0 or [u,v] — 0, for all u,v £ U. Now, for 
each w G t/, we put Ui = {v e U \ u" = 0} and U2 = {v eU \ [u, v] = 0}. Clearly, 
both Ui and U2 are additive subgroups of u whose union is U. By Brauer's trick, we 
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have either U = U\ ox U = U2. By using similax procedure we can see that either 
i7 = {u G t/ I C/ = C/i} or 1/ = {w G f/ I ?7 = C/2} that is either u" = 0 for all 
it,u G 1/ or [u,v\ = 0, for all u,v G U. If u" ^ 0, then [u,v] = 0, for all u,v eU, a 
contradiction, this completes the proof the theorem. 
Corollary 4.3<3. Let J? be a 2-tortion free non-commutative prime ring and let 
F : i? -> i? be a generalized Jordan derivation on R. Then F is a generahzed 
derivation on R. 
If £/ is a conmiutative Lie-ideal of R, then the above result is true for d = (j). 
Theorem 4.3.4. Let il be a 2-torsion free prime ring and U a non-zero commuta-
tive square closed Lie-ideal of R. Suppose that d is an automorphism of R and d is 
a ( ,^ 0)-derivation) of i?. \i F : R^ R'ls & generalized Jordan {6, </»)-derivation on 
U, then F is a generaUzed {9,0)-derivation on U. 
Proof Since C/ is a commutative Lie-ideal of R that is [u, v] = 0, for all w, u G U. 
Thus by ([48,Lemma 1.3]) we find that U Q Z. Now by Lemma 4.3.2(iii), we have 
F(uvw + wvu) = F{u)6{vw) + F{w)0{vu) + (l){uv)d{'w) + (i){wv)d{u) 
+<j){u)div)e{w)+((>{w)d{v)e{u), for all u,v,w e U. (4.3.10) 
Since U is square closed, we find that uv + vu eU for all u,v ^U. This yields 
that 2uv G C/, for all u,v EU. AS the ideal U is commutative , in view of Lemma 
4.3.2(i) we have 
2F{uvw + wvu) = F{{2uv)w + w{2uv)) 
= F{2uv)d{w) -H 2e{uv)d{w) -f- 2F{w)6{uv) + d{w)d{2uv) 
= 2{F{uv)e{w) -h e{u)d{v)d{w) + F{w)e{u)d{v) + e{w)d{u)d{v) 
+ 9{'w)e{u)d{v)}, for all u,v,w e U. 
This shows that 
F{uvw + wvu) = F{uv)e{w) + d{u)e{v)d{w) + F{w)d{u)e{v) 
+e{w)d{u)9{v)+9{w)e{u)d{v),ioT all u,v,weU (4.3.11). 
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Combining (4.3.10) and (4.3.11) and using the fact that uv = vu, we obtain 
u^eiw) = 0, for all u,veU. (4.2.12) 
Since 6 is an automorphism and w is central, we find that ^(ly) is central. But the 
central elements in prime ring are not zero divisors and thus the equation (4.3.12) 
implies that u" = 0, for all u,v EU. Hence we get the required result. 
Corollary 4.3.4. Let H be a 2-torsion free prime ring and let F : R ^ Rhe a-
generalized Jordan derivation on R. Then F is a generalized derivation on. 
The following example demonstrates that R to be prime is essential in the hy-
pothesis of the above result. 
Example 4.3.2. Let 5 be a ring such that the sqare of each element in S is zero, 
but the product of some elements in S is non-zero. Next, let 
Define a map F : R^ R such that 
< o O = (oo) 
Then with rf = 0 and U = R, it can be easily seen that F{r^) = F{r)r = F{r)s = 0 
for all r,s e. R, but F{rs) ^ 0 for some r,s e R. 
If the underlying ring R is arbitary, then we have the following: 
Theorem 4.3.5 ([8, Theorem 2.3]). Let i? be a 2-torsion free prime ring and U be 
a square closed Lie-ideal of R. Suppose that 9, (J) are endomorphisms of R such that 
9 is one-one, onto and d is a {9, (^)-derivation) of R. Suppose further that U has a 
commutator which is not a zero divisor. If F : i? —> i? is a generalized Jordan {9,4)-
derivation on U, then F is a generalized {9,0)-derivation on U. 
Proof. Since F : i? ->• i? is a generalized Jordan {9,0)- derivation, there exists a 
(^,(^)-derivation d : R ^ R such that F{v?) = F{u)9{u) + (t>{u)d(u), holds for all 
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ueU. Then for any u,v €.U iiu" = F{uv) - F{u)9{v) - <f){u)d{v), then by Lemma 
4.3.2(iv), we have u^[9{u),0{v)] = 0, for all u,u € U. Since 6 is an automorphism of 
R, we find that 
e-\u'')[uM = 0, for all u.veU (4.3.13) 
Let a, b be fixed elements of U such that c[a, b] = 0, or [a, b]c = 0. This implies that 
c = 0. Hence in view of the above equation, we get 9~^{u^) — 0 i.e., 
a* = 0. (4.2.14) 
Replacing n by w + a in (4.3.13), we get 
e-\u'')[a,v]+e-\a'')[u,v] = 0, for all u,veU (4.3.15) 
Again replace v by 6 in (4.3.15), to get 9~^(u^)[a, v] = 0. Since [a, b] is not a divisor 
of zero, we have 
e-^u") = 0, for all w € C/ (4.3.16) 
Further replace t; by u + 6 in (4.3.15) and use (4.3.14), (4.3.15) and (4.3.16), to get 
e-\u'')[a,b] + 9-\a'')[u,b] = 0, for &][u,ve U. (4.3.17) 
In particular, with u = fl in (4.3.17) and using the fact that charR ^ 2, we have 
9-\a'')[a,b] = 0, and hence ^-^a") = 0 i.e., 
0^  = 0, for all wG a. (4.3.18) 
Cobining (4.3.17) and (4.3.18), we find that 9-\u'')[a,b] = 0. This implies that 
9~^{u") = 0 i.e., (it") = 0, for all u,v E U. Hence , F is a generalized (^ , 0)-
derivation on U. 
Corollary 4.3.5 ([8, Lemma 2.3]). Let i? be a 2-torsion free ring and let F : R^ R 
be a generalized Jordan derivation. If R has a commutator which is not a zero di-
visor, then F is a generalized derivation on R. 
Remark 4.3.1. Since every ideal in a-ring i? is a Lie-ideal of R, the conclusions 
of the above theorems hold when U is assumed to be an ideal of R. Though the 
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assumption that U is square closed seems close to assuming that t/ is an ideal of the 
ring, there exist Lie-ideals with this property which are not ideals. For example, let 
R be any ring and U be the additive subgroup of R generated by the idempotents of 
R. If e is an idempotent in R, and x e R then it is easy to see that, u = e + ex- exe 
and V = e-\- xe — exe are idempotents. Hence, ex — xe = u — v£U. Thus U is a. 
Lie-ideal of R. 
Conjecture 4.3.1. Let i? be a 2-torsion free prime ring and U a Lie-ideal of R. 
Suppose that 6, <p are endomorphisms of R such that 9 is one-one, onto and d is a 
{6, (/>)-derivation of R. If F : i? -> i? is a generahzed Jordan {$, (/>)-derivation on U, 
then F is a generalized {6, </>)-derivation on U. 
§4.4 Generalized higher derivation 
Assume that R is an algebra over the field Q of rational numbers and d: R-^ R 
is a derivation. If we put dn{x) = - ^ for every n E N, we find that dniab) = 
X) di{a)dj{b), for all a,be R and n > 1. Hence d defines a sequenc do,di, ....dn,... 
i+j=n 
such that do = id^. The sequence of additive mappings D = {do, dj, ....d„,...} is said 
to be higher derivation of R if the above relation holds([56, Exc.4, p.540]). More 
precisely, higher derivation in rings is defined as follows: 
Definition 4.4.1. Let D = (di)igyv be a family of additive mappings of R such that 
do = idR. D is said to be : 
a higher derivation (HD, for short) if for every n e N we have d„(a6) = 
J3 di{a)dj{b), for all a,bG R, 
i+j=n 
a Jordan higher derivation (JHD, for short) if for every n e N we have dn{a^) = 
Yl di(a)dj(a), for all a, 6 G i2, 
i+j=n 
a Jordan triple higher derivation (JTHD, for short) if for every n E. N we have 
dn{aba) = J2 dj(o)dj(6)dfe(a), for all a,be R. 
i+j+k=n 
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Example 4.4.1. Let Rhe a, ring, and a e R. If we put do = idn, and d„(x) = 
(-l)"(xa" - axa''-'^) = (-l)"(xa - ax)a''-'^ forn > l,x € ii!, then D =-- (d„)neiv is 
a higher derivation on R. 
Now onward, D = (rft)t€iv will always denote a HD of R. 
In the year 2002 Ferrero and Haetinger [43] extended the classical Herstein's 
theorem [48] to Jordan higher derivation as follows: 
Theorem 4.4.1 ([43, Theorem 1.2]). Let i? be a 2-torsion free semiprime ring (resp. 
2-torsion free prime ring and U a square closed Lie ideal of R). Then every JTHD 
of R (resp. of U into R) is a HD of i?(resp. of U into R). 
Theorem 4.4.2 ([43, Theorem 1.3]). Let i? be a 2-torsion free ring and U a Lie 
ideal of R. Then every JHD of R (resp. of U into R) is a JTHD of R (resp. of U 
into R). 
In view of the above theorems we get the following: 
Corollary 4.4.1 ([43, Corollary 1.4]). Let i? be a 2-torsion free semiprime ring 
(resp. 2-torsion free prime ring and U a square closed Lie ideal of R). Then every 
JHD of R (resp. of U into R) is a HD of ii:(resp. of U into R). 
Motivated by the definition of generalized derivations in rings, Cortes and 
Hetinger[34] introduced the notion of generalized higher derivations and general-
ized Jordan higher derivations in rings as follows: 
Definition 4.4.2. Let F = {fi)i^N be a family of additive mappings of R such that 
fo = idR. F is said to be : 
a generalized higher derivation (GHD, for short) if there exists a HD D = 
{di)i&N of R such that for every n e N we have /„(o6) = Y, /t(a)^j(^). for all 
a,b E R, 
a generalized Jordan higher derivation (GJHD, for short) if there exists a HD 
D = (rfi)ieAr of R such that for every n e N we have /„(a^) = 53 /t(^)'^j(o)' ^'^^ 
all a, & € R, 
a generalized Jordan triple higher derivation (GJTHD, for short) if there ex-
ists a HD D = {di)i^N of R such that for every n E N we have /n(o6a) = 
X; fiia)dj{b)dk{a), for all a, & e R. 
i+j+k=n 
It is clear from the above definition that,/i is a generalized Jordan derivation. 
Similarly, if C7 is a Lie ideal of R, then the family of additive mappings of R, 
D = (dt)teN is said to be a HD(JHD, JTHD) of U into R and a family of additive 
mapping oi R, F = ifi)ieN is said to be a GHD(GJHD,GJTHD) of U into R in case 
that the above corresponding conditions are satisfied for all a,b EU. 
In the main theorem of [4], Ashraf and Rehman proved that if a 2-torsion free 
ring R has a commutator which is not a zero divisor, then every generalised Jordan 
derivation of i? is a generaUsed derivation of R. On the otherhand Ferrero and 
Haetinger [43] obtained similar results for higher derivations(cf. Theorems 4.4.1 
and 4.4.2). Further, Cortes and Haetinger [34] extended these results for general-
ized higher derivations as follows: 
Theorem 4.4.3 ([34, Theorem 1.3]). Let J? be a 2-torsion free ring and U a square 
closed Lie ideal of R, If R has a commutator which is not a right zero divisor then 
every JGHD of U into Risa GHD of U into R. 
In particular,"if fi = di for every z 6 TV, we have the following: 
Corollary 4.4.2. Let Rhea. 2-torsion free ring, and U a square closed Lie ideal of 
R. If R has a commutator which is not a zero divisor then every JHD of U into R 
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is a HD of U into R. 
Note that corollary 4.4.2. states the Corollary 4.4.1. without the semiprimality 
condition. 
Furthermore, they also generalized Theorem 4.4.2. as follows: 
Theorem 4.4.4 ([34, Theorem 1.5]). Let i? be a 2-torsion free ring and U a Lie 
ideal of R. Then every GJHD of U into Risa. GTHD of U into R. 
Following lemmas are needed to develop the proof of the above theorems: 
Lemma 4.4.1. Let Rhe a. 2-torsion free ring, U a square closed Lie ideal of R 
and F ~ {fi)i^N a GJHD of U into R. Then for each fixed n e N and for every 
X, J/, 2 € U, the following statements hold: 
(i) fn{xy + yx)= X) ifi{x)dj{y) + fi{y)dj{x)), 
i+j=n 
(ii) fn{xyx) = X) fiix)dj{y)dk{x), 
i+j+k=n 
{Hi) fn{xyz + zyx) = ^ {fi{x)dj{y)dk{z) + fi{z)dj{y)dk{x)). 
i+j+k=n 
Proof, (i) We have 
dn{x + y)^)= E {Mx + y)djix + y) 
= E {di{x)dj{x) + di{x)dj{y) + diiy)dj{x) + di{y)dj{y) 
i+j—n 
and 
dnix + yf) = dnix^ + xy + yx-j- y"^) 
= dnix^) + dniy^) + dn{xy + yx) 
= dn{xy + yx) + J ] {di{x)dj{x) + Yl {dr{y)ds{y) 
i+j=n r+s=n 
Comparing the above expressions for dnix + y)^) we get the part (i). 
(a). Now putting w = {x{xy + yx) + [xy + t/x)x).Using (z) we get 
dn{w)= E (cii(a:)dj(x2/+ j/x) + X) di{xy + yx)dj{x) 
= E E rfi(x)4(a;)d,(y) + 2 E {di{x)dj{y)dk{x) 
i+j=n r+s=n i+j+fe—„ 
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+ E E dk{y)di{x)dj{x). 
i+j=n k+l=i 
also 
dn{w) = d„((x^y + y^x) + 2xyx) 
= dnix'^y + y^x) + 2dn{xyx) 
= 2dn{xyx)+ E E dr{x)ds{x)dj{y) 
i+j=n r+s=i 
+ E diiy) E dkix)diix). 
i+j=n k+l=j 
It follows that 2dn(xyx) = 2 E {diix)dj{y)dk(x), and the result follows because 
i+j+k=n 
R is 2-torsion free. 
(m). In fact, replacing x by a: + ^ in {ii), we obtain for a = (x + z)y(x + z), 
/n(a)= E {fi{x)dMdk{z) + fi{z)dj{y)dk{x)) 
+ E (/i(x)d,.(y)d,(x) + /i(z)d,(?/)4(^)). 
On the other hand, using (ii), 
fn{oc) = fnixyz + zyx) + 511 {fi{x)dj{y)dk{x) + fi{z)dj{y)dk{z)). 
i+j+k=n 
Comparing the expressions above, the result holds. 
By Lemma 4.4.1 (iii) we obtain Theorem 4.4.4. 
Now, we are ready to prove our main Theorem. 
Proof of Theorem 4-4-^- By assumption, there exists elements a and b of U 
such that c[a, 6] = 0 impUes c = 0 for every c€ R. 
We proceed by induction on n G N. Assume that F is a JGHD of U into R 
and take a, b,x,y e U. 
If n = 1: define 0 = xy(xy) + {xy)yx. Thus 2^^ = 2^{xy{xy) + (xy)yx) = 
2(2xy)(2xy) + 2(2xy)(2yx), where 2xy,2yx,2{2xy){2xy) + 2{2xy){2yx) are in U, 
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because U is square closed. Now we are ready by ([8, Theorem]), since R is 2-
torsion free and ([8, Lemma 2.1{iv)]) is also true in this case. 
If n = 2: our aim is to show that 62{x,y) = 0, for every x,y EU-
To prove this, first of all we will prove that 
62{x, y)[x, y] = 0 for all x,yeU. (4.4.1) 
In fact, replacing z by 4xy in Lemma 4.4.1.(m), we get for 0 = Axy{xy) + A{xy)yx, 
f2i/3) = A{h{x)yxy + xd2{y)xy + xyd2{xy) + /i {x)di {y)xy 
+ fx{x)ydi{xy) + xdi{y)dx(xy) + f2{xy)yx + xyd2{y)x + xyyd2{x) 
+ fi{xy)di{y)x + fi{xy)ydi{x) + xydi{y)di{x)). 
On the other hand, since F = (/t)ieiv is a GJHD and D = {di)i^N is a HD, and by 
Lemma 4.4.1.(M), we get 
f2{P) = A{h{xy)xy + fi{xy)di{xy) + xyd2{xy) + f2{x)y'^x + xd2iy^)x 
+ xy^d2{x) + /i(x)di(y2)x + fi{x)y^di{x) + xdi{y'^)di{x)) 
= ^{h{xy)xy + fi{xy)di{xy) + f2{x)y^x + xd2{y'^)x 
+ xd2(y)yx + xyd2(xy) + xdi(y)di{y)x + xyd2{y)x + xy^d2{x) 
+ f2{x)di{y)yx + fi{x)ydi{y)x + fi{x)y'^di{x) 
+ xdi{y)ydi{x) + xydi{y)di{x)). 
Comparing the two expressions of f2{P), we obtain 
S2{x,y)[x,y] + 5i{x,y)[x,y]di{[x,y]) = 0, since R is 2-torsion free. 
By the n = 1 case, Si{x,y) = 0. Therefore, 52{x,y)[x,y] = 0. 
In particular,52(a,fc)[a, i>] = 0. Thus 
52{a,b) = Q. (4.4.2) 
Replacing x by a; + a in (4.4.1), we get 
^2{x,y)[a,y]+ 52{a,y)[x,y\ = 0, for all x,yeU (4.4.3) 
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Now replace y by y + b in (4.4.3). We get 
52{x,y)[a,b]+d2{x,b)[a,y]+62{x,b)[a,b]+52{a,y){x,b] = 0, for all x,y eU. (4.4.4) 
Replacing x by a in (4.4.4), using (4.4.2) and since i? is a 2-torsion freering, we 
obtain S2(a,y)[a,b] = 0 for every y EU. Hence we have 
<52(a,y) = 0, for ally 6 (7. (4.4.5) 
Again replace y by 6 in (4.4.3) and use (4.4.2), to get 62{x,b)[a,b] = 0, for every 
X EU. SO we find that 
62{x, b) = 0, for all xeU. (4.4.6) 
Combining (4.4.4),(4.4.5) and (4.4.6) we have that S2{x,y)[a,b] = 0 and hence 
S2{x,y) = 0, for every x,y eU. Suppose now that 6s{x,y) = 0, for every x,y e U 
and for all s <n. Using Lemma 4.4.1 (m) we have, for p = 4(xy(xy) + {xy)yx): 
fni0)=^^ J2 fi{x)dj{y)dkixy) + J ] fi{xy)dj(y')dk(x)). 
i+j+k=n i+j+k=n 
On the other side, since F = (/i)teN is a GJHD, using Lemma4.4.1(M), we obtain 
fniP) = ^ ^ fi{xy)dt{xy) + J2 fii^)dj{y')dk{x)). 
l+t=n i+j+k=n 
Now compare the riglit hand side of these two expressions of fn{P) to get 
y2^ii^^y)dn-i{[x,y]) = 0, for all x,y eU, since R is 2-torsion free (4.4.7) 
i= l 
Since 6six,y) — 0, for s < n, it follws that5„(a;,y)[x,y] = 0, for every x,y e U. 
The proof now proceeds by using similar arguments as used in the case n = 2. This 
completes the proof. 
Remsirk 4.4.1. One can ask whether the Theorem 4.4.1. is also true for Jordan 
generalized triple higher derivations. This is still an open question and could be 
searched in future. 
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Conjecture 4.4.1. Let J? be a 2-torsion free semiprime ring (resp. 2-torsion free 
prime ring and U a square closed Lie ideal of R). Then every GJTHD of R (resp. 
of U into R) is a HD of i?(resp. of U into R). 
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