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In this paper, we propose a network model in which nodes have a temporal preferential tendency
to establish links with most active nodes. The activity of a node is defined by the number of
links observe in a given time interval. We present two versions of our preferential attachment
model. The first version reveals a critical time scale that the effective cumulative degree growth
behaves differently below and above it. Also, we observe that dense temporal networks (high number
of events) have a clear critical time scale than sparse ones. In the second version, we modify
our preferential attachment model by embedding memory using time fractional order derivative
equation, given its ability to capture the dynamics of phenomena with long-term memory. Results
in the second version of our model shows that the cumulative degree grows rapidly in the early
stage, but later it slows down depending on the strength of memory.
I. INTRODUCTION
Analyzing complex systems as compositions of entit-
ies and their interactions using network theory is a main
trend in mathematical physics [1–3]. In the real world,
systems often have the self-dynamic structure and so
are better described in terms of networks in which links
among a fixed set of nodes change over time [4, 5]. For
example in many cases, activities like communication
through social media [6], or trading in markets [7] and
searching the Internet take place in time [8]. Recently,
to understand the temporal dimension of these phenom-
ena, the concept of temporal networks have been studied
extensively and has been shown that real networks are
highly dynamic with the nodes and edges that appear and
disappear over time [9–11]. However, not all networks in
which some nodes at times gain or lose new edges have
a continuously growing number of nodes [1, 12, 13]. To
comply with this scenario, we propose a hypothesis in the
context of Barabsi-Albert (BA) model that the establish
of future links are not only determined by existing net-
work structure, but also are affected by the activity of
endpoints.
Preferential attachment (BA) model seems to be be-
hind the emergence of many real-world continuously
growing networks, namely, scale invariance [1, 12, 13].
However, this model ignore the temporal aspects of real
networks, in particular, the nodes activity: yesterday act-
ive nodes that contacted numerous neighbors may be de-
activate today. We believe that understanding the com-
plex behavior of nodes, i.e. the intuition behind each
node’s decision to establish links with certain nodes and
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the magnitude of links that are set is one of the most
interesting problems in temporal networks. For example,
in marketing recommender systems, nodes (consumers)
are expected to establish temporal links with producers
based on preferences, item’s general acceptance, and in-
fluence from social friends [14]. In financial markets,
agents may establish links over time based on level of
trust [15].
In this paper, we aim to outline the effects of memory
on the formation of links in temporal networks. In the
first section, we present our model based on preferen-
tial attachment model, where a node is chosen randomly
to participate in an event with a preferential tendency
to connect with the most active nodes. The most active
nodes have high cumulative degree, where the cumulative
degree is the sum of all events in which a node particip-
ated. In the second section, in addition to the preferen-
tial component which is a global property, we impose a
memory on the evolution equation of the nodes degree,
within our model. Memory is included to reflect the loc-
alization effect in the decision of nodes to participate in
temporal events [16–19].
Here, memory is introduced into the system by using
fractional calculus [20, 21]. Fractional Calculus allows us
to express an ordinary differential equation with memory
using a fractional-order equation that does not include
explicitly the concept of memory. Several studies, in an
attempt to describe the effect of past on the recent events,
have employed fractional integrals and derivatives as a
generalization of ordinary differential-integral operators
to non-integer ones [22, 23]. Fig.1 schematically illus-
trates a simple growing network considering aging effects
in the dynamics. Each instant, we will choose randomly
m nodes in the network and connect them with one of
the existing nodes. However, the fresh edge will be more
likely to occur between a chosen node and the more active
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2node. It is clear from this illustration that the limiting
capacity for receiving new links and the aging of links
over time decrease the chance of high degree nodes to be
attracting new links.
Figure 1: Illustration of the growing network under a
modified preferential attachment mechanism, but also
considering limitations imposed by an aging process and
screening effects on the growth process (a-d). Each in-
stant m (here, m = 5) nodes (red circles) are randomly
selected and linked to one of the rest nodes. These links
are distributed between the nodes according to the rule
introduced in the text. Red to blue color shades of links
and nodes represent the activity. The most active node
corresponds to the red color. Old members, because of
their age, have a lower chance of being selected.
II. PREFERENTIAL CONNECTION IN
TEMPORAL NETWORKS
The classic preferential attachment model is mainly
based on two assumptions: The first one is that the num-
ber of nodes is not fixed. The next assumption refers that
new nodes prefer to link to more connected nodes [1]. In
what follows, we present an evolving network model in
which the total numbers of nodes are conserved and the
edges are not continuously active. The hypothesis behind
our model is that each node prefers to make a connection
to the most active nodes. We mean by activity any event
in which nodes are invited to participate. Active nodes
in a given time slot δt are those who contribute to the
network activities by participating to most of the events
that happen in this time window. Such nodes play a key
role in the network topology as well as in the information
dissemination.
Let’s consider temporal networks as G(V,E) where V
and E represent the set of nodes and links, respectively,
each link has a time-stamp that represents the entering
time and ki(t) denotes the degree of nodes i at time t.
At each time step, we choose randomly m nodes who
will establish an event with a target node. Each of the m
nodes selects the target node according to the node activ-
ity rule, i.e. with probability proportional to their node
activity, and creates links with them. In mathematical
terms, the activity of node i evolves as:
dki(t)
dt
= m+
mki(t)∑N
j 6=i kj(t)
(1)
The first term on the right side of Eq.(1) represents
the rate of nodes added to the network and they could
be chosen uniformly random. The second term adds a
preferential connection component which we assume pro-
portional to the node activity of nodes. Since the total
node activity of nodes will increase over time, the total
number of events will also increase as a function of t. In
addition, we can calculate the average node activity at
time t as:
N∑
j 6=i
kj(t) = 2mt (2)
This can be seen also by observing that each time m
new links are formed, and since each link has two ends,
the sum of node activities increases by 2m at each time
step.
Substituting Eq.(2) into (1), we obtain:
dki(t)
dt
= m+
ki(t)
2t
(3)
Eq.(3) has an analytical solution, which gives:
ki(t) = 2mt+ c
√
t (4)
where c is a constant value and depends on the initial
conditions. At time t = t0 = 0, the initial average degree
k(t = t0) = k0 and so c =
k0−2mt0√
t0
.
Now, we show that a growing network model has the
specific property if it satisfies the following two criteria:
- In the limit t→ ∞: The Eq.(4) reduces to k(t)∼t.
- In the limit t→0 : The Eq.(4) reduces to k∼t1/2.
(this is the same as preferential attachment model of BA
in networks growth).
In Fig.2-a), we show the increase behavior of the node
activity as a function of time. The intersection of two
symptoms t1/2 and t, is introduced as a critical time scale
t∗ = c
2
4m which shows the different growth below and
above it.
To validate Eq.(4) through numerical simulation we
considered a simple ring with N = 1000 nodes and sim-
ulated their growth using Eq.(1)(fig.2-(b)). In each time
step, we select m nodes randomly and linked them to
3Figure 2: a)The analytical solution of Eq.4 for the node activity ki(t); b) The corresponding node activity from
network simulation with arbitrary scales. Such simulation has been performed for 1000 time steps, with an initial
condition N=1000 nodes and m = 10. Here, t∗ = c
2
4m is a time scale of the cross over to change the growth treat. c)
Node activity dynamics for different values of m.
other nodes. For each node i in this set we determined
ki(t), the total number of edges accumulated after time t.
These steps are repeated sequentially, creating a network
with a temporally growing number of edges. We observe
good agreement between the analytical calculations and
the ensemble average over realizations, with both show-
ing an intersection of two symptoms t1/2 and t. Fig.3-
(c),plots the node activity for various m in Eq.(4). As
we can see, for the smaller values of m, the critical time
is delayed in time.
III. AGED TEMPORAL NETWORKS
In this section we introduce a modification to the pre-
vious model considering the presence of memory in the
deriving of events occurring in the network. By intro-
ducing a memory we are assuming that nodes prefer to
attach not only to the most active nodes, but they also
will take in preferential consideration nodes with whom
they interacted mostly in the past. To ensure that the
activity of each node has a non-deterministic component,
we add a white Gaussian noise (t) to Eq.(1),
dki(t)
dt
+ (t) = m+
mki(t)∑N
j 6=i kj(t)
(5)
Now, to take into account the memory effects, we
add a time dependent kernel in Eq.(5), which integrates
memory within the preferential connection mechanism
and describes the influence of past events on today’s
events [24–27]. The κ(t − t′) satisfies the Fluctuation-
dissipation theorem 〈(t)(t′)〉 = Dκ(t − t′), where D
shows the intensity of white noise. The higher value of D
indicates that nodes possess little information about the
system while low value of D means that they are highly
informed. When D = 0, we have exact information. In
other words, low value of D means that the node’s de-
cision is based on perfect knowledge, while high values
of D indicates that node i makes a stochastic decisions
with other nodes.
∫ t
0
dki(t
′
)
dt′
κ(t− t′)dt′ + (t) = m+ mki(t)∑N
j 6=i kj(t)
(6)
By choosing a power law temporal kernel function past
events lose their impact more than recent events, κ(t −
t
′
) = (t−t
′
)2H−2
Γ(2H−1) where H is the Hurst exponent, and Γ is
the Gamma function.
Also this choice guarantees the presence of scaling
behavior which is observed in many natural phenom-
ena [2, 28, 29]. In case of memoryless systems, kernel
should be a Dirac delta function, δ(t − t′) which res-
ults in standard differential equation in our model with
a white Gaussian noise (t) for network growth. How-
ever, when κ(t−t0) is power law function, then (t) is
fractional Gaussian noise or the colored noise H(t) [30].
4(a) (b)
Figure 3: a)The dynamics of node activity with memory for different values of the Hurst exponent. b)The dynamics
of node activity with memory for different values of m.
Based on the fluctuation dissipation theorem and Cap-
uto fractional derivative approach for 1/2 < H < 1 [31–
34]:
1
Γ(2H − 1)
∫ t
0
dki(t
′
)
dt′
(t− t′)2H−2dt′ = d
2−2H
dt2−2H
ki(t)
(7)
By substituting the Eq.(7) on Eq.(6), we obtain:
d2−2H
dt2−2H
ki(t) + η
H(t) = m+
mki(t)∑N
j 6=i kj(t)
(8)
Where η =
√
D
2H(2H−1) is a coupling constant. This
result shows that the noisy preferential connection model
with memory Eq.(8) is equal to Eq.(6) with correlated
noise without memory in the fractional order derivation.
If we set H = 1, then Eq.(8) becomes identical to the
simple preferential connection model without memory
described by Eq.(6).
Afterward, we are interested in calculating the effect-
ive cumulative degree, which is the first moment of k,
<k>i. Successively we will denote the effective cumu-
lative degree with k(t). Since 〈H(t)〉 = 0, the second
term in the left part of Eq.(8) vanishes in the calculation
effective cumulative degree. However, we should point
out that the correlated noise term assumes relevance in
higher moments.
D2−2H k¯i(t) = m+
mki(t)∑N
j 6=i kj(t)
= f(t, k¯i(t)) (9)
where k¯i(t) = <k>i is the average degree. With ini-
tial condition k(t0), the equation for effective cumulative
degree becomes [16, 35–37]:
k¯(t) = k(t0) +
1
Γ(2− 2H)
∫
(t− s)1−2Hf(t, k¯(t))ds
(10)
To deal with this integral, we use the product rect-
angle method [16, 35–37], which divides the domain into
n fragments, tn = t0 + nh, with equal space h. Finally,
we have the discrete form as follows,
k(tn = t0 + nh) = k(t0) + h
2−2H
n−1∑
l=0
bl−1−nf(t, k¯(t))
(11)
Here, bn’s are time dependent coefficient which indic-
ate the aging effect and equal to bn =
(n+1)2−2H−n2−2H
Γ(3−2H) .
This factor shows contribution of the past events of ith
node on its current activity. By increasing the lifetime
(increasing n), bn becomes smaller. In other words, over
the time old links of a node will loose their effect on its
growth process based on bns coefficients. Therefore, the
average degree of a node (Eq.(11)) will decrease.
Smaller exponent H means smaller bn coefficients,
which leads to faster decay in the activity of nodes.
Numerically solving the equation system, Eq.(11), we
find the results confirming the effect of aging on the net-
work evolution. Fig.3-(a) illustrates the node activity
for various H values. It is obvious that for all values of
H < 1, the node activity increases rapidly at the begin-
ning and then it slows down. It could be also observed
that higher values of H, which express the strength of
memory in the system, translates into a slower growth of
k(t) compared with smaller H. (in other words, we can
explain the initial rapid increase of k¯(t) by the fact that
at the beginning the memory is not strong (there is no
past) so nodes connect based on preference, while with
5Figure 4: Schematically representation of fractional vs
homogeneous time axis: in the homogeneous time order,
all units of time have the same length, while in the
fractional order, time units have different length and
experience an increase in slowing down.
the passage of time history, (memory) becomes more im-
portant and nodes start to prefer the nodes with whom
they had activities in the past).
In the fractional space, time slows down and expands
at each unit, as we have shown in Fig.4. In the early
period of fractional time, a unit of time is small compared
to the homogeneous timescale, while by the passage of
time the unit length of fractional time becomes bigger
than the homogeneous. This explains the slowing down
time in fig.3-(a).
The node activity is illustrated in Fig.3-(b). This
shows the result of integrating Eq.(11) for the different
values of m. The main result may be summarized as fol-
lows. The network growth will slow down in time and for
larger values of m we can notice that the slowing down
happens in larger value of k¯(t).
IV. CONCLUSION
In this paper, we have introduced a preferential con-
nection model and a modified version with a reinforcing
memory. Our model relies on two assumptions that are
observed in the real life: the first one is that in real net-
works, there are global effects which make nodes prefer
to link to the more active nodes in the network. The
second assumption is based on the loyal client concept,
i.e. if node A has linked many times to the node B in a
past time then it is more likely to prefer it in the future.
This assumption introduces a local effect in the nodes’
decision making. Also, our model reveals a critical time
scale that shows different nodes activity behavior below
or above it. However, this time scale vanished in the low
dynamic networks.
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