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Channel Estimation for Intelligent Reflecting
Surface Assisted MIMO Systems: A Tensor
Modeling Approach
Gilderlan T. de Arau´jo, Andre´ L. F. de Almeida, Re´my Boyer
Abstract—Intelligent reflecting surface (IRS) is an emerging
technology for future wireless communications including 5G and
especially 6G. It consists of a large 2D array of (semi-)passive
scattering elements that control the electromagnetic properties of
radio-frequency waves so that the reflected signals add coherently
at the intended receiver or destructively to reduce co-channel
interference. The promised gains of IRS-assisted communications
depend on the accuracy of the channel state information. In
this paper, we address the receiver design for an IRS-assisted
multiple-input multiple-output (MIMO) communication system
via a tensor modeling approach aiming at the channel estimation
problem using supervised (pilot-assisted) methods. Considering
a structured time-domain pattern of pilots and IRS phase shifts,
we present two channel estimation methods that rely on a
parallel factor (PARAFAC) tensor modeling of the received
signals. The first one has a closed-form solution by solving
rank-1 matrix approximation problems, while the second one
is based on an alternating estimation scheme. Uniqueness issues
are discussed and design requirements that guide the choice of
the system parameters as well as the structures of the pilot signals
and IRS phase shifts are discussed. A performance analysis
is also carried out by means of the Cramr-Rao lower bound.
Numerical results show the effectiveness of the proposed receivers
and highlight the involved tradeoffs, while corroborating their
superior performance compared to competing solutions.
I. INTRODUCTION
In a typical wireless propagation environment, the
transmitted signals suffer attenuation and scattering caused
by absorption and reflection, diffraction, and refraction
phenomena. In general, multipath propagation is known as
one of the main limiting factors to the performance of a
wireless communication system [1]. Indeed, the randomness of
the physical radio environment turns the wireless propagation
uncontrollable.
Intelligent reflecting surface (IRS) (also referred to
as reconfigurable intelligent surface or software-controlled
metasurface) [2]–[7] is an emergent and promising technology
for future (beyond 5G) wireless communications. It consists
of a 2D array with a large number of passive or semi-passive
elements that can control the electromagnetic properties
of the radio-frequency waves so that the reflected signals
add coherently at the intended receiver or destructively to
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reduce the co-channel interference. Each element can act
independently and can be reconfigured in a software-defined
manner by means of an external controller. The IRS
does not require dedicated radio-frequency chains and is
usually wirelessly powered by an external RF-based source,
as opposed to amplify-and-forward or decode-and-forward
relays, which require dedicated power sources [6]. In the
literature, IRS is being considered in a number of application
scenarios, such as to provide coverage to users located
in a dead zone and to suppress co-channel interference
when the user is in the edge of the cell [8], [9], and to
improve the physical layer security [10], [11]. Besides, the
IRS can be employed for simultaneous wireless information
and power transfer in an IoT network [8]. Regarding
wireless communication systems, recently, [12] established a
connection between IRS technology and a millimeter wave
(mmWave) hybrid MIMO systems. In this case, the authors
consider a hybrid MIMO-OFDM assisted by IRS working in
the mmWave band.
Recent works have discussed the potentials and challenges
of IRS-assisted wireless communications (see, e.g., [2], [3]
and references therein). Among the several open issues, we
highlight the acquisition of channel state information. One
challenge is related to the assumption that the IRS usually
consists of passive elements, which means that the estimation
of the cascaded channel should be performed at the receiver
based on pilots sent by the transmitter via the IRS. At this
point, the pattern of phase shifts used by the IRS during the
training phase plays an important role. In addition, the large
number of IRS elements imposes an extra challenge to the
channel estimation.
A few works have addressed the channel estimation problem
and provided different solutions to the passive IRS case. In
[13], a minimum variance unbiased estimator is proposed,
and an optimal design of the IRS phase shift matrix is
found. The authors of [14] propose a two-stage algorithm
by exploiting sparse representations of low-rank multipath
channels. In [15], links between massive MIMO and IRS
are discussed in the context of Terahertz communications,
and a cooperative channel estimation via beam training is
presented. In [16], IRS is proposed as a solution to mitigate the
blockage problem in mmWave communications and a channel
estimation approach is presented. The work [17] proposes an
uplink channel estimation protocol for an IRS aided multi-user
MIMO system applying compressing sensing (CS) methods. In
[18], an IRS-aided MIMO system is considered, and channel
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estimation is carried out in a two-stage approach, and the
IRS-assisted link is estimated by means of an approximate
message-passing method. Considering an IRS-assisted internet
of things scenario, [19] formulates a joint active detection and
channel estimation based on sparse matrix factorization, matrix
completion, and multiple measurement vector problems.
The authors of [20] propose a channel estimation framework
where the BS-IRS, IRS-UT, and BS-UT channels are
estimated in a two-timescale approach, while in [21] a
practical transmission protocol is proposed to accomplish
channel estimation and passive beamforming. In [22], channel
estimation is carried out by resorting to an on-off strategy
that sequentially activates the IRS elements one-by-one. The
work [23] proposes a parallel factor model to solve the channel
estimation problem in a multi-user MISO setting. In general,
most of the existing works on IRS-assisted communications
consider the multiple input single output (MISO) case, where
the receiver station is equipped with a single antenna.
In this paper, we establish an existing connection between
IRS-assisted MIMO communications and tensor modeling.
By assuming a structured time-domain pattern of pilots and
IRS phase shifts, we show that the received signal follows
a parallel factor (PARAFAC) tensor model. Exploiting its
algebraic structure, we propose two simple and effective
algorithms to estimate the cascaded MIMO channel via
decoupling the transmitter-IRS and IRS-receiver MIMO
channels, respectively. The first algorithm is a closed-form
solution based on the Khatri-Rao factorization of the
combined BS-IRS and IRS-UT channels, while the second
one consists of an iterative bilinear alternating least squares
algorithm. While the first algorithm is an algebraic and less
complex solution, the second one can operate under less
restrictive conditions on the system parameters. The common
feature of the two algorithms is that the estimation of the
cascaded channel is achieved via decoupling the estimation
of the two involved channel matrices, which provides a
performance enhancement compared to the direct estimation
of the cascaded channel via conventional least squares. A
discussion on the uniqueness of the channel estimates for the
proposed receivers is carried out, from which useful design
recommendations on the training parameters are derived. We
also discuss the generalization of the proposed approach to
multi-user scenarios. In addition, the expected Cramr-Rao
Bounds (CRBs) are derived to study the optimal performance
analytically. Numerical results corroborate the effectiveness of
the proposed channel estimation methods and highlight the
involved tradeoffs.
In the last decade, tensor modeling has been employed
in a variety of signal processing problems [24]–[29], in
particular to solve wireless communications related problems
such as semi-blind receivers for MIMO systems [30], [31],
channel estimation methods for cooperative communications
[32], [33], direction of arrival estimation and beamforming in
array processing [34]–[36], and, more recently, compressed
channel estimation in massive MIMO systems [37], [38]. This
paper links tensor modeling to IRS-based MIMO systems,
and shows that exploiting the tensor structure of the received
signals provides an effective way to solve the channel
estimation problem. In this paper, we focus on a pilot-assisted
channel estimation method. This work extends the results
of our previous conference paper [39] by presenting a
more comprehensive formulation of tensor-based IRS-assisted
channel estimation methods, a discussion on feasible choices
for the system parameters from a uniqueness viewpoint,
the derivation of CRB expressions, and generalizations to
multi-user scenarios. In addition, an extensive numerical
evaluation is carried out under a variety of parameter choices.
The contributions of this work are summarized as follows.
• Resorting to tensor modeling, we connect the channel
estimation problem for IRS-assisted MIMO systems to
that of fitting PARAFAC model to a third-order tensor;
• We derive two simple pilot-assisted channel estimation
algorithms that exploit the algebraic structure of the
PARAFAC model of the received signals;
• We discuss the feasibility conditions for the proposed
KRF and BALS receivers that ensure the uniqueness
of the channel estimation problem, from which
design recommendations for the training parameters are
obtained;
• Generalizations of the proposed tensor signal model
to multi-user scenarios is provided, which include the
multi-UT and the multi-BS cases;
• A detailed derivation of the analytical expressions of the
CRB is provided.
Notation and properties: Matrices are represented with
boldface capital letters (A,B, . . . ), and vectors are denoted
by boldface lowercase letters (a,b, . . . ). Tensors are
symbolized by calligraphic letters (A,B, . . . ). Transpose and
pseudo-inverse of a matrix A are denoted as AT and A†,
respectively. The operator diag(a) forms a diagonal matrix
out of its vector argument, while ◦, ,  and ⊗ denote the
outer product, Khatri Rao, Hadamard and Kronecker products,
respectively. IN denotes the N × N identity matrix. The
operator vec(·) vectorizes an I × J matrix argument, while
unvecI×J(·) does the opposite operation. Moreover, vecd(.)
forms a vector out of the diagonal of its matrix argument.
The n-mode product between a tensor Y ∈ CI×J...×K and a
matrix A ∈ CI×R is denoted as A×n B, for 1 ≤ n ≤ N . An
identity N -way tensor of dimension R×R · · ·×R is denoted
as IN,R. Moreover, Ai. denotes the ith row of the matrix
A. The operator dxe rounds its fractional argument up to the
nearest integer. In this paper, we make use of the following
identities:
(A⊗B)(C D) = (AC)  (BD). (1)
(A B)H(C D) = (AHC) (BHD). (2)
vec(ABC) = (CT ⊗A)vec(B). (3)
diag(a)b = diag(b)a. (4)
If B is a diagonal matrix, we have:
vec(ABC) = (CT A)vecd(B). (5)
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II. TENSOR DECOMPOSITION PRELIMINARIES
In this section, we provide a brief overview on the
PARAFAC decomposition. As discussed in the introductory
section, this decomposition will be exploited in the formulation
of the pilot-assisted receivers. In order to keep the presentation
concise, the focus is on the key definitions and expressions
used to represent this tensor decompositions.
The PARAFAC decomposition, also known as the canonical
polyadic decomposition (CPD), is the most popular tensor
decomposition, which expresses a tensor as a sum of a
minimum number of rank-one tensors [40]–[43]. For a
third-order tensor X ∈ CI×J×K , its PARAFAC decomposition
is given by
X =
R∑
r=1
ar ◦ br ◦ cr (6)
to be defined where R denotes the rank of the tensor X , while
A
.
= [a1, . . .aR] ∈ CI×R, B .= [b1, . . .bR] ∈ CJ×R, and
C
.
= [c1, . . . cR] ∈ CJ×R are referred to as the factor matrices
of the decomposition. The scalar notation for the PARAFAC
decomposition is given by
xi,j,k =
R∑
r=1
ai,rbj,rck,r, (7)
where xi,j,k denotes the (i, j, k)-th entry of the tensor X ∈
CI×J×K , while ai,r, bj,r, ck,r are the corresponding entries
of the three factor matrices A, B, and C. The PARAFAC
decomposition of Y can also be represented using the n-mode
product notation as Y .= I3,N ×1 A×2 B×3 C.
The tensor X ∈ CI×J×K can be viewed as a collection
of matrix slices. Define Xi.. ∈ CJ×K as the i-th 1-mode
matrix slice obtained by fixing the first mode of the tensor.
Likewise, we can define X.j. ∈ CK×I and X..k ∈ CI×J as
the associated 2-mode and 3-mode matrix slices, respectively.
It can be shown that
Xi.. = BDi(A)C
T ∈ CJ×K ,
X.j. = CDj(B)A
T ∈ CK×I ,
X..k = ADj(C)B
T ∈ CI×J .
(8)
Collecting the sets of 1-mode, 2-mode and 3-mode matrix
slices leads to the concept of unfoldings of a tensor. For a
third-order tensor X ∈ CI×J×K , the 1-mode, 2-mode and
3-mode unfoldings are respectively given by
X1
.
= [X..1, . . . ,X..K ] = A(B C)T ∈ CI×JK ,
X2
.
= [X1.., . . . ,XI.. ] = B(C A)T ∈ CJ×KI ,
X3
.
= [X.1., . . . ,X.J. ] = C(A B)T ∈ CK×IJ ,
(9)
The PARAFAC decomposition is powerful due to its
essential factor identification uniqueness property, which has
its roots on the concept of Kruskal rank (k-rank). Further
details can be found in [44], [45].
III. INTELLIGENT REFLECTING SURFACES
In this section, we briefly overview the main concepts of
an IRS-assisted communication system. Our idea is mainly to
provide some basic elements of motivation for using IRS in
a communication system. IRS is an emergent and promising
technology for future (beyond 5G) wireless communications
can be potentially used in fixed or mobile wireless networks
in a number of different applications [2], [8]. To mention a
few, in [46], the authors propose the use of an IRS in the
boundary of multiple cells to assist the downlink transmission
to users close to the cell edge, while reducing the effect of the
inter-cell interference. In [47], IRS is employed in order to
improve the physical layer security, and an efficient algorithm
based on fractional programming and manifold optimization
is discussed. In [48], an IRS-assisted RF sensing system for
posture recognition is proposed. In [49], IRS is used to assist
offloading for edge computing in a wireless network. Power
allocation and beamforming design in a millimeter-wave
communication assisted by an IRS are discussed in [50].
The link between 3D beamforming and IRS-assisted wireless
networking is investigated in [51]. Passive beamforming
techniques and information transfer design are explored in [52]
in the the context of IRS-assisted multi-user MIMO systems.
Moreover, IRS can be used in a vehicular network to provide
enhanced channel quality in V2V communications [53].
The basic setup of an IRS-assisted transmission system is
composed of an IRS, a base station (BS), a user terminal (UT),
and a controller that adjusts the (phase-shift) response of the
IRS elements. In a full MIMO setup, the BS and MS can be
equipped with multiple antennas. Let us first consider a SISO
system, and assume that the BS transmits information to the
MS via the IRS (i.e. the direct link between the BS and the
MS is assumed to be too weak or unavailable). The signal
received at the MS is given as
y =
N∑
n=1
[
hnsne
jφngn
]
x+ b, (10)
where n denotes the nth element of the IRS, n = 1, . . . , N ,
ejφn is the phase-shift applied by nth IRS element, with
φn ∈ [0, 2pi). The scalar sn ∈ [0, 1] controls the amplitude of
the signal reflected by the nth IRS element. If this parameter
takes binary values, then two states are possible (“on” or
“off”), corresponding to sn = 1 and sn = 0, respectively.
In this work, we adopt the “always-on” approach, and fix
sn = 1, n = 1, . . . , N , which corresponds to adjusting the
phase shifts only.
Depending on the operating frequency and application,
the IRS can have different sizes. Some works discuss this
topic considering specular and nonspecular reflection patterns.
In [54], the authors compare the IRS-assisted transmission
with decode-and-forward relaying. The goal is to study the
necessary size and the number of elements of the IRS to beat
decode-and-forward relaying.
IV. SYSTEM MODEL
We consider a MIMO communication system assisted by
an IRS. Both the transmitter and the receiver are equipped
with multiple antennas. Although the terminology adopted
in this paper assumes a downlink communication, where the
transmitter is the base station (BS) and the receiver is the user
terminal (UT), our signal model also applies to the uplink
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Fig. 1. IRS-assisted MIMO system
case by just inverting the roles of the transmitter and the
receiver. The BS and UT are equipped with arrays of M and
L antennas, respectively. The IRS is composed of N elements,
or unit cells, capable of individually adjusting their reflection
coefficients (i.e., phase shifts). The system model is illustrated
in Figure 1. In a time-slotted transmission, we assume that
the IRS adjusts its phase-shifts as a function of the time
t = 1, . . . , T . We also assume a block-fading channel, which
means that the BS-IRS and IRS-UT channels are constant
during T time slots. The received signal is given as [14]
y[t] = G(s[t]Hx[t]) + b[t], 1 ≤ t ≤ T, (11)
or, alternatively,
y[t] = Gdiag(s[t])Hx[t] + b[t], (12)
where x[t] ∈ CM×1 is the vector containing the transmitted
pilot signals at time t, s[t] =
[
s1,te
jφ1 , . . . , sN,te
jφN
]T ∈
CN×1 is the vector that models the phase shifts and activation
pattern of the IRS, where φn ∈ (0, 2pi], and sn,t ∈ {0, 1}
controls the on-off state of the corresponding element at time t.
The matrices H ∈ CN×M and G ∈ CL×N denote the BS-IRS
and IRS-UT MIMO channels, respectively, while b[t] ∈ CL×1
is the additive white Gaussian noise (AWGN) vector.
The channel coherence time Ts is divided into K blocks,
where each block has T time slots so that Ts = KT . Let us
define y[k, t] .= y[(k − 1)T + t] as the received signal at the
t-th time slot of the k-th block, t = 1, . . . , T , k = 1, . . . ,K.
Likewise, denote x[k, t] and s[k, t] as the pilot signal and phase
shift vectors associated with the t-th time slot of the k-th block.
We propose the following structured time-domain protocol:
i) the IRS phase shift vector is constant during the T time
slots of the k-th block and varies from block to block; ii) the
pilot signals {x[1], . . . ,x[T ]} are repeated over the K blocks.
Mathematically, this means that
s[k, t] = s[k], for 1 ≤ t ≤ T, (13)
x[k, t] = x[t], for 1 ≤ k ≤ K. (14)
An illustration of this time-domain protocol is shown in
Figure 2. Under these assumptions, the received signal model
(12) can be written as
Ts
s[1] . . . s[K]
x[1] x[T ]. . . x[T ]x[1]
T T
. . .
Fig. 2. Structured pilot pattern in the time domain
y[k, t] = Gdiag(s[k])Hx[t] + b[k, t]. (15)
Collecting the received signals during T time slots for the
k-th block in Y[k] = [y[k, 1] . . .y[k, T ]] ∈ CL×T leads to
Y[k] = Gdiag(s[k])HXT + B[k], (16)
where X .= [x[1], . . . ,x[T ]]T ∈ CT×M , and B .=
[b[1], . . . ,b[T ]]T ∈ CL×T .
A. Least squares channel estimation
A baseline method consists of estimating a combined
version of the communication channels G and H using least
squares (LS) approach. To derive the LS estimator, we apply
property (5) to (16) to obtain
y[k] =
(
XHT G) sk
=
(
XT ⊗ IL
) (
HT G) s[k] + b[k], (17)
where y[k] .= vec(Y[k]) ∈ CLT , b[k] .= vec(B[k]) ∈
CLT , and we have used property (1). Defining Y˜ .=
[y[1] . . .y[K]] ∈ CLT×K , and X˜ .= (X⊗ IL) ∈ CTL×ML,
we have
Y˜ = X˜
(
HT G)ST + B, (18)
where S .= [s[1], . . . , s[K]]T ∈ CN×K , B ∈ CLT×K is
the noise matrix constructed in the same way as Y. Finally,
defining y .= vec(Y˜) ∈ CLTK , and applying property (3) to
(18), we get
y = (S⊗ X˜)vec (HT G)+ b, (19)
or, compactly,
y = Uθ + b, (20)
where U .= S ⊗ X˜ ∈ CNT×NM and θ .= vec (HT G) ∈
CMLN . Note that the equivalent MIMO channel combining the
BS-IRS and IRS-UT channels has a Khatri-Rao structure. The
LS estimate of this combined channel minimizes the problem
θˆ = arg min
θ
‖y −Uθ‖2 , (21)
the solution of which is known to be θ = U†y. The
computation of this solution can indeed be simplified to
θ = (S† ⊗ X˜†)y, due to the Kronecker structure of U.
It should be noted that the conventional LS problem ignores
the Katri-Rao structure of the combined channel, which is
present in the linearized parameter vector θ. Indeed, the
signal model (16), or equivalently, (18) has a tensor structure,
JOURNAL OF LATEX CLASS FILES, VOL.XX, NO. X, XXX 5
and can be recast as a PARAFAC model. As we show in
Section V, recasting the signal model using a tensor approach
allows us to exploit this Katri-Rao structure to enhance the
channel estimation accuracy. Moreover, by fully exploiting
the inherent trilinear structure of the received signals, the
channel estimation problem can be solved under more flexible
parameter setups compared to the conventional LS method.
B. Tensor signal modeling
In order to simplify the exposition of the signal model, we
remove the noise term from the following developments. The
noise term will be taken into account later. We can rewrite the
signal part of equation (16) as
Y[k] = GDk(S)Z
T, Z
.
= XHT ∈ CT×N , (22)
where Dk(S)
.
= diag(s[k]) denotes a diagonal matrix holding
the k-th row of the IRS phase shift matrix S on its main
diagonal. The matrix Y[k] can be viewed as the k-th frontal
matrix slice of a three-way tensor Y ∈ CL×T×K that
follows a PARAFAC decomposition, also known as canonical
polyadic decomposition (CPD) [25], [40], [43], [55], [56]).
Each (`, t, k)-th entry of the noiseless received signal tensor
Y can be written as:
y`,t,k =
N∑
n=1
g`,nzt,nsk,n, (23)
where g`,n
.
= [G]`,n, zt,n
.
= [Z]t,n, and sk,n
.
= [S]k,n.
A shorthand notation for the PARAFAC decomposition (23)
is denoted as Y = [[G,Z,S]]. Using the n-mode product
notation, the PARAFAC decomposition of the noiseless
received signal tensor Y can be represented as
Y = I3,N ×1 G×2 Z×3 S. (24)
Exploiting the trilinearity of the PARAFAC decomposition, we
can “unfold” received signal tensor Y into the following three
matrix forms [40], [43]:
Y1 = G(S  Z)T ∈ CL×TK , (25)
Y2 = Z(S G)T ∈ CT×LK , (26)
Y3 = S(Z G)T ∈ CK×LT , (27)
where Y1
.
= [Y[1], . . . ,Y[K]], Y2
.
= [Y
T
[1], . . . ,Y
T
[K]],
and Y3
.
= [vec(Y[1]), . . . , vec(Y[K])]T. In the following,
we formulate two channel estimation methods that exploit the
algebraic structure of the PARAFAC model (23).
V. CHANNEL ESTIMATION METHODS
Our goal is to estimate the channel matrices H (BS-IRS)
and G (IRS-UT) from the received signal tensor given in (23).
Let us define Y .= Y + B as the noise-corrupted received
signal tensor, where B ∈ CL×T×K is the additive noise tensor.
Likewise, Yi
.
= Yi+Bi, i = 1, 2, 3, are the noisy versions of
the 1-mode, 2-mode and 3-mode matrix unfoldings (25)-(27)
of the received signal tensor, and Bi=1,2,3 the corresponding
matrix unfoldings of the noise tensor.
Unless otherwise stated, both the pilot signal matrix X and
the IRS phase shifts matrix S are designed as semi-unitary
matrices satisfying XHX = T IM and SHS = KIN ,
respectively. A good choice is to design both X and S
as truncated discrete Fourier transform (DFT) matrices. The
optimal design of the IRS matrix S is discussed in [13]
for the multiple-input single-output (MISO) case (i.e, for
single-antenna users).
A. Khatri-Rao Factorization based channel estimation
First, note that we can rewrite the noise-corrupted matrix
unfolding (27) as:
Y3 = S(Z G)T + B3
= S
(
HT G)T (X⊗ IL)T + B3, (28)
where we have applied the property (A ⊗ B)(C  D) =
(AC)  (BD) to the term (Z G) = (XHT G). A bilinear
time-domain filtering is applied at the receiver by exploiting
the knowledge of the IRS matrix and the pilot signal matrix,
as follows
Ω
.
= (XH ⊗ IL)YT3S∗ = HT G + B˜3, (29)
where B˜3 = (XH ⊗ IL)BT3S∗ is the filtered noise term. Note
that Ω ∈ CML×N is a noisy version of the (Khatri-Rao
structured) virtual MIMO channel that models the IRS-assisted
MIMO transmission. Due to the semi-unitary structure of S
and X, the correlation properties of the additive noise are not
affected by the bilinear filtering step.
From (29), we propose to estimate H and G by solving the
following Khatri-Rao least squares approximation problem
min
H,G
∥∥Ω−HT G∥∥2
F
. (30)
An efficient solution to this problem is given by the Khatri-Rao
factorization (KRF) algorithm [57], [58]. Note that the
problem (30) can be interpreted as finding estimates of H
and G that minimize a set of rank-1 matrix approximations,
i.e.,
(Hˆ, Gˆ) = arg min
{hn},{gn}
N∑
n=1
∥∥∥Ω˜n − gnhTn∥∥∥2
F
, (31)
where Ω˜n
.
= unvecL×M (ωn) ∈ CL×M , while gn ∈ CL×1
and hTn ∈ C1×M are the n-th column of G and n-th row
of H, respectively. The estimates of gn and hn in (31)
can be obtained from the dominant left and right singular
vectors of Ω˜n, respectively, for 1 ≤ n ≤ N . Hence, our
channel estimation problem translates into solving N rank-1
matrix approximation subproblems, for which several efficient
solutions exist in the literature [59]. A summary of the KRF
algorithm is given in Algorithm 1, where t-SVD denotes a
truncated SVD (t-SVD denotes also tensor SVD in the tensor
literature) that returns the dominant singular vector and its
associated singular value.
B. BALS channel estimation scheme
From the noisy versions of the matrix unfoldings (25) and
(26), we can derive an iterative solution based on a bilinear
alternating least squares (BALS) algorithm. This algorithm
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Algorithm 1: Khatri-Rao factorization (KRF)
Procedure
output: Hˆ and Gˆ
begin
Bilinear filtering of Y3:
ΩT ←− SHY3(X∗ ⊗ IL)
for n = 1, . . . , N do
Ω˜n ←− unvecL×M (ωn)
(u1, σ1,v1)←− t-SVD(Ω˜n)
hˆn ←− √σ1v∗1
gˆn ←− √σ1u1
end
Reconstruct Hˆ and Gˆ:
Hˆ←−
[
hˆ1, . . . , hˆN
]T
Gˆ←− [gˆ1, . . . , gˆN ]
end
consists of estimating the matrices G and H in an alternating
way by iteratively optimizing the following two cost functions:
Gˆ = arg min
G
∥∥Y1 −G(S XHT)T∥∥2F , (32)
Hˆ = arg min
H
∥∥Y2 −XHT(S G)T∥∥2F , (33)
the solutions of which are respectively given by
Gˆ = Y1
[(
S XHT)T]† , (34)
HˆT = X†Y2
[
(S G)T
]†
. (35)
Under the column-orthogonality assumption for X and S,
the left pseudo-inverses in (34) and (35) can be replaced by
lower complexity matrix products. More specifically, defining
M1
.
= SXHT and M2 .= SG, and using property (2), we
have
MH1M1 = (S
HS) (HXHXHH)
= KT
‖h1‖
2
. . .
‖hN‖2
 .= KTΣH (36)
and
MH2M2 = (S
HS) (GHG)
= K
‖g1‖
2
. . .
‖gN‖2
 .= KΣG, (37)
which implies that
Gˆ = (1/KT ) ·Y1M1Σ−1H (38)
HˆT = (T/K) ·XHY2M2Σ−1G . (39)
Due to the diagonal structure of ΣH and ΣG, these
expressions provide lower complexity implementations of (34)
and (35), respectively, by replacing matrix inversions by
Algorithm 2: Bilinear alternating least squares (BALS)
Procedure
input : i = 0; Initialize Hˆ(i=0)
output: Hˆ, Gˆ and Xˆ
begin
i = i+ 1;
while ‖e(i)− e(i− 1)‖ ≥ δ do
1: Compute Mˆ1(i) = S XHˆ(i−1)
and find a least squares estimate of G:
Gˆ(i) =
1
KT
Y1Mˆ1(i)Σˆ
−1
H(i−1)
2: Compute Mˆ2(i) = S XGˆ(i)
and find a least squares estimate of H:
HˆT(i) =
T
K
XHY2Mˆ2(i)Σˆ
−1
G(i)
3: Repeat steps 1 to 2 until convergence.
end
end
simpler matrix products. In particular, each update of Gˆ and
Hˆ can be viewed as a set of N independent processes (one
for each IRS element) that can be carried out in parallel. The
BALS is summarized in Algorithm 2.
The convergence is achieved when ‖e(i) − e(i−1)‖ ≤ 10−5,
where e(i) = ‖Y − Yˆ(i)‖2F denotes the reconstruction error
computed at the i-th iteration, where Yˆ(i) = [Gˆ(i),XHˆT(i), Sˆ]
is the reconstructed PARAFAC model (c.f. (16), (23)) obtained
from the estimated channel matrices Gˆ(i) and Hˆ(i) at the end
of the i-th iteration. Despite the iterative nature of the BALS
algorithm, only a few iterations are necessary for convergence
(usually less than 10 iterations) due to the knowledge of the
matrix factor S that remains fixed during the iterations.
VI. DESIGN REQUIREMENTS AND COMPUTATIONAL
COMPLEXITY
The KRF method (Algorithm 1) has a bilinear filtering step
as shown in (29) requiring that the IRS phase shift matrix S
and the pilot symbol matrix X have full column-rank, which
implies the following conditions
K ≥ N and T ≥M. (40)
As mentioned earlier, we choose a semi-unitary (or
column-orthogonal) design for these matrices, satisfying
XHX = T IM and SHS = KIN , for two reasons. First,
because the correlation properties of the filtered noise term
in (29) are preserved. Second, because the semi-unitary
design replaces matrix inversions by simple matrix products,
simplifying the receiver processing. Under the proposed design
for X and S, the conditions (40) guarantee a unique LS
estimate of Ω in (29), which is necessary for the estimation
of G and H from problem (30).
The BALS method (Algorithm 2) requires that the two
Khatri-Rao product terms M1 = S  XHT ∈ CKT×N and
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M2 = S  G ∈ CKL×N have full column-rank, so that
(32) and (33) (resp. steps 3 and 4 of Algorithm 2) admit
unique solutions. This means that the conditions KT ≥ N and
KL ≥ N must be satisfied. Combining these two inequalities
implies min(KT,KL) ≥ N , or, equivalently,
Kmin(T, L) ≥ N. (41)
Comparing the necessary conditions (40) and (41), we can note
that BALS has a less restrictive requirement on the number K
of time blocks necessary for the channel training compared
to KRF method. On the other hand, KRF usually has a lower
computational complexity than BALS, as will be clear in the
discussion of our numerical results.
Note that condition (41) is necessary but does not guarantee
the uniqueness of the BALS estimates. Sufficient conditions
can be derived by exploiting the rank properties of M1 =
S  XHT ∈ CKT×N and M2 = S  G ∈ CKL×N . To this
end, let us invoke the following result.
Lemma 1 (Rank of the Khatri-Rao product [45], [60]): For
A ∈ CI×N and B ∈ CJ×N , if rank(A) ≥ 1 and rank(B) ≥
1, then rank(A  B) ≥ min (rank(A) + rank(B)− 1, N) . A
concise proof of this lemma can be found in [45], [61]. This
result means that the Khatri-Rao product of A and B will
have full column-rank if rank(A) + rank(B) ≥ N + 1.
The application of Lemma 1 to the Khatri-Rao structured
matrices M1 = S  XHT and M2 = S  G leads to the
following conditions that guarantee the uniqueness of the
channel estimates via solving the problems (32) and (33)
rank(S) + rank(XHT) ≥ N + 1 (42)
rank(S) + rank(G) ≥ N + 1 (43)
Let us consider that our channel training design parameters,
namely, the IRS phase shift matrix S and the pilot symbols
matrix X are designed to have full rank. The above conditions
yield useful corollaries for the system design. In the following,
we discuss these corollaries.
A. The BS-IRS and IRS-UT channel matrices have full rank
Assuming that both channel matrices H and G have full
rank, let us consider the following cases.
• N ≥ T ≥ M and N ≥ L: This is a scenario of interest
when the BS and the UT have small to moderate antenna
arrays. In this case, the length of the pilot sequences is
at least equal to the number of BS transmit antennas,
while the number of UT receive antennas is smaller than
the number of IRS elements. Under these assumptions,
we have rank(S) = K, rank(XHT) = rank(H) =
min(M,N), so that conditions (42)-(43) reduce to
M + min(K,N) ≥ N + 1 (44)
L+ min(K,N) ≥ N + 1 (45)
• T ≥ M ≥ N : In this scenario, the BS is assumed to
be equipped with a large antenna array, which has as
many antennas as the number of IRS elements (massive
MIMO setup), and the length of the pilot sequence
exceeds the number of BS antennas. Note that condition
(42) is always satisfied regardless of the value of K, so
that the uniqueness of the channel estimation problem
only depends on (43). Since we have rank(XHT) =
rank(H) = N , this condition reduces to
min(K,N) + min(L,N) ≥ N + 1 (46)
The conditions (42) and (43) establish a tradeoff between
the two spatial dimensions (number M and L of transmit and
receive antennas, respectively) and the time dimension (K) of
the received signal tensor from a uniqueness viewpoint. For
instance, if K ≤ N , these conditions imply M +K ≥ N + 1
and L+K ≥ N + 1, which is equivalent to max(M +K,L+
K) ≥ N + 1. Hence, reducing the number of transmit (or
receive) antennas should be compensated by an increase on
the number of time blocks in order to ensure the uniqueness of
the channel estimates via the BALS algorithm. It is clear from
these conditions that BALS can operate under more flexible
choices for K than KRF, since the latter requires K ≥ N .
B. The BS-IRS and IRS-UT channel matrices are
rank-deficient
Studying the case of rank-deficient channel matrices is
particularly relevant in the millimeter-wave massive MIMO
scenario, where the large number of transmit/receive antennas
combined with scattering-poor propagation may result in
low rank channel matrices. Let us assume that the signal
propagating between the BS and IRS experiences R1 clusters,
while the channel between the IRS and the UT experiences R2
clusters. Moreover, assume that each cluster contributes with
one ray that has a complex amplitude and an associated angle
of arrival/departure (see [62] for details). More specifically, we
have rank(H) = R1 and rank(G) = R2, where it is assumed
that R1 ≤ min(M,N) and R2 ≤ min(L,N) (rank-deficient
channels). In this case, we can draw useful corollaries as
follows
• T ≥ M : By evaluating conditions (42) and (43), we
deduce that rank(S) +R1 ≥ N + 1 and rank(S) +R2 ≥
N + 1 guarantee the uniqueness of the channel matrices.
Since both conditions should be simultaneously satisfied,
by combining them we obtain a useful lower bound on
the rank of the IRS matrix
rank(S) ≥ max(N −R1, N −R2). (47)
• K ≥ M : In this case, conditions (42) and (43) are
always satisfied as long as S is a full column-rank
matrix, which is the case under the K × N (truncated)
DFT design (c.f. [13]). This is a direct consequence
of the application of Lemma 1, which implies that
rank(S XHT) = rank(S G) = N , irrespective of the
rank of the channel matrices G and H. Otherwise stated,
channel estimation using Algorithm 2 is still possible
even for rank-deficient BS-IRS and/or IRS-UT channels
(e.g. in the millimeter-wave massive MIMO case), as long
as the IRS matrix is properly designed as we discussed
before.
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C. Ambiguities
Provided that the uniqueness conditions discussed earlier in
this section are satisfied, the channel estimates Gˆ and Hˆ are
unique up to scalar ambiguities1. More specifically, the rows
of Hˆ and the columns of Gˆ are affected by unknown scaling
factors, i.e.,
Hˆ = ∆HH, Gˆ = G∆G, (48)
where ∆H and ∆G are diagonal matrices that contain the
scaling factors, such that ∆H∆G = IN . However, these
scaling factors compensate each other and disappear when
building the estimate of the cascaded (end-to-end) channel,
i.e., HˆC
.
= Gˆdiag(s?)Hˆ of the IRS-assisted MIMO system,
where s? ∈ CN represents the optimized IRS beamforming
vector, which can be designed from the estimated channels
(see e.g. [21], [52] for different solutions).
D. Computational complexity
The computational complexity is in general dominated
by the (truncated) SVD steps involved in Algorithm 1
(KRF) and Algorithm 2 (BALS). First, recall that computing
the SVD of a matrix P × Q has a complexity order of
O(PQmin(P,Q)), while computing the inner product of two
matrices of dimensions P × F and F × Q has complexity
O(PQF ). The complexity of KRF is that of computing N
rank-1 approximation routines from the matrix Ω˜n, n =
1, . . . , N , which can be efficiently implemented by means
of the well-known power method [59]. From these results,
we find that the KRF algorithm has a complexity of order
O(MLN) owing to the N rank-1 matrix approximations.
As for the iterative BALS receiver, as discussed in Section
V-B, the computation of matrix inverses can be avoided by
exploiting the proposed semi-unitary designs of the IRS matrix
S and the pilot matrix X. Hence, the computational cost of
the BALS is that of computing the matrix products in steps 1
and 2, which have complexities of order of O(LN [TK+N ])
and O(M [LKT+LKN+N2]), respectively. Hence, the total
complexity to BALS is of order O(LKT [M +N ] +N2[M +
L] +MNLK).
VII. GENERALIZATIONS TO MULTI-USER SCENARIOS
Although we have focused on the single BS and
single UT scenario, the proposed approach as well as the
derived results can be easily generalized and adapted to
muliple-access/multi-user IRS-assisted MIMO systems. Let us
take the uplink case as an example. The downlink case follows
exactly the same model by just inverting the roles of BS and
UT. We can distinguish two scenarios, which are discussed as
follows.
1The permutation ambiguity inherent to blind estimation is not present due
to the knowledge of the IRS phase shift matrix S at the the receiver. This
also applies to the semi-blind receiver, where both S and W are fixed and
known at the receiver.
A. Multiple users communicate with a single BS via the IRS
Let us consider U UTs communicating with a single BS
via the IRS. Assuming for simplicity that all the users have
the same number L of transmit antennas, equation (16) can be
rewritten as follows2
Y[k] = HTDk(S)
[
U∑
u=1
(XuGu)
T
]
= HTDk(S)Z
T
, (49)
where Xu ∈ CT×L, Gu ∈ CL×N , Z .= XG, with
X
.
= [X1, . . . ,XU ] ∈ CT×UL, and G .= [GT1, . . . ,GTU ]T ∈
CUL×N . Comparing (49) with (16), we can see that the
multi-user signal model has the same trilinear structure as the
single-user one, the essential difference being on the structure
of the factor matrix Z which is now given by inner product
of block matrices now composed of U blocks (each having
L columns as in the single-user scenario). Otherwise stated
(49) corresponds to a PARAFAC model of Y ∈ CM×T×K
with factor matrices (HT,XG,S). Since the structure of the
tensor model is not changed, both KRF and BALS algorithms
can be directly applied to the multi-user model (49) under
more restrictive choices for T , due to the fact the the rank
properties of the factor XHT in condition (42) depends on
the number U of users. More specifically, if we set N ≥ T ≥
UM , conditions (44) and (45) remain valid to guarantee the
uniqueness of the multi-user channel matrix G and the IRS-BS
channel matrix H. Likewise, choosing T ≥ UM ≥ N ,
condition (46) is equally applicable. As for the rank-deficient
channel matrices scenario, the discussion of Section VI-B
remains valid under the assumption T ≥ UM and K ≥ UM .
B. Multiple users communicate with multiple BSs via the IRS
We consider that P BSs receive the signals transmitted by
the U users via the IRS. Without loss of generality, the BSs
are assumed to be equipped with the same number M of
antennas. The model (49) is only slightly modified by adding
a dependency of the received signal on the index p of the
receiving BS, i.e.,
Yp[k] = H
T
pDk(S)Z
T
, Z
.
= XG. (50)
In particular, in a cooperative setting where the P BSs
communicate (e.g. via a common backhauling structure), we
can derive an equivalent augmented signal model as follows
Y[k] =
Y1[k]...
YP [k]
 =
 H
T
1
...
HTP
Dk(S)ZT = HTDk(S)ZT,
(51)
which corresponds to a PARAFAC model of Y ∈ CPM×T×K
with factor matrices (H
T
,XG,S). Note that, differently from
the single-user single-BS model (16) and the multi-user
single-BS model (49), in the multi-user multi-BS model (51)
the dimensionality of the first mode of the received signal
tensor has been increased by a factor P due to the assumption
2Note that the positions of H and G in are swapped in (49) compared to
(16) in addition to transposition, since channel reciprocity for the UT-IRS and
IRS-BS links is assumed for simplicity of exposition.
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Fig. 3. NMSE of the estimated channels Hˆ and Gˆ.
of cooperating BSs. In this scenario, the uniqueness study of
Section VI remains applicable by just replacing M by PM .
Indeed, in this setup a tradeoff between P and M exists.
As a final remark, in terms of receiver processing, it is clear
that both KRF and BALS have an increased computational
complexity in the discussed multi-user scenarios, due to the
increased dimensionality of the channel matrix G and H,
respectively.
VIII. NUMERICAL RESULTS
In this section, several numerical results are presented to
evaluate the performance of the proposed channel estimation
methods, while comparing to competing approaches. We also
evaluate the CRB as a reference for comparisons. The channel
estimation accuracy is evaluated in terms of the normalized
mean square error (NMSE) given by
NMSE(Hˆ) =
1
R
R∑
r=1
‖H(r) − Hˆ(r)‖2F
‖H(r)‖2F
, (52)
where Hˆ(r) is the BS-IRS channel estimated at the r-th run,
and R denotes the number of Monte Carlo runs. The same
definition applies to the estimated IRS-UT channel. The SNR
(in dB) is defined as
SNR = 10log10(‖[Y]‖2F /‖[B]‖2F ), (53)
where Y is the noiseless received signal tensor generated
according to (23), and B is the additive noise tensor.
We assume that the entries of the BS-IRS and IRS-UT
channel matrices H and G are independent and identically
distributed zero-mean circularly-symmetric complex Gaussian
random variables. All the results represent an average from
R = 5000 run Monte Carlo runs. For Figures 3, 7 and 8, the
fixed system parameters are {T = 4, L = 2,K = 50,M = 3},
while for the other figures, the parameters are set to {T =
3, L = 2,K = 100,M = 3}. To analyze the impact of the
number of IRS elements, we assume N ∈ {50, 100},
Figure 3 depicts the NMSE vs. SNR curves for the KRF and
the BALS algorithms. We can see that both algorithms provide
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Fig. 5. Average runtime of KRF and BALS algorithms.
satisfactory performances. The performance degrades as the
number of IRS elements is increased, which is an expected
result since the number of channel coefficients in G and H to
be estimated also increases with N . In Figure 4, the NMSE
performance of the estimated cascaded channel HˆC
.
= GˆHˆ
is shown. Although the cascaded channel is defined as HˆC =
Gˆdiag(s?)Hˆ, where s? is the IRS beamforming vector. Since
beamforming optimization is beyond the scope of this work,
our results assume s? = 1N without loss of generality, i.e., the
NMSE of HˆC = GˆHˆ is plotted. The NMSE curves in Figure
4 behave similarly to those of Figure 3. Note that the SNR
gap is about 7 dB between the NMSE curves that represent
the case N = 10 and N = 50. This gap reduces when the
number of IRS elements is further increased to N = 100.
The following experiments compare the average runtime of
KRF and BALS. The results are depicted in Figure 5, and
corroborate the higher complexity of BALS compared to KRF.
Note that the runtime of BALS grows faster then that of KRF
with the increase on the number N of IRS elements. On the
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other hand, as we pointed out earlier (comparison between
(40) and (41)), BALS can operate under less restrictive
choices (smaller values) for K and T in comparison to KRF.
Hence, there is a tradeoff between complexity and operating
conditions for the two proposed channel estimation methods.
In Figure 6, we evaluate the required number of iterations
of the BALS algorithm to achieve the convergence according
to the criterion discussed in Section V-B. We can note that the
required number of iterations grows with N , as expected. The
difference in the convergence speed for different values of N
is more pronounced in the low SNR range. For high SNRs,
the convergence becomes less sensitive to N .
In Figure 7, we consider the multi-BS case of model
(51), with P = 2, M = 1, and U = 1. In this scenario,
we compare the KRF receiver with a competing channel
estimation method proposed recently in [63], which considers
the single-antenna multi-user case3. In [63], the channel
estimation requires three sequential stages, i.e., three time
windows. In the first stage, the direct channel is estimated.
In the second one, the equivalent channel between the first
user and the BS is estimated. Finally, in the third stage, the
channel associated with the remaining users are estimated.
Similar to our model, in [63] the equivalent channel is
obtained by stacking the contributions of the U users, i.e.,
G  H =
[
(Hdiag(g1))
T
, . . . , (Hdiag(gU ))T
]T
. When the
direct link is considered, the global channel is given by
[HTd (G  H)T]T. To ensure a fair comparison, we consider
LOS and NLOS cases when evaluating the performance of
the channel estimation method of [63]. We can see that
KRF outperforms the competing method. Indeed, KRF jointly
estimates all the involved channels in a single training stage,
while in [63] the channel estimation is carried out in a
3In [63] the authors assume multiple receiving UTs and a single BS in
the downlink, while our model (51) assumes multiple receiving BSs and a
single UT in the uplink. For a fair comparison, we assume P = 2 users for
the channel estimation method of [63]. In this case, the channel estimation
problem as well as the dimensions of the channel matrices are exactly the
same for both methods.
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Fig. 7. NMSE of the estimated cascaded channel via the method of [63]
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Fig. 8. Normalized CRB for the equivalent Khatri-Rao channel θ
sequential way during different time windows, which can
induce error propagation. This is a key difference that explains
the performance gap in Figure 7.
In Figure 8, we compare the results of the proposed KRF
method with the conventional LS method. The CRB derived
in Appendix A (equations (69)- (69)) is also plotted here as a
reference for comparison. Recall that the CRB considers the
equivalent linear model obtained from the vectorized version
of the received signal model given in (20), which we repeat
here for convenience
y = vec (Y) = Uθ + b,
where U =
(
S⊗ X˜
)
and θ = vec
(
HT G) ∈ CMNL
is the parameter vector consisting of a vectorized version
of the (Khatri-Rao structured) channel matrix combining the
IRS-UT and the BS-IRS channel matrices. The conventional
LS method plotted in the figure estimates this vectorized
channel parameter as θˆ = U†y, which ignores the Khatri-Rao
structure that is lost in the vectorization of the signal model.
JOURNAL OF LATEX CLASS FILES, VOL.XX, NO. X, XXX 11
0 5 10 15 20 25 30
SNR
10-4
10-3
10-2
10-1
100
101
N
M
SE
Fig. 9. NMSE of the estimated channels Hˆ and Gˆ in the low-rank scenario.
In contrast, the proposed KRF method exploits the Khatri-Rao
channel structure, as we discussed in Section (V-A) and
detailed in Algorithm 1.
We can see that the LS solution attains the CRB.
Furthermore, an interesting result can be noted. The proposed
KRF algorithm outperforms the LS solution. The gain in terms
of SNR is around 2dB. This result is explained by the fact
that KRF effectively exploits the Khatri-Rao structure that is
present in the equivalent channel model by decoupling the
estimates of G and H. Since the KRF method solves the
problem by reshaping the ML × N Khatri-Rao channel in
the form of N IRS matrix subchannels of dimension M ×L,
some degree of noise rejection is achieved via solving the
N rank-1 matrix approximation problems. Naturally, when M
and L increase (which is the case, for instance, when assuming
massive antenna arrays at the BS and UT), the larger is the
spread of the noise power across the noise subspace and,
consequently, higher levels of noise rejection will be achieved.
This is a distinctive feature of the KRF method that is not
exploited by the conventional LS channel estimator.
In Figure 9, we validate the case study where the channel
matrices H and G are assumed to be rank-deficient. In this
experiment, it is assumed that there are two clusters between
the BS and the IRS, as well as between the IRS and the UT,
i.e., the rank of the two channel matrices are R1 = R2 = 2.
The remaining system parameters are set to K = 100, T =
M = 3, L = 2, and N ∈ {10, 50, 100}. Both KRF and BALS
exhibit satisfactory NMSE curves, following the same trend
as those of the i.i.d case.
IX. CONCLUSION
We have proposed novel pilot-assisted receiver designs
for IRS-assisted MIMO communication systems via a tensor
modeling approach. The proposed KRF and BALS receivers
effectively exploit the tensor structure that is present in
the received signal. The closed-form (KRF) method has a
lower complexity but a more restrictive requirement on the
training parameters K and T , while the iterative (BALS)
method, although being more computationally complex, can
operate under more flexible choices for these parameters.
A detailed study on the identifiability has been carried out
and the powerful uniqueness properties of the PARAFAC
model allowed us to derive useful conditions on the system
parameters that guarantee a unique solution to the channel
estimation problem for i.i.d and and rank-deficient channels.
In particular, our results have demonstrated the superior
performance of KRF and BALS compared to the conventional
LS estimator that ignores the Khatri-Rao structure of the
combined channel matrix. Our proposed solutions also provide
better results compared to a recently proposed competing
method. Generalizations of our tensor modeling approach
to multi-user scenarios have also been discussed, and the
analytical expressions for the CRB have been derived as
a reference for comparison. It should be noted that when
pilot-sequences are not available, or should be minimized
to save training resources, leveraging to data-aided, or
decision-directed, receivers that jointly estimate the channels
and decode the information symbols would be desirable.
To address this issue, the extension of the proposed tensor
modeling approach to the semi-blind case is a perspective of
this work.
APPENDIX A
EXPECTED CRAME´R RAO LOWER BOUND
In the following, we derive the closed-form CRB
expressions for the channel estimation problem proposed in
this work. The CRB provides the lower bound on the variance
of achieved by an unbiased estimator. If θˆ is an unbiased
estimate of θ, the NMSE measurements is lower bounded by
the CRB such as,
E‖θ − θˆ‖2 ≥ Tr{CRB(θ)}, (54)
where CRB(θ) is given as the inverse of the Fisher Information
Matrix (FIM), denoted by F(θ), such as
CRB(θ) ≥ F(θ)−1. (55)
An extension for complex-valued parameters is derived in
[64] by working on the structured parameter vector θc =[
θ¯
T
θ˜
T]T
, where θ¯ = Re(θ), and θ˜ = Im(θ). Thereby, with
a nuisance parameter γ, the CRB for complex-valued random
parameters is given as
E‖θc − θˆc‖2 ≥ Eθ¯,θ˜,γ
{
Tr{CRB(θ¯)}+ Tr{CRB(θ˜)}
}
.
(56)
For an observation vector that follows a complex circular
Gaussian distribution, y ∼ CN(µ,R), a useful way used to
obtain the FIM is to use the Slepian-Bangs (SB) formula [65]:
[F(θ)]i,j = 2Re
{(
∂µ
∂[θ]i
)H
R−1
(
∂µ
∂[θ]j
)}
(57)
+ Tr
{(
∂R
∂[θ]i
)
R−1
(
∂R
∂[θ]j
)
R−1
}
.(58)
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Let us recall (27):
[Y](3) = S
[
(X⊗ IL)
(
HT G)]T
= S
(
HT G)T (X⊗ IL)T , (59)
or, equivalently,
[Y]T(3) = (X⊗ IL)
(
HT G)ST. (60)
Considering the vectorized version of the 3-mode unfolding
[Y]T(3), the following linear model with respect to the
parameters of interest is obtained according to
y = vec
(
[Y]T(3)
)
= Uθ, (61)
where U = (S⊗X⊗ IL), and
θ = vec
(
HT G) ∈ CMNL (62)
denotes the vectorized version of the Khatri-Rao structured
channel. From the observation vector y given by (61), the
statistics of the noisy observation is given by
y ∼ CN (µ1,R1) , (63)
where,
µ1 = Uθ, (64)
R1 = σ
2I. (65)
As R1 parameter-invariant, the second term of the SB
formula vanishes, hence the (2MNL) × (2MNL) FIM,
obtained after the calculation from (57), is given by
F(θc) =
2
σ2
[
Re{UHU} −Im{UHU}
Im{UHU}T Re{UHU}
]
. (66)
Considering the trace and the inverse of a 2×2 block matrix,
we obtain
Tr{CRB(θ¯)} = σ
2
2
Tr
{(
M¯ + M˜M¯−1M˜
)−1}
, (67)
Tr{CRB(θ˜)} = σ
2
2
Tr
{
M¯−1 − M¯−1M˜ (M¯ +
+M˜M¯−1M˜
)−1
M˜M¯−1
}
,
(68)
where M¯ = Re
{
UHU
}
and M˜ = Im{UHU}. Let us recall
that U = (S⊗X⊗ IL), XHX = T IM , and SHS = KIN .
Hence, UHU = KT IMNL. This implies that M˜ = 0. The
two above expressions can be simplified as
CRB(θ¯) =
σ2
2KT
IMNL, (69)
CRB(θ˜) =
σ2
2KT
IMNL. (70)
Therefore, using definition (56):
E‖θc − θˆc‖2 ≥ σ
2
KT
MNL. (71)
It is important to note that there is no need to derive the
mathematical expectation in the right-hand side of (56) over
the parameters of interest and of nuisance due to the simple
expression of the CRB.
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