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ABSTRACT
This t h e s i s  r e p o r t s  the  r e s u l t s  o f  performing the  Cava l ie r i  
e l e c t r o n  d en s i ty  sampling experiment to  measure the  d i f f u s io n  
c o e f f i c i e n t  fo r  e l e c t r o n s  in neon, hydrogen, deu ter ium,  a rgon,  and 
mix tures  o f  argon and hydrogen. In the  case o f  neon and argon the  
r e s u l t s  of the  p re sen t  work provided in format ion  about the  momentum 
t r a n s f e r  cross  s ec t io n  a t  energ ies  below the lower l i m i t  of p rev io u s ly  
repo r ted  DC swarm experiments .  In neon t h i s  in format ion  was used to 
t e s t  the  v a l i d i t y  o f  an e x t r a p o la t i o n  of the  neon cross  s e c t io n  to  
zero energy. The measurement of  e l e c t ro n  d i f f u s i o n  in argon r e s u l t e d  
appa ren t ly  in the  f i r s t  obse rva t ion  of d i f f u s io n  cool ing  in the  case 
of  f r e e  e l e c t ro n  d i f f u s io n  and q u a n t i t a t i v e  measurements of i t s  
e f f e c t  and s t im u la ted  the development of a theory  which can be used 
to  c a l c u l a t e  the  magnitude of the e f f e c t  f o r  th r e e  dimensional geometry 
and a r b i t r a r y  cross s e c t io n .
The measurements performed in hydrogen and deuterium showed 
t h a t  con t ra ry  to s p ecu la t io n  based on o th e r  swarm measurements the  
thermal energy por t ion  of the  cross  s ec t io n s  in these  gases do not 
d i f f e r  bym ore  than 1.5%.
Hydrogen was added to samples of argon in o rd e r  to  suppress  
d i f f u s io n  cooling by improving th e  energy exchange between the  e l e c t r o n s  
and the  gas.  This work s t im u la te d  the  development o f  a theory  f o r  
d i f f u s io n  cooling in mixtures of a noble and a d ia tomic  gas.  Measure­
ments of  e le c t ro n  d i f f u s io n  taken under cond i t ions  o f  no d i f f u s io n  
cooling in argon-hydrogen mixtures  showed t h a t  the  r e s u l t s  of  o th e r  
swarm experiments performed a t  p re ssu res  o f  up to  10 atmospheres were ' 
not a f f e c t e d  s i g n i f i c a n t l y  by m u l t ip l e  s c a t t e r i n g  e f f e c t s  as had been 
specu la ted .
Finally, the present experiment was used to determine 
the rate coefficient for ionization of argon atoms by neon metastable 
atoms. Although the published results for this coefficient vary by 
over an order of magnitude, the results of the present work are 
believed to establish this quantity to ± 25%.
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1CHAPTER 1 
INTRODUCTION
1.1 Purpose of Low Energy Electron Scattering Experiments
Electron scattering by atoms and molecules is an important 
process in many natural phenomena. In order to develop a framework 
of knowledge capable of predicting the results of electron scatter­
ing i t  is necessary to perform electron scattering experiments.
Ideally, the interaction of electrons with atoms and molecules could 
be described theoretically enabling the results of scattering experi­
ments to be accurately predicted. However, i t  has so far not been 
possible to develop such a comprehensive theory, and electron scatter­
ing theories so far contain many approximations and assumptions.
Electron scattering experiments are therefore essential to provide 
data against which theoretical predictions can be tested.
Besides being desirable from an aesthetic point of view, an 
understanding of the interactions of electrons with atoms and molecules 
is of practical interest.  In particular, knowledge of the behavior 
of low energy electrons in gases is important in a number of applications, 
some of which are mentioned below.
1. The operation of gas lasers is governed by ionization 
and excitation by electrons, so low energy electron 
scattering is important in terms of energy loss processes.
2. Low energy electron scattering is an important process 
controlling the properties and behavior of the earth's  
ionosphere.
3. Collision processes occurring in plasmas are important 
for the development of plasma containment. Scattering 
of electrons having 1 eV of energy is equivalent to 
dealing with a plasma with an electron temperature of 104 K.
24. The efficiency of magnetohydrodynamic generators is dependent 
on the DC conductivity of the.plasma column which is governed 
by low energy electron scattering.
5. The attenuation and reflection of microwave radiation from 
ionized gases are dependent on collisions between electrons and
gas atoms, and thus low energy electron scattering has applications 
in radar and plasma diagnostics.
When low energy electrons are scattered by atoms a number of 
effects must be considered (LaBAHN and CALLAWAY, 1966). F irs t ,  at large 
separations the electron experiences an at tractive force arising from 
the induced dipole polarization (the potential V(r) is proportional to 
r~4) of the atomic system by the incoming electron. In addition, as 
the electron approaches the atom, i ts  speed increases due to the polar­
ization interaction, and other induced multi pole intereactions become 
significant. When the electron speed becomes comparable to the speed of 
the atomic electrons, velocity dependent interactions arise. Further, 
as the incoming electron penetrates the atom, correlation effects 
become important as the atomic configuration adjusts for the presence 
of an additional charge. In addition to all the above effects,  exchange 
between the incoming electron and the electrons in the target atom must 
be considered.
One of the most widely used methods of treating electron atom 
scattering is the polarized orbital method due to TEMKIN (1957). This 
method will be described with particular emphasis on the approximations 
adopted (DUXLER et al_. , 1971). Like other theories of electron sca t te r ­
ing, the polarized orbital method is used to calculate the phase shif ts  
in the wave function of the incoming electron caused by the scattering 
process (MOTT and MASSEY, 1950).
3The possibility of electron exchange can be accounted for in 
either of two ways. Exchange can be included implicitly in the eigen­
function expansion over the'complete set of states for the system. 
Alternatively, as is usually done, the total wave function is made 
explicitly antisymmetric under exchange of the scattering electron with 
an electron of the atomic system. The potential which arises from 
electron exchange is non-local (BURKE, 1968).
When exchange and polarization are included in the treatment 
then the potential seen by the incoming electron includes terms due 
to the s ta t ic  potential (from the fluctuations caused by the electronic 
motion in the atom), static-electron exchange, polarization of the 
atomic electron charge distribution, and electron exchange in the case 
of polarization of the atom. Usually the polarization of the atom is 
treated as resulting in only a dipole field although higher multipole 
terms have been included in some treatments (CALLAWAY, et_ al_. , 1968).
I t  should be pointed out that polarized orbital theory assumes that 
the attraction caused by polarization vanishes when the scattering 
electron "penetrates" the atom (DUXLER et aj_. , 1971).
Finally, when nonadiabatic effects are accounted for the 
effective potential contains a term arising from the velocity dependent 
interaction (LaBAHN and CALLAWAY, 1966), as a result of the fact that 
the atomic system cannot instantaneously react to the incoming electron 
particularly when this electron's speed is comparable to that of the 
atomic electrons. The inclusion of the nonadiabatic term in the potential 
results in a repulsive force (LaBAHN and CALLAWAY, 1966).
However, despite the progress made in computing techniques 
which allows more detailed calculations to be performed, the problem 
of including rigorously and simultaneously polarization, exchange, 
exchange-polarization, and nonadiabatic behavior has not been solved.
4Various approximations are made in which d iffe rent terms in the 
potential are neglected. In the case of helium LaBAHN and CALLAWAY (1966) 
included nonadiabatic effects but made approximations in the exchange 
terms. As a result of these approximations, the ir  predictions violated 
the minimum principle which states that the inclusion of nonadiabatic 
effects should increase the phase shifts  (BURKE, 1968).
As a fina l comment on the polarized orb ita l method, i t  should 
be pointed out that this technique is not based on a rigorous application 
of a variational principle but instead on the equation
dzi ••• dzN ♦: (h_e) z2 ••• zn+u  = °
which is used to obtain an equation for the wave function of the 
scattering electron. (DUXLER et_ al_. , 1971). The terms are defined as 
fo llows:
z , . . .  Zj^  are the space and spin co-ordinates of the atomic 
electrons
z ^  are the space and spin co-ordinates of the incoming 
electron
H is the Hamiltonian of the system
E is the energy of the system
<J> is the wave function of the unpolarized atom
\p is the total wave function of the system.
★  ★
The method is not soundly based because $ is used to approximate ip 
in projecting out the scattering electron wave function.
An extension of the method of polarized orbita ls to include • 
projection by the complete wave function \p rather than <j> has been carried 
out (CALLAWAY, et a l . , 1968); however the results are only s l ig h t ly
5different from calculations based on nonadiabati c , exchange, and 
polarization effects (LaBAHN and CALLAWAY, 1966).
A second method should be mentioned although i t  is of more 
u t i l i ty  for elastic  scattering in hydrogen than in other gases (LaBAHN 
and CALLAWAY, 1964). This method is referred to as close coupling and 
requires knowledge of all the eigenfunctions of the unperturbed atom.
Since the method of polarized orbitals is not based on a 
rigorous f i r s t  principle derivation, and close coupling calcualtions 
for gases other than hydrogen are based on approximate wavefunctions 
of the atomic system, i t  is essential to test  the results of both 
methods against experiment to check the physical reasonableness of the 
assumptions involved.
It  may be surprising that despite the fact that the basic 
electron interaction is well known ( i .e .  the Coulomb interaction), 
the complete problem of electron-atom interaction has not been com­
pletely solved (BURKE, 1968). With the development of high speed 
digital computers enabling more elaborate theories of electron sca t te r­
ing to be developed, i t  is increasingly necessary to perform accurate 
electron scattering experiments against which scattering theory can be 
checked. As agreement between theory and experiment is reached in a 
particular energy range, interest increases in extending that energy 
range. In the work reported here, the range of energies of interest 
is from zero to about 0.2 eV.
1.2 Basic Types of Electron Scattering Experiments
The knowledge of the interaction of electrons with some target 
particle is represented by a collision cross section. Several cross 
sections can be defined which are determined in different types of 
experiments. The number of particles scattered per unit time into a
6particular solid angle and direction is related to the flux of the 
incoming "beam", the constant of proportionality being the differential  
scattering cross section I ( e , e ) .  The scattered direction is described 
by the angles e and <j>,6 being the angle between the incoming and the 
scattered electron, and <f> being the azimuthal angle of the scattered 
electron about the incoming direction. By integrating I(e,e)dfl over 
all solid dft angles, one obtains the total scattering cross section 
q-j-(e). If  the differential scattering cross section is weighted for 
backward scattering by the factor (1-cos 0 ) ( i . e .  by a factor proportional 
to the momentum transfer in the c o l l i s io n ) ,  one obtains the momentum 
transfer cross section
2 tt it
0 0
(1-cos 0 ) I ( e ,0) sin 0 d0 d
For unpolarized targets and electron beams, i t  can be assumed that 
I ( e ,0) is independent of <f>. For the sake of brevity, unless otherwise 
noted, the term cross section wi l l  refer to the momentum transfer cross 
section q .
In general there are two classes of electron scattering experi­
ments which are performed to gain information about one or more of the 
various cross sections. Conceptually, the most straightforward approach 
is the electron beam technique so named because the incoming electrons 
have the form of a "beam" with a specif ic  direction,  energy, and beam 
geometry. In one form of beam experiment, the electrons impinge onto 
a target of gas atoms (or molecules) and one measures the number of 
electrons scattered into a given direction at each energy. In this way 
the differential cross section is determined as a function of energy 
and angle. Another form of this technique is used to measure the total 
scattering cross section at a particular energy by determining the loss 
of electrons from the beam as i t  passes through a gas. Both forms of
7beam experiment can also be referred to as single scattering experiments 
because the electrons are assumed to make only single collisions with 
the gas atoms.
Single scattering techniques are straightforward in their  
analysis but have experimental difficult ies  at low energies.
(a) The determination of the electron energy becomes 
increasingly diff icu lt  as the electron energy decreases 
because of contact potentials present within the 
apparatus.
(b) Because no electron source is monoenergetic, some form 
of energy analyzer must be used to reduce the spread in 
electron energies within the beam. However, the broad 
distribution of electron energies available from the 
source results in only a small fraction of the total 
electron current having energies in a particular energy 
interval. The current available from the energy analyzer 
can be increased by increasing the current from the source; 
however, as the energy is lowered space charge becomes 
increasingly severe. So precise beam focussing becomes 
more and more diff icu lt  as the energy is reduced because of 
space charge "blow up" of the beam. In addition, beam 
geometry is important because detection efficiency can 
change with scattering angle e i f  beam geometry changes 
with e.
The second class of electron scattering experiments contains 
the group of experiments referred to as swarm techniques. In contrast 
to the single scattering technique mentioned above, swarm techniques 
employ a swarm of electrons with a relatively broad range of energies
8which undergo many collisions with gas atoms (or molecules) in the 
course of the experiment. As a result ,  swarm experiments are designed 
to measure bulk transport properties of the electron swarm and from 
these transport properties the details of the scattering processes are 
inferred. Two classes of what will be called traditional swarm experi­
ments can be distinguished. Microwave afterglow experiments are an 
example of AC swarm experiments, and d r if t  velocity and lateral 
diffusion experiments are examples of DC swarm experiments.
Microwave afterglow experiments are based on the measurement of 
the transmission characteristics of an afterglow by means of microwave 
interferometry. From such measurements the collision frequency for 
electron-neutral collisions can be determined. On the other hand, 
d r i f t  velocity experiments are used to measure the rate of d r i f t  of 
the electron swarm through a gas by time of flight techniques. Finally, 
lateral diffusion experiments are used to measure the lateral spread 
of the electron swarm after release from a point source.
Swarm techniques have a number of advantages over beam 
techniques, and these will be discussed below.
The electrons in a swarm experiment make many collisions with 
the gas so their energy is determined by the nature of the scattering, 
the gas temperature T, and the ratio of electric  field to gas number 
density E/N. Because the electron energy is related to E/N and not 
simply E, i t  is possible to avoid the use of very small e lectric  fields 
when performing measurements on electrons with tens of meV of energy. 
Therefore the electric field within the experiment can be precisely deter­
mined so i t  is not necessary to perform an energy normalization as is the 
case in many beam experiments. However, in one type of swarm experiment, 
the cryogenic microwave afterglow, the main problem is in fact the 
precise determination of the electron energy (see Chapter 2).
9Since the transport properties determined in a swarm 
experiment are the result of a very large number of scattering events 
for each electron, the s ta t is t ics  of the scattering process are usually 
good although this averaging does mean a loss of the abili ty to 
determine the scattering as a function of angle.
Most swarm experiments are very efficient in terms of electron 
current since almost all electrons released are collected. This 
efficiency means that space charge is less troublesome than is the 
case in some beam techniques where only a small fraction of the in i t ia l  
electrons is collected. As an additional advantage swarm experiments 
do not have the uncertainties caused by changes in beam geometry or 
energy distribution across the beam, and forward and backward scattering- 
are completely accounted for.
The major disadvantages to swarm experiments is the relatively 
broad distribution of electron energies involved analysis 
required to obtain the distribution of electron energies under each 
set of experimental conditions. As a result of this analysis the 
extraction of information about the individual scattering events is 
necessarily indirect.
The broad distribution of electron energies in a swarm 
experiment prevents the examination of fine structure in the cross 
section, although at electron energies below 30 or 40 meV the energy 
half width of an electron swarm is not much worse than that attained 
in beam experiments. In addition, this energy regime has so far been 
below the range of beam techniques.
Despite the advantages of swarm experiments mentioned above, 
a major limitation arises when a number of processes can occur during 
the scattering event. In molecular gases inelastic as well as elastic 
collisions occur between the electrons and the molecules. These 
inelastic collisions result in changes in the electron energy which are
10
many times the energy change occurring in an elastic collision. Thus 
inelastic collisions have a very significant effect on the distribution 
of electron energies. Processes such as ionization and electron attach­
ment can occur to further complicate the analysis of swarm measurements. 
When several collision processes are significant,  the analysis of 
swarm measurements cannot uniquely determine the cross section for 
any individual inelastic process unless additional information about 
some of the processes is available although the momentum transfer cross 
section can s t i l l  be determined. Even where several processes are 
possible, swarm experiments can s t i l l  be used to verify the predictions 
of theory or the results of single scattering measurements.
One final comment on the comparison of beam and swarm techniques 
may be made here. While the absolute accuracy of beam techniques 
depends on the determination of quantities which are not easily measured 
with high precision ( i .e .  beam profiles,  energy spread across the beam, 
the effects of stray electric and magnetic fields in the experiment, 
and in most cases the number of particles in the target) ,  the accuracy 
of swarm techniques is generally determined by quantities which can be 
precisely measured ( i .e .  lengths, frequency of AC signals, ratios of 
DC currents, gas number density in the range > 1 kPa, and gas 
temperature). As a consequence, the cross sections determined from 
swarm measurements are generally more precise than the cross sections 
determined by single scattering techniques although as mentioned above 
the angular dependence of the scattering process is lost in swarm 
measurements.
\
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In analyzing swarm measurements i t  is necessary to know 
the distribution of electron energies. In general, a DC electr ic  
f ie ld  is applied to the electrons which therefore do not have a thermal 
Maxwellian energy distribution. The isotropic part of the electron 
energy distribution function f  obeys the equation (HUXLEY and 
CROMPTON, 1974)
k
'I71e> 2 3
3NqmU ) v2 + V ' 37 (n fo e
ieE)! «sfr * T >T‘ 2 %<*>,
* £<n,o> * T '2 K  ,<■> ”fo} •»” 0 «-'I
where m
M
f
is the electron mass 
is the atomic (or molecular) mass 
is the isotropic part of the electron energy 
distribution function 
is the electron density 
is the electron energy 
is the neutral gas number density 
is the momentum transfer cross section
q (e) is the momentum transfer cross section for * m I '
elastic collisions 
is the applied electr ic  f ie ld  
is the gas temperature 
is Boltzmann's constant 
is the electronic charge
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1^  is given by
m2 3 ,
(e+ck) qk(e+ek) f0U+£k) ’ ^ k(e) V * )
I (e-e^) tq . k(E) f0(c) - (e-£k) q .k(E-ek) f0(E-Ek)
I ( e - e k ) ( 1. 2 )
J .  L.
is the cross section for the k inelast ic process 
where an electron loses energy .
J .  L-
q_^ is the cross section for the kL superelastic 
process in which electrons gain energy e^.
I (e - ) is the unit step function which is included to show 
that the elastic and superelastic cross sections 
vanish below the threshold e^.
Equation (1.1) is a form of Boltzmann's equation appropriate 
for the conditions that apply in DC swarm experiments, namely: no
electron-electron interactions,  the time for electron-atom interaction 
much shorter than the time between collisions,  and only binary collisions 
between electrons and neutrals. An assumption implicit in the use of 
equation (1.1) is that the two term expansion
f = fg + f x . c/c,  c being the electron velocity,
provides an adequate description of the electron energy distribution 
function f. This assumption is expected to break down when the inelast ic
13
S cat ter in g  c o l l i s i o n  frequency becomes comparable with th a t  for  
e l a s t i c  s c a t t e r i n g .  The rigorous a n a ly s i s  o f  e l e c t r o n  swarm experiments  
i s  made p o s s i b l e  by the use o f  high speed d i g i t a l  computing techniques  
to s o lv e  equation ( 1 . 1 ) .
In applying equation ( 1 . 1 ) ,  i t  i s  u s u a l ly  assumed that  vn i s  
n e g l i g i b l e  so equation ( 1 .1 )  becomes an express ion  for  fg  a lone .
This assumption i s  normally v io l a t e d  s in c e  a l l  DC swarm techniques  
r e ly  on vn being non-zero;  th e r e fo r e  the e f f e c t  o f  n e g l e c t in g  vn when 
using equation ( 1 .1 )  must be es t im ated t h e o r e t i c a l  ly  (SKULLERUD, 1974) 
and examined e m p ir i c a l ly  (HUXLEY and CROMPTON, 1974).
The transport  c o e f f i c i e n t s  W and Dy are given by
W = eE
3N
_d_
de V e>de ( 1 . 3 )
and
^ 00
DT = i ( i )  m
o
where W i s  the  e l e c tr o n  d r i f t  v e l o c i t y  and Dy i s  the d i f f u s i o n  
c o e f f i c i e n t  normal to the e l e c t r i c  f i e l d .
The a n a ly s i s  procedure for  swarm experiments i s  an i t e r a t i v e  
process by which the cross  s e c t i o n s  ( e l a s t i c  and i n e l a s t i c ) a r e  
adjusted u n t i l  the ca l c u la te d  transport  c o e f f i c i e n t s  agree with the  
measured values  to  the accuracy o f  the measurements. When only  e l a s t i c  
s c a t t e r i n g  oc c u r s ,  the momentum t r a n s f e r  cross  s e c t io n  can be determined 
in p r in c i p l e  from a s i n g l e  transport  c o e f f i c i e n t  measured as a funct ion  
of  E/N. The transport  p rop ert ie s  most commonly measured are the d r i f t
4-
v e l o c i t y  W and the c h a r a c t e r i s t i c  energy D y / y  = DyE/W. In t h i s  c a s e ,  
+I t  can be shown (HUXLEY and CROMPTON, 1974) th a t  Dy / y  i s  r e l a t e d  to  
the mean energy o f  the swarm 7  by Dy/ y  = ~  7  where F i s  the constant  
o f  p r o p o r t io n a l i ty .
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once the cross section has been determined using measurements of one 
transport coefficient then the measurement of a second transport 
coefficient provides a valuable cross check of the cross section.
When inelastic scattering occurs the momentum transfer cross 
section can be determined uniquely from measurements of W and Dy/u but 
such measurements cannot be used to uniquely determine all cross 
sections when more than one inelastic process is significant; however 
measurements of electron transport coefficients can s t i l l  be used to 
verify cross sections determined by other means.
It should be noted that the major complication in the 
analysis of swarm experiments is in solving equation (1.1). Once .f 
is determined the calculation of the predicted transport coefficients 
is straightforward. The final accuracy and uniqueness of a momentum 
transfer cross section determined from swarm measurements depend 
cri t ical ly  on the accuracy of the measured transport coefficients and 
the energy range over which these coefficients are determined. Because 
the electrons are not monoenergetic but have a relatively broad energy 
distribution, the transport coefficients are sensitive to the magnitude 
of the cross section at energies far removed from the mean energy of 
the swarm. For this reason, the transport coefficients must be 
measured as accurately as possible and over as wide an energy range as 
possible to minimize the non-uniqueness in the determination of the cross 
section. A transport coefficient measured at a single mean energy can 
only be used to check the validity of the cross section over a limited 
range of energies.
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1.3 Special Features of the Cavalieri Electron Density Sampling 
Technique
The Cavalieri diffusion experiment (CDE) is a swarm technique 
but differs greatly from traditional swarm experiments. As described 
in Chapter 3 the CDE detects the presence of electrons in a gas 
f i l led  diffusion cell . This technique has a number of advantages 
over other swarm methods because the density sampling detects electrons 
only rather than both electrons and ions and does not require the appli­
cation of a DC electric field.
By detecting electrons "directly" the CDE is not affected 
by negative ions unless their  density is sufficiently great to cause 
space charge. Therefore one distinct advantage of the CDE over 
traditional swarm experiments is the abili ty to measure an electron 
transport property against a large background of negative ions.
In addition, since the CDE can be used to measure electron 
diffusion under field free conditions, the electron swarm is in 
thermal equilibrium with the gas. Under these conditions, the 
solution of equation (1.1) is the thermal Maxwellian; consequently 
the analysis of the CDE does not require a numerical solution of 
Boltzmann's equation (equation 1.1) to obtain the distribution function, 
thereby avoiding a source of complication common to the analysis of 
d r i f t  velocity and lateral diffusion experiments.
The electric field required as an essential feature in d r i f t  
velocity and lateral diffusion experimentscauses the mean energy of the 
electron swarm to rise above the thermal value. Thus by dealing with 
thermal electrons the CDE can be used to obtain information about the 
momentum transfer cross section at lower energies than d r i f t  velocity or 
lateral diffusion experiments performed at the same temperature.
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From here on, the term thermal electrons will be used to refer to electrons 
in thermal equilibrium with the gas at room temperature.
The electron energy distribution in the CDE is known when no 
electric field is applied (assuming no electric field present) so 
the presence of inelastic collision processes does not affect the 
determination of the momentum transfer cross section from the results 
of the experiment. That is to say when electrons are in thermal 
equilibrium with the gas the nature of the scattering, whether elastic 
or inelast ic ,  is unimportant. The energy lost by a thermal electron in 
an inelast ic collision is much greater than the energy lost in an 
elastic  collision since in an elastic collision the mean fractional 
energy loss is approximately the ratio of electronic mass to the 
molecular or atomic mass. Inelastic collisions therefore can greatly 
al ter  the electron energy distribution in dr if t  velocity and lateral 
diffusion experiments where the swarm is not in thermal equilibrium 
with the gas. The influence of inelast ic collisions is particularly 
important in such experiments in the heavier noble gases since the 
energy lost by a 0.1 eV electron in an elastic collision is very 
small (~0.002 eV) whereas such an electron can lose 44 meV in one 
inelastic collision (a rotational excitation) with a hydrogen molecule.
One particular advantage of the CDE in argon is the abili ty  to 
measure a transport coefficient at a pressure much less than those 
required in dr if t  velocity and lateral diffusion experiments. At 
pressures above about one atmosphere, i t  has been speculated (KIVEL,
1959, LEGLER, 1970) that multiple scattering modifies the cross section 
to the extent that the conventional analysis (see Section 1.3) of 
swarm experiments in argon is invalid (O'MALLEY, 1975). The la tes t  
results in argon (MILLQY ,e t . a l . , 1976) involved experiments at 
pressures of over 10 atmospheres; however results could be obtained 
with the CDE using pressures about two decades lower (see Chapter 6).
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1.4 Scope of the Present Work
Despite the fact that traditional DC swarm experiments have 
been performed at reduced temperatures (77K) in the noble gases i t  
has not been possible to determine the cross section in these gases 
at energies below about 40 meV (see Chapters 5 and 6). In addition 
there has been some doubt about the results of such experiments 
because of the complexity of the analysis involved in obtaining 
the cross sections from the measured transport coefficients. As 
described in Section 1.2, when applied to the case of thermal electrons, 
the CDE avoids the complicated analysis necessary to solve equation (1.1) 
and even at room temperature the mean swarm energy is as low as 40 meV.
The very low energy portion of the cross section which may be examined 
with swarms of such low mean energy is important in the determination 
of the scattering length (see Chapter 5) which is a fundamental 
result  of low energy electron scattering theory. Therefore the CDE 
was performed in Ne and Ar in order to provide information about the 
cross section in these gases at energies below the lower limit of 
available swarm data. The CDE had already been performed in He 
when the present work was begun (GIBSON et a l . ,  1973).
During the course of the present work i t  was suggested 
that the low energy cross sections of and D^  might be up to 3% 
different (CHANG, 1974). As described in Chapter 4 the CDE could 
be used to provide a sensitive tes t  of this suggestion because of 
the comparative nature of the experiment that could be made using i t .
No such comparative test  is possible using traditional DC swarm 
techniques.
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In the course of experiments to determine the diffusion 
coe ffic ien t in argon, the experimental value of ND turned out to 
depend upon N. However, equation (1.3) indicates that the quantity 
ND should be independent of N. The change of ND with N in argon was 
not an experimental a r t ifa c t but indicated that the energy d is tribu tion  
function was dependent on N. Subsequent analysis showed that at the 
number densities used in the experiments the energy d is tribu tion  of 
electrons in argon was sub-thermal, an e ffect called d iffus ion cooling. 
Diffusion cooling arises in argon because the boundaries tend to 
intercept electrons in the high energy portion of the d is tribu tion .
The removal of the high energy " ta i l"  of the electron d is tribu tion  
causes a reduction in the effective temperature of the swarm (thus 
the reason fo r the term d iffusion cooling). Measurements of the effect 
of d iffusion cooling of electrons in argon are reported in Chapter 6 
along with the results of experiments performed in mixtures of 
and Ar, the hydrogen being added to the argon to improve the energy 
exchange between the electrons and the gas and thus suppress 
d iffusion cooling.
Electrons produced in co llis ions between impurities and 
excited atoms of the background gas (the Penning e ffec t, see Chapter 7) 
influenced the present measurement of electron d iffusion in neon.
The measurement of ND fo r electrons in neon was performed sa tis fa c to rily  
in spite of the influence of Penning ionization; however, the presence 
of th is  effect suggested a determination of the life tim es of neon 
metastable states (states which do not spontaneously radiate and thereby 
return to the ground state). The published cross sections fo r Penning
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ionization of argon by neon metastables varied widely. Therefore 
the present experiment was performed in mixtures of neon and argon 
in order to see if this quantity could be accurately determined.
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CHAPTER 2
DIRECT AND INDIRECT DETERMINATION OF ND 
2.1 Introduction
The init ia l  aim of the experiments reported in this thesis 
was to gain some information about the momentum transfer cross 
sections in various gases at thermal energies by measuring the 
value of the electron diffusion coefficient at 295 K. As explained 
in Chapter 1, in order to uniquely determine the cross section from 
measurements of a transport coefficient is is necessary to have 
values of that transport coefficient over a range of swarm energies 
approximately equal to the range of energies over which the cross 
section is to be determined. The swarm energy can be changed by vary­
ing the gas temperature, E/N, or both. The work reported here is 
restricted to E/N = 0 and a single gas temperature; nevertheless some 
information is gained about the cross section at energies which so 
far have been inaccessible to other swarm experiments.
This chapter will describe other work whose results can be 
compared to those of the present experiment. There is a natural 
division in the types of experiments with which the results of the 
present work can be compared.- Section 2.2 describes two experiments 
which were carried out to determine the cross section. By using the 
cross sections so obtained the thermal value of ND can be calculated 
using the procedure outlined in Appendix 1. This approach may be 
described as an indirect determination of ND. Section 2.3 describes 
three experiments from which ND was determined directly.
I t  should be noted that i t  is also possible to compare the 
results of the present work with the results of theoretical calculations
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which give the cross section as a function of energy. The procedure 
in this case is similar to that used in the indirect determinations of 
ND described in Section 2.2 and will be discussed fully in later 
chapters.
2.2 Indirect determination of ND
2.2.1 Drift Velocity Experiments
High precision d r i f t  velocity experiments are one way of 
determining the cross section, and the experiments of ROBERTSON (1970, 
1972) will be described as an example. As mentioned in Chapter 1, the 
error or lack of uniqueness in cross sections derived from transport 
coefficients is related directly to the accuracy of the transport 
coefficients themselves. This is the justification for reducing as 
much as possible the errors in d r i f t  velocity in the d r i f t  tube experi­
ment described here.
Figure 2.1 shows an overall view of the drif t  tube used by 
ROBERTSON (1972). Electrons were obtained from volume ionization of 
the background gas by alpha particle radiation from an Am241 foil 
located in the source. The ionization from such a source is very stable 
although dependent on gas pressure. The electrons released from the 
source reach equilibrium with the gas and electric field applied in the 
"pull off" region. Following the pull off region the electrons travel 
through a section called the preliminary run which is maintained at the 
same E/N as the main d r i f t  space. The d r if t  space is formed by a set 
of guard electrodes which establishes a uniform axial electric field 
between the cathode plate and anode collector. Electrons enter the dr if t  
space through a hole in the center of the cathode and are collected on 
an insulated disc located in the center of the anode. Two electrical 
shutters are located in the dr if t  space between the cathode and anode.
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These shutters are formed by a coplanar set of wires (Figure 2.2) each 
alternately connected to the output of an osc i l la tor ,  although their  
average potential is appropriate to their  position in the dr if t  space. 
The use of coplanar shutters allows the accurate determination of the 
distance between the shutters and minimizes field distortion due to 
penetration of the AC shutter fields into the d r i f t  space.
The f i r s t  electrical shutter chops the electron current 
arriving at that shutter into pulses which then traverse the d r i f t  space 
between the shutters under the influence of the electric field. The 
second shutter samples the electron current at the same frequency as the 
chopping signal applied to the f i r s t  shutter. When the transi t  time of 
the electrons coincides with a multiple of the chopping frequency then 
a maximum occurs in the electron current arriving at the collector.
The separation between the peaks in plots of collected current versus 
chopping frequency gives the electron transi t  time t which is related 
to the electron d r if t  velocity W by the formula:
W = f -  (1 -Cß) (2.1)
m
where h is the distance between the shutters,  C is a constant arising 
from diffusive effects at the shutters, and 3 is D^ /Wh with the 
longitudinal diffusion coefficient ( i .e .  diffusion coefficient in the 
direction of the electric field). The constant C is responsible for
L.
pressure dependence of the effective d r if t  velocity W£^  = — . By
°m
suitable choice of experimental conditions i t  is usually possible to 
neglect the diffusion correction to W. Even when i t  is necessary to 
estimate C from the observed pressure dependence of the effective 
d r i f t  velocity, accurate determination of C is not necessary since the 
correction is usually only about ~ 0.25% except in special cases such 
as argon where the diffusion correction is » 1%.
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The parameters and th e i r  uncerta in ty which determine the 
absolute accuracy o f the d r i f t  ve lo c ity  from ROBERTSON'S (1972) 
experiment are; the measurement o f gas pressure (T 0.1%); the measure­
ment of the potentia l d ifference between the shutters (<0.3% ; l im ite d  
by contact potentia l d ifferences between the sh u tte rs ) ;  the measure­
ment o f the separation of the shutters (0.05%); the p u r i ty  of the gases 
used (u ltrah igh  vacuum techniques are used to insure low outgassing 
rates w ith in  the experiment); the establishment and determination o f 
a uniform gas temperature w ith in  the d r i f t  tube (+ 0.1 K ); the measure­
ment of the e ffe c t ive  t ra n s i t  time t  (n e g lig ib le  counting e r ro r ,  
m a jo r ity  o f e rro r is  due to s t a b i l i t y  of current measurement and 
asymmetry o f current peaks).
Special a tten tion  was paid in the manufacture o f the experi­
mental tube to maintaining low contact po ten tia l d ifferences between 
various metal surfaces w ith in  the tube. Care was also taken to insure 
tha t the shutters wires remained coplanar and tha t the shu tter separat­
ion could be determined when the temperature w ith in  the tube was 
d i f fe re n t  from ambient.
The overall errors in W are % + 1% as ty p i f ie d  by resu lts  in 
neon (ROBERTSON, 1972). In order to determine the cross section with 
reasonable uniqueness i t  is  necessary to measure transport co e ff ic ien ts  
over as large a range o f E/N ( i . e .  mean energy) as possible. The 
upper l im i t  to the ava ilab le E/N range in ROBERTSON'S (1972) experiment 
is  set by e le c tr ic a l  breakdown in feedthroughs at high e le c t r ic  f ie ld s  
and by l im ite d  resolution in the pressure measurement at low pressures. 
The low E/N l im i t  is set by contact po tentia l d ifferences w ith in  the 
tube and by a maximum pressure l im i t  o f 101 kPa. As mentioned above, 
i t  is  necessary to measure W at low gas temperatures in order to 
obtain the lowest possible mean energy. For th is  reason ROBERTSON'S 
(1972) apparatus could be operated at 77 K as well as at temperatures
above 300 K.
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Using the experiment described above ROBERTSON (1970, 1972) 
measured the electron d r i f t  ve lo c ity  in several gases to about + 1%.
The range of electron energies extended from about 30 meV to > 2 eV 
From the measurements o f W, Robertson determined the cross section 
using equations (1.1) and (1 .2 ). Since the mean electron energy in the 
d r i f t  ve lo c ity  measurements did not extend below about 30 meV, in the 
noble gases, the cross sections determined by Robertson did not extend 
below th is  energy. Modified e f fe c t iv e  range theory (MERT, see Chapter 5) 
was used by O'MALLEY (1974) to extend to zero energy the energy range 
over which the cross section could be determined from Robertson's 
d r i f t  ve lo c ity  measurements. This extrapo la tion to zero energy is  
required in order to ca lcu la te  ND fo r  thermal electrons to compare w ith 
the resu lts  o f the present experiment and points up the value o f measur­
ing ND fo r  thermal e lectrons.
2.2.2 Microwave Afterglow Experiments
The second experiment to be described is  the cryogenic micro- 
wave afterglow experiment o f SOL et_ al_. (1975). The quantity  determined 
in th is  experiment is  the e lectron-neutra l c o l l is io n  frequency, v ,  i t  
being assumed tha t the e lec tron-ion  c o l l is io n  frequency is  i n s ig n i f i ­
cant in comparison. The c o l l is io n  frequency is  re lated to the momentum 
tra ns fe r  cross section qm by the re la t io n :
v = N qm c (2.2)
where N is the neutral gas density , and c is the e lectron speed. The 
electron c o l l is io n  frequency is  re la ted to the ra t io  o f  real to imaginary 
conductiv ity  of the plasma by the equation (GOLDSTEIN, 1955)
(2.3)
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where « is the angular frequency of a probing microwave signal used to 
determine and a . In order for equation (2.3) to hold oo must be
>  v.
The experimental procedure may be understood with the aid 
of Figure 2.3.  The afterglow is created by ionizat ion of the gas within 
the plasma section (a cylindrical  Pyrex tube) which is enclosed in a 
waveguide. After the DC ionizat ion is terminated the electrons within 
the afterglow lose energy in col l i s ions  with the neutral  gas in the 
plasma ce l l .  Following the ionizat ion the phase sh i f t  and at tenuat ion 
of a very weak microwave signal are measured as a function of time to 
determine the col l i s ion frequency. This microwave probe signal must 
be suf f i c i en t l y  weak that  i t  does not perturb the electron energy 
s igni f icant ly .  I t  is  possible under cer tain conditions to determine 
the temperature of the electrons d i rec t l y  by measuring t he i r  radiat ion 
noise temperature. The real and imaginary components of the conduct­
i v i t y  are determined by measuring the at tenuat ion a and phase sh i f t  6 
of the probe signal as i t  passes through the afterglow using a micro- 
wave interferometer.  Expressed in terms of a and 6,  equation (2.3)  for 
the ra t io  v/co becomes (GOLDSTEIN, 1955)
e-e f (1
while the electron density n is given by
(2.4)
47tn e2 
2
m oo
5
180 (2.5)
where e is the elect ronic  charge, m is the e lect ronic  mass, A  ^ is the 
wave length of the probe signal in free space, and XgQ is the wavelength 
of the probe in a i r  f i l l ed  waveguide.
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SOL et_ al_. (1975) operated the ir experiment under conditions 
where the electron-electron co llis ion  frequency for energy transfer vge 
was much greater than the co llis ion  frequency fo r energy transfer 
between electrons and neutral gas molecules i.e .
where m/M is the ra tio  of electronic to atomic mass. Imposing th is  
condition insures that the electrons have a Maxwellian energy d is tr ib ­
ution even when a heating fie ld  is applied. Although i t  is not necessary 
that the electrons have a Maxwellian energy d is trib u tio n , since 
Boltzmann's equation could be solved to obtain the electron energy 
d is tribu tion  even i f  i t  were not Maxwellian, equation (2.6) is not a 
stringent condition in microwave work, and its  fu lfilm en t eliminates 
another stage of analysis and the accompanying uncertainty.
In a series of measurements performed at room temperature the 
co llis ion  frequency was determined as a function of electron temper­
ature. In order to measure the co llis ion  frequency at electron temper­
atures above 300 K the electron temperature was increased by the applicat­
ion of a microwave heating signal which was s u ffic ie n tly  powerful 
(about 1000 times the power of the probe signal) that the electron 
energy was increased in response to the heating f ie ld . The electron 
temperature during the heating was determined by means of a gated 
radiometer (DELPECH and GAUTHIER, 1971). The procedure described above 
allowed the co llis ion  frequency to be measured as a function of electron 
temperature from 300 to 5000 K ( i.e . from 40 to 600 meV).
In order to measure the co llis ion  frequency of electrons 
with a mean energy below 40 meV, the afterglow experiment was arranged 
so that the plasma cell could be maintained at cryogenic temperatures.
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However, the electron energy in the afterglow was then found to reach 
thermal equilibrium very slowly. In fac t ,  thermal equilibrium was not 
reached during the afterglow period accessible to measurement. I t  was 
strongly suspected from the work of DELPECH and GAUTHIER (1972) that 
the very slow relaxation of electron energy was due to a slowly 
varying source of electrons. Such a source could arise from collisions 
between metastables which release electrons with several eV of energy.
Most of this excess energy is transferred to the gas, but a small 
fraction remains to increase the temperature of the electron swarm.
Since the gated radiometer could not be used to determine electron 
temperatures below 300 K, and because the very slow relaxation time 
meant that thermal equilibrium could not be assumed, i t  was necessary 
to determine the electron temperature through some means other than simply 
measuring the gas temperature.
The procedure used depended on the application of microwave 
heating to the cryogenic afterglow. The electron temperature was increased 
by an amount ATg in response to the pulse of heating signal having 
power P.. Calculations by DELPECH and GAUTHIER (1972) indicate that 
these quantities are related by the formula
ATe = K P. . (2.7)
The constant K is related to the heating frequency and neutral atomic 
mass and was corrected for the distortion of the field lines within 
the waveguide due to the afterglow and i ts  container (DELPECH and 
GAUTHIER, 1972). I t  was found that the electron temperature remained 
constant during the heating pulse indicating that the contribution to 
the electron energy due to the electron source was now insignificant 
(see Figure 2.4).
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By measuring the change in electron temperature ATe by means 
of the gated radiometer SOL et_ aj_. (1975) showed that,  at room temper­
ature, equation (2.7) accurately describes the increase in electron 
temperature caused by the heating pulse. As mentioned previously 
the collision frequency and thus the electron temperature was essentially 
constant during the heating pulse. In addition i t  was found that 
following the heating pulse the electron source which was responsible 
for the very slow decay of the mean electron energy in the unperturbed 
case was substantially reduced (see Figure 2.4). So in effect the micro- 
wave heating pulse was used to kill the source of high energy electrons 
which perturbed the decay of electron temperature to the thermal value.
If at the end of the heating pulse the source of non-thermal 
electrons was negligible, then the electron temperature T (a) following 
the heating pulse would be related to the electron temperature T (b) 
just  before the end of the heating pulse by
Te(a) = Te(b) - A T e  . (2.8)
Te(b) was found by measuring the collision frequency and using the 
relation between collision frequency and electron temperature established 
at room temperature.
Two assumptions must be made in order to use equation (2.8). 
First the electron-neutral collision frequency must be independent 
of the neutral gas temperature in order to obtain Te when the gas is 
at cryogenic temperatures by measuring v and inferring Te from the 
relation between T0 and v determined at room temperature. Second, the 
increment ATg to the electron temperature must be solely due to the 
microwave heating pulse.
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The collision frequency is independent of the neutral gas 
temperature because of the large difference between the mean 
electronic speed and the mean atomic speed even when the electrons 
are in equilibrium with the gas. Thus the f i r s t  assumption pertain­
ing to equation (2.8) is well just if ied.  SOL et al_. (1975) measured 
ATe vs. P.j at various gas temperatures T^  in order to show that K 
in equation (2.8) was independent of T . No temperature dependence 
was observed for K although the relationship between ATg and 
seemed to deviate significantly from a straight line at low values of 
P . . Therefore the assumption regarding K seems reasonably well s a t i s ­
fied although there might be some reservation about the dependence of 
ATe on P.j at low heating power levels.
The collision frequency following the heating pulse was 
measured, and the electron temperature at this time was inferred from 
the collision frequency measured just  before the end of the heating 
pulse and from the heating power using equation (2.8). Thus the 
collision frequency was determined as a function of electron temper­
atures down to about 35 K.
There is one assumption in the analysis which needs further 
investigation. I t  was mentioned that the heating pulse significantly 
reduced the electron source which was thought to be responsible for 
the very slow decay of electron energy. However, as can be observed 
in Figure 2.4, the collision frequency decays after the heating pulse 
indicating that the electrons have not reached equilibrium. In fact ,  
i f  the electron energy did reach an equilibrium value following the 
heating pulse then the use of equation (2.8) would be unnecessary 
because the electron temperature could then be determined by measuring 
the gas temperature. Since, as Figure 2.4 indicates, the increment in
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the electron temperature caused by the heating pulse depends on the 
electron source, the assumption that the increment in the electron 
temperature depends only on the heating power is not perfectly 
satisfied even at the end of the heating pulse. The error caused 
by the violation of this assumption is unknown; therefore the 
determination of the electron temperature in the case of any gas 
temperature below 300 K can only be regarded as approximate.
The overall uncertainty of the determination of electron 
collision frequency in this experiment is due to the following 
factors. Systematic errors arise in the determination of the number 
density, in the determination of the attenuation and phase shift  
caused by the afterglow, and in the determination of the mean electron 
energy. The temperature of the plasma cell was measured throughout 
the experiment to insure that the discharge did not heat the gas in 
the cell ,  and the pressure within the plasma container was measured 
to 0.2%; thus N could be determined to 4% since at 77 K AT < 1 K.
The gases used were commerical grade further purified by cataphoresis. 
All parts of the experiment in contact with the gas were ultrahigh 
vacuum components baked to 400°C for 24 hours to insure negligible 
contamination of the gas due to outgassing of the vacuum system.
Errors in the mean electron energy depended on the gas temperature. 
Such errors were insignificant near 300 K but increased as the gas 
temperature was lowered due to the uncertainty in determining the 
power level of the microwave heating field applied to the electrons 
to control their  energy. The overall uncertainty in the collision 
frequency and its  energy dependence were estimated to be about 7% 
systematic and about 5% random in experiments in neon (SOL, DEVOS, 
and GAUTHIER, 1975). The uncertainty in the measurement of the atten­
uation and phase shif t  were included in the systematic error of 7%.
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In order to obtain the momentum transfer cross section from 
measurements of the electron-neutral co llis ion  frequency i t  is 
necessary to invert the equation
V = (2/K.Te)3/2 N [ Ih m )"2 I  qm(e) c e '  * e d£ (2.9)
0
where < is Boltzmann's constant, Tg is the electron temperature, N 
is the neutral gas density, and m is the electronic mass.
The problem of uniquely determining the cross section from 
measurements of a transport coeffic ien t seems to be misunderstood 
by SOL et_ al_. (1975). As described in Chapter 1 the cross section 
can be determined uniquely provided accurately measured transport 
coefficients are available over a wide range of mean energies, 
however, SOL et_ al_. (1975) fe lt  that i t  was necessary to apply modi­
fied effective range theory (MERT, described in Chapter 5), otherwise 
th e ir resulting cross section would not be unique. Accordingly they 
used MERT to predict the shape of the cross section from two parameters, 
(one of these being the scattering length). The use of MERT to predict 
the shape of the cross section avoids arbitrariness in the shape of 
the cross section, but (as shown in Chapter 1), i t  is not absolutely 
necessary. The MERT parameters were adjusted to obtain the best f i t  
to the measured co llis ion  frequency; the uncertainty in the fina l 
cross section is mostly due to uncertainty in v. The quoted MERT 
parameters can be used to calculate a cross section from which ND 
may be obtained for comparison with other work.
2.3 Direct Determinations of ND
2.3.1 Lloyd's Analysis of the Characteristics of Neon Flash Tubes 
J.L. LLOYD (1960) obtained the d iffusion coeffic ien t in neon 
as an adjustable parameter when he f it te d  the results of the experi­
ments of COXELL and WOLFENDALE (1960), who determined the effic iency
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of neon flash tubes as a function of the delay between an in it ial  
ionizing event in the tubes and a high voltage pulse applied across 
the tubes.
Figure 2.5 shows the arrangement of the flash tubes in 
Coxell and Wolfendale's experiment. This arrangement was intended to 
permit the visualization of the trajectories of high energy particles.  
When a high energy particle traverses the experiment, i t  triggers the 
Geiger counters and ionizes the neon gas in the flash tubes (at a 
pressure of 233 kPa). The time delay between the passage of the 
ionizing particle and the application of the high voltage pulse could 
be varied; the Geiger tubes provide a trigger pulse signifying the 
passage of a high energy particle through the flash tube array. The 
high voltage pulse causes avalanche breakdown in those flash tubes 
containing free electrons. Observation of the light emitted as a 
result of the high voltage pulse permits the trajectory of the primary 
high energy particles to be visualized providing there is a signif­
icant number of free electrons in each flash tube traversed by this 
particle and few free electrons are present in any flash tube not 
traversed by the particle.
The efficiency of detection was defined as the ratio ,  taken 
over a large number of events, of the number of flashes observed 
from a tube to the number of high energy particles traversing that 
tube. LLOYD (1960) analyzed measurements of efficiency n as a 
function of delay time between the in i t ia l  ionizing event at time = 0 
and the application of the high voltage pulse at time t.  A simplified 
description of LLOYD'S (1960) calculations will be presented below.
The ionizing particle is assumed to traverse the tube along 
x = a constant, z = constant, where x,y,and z form a normal co-ordinate 
system with the origin at the center of the tube and both x and y
G E I G E R
T U B E S
F L A S H  T U B E  H I G H  V O L T A G E  P U L S E
Figure
38
perpendicular to the tube axis (see Figure 2.5). The following 
symbols will be necessary:
Q:dy = the probability that a free electron will be 
produced in dy
n (t) = the number of free electrons remaining at time t 
f = the probability of one free electron init iat ing a 
flash (this is considered to be independent of 
x and y)
p(r , t )  = the probability of an electron freed at r remain­
ing in the gas after time t 
r = (x2 + y2)^ .
Only the lowest diffusion mode is significant since the delay times 
were always > the fundamental diffusion time constant (see Chapter 3). 
Using the results of Appendix 2, the probability of an electron 
remaining in the tube after time t is
p(r , t )  = Cjtr) e"A 2[)t (2.10)
where C2 is a function of r which is related to the geometry,
_ o C Q
A = — where cQ is the f i r s t  zero of the Bessel function JQ, and 
o
rQ is the radius of the tube.
The number of electrons remaining in the tube at time t 
after being released by the original particle traversing along x is
r>j = j Qj p(r , t )  dy = Q: C2(x) e ' A Dt , (2.11)
where C2 is a function of x.
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If a free electron in the tube at the time of the high voltage pulse 
has the probability f of starting a flash then the Poisson d is t r ib ­
ution gives the probability of there being no flash from n1 electrons
-n f
p(0 ,n x f ) = e . (2.12)
The probability of flashing is then given by
1 " P l f  1 -e
which is the probability of flashing for a particular x. The overall 
efficiency is the total probability for flashing for in i t ia l  ioniz­
ation at all values of x:
n
-n f
(1 -e 1 ) dx. (2.13)
LLOYD (1960) then used equation (2.13) to f i t  the results of the 
measurement by COXELL and WOLFENDALE (1960) by adjusting the term 
e"A in nx. The value found was ND = 47.6 * 1021 cm”1 sec-1 ± 7% 
which is about 50% of the results of more recent experiments.
The experiment of COXELL and WOLFENDALE (1960) was not 
intended to determine ND, and no account was made by LLOYD (1960) for 
effects such as space charge produced by the in i t ia l  ionization. As 
explained in Chapter 3 space charge lowers ND and would be a s ign if i ­
cant effect at the high pressures used by COXELL and WOLFENDALE (1960) 
(233 kPa). The purity of the neon used in the experiment was not high; 
however i t  is unlikely that Penning ionization (see Chapter 3) would 
affect ND at such high pressures because as can be seen from the 
results presented in Chapter 7 most of the metastable neon atoms 
would have been de-excited by collisions with the background gas.
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2.3.2 The Drift-Dwel1-Drift Experiment
The next experiment to be described is that of NELSON and 
DAVIS (1969). These workers modified an experiment which was originally  
designed to measure electron drift  ve loc it ies .  The operation of this 
experiment can be understood with the aid of Figure 2.6a. The drift  
tube was formed by a resistive  paper cylinder insulated from the brass 
vacuum vessel by a Teflon sleeve. An axial uniform e lectr ic  f ie ld  was 
produced by application of a voltage across the paper cylinder. The 
anode and cathode surfaces were also made of res is t ive  paper with the 
connections to the resistive  cylindrical wall made by s i lver  bands 
painted onto the inside of the paper cylinder at the positions of 
the end plates. The anode had a small central sampling hole, and a 
particle multiplier was positioned behind this hole. Differential 
pumping maintained an adequately low pressure in the particle multi­
plier while the drift  tube section could be operated up to 23 kPa. A 
normal guard ring type drift  tube (like that used by Robertson) was 
f i r s t  tr ied,  but charge-up of the insulation between the guard rings 
forced the use of the resist ive  paper cylinder.
The time sequence of the voltage across the drift  tube is 
shown in Figure 2.6b. A short ultraviolet  light pulse releases 
photoelectrons from the cathode a time t after voltage is applied 
across the drift  tube. The pulse of electrons released at t drifts  
under the influence of the e lectr ic  f ie ld  until time t x when the voltage 
across the resis t ive  paper cylinder is quickly made zero. For a time
(12 —1 1 ) the electron pulse diffuses in a f ie ld  free condition. At
time t 2 the e lectr ic  f ie ld  is quickly re-established in the drift  tube,
and the swarm drifts on to the anode under the influence of the "take
out" pulse. As the swarm arrives at the anode, the time of arrival 
spectrum of the swarm is detected by the particle multiplier and 
recorded by a t ime-of-f light analyzer.
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The experiment of NELSON and DAVIS (1969) can be analyzed 
as follows (HUXLEY and CROMPTON, 1974). For a one-dimensional group 
of electrons drif t ing and diffusing along the z axis, the number 
density is given by
n ( z , t )
(4it D^t)*5
-(z-Wt)2 
4 DLt N - z ' 2/4D. t
___ o___ e L
( 4tt Dj^t) z
(2.14)
where z is the co-ordinate along the fie ld  direction z' is the 
co-ordinate along the z direction, but with the origin at the centroid 
of the swarm, W is the electron d r i f t  velocity, Nq is the in i t ia l  
number of electrons per unit area, and is the diffusion coefficient 
in the direction of the electr ic fie ld . Equation (2.14) ignores the 
influence of the cathode and anode boundaries.
I f  the full width of the electron group is defined as the 
distance Sz between the planes at which n(6z,t ) = n (z ‘ = 0, t ) e -1 
then, from equation (2 .14) , i t  can be seen that the half width is 
a = (4D^t)^. In the experiment the electron group spends time ( t ^ t  ) 
in the "take in" pulse, so at the end of this pulse the half width 
gi = [4D^(t1- t  )]^. I f  the group had a delta function distribution 
at the beginning of the dwell time t x, then at time t 2 the half width 
would be g2 = [ 4D( t 2-12)] 2 , (where D is the isotropic thermal 
diffusion coeff icient).  However, since the group has in i t ia l  half 
width Gj at the beginning of the dwell period, i t  can be shown (NELSON 
and DAVIS, 1969) that the half width at t 2 (z2) is given by
I f  the take out time is the same as the take in time, then clearly 
g3 = [ 4D^(t1- t  )1^ for the case of a delta function distribution at 
time t ?. The actual half width i 3 is given by
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Z = ( a 2 + a 2 + a 2 )
3 1 2 3
= 2[2DL( t 1- t 0) + D(t2- t 1) ] iS . (2.16)
Experimentally the distribution is determined as a function of 
arrival time at the anode (z = d) rather than spatially at time 
t  = 2 ( t 1- t Q) + ( t 2- t 1). Ideally Z3could be determined from
2 3 = W5to/2 (2.17)
where W is the electron d r i f t  velocity at the E/N that is applied 
during the take-in and take-out pulses and 6t is the time I t  - t j  
assuming negligible diffusion during the sampling time. The time t  
is the time at which the maximum occurs in the arrival time d istr ib ­
ution, and t  is the time when the density is 1/e of its  maximum 
value.
In order to relate D to 6t , a br ief analysis is required. 
Equation (2.14) gives
N -(d-Wt)2/4D, t
n(d ,t ) = (4tt oLt )^  6 * (2.18)
In what follows the diffusion coefficients in equation (2.16) wil l  be 
written as
D • t m e 2DL( t : - t Q) + D(t2- t x) (2.19)
I f  diffusion did not modify the distr ibution, W would correspond to 
the time of maximum density at z = d ( i . e .  t  = t  ); therefore 
W = d/t  . However, a more accurate expression for W is obtained by 
solving (d , tm) = 0, from which i t  is found that
44
( 2 . 20)
An expression for  D in terms of 6t and t m can be obtained from 
equation (2.16) by noting
n(z^ » O  ' e m - l n ( d , t m) ( 2 . 21)
and thus 2(zg -d) = 6t W. Such a treatment gives
D =
Use of equations 
ship:
d2 st?
16 t r U -2 &
fito w2 
16 t (2 .2 2)
(2.16) and (2.17) leads to the following re la t ion-
2DL( t r t o ) + D(t2- t 2) . (2.23)
So when 6t^ is plot ted as a function of ( t 2~t1) ,  the slope of the curve 
is
M = i f  D • (2.24)
w
However, four sources of d i s tor t ion occur which must be accounted for 
in order to analyze the resul ts  in terms of 6t .
F i r s t ,  the i n i t i a l  l i gh t  pulse has a f i n i t e  duration which 
contributes to broadening of the arr ival  time d i s t r ibu t ion .  Second, 
elect ronic  f luctuat ions also broaden the arr ival  time d i s t r ibu t i on ;  
these may be considered together with the e ffec t  of the i n i t i a l  l igh t  
pulse. Third, the detector  has a f i n i t e  dead time so electrons are 
not sampled randomly from the arr ival  time d i s t r ibu t ion .  Fourth, 
diffusion occurs during the sampling since the arr ival  time d i s t r ibut ion  
is measured at a single point and not at  a s ingle time.
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The arrival time distribution of electrons measured under 
conditions where diffusion is absent (no gas in the system) was used to 
correct for the effects of electronic fluctuations and the f inite  
width of the in it ia l  electron distribution.
The dead time of the detector results in electrons arriving 
in the f i r s t  of the distribution having a higher probability of being 
counted. This effect narrows the observed arrival time spectrum.
The detector has a dead time which is longer tban the width of the 
arrival time distribution so a large number of events (F) are required 
to build up the distribution of arrival times. If n. electrons per 
unit area are released in each event then the average number of 
electrons reaching the detector of area a is given by
nc
F
I
i=l
(2. 25)
When only one electron can be detected per event, the number of electrons 
E"(t)At detected between time t  and t+At is given by the number of 
electrons passing through the sampling hole E(t )At multiplied by the 
probability PQ that no electron has been detected up until time t ,  i .e .
E"(t)At = P (t) E(t)At. (2 . 26)
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Statistical arguments based on the Poisson distribution show that
P0( t )  = e
c N a o
(2.27)
where N0 is the total number of electrons released per 
F
(N = I n.)  and a is the area of the sampling hole.
0 i = i  1
then given by
E"(t) = E(t)c 0 . As would
unit area 
E"(t) is
be expected
E"(t) -> E(t ) as nc -> 0 ,
i .e .  the effect of non-random sampling vanishes as n£ approaches 
zero. I t  is not a simple matter to determine nc d irect ly ,  but nc 
is related to the total number C of electrons collected in F events
by
(2.29)
Equation (2.29) assumes a Poisson distribution for the probability
-n -nr  p
that no electron is detected per event (e ); therefore 1 -e 
is the probability that an electron is detected in each event. The 
fourth correction term must be applied in order to correct the 
measured full width 5t for the fact that the arrival time distribution 
is sampled in space instead of time. Diffusion occurring during 
the sampling of the arrival time distribution results in distortion 
which introduces higher terms in D^ /Wd in equation (2.22).
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Instead of performing the experiment under conditions where
r
p % 0 so that E"(t) % E(t) and calculating independent corrections 
for the distortions mentioned above, NELSON and DAVIS (1969) used a 
correction factor method outlined by WAGNER, DAVIS and HURST (1967) 
to compensate for the effects of non-random sampling, electronic 
fluctuations, f in i te  in it ial  electron pulse width and for the effect 
of diffusion. The resulting overall correction is fit = afit , a 
being the correction factor determined numerically from the four 
sources of distortion: f inite  init ia l  pulse width, electronic
fluctuations, non-random sampling of the arriving electrons, and the 
diffusion of the distribution during the time of sampling (HUXLEY 
and CROMPTON, 1974). In fact a was calculated to also correct for 
the term 2D^ /Wd in equation (2.22).
Thus the measured full width fit is corrected by the approach 
described above to obtain the ideal full width fit which is related 
to D by equation (2.23).
The scatter in the results of this experiment appear to be 
about + 5% except in neon where scatter is + 30%. The determination
o
of the slope of curves of fit vs. ( t ?- t 1) had a standard deviation of 
«2%. However, the differences between the slopes for each gas 
exceed the standard deviation for those slopes. The outgassing of the 
non-metallic components in the experiment is not a likely source of 
error because of the appreciable quantity of gas flow through the 
system (^ 200 cm3/min.). No dependence of the peak of the arrival 
distribution on dwell time (t 2- t 2) was observed. Such a dependence 
would have indicated a non-zero potential across the d r if t  tube during 
the dwell period. According to NELSON and DAVIS (1969) the error 
introduced by the data analysis was < 0.3%. Although the temperature
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was not tightly controlled, the largest shif t observed was 0.6%, and 
NELSON and DAVIS (1969) state errors from this change would be much 
less than 2%. One assumption which might be important is the neglect 
of boundary effects on the electron swarm (implicit in equation 2.14). 
NELSON and DAVIS (1969) state that the most accurate results were 
always taken at the highest pressures and suggested that boundary 
effects may therefore have been significant. Boundary effects are 
caused by diffusion to the surfaces and thus increase with decreasing 
pressure.
2.3.3 The Use of Electron Density Sampling to Determine ND
The last experiment for measuring ND to be described was 
originally intended as a particle detector. The experiment described 
in this thesis is in fact a refinement of the technique originally 
developed by Cavalieri and co-workers at CISE in Milan. A complete 
description of the experiments of Cavalieri will not be given here 
since Chapter 3 contains a detailed description of this type of 
experiment.
Figure 2.7 shows a diagram of an early "light chamber". 
Particles from an alpha source ionized the gas within the chamber 
(98% Ne, 2% Ar). A photomultiplier detected the scinti l lat ion caused 
by the in i t ia l  ionizing a-particle and triggered a high voltage 
pulse applied across transparent metal film electrodes formed on 
the plane end plates of the chamber. A camera photographed the light 
emitted along the trajectory of the a-particle as a result of 
avalanche ionization induced by the high voltage pulse. CAVALLERI, 
GATTI, and REDAELLI (1962) found that the widths of the tracks in the 
photographs were almost entirely due to diffusion of the free electrons 
along the ionization channel in the time between the formation of the 
channel and the application by the high voltage pulse.
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Apparently because of the appreciable track width, the 
light chamber was abandoned as a particle detector but was described 
by CAVALLERI, GATTI and PRINCI PI (1964) as suited for measuring the 
diffusion coefficient of thermal electrons in noble or attaching 
gases, although these authors reported no results.
The apparatus described by CAVALLERI et_ aj_. (1964) had an 
a-source for ionization. As a consequence triggering of the experiment 
relied on optical detection of the original sc inti l la t ion.  An adjust­
able delay was inserted between the detection of sc inti l la t ion and the 
triggering of the high voltage pulse across the diffusion cell.  A 
damped radio-frequency pulse was used as the high voltage ionizing 
pulse because an oscillatory waveform had been found by CAVALLERI, 
et a]_. (1962) to give more reproducible results. The use of a
high frequency "warming" field was suggested to permit the measurement 
of the diffusion coefficient at values of E/N other than zero.
The chamber described by CAVALLERI, GATTI and PRINCIPI (1964) 
was made entirely of glass with external semi-transparent metal 
film electrodes. No means of removing positive ions from the chamber 
was mentioned although reference to a clearing voltage was made by 
CAVALLERI, GATTI and REDAELLI (1962). Residual gases were credited by 
these last authors with clearing the cell of ions; however, no process 
for such clearing was described.
The f i r s t  actual use of the density sampling technique to 
measure diffusion coefficients seems to be that of CAVALLERI, GATTI 
and INTERLENGHI (1965). Several new techniques in the operation of 
the cell were reported by these authors. A DC clearing voltage was 
applied across the chamber after each density sampling pulse in order 
to remove positive ions and electrons from the volume. Internal metal
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film electrodes were used to prevent surface potential changes which 
would occur in a glass cell under the influence of ion bombardment due 
to a clearing voltage. Initial ionization was produced by an X-ray 
tube rather than an a-source in order to provide control of the ion­
ization intensity and timing. The influence of ambipolar diffusion 
was mentioned as an effect which could be avoided by the use of X-rays. 
The clearing voltages used by CAVALLERI, GATTI , and INTERLENGHI (1965) 
had alternate polarity in order to avoid build up of work function 
differences in the end plates caused by a unipolar clearing field. 
Outgassing of the diffusion cell at elevated temperatures was not 
possible because of the sealing technique, so a getter was provided 
in a side arm for absorbing impurities. The error in the measure­
ment of D in neon is quoted as + 4% although no mention is made of the 
causes of the uncertainty.
CAVALLERI's (1969) application of the density sampling 
technique to helium will conclude this description of the development 
of what will be called the Cavalieri Diffusion Experiment (CDE). The 
experiment performed in helium included the use of a heating f ield;  
in fact Cavalieri reported measurements of D as a function of E/N. The 
only other change in this case was the use of solid metal electrodes 
within the cell and a continuous high resistance metal film covering 
the inside surface of the diffusion cell (see Figure 2.8). The 
metal film was intended to shield the in terior of the volume electro­
statically  at the same time providing a uniform work function on all 
internal surfaces in an attempt to avoid d r if t  fields caused by contact 
potential differences between surfaces (see Chapter 3). The error 
in CAVALLERI's (1969) helium experiment was reported as + J$% being due 
to 0.3% uncertainty in pressure determination and 0.1% in cell geometry 
error. No mention is made of timing or l inearity errors in the 
electronics nor any X-ray induced space charge (see Chapter 3). I t  is
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interesting to note that in addition to the diffusion coefficient of 
electrons in helium, CAVALLERI (1969) also determined the ionization 
coefficient,  thermalization time, and helium rnetastable lifetimes 
(see Chapter 3).
CHAPTER 3
54
DESCRIPTION OF THE EXPERIMENT 
3.1 Out l ine  of  the  Experiment
The Cava l i e r i  d i f f u s i o n  exper iment  (CDE) i s  used to measure 
the  presence of  e l e c t r o n s  in a gas f i l l e d  ce l l  by means of  d e t ec t i o n  
of  the  l i g h t  accompanying avalanche i o n i z a t i o n .  This l i g h t  i s  propor ­
t i on a l  to the number of f r ee  e l ec t ro n s  in the  ce l l  a t  the t ime of  the  
sampling.  The i n i t i a l  e l e c t r o n s  are r e l eased  by an X-ray pulse  
which i s  v a r i a b l e  in energy and dur a t i on .  These i n i t i a l  e l e c t r o n s  
have very high energ ies  and produce secondary e l e c t r o n s  in c o l l i s i o n s  
wi th the  background gas.  Normally the  CDE i s  used to determine the 
r a t e  of  decay of  e l e c t r o n  numbers in the  ce l l  due to d i f f u s i o n ,  and 
hence the d i f f u s io n  c o e f f i c i e n t .  In o rde r  to measure t he  d i f f u s i o n  of  
e l e c t r o n s  which are in thermal equ i l i b r ium wi th the  gas and any 
appl i ed  e l e c t r i c  f i e l d  high energy e l e c t r o n s  from X-ray and secondary 
i o n i z a t i on  must be al lowed to " the rma l i ze" .  The t ime requ i r ed  fo r  
the e l e c t r o n s  to reach thermal equ i l i b r i um depends on the  gas and gas 
number dens i t y  (see Sec t ion 3 . 2 ) .  Approximate values  of  the  thermal -  
i z a t i o n  t ime can be c a l c u l a t e d  as shown in Appendix 3.
Figure 3.1 shows the  d i f f u s i o n  cel l  used in the  p resen t  
exper iments .  This c e l l  was cons t r uc t ed  from Corning g l a ss  7740 and 
has metal e l e c t r o de s  ex t e rna l  to i t s  volume in c o n t r a s t  to  ve r s ions  o f  
t he  ce l l  used by C a v a l i e r i .  I t  was found by GIBSON e t  aj_. (1973) 
t h a t  when metal e l e c t r o d e s  were in t roduced  i n t o  the  ce l l  volume r e l i a b l e  
measurements of  the  d i f f u s i o n  c o e f f i c i e n t  could not  be obta ined  due 
to the e f f e c t  of  c on t ac t  p o t e n t i a l s  a s s oc i a t ed  wi th the  metal  s u r f a ce s .  
Experiments using e l e c t r o n  swarms in noble gases are p a r t i c u l a r l y  
s e n s i t i v e  to e l e c t r i c  f i e l d s  because the  lack of  i n e l a s t i c  processes  
al lows the  e l ec t r on s  to quickly  r i s e  above thermal energy when an
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electric  field is applied ( GIBSON et_ a]_. ,1973). For this reason 
GIBSON et aj_. (1973) employed an all glass cell which was highly 
insulating and relied on the principle of self  compensation to 
maintain the cell in a field free condition (see Section 3.3). The 
self  compensating nature of the glass cell makes possible reliable 
measurements of diffusion coefficients of thermal electrons; however, 
i t  severly restr ic ts  the maximum repetition rates because no DC 
voltage can be applied across the cell to remove positive ions (see 
Section 3.3).
The determination of the diffusion coefficient is made by 
taking the ratio of the number of electrons present in the cell at two 
different times after their  release and assuming an exponential decay 
of electron concentration.
In general the equation for the electron number density n is
- 3_ n + ( 
at vr uat)n + DT
+ a + a_ n - w a n (3.1)
ax ay 3z
(HUXLEY and CROMPTON, 1974) where the symbols are:
v^  = the ionization frequency 
vat= attaclimen't frequency 
D-j. = the transverse diffusion coefficient 
= the longitudinal diffusion coefficient 
W = the d r if t  velocity due to an electric field along the z axis.
The solution of equation (3.1) is (see Appendix 2)
M  (v . -v=. )t ($> + + (?)]t
n = e X V A e L num=£=l
X J [—— ) sin 7rm z 
0 a' IT
(3.2)
where the symbols are defined as follows
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Al = W/2Dl
h is the height of the diffusion cell 
a is the radius of the diffusion cell
c  ^ is the £ zero of JQ
p' is  (Dl/Dt)js . (x2 + y2)®5 
a 1 is (D./D-j.)®* a 
% and m are mode numbers.
The experiments reported here were performed with zero e lectr ic  f i e ld ,  so 
W = 0, = Dy e D, and i f  v . = v. = 0 then
-D
l  A e L L ms,
'(!W)2 + (^ }21
m=a=l
x J (V) sin m«  
o v a ‘ h (3.3)
The time constant for electron decay is:
'ms, ( \ - t  +  ( - f )
C£ -21 ' I (3.4)
The lowest mode m=s, =1 has a time constant
Lii
C ) 2  + {2 J 0 5 }21 -1 E D A -2
-1
(3.5)
Equation (3.3) can be integrated to give the total electron number 
within the cell
n(p,z) 2iipdpdz e n = I  I  A e
m= 1 s,= 1 
(odd)
- t /x ms,
mu 2jl3i j (c )c. er r
(3.6)
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From equation (3.6) i t  can be seen that the time constants for the higher 
modes are
t , T , etc. since the integral over z has forced m to be odd. 
t31 is given by
T 31
(!)V +  (
2.405' 2 
a ' (3.7)
For the dimensions of the diffusion cell used in the present work
' t / T 3i
t % 1/7 T . . ;  thus after a time of the order of x , , the term e is
3 1 1 1  11
- t / T
«0.2% of e so can be neglected. All higher mode time constants
are seen to be shorter than t 3 1 . The time constant for decay x is 
measured by finding n{t1) and n( t2) then using equation (3.3) for the 
lowest mode to obtain:
( t 2- t i )
T = Tn  ^TFTX '
Therefore by knowing the cell constant A2 and measuring n(t x) and n ( t2) 
the electron diffusion coefficient D can be determined.
The timing sequence of the experiment is shown in Figure 3.2. At 
time zero the X-ray pulse occurs up until time X. Density sampling takes 
place at time S after which there is an appreciable density of positive 
ions in the cell which must be allowed to diffuse to the walls as 
explained in Section 3.3. The next X-ray pulse starts  a time R after the 
f i r s t  and again has duration X. However, the next sampling pulse occurs 
at time S + At. Again the time R elapses between the X-ray pulses then 
the cycle is repeated. Typical times are X = 15 ys, S = 20 to 200 ys ,
At = 20 to 200 ys, R = ^ to 20 sec.
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3.2 Description of the Experimental Technique
Figure 3.3 i l lustrates  the mechanical arrangement of the experi­
ment. The diffusion cell is enclosed in a l ight-t ight metal box and 
s i ts  between the plates (E) of a parallel plate capacitor. A photo­
multiplier tube (pmt) views the side of the cell . An X-ray tube is 
mounted above the cell so that X-rays enter the cell through the very 
thin X-ray window. A triode tube must be used in order to produce 
very short (~ ys) X-ray pulses which ionize the gas in the cell . The 
tube operating conditions were typically 15 to 20 kV anode voltage 
and pulse width 5 to 15 ys.
Sampling of the electron number occurs by means of avalanche 
multiplication produced by the application of a high voltage damped 
radio-frequency (rf) pulse across the cell electrodes E. A damped 
rf  high voltage pulse is used, as explained by GIBSON et_ al_. (1973)
'so that the electrons present in the cell at the time of sampling are 
not swept to the walls but oscil late about their mean positions under 
the influence of the sampling pulse field. The circuit  responsible 
for the sampling pulse is shown in Figure 3.4. DC voltage is applied 
to the anode of the 5C22 hydrogen thyratron. At the time of sampling, 
the trigger circuit causes the thyratron to conduct thereby generating 
a voltage step in the anode circuit.  The LC circuit  connected to the 
anode by the coupling capacitor is caused to ring by the voltage step.
As indicated, the cell forms the capacitive part of the LC circuit ;  
thus the voltage appearing across the cell is a damped r f  pulse. The 
damping is controlled by the wire size used in the inductor L thereby 
controlling the Q of the ringing circuit.  Typical circuit  characteristics 
were 15 to 20 MHz ringing frequency and ~ lys decay time.
X - R A Y  TUBE
PHOTOMULTIPLIER
TUBE
DIFFUSION
CELL
Figure 3.3
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The detection system shown in block diagram in Figure 3.5 
was comprised of an 11 stage pmt followed by a preamp, pulse shaping 
linear amplifier, sample and hold c ircuit ,  and analog to digital 
converter (adc). The pmt used was a Philips XP-1002 having a 50 mm 
diameter S20 tr ia l  kali photocathode which has reasonable efficiency 
to radiation over the range 300 to 600 nm. The light emitted as a 
result  of the sampling pulse has a duration which is much shorter than 
the time constant of the anode circuit  of the pmt; therefore the 
voltage output from the pmt is proportional to the total light emitted 
by the gas in the diffusion cell . The preamp is a voltage follower 
used to match the 100 kft impedance of the anode resis tor of the pmt to 
50ft coaxial line. The pulses from the pmt are amplified about f i f ty  
times and shaped by the main amplifier. Pulse shaping is necessary in 
order that the sample and hold circuit  can track and hold the peak of 
the waveform appearing at i ts  input. When the sample and hold detects 
the peak of the waveform from the main amplifier, the output holds the 
peak voltage. The adc then converts the voltage from the sample and hold 
into a 12 bit binary number which is fed to the PDP8e digital computer 
controlling the experiment (see Section 3.4).
3.3 Diagnostics
I t  is necessary to examine the behavior of the results of the 
CDE as various parameters are changed in order to make sure that the 
results are not influenced by spurious effects. In this section diag­
nostic tests performed in argon and neon will be described as examples 
of diagnostic tests run in experiments on each gas. The effects to be 
checked for are:
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1. Space charge resulting from the in it ia l  ionization 
(primary space charge)
2. Space charge resulting from the positive ions remaining 
from the avalanche multiplication caused by the sampling 
pulse (secondary space charge)
3. Electric fields which penetrate the cell volume (drif t  
fields)
4. Penning ionization of impurities
5. Reflection of electrons from the walls of the cell
6. Lack of thermalization of the in i t ia l  high energy electrons 
produced by the X-ray ionization.
1. The number of positive ions formed by the X-ray ionization
and subsequent high energy electrons can influence the free diffusion 
of electrons if  their  number is sufficiently high to cause a space 
charge field. The effect of primary space charge is greater at high 
pressures and long X-ray durations because of the greater number of 
positive ions formed. To examine this effect,  the X-ray duration is 
changed while all other parameters are kept constant except that the 
sampling pulse is adjusted so that the signal amplitude is the same 
for all X-ray durations. This insures that the same amount of charge 
is applied to the cell walls in each case. The resulting curve of 
diffusion time constant versus X-ray duration is then examined.
Figure 3.6 shows the results of measurements of t versus 
X-ray intensity. This figure indicates there was a sl ight dependence 
of t on X-ray duration in the neon experiments. In this case the 
dependence was linear over a 10:1 change in in i t ia l  ionization. The 
asymptotic value of x was obtained by extrapolation to zero X-ray 
duration with the change from the lowest reliable measured point less 
than 1%. An interesting dependence is presented in Figure 3.7 which 
shows the data from measurements in a mixture of 2% hydrogen in argon
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at various pressures. The slope of the X-ray dependence is roughly 
proportional to pressure» while the asymptotic value of ND is seen to 
increase with pressure. This increase is due to the suppression of 
diffusion cooling to be described in Chapter 6. I t  was standard 
practice to obtain results at an intermediate value of X-ray duration 
then extrapolate to zero intensity since the s ta t is t ic s  associated 
with the lowest X-ray intensities precluded their  use for final values.
2. The sampling pulse produces positive ions which, by creating
a space charge f ield ,  can influence the diffusion of electrons. In the 
early work of Cavalieri, a DC clearing voltage was applied following 
the sampling pulse in order to remove positive ions from the cell .
When such a clearing voltage can be applied i t  is possible to have high 
repetition rates (~ 50 Hz) however as has been mentioned, clearing 
voltages cannot be used with an all glass cell.  The application of 
clearing voltage to a glass cell would adversely affect the compensat­
ion principle by which the cell is maintained in a field free condition 
(see 3.3.3). Without clearing voltage diffusion of positive ions to 
the walls must be relied upon to remove ions from the cell . The repet i t ­
ion rate is therefore limited to ~ seconds because of the slow diffusion 
of positive ions at the pressure used in the present experiments 
(2-13 kPa).
Since i t  is not possible to apply a clearing field for each gas, 
tests  must be run to establish that the results are not affected by 
secondary space charge. Measurements are therefore performed to 
determine the diffusion time constant t as a function of repetition 
time R of the experiment. Figure 3.8 shows a typical set of data for 
t vs R. At short repetition times, the density of ions remaining in the 
cell from one sampling pulse is sufficient to retard the diffusion of 
electrons released by the next X-ray pulse. This can be seen as a sharp 
increase in x as short R values. At long repetition times, x decreases
O . X
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clue to a lack of charge compensation which will be described shortly.
The range of R values over which diffusion is not influenced by 
secondary space charge can be scaled to other pressures.
3. The use of an all glass diffusion cell permits the measurement
of diffusion coefficients at thermal energies since such a cell does 
not suffer from the problems of contact potentials as does a metallized 
cell ( GIBSON et a l . , 1973). As described by GIBSON et al_. (1973) 
the volume of a glass cell is maintained in a field free condition by 
the principle of charge compensation. Fields may occur inside the 
cell due to strain in the glass, non-uniform surface potential or 
external sources. Such fields will influence the diffusion of charged 
particles within the cell in a manner which tends to cancel the electric 
f ield,  since the electrons and ions will be attracted differential ly 
'to regions of non-zero field and will remain on the inside surface of 
the cell for a significant time. Thus charges deposited on the inside 
surface of the glass will cancel the electr ic field within the cell 
providing sufficient charge is produced by the sampling pulse ionization. 
The resistance of the glass walls is sufficiently high that charges 
remain on the walls for an appreciable time before leaking away; however, 
the f ini te resis t ivi ty of the glass means that the compensating layer 
will leak away eventually i f  no additional charge is supplied from the 
ionization of gas in the cell .  Therefore there exists a maximum 
repetition time for the experiment beyond which dr i f t  fields will 
become significant and reduce the diffusion time constant. This can 
be seen in Figure 3.8 for repetition time R > 8 sec. As indicated in 
this figure there is only a very narrow plateau between the onset of 
secondary space charge and the influence of dr i f t  fields.  Such a
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condition sets the maximum pressure which can be used in this case 
since the onset of dr i f t  fields is independent of gas and gas pressure.
4. If the atoms of the background gas have metastable levels,
atoms will be excited to these levels by the ini t ial  high energy 
electrons. Metastable atoms will be de-excited in collisions with the 
cell walls and in collisions with ground state atoms. If there is a 
gaseous impurity present in the cell having an ionization energy less 
than the energy of the metastable levels of the background gas, then 
such impurity atoms will be ionized in collisions with metastable atoms. 
This process is called the Penning effect and provides a source of 
electrons at times long after the X-ray pulse has ceased. If the 
impurity density is significant,  the experiment can be used to measure 
the decay time constant of the metastable atoms rather than electron 
diffusion. I t  will be shown in Chapter 7 that when Penning ionization 
'occurs, the electron number is given by
- t / x D -t/x
n(t) = n e D + Be 
0
where
tq = diffusion time constant, nQ = ini t ial  number of free electrons,
B = coefficient related to Penning ionization rate and ini t ial  number of
metastables, and r = metastable lifetime.m
In the experiments in "pure" gases the metastable lifetimes are 
longer than the diffusion time constants even at the highest pressure 
used, so one can test  for the presence of impurities by measuring the 
effective time constant as a function of sampling time. At short sampl­
ing times the effective time constant will be predominantly that of 
electron diffusion. At long sampling times the ini t ial  electron numbers 
will have decayed because of diffusion since < xm, and the effective
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time constant will be that of the metastable state.  An example of this 
can be seen in Figure 3.9 i l lustrating such tests in neon. The most 
reliable measurement of electron diffusion was made at the maximum 
pressure because there the electron diffusion time constant is 
sufficiently long that electron diffusion is the dominate process over 
a reasonable portion of the range of sampling times.
The analysis of the dependence of the measured time constant 
on pressure, sampling time, and impurity concentration is complex 
because of the multiple loss processes responsible for the decay of 
metastable atoms. Appendix 4 gives a simple theory of the behavior of 
the measured diffusion coefficient when a single metastable level is 
important. Experiments are described in Chapter 7 where the Penning 
effect provides a detection mechanism for the metastable atom number 
density thereby permitting the determination of the lifetimes of meta­
stable atoms. That chapter also contains a more complete analysis of the 
lifetime of metastables in the CDE.
5. It  is assumed that electrons reaching the cell walls are absorbed
and not reflected into the gas. The validity of this assumption can be 
checked by investigating the pressure dependence of the results since 
significant electron reflection would al ter  the extrapolation length 
(see Appendix 5). GIBSON et al_. (1973) observed no pressure dependence 
over a 6:1 pressure range in helium. The diffusion cell used by 
GIBSON et_ al_. (1973) has been used in the present work, but because of 
the larger mass of the heavy monatomic gases, which increased the thermal- 
ization time of the electrons and the diffusion time of the positive ions, 
the available pressure range is restricted. Therefore the assumption of 
zero electron reflection at the walls could not be tested; however, the 
more extensive tests of GIBSON et_ al_. (1973) show that this assumption 
is reasonable.
NEON
13 . 3 8 1  kPa
1 0 . 0 3 6  k P a
6 . 6 9 0  kPa
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Figure 3.9
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6. Unlike the majority of swarm experiments, the CDE does not
rely on the measurement of current to detect the presence of electrons, 
hence no DC electric field need by applied. As a result , the CDE can 
be used to measure the diffusion of electrons in thermal equilibrium 
with the gas.
Since the init ia l  X-ray produced electrons and their  progeny 
have very high energies many collisions are required before these 
electrons are in thermal equilibrium with the gas. When the electrons 
are in equilibrium without the influence of an electric f ie ld ,  the energy 
distribution of the electrons is Maxwellian (HUXLEY and CROMPTON, 1974).
The time required for thermalization depends on the gas because the 
energy loss per collision depends on the cross section for momentum 
transfer, the ratio of electron mass to atomic mass, and the cross sections 
and energy losses for inelastic collisions. Appendix 3 describes a 
calculation suggested by D.K. Gibson to predict approximate thermaliz- 
ation times from data for the d r if t  velocity W and the ratio of diffus­
ion coefficient to mobility D/y vs the ratio of electric field to number 
density E/N. Results for specific gases are given in that appendix.
Figure 3.10 shows the energy of electrons in helium and hydrogen as a 
function of time and gas number density.
The requirement of thermal equilibrium for the electrons sets 
a minimum pressure for the CDE because the thermalization time is inverse­
ly proportional to pressure while the diffusion time is directly proport­
ional to i t .  Therefore as the pressure is reduced, a point is reached at 
which the thermalization time equals the diffusion time constant. At 
this pressure and below, electrons do not reach thermal equilibrium 
before loss by diffusion has reduced their  numbers to an unmeasurable 
level. Non-thermalization is indicated by a reduction in the measured 
time constant at short sampling times.
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Figure 3.11 shows measurements of x vs S in argon which 
clearly indicate non-thermalization of the electrons for S less than 
40ys.
3.4 Description of the Apparatus and Factors Affecting Accuracy
As described by HIBSON et_ al_. (1973) the diffusion cell is 
constructed using a special technique for sealing on the end plates 
in order to preserve the internal dimensions and geometry of the cell. 
This technique consists of grinding rebates on the end plates and fusing 
only the outside edge of these plates to the cylindrical wall of the 
cell . In this way the inside edges of the cell volume are not dis­
torted by glass blowing. The dimensions of the cell were measured 
before sealing and checked afterwards. These dimensions are height h = 
29.92 + 0.005 mm and radius r = 37.72 + 0.07 mm. I t  can be seen from 
equation (3.5)that any uncertainty in A2 directly appears in the 
'uncertainty in the determination of D. The uncertainties in r and h 
results in + 0.3% uncertainty in A2. The effective value of A2 
depends very slightly on the gas and gas pressure because of boundary 
effects (see Appendix 5).
Figure 3.1 shows the diffusion cell including a titanium 
getter trap which is situated between the cell and i ts  UHV (ultra high 
vacuum) value. Section 3.3.4 described the effect on the CDE of Penning 
ionizable impurities. Because of the nature of the X-ray ionization 
i t  is not possible to avoid excitation of metastable states in the 
background gas, and therefore, i f  the effect of Penning ionization is to 
be made negligible, i t  is necessary for the level of ionizable 
impurity to be kept extremely small. (Chapter 5 indicates ~ 5 ppm of 
argon could have influenced measurements in neon). Such impurities 
are most troublesome in He and Ne because of the high energies of the 
metastable states in these gases. In order to maintain the noble gases
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free o f molecul ar im p u r ity , GIBSON et al_. (1973) found i t  necessary 
to have an active titan ium  surface constantly in contact w ith the gas 
sample. A t itan ium  filament in the re -en tran t ge tte r  trap is 
evaporated onto the walls o f the trap to provide a large surface area 
o f clean t itan ium  which is  known to ge tte r molecular gases 
(ROSEBURY, 1965).
The e n t ire  vacuum system is shown diagram atica lly  in Figure 
3.12. UHV components were used in the cruc ia l parts o f the vacuum system 
in order to insure tha t gas p u r i ty  was not affected by outgassing from 
elastomers. The ce ll  and ge tte r trap were baked to 200°C p r io r  to 
the s ta r t  of measurements in each gas. Pumping was provided by an 
8 l i t e r / s e c  Vac Ion pump. Gases used were a l l  Matheson Research Grade 
obtained in s ta in less steel cylinders except hydrogen and deuterium.
A silver-pa lad ium  tube was used to p u r i fy  hydrogen and deuterium before 
•they were admitted to the vacuum system. S ilver-paladium is  known to 
be porous to only hydrogen and deuterium thereby providing a pure source 
o f these gases (CROMPTON and ELFORD, 1962).
Since the uncerta in ty  in the determination of number density 
d i r e c t ly  a ffec ts  the accuracy o f NDS i t  is  necessary to measure the gas 
pressure and temperature to high prec is ion. Pressure measurements were 
performed to + 0.1% using a Texas Instruments quartz sp ira l manometer 
having a range up to 70 kPa. Temperature was measured to w ith in  + 0.5°C 
at the time o f gas admission using a copper constantan thermocouple having 
one junction  in a room temperature water bath and the other attached to 
one of the metal electrodes which was in contact w ith  the d if fu s io n  
c e l l .
Because the number o f electrons released by the X-ray pulse 
was small (~ 103) several thousand samples were required to obtain 
adequate s ta t is t ic s .  Such long runs lasted up to 24 hours; therefore 
control o f the experiment was performed by a PDP8e computer and associated
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interfacing. Appendix 6 describes the interface and operating 
system software.
The filament and high voltage power supplies for both the 
X-ray tube and thyratron tube were well regulated as was the pmt power 
supply. The detection electronics was designed and built by the 
Electronics Section of the Research School of Physical Sciences. The 
linearity of the detection electronics affects the accuracy of the 
diffusion coefficient so i t  was necessary to measure the l inearity of 
this system over the normal range of operating voltages. Calibration 
of detection linearity was performed using a Berkeley Nucleonics 
Corp. PB-4 precision pulse generator. The resolution of the calibrat­
ion procedure was + 0.05% when measuring the differential linearity 
( i .e .  the accuracy of the ratio of a known pair of input voltages).
An overall linearity figure cannot be given for the detection system 
because modifications to improve the linearity were carried out during 
the course of the experiments. Therefore a l inearity figure will be 
given for each set of measurements.
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CHAPTER 4
THE COMPARISON OF THE CROSS SECTIONS OF H£ AND D2 AT THERMAL ENERGIES 
4.1  In t ro d u c t io n
A s e t  of measurements was performed in H2 and D2 in o rd e r  to 
compare the momentum t r a n s f e r  cross  s e c t io n s  a t  thermal e n e r g ie s .  A 
r e c e n t  theory  by CHANG (1974) (desc r ibed  in Section 4 .2)  in d ic a te d  
t h a t  th e re  might be a small d i f f e r e n c e  in the  cross  s e c t io n s  in these  
gases a t  thermal e n e r g ie s .  The c ross  s ec t io n s  in H2 and D2 have been 
determined p rev ious ly  by CROMPTON e t  a l . (1969) and by GIBSON (1970) 
using W and D/p measurements; however, as w i l l  be desc r ibed  below, the 
cross  s e c t io n s  so determined were not s u f f i c i e n t l y  accu ra te  to provide 
a s e n s i t i v e  t e s t  of  CHANG's (1974) p r e d i c t i o n .
The CDE can be used to provide  da ta  which enables  the  two 
momentum t r a n s f e r  cross  s ec t io n s  to  be compared with h ighe r  accuracy 
than is  p o s s ib le  using d r i f t  v e lo c i ty  or  D/p exper iments because in 
the  CDE the e l e c t r o n  energy d i s t r i b u t i o n  is  known. Although qm i s  
the  only cross  s ec t io n  appearing e x p l i c i t l y  in the  equa t ions  fo r  W 
and D/p (see Chapter 1 ) ,  in exper iments where an e l e c t r i c  f i e l d  i s  
app l ied  the e l e c t r o n  energy d i s t r i b u t i o n  func t ion  appearing in these  
express ions  is  dependent on the  i n e l a s t i c  c ross  s e c t i o n s ,  and 
th e re  i s  t h e r e f o r e  some reduc t ion  in the accuracy to  which qm can be 
determined. I t  i s  t h i s  u n c e r t a in ty  in the energy d i s t r i b u t i o n  func t ion  
which l im i t s  the  accuracy o f  the  comparison of qm in H? and D? in 
experiments where a DC e l e c t r i c  f i e l d  i s  app l ied  to  the  e l e c t r o n  swarm.
Using the  CDE the comparison of the  cross  s e c t io n s  is  more 
d i r e c t  because the e l e c t r o n  energy d i s t r i b u t i o n  func t ion  i s  known and 
the u n c e r t a in ty  in the  ce l l  geometry and p re s su re  gauge c a l i b r a t i o n  
do not a f f e c t  the r e s u l t .
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t  ,,rRT to trea t electron Scatt e j ^ ^ I « 2 ^ 1 -  
4.2 Extens20Jl_ol^ ------- -------------~
, , mfrt as described in Chapter 5CHANG ( 1 9 7 4 )  h a s extended MERT as de
atterinq by homonuclear molecules. In order 
tn include electron scattering Dy
1 u +ontia l  seen by an incomingatterina bv molecules the potential seen y
Uea . ' f e d  from the atomic case to include a term arising from
electron is modi ^  ^  of the potential V(r)
the permanent quadrupole moment Q.
is then
(4.1)
V(r) -a r
- 4 - a 2r ' 4P2 (COS e) -Qr- 3 P2( « s 0)
where „ , s th .  . » « » p i c  a » * » « '*
„ u  the ,n.sot.op.c c » P » . n .
; » .  « * .  -  —  - •  *-a * rsa,ui 
vector of the incoming electron.
Chang Halted his t r e . t - n t  to homonuclear diatomic molecules 
• ^  . s state since only then is there no long range dipole r
"  -n V (r) The short range part of the potential .including the
term in V(r). long range
, , -6\ term is neglected since omy
induced quadrupole (~ le,r trons
. +hp chattering of low energy electrons, 
terms contribute to cross section
, ruiNr’s (1974) analysis gives tn The results of CHANG s
for a molecule in the 0 rotational state as
4n \  + 9 i  J ’ (0.209) +
4ira
ira,
25A"
0* k + (4.2)
'"J
,h„e O'. k
, „ c « in ,  e l e c t™ ,  and « u  the « a t t e n d ,  length.
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I t  can be seen that fo r  J = 0 that J' = 0; thus
q =  4 t t  A2 
mo
which agrees with the re su l t  in atom-electron scatter ing (see Chapter 5). 
The O' term varies from 0.4 fo r  J = 1 to 0.25 fo r  J = °° thereby introduc­
ing a s l i g h t  dependence on J in to  qm .
J
For normal hydrogen or normal deuterium the cross section 
contains contr ibutions from a number of  ro ta t ional  states which are 
populated at room temperature. The e f fec t ive  cross section can be w r i t ten
1 + 47iak + e ( k 2 ) (4.3)
4ttA2 f l  + Q i 0.209 x Y  + 4 7 T C X
Tra
k +
2 . —
k f  +
25A'
(4.4)
where f  is  a term which depends on the re la t ive  populations of the 
ind iv idual  ro ta t iona l  states and the term J ' .  The re la t iv e  population 
is  (HUXLEY and CROMPTON, 1974)
PJ
-E-i/ kT , 
I j (2J+ l )  e J /
-e , / kT
I I ,(2J+1) e 
0 J
(4.5)
where
A. L.
is the energy of  the JLr ro ta t iona l  state 
k is  Boltzmann's constant
I j  = ( 2 t+ l ) ( t+ a ) ,  t  being the nuclear spin and a = 0 fo r  
J even, a = 1 fo r  J odd.
Equation (4.4) predicts tha t  qm (k) w i l l  be somewhat dependent 
on the ro ta t iona l  states o f  the molecules depending on the value of f .
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However, in H and D the differences between the terms inside the
2 2
brackets in equation (4.4) are expected to be small (based on measure­
ments of a and Q). Therefore the ratio of the cross sections of H2 
and D2 will be mostly dependent on the relative size of the scattering 
lengths.
GIBSON (1970) had found that in order to obtain the best 
agreement between the calculated and measured transport coefficients in 
D2 the momentum transfer cross section in D2 had to be about 3% per 
eV less than that in H2 at low energies. Such behavior would imply 
that the scattering lengths were equal in the two gases but that the 
polarizabil it ies were different. This conclusion can be seen by noting 
that different energy dependence in the cross sections can only be 
caused by the last two terms in equation (4.4).
Nevertheless CHANG (1974) speculated from GIBSON' s (1970) 
results that q in might be 3% below qm in H2 at low energies which 
would imply that A for D2 was about 1.5% below that for H£. Thus by 
comparing ND at thermal energies in the two gases, one can gain an 
accurate measure of the difference between A(H2) and A(D ) since at 
thermal energies the cross sections are mostly determined by the scatter­
ing lengths because the isotropic components of the polarizability differ 
by only about 1% (CHANG, 1974).
4.3 Experimental Details
The application of the CDE to the measurement of ND for 
electrons in a molecular gas is somewhat simpler than in a noble gas 
for two reasons. First the in i t ia l  high energy electrons released by 
the X-ray pulse reach thermal equilibrium with a molecular gas much 
faster than with a noble gas at the same pressure because of the much 
greater energy exchange in inelast ic collisions between the electrons 
and the molecules. Confirmation of this rapid thermalization is seen
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in the resu lts  o f ca lcu la tions described in Appendix 3. Rapid thermal- 
iza t io n  of the electrons means tha t the present experiment can be per­
formed at lower pressures and thus fa s te r  in molecular gases than in 
the noble gases (see Chapter 3). The second ch a ra c te r is t ic  of 
molecular gases which s im p li f ie s  the app lica tion  o f the CDE is  the low 
energy o f the metastable states. For example, the only state of hydro­
gen which is  metastable is  the c3ttu s tate w ith an energy o f about 11.9 eV 
(JOHNSON, 1972) which w i l l  not Penning ionize the common im purit ies  
N2 , 02 , H20 (see Chapter 3). In add it ion , hydrogen and deuterium 
have the spe c if ic  advantage o f low mass which means the present experi­
ment could be performed at s ig n i f ic a n t ly  higher re p e t i t io n  rates than 
experiments at the same pressure in the heavier noble gases because of 
the fas te r  d if fu s io n  o f pos it ive  ions.
The measurements o f  ND fo r  electrons in H2and D2 were performed 
at 4.03 kPa at a temperature o f 295 + 2 K. Repetition rate diagnostics 
were performed in both gases; however the presence o f Penning ion iza tion  
was checked (see Chapter 3) only in H . No change o f  time constant was 
observed over a range o f sampling time from one to  three d if fu s io n  time 
constants.
The sampling time fo r  most runs was 300 ys which is  almost 
twice the fundamental d i f fu s io n  time constant. Therefore thermalization 
and the higher order d if fu s io n  modes did not a f fe c t  the measurements 
(see Chapter 3). The dependence o f time constant on re p e t i t io n  time R 
is  shown fo r  both H and D in Figure 4.1. The f in a l  values of H and
D were determined at R = 1.5 sec.
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4.4. Results and Discussion
The comparison of ND for H2 and D2 can be obtained directly 
from Figure 4.1 since the same pressure was used for both gases. As 
can be seen, the time constants for diffusion are the same 163.3 + 1.3 ys. 
From such a comparison i t  is concluded that when the cross sections of 
H0 and D0 are integrated over the Maxwellian energy distribution for 
electrons at 295 K the difference is less than 1.5%. The measured value 
of ND for H? is 4.02.1021 cm2 sec"1 + 2%. The error in the ND 
determined in the present work is about 2% made up of:
0.4% sta t is t ica l  uncertainty
0.1% pressure error
0.3% temperature error
0.5% linearity error
0.4% due to cell geometry error.
From the cross section for H2 determined from dr if t  velocity 
and lateral diffusion measurements (CROMPTON et_ al_., 1969), ND is 
calculated to be 3.99.1021 cm2 sec"1. Therefore the value of ND 
measured in the present work agrees satisfactorily with the determination 
of ND from the results of other experiments.
The measured value of ND for D2 is 4.01.1021 cm2 sec"1 which 
is uncertain by about 2.5%. The errors in the determination of ND are 
the same as for H2 except the s ta t is t ica l  uncertainty is 1%. The value 
of ND for thermal electrons calculated from the cross section determined 
by (GIBSON, 1970) is the same as in hydrogen. As mentioned in Section 4.1 
the present experiment does not provide more accurate absolute information 
about the momentum transfer cross section but does provide a more 
accurate comparison than experiments involving a DC electric  field. 
Therefore by comparing ND measured in and D2 under identical conditions
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in the present experiment, one can conclude that the scattering lengths 
in the two gases d i f f e r  by less than 0.8%. The comparible re su l t  from 
the cross section determination o f  GIBSON (1970) is tha t  A(D ) and A(H ) 
d i f f e r  by less than 2.5%. The di f ference between q (H ) and q (D ) 
found by GIBSON (1970) is so small at thermal energies tha t  the results 
of the present experiment provide no check on th is  d i f ference.
CHAPTER 5
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DETERMINATION OF THE DIFFUSION COEFFICIENT FOR ELECTRONS IN NEON 
5.1 I n t r oduc t i on
In neon the mean energy loss  per  c o l l i s i o n  f o r  e l e c t r o n s  i s  
small f o r  e l a s t i c  c o l l i s i o n s  a t  low e ne r g i e s .  In a d d i t i o n ,  the  cross  
s ec t i on  decreases  wi th decreas ing  energy;  thus the  mean energy o f  an 
e l e c t r o n  swarm i s  several  t imes the thermal value when an e l e c t r i c  
f i e l d  i s  app l i ed  even fo r  the  lowest  value of  E/N normal ly a t t a i n a b l e  
(ROBERTSON, 1972).  For t h i s  r eason ,  even when d r i f t  v e l o c i t y  and 
l a t e r a l  d i f f u s io n  exper iments  are performed at  low t empe r a t u r es ,  i t  
has not  been poss ib l e  to obta in  values of  the  t r a n s p o r t  c o e f f i c i e n t s  o f  
e l e c t r o n s  wi th mean ene r g i e s  s i g n i f i c a n t l y  l e s s  than 40 meV. On the  
o t h e r  hand, in o rde r  to  determine the c ross  s ec t i on  a t  energ i es  below 
about  30 meV from an a na l ys i s  o f  t r a n s p o r t  p r o p e r t i e s  i t  i s  necessa ry  
t o  ar range  the exper imental  condi t i ons  to i nsu re  t h a t  t he re  i s  a 
s i g n i f i c a n t  number o f  e l e c t r o n s  in the  swarm with energ i es  in t h a t  
range.  Even a t  room temperature  the CDE can provide informat ion about 
the  c ross  s ec t i on  a t  ener g i es  below 20 meV s ince  no e l e c t r i c  f i e l d  
need be app l i ed  to the  e l e c t r o n s  which thus have a Maxwellian energy 
d i s t r i b u t i o n  a t  the same t emperature  as the gas.  Moreover t h e re  i s  
no i n t r i n s i c  d i f f i c u l t y  in performing measurements using the CDE a t  
lower t emperatures  and thus a t  lower en e r g i e s .
An accura t e  de termina t ion  o f  ND a t  thermal ener g i es  can be 
used to check the v a l i d i t y  of  the  low energy por t i on  of  a proposed 
cross  s ec t i on  al though such a measurement a t  a s i n g l e  t emperature  
cannot  be used to determine the  c ross  s ec t i on  because of  the non­
uniqueness of  any such de termina t ion based on the  measurement of  a 
t r a n s p o r t  c o e f f i c i e n t  a t  a s i n g l e  mean energy.
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The present work was performed to check the validity of 
three recent predictions of the cross section in neon at low energies. 
F irs t ,  O'MALLEY (1974) used MERT (see Section 5.3) to extend the 
neon cross section to zero energy. O'MALLEY'S (1974) work was based 
on the d r i f t  velocity measurements of ROBERTSON (1972) which were 
performed at 77 and 293 K. ROBERTSON (1972) had determined the neon 
cross section down to about 30 meV by empirically adjusting the cross 
section to obtain satisfactory agreement between calculated and 
measured d r i f t  velocities. O'MALLEY (1974) used the same analytical 
procedure as Robertson but took as the basis of his work the analytic 
form of the cross section given by MERT. Thus rather than being 
empirical O'Malley's cross section has a sound theoretical just if ication - 
at low energies. There were few electrons below 30 meV in 
ROBERTSON'S (1972) experiment, and this explains why he was unable 
to determine the very low energy portion of the cross section. However, 
once the MERT parameters are adjusted to predict an accurate cross 
section in one range of energies, the MERT equations provide an extrap­
olation of the cross section to zero energy. It is this extrapolation 
to zero energy that can be checked against an accurate determination 
of ND.
Second, and third,  two ab init io  calculations have predicted 
the cross section in neon down to zero energy. ND calculated from 
these two cross sections differ by about a factor of 2. Therefore a 
measurement of ND can be used to tes t  the validity of these ab in it io  
theories.
However, prior to the present work, published values of ND 
exhibited a large scatter particularly when microwave results were 
included (NELSON and DAVIS, 1969). As mentioned in Chapter 1, trans­
port coefficient measurements which exhibit a large scatter cannot be 
used to accurately tes t  a cross section. For this reason the CDE was
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performed to accurately determine the thermal value of ND in neon 
against which a number of proposed cross sections in neon could be 
tested.
5.2 Experiment
Measurements were performed in neon at 6.7, 10, and 13.4 kPa 
at 295 K. The pressure limits were set by the lack of thermalization 
and Penning ionization of impurities at low pressures and by inabil i ty 
to ionize the gas with the sampling pulse at high pressures. As 
explained in Chapter 3, Penning ionization of impurities can affect 
the measurement of electron diffusion in the present experiment, and 
the metastable states in neon have sufficient energy (~ 16 eV) to 
ionize all of the likely impurities (Ar, H90, N2, H2, 02). Therefore 
the cell was outgassed at 200°C for 24 hours, and the titanium getter 
part ial ly evaporated onto the walls of the getter trap (Figure 3.1) 
in an attempt to maintain the impurity concentration sufficiently 
low that Penning ionization would not affect the measurements.
A series of diagnostic runs was performed to determine:
(a) the range of repetition times over which space charge and dr i f t  
fields would not influence the results ,  (b) the dependence of time 
constant f  on X-ray intensity,  and (c) the change in x with varying 
sampling time. The results could be affected by diffusion cooling 
discussed in detail in Chapter 6, although as explained below, the 
influence of this effect on the present measurement could not be 
detected by diagnostic tests .  While a suitable range of repetition 
times could be found (see Figure 5.1), the results were slightly 
dependent upon X-ray intensity (Figure 3.6),  and t increased at long 
sampling times (Figure 3.9)
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Figure (3.6) shows that the dependence of x upon X-ray 
intensity was linear over a 10:1 change in X-ray intensity. Therefore 
T was found simply by extrapolating to zero intensity. The asymptotic 
value of I was < 1% below the lowest reliable measured point.
As explained in Chapter 3, upcurving of the results with 
increasing sampling time is evidence of Penning ionization of an 
impurity. Figure 3.9 shows the upcurving of x with varying S for 
the three pressures used in the experiment. At the highest pressure, 
i t  can be seen that there is a plateau over which Penning ionization 
does not affect the measured diffusion time constant. Evidence for a 
plateau (which yields the same value of ND) is seen in the results at 
the intermediate pressure while at the lowest pressure thermalization 
of the in it ia l  X-ray generated electrons does not occur before Penning 
ionization becomes significant. Rather than determining x from the 
plateau in curves of x vs. S, an alternative approach is to determine 
the diffusion time constant by f i t t ing  the results of x vs. S 
measurements using a simple analysis of the effect of Penning ionization 
on the electron number (see Appendix 4). The analysis was developed by 
R.W. Crompton and is a special case of the formalism given in Chapter 7. 
The detailed analysis used in Chapter 7 was not applied in the neon 
experiments because the identity and level of the impurity were unknown.
Two possibil it ies were considered for analysis: (a) a
constant fraction of ionizable impurity and (b) a constant level of 
ionizable impurity. A noble gas impurity present in the neon gas 
sample would produce an impurity having a partial pressure which would 
be a constant fraction of the neon pressure. On the other hand, a 
constant partial pressure of impurity would arise i f  a molecular species 
were held at a constant level by the titanium getter.
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The results of the analysis of Appendix 4 y ie ld the 
following equation for the electron number n:
- t / i .
+ B e
- t / i .
(5.1)
where td is the electron diffusion time constant
t is the metastable life tim e m
and B is a constant given by:
3 N. N /n M im o' o
1/tD'1/tih
(5.2)
In the equation for B,
3 is the Penning and associative ionization rate coeffic ient 
(see Chapter 7)
N^ m is the impurity density
• k
N /n^ is the in i t ia l  ra tio  of metastable to electron number, o o
A number of simplifications are assumed in the analysis.
The metastable life tim e is assumed to depend only on the two-body 
deactivation rate thus neglecting Penning ionization and three-body 
collis ions as loss mechanisms. The results of Chapter 7 indicate 
that neglecting these terms is ju s t i f ie d  i f  the impurity concentration 
is <10 ppm of the neon density, and the pressure range is limited 
as i t  is in the present experiments. Radiation trapping (see Chapter 7) 
is also neglected here.
The measured time constant
£n [n^/n(S+At)J 
is used with equation (5.1) to obtain
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- ( S+ a t ) / T 0
+ Be
- ( S+At) / i m (5.4)
The p re s su re  dependence of the  cons t an t  B depends on the  assumption 
regard ing  the impur i ty .
a) N^m propor t i ona l  to N.
In the case of  a cons t an t  f r a c t i o n  of i mpur i t y ,  the 
parameters  have the fol lowing pres su re  dependence (see Appendix 4) :
When the values of  i p ,  x^ and B from equat ion (5 .5)were  used in 
equat ion ( 5 . 4 ) ,  t he  s o l i d  curves in Figure 3.9 were obta ined  a f t e r  B1# 
i p ,  and xm were a d j us t ed  f o r  the be s t  f i t  to t he  data  a t  a s i n g l e  
p r e s su r e .  The i n i t i a l  value of  ip  was taken from the  p l a t eau  in the 
h ighes t  p r e s su r e  r e s u l t s  shown in Figure 3 .9 .
When the  concen t r a t i on  o f  impur i ty  is  c o n s t a n t ,  then the  
parameters  in equat ion ( 5 . 4 ) ,  have the  fol lowing dependence on pres sure
Such a p re s su re  dependence p r e d i c t s  the  behavior  i n d i c a t e d  by the  
broken l i n e s  in Figure 3 .9 .
The agreement between the r e s u l t s  of  the  exper iment  and the 
p re d i c t i on  of  equat ion (5 .4)  i s  s l i g h t l y  b e t t e r  fo r  the  assumption o f  a 
cons t an t  level  o f  impur i ty  al though the  agreement i s  no t  e n t i r e l y  
s a t i s f a c t o r y .  The above a na l ys i s  p r e d i c t s  a me tas t ab l e  l i f e t i m e
(5.5)
P Bj f o r  N2 = p Nj .
(5 .6)
and
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~ 200 ps at 10 kPa which is in fa ir  agreement with the results of 
Chapter 7.
The simple analysis presented here was used to determine what 
effect Penning ionization has on the measurement of tq in curves of 
T vs. S. Under assumption (b) the diffusion time constant is «0.5% 
below the value corresponding to the plateau in the x vs. S curves 
for 13 kPa given in Figure 3.9.
The results in neon should also be examined for the effect of 
diffusion cooling whereby the mean energy of the electrons in the cell 
is reduced by preferential loss of high energy electrons to the walls 
(see Chapter 6). However the presence of Penning ionization and the 
problem of thermalization of in i t ia l  electrons restr ic ts  the available 
pressure range so that a detailed examination of diffusion cooling as 
carried out in helium ( GIBSON et_ al_.s 1973) could not be performed in 
neon. Instead a theory by PARKER (1965), which has been extended 
by LEEMON and KUMAR (1975), was used to predict the magnitude of diffusion 
cooling present in neon at the pressures used in the present experiment. 
The cross section in neon is approximately proportional to electron 
speed at thermal energies in which case diffusion cooling is absent 
(see Chapter 6). Application of the theory of LEEMON and KUMAR (1975) 
for diffusion cooling indicates that this effect will reduce ND by 
about 1% at the highest pressure used in the present work, but as 
mentioned in Chapter 6, the inherent uncertainty in the calculations 
of Leemon and Kumar is about 2%.
The final result  was determined in the following sequence.
Since the dependence of the measured time constant x on the repetition 
time R and the sampling time S will be independent of the in i t ia l  
level of ionization, the majority of the diagnostic measurements were 
made using a level of in i t ia l  ionization that was large enough to
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insure good s ta t is t ics  but not so large as to cause large errors 
from primary space charge. Using an ionization level corresponding to nQ = 
0.13 on the curve plotted in Figure 3.6, the curves of x vs. R 
(Figure 5.1) and x vs. S (Figure 3.9) were f i r s t  obtained and used to 
determine optimum ranges for R (2.5 < R < 5 sec) and S (1.5 x^ <  S < 3x^). 
The data shown in Figure 3.6 were then taken using values within these 
ranges, and the curve extrapolated to zero in i t ia l  ionization. The 
resulting value of x  ^ is 30.32 ys, with a standard deviation of + .06 ys. 
The value of ND corresponding to this time constant was then calculated 
from the pressure and cell constant using equation (3.5) (see also 
Appendix 5).
The resulting value of ND in neon at 295 K is 72.7 x 1021 cm 1
sec"1 +^ ’ ^(systematic) + 0.2% (RMS). The errors arise from the following 
- 1. 0%
sources:
a) number density +0.1% in pressure measurement
+0.2% in temperature measurement
b) cell geometry +0.4% dimensional uncertainties
c) time constant +0.2% l in e a r ity  and f in i te  resolution
of detection system
d) Penning effect -0.5%
e) diffusion cooling -1% .
5.3 Comparison of Results
Table 5.1 shows thermal ND values determined (1) d irec tly  
in three experiments, (2) by integration over the cross sections 
determined in two other experiments, and (3) by use of the cross 
sections predicted from two ab in i t io  calculations.
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TABLE 5.1
ND(1021cm"1sec ~ 1) Source Author
76.8 T 2.4 measurement o f  d i f f u s i o n  o f  CAVALLERI et_ al_. (1965) 
thermal e l e c t r o n
64.7
72.7 * 
74.6 +
2.1
0 .7
4
6 9 + 6
95
58
modified time o f  f l i g h t  
experiment
p resen t  work
from the cross  s ec t io n  
determined from d r i f t  
v e lo c i ty  measurements
from the  cross  s ec t io n  
determined in a cryogenic  
microwave a f te rg low  e x p e r i ­
ment
from a t h e o r e t i c a l  cross  
s ec t io n
from a t h e o r e t i c a l  cross  
s ec t io n
NELSON and DAVIS (1969)
ROBERTSON (1972)
O'MALLEY (1974)
SOL e t  al_. (1975)
THOMPSON (1971)
GARBATY and La BAHN (1971)
The r e s u l t s  o f  o th e r  work was compared with the  p re sen t  
experiment as desc r ibed  below. As mentioned in Sec tion  5 .1 ,  MERT 
was used by O'Malley to  f i t  the  d r i f t  v e l o c i t y  da ta  o f  ROBERTSON (1972) 
and the  MERT parameters  so determined were used to  c a l c u l a t e  a cross  
s e c t io n .  From t h i s  c ross  s ec t io n  a value of  ND could be determined 
f o r  comparison with  exper iment.  SOL e t  aj_. (1975) in f a c t  used 
MERT d i r e c t l y  in t h e i r  work to  p r e d i c t  a cross  s ec t io n  which was 
compatible with t h e i r  measured c o l l i s i o n  f r eq u e n c ie s .  There fore  the  
MERT parameters  determined by SOL et_ al_. (1975) were used to ob ta in  
the  cross  s ec t io n  from which ND was c a l c u l a t e d .  The ab i n i t i o  c a l ­
c u la t i o n s  provide phase s h i f t s  as a func t ion  o f  energy. The cross  
s e c t io n  can be ob ta ined  from these  phase s h i f t s ;  however the  energ ies  
a t  which the phase s h i f t s  a re  quoted are  u su a l ly  widely spaced ,  and 
some method o f  i n t e r p o l a t i n g  the  cross  s e c t io n  must be found. The
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values of the phase shifts given at zero and the next highest 
energy were used to obtain the MERT parameters, and thus the cross 
sections were obtained as analytic functions of energy. The cross 
sections so determined permitted ND to be calculated (see Appendix 1) 
for comparison with other work. Since MERT was used extensively in 
order to compare ND determined from various experiments and theories, 
i t  will be described in some detail.
5.3.1 MERT
MERT was developed by O'MALLEY, SPRUCH and ROSENBERG (1961). 
As originally developed by BETHE (1949),effective range theory (ERT) 
applies to scattering involving short range potentials which fall  off 
faster than any power of 1/r. One obtains the phase shift  n0 identi- 
fied in the usual asymptotic form of the scattered radial wave function 
u(r):
u(r) -> sin (kr - 4^ +n^) at large r (5.7)
where £ is the angular momentum, k is the wave number of the scattered 
particle (k2 = e /13.6), and r is the radial distance between incoming 
and target particles. In ERT the expression obtained is
k2 i + 1  cot n. = - T- + \ r  k2 + ©(k1*) , (5.8)
*■ \d
with A the scattering length and r the effective range.£ 0 £
The results of ERT do not apply to electron scattering by 
neutral atoms because in this case the potential V(r) at large r 
varies as r~4 which violates the assumption of ERT regarding the short 
range of the potential. The 1/r4 potential arises because of induced 
polarization(MASSEY and BURHOP, 1969). The radial wave function for 
r -* °° and e -► 0 is called v , the zero energy asymptotic radial wave
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function.  For i  = 0 the form of vQ for short  range potent ia l s  is
vQ(r) = 1 -r/A where A is the scat t er ing length for  z = 0. The
problem ar ises  tha t  when the potent ial  ar~4 is present  the e f fec t ive  range
oo
ro E 2 { (vo '  u0)dr (5-9)
0
does not ex is t .  The non-existence of r ar ises  because the solut iono
of Schroedinger1 s equation u = u(e->0) does not approach the asymptotic 
wave function vQ as r  su f f i c i en t ly  rapidly tha t  rQ remains f i n i t e .  
O'MALLEY et_ al_. (1961) avoided this  problem in the following way.
The Schroedinger equation for  the radial  wave function u(r) 
is
AlMll + Si + k2 + AV
r 2 r u
u(r) (5.10)
where AV is a short  ranged potent ial  which vanishes as r  + « f a s t e r
than any power of 1 / r ,  ß2 = (2m/fi2) a e2) ,  k2 = - j  e,  m is the elect ron-
fi
ic mass, a is the po l a r i z ab i l i t y ,  e is the e lect ronic  charge, and fi is (2tt) 
x Planck's constant.  vQ(r ) is given by an equation l ike  (5.10) but 
with k2 = AV = 0, i . e .
"_d£
-dr2
z{z+l )
2r
vQ(r) = 0 . (5.11)
O'MALLEY et_ al_. (1961) noted that  the solut ions to equation (5.10) 
for r °° ( i . e .  AV = 0) are the Mathieu funct ions,  and that  the solut ion 
to equation (5.11) is
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v0( r )  = j £(ß / r )  - ßQ n£(ß / r )  (5.12)
where j  is the spherical Bessel function and n is the sphericalX/ X/
Neumann function.  From the asymptotic forms of these funct ions,  i t
can be shown that uQ does approach vQ s u f f i c i e n t l y  rap id ly  as r «
that r  is f i n i t e .  The e f fec t ive  range r ex ists  in th is  case because o 3 o
the long range po lar iza t ion  in te rac t ion  has been accounted fo r  in 
the solut ion o f  Schroedinger's equation. The form of  the expansion fo r  
the phase s h i f t  turns out to be, f o r  z = 0,
k cot n0 = -1/A + ^ 4  k + ^  k2 t n ( ^ )
3 A
+ i-  r  + ^  2 ro + 3 20ß2 8ß2 / n nof i ir\ Tß3+ ~9Ä-------3Ä (0 ' 0365) - ~ T
r2o4
with s im i la r  equations fo r  higher values of z . I t  can be seen 
tha t  th is  is not of the form o f  the ERT expansion (equation 5.8) as 
there is  a term l in e a r  in k.
One can obtain the expansion o f  the phase s h i f t s  in terms 
o f  tan instead of cot:
tan n = -Ak ak2 - aAk3 *n(k a ) + e(k3) (5.14)
0 WaJ  Ja0 0
tan n1 = ak2 -B: k3 + 0(k4) (5.15)
tan ry = TT (2i+3)(2&+l)(2ü.- l) ak2 +e(k4)
where a is the Bohr radius
(5.16)
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One can re la te  the momentum tra ns fe r cross section to the 
phase s h i f ts  using the formula (O'MALLEY, 1963)
qm -  ^  l  U + l)  s in 2 ( n -n t+1) .  (5.17)
m k2 £=0 £ £+i
The p o la r iz a b i l i t y  a is obtained from other experiments 
(measurements o f the index o f re fra c t io n  fo r  example, CUTHBERTSON 
and CUTHBERTSON 1932). Then fo r  low energy electron sca tte r in g , the 
£=0, £=1 phase s h i f ts  are specified using only the sca tte r ing  length A 
and the term B . I t  should be noted tha t these resu lts  apply fo r  
ta rge t systems w ithout a permanent multi pole moment because the 
po ten tia l then would contain a term proportional to r~ 3. The size of 
the e f fe c t iv e  range is  not evaluated but is  used only as a parameter 
to be determined by f i t t i n g  experimental re su lts .
MERT has recently  been extended to t re a t  e lectron sc a t te r ­
ing by molecules by CHANG (1974) who included a term in the po ten tia l 
fo r  the quadrupole in te ra c t io n  r  P2(cos e) (see Chapter 4).
The range o f v a l id i t y  o f MERT is determined by the requ ire ­
ment tha t the k2 term in equation (5.16) is  small compared to one 
(O'MALLEY, 1963). There has been some controversy over the size o f 
the e rro r  in  qm caused by the breakdown of the MERT expansions, and 
O'Malley (p r iva te  communication) has stated tha t th is  e rro r  is  
^  50% x ( e/eQ) where eQ is some reference energy. In neon is  
about 2 eV.
One p a r t ic u la r ly  s t r ik in g  pred ic tion  o f  MERT involves the 
Ramsauer-Townsend minimum in the to ta l  sca tte r ing  cross section , qs 
o f argon. At low energies nQ ~ -Ak- ak2 from which i t  can be seen 
tha t i f  A is  negative nQ w i l l  vanish at a p a r t ic u la r  energy. When
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nQ = 0, the to ta l scattering cross section is  determined by p 
( i . e .  £ = 1) and higher waves. These phase s h i f ts  are small at low 
energies (O'MALLEY, 1963) thus the to ta l  scattering  cross section 
decreases very dram atica lly  when r\Q -*• 0.
Besides the energy o f the Ramsauer-Townsend minimum MERT 
can make other pred ic tions. The Ramsauer-Townsend minimum in 
occurs when nQ - = 0. This leads to  the pred ic tion  tha t the ra t io
o f the energies at which the minimum occurs in each cross section is
£m/ = 25/36 . m s
This re su lt  is  in good agreement w ith the measurements o f GOLDEN and 
BÄNDEL (1966) fo r  q$ and FROST and PHELPS (1964) fo r  qm in argon.
Also MERT can pred ic t the ra t io  of the size o f the two cross sections 
at the minimum.
This pred ic tion  is  in serious disagreement w ith the two references 
c ited  above.
MERT was used by O'MALLEY (1974) to f i t  the neon d r i f t  
ve lo c ity  data o f ROBERTSON (1972). His procedure was d i f fe re n t  from 
previous applications o f MERT to f i t  q^'s which were in agreement w ith 
swarm data. O'MALLEY (1974) used the MERT equations to d i re c t ly  
determine a cross section which was inserted in to  the program used 
fo r  solving the Boltzmann equation and pred ic ting  the values o f  W and 
D/y at various values of E/N. He then adjusted the MERT parameters 
to minimize the RMS deviation of the differencebetween the transport
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measurements and his predictions. The advantage of this procedure was 
demonstrated when the scattering length predicted by this analysis 
turned out to be 10% lower than the previous results of ROBERTSON 
(1972) and O'MALLEY (1963).
Table 5.2 is the agreement between the calculated and 
measured d r i f t  velocities in neon
TABLE 5.2
E/N(10"2Td)+ 0.16 0.24 0.32 0.40 0.48 0.56 0.64 0.72 0.80 1.2 1.6
% difference +.3 -.3 -.2 -.1 0.0 .1 -.1 +.1 +.1 +.1 +.1
The agreement above E/N = 0.40 Td is so satisfactory that
i t  suggests the lower points are subject to experimental error. The 
opposite sign of the lowest two points is further evidence for such 
an error. One discovers by examining the effect of such an error on 
a cross section obtained without MERT that the cross section is 
t i l ted  upwards at lower energies. Such a cross section predicts a 
high value of the scattering length, thereby explaining the 10% 
difference between the value of A determined by ROBERTSON (1972) 
and the more recent value determined by O'MALLEY (1974).
5.3.2 Discussion
The experimental results of CAVALLERI et aj_. (1965) and 
NELSON and DAVIS (1969) can be compared directly with the present 
results. The agreement between the present work and that of 
CAVALLERI et a l . (1965) is satisfactory, the difference being equal to 
the combined error limits (^5%). One possible error that could have 
arisen in Cavalieri's measurement is the influence of d r if t  fields
+1 Td = 10"17 v cm2.
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arising from contact potentials on the walls of the metallized 
diffusion cell . Although CAVALLERI aj_. (1965) weighted their  
measurements toward the lowest value of ND measured, d r i f t  fields 
may s t i l l  have influenced the measurement. As shown in Chapter 3 
d r i f t  fields increase the apparent diffusion coefficient.
The experiments of NELSON and DAVIS (1969), while d if fer­
ing by « 10% from the present work, exhibit a large scatter (+30%) 
about the mean value unlike their results in other gases which show 
a scatter of »5%. A systematic pressure dependence is not indicated, 
and the results at one pressure show a wide variation. The authors 
comment that the pressures used in their  neon work were less than 
optimal due to the unavailability of the substantial quantities of 
gas necessary to perform their  continuously pumped experiment (see 
Chapter 2) at high pressures.
ND calculated from cross sections derived from ROBERTSON'S 
(1972) and SOL et a l 1s (1975) swarm data using MERT allows comparison 
of the compatibility of the results of these experiments with the 
present work. As described above, the d r i f t  velocity measurements of 
ROBERTSON (1972) were fi t ted by O'MALLEY (1974). O'MALLEY'S (1974) 
work predicts an ND which is «2.5% above that of the present work.
The uncertainty in O'MALLEY'S (1974) cross section is «5% at thermal 
energies.
The cryogenic afterglow experiment of SOL et_ al_. (1975)
(see Chapter 2) enabled the cross section to be determined down to 
the vicinity of 8 meV. The quoted errors for this work are 5% random and 7 
systematic. As mentioned in Chapter 2, one of the main diff icult ies  
in experiments of this type is determining the mean energy of the 
electrons in the afterglow and determining i f  the electrons have 
reached equilibrium. The cross section quoted by SOL et_ al_. (1975) 
as compatible with their  measurements predicts ND 6.6% below that from 
the present work.
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Two ab init io theories provide results which were used to 
obtain ND. The work of THOMPSON (1971) included exchange and polariz­
ation effects with the polarization potential calculated using an 
approximation due to POPLE and SCHOFIELD (1957); however his work 
predicts an ND about 1.3 times the present experimental value. Such 
behavior indicates that THOMPSON'S (1971) phase shifts predict a 
cross section which is too low at thermal energies. The theoretical 
work of GARBATY and La BAHN (1971) also accounted for the effects 
of exchange and polarization. In contrast to Thompson, they calculated 
the polarization potential using a method based on the SIater-averaged- 
exchange-approximation. The cross section determined from the phase 
shif ts  calculated by GARBATY and La BAHN (1971) appears to be about 
25% too large at thermal energies since the value of ND calculated 
from their cross section is about 25% below the present result .
In summary, i t  would appear that the most recent experiments 
agree to within about + 5% with one another when MERT is used to f i t  
the experimental results at low energies; however no ab init io calcul- 
ation has so far yielded the cross section at low energies to within 
about 25%.
In order to determine the sensit ivity of the present experi­
ment to a particular energy range one can arbitrari ly  adjust the cross 
section at various energies. The range of interest is the very low 
energy region < 10 meV. Accurate determination of the cross section 
in this region would greatly help in determining the scattering length 
in neon. Adjustment of O'MALLEY'S (1974) neon cross section by 10% 
below 10 meV changed the calculated ND by 1.5% at 295 K suggesting 
that in order to provide information about the scattering length in 
neon the CDE would have to be performed at 77 K or below. No intrinsic 
difficult ies would be expected in performing the CDE at low temperatures
unlike the cryogenic microwave afterglow experiments where meta­
stable densities are su ff ic ien t ly  high that non-thermal electrons 
produced by metastable-metastable collis ions perturb the electron 
energy.
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CHAPTER 6
MEASUREMENT OF ND IN Ar AND Ar-H. MIXTURES 
6.1 Introduction
An accurate measurement of the diffusion coefficient of 
thermal electrons in argon would be of interest because of the inform­
ation such a measurement would provide about the magnitude of the 
momentum transfer cross section at thermal energies. As in neon, 
electrons lose very l i t t l e  energy in elastic  collisions with argon 
because of the very unfavorable mass ratio. Therefore swarm techniques 
which use an applied electric field are d iff icu lt  to perform for 
electron energies near thermal because the electric field causes the 
electron energy to rise above thermal even for small ratios of E/N.
In addition, in this type of swarm experiment, the effect of molecular 
impurities is particularly severe in the case of argon because the 
energy lost by an electron in many thousand elastic  collisions is lost 
in a single inelastic collision with a molecular impurity.
Figure 6.1 shows two cross sections for electrons in argon 
which had been determined by two separate experiments. The cross section 
of ROBERTSON (1970) is based on the analysis of d r i f t  velocity data 
and according to the author is accurate to + 3%. The cross section of 
GOLDEN (1966) was determined from total scattering data by the applicat­
ion of MERT. GOLDEN (1966) quoted the errors in his cross section as 
about + 5% and believed his cross section to be more accurate than one 
determined by swarm techniques because of the width of the electron 
energy distribution of the electron swarm. However, recent comments by 
O'Malley indicate that in argon MERT has a range of validity only up to 
about 150 meV while GOLDEN (1966) used MERT up to 0.5 eV. As can be 
observed from Figure 6.1 the difference between the two cross sections 
is well in excess of their  combined error limits.
ROBERTSON
Figure 6.1
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An accurate measurement of ND for thermal electrons could be 
used to decide in favor of one of the cross sections in Figure 6.1, 
since ND calculated from these cross sections differ by about 15%. How­
ever, existing measurements of ND for thermal electrons in argon showed 
a wide variation (NELSON AND DAVIS, 1969), and thus could not be used 
to decide between the cross sections of ROBERTSON (1970) and GOLDEN (1966).
It  was hoped that the CDE could be used to determine an 
accurate value of ND in argon; however, as will be described below, 
the occurrence of diffusion cooling complicated straightforward applicat­
ion of the CDE to the determination of ND. Nevertheless, as will be 
shown in Section 6.4, a cross section derived from swarm measurements 
is in better agreement with the results of the present work. Thus, to 
this extent, the original aim of the experiment was fu lf i l led ;  however, 
the recent measurements of the characteristic energy by MILLOY et a l .
(1976) have largely superceded the present work since when combined 
with the dr if t  velocities measured by ROBERTSON (1976) the cross section 
can be determined as a function of energy down to about 30 meV. Never­
theless, the present experiment is sensitive to electrons in the 
vicinity of 10 meV, and thus provides a constraint on the cross section 
at low energies. The cross section determined by MILLOY et_ al_. (1976) 
predicts an ND which is in good agreement with the present experiment 
thus confirming their  determination of the MERT parameters which were 
used to establish the cross section up to 150 meV.
Preliminary measurements of ND in argon using the CDE
indicated ND was about 2/3 that expected from calculations using the
cross section determined by ROBERTSON (Figure 6 .1 ) .1 In addition, the
$
value of ND turned out to be pressure dependent, increasing with
The cross section of Robertson was used to calculate ND for comparison 
with experiment because this cross section gave the best agreement 
with measured values of the electron dr if t  velocity.
I l l
increasing pressure. Such behavior strongly suggested the occurrence 
of diffusion cooling, a phenomenon f i r s t  postulated by Holstein and 
observed in ambipolar diffusion experiments by Biondi in 1954 
(BIONDI, 1954). Hydrogen was then added to improve the energy exchange 
between the electrons and the gas in order to suppress diffusion 
cooling. These subsequent measurements revealed that ND reached a 
pressure independent value at high pressures, the asymptotic value 
being reached at decreasing pressure as the percentage of hydrogen was 
increased. The hypothesis that diffusion cooling was affecting the 
experiments in pure argon was thus confirmed.
Basically diffusion cooling is the reduction of the diffusion 
coefficient for electrons in a swarm as the result of preferential 
loss of electrons in the high energy portion of the energy distribution. 
These electrons have a diffusion coefficient greater, than the mean 
diffusion coefficient for the whole swarm. A similar effect is known 
in neutron physics (VON DARDEL, 1954).
The in i t ia l  measurements in argon, which indicated that 
diffusion cooling was appreciable, encouraged LEEMON and KUMAR (1975) 
to extend the work of PARKER (1965) to treat  diffusion cooling in three 
dimensional enclosures and for arbitrary cross sections. The theory 
of LEEMON and KUMAR (1975) is described in Section 6.2.2. Comparisons 
of this theory with the results of the present experiment were made 
over a 4:1 range of pressure; however, i t  was not possible to perform 
measurements in argon at sufficiently high pressures that diffusion 
cooling was insignificant. Without an asymptotic value of ND, only 
limited information could be gained about the magnitude of the thermal 
energy portion of the argon cross section.
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Since i t  was not possible to determine ND in pure argon in 
the absence of diffusion cooling hydrogen was added to the argon in 
an attempt to increase the energy exchange between the electrons and 
the gas and thus suppress diffusion cooling. However, the quantity 
of hydrogen necessary to suppress diffusion cooling also significantly 
changed the effective cross section so that the diffusion coefficient 
of electrons in argon could not be determined in the absence of diffusion 
cooling. The measurement of the effect of adding small quantities of 
hydrogen to argon stimulated ROBSON (1976) to develop a theory suitable 
for calculating thermal diffusion coefficients in such mixtures when 
diffusion cooling is significant. This theory is described in 
Section 6.2.3.
Finally, measurements were performed in various mixtures of 
H2 and Ar at a number of pressures in order to verify Robson's theory 
which could then be used to determine under what conditions of 
pressure and hydrogen concentration diffusion cooling was negligible.
When diffusion cooling is negligible, the procedure described in 
Appendix 1 can be used to calculate ND for thermal electrons in mixtures 
of the two gases. Since the uncertainty in the hydrogen cross section 
is small (+ 5%, HUXLEY and CROMPTON, 1974) the value of ND measured in 
hydrogen-argon mixtures in the present experiment can be used to decide 
between argon cross sections such as those shown in Figure 6.1.
6.2 Analysis of Diffusion Cooling 
6.2.1 Introduction
When electrons freely diffuse in an infinite volume con- 
taining a gas at temperature T, the energy distribution f (e) for the 
entire group is the Maxwellian distribution (HUXLEY and CROMPTON, 1974). 
The energy distribution at a given point f(;r,e,t)  depends on both 
position and time since i t  depends on vn (see equation 1.1), the local
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electron density gradient , which is a function o f  posit ion and time. 
The mean energy of the swarm is  3/2 kT, and the d i f fu s ion  c o e f f i c ie n t  
corresponding to the dispersal o f  e lec trons,  described by
is obtained from
<rz> 6D, ( 6 . 1)
dz
JL
3N w <e
h (6 . 2)
where r  is the displacement o f  an electron from some o r ig in ,  N is  the 
gas number densi ty , m is the e lec t ron ic  mass, and
*
f  = ____2____6- c/ kT
( kT)3/2 / ^
(6.3)
The energy d is t r ib u t io n  function f ( r , e , t )  is  usual ly expanded
v
f ( r , £ , t )  = f 0 ( r . e , t )  + f ^ r . e . t )  . -
where f  is the iso t rop ic  part o f  the energy d is t r ib u t io n  func t ion ,  
f x is  cal led the vector part of f ,  and v is the electron ve lo c i ty .  I t  
can be shown (HUXLEY and CROMPTON, 1974) tha t  f  is rela ted to f Q; 
therefore Boltzmann's equation fo r  n f  can be wr i t ten  in terms of  n fQ 
alone (see equation 1.1). In what fol lows f  w i l l  be used to represent 
the electron energy d is t r ib u t io n  funct ion.
When an electron swarm is bounded by absorbing walls f  and
• k
f  are both d i f fe re n t  from in the unbounded case. I f  electrons in a
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p a r t i c u la r  energy range are p re fe re n t ia l l y  absorbed by the walls then
* : 
c le a r ly  f  is  al tered. When n f  s a t is f ie s  equation (1.1) with
E = I = 0 ( i . e .  no e le c t r i c  f i e l d ,  pure e la s t ic  sca t te r in g ) ,  the solut ion 
of equation (1.1) is made up o f  "modes" as a resu l t  o f  the boundary 
condit ions (see Section 6 .2 .3) .  I f  one then examines the number of 
electrons in a volume element in an energy in te rva l  e to e + de ,  i t  is  
found tha t  the f rac t ion  o f  tha t  number contr ibuted by each mode changes 
wi th time. Thus the local energy d is t r ib u t io n  function changes with 
time. Likewise the local energy d is t r ib u t io n  function depends on posit ion 
since at a given t ime, the f rac t ion  o f  the electrons in a volume 
element in a p a r t i c u la r  mode depends on the location of that  volume 
element. Once the modes of  n f  have decayed to the point where only 
the fundamental mode is  s ig n i f ic a n t  then the local electron energy 
d is t r ib u t io n  function is independent o f  posit ion and time. This con­
clusion can be seen by observing that when only one mode is s ig n i f ic a n t  
then n and n f  have the same time and posit ion dependence (see 
Section 6.2.3) so f  is  obviously independent of pos i t ion and time.
Before describing the theory of d i f fus ion  cooling in noble 
gases by LEEMON and KUMAR (1975) or tha t  by ROBSON (1976) fo r  gas 
mixtures, equation (6.2) w i l l  be used with model cross sections to 
ind icate  the physical basis of d i f fus ion  cooling.
I f  qm(e) = ae^, three cases are o f  in te re s t :  p < 0.5,
p = 0.5, and p > 0.5. When p = 0.5 ( i . e .  q proport ional to electron 
speed) equation (6.2) shows tha t  D is the same fo r  electrons o f  a l l  
energies; therefore d i f fus ion  cool ing is  absent. Neon has a cross 
section which closely approximatesq (e) = ae2 so d i f fu s ion  cooling 
would be expected to be small in that gas. When p is  less than 0.5 , the 
d i f fus ion  rate for electrons with energies between e and e+ de increases 
with e, and thus the more energetic electrons have an enhanced d i f fus ion
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rate and are more rapidly lost to the walls. In this case the higher 
energy electrons will be lost to the walls, therefore the mean 
energy and diffusion coefficients of the swarm are less than those for 
an infini te volume. Diffusion cooling is the term used to describe 
this situation.
When p > 0.5, the diffusion coefficient is greater for low 
energy electrons as indicated by equation (6.2). As a result ,  the low 
energy electrons are preferentially lost  to the walls because of 
their  enhanced diffusion coefficient. The electrons remaining in the 
cell have a diffusion coefficient less than that of a swarm in an 
unbounded volume although in this instance their mean energy is greater 
than in the unbounded case. Such a situation could be described as 
diffusion heating. Thus in the case of ei ther diffusion cooling or 
diffusion heating, the diffusion coefficient of the electrons remaining 
in the cell is less than the diffusion coefficient for electrons in an 
unbounded volume since the classes of electrons with diffusion 
coefficients higher than the mean are preferentially lost to the walls.
6.2.2 The Theory of LEEMON and KUMAR (1975) for Diffusion Cooling 
of Electrons in Noble gases.
The theory of PARKER (1965) was extended by LEEMON and KUMAR 
(1975) to t reat  diffusion cooling of electrons for three dimensional 
geometry and arbitrary cross sections. The LEEMON and KUMAR (1975) 
work begins with the Boltzmann equation for the energy distribution 
function of electrons in a neutral gas assuming the two term approximat­
ion and only elast ic scattering:
c
f ( r , e , t )  = f0( r , e , t )  + f ^ r . e . t )  . ^  . (6.4)
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The re s u l t in g  equat ion fo r  the i s o t r o p i c  par t  o f  n f  is
- 3 / 2  J_
:
3 / 2 anf
vK  + kT i r i — -  v2n f  3m2v 0
M
2me
anf 
___0
at (6.5)
where: e is  the e lec t ron  energy
m is  the e lec t ron mass
v is  the c o l l i s i o n  frequency given by N c qm 
c is  the e lec t ron  v e lo c i t y
M is  the atomic mass
N is  the neutral  gas number density-
The technique by which LEEMON and KUMAR (1975) solved 
equat ion (6.5)  is  described below. The sect ion enclosed by as t r ices  
contains d e ta i l s  o f  the theory which were not f u l l y  explained in  the 
o r ig in a l  paper. This sect ion can be skipped w ithout  loss o f  under­
standing.
Equation (6.5) is  transformed to
- 3 / 2  a u s —  au
■ 0/0 anf „  1
u 1 s ( n f  + - r - 2-) v 0 au '
- 1  ^ ( n f n  ^
+ V2(n f  ) = s u 1 — ——  (6.6)
x '  0
using dimensionless var iab les
3m2v 2
x = a r , a = 3 t ,  u = £/ kT 5 s = v / v Q, a2 = —  , (6.7)
ß = 2mvQ/M 5 and v q5 a constant c o l l i s i o n  frequency.
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Separation of variables is carr ied out to obtain equations 
fo r  the eigenfunctions fo r  n f  = R(x) F(u) T( a) . The energy eigen­
funct ion F(u) is determined by the equation
U3/2 s(F + 3F/3u) + k2(es-u)F = 0 .
The spatial eigenfunction R(x) is dstermined by
(6.8a)
v2 R(£) = -k2 R(x) .
X
(6.8b)
Likewise the temporal eigenfunction is  T which is  given by
- k 2ea (6.8c)
where k is a separation constant
2_  o
eigenvalue. A = 1-^po )2
(aA)
and e is the temporal
oJ
+ (-pj-) is  the cel l  constant corresponding to
- 2the fundamental mode. The pQ in A is  the f i r s t  zero o f  the radial  
part o f  R (x ) , which in the case of a cy l inder is  the zero order Bessel 
function JQ. The radius o f  the d i f fu s ion  cel l  is  r Q, and h is  the height 
The lowest order spatia l  and temporal modes are assumed to be 
the only ones of s ign i f icance ;  thus
— k 2 0 a
n ( x , a ) f Q(u) = R(x) Fq(u) e 0 . (6.9)
The e f fec t ive  d i f fu s ion  c o e f f ic ie n t  is obtained from the assumption 
that
-D , ,  A~2t
n = n ( r )  e e f f  
o ~
( 6 . 10)
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Equation (6.9), integrated over u, gives an equation fo r  n from which 
De f f  can id e n t i f i e d  using equation (6 .10); thus
2 kT
3 mv ( 6 . 11)
In the l i m i t  o f  high pressures or large enclosures, ( i . e .  when A or a 
become large,  k2 becomes small) equation (6.8a) becomes:
U S —au *  *  B »  0 ( 6 . 12)
which means fo r  F(u) = e"u equation (6.12) is  s a t is f ie d  fo r  a l l  s.
When F(u) = e~u is inserted in to  equation (6 .8a), an equation fo r  the 
eigenvalue e is obtained a f te r  in tegra t ing  over the eigenfunction F(u)
9 « e~u s " 1 u3/2 du h  - u  , u 2 e du (6.13)
Using the de f in i t ion s  of  s and u, equation (6.13) gives
e = 2 kT N qm (6.14)
One can now see from equations (6.11) and (6.14) that
D .p.f -*• t  F  >  in the 1 im i t  o f  k2 -> 0 , e t f  o N
1 /2 %i . e .  De f f  approaches m  ( - ) = D.
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In order to obtain an equation in higher orders o f  k2 
LEEMON and KUMAR (1975) made the sub s t i tu t io n :
F( u) = e” u G(u) in equation (6.8a) to obtain
u G" + (3/2 -u + US'  s- 1) G' + k2(0 s " 1 -us"2)G = 0 (6.15)
where ' indicates d i f f e re n t ia t io n  wi th respect to the energy var iab le.
Equation (6.15) can be examined fo r  the case o f  model cross 
sections q = pe7" 1 in other words v = v Q uY~^ (6.16). Three special cases 
of th is  model are: y = k,  constant c o l l i s io n  frequency; y = 1,
constant cross section; and y = 3 /2 »cross section proportional to 
electron speed. Equation (6.16) gives s = uY~^ which when inserted 
in to  equation (6.15) gives
uG" + (Y + 1 -u)G' + k2(eu*‘ Y - u 2 ‘ 2 y )G = 0 . (6.17)
The leading terms in th is  equation imply a so lu t ion based on Laguerre 
polynomials which s a t i s f y  the equation (ERDELYIet a l .,1953)
uy" + (w + 1 -u )y '  + vy = 0 . (6.18)
The solu t ion of equation (6.18) is  w r i t ten  L^(u) so the solu t ion 
of  equation (6.17) is w r i t ten
G(u) = I  A LI  (u) .
t,=0 *•
(6.19)
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* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * i
Insert ion o f  (6.19) in to  (6.17) gives
l U a L j " (u )  + I  (y+ 1 -u) a l ] ' ( n )  + k* I  ( e u * ^  - u2‘ 2y) 
£ = 0 *  *  £=0 *  36 £=0
a* LI (u> = 0 • ( 6 . 20)
Regrouping and the use o f  equation (6.18) y ie lds
£=0
I  -a£ uLY (u) + (y+ 1-u) Ly (u) + k2(-eu^~Y + u2-2y) a£LY(u)
I  + a£ £Ly (u) + k2(-eu^~Y + u2~2y) a0Lj(u )  = 0. (6.21)
£=0 £ £
M u lt ip ly ing  by e~uuyLy and in tegra t ing  from 0 to °° y ie lds
? a £ 6 r (y+l )  r(y+£+l) y . 2 a
 ^ a£ 1 6£m m. r(-y+l) 0i n k a££- U£=0
2-y - u ly ly du 
£ m
- k2 ea. e 'u uh  l ]  i Z  du = 0 £ m ( 6 . 2 2 )
when the normalizat ion and or thogonal i ty  of  the Laguerre polynomials 
are used. The or thogonal i ty  re la t ion  is
j e~u uY Ly Ly du = ' m n * r ( y + l )  r(y+n+l) °mn n r ( y + l )
Equation (6.22) can be treated as a matr ix equation
J + k2[ C -0B] (6.23)
i f  the fo l lowing d e f in i t io n s  are made
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1 = 1  = i a = r (Y+m+1) _
mn m 5mn r(m) 5mn
Note fo r  n = 0, J = 0 from equation (6.22).
C e C = f du e~u u2_y Ly Ly andm  J i  m
0
-u
l !  L i
where the re la t ion  r(n)  =
Kronecker delta = (^  1 n
1^ i f  n
(n-1) 1 has been used, and 6mn is the
i m
= m .
a is  a column matrix which can be expanded in powers o f  k2
a = a0 + k a1 + k4 a2 ___
Likewise the eigenvalue 0 can be expanded in terms of k2
e = e° + k2©1 + k4 e2 ___
(6.24)
(6.25)
(6.26)
(6.27)
(6.28)
Now using equations (6.27) and (6.28) equation (6.23) is  expanded 
in powers o f  k2 , and the coe f f ic ien ts  o f  l i k e  powers are equated. In 
th is  way equation (6.23) is solved successively.
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The resul t ing equations are:
J ?  = 0
J a 1 + (C -0°B)a° = 0 
0a2+ (C -e0? ) ! 1 + eißa0 = 0 
J a3 + (C -e°B)I2 + e'Ba1 + 8
Equation (6.29a) can be expressed
' J 0 0 0 0 '
0 0 0 
0 0 j 2 0
0 0 0 J,
l d J
which implies
J a° = O '  o o
J ^  a i = 0
J a = 0
2 2
etc.
However, J , J 2 , etc.  are al l  nori-
however, J = 0 ,  and thus a0 remai o o
(6.29b) is expanded to give
(k°) (6.29a)
(k2) (6.29b)
(k4) (6.29c)
0 (k6) . (6.29d)
= 0
/
(6.30)
(6.31)
therefore a ° , a° . . .  = 0 ;
be determined. Now equation
C a0 - e° B 00 0 00 a° (6.32)
thus
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and f u r t h e r  f o r  m ^ 0
J a 1 + C a0 - e°B a0 = 0 -* a 1 = a0 (e°B -  C ) / J  . (6 .33)m m mo o mo o m o v mo mo7 7 m v ‘
Equat ion (6 .29c)  gives an express ion f o r  e1 when expanded
J a2 + y (C -  e° B ) a l  + 0 *B a0 + (C o o  L, K om onr m oo o v oom=l
6° B )a* = 0.  00 0
(6 .34)
Therefore
( e°B -  C ) a : i  _ v oo oo'  o0 1 =
B a0 
00 0
y (C - 0° B )a x v om onr mm=l__________________
B a0 
00 0
(6.35)
01 = <Coo - Co o K  
B__ ao
_ oo B
l
m=l
'om B _  om - Coo mo
B
B I  j
- l
m
/ B om om
oo m=l ^ Boo;
(6 .36)
I t  can be seen from equat ions (6.31)  and (6 .32)  t h a t  a° and a* are
a r b i t r a r y  because J = 0. Therefore  a* can be se t  to  zero and a°
J 0 0 0
determined by n o rm a l i z a t io n .  To the o rde r  k2 the e ig e n fu n c t io n  G(u) i s
G(u) = a° 1 + k2 y (o°B -  C ) J ” 1 Ly (u) S  v mo mo' m nr 'm=l
1 + k2 C n I
00 m=l m
- l
,Bmo mo
B C 
• 00  0 0 '
L^(u)j  . (6.37)
The average energy is given by
< £ > e e"2 F( e) de = kT e U u3/^ 2 G(u) du / e U U2 G(u) du .
0 (6.38)
* * * * * * ★ * ★ * * * * * ★ ★ ★ ★ ★ * * * • * • ★ ★ * * * ■ * * * * ★ * * *
I t  can be observed from equations (6 .36) ,  (6.24) and (6.26) tha t  the 
f i r s t  order correct ion e 1 to the eigenvalue e is  always negative so 
to order k2 the e f fec t ive  d i f fus ion  co e f f i c ie n t  D ^  w i l l  be less 
than the asymptotic d i f fus ion  c o e f f i c ie n t  D. This e f fe c t  is  the o r ig in  
of d i f fus ion  cool ing and d i f fu s ion  heating.
Next, the three special cases fo r  y are considered. When 
the cross section is proport ional to speed, y = 3/2. From equations 
(6.25) and (6.26) i t  can be seen that  in th is  case matrices B and C 
are equal. The lowest eigenvalue is 0 = 1 and is  independent o f  k2. 
This resu l t  can be seen from equations (6 .32) ,  (6 .35), and (6.17).
From equation (6.2) and the d e f in i t i o n  of  v ,  D can be wr i t ten
D = i < ^ - > 3 mv (6.39)
while D = 1  JSlue f f  3 mv0 (equation 6.11) (6.40)
and
y~h
-  -y (equation 6.16). Therefore
y = 3/2, e = l ,  and
D = -K —  , and thus D —  = D . (6.41)3 mv e f t  3 mvo o
When y = 1/2, the c o l l i s io n  frequency v has the constant value v Q. 
In th is  case equation (6.17)becomes
uG" + (3/2 - u)G‘ + k 2(e-u)G = 0 . (6.42)
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PARKER (1965) uses the transformation
G(u) = h(u) so G' = h ' (u) - i  (s - l)G and
G" = e‘ ^ 6‘ 1)u h“ (u) - J  (6-1) e'*äU+l5) u h . (u) .  ( 6_d
e-ää(<5 - l ) LI h , ( u)  _ 1 { 5 . 1 ) g
Such a change of var iable appl ied to equation (6.42) y ie lds
u h"(u) + 3/2 -5u h ‘ ( u) + k2e - #  (6- 1) h(u) = 0
provided
k2 = ^  ( 62- l ) in other words 6 = /4k2 + 1
(6.43)
(6.44)
The lowest eigenvalue occurs when the co e f f i c ie n t  o f  h(u) in 
equation (6.43) vanishes
3 2
0 = 4 k (1 + 4k2)*5 -1 (6.45)
which is necessary to obtain a solut ion which s a t is f ie s  the boundary 
conditions at u = 0 and u = °° (namely h(u) remains f i n i t e ) .
From equation (6.39)
0 = 1  < ^ >  =J2l
3 mv mvo o
D r .  = T ^  + 4k2 - 1)ef f  3mvo 4|<2V .1while (6.46)
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= D - f -  ( / F T T H ?  - 1)
2k2
^  D(1 - k 2) when k is  smal l .
When y = 1 the  c ross  s ec t io n  i s  c o n s t a n t ,  and equat ions  (6 .32) and 
(6 .35)  must be used to ob ta in  a value f o r  the  e igenvalue  e.
To o rde r  k2
e =
/if
{l-k2 I
t n=l
( 2 n - l )!1 
2n!  1
-r 2
n ( n+T) (6.47)
In t h i s  c a s e ,  where qm = c o n s t a n t ,  equation  (6 .2)  gives
3Nq
f -  < ^ > .  i— 2. / M
l _ /  m 3Nqm ^  /  m (6.48)
2 kT / ¥  f~z
e f f  3 mNqm /  2e /  kT
2kT h e from equat ion  ( 6 .1 1 ) ,  so
■ D ( 1 - ^  I ( 2 n - l ) 11 In'.'.
1
n(n+l) (6 .49)
D ( 1 - k 2 0 .1 6 7 f- .
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In the general case o f  tabulated cross sections, LEEMON 
and KUMAR (1975) introduced:
s = v /v rt = Au'2 q (6.50)o ^m '
where A is a constant. Equation (6.50) is  substi tu ted in equation 
(6.15) to give
uG" + [ 2-u + u( ln qm) ' ]G' + k2[ eu"^ (Aq^)"1 -(Aqm) " 2]G = 0 . (6.51)
No polynomial is suggested by equation (6.51) so G is expanded in 
terms o f  L^(u). Equation (6.51) then takes the form
where
? ( -m(rn+l)6mo + üD -(£+l)D 0 , + k2(0Bmfl -C )) a0 = 0£:n ( mil mil ‘ m,ii-l v mil mil'J ii
(6.52)
£=0
oo
D = f du e” u u(lnq ) 1 L 
mil J nm m
i . i
ii
C = f du e u u(Aq )~2 L1 L1 
mil j v Hnr m z (6.53)
OO
B = f du e "u u^(Aq ) L* L.1 . m£ J nm m il
In order to obtain equation (6.52) the fo l lowing re la t ions fo r  L*(u) 
are required (ERDELYI et_ a]_. 1953)
and
ud2L  ^ dL*
-----+ (2-u) = nL1
,..2 v ' du n
d I a , a / . \ , a
u dU Ln = n Ln - {n+a> Ln-1
(6.54)
(6.55)
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The matr ices D, C amd B were determined numer ica l ly  f o r  the 
cross sect ions o f  He, Ne and Ar up to 1 eV. Equation (6.52) was t r u n ­
cated f o r  dimensions 2 x 2 up to 20 * 20, and the minimum eigenvalue 
found f o r  each case (see fo r  example WILLIAMS, 1972). The minimum 
eigenvalue 6 exh ib i ted  a constant value f o r  intermediate  dimensions. 
This behavior suggested tha t  the smal ler matr ices were not represent­
a t ive  whi le  the la rges t  matrices showed er rors  due to round-o f f  and 
the necessi ty  to i n te rp o la te  between the cross sect ion data. The 
s c a t te r  in the values o f  e on the plateau was less than 3% ( LEEMON 
and KUMAR, 1975). No f u r th e r  refinement was performed since th is  is  
the same size as er rors  in the cross sect ion data a va i lab le  fo r  the 
gases under study. The numerical ca lcu la t ion s  were checked against 
the case o f  constant c o l l i s i o n  frequency, and agreement was w i th in  2% 
over a wide range o f  pressure and A values.
In order to examine the magnitude of d i f f u s io n  cool ing in  the 
present experiment the value o f  A~2(1.509) was inser ted  in to  the com­
pute r  program along w i th  the cross sect ions fo r  He, Ne and Ar. The 
re s u l t in g  ND values are shown vs. pressure in Table 6.1.
^ 1 3
(kpa)—
He 6.3
2.7
6.3
Ne
Ar 9.5 12.8
TABLE 6.1
4. 5.3 6.7 8. 10.7 13.3 16 20 27 .
6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3 6.3
66 69 71 71 71 72 72 72
15.5 17.3 18.8 20. 21.9 23.1 23.9 25.4 26.5
ND in un i ts  o f  1021 cm-1 sec- 1 -
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6.2.3 The Theory of ROBSON (1976) for Diffusion Cooling of Electrons 
in Gas Mixtures
The results of the measurement of ND in argon-hydrogen mixt­
ures were compared to the predictions of a theory for diffusion cool­
ing due to ROBSON (1976). This theory uses a variational solution of 
Boltzmann's equation rather than the polynomial expansion method 
employed by LEEMON and KUMAR (1975). ROBSON (1976) looked at the 
problem of diffusion cooling as one of nonlinear diffusion where the 
equation for the decay of electron number n in one dimension is
where
an
a t + <g2
D is the asymptotic diffusion coefficient 
is the mean free path for energy transfer 
6 is a constant related to the energy dependence 
of the momentum transfer cross section.
(6.56)
The las t  and higher order terms in equation (6.56) arise as a result 
of nonlinear diffusion caused by electron density gradients 
(SKULLERUD, 1974).
Equation (6.56) is solved for one dimension by standard 
separation of variables techniques to yield
n(x,t) = I A. e k sin ( x / A .  ) (6.57)
k=l K k
where is a separation constant.
The time constant for decay is given by
1 + • • • •  •
- l
Tk D A' 2 (6.58)
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Even when th ree  dimensional  geometry i s  cons idered ,  the form o f  
equat ion  (6 .56)  does not change. When on ly  the lowest  decay mode is  
cons idered i t  can be seen t h a t
l = D e f f v 2 "  <6 - 59>
where D ^  i s  the e f f e c t i v e  d i f f u s i o n  c o e f f i c i e n t  de f ined  by
t ' 1 = De f f  A ' 2 . (6 .60)
Thus the problem can be t re a te d  as l i n e a r  d i f f u s i o n  desp i te  the 
presence o f  the h ighe r  o rde r  terms in  equat ion (6 .5 6 ) .
The problem i s  to  solve Bol tzmann's equat ion f o r  a two 
component gas a t  temperature T. C o l l i s i o n s  o f  e le c t ro n s  w i th  one 
component are assumed to  be a l l  e l a s t i c  w i t h  qm the  momentum t r a n s ­
f e r  cross sec t ion  w h i le  c o l l i s i o n s  w i th  species 2 may be i n e l a s t i c  
o r  e l a s t i c .  The r e l a t i v e  concen t ra t ions  o f  each gas are x x and x 2
r e s p e c t i v e l y ,  and Q. (e)  i s  the i n e l a s t i c  cross sec t ion  f o r  a c o l l i s i o n
J
between an e le c t r o n  w i th  i n i t i a l  energy e and a neu t ra l  molecu le in  
the r o t a t i o n a l  s t a te .  The Boltzmann equat ion f o r  the product  o f  
e le c t r o n  number den s i t y  and energy d i s t r i b u t i o n  fu n c t io n  n f Qis  
(HUXLEY and CROMPTON, 1974)
/-me'k anf 
( 2^ at  0
—£— y2n f  + _JL 
3NQ V T0 M 3e Me2 K + kT fr°)
+ X 2 N I ( f 0 )n . (6 .61)
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The symbols in equation (6.61) are
m = the e lec tron ic  mass,
N = the to ta l gas number density ,
Q = x.q + x q where q and q are the momentumm^ l^ m 2^ m nm m
1 2  1 2
trans fe r cross sections fo r  each species,
M"1 = x ^ 1 + x2M~: where and M2 are the masses o f the 
two components,
- e Qjtc)
- e  * / kT 
-e J f0(e -e j ) (6. 62)
The Klein-Rosseland re la t io n  of de ta iled  energy balancing 
(McDANIEL, 1964)
- £ , / kT
(e-£j) Q_j (e-e^) = e e Qj(e) (6. 63)
has been used in the expression fo r  l ( f ( e ) )  w ith e. the energy o f  the 
ro ta tiona l s tate.
Equation (6.61) is  general in tha t i t  holds even when non­
l in e a r  d if fu s io n  takes place because nfQcan be expanded in terms o f
£ v^n (HUXLEY and CROMPTON, 1974). I t  w i l l  be shown tha t an equation 
k
of the form o f equation (6.59) holds even when higher terms in v2n are
s ig n if ic a n t  in equation (6.56).
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Equation (6 .6 1 )  i s  so lved  by making the separat ion  o f
var iab le s
n ( r , t )  f ( e , r , t )  = F(e)  R(r) T( t ) (6 .64 )
~  o ~  ~
which g ives
V2 R(r) = -A_2R (6 .65a )
(6 .65b)
2m _d_ 
M de N + x2 NI(F) (6 .6 5 c )
+  A
- 2 F 0  .
The terms A and D ^  are separat ion  constants  determined by 
the boundary con d it ion s  (R = 0 at  the w a l l s  o f  the e n c l o s u r e ) .  The 
s o lu t io n  for  R i s  the sum o f  s o l u t i o n s  to the e igen fu n ct ion  equation  
(6 .6 5 a ) .  For long t imes only  the low est  mode i s  s i g n i f i c a n t  ( s in c e  i t  
has the l o n g e s t  time c o n s t a n t ) ,  and fo r  the  remainder o f  t h i s  t r e a t ­
ment only the low est  mode wi l l  be considered .
_ 2
For c y l in d r ic a l  geometry and the low est  decay mode A i s  
given by (p /a )  + (-J) ' where pQ i s  the f i r s t  zero o f  the JQ Bessel  
fu n c t io n ,  a i s  the radius o f  the c y l i n d e r ,  and d i s  the h e ight .  
Equations (6 .65b) and (6 .65c )  are e igen va lu e  equations with D ^  as 
the e ig en v a lu e ;  again only  the low est  decay mode i s  cons idered .  The • 
value o f  D ^  i s  obtained by s o lv in g  equation ( 6 . 6 5 c ) .
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Assuming fQ(e) is normalized, the number density can be obtained
= R(r) T(t ) ,
and therefore from equations (6.65a) and (6.65b)
§  = Deff v' n
This shows that equation (6.56) can be rewritten in the form of a 
linear diffusion equation by redefining the diffusion coefficient.
ROBSON (1976) introduces a change to dimensionless variables
k2 and e
from
oo
0
(6.66a)
(6.66b)
where Q is a constant cross section of 1 S2. The diffusion coeffic- 
ient is related to the new variable e by
(6.67)
while the time constant t for the lowest mode, given by
is from equation (6.66b)
- l 2m r 2 K l \ l"2
T ( 6 . 68)
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ROBSON (1976) uses the s u b s t i t u t i o n
F(u) = e~u G(u) where u = e/<T to  ob ta in  equat ion (6 .65c)  in  
the form
_d_
du + x 2 l ( G (u ) )  + k2 \uh e (6 .69)
w i th  I (G( u)) g iven by
r - (u + u . )
I ( G ( ü )) = I | ( u + U j ) Q j ( u+uj > e J 
J
G(u+u.) -G(u)
- u Q j(u )  e-u G(u) -G(u-Uj) (6 .70)
A v a r i a t i o n a l  techn ique is  used to ob ta in  the s o l u t i o n  o f  equat ion 
( 6 .6 9 ) ;  however i t  i s  necessary f o r  the opera to rs  in  equat ion (6 .69)  
to  be s e l f  a d j o i n t .  A s e l f  a d j o i n t  o pe ra to r  L s a t i s f i e s  the r e l a t i o n  
(COURANT and HILBERT, 1937)
L U 2) du i>2 L(<f>1) du (6 .71)
p r o v id in g  ^  and <j>2 s a t i s f y  boundary c o n d i t io n s  o f  the form a,,<|>(u,)
+ a12'), , ( u i )  = 0 and a21(J){u2 ) + a22<f>' ( u2) = 0 (SAGAN, 1961). For 
the case here U1 = 0 ,  u2 = °°. The d i f f e r e n t i a l  ope ra to r  in  equat ion 
(6 .69)  is  s e l f  a d j o i n t  s ince i t  has the  form (SAGAN, 1961)
+ g(u)  .
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The term 1(G) is also se l f  ad jo in t  as can be seen by w r i t in g
I(4>i) = I | Hj ( u+uj )  4>x(u+Uj) -<f>1 (u)j -H j(u) <J>j(u) -'t’ j ( u - U j ) 
j
.  y
where H.(x) = xQ. (x) e fo r  x > u. 
j  j  j
and H. (x) = 0 fo r  x < u. . 
j j
This las t  condition is an e x p l i c i t  statement o f  the fac t  tha t  Q.
J
vanishes fo r  u < u.. Then
J
(6.72)
du 4>x I(<t>2) = M  du 4>1 (u) Hj ( u+uj ) f 2(u+u,) - * 2(u)
du * x(u) Hj(u)
i
By changing variables in the la s t  in tegra l
f 2(u) -<l>2(u-Uj) . (6.73)
UJ
00 oo
j du I (<t>2) = J du Hj(u+Uj) * 2(u+u.) - * 2(u)
4*!(u+u.) - * j ( u )
du <t>2 I (4>2) • (6.74)
The function ( u) which minimizes the expression (see fo r  example, 
COURANT and HILBERT, 1937)
du
lJb
-u fddr
u 2 ^ e* u Q + k2 < f e' V - x 2 £ * i u )
k 2 u 2 e "u <$>2 du
(6.75)
is  the eigenfunction o f equation (6 .69), and in fa c t V is the 
minimum eigenvalue o f  equation (6 .69), i . e .  0.
ROBSON (1976) chose a simple t r i a l  function fo r  <j>, namely
*(u) = e"aU
where a is an adjustable parameter. The t r i a l  function <#>(u) s a t is f ie s  
the boundary cond it ionsa f(0) +4>'(0) = 0 and <j>(°°) = 0. The momentum 
tra n s fe r  cross sections fo r  Ar and H2 were approximated by models in 
ROBSON'S (1976) treatment as was the in e la s t ic  cross sections o f 
hydrogen. These model ca lcu la tions were in q u a l i ta t iv e  agreement w ith 
the measurements, and therefore the program was modified to allow the 
use o f tabulated cross sections. The cross sections used were those 
determined from an analysis o f  experimental measurements o f e lectron 
d r i f t  ve lo c ity  and ch a ra c te r is t ic  energy (HUXLEY and CROMPTON, 1974 
and MILLOY et al_., 1976).
6.3 Experimental Procedure
The energy leve ls o f  the metastable states o f  argon have 
energies (11.5 and 11.7 eV) below the ion iza tion  po ten tia l o f the most 
l i k e ly  im purit ies . For th is  reason Penning ion iza tion  was not expected, 
and indeed measurements o f x vs. S as shown in Figure3.11 showed no 
upcurving at large S values as had s im i la r  measurements in neon. Never­
theless the ce ll was baked to 200°C fo r  24 hours, and the titan ium  
ge tte r  trap f i re d  in order to insure tha t molecular species were at a 
low level because the d if fu s io n  c o e f f ic ie n t  fo r  electrons in argon 
might be sensitive  to such im purit ies  due to the energy dependence o f
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the argon cross section compared to that of hydrogen for example 
(Figure 6.1).
A set of diagnostic runs was performed by R.W. Crompton 
at 8, 6.5, 5.4, and 2 kPa in order to check for non-thermalization and 
secondary space charge. The results of his measurements are shown in 
Figure 3.11 and 6.2. It  is interesting to note that the thermalization 
in argon is much faster than expected on the basis of calculations 
using transport coefficients (Appendix 3). This may be explained on 
the basis of diffusion cooling. When the energy of an electron reaches 
the vicinity of the Ramsauer-Townsend minimum the rate of energy loss 
becomes very small because of the very small magnitude of the cross 
section. Thus the electron would be expected to spend a large fraction 
of the time required for thermalization in the vicinity of the 
Ramsauer-Townsend minimum. On the other hand, the rate of diffusion 
of electrons in this energy range is large due to the small cross 
section, thus there is a high probability that these electrons will 
collide with the walls and be lost. Thus the thermalization time in 
the experiment is lower than that predicted for an unbounded volume 
since the electrons which would contribute most to the thermalization 
time are preferentially lost to the walls. The available range 
of pressures (2 to 8 kPa) was determined by lack of thermalization at 
low pressure and insufficient charge replenishment at high pressures. 
For example at 2 kPa thermalization required of the order of 4 or 5 
diffusion time constants by which time the electron number density 
had decayed to levels which were diff icu lt  to measure.
Higher pressures than those used would have required excessively large 
repetition times to avoid secondary space charge with the consequent 
onset of the effect of d r i f t  fields (see Chapter 3).
7 0
X
Q-1S)
40
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No dependence of ND on X-ray was found for durations of 10 
and 15 ys. This test  was not carried out over as wide a range of 
ionization levels as in neon because there the dependence was only ~ 1% 
in neon, and such accuracy was not necessary in the argon experiments 
where diffusion cooling lowered ND by ~ 30%. The gas temperature was 
295 T IK, and the linearity of the detection system was good to ± 1%. 
Uncertainty in the cell constant A contributes + 0.4% to the experi­
mental error. When mixtures of hydrogen and argon were used, the 
procedure described in Chapter 7 was followed to make up each mixture. 
The fractions of hydrogen were sufficiently large that the uncertainty 
in the mixture composition was negligible. Hydrogen was chosen as the 
dopant to increase the energy exchange between electrons and the gas 
for four reasons: (a) i ts  ionization potential of 15.4 eV means that
i t  would not be ionized in collisions with argon metastables, (b) i ts  
small mass and inelastic levels greatly increase the energy exchange 
in collisions with electrons, (c) at thermal energies i t s  cross section 
for momentum transfer is better known than that of the other diatomic 
gases and (d) a pure source of hydrogen was readily available on the 
vacuum system (Figure 3.12). As was mentioned in Chapter 3, hydrogen 
was obtained by diffusion through a silver palladium osmosis tube; 
this procedure yields hydrogen with few impurities (CROMPTON and 
ELFORD, 1962).
6.4 Results
Following the determination of suitable operating conditions, 
measurements were f i r s t  made of the effective diffusion coefficients 
of electrons in pure argon over the pressure range of 2 to 8 kPa, at 
an operating temperature of 295 + 1 K. As mentioned in Section 6.3, 
experimental limitations prevented the measurements being performed 
over a wider range of pressures. The results of the measurements are 
shown in Figure 6.3, along with the results of LEEMON and KUMAR (1975).
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The error bars on the experimental points are about + 3% and arise 
from uncertainty in the gas number density and cell geometry as well 
as from detection system non-linearity and the possible influence of 
primary space charge. The shaded portion of the curve in Figure 6.3 
indicates the + 2% error in the theoretical predictions arising 
from computational errors (see Section 6.2.2). The error caused by 
uncertainty in the argon cross section is not included in the figure.
The experimental points l ie  about 5% above the theoretical 
curve. Of the spurious effects which can influence the measurement, 
only d r i f t  fields due to lack of charge compensation are likely to 
raise the measured diffusion coefficient since lack of thermalization 
and the effect of higher diffusion modes were easily avoided (see 
Chapter 3). While at the highest pressures, the values of repetition 
time were approaching those at which charge replenishment becomes 
inadequate, no influence from this effect was seen in the results;  
the results taken at lower pressures would be completely free of this 
effect because of the higher repetition rates used in those cases. As 
can be seen in Figure 6.3 the effect of diffusion cooling is large 
since ND varies by almost a factor of two between 2 and 8 kPa. For 
this reason the agreement between the theory and experiment is very 
satisfactory.
The good agreement in the case of argon, where the energy 
dependence of the cross section is extreme, suggests that the theory 
can be confidently applied to calcualte the magnitude of diffusion 
cooling for gases such as helium and neon where the effect is smaller 
and the cross sections better known.
A series of measurements was performed in argon-hydrogen 
mixtures following the experiments in pure argon. Before the mixture 
experiments began, the titanium getter was saturated with hydrogen.
The effective diffusion coefficient was then determined as a function 
of pressure and hydrogen concentration.
N Deff
(KJ21  
c m  ^sec
<J> Expt. 
Theory
p(kPa)
Figure 6.3
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The experimental parameters were varied as follows. The 
pressure was held at 4 kPa while the hydrogen concentration was varied 
from \  to 10%. Next the hydrogen concentration was held fixed 
while the pressure was changed from 2 to 10 kPa.
Figure 6.4 shows the results of measuring ND at 4 kPa for 
various hydrogen concentrations. Also shown on this figure are the 
predictions made using ROBSON'S (1976) theory. Figure 6.5 shows the 
variation of ND with pressure for various percentages of hydrogen 
as well as predictions made using ROBSON'S (1976) theory. As is 
indicated in Figures 6.4 and 6.5, ND is influenced by diffusion cool­
ing when either the pressure and/or the percentage of hydrogen is low. 
Results of using ROBSON's (1976) theory show that i t  is not possible, 
using the pressures available in the present experiment to suppress 
diffusion cooling by adding hydrogen without altering the asymptotic 
diffusion coefficient from that for pure argon.
The agreement between the experimental values of ND and the 
predictions of ROBSON'S (1976) theory is about 5%. I t  should be 
remembered that the theory used only a simple form of t r ia l  function 
having only one adjustable parameter. Better agreement between theory 
and experiment might be obtained using a more complex tr ia l  function 
in the minimization procedure. The agreement between theory and experi­
ment is nevertheless satisfactory indicating that ROBSON'S (1976) 
theory is capable of predicting the magnitude of diffusion cooling of 
electrons in mixtures of a noble gas and a molecular gas.
Despite the fact that ND in pure argon could not be measured 
in the absence of diffusion cooling, any argon cross section given at 
thermal energies can be checked against the results of the present 
experiment performed in argon-hydrogen mixtures under conditions where 
diffusion cooling is insignificant.
Figure 6.4
Os C ' i ' s ' s ' '
Z o ©Eu
Fi
gu
re
 
6.
5
145
The uncertainty in the hydrogen cross section is + 5%
(HUXLEY and CROMPTON, 1974) which produces a 1.6% error in ND fo r a 
mixture of 5% W2 in argon. By scaling the argon and hydrogen cross 
sections as shown in Appendix 1 and performing the integration 
indicated in equation (A1.3) one can show that the error in ND is 
related to the errors in the two cross sections by the relation
Error in (ND) ~ 1.6% + 0.7 x Error in q^ (Ar).
From th is equation, i t  is found that a 2% error in the 
measurement of ND produced a 5% uncertainty in the argon cross section. 
Sim ilar calculations could be applied to other mixtures.
The argon cross section of MILLOY et_ al_. (1976) was checked 
against the results of the present experiments taken under conditions 
where diffusion cooling is ins ign ifican t.
The disagreement between ND calculated using th is cross 
section for argon and the measurement o f ND fo r 5% hydrogen in argon 
is 4% while the error bars in the cross section and experimental resu lt 
are 6 and 3% respectively. Such satisfactory agreement lends support 
to the energy dependence of the MILLOY et aj_. (1976) cross section 
at thermal energies and indicates no influence of pressure effects 
in the transport coefficients measurements even though the pressures 
used reached over 1000 kPa (see Chapter 1).
In conclusion, while the in i t ia l  aim of the experiment was to 
measure ND for thermal electrons in order to determine the v a lid ity  of 
the cross sections shown in Figure 6.1, the bulk of the work involved 
investigation of diffusion cooling. Thus the in i t ia l  aim of the argon 
experiments was accomplished, although the occurrence of d iffusion
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cooling complicated the fulfillment of this aim. The presence of 
diffusion cooling in the argon experiments did provide the stimulus for 
the development of a theory of this phenomenon in noble gases and a 
theory for this effect  in mixtures of a noble and a molecular gas, 
and in addition led to the f i r s t  experimental investigation of  
diffusion cooling for free electron diffusion.
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CHAPTER 7
MEASUREMENTS OF THE LIFETIME OF NEON METASTABLES 
7.1 Introduction
As explained in Chapter 5, the diffusion time constant in the 
neon experiments increased at large values of the starting time S. 
Penning ionization of an impurity was proposed to explain the upcurving 
of I ,  and a simple analysis was used to predict the behavior of x as 
a function of sampling time. The results of the experiments in pure 
neon suggested a measurement of the lifetimes of neon metastable 
states using the Penning ionization of an impurity to detect the 
presence of the metastable atoms.
Since argon was one of the most likely impurities in the neon 
gas sample and since a mixture of noble gases could be kept free of 
molecular species by a titanium trap, argon was added in known concen­
trations to samples of neon. As mentioned in Chapter 1 the CDE 
detects only the presence of electrons within the cell so would be 
insensitive to the number of metastables in the gas unless these atoms 
produce free electrons by Penning or associative ionization of a second 
species. Electrons are released by collisions between neon metastables 
and argon as a result of:
1T1 "I*Penning ionization Nem + Ar -* Ne + Ar + e~
and associative ionization Nem + Ar -> Ne Ar+ + e” .
Figure 7.1 shows the energy levels of the two metastables and the two 
radiating states in neon along with the ionization potential of argon.
In general metastable states are de-excited by the following 
processes:
a. by diffusion to the walls of their  container where their
energy is released by'col 1isions with the walls,
Figure 7.1
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b. by transition to a radiating state caused by a collision
with a background atom in the ground s ta te ,
c. by collisions with two ground state atoms,
d. by collisions with an ionizable atom, or molecule,
e. by collisions with electrons,
f. by collisions with another metastable atom.
Because of the high gas number densities used in the present 
experiment diffusion to the walls requires ~0. Is of a second, (a) 
is therefore negligible compared to other decay mechanisms. Processes 
(e) and (f) are insignificant in the present work because of the very 
low densities of electrons and metastables. The loss of metastables 
due to process (c) is less than 15% of that due to processes (b) and 
(d) according to calculations based on the results of Phelps; thus (c) 
will be neglected in analyzing the results of the present experiment.
A pressure dependence of the coefficient for (b) would indicate that 
such an assumption is invalid, but no such dependence was evident in 
the results of the present experiments.
If Penning ionization is not 100% efficient then collisions 
between metastables atoms and a foreign species could induce a trans­
ition of the metastable to a radiating state. However in the present 
experiment i t  was not possible to detect such a process, and the quantity 
measured is therefore the total loss rate for neon metastables due to 
collisions with argon atoms.
Because process (b) results in light emission, this loss 
mechanism is affected by radiation trapping as described by HOLSTEIN 
(1947, 1951). In this process the light emitted is resonant with the 
ground state and for the pressures and geometry used in the present_____
calculated using the diffusion coefficient for 3P measured by 
PHELPS (1959).
4-
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experiment the radiation is absorbed and re-emitted by the gas, extend­
ing significantly the lifetime of the radiating state. From Holstein, 
the equation for the lifetime x^  of the radiation in the case of
• k
pressure broadened radiation is , fo r  parallel plates a distance z 
apart ,
where xnat is natural lifetime of the radiating sta te ,  and xq is the 
wavelength of the radiation. For neon x. is ^  56 ys for z = 10 mm
and a natural lifetime of 32ns which corresponds to that of the 3P1 
state of neon as measured by LAWRENCE and LISZT (1969). The absorpt­
ion and re-emission thus increases the radiative lifetime to such an 
extent that i t  is possible for collisions to de-excite the radiating 
state to a metastable state since the mean time between Ne-Ne collisions 
is 24 ns at 1 kPa.
7.2 Experimental Details
Suitable ranges of the repetition time were determined from 
diagnostics performed in pure neon as described in Chapter 5. Mixtures 
of argon and neon were made up using the following procedure. The 
entire UHV system was f i r s t  evacuated using an Qi/sec Vac Ion pump.
The diffusion cell was then f i l led  with argon to a pressure calculated 
to produce the desired final concentration upon volume sharing; the 
volume ratio of the cell to the vacuum system having been determined 
beforehand. The valve to the diffusion cell was then closed, and the 
UHV system was evacuated again using an 8£/sec Vac Ion pump. Neon was 
then admitted to the UHV system to a pressure calculated to give, upon
Pressure broadened radiation occurs for pressures above about 1 kPa.
4.74 (7.1)
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volume sharing with the cell ,  the desired final pressure which was 
measured to + 0.1% using a quartz spiral manometer. The temperature of 
the cell was measured at this time using a copper-constantan thermo­
couple. The cell valve was then le f t  open for > 12 hours to allow mix­
ing. Tests showed that mixing was complete in < 8  hours. Following 
the mixing, the cell valve was closed before experiments began. A 
titanium getter trap (Figure 3.1) between the diffusion cell and the cell 
valve was outgassed and activated before the Ar-Ne mixture experiments 
began in order to insure that Penning ionizable molecular species such 
as hydrogen or nitrogen did not affect the experiment. The time constant 
was then measured as a function of sampling time S. No correction was 
made for space charge dependence in the results as the neon experiments 
had shown such an effect to be small. X-ray parameters were 15ys dur­
ation and an anode voltage of 15 kV.
The values of argon concentration f ranged from 60 to 400 ppm. 
Lower concentrations of argon were not used because of the unreliabili ty 
>n determining the argon level at values of f below 60 ppm. The upper 
limit to the range of f was set by the requirement that the metastable 
lifetime xm be greater than the diffusion time constant xD in conjuction 
with a lower pressure limit of 4 kPa. At lower pressures the run 
lengths necessary for adequate s ta t is t ic s  were inordinately long although 
3 kPa was used with 400 ppm of Ar in order to extend the pressure range 
as much as practicable. When xm < x  ^ is not possible to determine
xm because e~t//LD is the dominant term at long times (see Section 7.3), 
and thus the condition xm = x  ^ sets a maximum pressure limit for the 
experiment.
152
7.3 Analysis of Metastable Lifetimes in the Absence of Radiation 
Trapping
In th is  section the fundamental behavior of the CDE will be 
described in the absence of radiation trapping in order to provide a 
basic understanding of the s t ruc ture  of the t versus S curves when 
both metastable ionization and diffusion occur. The next section con­
ta ins  an analysis of the experiment including radiation trapping.
As mentioned in Chapter 3, the quanti ty determined in the CDE 
is the time constant t for  electron decay. The equation for  x i s :
T ~£n[ n (S)/n(S+At)] (7.2)
where the sampling of electron number n occurs a t  time S and S+At.
When Penning ionization occurs then the number of electrons decays with 
more than one time constant , and thus t becomes an e ffec t ive  time con­
s tan t  which is a function of S and At. In th is  case one measures the 
dependence of x on S; Figure 7.2 shows a typical se t  of re su l ts .
As will be shown in the next sect ion ,  when no radiation trapping 
occurs, the metastable number n decays exponentially with time constant 
T . The electron number then obeys the equation
n ( t)
- t / t
no e D + e f  N N* T e~t/Tnl
where n is the i n i t i a l  number of free electrons o
3 is the rate  of ionization of Ar by Nem
f is the fractional  concentration of argon
★  m
N is the i n i t i a l  number of Ne o
- i
T = 0 / tD - 1/Tm)
53
50
4 7
44
4 1
38
35
32
29
26
23
100 ppm
S(ps)
Figure 7.2
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In all cases reported here ; therefore at short times
the f i r s t  term is predominant, so n decays with time constant
while at long times the f i r s t  term becomes insignificant so n decays 
- t / T maccording to e . This behavior can be seen in Figure 7.2 since 
t approaches at low values of S and approaches xm at large values of S.
In the next section i t  is shown that when radiation trapping is 
neglected then (see equation 7.18):
Tm_I = (aA + Bf ) N * (7.3)
Measurements of Tm are performed at different values of N and f in 
order to determine 3. Therefore 3 can be found by plotting (1/x N) 
versus f which yields aA as intercept and 3 as the slope of a straight line
When radiation trapping is taken into account then the equation for
— no longer predicts a straight line; however 3 is determined 
m
by plots of 1 / t N versus f (see Section 7.5).
7.4 Analysis of Metastable Lifetimes including Radiation Trapping 
In the analysis of the lifetime of neon metastables i t  will 
be assumed that the conditions of the experiment are such that only 
one metastable level (3P2) contributes ionization in collisions with 
argon. This assumption is based on the work of LEICHNER et_ al_. (1975) 
who measured the vacuum UV emissions from neon as a function of time 
in order to determine the rate of decay of the 1P1 and 3P radiating 
states and the 3P and 3P^  metastable states. These workers found 
that 3P2 is produced in greater quantities and decays much slower than 
3Pq. Since the metastables in LEICHNER'S (1975) experiment and in the 
CDE are excited by high energy electrons i t  seems reasonable to assume 
here that the density of 3PQ can be neglected. Appendix 7 shows that
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t he  p resen t  r e s u l t s  a re  not  a f f e c t e d  by the f a c t  t h a t  the Penning 
i o n i z a t i o n  produces e l ec t r on s  wi th ~  0.9 eV of  energy and having a 
s p a t i a l  d i s t r i b u t i o n  which changes wi th t ime.
The no t a t i on  used here wi l l  fol low as c l os e l y  as p os s i b l e  t h a t  
of PHELPS (1959).  The equat ions  f o r  the e l ec t r on  number ( n ) ,  the 
number (M) of  atoms in the 3P s t a t e ,  and the  number (R) of  neon atoms 
in the  3PJ s t a t e  a r e ,  fo r  t imes longer  than the  t ime cons t an t  of  the 
fundamental  e l e c t r o n  d i f f u s io n  mode,
^  = - + gf N M(t) = Bn + CM (7.4)
A
dMji f  = - [ ßf + aA( l - f ) ]  NM(t) + AN(l - f )  R(t )  = EM +FR
$  = aA( l - f )  NM(t) -
-Ti r
+ A(l - f )N R(t)  = GM + HR
where the symbols are defined as follows:
(7.5)
(7.6)
D i s  the electron diffusion coefficient 
A2 i s  the geometrical cell constant
3 i s  the r a t e  c o e f f i c i e n t  f o r  Penning + a s s o c i a t i v e  i o n i z a t i o n
f  i s  the f r a c t i o n a l  concen t r a t i on  of  argon 
N i s  the t o t a l  gas number d e ns i t y  
a i s  the  r a t i o  o f  the f requency of  e x c i t a t i o n  to  
d e - e x c i t a t i o n  f o r  3P1 to  3P2 t r a n s i t i o n s  
A i s  the d e - e x c i t a t i o n  f requency of  3PI to 3P2 
t - i s  the imprisonment  l i f e t i m e  of  3P .
Since f  v a r i e s  from 60 to 400 ppm in t he  p r e sen t  exper iment  1-f  
i s  n e g l i g i b l y  d i f f e r e n t  from 1 in equat ions  ( 7 . 4 ) ,  ( 7 . 5 ) ,  and ( 7 . 6 ) .
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Equat ions ( 7 . 4 ,  7.5 and 7 .6)  have t he  a n a l y t i c  s o l u t i o n s :
(KAPLAN, 1960)
Bt 6
A -B e
A t-i
n = ip e (7 .7)
A+ t  A _ t
M = ae + 6 e (7 .8)
(a+-E) ae
A _ t
+ ( A_-E) 6e
(7 .9)R = F
where a ,  6,  and ip are determined by the i n i t i a l  values  o f  n,  M, and R 
whi le  A+ and A_ are the s o l u t i o n s  of :
The physical  s i g n i f i c a n c e  of  A+ and A_ i s  more e a s i l y  seen by examin­
ing t h e i r  behavior  as x. t ^ ( the  na t u r a l  l i f e t i m e  of  3P2 ) ,  t h a t  
i s  as r a d i a t i o n  t r apping  becomes i n s i g n i f i c a n t .  Since both E and H 
are nega t i ve  q u a n t i t i e s ,  i t  i s  convenient  to  de f ine  y = -(E+H). 
Equat ion (7.10)  then becomes:
A2 -(E+H)A+ (EH-FG) = 0 . (7.10)
A2 + y A + (EH-FG) = 0 (7.11)
the  s o l u t i o n s  of  which a re :
X+ = -  I  + J  / y 2 -4(EH-FG) and (7.12)
/ y 2 - 4 ( EH-FG) . (7 .13)
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When T.jr  -> ^n a t> -H becomes the dominant fa c to r  in  (7 .1 0 ) ,
____  Y Y 2
and the expansion /1+X = 1 + j  — g- . . .
y ~  -H, 
(7.14)
can be used to evaluate (7.12) and (7 .13 ). This expansion converges
since
|X| e -4(EH-FG)
(E+H)-
is  less than 1.
Using the expansion (7 .1 4 ) ,  (7.12) and (7.13) become:
\  ss _ y~ +  a+ 2 2 1 -
2(EH-FG) »  + E = -ßfN-aAN (7.15)
X « - X. . 1  
-  2 2 1 -
2 (EH-FG)' - y = + H
nat
(7.16)
Therefore equation (7 .8 ) becomes
M = oe-t(ßfN+aAN) + 5e' t / T n a t s (7.17)
and at long times the f i r s t  term dominates so
' Tm e - x ; 1 = (efN+aAN) (7.18)
is  the asymptotic time constant fo r  the decay o f  the 3P2 s ta te .
The id e n t i f i c a t io n  o f - a " 1 as the asymptotic time constant fo r  
M remains v a l id  even when xT^ is  not the dominant term in  equation ( 7 . 6 ) ,  
as long as x. is  s u f f i c i e n t l y  small th a t  A_ > x+ . When xT^ is  not 
dominant A+ is  given by:
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X+ = - 7 — + AN + BfN + aAN - j (—  + AN + ßfN + a AN) 
Ti r   ^ Ti r
-4 (—  + AN) (ßfN+aAN) - aA2 N2
71*4
i r
(7.19)
Under the conditions used in the present experiment A is  always the
A_t
dominant term so e can be neglected in equation (7.8)and therefore 
equation (7.7)y ie  1 ds
n = ^eDt/A2 + -----eX+t
X+ +D/A2
, ” t / x D ß f  N a ' t /T m xpe + —i------1—  e
( f - f )
t D Tm
(7.20)
where e -A2/D is  the electron d if fu s io n  time constant. The
co e ff ic ie n ts  ifi and a can be id e n t i f ie d  as the i n i t i a l  number o f free
electrons nrt and the i n i t i a l  number of neon atoms in the 3P sta te  ( i . e .  
o 2
★ .
N ). When f  = 0, there is  no con tr ibu tion  to the electron number 
from Penning io n iz a t io n ,  thus 4> = n . Likewise in equation (7.8) at 
time t  = 0, M(0) e N*.
7.5 Resul ts
As described in Section 7 .2 , the experimental procedure is  to 
measure x versus S fo r  d i f fe re n t  concentrations o f argon and d i f fe re n t  
pressures ( i . e .  fo r  various values o f f  and N). Then from curves of 
T versus S at each value of N and f  ( fo r  example Figure 7 .2 ) ,  xm is  
determined and used to obtain a value fo r  3 by f i t t i n g  plots of
in
versus f  from the experiment by predictions made using equation 
(7 .19), 3 being the only adjustable parameter.
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Values of  xm are determined using a curve f i t t i n g  program which 
predicts t fo r  various values of S using equations (7.2) and (7.20) 
Equation (7.20) can be w r i t te n :
n ( t)  = a jp  e u + 3fN T e m (7.21)
where p = ip/a and T = (—------—)
-l
T r \ TD m
From equations (7.21) and (7.2) an expression fo r  f- can be obtained:
p
£  = fNT
p
,e(S+Ät)/T
A t ( f  - M
T T,
-e S /t]
1-e
r
T td
(7.22)
The curve f i t t i n g  procedure is  as fo l lows. An i n i t i a l  value of x is 
f i r s t  assumed fo r  given values of  f  and N. Then fo r  each experimental 
t , equation (7.22) is used to calculate p/ß. The values of p/3 f o r  a l l  
measurements at that given N and f  are averaged to obtain p/ß which is 
then inserted in to  equation (7.20) and used along wi th equation (7.2) 
to calculate values of x fo r  each S and At used in the experiment.
The RMS deviat ion of x (calculated) versus x (measured) is  computed.
Next, another value of  xm is assumed, and the procedure repeated. The 
xm y ie ld ing  the minimum RMS deviat ion of x (calcual ted) versus x (measured) 
is  taken as the resu l t  at that  value o f  N and f .  The size of  p/ß is 
determined atthe same time by th is  procedure. The accuracy o f  the 
curve f i t t i n g  procedure is dependent on the number and precision of 
data at large values of  S. The uncer ta inty in xm varies from + 4% to
+  10%.
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Using the various x^'s determined by the procedure just  
outlined, 1/x N is plotted versus f for various pressures in order to 
determine 3. The values of aA and A used in equation (7.19) were 
taken from LEICHNER et a l . (1975) and were: A = 5.6 . 10~14cm3 sec- 1 ,
aA = 5.0 . 10 15 cm3 sec 1. There is some uncertainty in x-r as the 
measurements of LEICHNER et al_. (1975) indicate x. is only about 46% 
of the value calculated using HOLSTEIN's (1947) theory, i . e .  equation 
(7.1). This uncertainty in t . produces a 5% uncertainty in 3 
determined in the present work.
Figure 7.3 shows the curve of best f i t  to the data using 
equation (7.19). The solid line was calculated using the values of 
A and aA given above and x. = 96ys (treating the CDE cell as in f in i te  
parallel plates 30mm apart). The values of p/3 obtained from the xm 
program is 3.6 . 1010 sec cm 3 + 10% at 6 kPa; however at the other
pressures this parameter varied from 1.3 . 1010 to 4.8 . 1010.
The uncertainty in the determination of 3 in the present work 
is + 25% made up of:
1% due to detection system non-linearity 
4% due to uncertainty in the mixture percentage 
1% due to uncertainty in cell geometry and number 
density determination
2% due to primary space charge from the in i t ia l  X-ray 
ionization
10% due to uncertainty in the determination of xm 
5% due to uncertainty in the value of x^  .
The shading on Figure 7.3 shows the effect  of varying 3 by the quoted 
uncertainty.
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In order to compare the resu lts  of the present work w ith  the 
ion iza t ion  cross section q. from other experiments, the fo llow ing 
re la t io n  fo r  3 and q.j is used:
q.j • c = 3 (7.23)
where c is  the re la t iv e  speed o f Nem and Ar at 295 K.
The resu lts  of NEYNABER and MAGNUSON (1975) ind ica te  q^  is  re la t iv e ly  
constant at thermal energies, and therefore equation (7.23) can be 
wri tten
cTj" • "c = 3 (7.24)
and used to obtain q. = 15 A2.
7.6 Comparison o f Results
Table 7.1 shows a summary o f q. from various experiments.
TABLE 7.1
Reference Technique f l i ( h )
Phelps and Molnar Photoabsorption o f 
discharge afterg low
2
*
Neynaber and Magnuson Merging beam 34 r+  41% 'j L- 32% J
Tang, Marcus, and 
Muschlitz
Thermal beam 4 (+ 5%*)
Biondi Microwave Afterglow 2.6 (+ 10%)
present work CDE 15.0 (+ 25%)
This excludes uncerta inty in the determination o f the 
secondary electron emission c o e f f ic ie n t .
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The agreement between the various experimental values of q.. 
is unsatisfactory. The beam results have a large discrepancy which 
Neynaber and Magnuson attribute to difficulty in the measurement of 
the secondary electron emission coefficient for Nem. The discrepancy 
between the results of Phelps and Molnar, Biondi, and the present 
work is more diff icu lt  to explain. One possibility might be that the 
argon concentration was in fact reduced by the discharge in the photo­
absorption and microwave experiments which would lead to an apparent 
reduction in the cross section for ionization by Nem. Although Phelps 
and Molnar observed such a "clean up" in some mixtures none was seen 
in Ar-Ne mixtures. Since no error bars were quoted by Phelps and 
Molnar i t  is d if f icu lt  to judge the seriousness of the discrepancy 
between their results and those of the present experiment. The 
dashed line on Figure 7.3 shows the prediction of vs f made 
using q^  = 2^2 in equation (7.19). As can be seen this curve lies 
well outside the shaded area which corresponds to the uncertainty 
in the value of 3 derived from the present measurements. The value 
derived by Phelps and Molnar is therefore clearly incompatible with 
the results of the present work.
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CONCLUSION
This thesis has reported the results of performing the 
Cavalieri diffusion experiment in neon, argon, hydrogen, and deuterium.
In neon and argon the measurement of ND provided a test of the validity 
of the extrapolations of the cross sections to zero energy. These 
extrapolations were carried out by other workers in analyzing the 
results of drift velocity and lateral diffusion experiments.
In hydrogen and deuterium, the comparative measurement of 
ND provided evidence that the momentum transfer cross sections in 
these two gases do not differ by more than 1.5% in contrast to 
speculation based on other swarm experiments.
The measurements of electron diffusion in argon resulted 
apparently in the first observation and quantitative determination 
of the effect of diffusion cooling of electrons undergoing free 
diffusion. In addition the results of the argon experiments and 
subsequently argon-hydrogen experiments each stimulated the development 
of theories which are capable of predicting the magnitude of diffusion 
cooling for respectively a noble gas and mixtures of a noble and a 
diatomic gas. The results of the argon-hydrogen work also indicated 
that multiple scattering effects were not significant in the recent 
transport coefficient measurements performed up to pressures of 
ten atmospheres (MILLOY et al., 1976).
The measurements of electron diffusion in neon revealed the 
presence of Penning ionization of an impurity and suggested a method for 
measuring the Penning (plus associative) ionization rate coefficient. 
Argon was therefore added to samples of neon,.and the experiment used 
to determine the lifetimes of the neon metastables. Although published 
values of the ionization rate coefficient for Nem + Ar vary by over 
an order of magnitude, the present work is believed to have established 
this quantity to + 25%.
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Notwithstanding the information provided by the determination 
of ND in neon and argon at room temperatures, the scattering lengths in 
these two gases are still uncertain by about t 5%. The Cavalieri 
technique could be applied at 77 K or below to provide definitive infor­
mation about the very low energy portion of the cross sections and thereby 
reduce the uncertainty in the scattering lengths. The cryogenic micro- - 
wave afterglow experiment could provide this information except 
for the problems arising because of non-thermal electrons released 
by metastable-metastable collisions. Such collisions are insignificant 
in the Cavalieri type experiment because of the very low density of 
metastables. In addition the typical errors in the microwave experiment 
seem to be about t 9% while the uncertainty in the CDE can be kept to 
less than ± 3%.
The scope of the measurements which can be performed using the 
CDE can be greatly increased if an rf heating field is applied so 
that the electron energy can be raised above thermal. Rf heating was 
employed by CAVALLERI (1969), but there is serious doubt as to the 
quoted error limits of his rf voltage measurement. Considerable work 
was expended on devising an rf voltage measurement technique, and the 
lowest errors attainable seem to be about + 1% in contrast to ± %% 
quoted by CAVALLERI (1969). With the application of rf heating, the CDE 
can be applied to the determination of the cross section at high 
energies and to the determination of the ionization coefficient.
As mentioned in Chapter 1, the CDE is well suited to measuring 
electron diffusion against a large negative ion background in contrast 
to DC swarm experiments. The attachment coefficient can also be 
determined using the CDE so this experiment can be used for work in 
oxygen and air. Preliminary experiments were begun in nitrogen and 
were intended to be forerunners of experiments to be performed in 
oxygen and air. Unfortunately this work was halted by the serious and 
as yet unexplained effects arising in nitrogen.
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APPENDIX 1 CALCULATION OF ND FROM q (E)
The general expression for the diffusion coefficient D is 
(HUXLEY and CROMPTON ,1974):
D = 47T 3v f°(c ) dc ' N 3 dC (Al.l)
where v is the electron collision frequency, c is the electron speed, 
qm is the momentum transfer cross section, and f0(c) is the isotropic 
part of the electron velocity distribution function. In the CDE, 
when no rf warming field is applied, the electron energy 
distribution is Maxwellian. Therefore
or
3/2
7T rn
f0U ) =  —  (kT)3/2 e'£/KT
(A1.2)
where e is the electron energy, m is the electronic mass, k is 
Boltzmann's constant, and T is the absolute temperature. 
Substituting the Maxwellian energy distribution into the equation 
for D yields:
ND 2/23 Ä
-3/2(kT)
-E/Kj
de. (AI.3)
Thus given a momentum transfer cross section, one can calculate the
predicted ND to compare with that measured in the CDE. When mixtures
of gases are used, ND is obtained by using a composite cross section
q^ = x a + x a where x. are the fractional concentrations of w  l^mi 2 l
each gas, and q . are the individual cross sections for electrons in 
each gas.
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APPENDIX 2 SOLUTION OF THE ELECTRON DIFFUSION EQUATION
From HUXLEY and CROMPTON (1974) the general form of the equation 
for electron density n inside a cylindrical gas fi l led container of 
height d and radius a with co-ordinates x and y normal to the cylinder 
axis and z along the cylinder axis is
in
at + ^ i  "va t ^  + °T
)£+ ii
ay
+ D i lH -V ; i n
L az2 32
(A2.1)
where v.  is the mean ionization frequency 
v  ^ is the mean attachment frequency
Dy is the diffusion coefficient normal to the electric field 
D^ is the diffusion coefficient along the direction of the 
electric  field
W is the electron dr if t  velocity along the electric f ie ld .
The substitution is made n = U(x1 ,y' ,z) e 
XL is given by W/2DL, x' = k -  x, y' =
[(vi"vat) ~ ^ l!  ^ + \ z
T J dt!
where
y, and ß is to be
determined.
The resulting equation for U is
U + U + —  U = -k2U 
ax'2 ay'2 az2
where k2 = ß2-X, 2 .
(A2.2)
168
I f  cyl indrical  co-ordinates are used in equation (A2.2) then one 
ob ta in s :
3 2 U j l  9U f  1 3 2 U 
9 p ' 2 '  p ' ^  p ' 2 3 0 2 +
with p 1 = (Dl/Dt )'s (x2+y2 )'3 .
Axial symmetry is assumed so ~  =
4  = -  kU (A2.3)
302
0, and equation (A2.3) becomes
32u + 4 _ 3 ^ + i ! u .  _k2u .
3p .2 p' 8p
Separation of variables is applied to U giving U
thus
d2Z v27 ,----- = - Y z l  and
dz2
(A2.4) 
R(p ' )Z(z) ,
(A2.5)
f r 2 + +  ( k 2 " y 2 ) R  = 0 (A2-6)
with Y2 the constant  of  separat ion.
The solut ion to equation (A2.5) is Z = z An sin yz + Bn 
cos yz; however, since Z(0) = Z(d) = 0, E$n = 0 and
Z = I A„ sin yz 
n n
with y given by -?■ .
(A2.7)
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The so lu t ion to equation (A2.6) is the zero order Bessel function:
f o r  R is
( k 2-Y 2 ) S , and since the boundary condit ion
R(a' )  = 0 with a'
R = I  C JS n o [ a'
dtj
(A2.8)
w i t » k2- r 2 - k2 - ( ^ ) 2 -  ( ^ ) 2 (A2.9)
The term c is the n zero o f  J n o
The d e f in i t i o n  o f  k2=B2-x.2 along with equation (A2.9) gives
>2 =  ( ^ ) 2 +  x l  +  • (A2.10)
By co l lec t ing  so lu t ions ,  the general so lu t ion fo r  n is  obtained:
CO COA. z (v_* +) i-
n (P\ z , t )  = e L e 1 at l l  A
m=l 1=1 mil
exP {-Dl [ ( ^ i 2 + x £ +  ( ^ ) 2] t }  J0 ( - | t—)s1n ( ^ )  (A 2 . l l )
where the constants in equations (A2.7) and (A2.8) have been combined 
in the constants Amil
APPENDIX 3 CALCULATION OF THERMALIZATION TIME
This appendix wi l l  de sc r i be  a c a l c u l a t i o n  used to e s t i ma t e  the 
t ime r equ i r ed  fo r  an e l e c t r o n ,  o r i g i n a l l y  having an energy above t he rmal ,  
to reach thermal equ i l i b r ium wi th gas molecules .  The most obvious method 
of  c a l c u l a t i n g  the t he r ma l i za t i on  t ime is  to use the  mean f r a c t i o n a l  energy 
los s  per  c o l l i s i o n  (McDANIEL ,1964) assuming i s o t r o p i c  s c a t t e r i n g :
(A3.1)
where m is  the e l e c t r o n  mass and M i s  the  atomic (or  molecular )  mass.
This equat ion can be used along wi th the  c o l l i s i o n  frequency 
v to obt a in  the r a t e  o f  energy los s  per  u n i t  t ime:
de _ 2m 
d t ------- M* ve *
Using the r e l a t i o n :
(A3.2)
v  =  N q > ^ 7 7 i (A3.3)
al lows equat ion (A3.2 ) to be w r i t t e n
o 3 / 2  1 / 2  3 / 2
d e / d t  = -------------- s r ^ -----  Nq, (A3.4)
where N is the  gas number d e ns i t y  and q^ i s  the  momentum t r a n s f e r  cross  
s e c t i o n .
Equation (A3.4 ) can be i n t e g r a t e d  to y i e l d  the  t h e r ma l i z a t i o n
t ime T :
e max
2 3 / 2  S
de
e min E
(A3.5)
1 / 1
Examinat ion o f  equat ion (A3 .5  ) revea ls  t h a t  t h i s  t rea tm en t  assumes the 
gas temperature i s  0 because the t h e r m a l i z a t i o n  t ime in  equat ion ( ) shows
no s i n g u l a r i t y  a t  e = 3/2 kT. This t rea tm en t  t h e re fo re  i s  no t  s u i t a b le  
when the e le c t r o n  energy approaches thermal because i t  neg lec ts  energy 
feedback to  the e lec t ron s  from the gas.
A second method is  based on the energy balance equa t ion :
de
dt e E WE PN (A3.6)
where e i s  the e l e c t r o n i c  charge, E is  the app l ied  e l e c t r i c  f i e l d ,  NP is  
the mean ra te  o f  energy loss  in  c o l l i s i o n s ,  Wr i s  the e le c t r o n  d r i f t  v e l o c i t y  
under the app l ied  f i e l d  E and N is  the gas number d e n s i t y .
_  3
When the energy d i s t r i b u t i o n  fu n c t io n  i s  Maxwel l ian e = j  e D/y 
where y i s  the e le c t r o n  m o b i l i t y  = W/E. In o th e r  s i t u a t i o n s  Tf i s  s t i l l  o f  
the o rde r  e D/y.
I f  one supposes t h a t  the d i f f e r e n c e  between the e l e c t r o n ' s  energy 
and thermal energy i s  due to an e l e c t r i c  f i e l d  X de f ined  such t h a t ,  a t  
e q u i l i b r i u m  the mean e le c t r o n  energy is  t . The e le c t r o n  swarm can then be 
c ha rac te r iz ed  by X/N r a t h e r  than 7.
D/y (e )  = D /y (X /N ) ,  WX(X/N, e) = WX(X/N)
P(7) = P(X/N).
At e q u i l i b r i u m ,  d 7 /d t  = 0  so
e X WX(X/N) = NP( X/N) (A3.7)
which gives an equat ion f o r  P. Replacing r  by ^  e D/y in  equat ion (A3 .6  ) 
y i e l d s
I  e [ D/y(X/N) ] äs e E WE(X/N) -e X WX(X/N) . (A3.8)
172
Using = y(X/N)E and =p(X/N) X equation (A3.8 ) becomes
I  I f  [ D/y(X/N) ] «  eE n(X/N) -eX2 y(X/N)
= ey(X/N) [ E2-X2 ] (A3.9)
Rearrangement of equation (A3.9 ) gives:
Equation 
time T:
Unlike the f i r s t  procedure out l ined in th is  appendix the exact value of 
D/y( E/N) cannot be used in the lower l i m i t  since the value o f  TN then 
becomes i n f i n i t e .
Providing values of  W and D/y vs E/N are avai lable over the 
corresponding energy range, th is  method holds even though in e la s t ic  scatter ing 
occurs although i t  should be remembered the re su l t  is  only approximate
_ o
because of the approximation e = |- e D/y.
Relaxation of the electron energy occurs very qu ick ly  above ~ 1 eV 
and the majo r i ty  of the thermal iza t ion  time is taken in approaching thermal 
energy from ~ 1 eV. The f igures fo r  NT reported in Table A3.1 were 
computed using values o f  W and D/y vs E/N fo r  eD/y from 1 eV to 50 meV.
3/2 d[ D/y (X/N) ] d[D/y(X/N)]
N y(X/N) [ (E /N )2 -(X/N; ] [X/N _
(A3.10)
(A3.10) can be integrated to y ie ld  an expression fo r  the thermalizat ion
D^<xTÜx
NT * 3/2 d[D/u(X/N)l
D/y(E/N) W(X/N) [X/N - (E /N)2/(X/N)J
(A3.11)
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NT(1010 cm3 sec)
He 102 
Ne 4.103 
Ar 4.104
5
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APPENDIX 4 SIMPLE ANALYSIS OF PENNING IONIZATION IN THE CDE
This appendix will describe the simple calculations used to 
fit the data taken in "pure" neon which had a low level of a Penning 
ionizable impurity. A more complete analysis is contained in Chapter 7.
The equation for the electron number in the cell when Penning 
ionization is significant is (see Chapter 7):
n(t) = n0 e D + ßNim N* (ip1 _1 -1 "t/T m \ 1 m - t e m (A4.1)
where n0 is the initial number of X-ray produced electrons
3 is the reaction rate for Penning and associative ionization
N. is the density of Penning ionizable impurity 
★NQ is the initial number of metastable atoms
t is the lifetime of the metastable atoms m
Tq is the electron diffusion time constant.
Because in the experiments in neon, N , nQ , and N. were unknown, the 
term
was treated as a fitting parameter B.
It was assumed that only one metastable state was important 
thus only one xm entered into equation (A4.1). Two models for xm were 
used:
(1) N. proportional to N. This would be the case if the Penning 
ionizable impurity were contained as a constant fraction in 
the gas cylinder used to supply the background gas and was 
not adsorbed by the titanium getter.
(2) N^m independent of N. This would occur if the impurity was 
outgassed from the walls of the vacuum system but was held 
at a constant partial pressure by the titanium getter.
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It was assumed that xm = yN + ßN. where y is the two-body 
deactivation rate for collisions between metastable atoms and the 
background gas. This assumption neglects three-body deactivation 
and metastable diffusion to the walls. Such an assumption regarding 
the lifetime of the metastable is adequate over the limited pressure 
range used in the experiments in neon even if a three-body process 
were significant. The neglect of metastable loss by diffusion to the 
walls is well justified for the pressures used and the times over 
which the measurement of metastable decay took Diace (~ 100 ys).
The dependence on N of the various terms can be examined for 
the two cases (the subscripts 1 and 2 refer to the number density N x or
N2 ):
^  tD2 (2)
Tm 2
Nz _ N2
\  \  Tm2 = ~  Tmi
Tix B = 2
Ti
N1 N1 N2 W2
N2 TDj N2 TDi N1 Tmi
L Ik >
- 1 - 1 - 1  
where T is (t d - xm ) .
The results of measuring t vs S are then fitted by adjusting 
B, Tp , and xm in the equation for t :
t = At
' - (S+At)/T q -(S + A t )/t '
e + Be
At/T
which is obtained from e = n(S)/n(S+At) and equation (A4.1).
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This analysis is necessarily simple because one could not 
control the impurity level or the pressure dependence of this level in 
the pure neon experiments. The purpose of this analysis was a f irs t  
order attempt to estimate the effect of the Penning ionization of 
an impurity on the determination of the free electron diffusion 
coefficient. A more detailed formalism for metastable decay is given in 
Chapter 7.
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APPENDIX 5 CALCULATION OF THE EFFECTIVE CELL CONSTANT
The cell constant A for a cylinder of height d and radius r is2
{©!* -lA 2 (A5.1)
However the effective value of A2 is
-l
(A5.2)
where h is called the extrapolation length (GLASSTONE and EDLUND ,1952). 
The extrapolation length arises because of the imposition of the 
condition of zero inward flux at the walls (McDANIEL ,1964). It can 
be shown (McDANIEL ,1964) that in order that the inward flux vanish 
at a plane boundary then the actual particle density will vanish a 
distance h beyond the boundary.
For a plane surface and a constant cross section qm h is
given by
where N is the gas number density.
In-the present work equation (A5.3) was used to calculate h
for all gases and for the two terms in equation (A5.2). This
2procedure introduced negligible error in since the correction 
to A2 due to h is less than 1%.
The dimensions of the diffusion cell used in the present work
were:
d = 2.992 ± 0.005 cm
r = 3.772 ± 0.007 cm.
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APPENDIX 6 INTERFACE AND COMPUTER CONTROL OF THE PRESENT EXPERIMENT
The p re sen t  experiment i s  c o n t r o l l e d  by a PDP8e computer having 
8192 words of  core .  The computer s to r e s  d a t a ,  experimental  pa ram ete rs ,  and 
"book-keeping" in fo rm a t io n ,  as well as performing a few simple c a l c u l a t i o n s  
to  o b ta in  the ind iv idua l  time c o n s t a n t s ,  the  mean t ime c o n s t a n t ,  and the  
RMS d e v ia t io n  of the  mean. The program and i n t e r f a c e  w i l l  be desc r ibed  
here  in some d e t a i l .  The bas ic  o p e ra t in g  system was designed by D.K. Gibson 
but has been modified and extended to permit  the  s imultaneous contro l  o f  two 
CDE systems.
The ba s ic  o p e ra t in g  f e a t u r e  of  the  contro l  system i s  the  i n t e r r u p t  
c a p a b i l i t y  o f  the  PDP8e. In a d d i t io n  to  the  two CDE systems,  two o t h e r  
experiments  were inc luded in the  contro l  program fo r  l a t e r  implementa tion.
A second 4096 words o f  core  was added to  provide the  necessa ry  memory fo r  
th e se  o th e r  exper iments.  When the i n t e r r u p t  l i n e  o f  the  computer i s  t r i p p e d  
by the  i n t e r f a c e ,  the  program goes to l o c a t io n  1 and begins execution  t h e r e .  
The m a jo r i ty  of  the  time the  program i s  in a loop simply wai t ing  u n t i l  an 
i n t e r r u p t  occurs .  Operat ion then goes to l o c a t io n  1,  which d i r e c t s  con tro l  
to  a "sk ip  chain" o f  i n s t r u c t i o n s  to detenn ine  which experiment caused the  
i n t e r r u p t .
I n t e r f a c e
t
The i n t e r f a c e  i s  a s e t  o f  p lug- in  cards  s e p a ra te  from the  PDP8e 
but connected to i t .  These cards are  a l l  TTL ( t r a n s i s t o r - t r a n s i s t o r  l o g i c )  
with  the  a p p ro p r ia te  s ignal  l e v e l s .  Figure  A6.1 shows a s i m p l i f i e d  block 
diagram of  the  i n t e r f a c e  f o r  one CDE system. Because acc u ra te  t iming is  
fundamental to the  accuracy o f  the  CDE, the  time re fe re n ce  fo r  the  i n t e r f a c e  
i s  a 2 MHz quar tz  c ry s ta l  o s c i l l a t o r  ( the  f a s t  c lock) which i s  d iv ided  by 
104 to provide the slow c lock. Timing fo r  each experiment is  performed by 
th r e e  M738 coun te r s .  Counter 1 determines the  r e p e t i t i o n  time using the
•j*
The i n t e r f a c e  i s  based on D ig i ta l  Equipment Corpora tion  M modules.
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slow clock, a second counter determines the X-ray duration, and the third 
controls the sampling time. In each case the counter is preset with a negative 
number corresponding to a set number of clock pulses. This number is trans­
ferred from the computer accumulator, upon appropriate command from the main 
program. When a counter receives a s ta r t  clock command i t  begins counting 
up to zero at which time i t  puts out an overflow pulse. Thus a preset time 
elapses between the s ta r t  clock pulse and the overflow pulse from each 
counter. Commands to individual units within the interface come from M103 
device selectors. Device selectors decode so-called IOT commands in the 
main program. Tripping of the interrupt line of the computer is performed 
by the M108 flag module which contains three resettable flag circuits.  These 
flags can also be used for non-interrupt operations by disabling their  
interrupt capability. Data input to the computer is handled by the M735 
buffer which also decodes the IOT pulses.
Typical system operation is as follows. The program in i t ia l izes  
the three counters using the appropriate IOT commands. The counters are not 
actually counting at this point. When the experiment is started a s ta r t  
clock signal causes the repetition time counter to count the slow clock.
When this counter reaches zero, the repetition time has elapsed, and the 
overflow pulse is used to s ta r t  the X-ray and sampling time counters. The 
X-ray pulse starts  when the X-ray counter begins counting and ends when this 
counter overflows. The sampling pulse is triggered when the sampling time 
counter overflows. The overflow pulse from this counter also enables the 
sample and hold circuit .
The light resulting from the sampling pulse is converted by the
photomultiplier (pmt) into a voltage which is preamplified then shaped by
the main amplifier. The pulse shaping is required so that the next c i rcu i t ,
the sample and hold, can track the signal and hold the maximum value. When
t
the maximum has occurred, the sample and hold starts  the adc which converts
analog to digital converter
4*
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the output of the sample and hold into a 12 bit binary number. Upon 
conclusion of the analog to digital conversion, the adc puts out a pulse 
which sets the interrupt flag in one M108 flag module thereby causing a 
program interrupt. The digital output of the adc is connected to the input 
buffer of the M735 which transfers this information into the computer 
accumulator upon the appropriate IOT command.
I t  should be noted that both CDE systems (labelled C and R) use 
the same detection electronics except for pmt's and preamplifiers. In order 
to prevent simultaneous signals from the C and R systems the slow clock for 
the R system is 2.5 ms out of phase with that of the C system but the two 
clocks are phase locked together (i .e.  use the same reference). Therefore 
the two systems can run at repetition times down to 5 ms (k us x 104) but 
cannot interrupt closer together than 2.5 ms. The program determines which 
system caused the interrupt in the following way. The R system, upon putting 
out a sampling pulse, also sets a flag on a second M108 flag module which 
does not cause an interrupt but is interrogated by the program thereby 
revealing which system has data available.
Both systems have the capability of subtracting noise from their  
signals. Because early versions of the main amplifier had a long "tail" 
caused by light emission due to X-ray fluorescence from the glass ce l l ,  i t  
was necessary to remove the effect of this ta i l  by subtracting i ts  amplitude 
at the time of the sampling pulse. The whole timing sequence (Figure 3.2) 
is carried out except that the high voltage sampling pulse is omitted after 
every other X-ray pulse. The resulting noise amplitude is subtracted from 
the previous signal. The subtraction pulse, when used, alternates with the 
sampling pulse and occurs at the same time as the previous sampling pulse.
The operating program has the abili ty  to increment the sampling 
time of one of the systems and obtain the time constant at this new value of
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sampling time. In order to maintain reasonable signal levels, the sampling 
pulse voltage for this system is increased to a new value at the same time 
the sampling time is increased. Changing the sampling pulse voltage is 
accomplished using a digital to analog converter (dac) to control the high 
voltage power supply of the appropriate sampling pulse. Upon the appropriate 
IOT command a 10 bit number is transferred from the accumulator into the dac by 
means of the output section of the M735, the new value having been predetermined 
prior to the commencement of the set of measurements and stored in memory.
Program
The computer program in the PDP8e consists of four parts; the 
floating point system written by Digital Equipment Corporation for doing 
calculations on 23 bit numbers and for evaluating mathematical functions, 
the operating system for the R system, the operating system for the C system, 
and the control section which is common to the two CDE experiments and the 
other experiments mentioned earlier.  The floating point system will not 
be described in detail except to note that i ts  input and output routines 
have been modified (originally by D.K. Gibson) to allow input and output of 
data through the floating point system on an interrupt basis. The original 
floating point program assumed control of the computer to print out a 
number or to input a number. Since the data terminal used for communication 
with the computer is very slow compared to the command execution time of the 
PDP8e, i t  was necessary to modify the floating point system so that the 
interrupt feature of the operating system was not disabled by the floating 
point system. Interruptable input and output was implemented by including 
the data terminal printer and keyboard flags in the interrupt skip chain so 
that they were treated on an interrupt basis. The computer, therefore, does 
not wait for a digit of a number to the assembled from the keyboard before 
preceding with the program but is interrupted when the digit  is complete,
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searches the skip chain to find that the keyboard has a digit ready for 
input, accepts that digit  then returns to the wait loop until another 
interrupt occurs. Floating point numbers from the keyboard are assembled 
in a memory buffer, digit by d ig i t ,  on an interrupt basis until a carriage 
return or space is typed. These characters cause the buffer to be processed 
by the floating point system as a complete number.
As the floating point system outputs digits these are assembled 
in a memory buffer. The floating point system always terminates i ts  
numbers with a carriage return and line feed. These characters are used to 
cause the output buffer to be printed digit  by digit through the interrupt 
system. A more complete and detailed description of the software appears 
in a separate report.
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APPENDIX 7 THE EFFECT OF PENNING IONIZATION ELECTRONS IN THE CDE
As can be seen from Figure 7.1, the electrons produced by 
Penning ion iza t ion of argon by neon metastables have energies o f  about 1 eV, 
but the d i f fus ion  c o e f f i c ie n t  D fo r  these electrons is not s ig n i f i c a n t l y  
d i f f e re n t  from that  fo r  thermal electrons. This surpr is ing resu l t  can 
be understood by observing tha t  the momentum trans fe r  cross section qm 
f o r  electrons in neon is  very nearly proportional to electron speed up 
to almost 2eV (the cross section was determined by ROBERTSON (1972) from 
d r i f t  ve loc i ty  experiments). As shown in Chapter 6, when qm is  proport ­
ional to electron speed D is  independent o f  electron energy. '
A second e f fec t  which could inf luence the analysis o f  Chapter 7
is  the fac t  that  the electrons produced by co l l i s ion s  o f  Nem with Ar
have a spatia l d is t r ib u t io n  tha t  probably does not correspond to the
fundamental d i f fus ion  mode fo r  the CDE cel l  geometry. In add i t ion ,
- t / x
th is  i n i t i a l  d is t r ib u t io n  o f  electrons decays according to e 
These effects  are examined in para l le l  pla te geometry by solving the d i f ­
fusion equation fo r  the electron number density n:
where f ( x , t )  is the spatia l and temporal d is t r ib u t io n  o f  the production 
o f  electrons by Penning and associat ive ion iza t ion .  Using the resul ts  
o f  GROBNER and LESKY (1965) n is expanded as the series
(A7.1)
n = 7 A (x) B ( t )u V V
V = 1
(A7.2)
with  the boundary condit ions n(x,o)  = g(x)
n(0 , t ) = n (a , t )  = 0 .
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Application of standard Fourier Series techniques yields
vttXn(x,t) = I B (t) sin
V=1
(A7.3)
with B = B (0) e DV ^  + f e - ^ ^ ( t - O / a 2 F ( )d
V V J v
0
(A7.4)
d
and By(0) = f  |  g(x) sin V7T X (A7.5)
a
Fv(t) = § j  f(x, t )  sin VTTX (A7.6)
The solution so far is completely general since g and f are unspecified.
Analysis was carried out for an ini t ia l ly  square pulse of electrons and
■t / x mmetastables. In addition f is assumed to decay according to e 
Under these assumptions:
g(x) = c for d} < x < d2 and 0 elsewhere
for d: < x < d2 and 0 elsewhere
-t/T
f(x, t)  = he
(A7.7)
B (0) = —
V V7T
-■■-1 V7rd2 n
c o s  ( - 7 - ) -  COS (— — )
v n d .  
a (A7.8)
F (t) = h ev
-t/- m 2
V7T
COS
VTrd  ^ V7rd2
—-----cos —— (A7.9)
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Using equations (A7.8), (A7.9) in (A7.4) gives
B (t) = —
V VTT
v i r d ,  VTtd 7TU ^ VTT U " 1  r
cos ( - 5-) - cos (—^ ) J  | c  e
“ V 2 1 / '
r  " v 2 t ^ T D 1e -e
D m
(A7.10)
where xn = D- 1  2 2 - 2a  ^ Tr
By integrating n(x,t) from 0 to a , the total electron number 
within the "cell" is obtained
N(t)
00
I
y=0 B2m+ 1 ^
2 a
( 2 y + l  ) tt
(A7.ll)
N(t ) was plotted for various values of t  and for increasing numbers of 
modes. The modes v > 1 are insignificant as can be understood by 
observing that:
(a) only odd modes of appear in N(t)
(b) the magnitude of the second term in the sum in equation
(A7.ll) % 1/9 Bq due to the division by (2y+l) = 3 in
equation (A7.ll) and by v=3 in equation (A7.10).
It  should be noted that the diffusion of metastables is neglected 
in this analysis since this is insignificant over the time scale of 
the measurements (typically 200 ys) because « 0.2 sec at 4 kPa
for a = 30 mm.
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