We consider cooperative distributed model predictive control of a linear, timeinvariant, discrete-time plant, which consists of coupled subsystems. The cooperating controllers minimize a quadratic cost criterion subject to input and state constraints. We outline two approaches for such distributed controllers using the alternating direction multiplier method, which allows to obtain convergence guarantees. We outline suitable stability criterions and illustrate the applicability and performance of the proposed methods by a simple example.
INTRODUCTION
Model predictive control (MPC) requires to solve at each sampling instance an optimization problem. To reduce this computational burden, we consider in this work a distributed optimization algorithm for systems consisting of physically coupled subsystems.
There are different strategies for MPC of physically coupled systems, cf. Scattolini (2009) . First, one can use a single controller for the entire system, which is called centralized MPC and requires to solve a large optimization problem. Next, in decentralized MPC there is a controller for each subsystem, which ignore the coupling. Finally, in distributed MPC the controller of each subsystem communicate with each other to improve the performance. Here, we focus on cooperative distributed MPC, which means that the distributed controllers cooperate to solve the same optimization problem as the centralized MPC.
There exist different approaches for cooperative MPC of physically coupled systems using distributed optimization. In Wakasa et al. (2008) ; Giselsson and Rantzer (2010) dual decomposition is used, the latter one considers also stopping and stability criteria. The work Stewart et al. (2010) uses a nonlinear Jacobi algorithm and present feasibility, stability and convergence criteria, but consider only input constraints. In Doan et al. (2010) a distributed version of Han's method is developed and some stability criterions are presented. The work Scheu and Marquardt (2011) considers a sensitivity driven approach, but convergence is only guaranteed for linear, discrete time systems without constraints. Marcos et al. (2009) examines a primal decomposition approach. Finally, Negenborn et al. (2009) studies an approach based on augmented Lagrangians.
In this work we consider a linear, time-invariant, discrete time plant, a quadratic cost criterions, convex constraints on the state and input and the alternating direction multiplier method for cooperative distributed MPC. We present two approaches: first we decompose the equality constraint due to the dynamic and second we use slack variables to model the coupling as inputs and outputs, which have to be matched. The first approach has the advantage of simple subproblems, but has a bad convergence behavior, compared to the second approach. For both we outline a distributed implementation, discuss implementation issues and review convergence conditions. The applicability and performance is illustrated by an example.
The structure of the remainder of the paper is as follows. In Section 2 we outline the problem setup and review the alternating direction multiplier method. Section 3 contains the main result: two approaches based on the alternating direction multiplier method for cooperative distributed MPC. In Section 4, we review suitable stability criterions. In Section 5, we illustrate the performance of the algorithms using a simple example.
PROBLEM STATEMENT
In this section we state the problem and review the optimization method used for cooperative distributed MPC.
Model predictive control setup
We consider a linear, discrete-time, time-invariant system
where x(k) ∈ R n is the state, u(k) ∈ R p the input. We assume that this system consists of M subsystems. The state of subsystem i x i (k) ∈ R ni and the input u i (k) ∈ R pi are parts of the overall state x(k) and input u(k), respectively. In detail, we assume
The subsystem i is given by
so, the influence of the subsystems j onto subsystem i is
(4) Since in general not all subsystems are coupled with each other we define the sets α i ={j|A i,j = 0 or B i,j = 0} (5a) ω i ={j|A j,i = 0 or B j,i = 0}.
(5b) The state x i (k) and input u i (k) of each subsystem need to be constrained to a convex, nonempty polytope
In this work we consider model predictive control of the system (1) subject to constraints (6). Therefore, we use a control and prediction horizon N and the cost criterion J
where Q i , R i and F i are symmetric, positive definite matrices. The performance index J is the sum of the subsystems cost functions J i .
Moreover, we consider as terminal constraints In summary, the MPC problem at step k is given by min
subject to
where z(0), z(1), . . . , z(N ) denotes the optimization variables corresponding to the state trajectory x(k), x(k + 1), . . . , x(k + N ) and v(0), . . . , v(N − 1) the optimization variables to the input trajectory u(k), . . . , u(k + N − 1). We call (9) centralized MPC problem.
This framework is similar to other works, but we use the alternating direction multiplier method to solve (9).
Review of alternating direction multiplier method
In this part we review a special variant of the alternating direction multiplier method (ADM method), see Boyd et al. (2011); Bertsekas and Tsitsiklis (1989) .
Let us consider a general optimization problem, where the optimization vector x consists of m sub-vectors x j
and the cost functions and constraints are given by
x j ∈ P j , j = 1, . . . , m, where the costs F j are smooth and strongly convex, P j are convex, nonempty polytopes and m j=0 e i,j x j = s i are r equality constraints. Note that the cost F j (x j ) and constraints x j ∈ P j are separable, i.e. depend on x j only. In contrast the equality constraints m j=0 e i,j x j = s i are in general not separable and couple the sub-vectors x j . Since not all sub-vectors x j might appear in a specific equality constraint, we define ξ(i) as the set of sub-vectors x j appearing in constraint i ξ(i) = {j, e i,j = 0}. Moreover, we define m i as the number of sub-vectors x j appearing in constraint i, i.e. the cardinal number of ξ(i).
The ADM method solves the problem (11) iteratively by alternatingly solving subproblems and updating multipliers. At iteration a, first the subproblems given bŷ
are solved and then the so-called multiplier update is done
where λ i are multipliers, w i denotes a normalized error and c > 0 is a penalty parameter.
Remark 1. (Convergence)
If (11) is feasible, then x [a] converges to the optimal solution for any c, c > 0 and initial guess, since the constraints are affine (strong duality holds), compare Boyd et al. (2011) . The actual value of c influences the convergence rate and the complexity of the subproblems (12).
DISTRIBUTED MPC APPROACHES
In the following we present two approaches for cooperative distributed predictive control based on the ADM method. First we decompose the dynamics of the problem, i.e. use multipliers for all equality constraints due to the dynamic (1). Second we introduce slackness variables and consistency constraints to model the coupling as outputs and inputs of the subsystems to be matched. This requires only multipliers for the consistency constraints.
Dynamics decomposition approach (DDA)
Here, we apply the ADM method to the dynamic (1) So we decompose all dynamic equality constraints, but not the initial state constraint
We present in the following the algorithm and its (distributed) implementation. A detailed derivation of the algorithm is avoided here due to the lack of space.
Algorithm (Subproblems and multiplier updates)
The ADM method for the DDA approach consists of subproblems P [a] i , i = 1, . . . , M and a multiplier update. The subproblems P
[a] i are given by:
where the augmented cost functions I
[a] i is given by
where κ = 0, . . . , N − 1 and i = 1, . . . , M and µ i is a diagonal matrix. The yth diagonal entry of µ i contains the number of subproblems j for which the yth row of (A i,j B i,j ) is nonzero, i.e. the number of subproblems, which influence the yth entry of z i (κ).
Let us again highlight the convergence guarantee of the ADM method, compare Remark 1.
i (κ)} converge to the optimal solution for any c > 0 and any initial guess.
Distributed implementation
is possible provided that the necessary multipliers and error terms are available, i.e. a distributed multiplier update is required.
To obtain a multiplier update with a single communication cycle we duplicate the multipliers: each subsystem stores and updates all multipliers and error terms it needs. So at the subsystem i the necessary data to evaluate (17) for all j ∈ α i needs to be available, compare (16), i.e all σ The map σ i,j (4) might have a rank of less than n i . Using Algorithm 1 DDA algorithm for subsystem i Require: Initial guesses {w
Obtain minimizers {ẑ
i (κ))} to subsystems l with l ∈ ω j , j ∈ ω i 4:
l (κ))} from subsystems l with l ∈ α j , j ∈ α i 5:
Calculate {w
with appropriate Ξ and Φ can reduce the communication effort. For Ξ i,j = (A i,j B i,j ), Φ i,j = I we obtain (4). Algorithm 1 shows the overall algorithm for subsystem i.
Warm-starting
As outlined in Section 2.2 the ADM method requires initial guesses {λ
j (κ)}. In MPC, one can use warm-starting, i.e., choose the initial guesses based on the previous solution. For example using the shift-zero scheme
where w ⋆ , λ ⋆ j denotes the solution of time step k − 1.
Solving the subproblems
The subproblem P 
and the constraints
} and x k . The matrix H i has the block structurẽ
where the block matrices h 0 i , h i and h f i are symmetric, positive definite matrices. Hence due to the separable cost and constraint functions the QP consists of N + 1 independent optimization problems. This means that the DDA approach decouples (9) also along the time axis.
In summary, the DDA approach leads to simple optimization problems, but it might require many iterations and thus exhibit a large communication effort.
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Slack variables approach (SVA)
We present an approach using slack variables. This yields more complex subproblems, but improves the convergence behavior and reduces the communication effort. The idea is to use slack variables to rewrite the coupling between the subsystems as virtual inputs and outputs to be matched.
Slack variables, Consistency constraints
Let us introduce the slack variables {s i,j (κ)} as a virtual input acting on the subsystem i, which need to match the influence of subsystem j (4). Note that s i,j (κ) ∈ R ni and we need to have
Using these slack variables, we denote by Ψ i the constraints on the subsystem i:
where κ = 0, . . . , N − 1, j ∈ α i , j = i. We can now reformulate the optimization problem (9) as
subject to Ψ i , i = 1, . . . , M . where (24) is feasible, if and only if, (9) is feasible. Moreover, they have the same minimum and minimizers {v ⋆ , z ⋆ }, if they are feasible.
Applying the ADM method to the constraints (23b) yields the SVA algorithm, which consists of the subproblems O
[a]
i , i = 1, . . . , M and the multiplier update.
Algorithm (Subproblems and multiplier update)
The subproblem O
[a]
i related to subsystem i is given by min
[a] i at iteration a is
2 , Finally, the multiplier update is given by
Also this algorithm has a convergence guarantee.
Remark 3. (Convergence of SVA algorithm)
If (9) is feasible, then the iterates {ẑ [a] (κ)}, {v [a] (κ)} of the SVA algorithm (25), (27) converges to the optimal solution, for any c > 0 and any initial guess.
Distributed implementation
As in the DDA approach, we need to distribute the multiplier update to obtain a distributed algorithm. Again we use duplicated multipliers to obtain a single cycle update.
Basically the subsystem i sends {σ j,i (ẑ
i (κ))} and {s [a] i,j (κ)} to the subsystems j ∈ ω i . It receives data from subsystems j ∈ α i such that it can compute the multipliers and errors {λ [a] i,j (κ)} and {w [a] i,j (κ)} on its own as illustrated in Algorithm 2. Note that using (18) instead of (4) can help to save communications and reduce the size of s i,j .
Algorithm 2 SVA algorithm for subsystem i
Require: Initial guesses {w
Send {σ j,i (. . .)}, {s [a] i,j (κ)} to subsystems j ∈ ω i
4:
Receive {σ i,j (. . .)}, {s [a] j,i (κ)} from subsystems j ∈ α i
5:
Calculate {λ [a] i,j (κ)} and {w [a] i,j (κ)}, j ∈ α i 6: end for
Warm-starting Again warm-starting is possibly by using as initial guesses the shifted, previous solutions, compare (19) .
Solving the subproblems
The subproblems O i [a] are quadratic programs with inequality constraints and equality constraints (23a). Since the structure is similar to usual MPC problems, one can use tailored solvers (e.g. Rao et al. (1998) ).
STABILITY CRITERION
In this section we discuss stability criterions for the proposed MPC scheme assuming that (9) (using Algorithm 1 or 2) is solved exactly and that {q i }, {r i }, {f i } are zero.
Clearly, restricting the state to the origin z i (N ) = 0, compare Mayne et al. (2000) or using a long enough horizon, compare Primbs and Nevistic (1997) , fits into this framework. However other, possibly less restrictive, criterions need to be adapted, such that the terminal cost and constraints are as required in our outlined framework.
Infinite horizon MPC
For asymptotically stable systems with A i,j = 0, i = j there might be a (large enough) prediction horizon N p , such that the terminal constraints D i
Combined with terminal costs F i given by the solution of the Lyapunov equations
, this yields a stabilizing and recursive feasible feedback, compare e.g. Rawlings and Muske (1993) . Note that one can enforce A i,j = 0, i = j by adding states, compare Stewart et al. (2010) .
Quasi-infinite horizon MPC
Unfortunately, the standard quasi-infinite horizon approach (Chen and Allgöwer (1998) ) cannot be used here since the ellipsoidal terminal constraint does not fit to (8).
Note that although the terminal constraints (8) are not necessarily one-step positive invariant, one might choose them such that they are positive invariant for a large enough number of steps. Therefore, we propose a periodically varying horizon N (k)
where rem denotes the remainder, ν ≥ 1 is the period and N is a minimum horizon. This results in a periodic MPC problem (PMPC), which is given by (9) with κ = 0, . . . , N (k) − 1. The presented algorithms easily extend to this case.
Let us assume that there is a unique infinite horizon LQR controller, which stabilizes the system and denote by G the infinite horizon LQR gain and by P the solution of the corresponding algebraic Ricatti equation. Under this assumptions there exist terminal sets and terminal costs as outlined in the next proposition, which fit into the considered framework. solving (9) where N is replaced by N (k) in (7), (9) yields a recursive feasible and stabilizing MPC feedback.
Proposition 4. (Recursive feasibility and stability of PMPC)
Note that Conte et al. (2012) presents a stability criterion using time-varying ellipsoidal terminal constraints assuming B i,j = 0, ∀i = j. 
EXAMPLE -FOUR TANK SYSTEM
We consider a four tank system, see Fig. 1 . We first outline the control setup and then apply the proposed algorithms.
Control setup
The control objective is to regulate the levels of the two bottom tanks to set points. We use linearized models for control and simulation, which are given bẏ x(t) =Ax(t) + Bu(t) (29)
where T i = 0.4 √ h i depends on the steady state and ξ. The coupling between the left and right tanks is influenced by ξ. We consider two cases with strong coupling to illustrate the results: case 1 with ξ = 0.4 (minimum phase) and case 2 with ξ = 0.6 (non-minimum phase).
In both cases, the steady state of the nonlinear plant is chosen such that the height of the lower tanks is 0.25. Thus we get for ξ = 0.4 T 1 = T 3 = 2.5 and T 2 = T 4 = 1.5. For case 2 we have T 1 = T 3 = 2.5 and T 2 = T 4 = 1. The system (29) is discretized using a sampling time of 0.2.
The state and input constraints are given by
We choose Q = 0.1I and R = I and use a horizon of length N = 25 (twice the slowest time constants).
We partition the plant into two subsystems, where the first subsystem consists of the two left tanks and the right pump, i.e., x 1 , x 2 and u 2 . Now let us discuss a suitable terminal weight and constraint. Note that the system is asymptotic stable and using the state transformation x = Tx, with T = diag(5, 1, 5, 1), the resulting matrixÃ = T −1 AT satisfies Ã ∞ < 1. Hence, we can use the infinite horizon stability criterion discussed in Section 4.1 with N p = 0 to guarantee stability and recursive feasibility assuming an exact minimization of the problem.
Evaluation of proposed algorithms
Now we apply the proposed algorithms to the above setup.
For case 1 we choose as penalty parameters c = 7 for DDA and c = 95 for SVA. For case 2 we choose c = 10 / c = 50 for DDA / SVA. We determined c by manual tuning.
In Figure 2 we plot for fifty randomly chosen x(k) the (averaged) convergence behavior of the two proposed approaches, where ∆(z, v) [a] denotes the Euclidean distance between the current iterate {v [a] (κ)}, {z [a] (κ)} and the optimal solution {v ⋆ (κ)}, {z ⋆ (κ)}. As expected, SVA requires significant less iterations than DDA to achieve a specific accuracy. However note that solving the subproblems of SVA requires larger computational effort.
In Figure 3 we illustrate the predicted input u 2 obtained by solving (9) with the proposed approaches for different numbers of iterations and a randomly chosen x(k). We observe that SVA requires much less iterations than DDA to achieve good solutions. Now, we illustrate the performance of the algorithms for MPC and consider also warm-starting. Therefore we evaluate the cost to regulate the state to the origin for 50 initial conditions. In Table 1 we compare the cost obtained using DDA with 30 iterations, SVA with 3 iterations and exact MPC (exact solution of the centralized MPC problem (9)) as reference. For this choice the performance decrease is, for both cases and both approaches, below 1% using warm starting. Clearly, using more iterations improves the performance, e.g. with 5 iterations SVA achieves a cost of 25.13 for case 2: the performance decrease is only 0.02%.
We observe that the benefit from warm-starting for DDA is larger than the benefit for SVA.
SUMMARY
In this paper we presented approaches for cooperative distributed model predictive control for linear, timeinvariant, discrete-time systems using the alternating direction method. In particular, we discussed implementation issues, stability criteria and convergence guarantees. We used a four tank system to demonstrated the proposed methods.
Future work will focus on detailed comparison and evaluations of the proposed schemes as well as improvements and extensions to nonlinear MPC.
