Abstract. We present a numerical method for approximating the solutions of degenerate parabolic equations with a formal gradient flow structure. The numerical method we propose preserves at the discrete level the formal gradient flow structure, allowing the use of some nonlinear test function in the analysis. The existence of a solution to and the convergence of the scheme are proved under very general assumptions on the continuous problem (nonlinearities, anisotropy, heterogeneity) and on the mesh. Moreover, we provide numerical evidences of the efficiency and of the robustness of our approach.
Introduction
Many problem coming from physical (like e.g. for porous media flows modeling [8, 7, 17] ) or biological modeling (like e.g. for chemotaxis modeling [32] ) lead to degenerate parabolic equations or systems. Many of these models can be interpreted as gradient flows in appropriate geometries. The gradient flow structure can be encountered in many situation of great interest, like for instance porous media flows [37, 16] , in chemotaxis processes in biology [10] , in supraconductivity [3, 2] , or in semiconductor devices modeling [35] (this list is far from being complete).
Designing accurate numerical schemes for approximating their solutions is therefore a major issue. In the case of porous media flow models -used e.g. in oilengineering, water resources management or nuclear waste repository management -the problems may moreover be highly anisotropic and heterogeneous. As an additional difficulty, the meshes are often prescribed by geological data, yielding non-conformal grids made of elements of various shapes. This situation can also be encountered in mesh adaptation procedures. Hence, the robustness of the method w.r.t. anisotropy and to the grid is an important quality criterion for a numerical method in view of practical applications.
In this contribution, which is mainly academical, we focus on the numerical approximation of a single nonlinear Fokker-Planck equation. Since it contains crucial difficulties arising in the applications, namely degeneracy and possibly strong anisotropy, the discretization of this nonlinear Fokker-Planck equation appears to be a keystone for the approximation of more complex problems. horizon. In this contribution, we focus on the discretization of the model problem (1)      ∂ t u − ∇· (η(u)Λ∇(p(u) + V )) = 0 in Q t f := Ω × (0, t f ), (η(u)Λ∇(p(u) + V )) · n = 0 on ∂Ω × (0, t f ), u |t=0 = u 0 in Ω, which appears to be a keystone before discretizing more complex problems. We do the following assumptions on the data of the continuous problem (1) .
(A1) The function η : R + → R + is a continuous function such that η(0) = 0, η(u) > 0 if u = 0 and η is non-decreasing on I. The function η is extended on whole R into an even function.
(A2) The function p ∈ L 1 loc (R + ) is absolutely continuous and increasing on (0, +∞) (i.e., 0 < p ′ ∈ L 1 loc ((0, +∞))), and satisfies lim u→+∞ p(u) = +∞. In the case where p(0) = lim uց0 p(u) is finite, the function p is extended into an increasing absolutely continuous function p : R → R defined by (2) p(u) = 2p(0) − p(−u), ∀u ≤ 0.
From now on, we denote by
and by I p its closure in R. We additionally require that the function √ ηp ′ belongs to L 1 loc (R + ) (and is in particular integrable near 0) and that lim uց0 η(u)p(u) = 0.
(A3) The tensor field Λ : Ω → (L ∞ (R)) d×d is such that Λ(x) is symmetric for almost every x ∈ Ω. Moreover, we assume that there exist λ ⋆ > 0 and λ ⋆ ∈ [λ ⋆ , +∞) such that
, for a.e. x ∈ Ω.
(A4) The initial data u 0 is supposed to belong to L 1 (Ω). Moreover, defining the convex function Γ : I p → R + by (4) Γ(u) = u 1 (p(a) − p(1))da, ∀u ∈ I p , we assume that the following positivity and finite entropy conditions are fulfilled:
(5) u 0 ≥ 0 a.e. in Ω,
(A5) The exterior potential V : Ω → R is Lipschitz continuous. Throughout this paper, we adopt the convention (6) Γ(u) = +∞ if p(0) = −∞ and u < 0.
In order to give a proper mathematical sense to the solution of (1), we need to introduce the function ξ : R + → R + defined by (7) ξ(u) = u 0 η(a)p ′ (a)da, ∀u ≥ 0.
Note that ξ is well defined since we assumed that √ ηp ′ belongs to L 1 loc (R + ). Moreover, in the case where p(0) is finite, then the formula (7) can be extended to the whole R, leading to an odd function. We additionally suppose that the following relations between ξ, η and Γ hold:
(A6) There exists C > 0 such that (8) 0 ≤ ξ(u) ≤ C (1 + Γ(u)) , ∀u ∈ [0, +∞).
Moreover, we assume that Following the seminal work of [1] , there exists at least one weak solution u to the problem (1) . Denoting by φ(u) = u 0 η(a)p ′ (a)da, ∀u ∈ I p , the uniqueness of the solution (and even a L 1 -contraction principle) is ensured as soon as η • φ −1 ∈ C 0,1/2 (see [36] , and [5] for a slightly weaker condition in the case of a smooth domain Ω). Moreover, u belongs to C([0, T ]; L 1 + (Ω)) (cf. [13] ).
1.2.
Formal gradient flow structure of the continuous problem. Let us first highlight the gradient flow structure of the system (1) . Following the path proposed in [37, §1.3 ] (see also [35, 38] ), the calculations carried out in this section are formal. They can be made rigorous under the non-degeneracy assumption η(u) ≥ α > 0 for all u ≥ 0.
Define the affine space
of the admissible states, called state space.
In order to define a Riemannian geometry on M, we need to introduce the tangent space T u M, given by
We also need to define the metric tensor g u : T u M × T u M → R, which consists in a scalar product on T u M (depending on the state u) (12) g u (w 1 Note that T u M does not depend on u, but that the metric tensor g u (·, ·) does, so that we are not in a hilbertian framework. Define the entropy functional (14) E :
and the free-enthalpy function h :
where φ is deduced from w thanks to the elliptic problem (13) . Moreover, thanks to (12) , one has
In view of (15) - (16), the problem (1) turns to
where the cotangent vector D u E(u) ∈ (T u M) * has been identified to the tangent vector ∇ u E(u) ∈ T u M thanks to Riesz theorem applied with the scalar product g u .
Choosing w = ∂ t u in (17) yields the classical entropy/dissipation relation:
1.3. Goal and positioning of the paper. The goal of this paper is to provide a numerical scheme that mimics at the discrete level the gradient flow structure highlighted in §1.2. Since the point of view adopted in our presentation concerning the gradient flow structure is formal, the rigorous numerical analysis of the scheme will rather rely on the well established theory of weak solutions in the sense of Definition 1. Our scheme is able to handle highly anisotropic and heterogeneous diffusion tensor Λ and very general grids (non-conformal grids, cells of various shapes), relying on the recently developed VAG method [25, 27, 26, 12] . This was already the case of a nonlinear scheme proposed in our previous contributions [15, 14] , but it appeared in the numerical simulations that the convergence of the scheme proposed in [15, 14] was too slow, in particular in presence of strong anisotropy. The main goal of this paper was to propose a scheme that preserved some important features of the scheme introduced in [15, 14] (allowance of some nonlinear test function, decay of physically motivated entropy, convergence proof for discretization parameters tending to 0), without jeopardizing the accuracy of the scheme compared to the more classical approach consisting in approximation the weak formulation (11) . Convincing numerical results are provided in §5 as an evidence of the efficiency of our approach, while two theorems are stated in §2.4 (and proved in §3 and §4) in order to ensure the following properties.
(1) Theorem 2.3. At a fixed mesh, the scheme, that consists in a nonlinear system, admits (at least) one solution. This allows in particular to speak about the discrete solution provided by the scheme. Moreover, we take advantage of the gradient structure of the scheme for deriving some nonlinear stability estimates. (2) Theorem 2.4. Letting the discretization parameters tend to 0 (while controlling some regularity factors related to the discretization), the discrete solution converges in some appropriate sense towards the unique weak solution to the problem (1) in the sense of Definition 1.
Definition of the scheme and main results
As already mentioned, the scheme we propose is based on the so-called VAG scheme [25] . In §2.1, we state our assumptions on the spatial mesh and the time discretization of (0, t f ). Then in §2.2, we define the nonlinear scheme we will study in this paper. The gradient flow structure of the discretized problem is highlighted in §2.3, where a variational interpretation is given to the scheme. Finally, in §2.4, we state the existence of discrete solutions to the scheme and its convergence towards the unique weak solution as the discretization parameters tend to 0.
2.1. Discretization of Q t f and discrete functional spaces.
2.1.1. Spatial discretization and discrete reconstruction operators. Following [26, 12] , we consider generalized polyhedral discretizations of Ω. Let M be the set of the cell, that are disjoint polyhedral open subsets of Ω such that κ∈M κ = Ω. Each cell κ ∈ M is supposed to be star-shaped with respect to its "center", denoted by x κ . We denote by F the set of the faces of the mesh, which are not assumed to be planar if d = 3 (whence the term "generalized polyhedral"). We denote by V the set of the vertices of the mesh. We denote by x s ∈ Ω the location of the vertex s ∈ V. The sets V κ , F κ and V σ denote respectively the vertices and faces of a cell κ, and the vertices of a face σ. For any face σ ∈ F κ , one has V σ ⊂ V κ . Let M s denote the set of the cells sharing the vertex s. The set of edges of the mesh (defined only if d = 3) is denoted by E and E σ denotes the set of edges of the face σ ∈ F , while E κ denotes the set of the edges of the cell κ. The set V e denotes the pair of vertices at the extremities of the edge e ∈ E. In the 3-dimensional case, it is assumed that for each face σ ∈ F , there exists a so-called "center" of the face x σ such that (19) x σ = s∈Vσ β σ,s x σ , with s∈Vσ β σ,s = 1, and β σ,s ≥ 0 for all s ∈ V σ . The face σ is then assumed to match with the union of the triangles T σ,e defined as by the face center x σ and each of its edge e ∈ E σ .
The previous discretization is denoted by D, and we define the discrete space
In the 3-dimensional case, we introduce for all σ ∈ F the operator I σ :
yielding a second order interpolation at x σ thanks to the definition (19) of x σ .
We introduce the simplicial submesh T defined by • T = {T κ,σ , κ ∈ M, σ ∈ F κ } in the two-dimensional case, where T κ,σ denotes the triangle whose vertices are x κ and x s for s ∈ V σ ; • T = {T κ,σ,e , κ ∈ M, σ ∈ F s , e ∈ E σ } in the three-dimensional case, where T κ,σ,e denotes the tetrahedron whose vertices are x κ , x σ and x s for s ∈ V e . We define the regularity θ T of the simplicial mesh T by (20) θ T = max
where h T and ρ T respectively denote the diameter of T and the insphere diameter of T . We denote by
the maximum diameter of the simplicial mesh. We also define the quantities ℓ κ and ℓ s quantifying the number of vertices of the cell κ and the number of neighboring cells for the vertex s respectively:
This allows to introduce the quantity
controlling the regularity of the general discretization D of Ω.
Denoting by H T ⊂ W 1,∞ (Ω) the usual P 1 -finite element space on the simplicial mesh T , we define the reconstruction operator π T :
This allows to define the operator
We aim now to reconstruct piecewise constant functions. To this end, we introduce additional parameters that appear to play an important role in practical applications [27] . Let κ ∈ M, then we introduce some weights (α κ,s ) s∈Vκ such that (26) α κ,s ≥ 0, and
Denoting by meas(κ) = κ dx the volume of κ, then we define the quantities
so that one has β∈M∪V m β = meas(Ω).
For all κ ∈ M, we denote by ω κ and ω κ,s some disjointed open subsets of κ, such that Note that such a decomposition always exists thanks to (26) - (27) . Then we denote by
In what follows, we denote by
where e β , β ∈ M ∪ V is the unique element of W D such that
We can now define the piecewise constant reconstruction operators
Let f : R → R be a possibly nonlinear function, then we denote by
Notice that in general,
2.1.2. Time-and-space discretizations and discrete functions. Let N ≥ 1 and let 0 = t 0 < t 1 < · · · < t N −1 < t N = t f be some subdivision of [0, t f ]. We denote by ∆t n = t n − t n−1 for all n ∈ {1, . . . N }, by ∆t = (∆t 1 , . . . , ∆t N ) T ∈ R N , and by
The time and space discrete space is then defined by
For v ∈ W D,∆t and n ∈ {1, . . . , N }, we denote by 
2.2.
The nonlinear scheme for degenerate parabolic equations. For κ ∈ M, we denote by A κ = a κ s,s ′ s,s ′ ∈Vκ ∈ R ℓκ×ℓκ the symmetric definite positive matrix whose coefficients are defined by
It results from the relation
that, for all u, v ∈ W D and all κ ∈ M, one has
For κ ∈ M, we denote by δ κ : W D → R ℓκ the linear operator defined by
With this notation, we obtain that (34) rewrites
In order to deal with the nonlinearities of the problem, we introduce the sets W 
It is easy to check that, thanks to assumptions (A2) and to the definition (4) of the convex function Γ, one has
The initial data u 0 is discretized into an element
Let us state a first lemma that ensure that the discretized initial data has a finite discrete entropy.
Lemma 2.1. Let u 0 ∈ L 1 (Ω) be such that (A4) holds, let V be such that (AA5) holds. Let u 0 be defined by (38) and V defined by (36) , then there exists
where the entropy functional E is defined by (14) and its discrete counterpart E D is defined by (35) . In particular, u 0 belongs to W en D . Proof. We deduce from Jensen inequality that
whence, thanks to (AA4) and to the definition (35) of the discrete entropy functional E D , one has
The last term in the above inequality is equal to zero thanks to the definition (38) 
. The Lipschitz regularity of V yields
With all this material, we can present the scheme we will analyze in this contribution. For u ∈ W ad D,∆t , we introduce the notation
, ∀κ ∈ M, ∀s ∈ V κ , ∀n ∈ {1, . . . , N }.
D is obtained by solving the following nonlinear system:
The scheme (41) is clearly a finite volume scheme. As a direct consequence of the conservativity of the scheme, one has
Defining, for all κ ∈ M and u = (
the systems (41) is equivalent to the following compact formulation:
is a symmetric semi-positive matrix since A κ and M κ (u) are.
2.3.
Gradient flow interpretation for the scheme. The goal of this section is to transpose the formal variational structure pointed out in §1.2 to the discrete setting. A natural discretization of the manifold M consists in
In order to define the discrete counterpart g D,u of the metric tensor g u defined by (12) - (13), one needs a discrete counterpart of
• the classical L 2 (Ω) scalar product: for reasons appearing in the analysis, one will use
• the weighted H 1 (Ω) "scalar product" with weight η(u) : this can be done by choosing
This allows to define the discrete metric tensor g D,u by:
where φ i ∈ W D solves the discrete counterpart of (13), that is
In this setting, we can define the semi-discrete in space gradient flow by
where v solve the discrete elliptic problem
In order to recover (43) from (49), one applies the implicit Euler scheme.
Remark 2.2. In their seminal paper [31] , Jordan, Kinderlehrer and Otto proposed to approximate the solution of gradient flows thanks to the minimizing movement scheme
where d denotes the distance on M D induced by the metric tensor field g D . Several practical and theoretical difficulties arise when one aims at using (50). First of all, the Riemannian structure is formal, even in the continuous case. It is unclear if one can define rigorously a distance d if η(0) = 0. But even if d is a distance, yielding a metric structure for M D , computing this distance is a complex problem we avoid by using an implicit Euler scheme rather than (50).
Main results.
The first result we want to point out concerns the scheme for a fixed mesh. The following Proposition states that the scheme (41) admits at least one solution, and justifies the entropy-diminishing denomination for the scheme.
solution to the system (41), and the following dissipation property holds:
where E D is defined by (35) and
D,∆t to the scheme (41). The proof of Theorem 2.3 is contained in §3, together with some supplementary material that allows to carry out the convergence analysis when the discretization steps tend to 0. More precisely, we consider a sequence (
and such that there exists θ ⋆ > 0 and ℓ
where θ Tm and ℓ Dm are defined by (20) and (23) respectively. Despite it can be avoided in some specific situations, we do the following assumption, allowing to circumvent some technical difficulties:
This means that there is a minimum ratio of volume allocated to the cell centers and to the nodes in the mass lumping procedure. Concerning the time-discretizations, we consider a sequence (∆t m ) m≥1 of discretizations of (0, t f ) as prescribed in §2.1.2 :
We assume that the time discretization step tends to 0, i.e., 
where u is the unique weak solution to (1) in the sense of Definition 1.
Proving the Theorem 2.4 is the purpose of §4. The practical implementation of the scheme (41) is discussed in §5, where we also give evidences of the efficiency of the scheme.
Proof of Theorem 2.3 and additional estimates
In order to ease the reading of the paper, several technical lemmas have been postponed to Appendix. 
It follows from the convexity of Γ that
whence
Using this inequality in (53) provides (51).
Lemma 3.2. For all ǫ > 0, there exists C ǫ ∈ R depending on ǫ and p such that 
The function p being increasing, we deduce that
Lemma 3.3. For all ǫ > 0, there exists C ǫ ∈ R depending on ǫ and η and Γ such that
Γ(u) tends to 0 as |u| → ∞ thanks to Assumption (A6). Let ǫ > 0, then there exists r ǫ > 0 such that
The function η being continuous and nonnegative following Assumption (A1), we know that 0 ≤ C ǫ := max
The result of Lemma 3.3 follows.
Lemma 3.4. There exist C 1 and C 2 depending only on p, V and Ω such that
In particular, the discrete entropy functional E D is bounded from below uniformly w.r.t. the discretization D.
Proof. Recall that the discrete entropy functional E D is defined by
Let ǫ > 0 a parameter to be fixed later on. Thanks to Lemma 3.2, there exists a quantity C ǫ depending only on p and ǫ such that
On the other hand, Assumption (A4) together with the definition (36) (56) and injecting the resulting estimate in (55) ends the proof of the second inequality of (54). The proof of the first inequality of (54) is similar, hence left to the reader.
for all κ ∈ M and all s ∈ V κ .
It follows from Lemma A.2 stated in appendix that there exists C depending only on Λ, θ T and ℓ D such that
Therefore, it only remains to prove that
for some C depending only on the prescribed data. Using Lemma A.3, we get that for all
It results from Lemma A.2 that for all κ ∈ M,
and remarking that
we deduce from using (60) in (59) that
for some C depending only on θ T , Λ, ℓ D and ∇V ∞ , the operator π M being defined by (30) . Let us now use Lemma A.8 to obtain that
for some C depending only on the prescribed data, namely θ T , Λ, ℓ D , ζ D and ∇V ∞ . Using Lemma 3.3, we know that for all ǫ > 0, there exists C ǫ depending only on ǫ, η, Γ and meas(Ω) such that
Combining this result with Lemma 3.4 and (61), we deduce that for all ǫ > 0, there exists C ǫ depending only on ǫ,
We obtain (58) by choosing ǫ = . This ends the proof of Lemma 3.5.
Lemma 3.6. Let u n−1 ∈ W en D , and let u n ∈ W ad D be a solution to the scheme (41), then there exist C 1 and C 2 depending only on
Proof. Since u n is a solution of the scheme (41), the nonlinear discrete stability estimate (51) holds. Therefore, taking (51) into account in (57) yields
for some C 1 depending on the prescribed data. Then it only remains to use Lemma 3.4 to conclude the proof of Lemma 3.6.
3.2.
Existence of a discrete solution. The scheme (41) can be rewritten in the form of a nonlinear system
In the case where p(0) = −∞, the function F is continuous on W ad D , but not uniformly continuous. The existence proof for a discrete solution we propose relies on a topological degree argument (see e.g. [33, 21] ), whence we need to restrict the set of the possible u n for recovering the uniform continuity by avoiding the singularity near 0. This is the purpose of the following lemma, which is an adaptation of [14, Lemma 3.10] .
Proof. First of all, remark that proving Lemma 3.7 is equivalent to proving that there exists C D,∆tn > 0 such that
Because of the conservation of mass (42), we have
Therefore, we can claim that there exists ν i ∈ M ∪ V such that
Let (ν f ) ∈ M ∪ V be arbitrary, and let let (ν q ) q=0,...,ℓ be a path from ν i to ν f , i.e.
• for all q ∈ {0, . . . , ℓ − 1}, one has:
Let q ∈ {0, . . . , ℓ − 1} It follows from Lemma 3.6 that there exists C D,∆tn depending on D, ∆t n Λ, Ω, η, p, V , and
This ensures in particular that
where we have set η n νq,νq+1 = η n κ,s if {ν q , ν q+1 } = {κ, s}. We can now prove (62) thanks to an induction along the path. Assume that
We conclude as in [14, Lemma 3.10] thanks to the finite number of possible paths.
Thanks to Lemma 3.7, one can apply the same strategy as in [14] for proving the existence of a solution to the scheme (41). 3.3. Multistep a priori estimates. As a by-product of the existence of a discrete solution u n for all n ∈ {1, . . . , N }, we can now derive a priori estimates on functions reconstructed thanks that the discrete solution u ∈ W D,∆t .
The first estimate we get is obtained by summing Ineq. (51) w.r.t. n, and by using the positivity of the dissipation. This provides
and where C only depending on V , u 0 , p and Ω thanks to Lemma 2.1. Since the discrete entropy functional E D is bounded from below by a quantity depending only on p, V and Ω (cf. Lemma 3.4), we deduce also from the summation of (51) w.r.t. n that there exists C depending only on p, V , Ω, and u 0 (but not on D) such that
Mimicking the proof of Lemma 3.5, this yields
The following lemma is a direct consequence of Estimate (65) and Lemma 3.4. Its detailed proof is left to the reader. Lemma 3.9. There exists C depending only on Ω, p, V , u 0 and Ω (but not on the discretization) such that
Lemma 3.10. There exists C > 0depending only on Λ, η, V , θ T and ℓ D , Ω, t f , u 0 such that
where the function ξ is defined by (7).
Proof. Since the function η was supposed to be nondecreasing, cf. Assumption (A1)
The definition (7) of the function ξ implies that
whence we obtain that for all κ ∈ M,
Using that
and that B κ (u) = M κ (u)A κ M κ (u), we get that for all κ ∈ M,
Thanks to Lemma A.1 stated in appendix, we know that C > 0 depending only on Λ, θ T and ℓ D such that Cond 2 (A κ ) ≤ C, for all κ ∈ M, so that: ∀κ ∈ M, ∀n ∈ {1, . . . , N },
In order to conclude the proof, it only remains to multiply (69) by ∆t n and to sum over κ ∈ M and n ∈ {1, . . . , N } and to use (67).
Combining Estimate (67) and Lemma A.2 yields the following lemma, whose complete proof is left to the reader. 
Proof of Theorem 2.4
In what follows, we consider a sequence (D m , ∆t m ) m≥1 of discretizations of Q t f such that (52) holds. In order to prove the convergence of the reconstructed discrete solution π Dm,∆tm u m towards the weak solution of (1) as m tends to ∞, we adopt the classical strategy that consists in showing firstly that the family (π Dm,∆tm u m ) m≥1 is precompact in L 1 (Q t f ) (this is the purpose of §4.1), then to identify in §4.2 the limit as a weak solution of (1) in the sense of Definition 1.
As a direct consequence of Theorem 2.3, one knows that the scheme admits a solution u m = u n κ,m , u n s,m that, thanks to the regularity assumptions (52b) -(52c) on the discretization and thanks to Lemmas 3.9, 3.10 and 3.11, satisfies the following uniform estimates w.r.t. m:
where C may depend on the data of the continuous problem, and on the discretization regularity factors θ ⋆ , ℓ ⋆ and ζ ⋆ but not on m.
4.1.
Compactness properties of the discrete solutions.
Lemma 4.1. Let (D m , ∆t m ) be a sequence of discretizations of Q t f satisfying Assumptions (52), there exists C depending only on Λ, θ ⋆ , ℓ ⋆ , Ω, t f , p and u 0 such that, for all m ≥ 1, one has
Proof. It follows from the Estimate (71) and from Lemma A.5 stated in appendix that for all m ≥ 1,
for some C depending only on Λ, Ω, t f , ℓ ⋆ and θ ⋆ , p and u 0 (but not on m). Moreover, it follows from Assumption (8) that
thanks to the estimate (70). Combining this inequality with (73) provides that
whence the sequence (π Tm,∆tm ξ(u m )) m≥1 is bounded in L 2 ((0, T ); W 1,1 (Ω)) thanks to (71). A classical bootstrap argument using Sobolev inequalities allows to claim that it is bounded in L 2 ((0, T ); 
would consist in using [30, Lemma A.1] , that claims that
As a consequence of Lemma 4.1, we know that the sequence (π Tm,∆tm ξ(u m )) m≥1 is relatively compact for the L 2 ((0, t f ); H 1 (Ω))-weak topology. Moreover, the space H 1 (Ω) being locally compact in L 2 (Ω), a uniform information on the time translates of π Tm,∆tm ξ(u m ) will provide the relative compactness of (π Tm,∆tm ξ(u m )) m≥1 in the L 2 (Q t f )-strong topology (see e.g. [39] ). Such a uniform time-translate estimate can be obtained by using directly the numerical scheme (see e.g. [24, 14] ). One can also make use of black-boxes like e.g. [4, 6] . Note that the result of [28] does not apply here because of the degeneracy of the problem. We do not provide the proof of next proposition here, since a suitable black-box will be contained in the forthcoming contribution [6] . A more calculative possibility would consist in mimicking the proof of [14, Lemmas 4.3 and 4.5]. 
Proof. As a result of Proposition 4.3, the almost everywhere convergence property (74) holds. On the other hand, it follows from Assumption (A2), more precisely from the fact that lim u→∞ p(u) = +∞ that the function Γ defined by (4) is superlinear, i.e.,
Therefore, Estimate (70) implies that (π Dm,∆tm u m ) m≥1 is uniformly equi-integrable. Hence we can apply Vitali's convergence theorem to conclude the proof of Corollary 4.4.
Lemma 4.5. Let u be the limit value of π Dm,∆tm u m exhibited in Proposition 4.3, then
Proof. Let us first establish (75). Thanks to the entropy estimate (70), we know that the sequence (π Dm,∆tm Γ(
. Then Assumption (9) allows to use the de la Vallée-Poussin theorem to claim that (π Dm,∆tm η(u m )) m≥1 is uniformly equi-integrable on Q t f . Moreover, the continuity of η and Proposition 4.3 provide that
Therefore, we obtain (75) by applying Vitali's theorem. 
where u is the solution exhibited in Proposition 4.3
Proof. Thanks to Lemma 4.1, the sequence (∇ Tm,∆tm ξ(u m )) m≥1 is uniformly bounded in
But in view of Proposition 4.3 and of the continuity of ξ, we know that
Since π Tm,∆tm ξ(u m ) and π Dm,∆tm ξ(u m ) have the same limit (cf. Lemma A.5), we get that Ξ = ξ(u).
Identification of the limit as a weak solution.
Proposition 4.7. Let u be a limit value of the sequence (π Dm,∆tm u m ) m≥1 exhibited in Proposition 4.3, then u is the unique weak solution to the problem (1) in the sense of Definition 1.
Proof. In order to check that u is a weak solution, it only remains to check that the weak formulation (11) holds. Let ψ ∈ C 
Since for all m ≥ 1 and all n ∈ {0, . . . , N m }, one has
the sequence (π Dm,∆tm u m ) m≥1 is uniformly equi-integrable on Q t f . Therefore, Proposition 4.3 together with Vitali's theorem yield that
The regularity of ψ yields ∈ W Dm for all n ∈ {1, . . . , N m }, and ψ m = ψ m 0≤n≤Nm ∈ W Dm,∆tm , one has
Thanks to Lemma 4.5, we know that
Hence, it follows from the weak convergence in L 2 (Q t f ) of ∇ Tm,∆tm ξ(u m ) towards 
Using Lemma A.2 stated in appendix, one gets that there exists C depending only on Λ, θ ⋆ and ℓ ⋆ such that
Hence, in view of Estimate (71), one gets that As a preliminary before considering C 3,m , let us set, for all κ ∈ M m , all s ∈ V κ , and all n ∈ {1, . . . , N m },
Thanks to the mean value theorem, we can claim that, for all κ ∈ M m , all s ∈ V κ and all n ∈ {1, . . . , N m }, there exists u 
we deduce from (87) that
We can now overestimate C 3,m by
Using again that ab ≤ ǫa 2 + 1 4ǫ b 2 , one gets that
where we have set
Estimate (72) yields the existence of C depending only on the data of the continuous problem and on the regularity factors θ ⋆ and ℓ ⋆ such that Putting (80) together with (81), (86), and (92), one gets that
Now, we will focus on the term D m , that can be decomposed into
where we have set 
then one has
thanks to Lemma A.2. Using Lemma A.8, we know that there exists C depending on the data of the continuous problem and of the regularity factors θ ⋆ , ℓ ⋆ and ζ
while the regularity of ψ ensures that
Therefore, there exists C depending only on the data of the continuous problem and the regularity factors θ ⋆ , ℓ ⋆ and ζ ⋆ such that Combining (94) - (95) and (99) - (100), we obtain that
Finally, it follows from (77), (78) - (79), (93) and (101) that the limit u of the discrete reconstructions (π Dm,∆tm u m ) m≥1 is a weak solution to the problem (1) in the sense of Definition 1.
Proof. Notice that for all κ ∈ M m , all s ∈ V κ and all n ∈ {1, . . . , N m }, one has
Then, one obtains that
Using (52b) -(52c), which ensure that
As a particular consequence of Lemma 4.5, we know that (π Dm,∆tm η(u m )) m≥1 is uniformly equi-integrable, whence It follows from a straightforward generalization of Lemma A.9 and from estimate (71) that π Mm,∆tm w m converges strongly in L 2 (Q t f ) towards 0. Therefore, up to an unlabeled subsequence, it converges almost everywhere. As a consequence,
Since the function η • ξ −1 is supposed to be uniformly continuous (cf. (10)), it admits a non-decreasing modulus of continuity ̟ ∈ C(R + ; R + ) with ̟(0) = 0 such that, for all v, v in the range of ξ,
Using (102), we obtain that
Thanks to (105), we obtain that
In order to conclude, it only remains to remark that (103) and (107) allow us to use Vitali's convergence theorem.
Lemma 4.9. Let u m ∈ W Dm,∆tm be the solution to the numerical scheme, and let ν m ∈ W Dm,∆tm be defined by (88), then, up to a subsequence,
Proof. On the one hand, remark that due to the mass lumping, one has
Thanks to Lemma 4.5, we know that (π Mm,∆tm η(u m )) m≥1 is relatively compact in L 1 (Q t f ), whence it is uniformly equi-integrable. Now it follows from (89) that (π Mm,∆tm ν m ) m≥1 is uniformly bounded in L ∞ (Q t f ). Therefore, the sequence
On the other hand, since η(u n κ ) ≤ 2η n κ,s , we know that
The continuity of η • ξ −1 provides the existence, for all κ ∈ M m , all s ∈ V κ and all n ≥ 1, of ξ n κ,s and ξ
In particular, we know that
where w n κ is defined by (104). Since η • ξ −1 is uniformly continuous, we deduce from (109) that
where ̟ denotes the modulus of continuity of η • ξ −1 introduced in (106). We conclude as in the proof of Lemma 4.8 that, up to an unlabeled subsequence,
Combining (108) with (110) to apply Vitali's convergence theorem allows to conclude the proof.
Numerical implementation and results
This section is devoted to the numerical resolution of the nonlinear system (41). First, we discuss in §5.1 the strategy that we used for solving the nonlinear system (41). Then we present in §5.2 two 2-dimensional cases with analytical solutions in order to illustrate the numerical convergence of the method. ⊂ W D such that u n = lim i→∞ u n,i is a solution to (41). The variation of the discrete unknowns between two Newton-Raphson algorithm iterations is denoted as follows,
Les us briefly detail the practical implementation of the iterative procedure allowing to deduce u n from u n−1 .
(1) In the case where p(0) is finite, the initial guess for the Newton algorithm is, as usual, taken as u n,0 = u
for all s ∈ V, κ ∈ M. In the singular case p(0) = −∞, it was proved in Lemma 3.7 that the solution (41) is such that min β∈M∪V u n β > 0. Therefore, we can initialize the Newton algorithm by
In the computations, we fixed ǫ = 10 −10 . (2) The Newton-Raphson algorithm iterations are done until a convergence criterion on the L ∞ (Ω) norm of the variation of the discrete unknowns is reached or until the maximum number of iterations is reached. At each iteration, the Jacobian matrix resulting of (41) is computed and has the following block structure
where the sub-matrices have the following sizes:
The sub-vectors at the right hand side have thus the following sizes: b 1 ∈ R #V and b 2 ∈ R #M . The dependence of the sub-matrices and the sub-vectors w.r.t. n and i was not highlighted here for the ease of notations. A main characteristic of this block structure is that the block D is a non singular diagonal matrix, thus the Schur complement can be easily computed without fill-in to eliminate the variation of the cell unknowns. This allow to reduce the linear system to the variation of the vertices unknowns as usual when using the VAG scheme. The resulting linear system that we have to solve in order to obtain the variation of the vertices unknowns is given by,
and then the variation of the cell unknowns can be easily deduced by the matrix-vector product below,
s ) s∈V ). As for the initial step, we have to take into account the singular case at each Newton-Raphson iteration by,
If the Newton-Raphson algorithm iterations stop before the maximum number of iterations is reached, the next time iteration is proceeded by increasing the time step. Otherwise, the current time iteration is recomputed by reducing the time step.
Remark. The increase of the time step is bounded by a maximum value denoted ∆t max and a maximum number of convergence failures of the nonlinear methods imposed in order to abort the simulation in case of a non-convergence.
5.2.
Definition of the test-cases and numerical results. We present here three 2-dimensional numerical cases where Ω is the unit square. The space domain is discretized by using meshes issued from a benchmark on anisotropic diffusion problem [29] . In the following numerical experiments, the tensor is defined by
where l x and l y are chosen constant in Ω, and the exterior potential is defined by V (x) = −g · x for all x ∈ Ω where g = (g, 0) t with g ∈ R + . For these cases, the weights of the VAG scheme defined in (26) are computed here by α κ,s = 0.1 ♯Vκ for all κ ∈ M, s ∈ V κ . Such an equi-distribution of the measure of Ω is suitable in our experiments since we deal with a constant in space tensor Λ. The question of the mass distribution in the case of heterogeneous problems is discussed in [27, 11] . The linear solver applied to resolve (111) is a home-made direct solver using a gaussian elimination with an optimal reordering. Thanks to the construction of analytical solutions, errors can been computing in the classical discrete
All the results are presented in the Tables below. Each table  provides the mesh size h, the initial and maximum time steps, the discrete errors, their associated convergence rate and the minimum value of the discrete solution.
5.2.1. Test 1: Linear Fokker-Planck equation with no-flux boundary condition. This first test case matches with the problem defined by (1) with the functions η(u) = u on R + and p(u) = log(u) and the constant g is fixed to 1. In this case, note that (1) leads to the linear equation
with the same boundary and initial conditions as in (1). Therefore we compare the results obtained by (41) with those obtained using, instead of (41c), this particular definition of the fluxes
The resulting scheme is called the "linear scheme". The numerical convergence of both scheme has been compared on the following analytical solution (built on a 1-dimensional case),
. This function satisfies the homogeneous Neumann boundary condition and the property u(x, y, t) > 0 for all (x, y, t) ∈ Q t f .
In order to make a numerical convergence study, we have used a family of triangular meshes. These triangle meshes show no symmetry which could artificially increase the convergence rate. This family of meshes is built through the same pattern, which is reproduced at different scales: the first (coarsest) mesh and the third mesh are shown by Figure 1 . For the tests on triangular grid , the final time Table 1 . Triangles. Nonlinear scheme (41). Table 2 . Triangles. Linear scheme, fluxes defined by (114).
Let us first observe that, in this case where the continuous solution is regular, the numerical order of convergence is close to 2, using the scheme developed in this paper or the scheme (114). Moreover the nonlinear scheme has better approximation of the lower bound of the solution, since its minimum value is always nonnegative, unlike the linear scheme. This numerical behavior is a verification of the theoretical result mentioned in the Lemma 3.7.
Now, in order to exhibit the ability of the VAG scheme to deal with all type of meshes, the same test case has been applied on a so-called Kershaw grid illustrated on the Figure 2 . A numerical convergence study is not relevant on such family of grids due to the difficulty of defined a factor of refinement. On this grid, the final time t f has been chosen to 250 and an anisotropic tensor has been consider: l x = 0.001 and l y = 1. The results are listed on the Table 3 and we can check again the property of the nonlinear scheme which satisfies the lower bound. Table 3 . Kershaw grid. Nonlinear and linear scheme, with an anisotropic tensor.
Denoting by w = π exp g(x − 1 2 ) the long-time asymptotic of u defined by (115), then the relative entropy of a function u : Ω → R + w.r.t. w is defined by
Note that E w is undefined (or is set to +∞) if u < 0 on a positive measure set. Following [34] , the anisotropic Fokker-Planck equation has a rigorous gradient flow structure for some Wasserstein metric, for which the entropy u → Ω (u log(u)−u)dx is geodesically δ-convex for some δ > 0 (this relies on the fact that Λ does not depend on x, see [34, Remark 1.6] ). Moreover, the relative entropy E w ( u(·, t)) converges exponentially fast towards 0 as t tends to +∞. A closely related exponential convergence result was transposed to the discrete setting in [19, 18] in the case of a monotone discretization of the diffusion equation (see also [9] ). In order to check this asymptotic behavior at the discrete level, we introduce the discrete relative entropy E w D (u) defined for all nonnegative u = (u κ , u s ) κ,s ∈ W D (i.e., such that u β ≥ 0 for all β ∈ M ∪ V) by
The exponential convergence towards equilibrium is recovered as it appears clearly on Figure 2 . 
Test 2:
Porous medium equation with Dirichlet boundary condition. In this second test case, the functions are η(u) = 2u 2 on R + and p(u) = log(u), and the potential V is set to 0, so that the problem turns to (118)
Note that since the function η is strictly convex, the rigorous gradient flow structure of the problem corresponding to this choice of mobility function η is unclear [22] . The problem is closed here with Dirichlet boundary conditions. We compare the results obtained by (41) with those obtained using, instead of (41c), this particular definition of the fluxes
The resulting scheme is called the "quasilinear scheme". The numerical convergence of both schemes has been compared thanks to the following analytical solution (again built in 1-dimension),
Note that (120) is the unique weak solution corresponding to the initial condition u 0 (x, y) = u(x, y, 0) and to the Dirichlet boundary condition u D (x, y, t) = u(x, y, t) on ∂Ω × (0, t f ). Our numerical convergence study makes use of the family of triangular meshes presented on the previous test case. Once again, the final time t f is fixed to 0.25 and an anisotropic tensor is given by l x = 1 and l y = 10. Table 5 . Test 2. Quasilinear scheme, with fluxes defined by (119).
We first observe that second order convergence is destroyed because of the lack of regularity of the exact solution. Here again, the discrete solution of the nonlinear scheme studied in this paper remains positive as expected by the Lemma 3.7, while the discrete solution to the quasilinear scheme suffers from undershoots. Despite the convergence for the nonlinear scheme seems to be slightly slower than the convergence for the quasilinear scheme, the accuracy of the nonlinear scheme is better, cf. Tables 4 and 5 
Test 3: Porous medium equation with drift.
In this third test case, we have set η(u) = u on R + and p(u) = 2u and g = 1, leading to the degenerate problem
The problem is endowed with Dirichlet boundary conditions. The tensor Λ is chosen to be diagonal with l x = 1 and l y = 100. We compare the results obtained by (41) with those obtained using, instead of (41c), this particular definition of the fluxes
The resulting scheme is again called the "quasilinear scheme". The numerical convergence of both schemes has been compared on the sequence of triangular meshes already used in the previous tests, thanks to the following analytical solution (again built in 1-dimension),
with β = l x (2 + g). The profile (123) is the unique weak solution corresponding to the initial condition u 0 (x, y) = u(x, y, 0) in Ω and the Dirichlet boundary condition Table 6 . Test 3. Nonlinear scheme (41).
Here again, the convergence orders of both scheme are similar, but strictly lower than 2 because of the lack of regularity of the exact solution. We also remark that both schemes violate the positivity of the solution in this case, but that the amplitude of the undershoots is slightly smaller for the nonlinear scheme . There is no contradiction here with Lemma 3.7 since p is not singular at u = 0. Table 7 . Test 3. Quasilinear scheme, fluxes defined by (122).
Appendix A. Some lemmas related to the VAG discretization
In this section, D = (M, T ) denote a discretization of Ω as prescribed in §2.1.1.
be the matrix defined by (33), then there exists C depending only on Λ, θ T and ℓ D (but not on κ) such that
Proof. Following [12, Lemma 3.2] , there exist C 1 , C 2 > 0 depending only on θ T and ℓ D such that, for all u ∈ W D and all κ ∈ M, one has
where h κ denotes the diameter of the cell κ ∈ M. As a consequence, one has
Since the application δ κ : W D → R ℓκ is onto, we deduce that
and thus that Cond 2 (A κ ) ≤ λ ⋆ C2 λ⋆C1 .
Lemma A.2. There exists C > 0 depending only on Λ, θ T and ℓ D such that, for all κ ∈ M and all v = (v s ) s∈Vκ ∈ R ℓκ , one has
Proof. Denoting by · q the usual matrix q-norm, one has
Since the dimension of the space R ℓκ is bounded by ℓ D , there exists C 1 depending only on ℓ D such that A κ 1 ≤ C 1 A κ 2 , so that On the other hand, since A κ is symmetric definite and positive, one has
Using Lemma A.1, we obtain that there exists C 2 > 0 depending only on Λ, θ T and ℓ D such that
Putting (124) and (125) One concludes the proof of Lemma A.3 by noticing that, since A κ is symmetric, the two terms in the right-hand side of the above inequality are equal. Let i 0 , i 1 ∈ {1, . . . , r κ } be arbitrary but different, we deduce from the previous inequality the following non-optimal estimate: meas(T i0 ) ≤ θ 4(ℓD −1)d meas(T i1 ).
Let i max be such that meas(T imax ) = max 1≤i≤r meas(T i ), then meas(κ) ≤ r meas(T imax ) ≤ 4(ℓ D − 1)θ 4(ℓD −1)d meas(T i ), ∀i ∈ {1, . . . , r}.
We state now a slight generalization of [12, Lemma 3.4] , where the same result is proven in the particular case q = 2. The straightforward adaptation of the proof given in [12] to the case q = 2 is left to the reader.
Lemma A.5. There exists C depending only on ℓ D and θ T defined in (23) and (20) respectively such that
Lemma A.6. Let D be a discretization of Ω as introduced in §2.1.1 such that ζ D > 0, then there exist C 1 > 0 depending only on q, θ T and ℓ D and C 2 depending moreover on ζ D such that
Proof. Let T be a reference tetrahedron, and let v : T → R be an affine function with nodal values v i , i ∈ {1, . . . 4}, then for all q > 0, there exists C depending on q such that 1 C
Therefore, using classical properties of the affine change of variable between simplexes, one gets the existence of C depending only on q, θ T , and ℓ D such that, for all v ∈ W D , Notice now that the following geometrical identity holds: 
Proof. Let v = (v κ , v s ) κ∈M,s∈V ∈ W D , then it follows from (128) that Then there exists C depending only on θ T , ℓ D and ζ D such that
Proof. Let v ∈ W D be a vector with positives coordinates, and let v be constructed as above. It follows from the construction of v that
whence, applying (127) with q = 1, one gets
The result now directly follows from Lemma A.6.
Lemma A.9. Let u = (u κ , u s ) κ∈M,s∈V ∈ W D , then for all κ ∈ M, we define δu = δ κ u, δ s u κ∈M,s∈V ∈ W D by δ s u = 0 and δ κ u = max s ′ ∈Vκ |u κ − u s |, ∀κ ∈ M, ∀s ∈ V, then, for all q ∈ [1, ∞], there exists C depending only on q, θ T , and ℓ D such that
Proof. Let κ ∈ M and s ∈ V κ , then there exists a simplicial sub-element T ∈ T of κ ∈ M such that x κ and x s are vertices of T . Then it follows from classical finite element arguments (see e.g. [20, 23] ) that
where c depends only on the dimension d and on q, while C depends additionally on θ T . Thanks to Lemma A.4, we get the existence of C depending on d, q, θ T and ℓ D such that,
, ∀κ ∈ M, ∀s ∈ V κ .
Summing over κ ∈ M provides that (129) holds.
