Abstract. We aim at explaining the most basic ideas underlying two fundamental results in the regularity theory of area minimizing oriented surfaces: De Giorgi's celebrated ε-regularity theorem and Almgren's center manifold. Both theorems will be proved in a very simplified situation, which however allows to illustrate some of the most important PDE estimates.
Introduction
In these lecture notes I will try to give the core ideas of two fundamental regularity results in geometric measure theory. The subject is rather technical and complicated and it would require at least one monographic semester course of prerequisites before one could even start with the statements. Nonetheless the core of the arguments have a simple analytic (in modern terms "PDE") nature. These notes are an attempt of conveying them without requiring any knowledge of geometric measure theory.
Area minimizing graphs
Throughout these notes we will thus fix our attention on graphs of Lipschitz maps u : Ω ⊂ R m → R n with Lipschitz constant Lip (u). In particular given any Borel set F ⊂ Ω we will denote by gr (u, F) the set gr (u, F) := {(x, y) ∈ F × R n : y = u(x)} .
We will sometimes omit F if it does not play an important role in our discussion. We will often use the simple observation that, if we rotate our system of coordinates by a small angle θ, gr (u, Ω) is still the graph of a Lipschitz function over some domain Ω ′ in the new coordinates. More precisely we have the following simple lemma. 
and Lip (u ′ ) Lip (u) + C|A − Id|.
As it is customary, for F Borel, we will let Vol m (gr (u, F)) be the m-dimensional
Hausdorff measure of gr (u, F), for which the area formula gives the following identity Here we use the notation M αβ (Dh) for the k × k minor of Dh corresponding to the choice of the α 1 , . . . , α k lines and β 1 , . . . , β k rows and we set |α| := k.
As it is obvious from the invariance of the Hausdorff measure under rotations, Vol m (gr (u, Ω)) = Vol m (gr (u ′ , Ω ′ )) when Ω, Ω ′ , u and u ′ are as in Lemma 1.1.1
and Ω is Borel (it is elementary to see that then Ω ′ is Borel as well).
In the rest of the paper we will investigate maps u whose graphs are area minimizing in the following sense: 
De
Giorgi's ε-regularity theorem. It is well known that area minimizing graphs are in fact real analytic if the Lipschitz constant is sufficiently small 2 . A "classical" path to the statement above is to prove first that u is C 1,α and then use Schauder estimates for the Euler-Lagrange equation satisfied by u (which is in fact an elliptic system of partial differential equations) to show that u has higher regularity. The first step is a corollary of a celebrated theorem by De Giorgi. An appropriately general framework for its statement would be that of area minimizing integer rectifiable currents, which however would require the introduction of a lot of terminology and technical tools from geometric measure theory. The first goal of these notes is thus to illustrare De Giorgi's key idea in the simplified setting of graphs. Observe that obviously the quantity E is nonnegative and that it equals 0 if and only if the function u is constant: E measures thus how close is the surface gr (u, B 1 ) to be an horizontal disk B 1 (0) × {y}.
A formula for the excess.
De Giorgi proved his theorem in [3] in codimension 1 (namely n = 1) in the framework of reduced boundaries of sets of finite perimeter (which is equivalent to the setting of codimension 1 integral currents, see [22] or [34] ). The statement was then generalized to higher codimension (and to minimizers of a general elliptic integrand) in the framework of integral currents by Almgren in [1] . In such generality De Giorgi's theorem says that if at a certain scale the mass of an area minimizing current is not much larger than that of a disk of the same diameter, then the current is in fact a C 1,α graph (at a slightly smaller scale). The interested reader can consult the survey article [5] for a quick and not (too) technical intoduction to the topic.
Before proceeding further we want to highlight an important computation which shows how E in (1.2.2) is essentially an L 2 measure of the flatness of gr (u, B 1 ). More precisely consider the standard basis e 1 , . . . , e m , e m+1 , . . . , e m+n and let π 0 := e 1 ∧ . . . ∧ e m be the standard unit m-vector orienting π 0 = R m × {0}. If x is a point of differentiability of u and T p gr (u) is the tangent space to gr (u) at p = (x, u(x)), it is then possible to give a standard orientation to it using the m-vector
In the formula above du| p (e j ) denotes the following vector of {0} × R n ⊂ R m+n :
Moreover, we endow, as customarily, the space of m-vectors with a standard euclidean scalar product, which on simple m-vectors reads as
In particular | v| = v, v is the induced euclidean norm. Elementary computations give then the following identity, which we leave as an exercise (in the rest of the notes we use the notation |Ω| for the Lebesgue m-dimensional measure of Ω ⊂ R m and we denote by Vol m the Hausdorff mdimensional measure on R m+n ). 3 In these notes we will use the term disk for B r (x) := {y ∈ R m : |y − x| < r} and the term ball for B r (p) := {q ∈ R m+n : |q − p| < r}.
Proposition 1.3.1.
Let Ω ⊂ R m be Borel and u : Ω → R n be a Lipschitz map. Then
For convenience we stop our discussion to introduce a quantity which will play a fundamental role in the rest of our investigations. Definition 1.3.3. Let u : B r (x) → R n be a Lipschitz map and π a unit m-vector orienting the plane π. The cylindrical excess of gr (u) in C r (x) := B r (x) × R n with respect to the (oriented) plane π is then given by
If π = π 0 is the unit m-vector which gives to R m × {0} the standard orientation, we then write E(gr (u),
In what follows, if p = (x, y) ∈ R m × R n we will often, by a slight abuse of notation, write C r (p, π) (resp. C r (p)) in place of C r (x, π) (resp. C r (x)).
Codimension 1 and higher codimension.
Observe that, for a general oriented surface Σ with no boundary in the cylinder Ω × R n , the right hand side of (1.3.2) can be small even if the left hand side is fairly large. Indeed, if Σ consists of N parallel horizontal planes with the same orientation of π 0 , the right hand side of (1.3.2) is zero, whereas the left hand side is (N − 1)|Ω|. The example is, moreover, area minimizing.
In codimension 1 De Giorgi's regularity theorem can be considerably strengthened in the following sense. Consider an oriented surface Σ with no boundary in C 1 (0) ⊂ R m × R, with volume bounded by some constant M and which locally minimizes the area. If
is sufficiently small (depending only upon n, m and M), then Σ ∩ C 1/2 (0) consists of finitely many disjoint C 1,α graphs over B 1/2 (and obviously the number N of such graphs can be bounded by ω −1 m 2 m M). Again, the above fact can be conveniently stated and proved in the framework of integral currents.
In higher codimension the latter version of De Giorgi's ε regularity theorem is however false, as witnessed by the following example. Let δ > 0 be small and consider the 2-dimensional surface Σ in R 4 = C 2 given by
A theorem of Federer (based on a computation of Wirtinger) guarantees that Σ is an area minimizing oriented surface (without boundary in the cylinder B 1 × R n ): the Federer-Wirtinger theorem is in fact valid for every holomorphic subvariety of C n . By choosing δ arbitrarily small we can make (1.4.1) arbitrarily small. On the other hand there is no neighborhood of the origin in which Σ can be described by disjoint C 1 graphs over
Proving the Federer-Wirtinger theorem requires the introduction of the technology of Federer-Fleming integral currents and goes far beyond the scope of these notes (although the relevant idea is elementary; cf. for instance [5] ). The important message is however that in higher codimension area minimizing oriented m-dimensional surfaces can have branching singularities of dimension m − 2, whereas the latter singularities are not present in area minimizing oriented hypersurfaces. This phenomenon creates a wealth of extra difficulties for the regularity theory of area minimizing integral currents in codimension higher than 1.
1.5. Almgren's regularity theory and the "center manifold" In the seventies and early eighties Almgren wrote a celebrated long monograph, see [2] , dedicated to the regularity theory of area minimizing currents in higher codimension, where he was able to finally tackle the presence of branching singularities and prove an optimal dimension bound for them. This complicated theory was recently significantly simplified in a series of joint works by Emanuele Spadaro and the author, see [12] [13] [14] [15] [16] and the survey articles [4] [5] [6] . The latter works have also sparked further research in the area, going beyond Almgren's theory and answering to some open questions in [2] , cf. [7-10, 17-20, 23-30, 32, 35, 36, 39, 40] .
The most difficult part of Almgren's theory is the construction of what he calls "center manifold". In a nutshell, if we consider the example of Section 1.4, we can regard it as a "two-sheeted" cover of B 1 × C. Although such two-sheeted cover has a singularity in 0, the average of the two sheets is in fact precisely B 1 × {0}, so it is a smooth graph over the base.
Almgren's center manifold is a powerful generalization of the latter observation: in an appropriate sense, when E in (1.4.1) is small, the area minimizing surface Σ is close to a multiple cover of the base and the average of the sheets enjoys better properties than the whole object. A nontechnical formulation is that it is possible to construct an efficient C 3,β approximation of the average (with β > 0 a small positive dimensional constant): namely, the C 3,β norm of such approximation is bounded by E 1 2 while the distance between the approximation and the average of the sheets is, at every scale, much smaller than the separation between the most distant sheets. In order to illustrare the subtlety of the above claim, consider the following example:
The latter surface, which has a branching singularity at the origin (as the surface in (1.4.2)), is a double cover of B 1 × {0}. For every z = 0 with |z| << 1, we see two separate sheets above B |z| (2z). They are however extremely close: indeed their separation is smaller than |z| 1009 . At that scale the center manifold must thus approximate the average, which is the map z → z 2 , with a degree of precision which is much much higher than the size of the average itself. A precise statement of Almgren's theorem would require to go through the entire works [12] [13] [14] [15] and the interested reader is again referred to the survey articles [5, 6] for a first account of it. The latter reference explains also why it matters to have C 3,β estimates. In these notes we focus on one "striking" corollary, remarked by Almgren himself in the introduction of [2] . Under the assumption of Theorem 1.2.1 (where the "separation between the most distant sheets" is 0, because there is only one sheet!) the center manifold must coincide with the very surface gr (u). This gives then the following Theorem 1.5.1. There are geometric constants β, ε 0 , C > 0 depending only on m and n with the following property. Let Ω = B 1 ⊂ R m and u : B 1 → R n be a Lipschitz map with Lip (u) 1 whose graph is area minimizing. Assume
At a first glance the latter statement is all but surprising. After all, De Giorgi's Theorem 1.2.1 allows to apply the classical Schauder estimates for ellyptic systems, hence we can give the estimate Du C k C(k, m, n)E 1 2 for all k ∈ N. However, the striking novelty is that Theorem 1.5.1 can be proved without resorting to Schauder estimates and in fact without resorting to any PDE for the function u. Although we will use PDE arguments, they will be so elementary and robust that they can be used even in the general (i.e. multisheeted) situation.
In [2] the corollary above is observed in the introduction as a mere curiosity. For Spadaro and the author of these notes Almgren's remark was however a crucial starting point. After finding an elementary proof of the C 3,β estimates under the assumptions of De Giorgi's ε-regularity theorem (cf. [11] ), we were able to give in [15] a construction of the center manifold which seems much more efficient than Almgren's: while Almgren's proof is almost 500 pages long and occupies half of his monograph, the one of [15] cuts the complexity by a factor 10 and its flexibility has proved to be very useful in other contexts (cf. [8, 18, 36] ). In these lecture notes we will follow essentially [11] in the simplified setting of Lipschitz graphs to give a "geometric" proof of Theorem 1.5.1.
Improved Lipschitz approximation
In order to prove both theorems we will make use of a preliminary important estimate: under the small excess assumption, an area minimizing graph turns out to have a much smaller Lipschitz constant on a rather large subset of its domain. The same statement is still correct in the multisheeted situation and it is a fundamental step in Almgren's regularity theory, cf. [6] . The proof which we will give in these notes is a simplification of the one given in [13] in the multisheeted situation.
Spherical excess and scaling invariance.
Consider an oriented surface Σ of dimension m in R m+n and for every p ∈ Σ denote by T p Σ the unit orienting m-vector of the tangent space T p Σ. Definition 2.1.1. The spherical excess of Σ in the ball B r (p) ⊂ R m+n with respect to a unit simple m-vector π is given by
The spherical excess of Σ in B r (p) is defined as
Before going on with our discussion, we want to introduce a very elementary yet powerful idea. If u : B r (x) → R n is a Lipschitz map whose graph is area minimizing, then u r (y) :
is a Lipschitz map such that
• the graph of u r is area minimizing;
In other words our problem has a natural invariance under scalings and translations which will be used through the notes to reduce the complexity of several proofs and to gain an intuition on the plausibility of the statements.
Elementary remarks Note the following obvious fact: if π is such that
Similar elementary considerations lead to the following proposition, whose proof is left as an exercise to the reader:
) and q = (y, u(y)). Then there are geometric constants C 1 , C 2 and C 3 such that
and
Comparing spherical and cylindrical excess.
We now want to compare the two slightly different notions of excess that we have given so far. Consider p = (x, u(x)). First of all, since B r (p) ⊂ C r (x), we have the obvious inequality
We next wish to show a sort of converse, under the assumption that the domain Ω of u contains B 1 (0). By scaling invariance and translation invariance assume x = 0, u(0) = 0 and r = 1. Under the assumption that E(gr (u), B 1 , π 0 ) < ε 1 is rather small, fix a π 1 such that E(gr (u), B 1 , π 1 ) = E(gr (u), B 1 ). Observe thus that, by Proposition 2.2.2,
1 . Denote by p the orthogonal projection of R m+n onto π 1 . We claim that, for every η > 0, by choosing ε 1 sufficiently small,
If we denote by π ⊥ 1 the orthogonal complement of π 1 and by C ′ the cylinder (2.3.3)
2) obviously implies that gr (u) ∩ C ′ ⊂ B 1 and allows us to establish the inequality E(gr (u),
. We briefly sketch the proof of (2.3.2). First we know from Lemma 1.1.1 that gr (u) is the graph of some function u ′ : Ω ′ → π ⊥ 1 over some domain Ω ′ ⊂ π 1 . Moreover, by (2.3.1), Lemma 1.1.1 gives us the estimate
, provided ε 1 is smaller than a geometric constant. Let now ρ be the maximal radius for which B ρ ⊂ Ω ′ and gr
1 . Using Morrey's embedding and u ′ (0) = 0 we thus get
1 . However by the Lipschitz regularity of u ′ and the maximality of ρ, there must be a point
In the second case, consider to have extended the function u to the closure of Ω. Since Ω contains B 1 , we then must have that |(x ′ , u(x ′ ))| 1, in particular we fall again in the first case. Thus
Inserting the estimate for u ′ L ∞ , we get
For ε 1 sufficiently small the latter inequality guarantees ρ 1 − η (in fact we can give an effective bound for how small ε 1 needs to be in terms of η, namely ε 1 C(1 − η) m suffices; these type of bounds are indeed valid in general for suitable generalizations of surfaces which are stationary for the area functional).
We summarize our discussion in the following lemma. 
Improved Lipschitz approximation.
We now fix our attention on the map v of the above lemma. Since the cylindrical excess E controls |Dv| 2 , the classical Chebyshev's inequality shows that
for every positive exponent γ. More refined arguments from real harmonic analysis show a stronger result: there is a suitable set of measure no larger than CE 1−2γ such that the restriction of v to its complement has Lipschitz constant at most E γ . For general functions this is the best we can do. However, the minimality assumption on gr (v) allows to give a much better bound, which is stated in Proposition 2.4.1 below. The proof of the proposition will introduce two important points:
• The fact that the Dirichlet energy and the area integrand are comparable in areas where the tangents to the graph are almost horizontal; • A "cut-and-paste" idea to construct competitors for testing the minimality of the graph of v.
Both these two points will be exploited often in the rest of the notes: in the proof of the next proposition we will see all the details, but at later stages we will be less precise and just refer to the arguments of this section. 
Before coming to the proof we introduce a useful terminology, which will be used often in the rest of the notes Definition 2.4.4. Consider the set K of Proposition 2.4.1 and let w be a Lipschitz extension of v| K to B ρ which does not increase its Lipschitz constant by more than a geometric factor 4 . Although w is not unique, we will call it the E γ -Lipschitz approximation of v.
Proof. First of all observe that we can allow a geometric constant C in front of the estimates: then choosing a smaller exponent γ and a sufficiently smallε we can eliminate the constant. Secondly we will focus on the proof of the following weaker statement: there is an ω > 0 (which depends only upon m and n) and a set L ⊂ B r/2 (x) satisfying
for some exponent ω > 0. It can be in fact easily checked that the method of proof allows to pass from r to r(1 − E µ ) for a suitably small exponent µ and γ can then be chosen to be min {ω, µ}. Finally, by scaling and translating, without loss of generality we can prove (2.4.5)-(2.4.6) when r = 2 and x = 0.
Summarizing, we are left with proving the following. Let v : B 2 → R n be a Lipschitz map with Lip (v) 2, whose graph is area minimizing and
We look for a set K ⊂ B 1 such that
First of all observe that, by (1.3.2), (1.1.2) and elementary properties of the integrand in (1.1.2), C −1
Indeed by Kirszbraun's Theorem we can require w to have the same Lipschitz constant as v| K . This is however a sophisticated theorem, whereas an extension which looses the geometric factor √ n can be constructed in an elementary way and suffices for our purposes.
where C is a geometric constant. Let M|Dv| 2 denote the usual maximal function
Recalling the classical weak L 1 estimate (see for instance [37] ), if we set
Classical Sobolev space theory (see for instance [21] ) implies that Lip (v| K ) CE λ . We must therefore improve upon (2.4.9) using the minimality of gr (v).
First of all we let w be a Lipschitz extension of v to B 3/2 with
We fix next a parameter ϑ > 0 and define z = w * ϕ E ϑ , where ϕ is a standard smooth mollifier. Observe that
Using Fubini's theorem we choose a radius σ ∈]9/8, 5/4[ with the property that Vol m−1 (∂B σ \ K) CE 1−2λ and such that
We fix next a second parameter κ, which we use to define the radii
whereas we set r 0 = σ + E ϑ . It is not difficult to see that we can additionally require (2.4.12)
5 At this point the reader can easily check that in fact the estimate is valid for
in place of K, where µ is a suitable positive exponent depending on m and λ. In this and similar considerations one can refine all the arguments to pass from the outer radius 2 to an inner radius 2 − E µ
The idea is now to define a new function v ′ such that
In the annuli B σ \ B r 1 and B r 1 \ B r 2 we wish to define the function v ′ "interpolating" between the values on the corresponding spheres and keeping the Dirichlet energy under control. It is not difficult to see that this can be done with a linear interpolation along the radii so to have the following estimate on the annalus
and an analogous one (left to the reader as an exercise) in the annulus B r 1 \ B r 2 . Now, recall that {w = v} ⊂ K, |∂B σ \ K| CE 1−2λ and both functions have Lipschitz constant no larger than 2. It is then easy to see that
We thefore achieve
In particular, by choosing λ and then κ sufficiently small we conclude that (2.4.13)
Similarly, we can estimate
Assuming thus that κ < ϑ we actually achieve (2.4.14)
We then leave to the reader to check that the Lipschitz constant of v ′ is bounded by a constant, thus implying that
Next observe that
Now we set ℓ = E ϑ and we write
Observe that r 0 = σ + ℓ and thus (2.4.16)
The remaining part is estimated via
provided λ and ϑ are suitably chosen. Combining the last two estimates we easily achieve
Consider now that, since Lip (v ′ | B r 2 ) Lip (z) Lip (w) CE λ , a simple Taylor expansion of the area functional 6 gives
Summing (2.4.15) and (2.4.18) we thus get
In particular, the minimality of v implies that
Next, write
Recall however that |Dv| CE λ on K. Hence we can use again the Taylor expansion of the area integrand and conclude
whereas on B σ \ K we use the crude estimate
. 6 Recall that the integrand is
We then just need to observe that | det M αβ (A)| |A| |α| and that K was given as K := {M|Dv| 2 E 2λ } ∩ B 3/2 . We have thus achieved the following: there are constants κ > 0 and λ 0 > 0 such that, if λ λ 0 , then the inequality
holds, provided E is sufficiently small. Set now ω := min{ and L := {y ∈ B 1 : m|Dv| 2 E 2ω }. We next recall the more precise form of the weak L 1 estimates for maximal functions, that is
where C is a geometric constant. It is easy to see that, for E small, if m|Dv| 2 C −1 E 2ω , then M|Dv| 2 C −1 E 2ω E 2λ 0 . Hence we conclude
Since Lip (v| L ) CE ω , this completes the proof.
De Giorgi's excess decay and the proof of Theorem 1.2.1
We now examine Theorem 1.2.1. The key idea is that, under the assumptions of the theorem, the spherical excess decays geometrically at smaller scales: such decay is an effect of the almost harmonicity of u, which in turn is again a consequence the Taylor expansion of the area integrand, computed on the improved Lipschitz approximation.
Excess decay.
De Giorgi's excess decay is the following proposition (which by scaling and translating we could have equivalently stated with x = 0 and r = 1).
Proposition 3.1.1. For every 0 < α < 1 there is a geometric constant ε 1 depending only on α, m and n with the following property. Assume u : B r (x) → R n is a Lipschitz map with Lip (u) 1 whose graph is area minimizing and let p = (x, u(x)). If
The next idea is that Proposition 3.1.1 can be iterated on "dyadic radii" and combined with (2.2.1) to conclude Corollary 3.1.4. For every 0 < α < 1 there is a geometric constant ε 2 depending only on α, m and n with the following property. Assume u : B r (x) → R n is as in Proposition 3.1.1 with ε 2 substituting ε 1 . Then
Proof of Corollary 3.1.4. By scaling and translating we can assume that q = (0, 0) and r = 2. If ε 2 < ε 1 , we then have
Next let π 2 and π 1 be such that
Applying Proposition 2.2.2 we easily get
whereC is a geometric constant. In particular, choosing ε 2 much smaller than ε 1 we can use Proposition 2.2.2 to show that
and we can apply once again Proposition 3.1.1 to estimate
Assume now inductively that you are in the position of applying Proposition 3.1.1 on all radii r = 2 −j for j = 0, . . . , k. We then get
and, if E(gr (u), B 2 −k , π k+1 ) = E(gr (u), B 2 −k ), we conclude
Hence, if ε 2 is sufficiently small compared to ε 1 (by a factor which depends on α but not on k), we can argue as above and conclude that E(gr (u), B 2 −k , π 0 ) < ε 1 . We are thus in the position of applying Proposition 3.1.1 even with r = 2 −k . This proves inductively that E(gr (u), B 2 −k ) 2 −2kα E(gr (u), B 1 ). Observe now that, given any ρ < 1, if we let k = ⌊− log 2 ρ⌋, then 2 −k−1 ρ 2 −k and thus
Proof of Theorem 1.2.1
We now see how Corollary 3.1.4 leads quickly to Theorem 1.2.1. First, we exploit the graphicality to compare the spherical excess to the square mean oscillation of Du. In the rest of the note we will use the notation (Du) x,ρ to denote the average
Du(y) dy .
Proposition 3.2.1. Let u : Ω → R n be a map with Lip (u) 1 and let p = (x, u(x)).
There is a geometric constant
Proof. First of all observe that, by the Lipschitz bound on u, gr (u, B r (x)) ⊂ B 4r (p). Next, let E(gr (u), B 4r (p), π) = E(gr (u), B 4r (p)). Observe that, again by the Lipschitz bound, the plane oriented by π is the graph of a linear map
with |A| C 0 for some geometric constant C 0 . An elementary geometric computation then gives that |A − Du(y)| C| π − T (y,u(y)) gr (u)|. Using again the Lipschitz bound and the area formula we conclude therefore
Cr m E(gr (u), B 4r (p)) .
To achieve (3.2.2) recall then that 
It is a well-known lemma, due to Morrey, that (3.2.3) implies Du C α CE 1 2 . We briefly sketch the proof. First observe that, for r < 
In particular iterating on dyadic radii we easily get the estimate
from which in turn we infer
If x is a Lebesgue point for Du we then conclude
Fix now two points x, y ∈ B 1/2 (0) with 2ρ := |x − y| 
Combining the latter estimate with (3.2.4) we conclude
whenever x, y ∈ B 1/2 (0) are Lebesgue points for Du with |x − y| 1 8 . The conclusion of the theorem follows then from simple calculus considerations.
Proof of the excess decay: harmonic blow-up.
In the rest of the chapter we focus on the proof of Proposition 3.1.1. The considerations of Section 2.3 reduce it to the following decay of the "cylindrical excess". The simple details of such reduction are left to the reader. 
Then there is a unit m-vector π such that
Using the E γ -Lipschitz approximation w of v and a Taylor expansion, we easily see that the the Dirichlet energy of w and the excess of u are pretty close, more precisely 1
We next use the above estimate to show 
Consider the rescaled functions
Then v k converges, up to subsequences, strongly in W Proof. Without loss of generality let x = 0 and r = 1 and assume (v k ) 0,1−E γ = 0. Note first that up to subsequences we can assume the existence of a weak limit f ∈ W 1,2 (B 1 ). Apply the Lipschitz approximation Proposition 2.4.1 and let K k be the corresponding "good sets". Moreover let
If we denote by f ′ k be the corresponding normalizations
k w k , we still conclude that f ′ k converges to f. Assume by contradiction that for some radius ρ < 1, the limit of the f ′ k is weak in the W 1,2 topology. We then must have
Now, by using the cut-and-paste argument of Section 2.4 and the Taylor expansion of the area functional, we would like to use the graph of g k = E 1 2 k f as a competitor for gr (v k ), violating the minimality of gr (v k ). We want to achieve this task by first pasting v k with w k over an apprioprate annulus and then g k with w k in a second, slightly smaller, annulus, similarly to what was done in the proof of Proposition 2.4.1 . Note that we have at our disposal the two crucial estimates which were used in the cut-and-paste argument:
However, one important issue is that we do not know that Lip (g k ) → 0, which would be crucial to compare the Vol m (gr (g k )) to the Dirichlet energy of g k . In order to come around this issue fix a sequence of Lipschitz functions h j converging strongly in W 1,2 to f. A suitable diagonal sequence E 1 2 k h j(k) will have at the same time Lipschitz constants which converge to 0 and will satisfy the estimates needed to use the cut-and-paste argument.
The harmonicity of f is proved in a similar way: if there is a competitor h for f in some B σ ⊂⊂ B 1 with less Dirichlet energy, we fix an intermediate radius ρ between σ and 1 and we then run the argument above with f replaced by the function
The cut and paste argument will then be run in annuli contained in B ρ \ B σ .
Cylindrical excess decay
We are now ready to complete the proof of Proposition 3.3.1. The first ingredient is the following estimate for harmonic functions:
Lemma 3.4.1. Consider h : B r (x) → R n harmonic and let ρ < r. Then
Proof. The proof is left to the reader: reduce it by scaling to the case r = 1, use the decomposition of h| ∂B 1 in spherical harmonics (see for instance [38] ) and the mean-value theorem for harmonic functions. 
Proof. The proof is left to the reader: it is a simple linear algebra computation combined with a classical Taylor expansion. = o(E). In particular we can estimate
Using Lemma 3.4.1 we then infer
which is enough to complete the proof.
Center manifold algorithm
We next turn our attention to Theorem 1.5.1. As already mentioned, the claim could be easily proved by first using De Giorgi's theorem to show that u ∈ C 1,α , then deriving the Euler Lagrange equation for u as a minimizer of the area integrand and hence appealing to the Schauder estimates for elliptic systems. We instead decide to ignore Schauder's estimates: we will introduce an efficient approximation algorithm producing a sequence of regularizations of u which converges uniformly and for which we have uniform C 3,β estimates for some positive β. In doing so we will even ignore the fact that u ∈ C 1,α and only use some of the corollaries of De Giorgi's excess decay.
The grid and the π L -approximations. We start by considering the cube
and subdividing it in 2 mk closed cubes using a regular grid. We require that k N 0 , where N 0 will be specified in a moment. We will denote by ℓ(L) the sidelength of each cube of the grid and by x L its center.
We denote by p L the point p L = (x L , u(x L )) and we then let B L be the ball
, where M 0 is another sufficiently large geometric constant. Indeed M 0 = √ n suffices and this choice also dictates the choice of N 0 : we want to guarantee that each B L is contained in the cylinder C 1 and thus we just need 32 √ nσ2 −N 0 < 1. Next recall that, by the De Giorgi's excess decay, if we fix any δ > 0 we can assume
. Let now π L be an oriented m-dimensional plane which optimizes the spherical excess 7 in B L , namely such that
Recalling the estimates of the previous chapter we get 8 (
and in particular
Since we will need it often, we now introduce a special notation to deal with tilted disks and cylinders. First of all we set B r (p, π) := B r (p) ∩ (p + π) and hence we define
where π ⊥ denotes the n-dimensional plane perpendicular to π. Applying Lemma 2.3.5 we conclude that
Observe that the Lipschitz constant of v L is bounded by
In particular, if E is sufficiently small,
and so E(L) CEℓ(L) 2−2δ : we can thus apply Proposition 2.4.
Moreover, recall that the functions f L and v L coincide on a large set, more precisely
A simple, yet useful, consequence of the latter estimate and the Lipschitz bounds on the two functions is then 9
Interpolating functions and glued interpolations
Consider now a standard smooth function ϕ ∈ C ∞ c (B 1 ) with ϕ = 1 and let ϕ r be the corresponding family of mollifiers. We then set
z L will be called the tilted interpolating function relative to the cube L. We set
Observe therefore that we can use Lemma 1.1.1 to infer the existence of a map
g L will be called the interpolating function relative to the cube L.
Observe that the domain of g L contains the open cube L ′ which is concentric to L and has twice its side-length. Consider now a bump function ϑ ∈ C ∞ c (] −
Obviosuly ϑ L is identically equal to 1 on L and it is supported in a concentric cube of sidelength equal to 9 8 ℓ(L). Denote by C k all cubes L of the grid (namely of the subdvision of [−σ, σ] m into 2 km closed cubes of sidelength 2 −k σ). We then define the smooth function
and we call it glued interpolation at scale 2 −k . Almgren's theorem is then a simple corollary of the following 
Clearly the key estimate in the theorem above is (a), since it is rather obvious that each interpolating function g L is in fact very close to u on its own domain of definition: (b) is left to the reader as an exercise.
Estimates on the interpolating functions.
Consider an L ∈ C k with k > N 0 . There is then a unique cube K ∈ C k−1 which contains it. K will be called the father of L. Analogously, if K ⊃ L, L ∈ C k , K ∈ C j and j < k, K will be called an ancestor of L. Finally, if K, L ∈ C k have nonempty intersection, they will be called neighbors. 10 The estimate (a) of Theorem 4.2.1 will then be a consequence of the following ones on the various "pieces" which we glue together. 
Proof of Estimate (a) in Theorem 4.2.1. Fix k N 0 and define
Observe that we have the obvious estimates
Consider now one L ∈ C k and let N (L) be the set of its neighbors. It is then obvious that
In particular for every i ∈ {1, 2, 3} we have 11
Note that a very similar computations yields
In particular, if x, y ∈ L we easily conclude
Consider next the centers x L and x K of two different cubes K, L ∈ C k and assume for the moment that J is the first common ancestor of both L and K. Observe that ℓ(J) C|x L − x K |. Moreover, by construction ζ k equals g L in a neighborhood of x L and equals g K in a neighborhood of x K . We thus can estimate
Combining (4.3.5) with (4.3.6) we easily conclude that, for any j k and any cube M ∈ C j we have 12 [
In particular the latter estimate holds for every cube J ∈ C N 0 . Since however C N 0 covers [−σ, σ] m and consists of 2 kN 0 cubes, we finally get
Changing coordinates.
We will see in the next section that much of the estimates leading to Proposition 4.3.1 will in fact be carried on in the "tilted" systems of coordinates. For this reason we will make heavy use of the following techincal lemma. 
, with the estimates
where Φ and Ψ are smooth functions. 12 As it is customary in the PDE literature, [f] α,F denotes the Hölder seminorm of the function f on the subset F of its domain, namely
Proof. Let P : R m×n → R m and Q : R m×n → R n be the usual orthogonal projections. Set π = A(π 0 ) and consider the maps F, G : B 2r (x 0 ) → π ⊥ and I, J : B 2r (x 0 ) → π given by
I(x) = P(x, f(x)) and J(x) = P(x, g(x)).
Obviously 
from which, using the change of variables formula for biLipschitz homeomorphisms and (4.4.4), (b) follows. Claim (4.4.6) is an elementary exercise in classical euclidean geometry and it is left to reader.
C 3,β estimates
5.1. Key estimates on the tilted interpolation. In this section we finally come to the core PDE argument which will allow us to derive the estimates of Proposition 4.3.1. We consider however a slightly more general situation. We fix L ∈ C k but consider any plane π such that in the corresponding cylinder
we have the estimate 13 (5.
We then letf be theĒ γ -Lipschitz approximation and setz :=f * ϕ ℓ(L) .
Proposition 5.1.2. If δ and E are sufficiently small, there is β > 0 and C, C(j) geometric constants such that
Proof. In order to simplify the notation we drop p L and π and simply write B s for B s (p L , π). Let v be the function whose graph describes gr (u) in the π × π ⊥ coordinates. Fix a test function κ ∈ C ∞ c (B 8M 0 ℓ(L) ) and consider the first variation of the area functional along κ. By minimality of v
Moreover, since v andf coincide aside from a set of measure no larger than CE 1+γ ℓ(L) m+(1+γ)(2−2δ) , cf. (4.1.4) and (4.1.5), we easily conclude
Finally we use an explicit computation and a simple Taylor expansion 14 to derive
(where A : B denotes the Hilbert-Schmidt scalar product of the matrices A and B, namely A : B = tr (A T B)).
We next impose that δ is sufficiently small, so that
for a positive β. In particular we conclude
The gain E γ is however not important for our considerations and we will therefore neglect it in all our subsequent estimates. If we denote by K c the complement of the set over whichf and v coincide, the same considerations above (the suitable modifications are left to the reader) yield also the estimate
14 The Taylor expansion is the expansion of D A F, where
is the area integrand. It is then elementary that, if A ij denotes the ij-entry of the matrix A, then
The latter are the fundamental estimates from which (5.1.3) and (5.1.4) are (respectively) derived. We start with (5.1.4) considering that
As for the higher derivative estimates, they are obvious consequences of
In order to simplify our notation assume for the moment x = 0 and computē
Since ϕ is radial, the function Φ is a gradient. Indeed, it can be easily checked that, for any ψ, the vector field ψ(|w|) w is curl-free. Moreover, the support of Φ is compactly contained in B ℓ(L) . Thus we can apply (5.1.7) to derive
we easily conclude Φ L 1 Cℓ(L), which we can insert in (5.1.8) to conclude the proof. 
Proof of estimate (i) in
Hence we are in the position of applying the estimate of Proposition 5.1.2 in the cylinder
Iff j are the corresponding Lipscitz approximations andz j =f j * ϕ ℓ(L j ) , we then conclude from Proposition 5.1.2
Consider now two consecutive mapsz j andz j+1 . The domain of definition of the second map is
and is contained in the domain of definition of the first. Moreover, recalling (4.1.4), in such common domain B both f j andf j+1 coincide with the same function (and hence they are equal) except for a set of measure at most CE 1+γ ℓ(L j ) m+2+2β . In particular, they coincide on a nonempty set and, since they are both Lipschitz, f j −f j+1 C 0 (B) Cℓ(L j ). Combining the latter two bounds we are able to estimate the L 1 norm off j −f j+1 . We thus conclude the two estimates
We leave to the reader the proof that, classical estimates for the Laplacian and classical interpolation inequalities (cf. for instance [33] ), imply then
where the latter follows from the estimates of the higher derivatives of the Laplacian given in Proposition 5.1.2. We can thus conclude that for i ∈ {0, 1 . . . , 4} and in
By interpolation we achieve then
Summing the corresponding geometric series and recalling that z L =z k we easily achieve for every s ∈ N.
We therefore easily conclude 15
Using now Lemma 4.4.1 we achieve estimate (i) in Proposition 4.3.1.
Proof of the estimates (ii) and (iii) of Proposition 4.3.1
First of all we observe that in order to show (ii) in full generality, it suffices to show it when K is the father of L and then sum the corresponding estimates over the relevant ancestry of L in the general case. As such, the estimates (ii) and (iii) are then very similar and they can in fact be proved using the same idea. The key is again a suitable L 1 estimate. 
The lemma will be proved below and we now show how to derive the estimates (ii) and (iii) from it. First observe that the case of fourth derivatives in (4.3.3) is an obvious consequence of the estimate (4.3.2). As for the the other derivatives, observe that we know from Part (i) of Proposition 5.1.2 that g L − g K C 3,β (F) CE Consider now the space of polynomials R in m variables of degree at most 3, which we write as R(x) = 0 |j| 3 A j x j , where we use the convention that:
• j = (j 1 , . . . , j m ) denotes a multiindex;
• |j| = j 1 + . . . + j m ; • x j = x m . This is a finite dimensional vector space, on which we can define the norms |R| := 0 |j| 3 |A j | and R := B 1 |R(x)| dx. These two norms must then be equivalent, so there is a constant C (depending only on m), such that |R| C R for any such polynomial. In particular, if P is the Taylor polynomial of third order for f at the point 0, we conclude 
In order to complete our task we are only left with proving Lemma 5.3.1.
Proof of Lemma 5.3.1. Since the two cases are analogous, we consider the one in which K is the father of L. We let z L and z K be the corresponding tilted interpolating functions, which come from the convolutions of the functions f L and f K . Now, the graph of z K is contained in the cylinder C 4M 0 ℓ(K) (p K , π K ). We can however apply Lemma 4.4.1 and find functionsf andẑ defined on
with the properties that
Now, by Lemma 4.4.1 we have
where we have used Proposition 5.1.2 in the last inequality.
Consider now that
, which is the domain of z L , is contained in B 3M 0 ℓ(K) (p K , π L ). Moreover, both gr (f) and gr (f L ) coincide with gr (u) except for a set of m-dimensional volume bounded by Cℓ (K) m+2+β , cf. (4.1.4) . In particular, |{f = f L } ∩ B| CEℓ(K) m+2+β , and thus the two functions agree on a nonempty set. Since they are both Lipschitz with bounded Lipschitz constant,
We can thus use again Proposition 5.1.
Thus we can use Lemma 4.4.1 one last time to derive
and conclude the proof of the lemma.
