Abstract. Some dynamical lower bounds for one-dimensional discrete Dirac operators with different classes of sparse potentials are presented, and the particular role of the particle mass is emphasized.
Introduction
In this paper we consider discrete Dirac operators with boundary conditions so that (1) is self-adjoint, acting in 2 (N, C 2 ), where c > 0 represents the speed of light, m ≥ 0 the mass of the particle, I 2 is the 2 × 2 identity matrix and D is the finite difference operator defined by (Dϕ)(n) = ϕ(n + 1) − ϕ(n), with adjoint (D * ϕ)(n) = ϕ(n − 1) − ϕ(n). The potential V : N → R is assumed to be polynomially bounded, that is, there exist constants a, b > 0 such that (2) |V (n)| ≤ a(1 + n 2 ) b/2 , ∀n ∈ N = {1, 2, 3, · · · }.
Model (1) was introduced in [10, 11] as a relativistic version of the more common tight-binding Schrödinger operator, and it was further studied in [3, 18, 19] . The goal of the present paper is to present some lower bounds of the dynamics generated by D(m, c) with sparse potentials (see ahead for precise statements); due to the particular role played by the zero mass case (i.e., m = 0) in inducing quantum transport for (1) , at least when the potential is given by i.i.d. random variables with a Bernoulli law [11] , we will pay special attention to how the dynamical exponents depend on the mass m for sparse potentials.
There has been some interest in sparse potentials in the context of Schrö-dinger operators (see the recent paper [4] and references there in), mainly in obtaining precise spectral properties and dynamics. This work is the first one of a series of three papers devoted to the Dirac operator with sparse potentials; with another collaborator, in the second paper [5] we intend to discuss spectral type and its Hausdorff dimensional properties (under suitable sparseness conditions), and the third one will translate some of the results to the usual continuum Dirac operator.
The dynamics is dictated by the Dirac equation
with suitable initial condition ψ 0 ∈ 2 (N, C 2 ). We will present lower bounds for the averaged p-th moments at time T > 0 defined by and to obtain transport rates nearby a given energy level, we follow [13] and introduce the local transport exponents
In the last years, problems of quantum transport through dynamical lower bounds have been of great interest, mainly for 1D Schrödinger operators. For instance, transport has been proven through the existence of critical energies for random palindrome [6] and (more generally) random polymer models [16] , and Bernoulli-Dirac models [11, 18] . In [8] the authors have developed a general method which allows one to derive dynamical lower bounds from upper bounds on the growth of norms of transfer matrices, with applications to some substitution and prime models. An extension to 1D continuous Schrödinger operators, with application to the continuous Bernoulli-Anderson model, was presented in [7] . An approach to quasiballistic dynamics, for both discrete Dirac and Schrödinger operators, with potentials along some dynamical systems, has recently been obtained in [12] .
Another method to obtain quantum transport from upper bounds on transfer matrices was proposed in [13] , with applications to Schrödinger operators with random decaying potentials, discrete sparse potentials and to the Almost-Mathieu model. In this paper we will try to follow the method proposed in [13] with an extension of its ideas to the discrete Dirac model (1), particularly we will track the dependence of the exponents β ± m on the mass, including the pure relativistic possibility m = 0.
The general idea to get lower bounds are as follows. Let Φ m (E, N, 1) denote the transfer matrices (see Section 2); if the norms of those matrices are polynomially bounded, i.e., Φ m (E, N, 1) ≤ C(E, m)N γm(E) , with γ m (E) < ∞, on a bounded set S of positive Lebesgue measure of energies E, and for all N large enough, then one gets for all p > 0,
A similar bound follows for the upper exponents β + m (p, E) if, for some subse-
We shall apply (5) to three class of sparse potentials of the form V = ∞ n=1 h n δ xn , where x n > 0 denotes the location of the nth barrier and h n ≥ 0 denotes its respective height (see Section 3). We shall obtain for the first class (i.e., 0 ≤ h n ≤ a for all n ≥ 1 and some
, for some ν > 0, and for third class (i.e., h n → 0) we have a ballistic dynamics, that is, β − m (p, E) = 1. Since a modification of the boundary condition just corresponds to a rankone perturbation, it has no impact on the growth of the norms of transfer matrices so, from now on, we will assume Dirichlet boundary conditions at the position n = 0, and only the lower component of the "spinor" will be assigned a boundary value at n = 0 (see Section 2) .
The organization of the paper is as follows. In Section 2 we present an abstract result about quantum transport (Theorem 1) and its consequences (Theorems 2 and 3) for the Dirac model (1), whose proofs appear in Section 5. Section 3 is devoted to our main applications, that is, dynamical lower bounds for discrete Dirac operators with sparse potentials. In Section 4 we collect some preliminary results and spectral bounds that will be used in the proofs of Theorems 1, 2 and 3.
Dynamical Lower Bounds
In this section we present general results about quantum transport for the Dirac operators D(m, c) defined by (1) . Write the transfer matrices [11] Φ m (E, n, k) between sites k and n, for n ≥ k ≥ 1, as
,
denote the solutions to the "eigen-
The subscripts D and N stand for Dirichlet and Neumann, respectively, in particular at position k = 1 they define the corresponding boundary conditions. It follows that if
.
Hence the transfer matrix Φ m (E, n, k) can be written as
We denote by δ ± n the elements of the canonical position basis of 2 (N, C 2 ), n ≥ 1, for which all entries are 0 0 except the nth one, which is given by 
defined for q > 0 and > 0. Now we are in position to state an abstract result about quantum transport for Dirac operators. 
where N = −(1+τ ) .
(ii) For any p > 0 and τ > 0, there exist constants C p (m, c) > 0 and
where N = T 1+τ .
Remark 1. Theorem 1 can be adapted to Dirac operators
Given a Borel set S ⊂ R, with (S) > 0, and g : S → R a measurable function, denote by g S the unique real number so that g(E) ≥ g S for -a.e. E, and for all r > 0, there exists S r ⊂ S, (S r ) > 0, such that for all E ∈ S r , one has g(E) ≤ g S + r. 
Remark 2. In the particular case where γ m (E) = 0 for -a.e. E ∈ I, where I is some open interval, Theorem 2 asserts that β − m (p, E) = 1 on I. One may see this as a relativistic dynamical version of results for Schrödinger operators saying that if the transfer matrices are bounded, then the spectrum on I has an absolutely continuous component [20] , which implies ballistic motion β − (p, E) = 1 [14] . Now, in order to state a version of Theorem 2 for upper transport exponents, it is convenient to introduce the following notation: for a given increasing sequence (n i ) i≥1 such that lim i→∞ n i = +∞, consider the measurable function γ m,(
Theorem 3. Let D(m, c) be as in Theorem 1 and γ m,(n i ) given by (8) .
The proofs of the above theorems rely on preliminary results discussed in Section 4, and will be completed in Section 5.
Applications to Sparse Potentials
This section is devoted to applications of Theorems 2 and 3 to Dirac operators D(m, c), given by (1), with different classes of sparse potentials of general form
that is, V (x n ) = h n and V (k) = 0 if k = x n for all n ≥ 1, with x n > 0, h n ≥ 0 denoting the location of the nth barrier and its height, respectively. We study quantum transport for three classes of sparse potentials of the type (9) , and different conditions on the location of the barriers x n will be imposed according to how their heights behave:
• (Bounded) the heights of the barriers h n are bounded, i.e., 0 ≤ h n ≤ a, for all n ≥ 1 and for some a > 0; • (Diverging) the heights of the barriers h n grow to infinity, that is, h n → ∞ as n → ∞; • (Vanishing) the heights of the barriers h n go to zero, that is, h n → 0 as n → ∞.
3.1. Bounded barriers. For the first class of sparse potentials it is supposed that there exist numbers a, α so that a > 0 and α ∈ (0, 1) so that 0 ≤ h n ≤ a and x n ≥ α −n , for all n ≥ 1.
Theorem 4. Let (x n ) n≥1 and (h n ) n≥1 be as above and the operator D(m, c) given by (1) with potential (9). Then for any E ∈ I 0 (m, c), there exists a constant C = C(E, m, c) > 0 such that for all p > 0 one has
Remark 3. Note that the lower the mass m ≥ 0 the larger the lower bound of the dynamical exponents β − m and so the faster the quantum transport. With respect to such lower bounds, the mass plays a role similar to the maximum potential intensity a.
Proof. For each E ∈ I 0 (m, c), there exists a constant C = C(E, m, c) > 0 such that, for any k ≥ 0, one has
The constant C diverges to +∞ for E → ±mc 2 or E → ±c √ 4 + m 2 c 2 , but it is continuous in E and thus remains uniformly bounded on any compact subset of I 0 (m, c). The sparseness of the potential implies that, for any E ∈ I 0 (m, c),
, with γ m (E) as in the statement of the theorem. It follows from (11), Theorem 2 and the continuity of γ m (E) in the set I 0 (m, c), that for all p > 0,
and the proof is complete.
Diverging barriers.
We now consider the second class of sparse potentials and assume that the heights of the barriers (h n ) n≥1 constitute of a sequence with lim n→∞ h n = ∞. By applying Theorem 3 we will get the following result.
Theorem 5. Let (h n ) n≥1 be as above and ν > 0. For each n ≥ 1 pick x n so that
and consider the operator D(m, c) defined by (1) with potential (9). Then, for any p > ν and E ∈ I 0 (m, c) one has
Remark 4. In this case, the lower bounds of the dynamical exponents do not depend on m, however, the lower the mass the lower the required degree of sparseness as ruled by the sequence (x n ). for any n larger than some n r . Following the argument described above, we have uniformly in E ∈ suppf ,
Therefore, for all r > 0,
It then follows by Theorem 3 that, for any E ∈ I 0 (m, c) and p > ν, one has
which completes the proof.
3.3. Vanishing barriers. Finally, we consider the third class of sparse potentials to which we shall again apply Theorem 2. Now assume that
and lim n→∞ h n = 0.
Theorem 6. Let (x n ) and (h n ) be as above and consider the Dirac operator D(m, c) given by (1) with potential (9). Then, for all p > 0 and for any E ∈ I 0 (m, c), one has
Remark 5. Under the sparseness condition (12), the vanishing of the heights results in ballistic transport independently of the mass.
Proof. The idea is to look at the sequence h n → 0 as a perturbation of the potential V = 0 and employ the general perturbation method developed in [17] (see also [8] ). Consider the eigenvalue equation for the free Dirac operator D 0 (m, c),
and the eigenvalue equation for the Dirac operator D(m, c),
be the solutions to (14) with initial conditions
Thus, the transfer matrix for D(m, c) is given by
. Let Ψ = ψ + ψ − be one of the basic solutions Ψ D , Ψ N to (14) . Define
Write φ + (n), φ − (n) and ρ(n) in polar coordinates,
and define
Denote by W [Φ, Ψ](n) the Wronskian of Φ and Ψ in the position n. By (17), we have that for every n ≥ 2,
By using (13), (14) , (17) and (18), one has
By (12), there are γ > 1 and n 0 ∈ N such that xn x n−1 > γ and x n > γ n , for all n > n 0 . Since V (x n ) = h n → 0, it follows by (16) and (19) that, for each > 0, there exists a constant C 0 > 0 such that
for n sufficiently large and for energies E ∈ I 0 (m, c). This implies that
for all > 0 and n sufficiently large. Hence, by taking → 0 we obtain
On the other hand, it follows by (15) , (16) and (17), that
for all n ≥ 1 and E ∈ I 0 (m, c). Therefore, from (20) and (21) we conclude that
and by Theorem 2 we obtain
for all p > 0 and E ∈ I 0 (m, c).
Preliminaries
In this section we collect some results that will be used in the proofs of Theorems 1, 2 and 3.
For the proof of Theorem 1(ii) we will use the following lemma, which provides a lower bound for the moments M m (p, f, T ) in terms of local spectral moments (7). Lemma 1. Let D(m, c) be the operator defined by (1) . Then for all p > 0 and 0 ≤ f ∈ C ∞ 0 (R), there exists a constant C(m, p) > 0 such that for all T > 0,
where K µ m,f (q, T −1 ) is defined by (7).
Lemma 1 can be easily adapted, to the Dirac operator D(m, c) (details omitted), from corresponding results in references [1, 2] , and it directly implies:
Lemma 2. For all p > 0, q = (1 + p) −1 and functions f with compact support, one has
The next result is a version of the well-known Combes-Thomas estimate in the Schrödinger setting for the Dirac model D(m, c). 
where {δ ± n } is the canonic basis of 2 (N, C 2 ). Proof. For α ∈ C, let U α be the diagonal operator U α δ
where
It follows by (22) that dom (U
, ∀α ∈ C and we have Q(α) ≤ 2c e |α| − 1 . Thus, Q(α) is bounded and does not depend on the potential V . Let η = dist (z, σ(D(m, c))) > 0. By imposing that
It follows from the above equality that
Relation (22) implies, for α satisfying (23),
and consequently,
satisfying (23) and by using (24), we obtain
By Proposition 1, the Helffer-Sjöstrand formula [15] (in case of the Dirac operator D(m, c)) and analogous arguments utilized in the Appendix A2 of [13] , we obtain a version of the approximation lemma for D(m, c), that is,
be Dirac operators defined by (1), such that V 1 (n) = V 2 (n) for all n ≤ N , for some N > 1. We shall assume the polynomial bound 
where µ For each pair E 0 ∈ R and N > 1, introduce the operator D(m, c) (E 0 ,N ) on the space 2 (N, C 2 ) by
Write µ
for the spectral measure of D(m, c) (E 0 ,N ) associated to δ + 1 , and R
and N > 1,
Proof. Let E 0 and E be as in the statement of the lemma. We will make use of Stone's formula [9] (−∞ < a < b < ∞) 
We have the following estimate from below:
Using the transfer matrices representation and the fact that Φ m (E+iη, n, N ) is a 2 × 2 matrix with determinant 1, one has for any n ≥ N ,
where Φ m is the transfer matrix corresponding to the operator
Note that for any real number
, for all n, k ∈ N, where C 2 = C 2 (m, c) > 0 is a finite constant. It follows, by Lemma 5 of [18] , that for any ω as in (28), |η| ≤ 1 and n ≥ k ≥ 1,
, for some 0 < C 3 < ∞. As a consequence, by inserting (27) and (29) into (26) gives
Analogous to the Schrödinger case, we obtain
where F m (z) is the Weyl function of operator D(m, c) (E 0 ,N ) (the Borel transform of its spectral measure) and u D , u N are the two linearly independent solutions used in the definition of the transfer matrices (see Section 2) . One observes that the vectors u 
with F m (E + i0) < ∞. It follows by (25), (30), (31) and (32) that
for some 0 < C 5 < ∞. Now consider the polynomial function g(t) = (a + tb) 2 + (c + td) 2 . One readily checks that t 0 = −(ab + cd)/(b 2 + d 2 ) is the point of minimum of g. Thus, g(t) ≥ g(t 0 ) = (bc − da) 2 /(b 2 + d 2 ), for all t ∈ R. By using this in (33) and the fact that the Wronskian of u 0 and u N is equal to one, we finally get
The next result converts upper bounds on the norms of transfer matrices into lower bounds on the spectral measures. 
Proof. For λ ∈ R with λ ± m ∈ I and N > 1 given, we shall apply Lemma 3 with D 1 (m, c) = D(m, c) and
Since I is compact and the potential V is polynomially bounded, we have that |V 1 (n) − V 2 (n)| ≤ a(1 + n 2 ) b/2 , for all n ∈ N, with constants a, b > 0 uniform in λ ± m ∈ I and N . Let M > 0 and τ > 0. It follows, by Lemmas 3 and 4, that for all > 0 with < min{1, Ω 1 − Ω 2 } and for all λ ∈ R with λ ± m ∈ I,
where N = [ −(1+τ ) ] and 0 < C 1 , C 2 < ∞.
Proofs of Abstract Lower Bounds
In this section the proofs of Theorems 1, 2 and 3 will be presented. We first prove Theorem 1; it will be a combination of Proposition 2 and Lemma 1.
Since f is uniformly continuous, there exists η > 0 with η < min{1,
, Ω 2 were introduced just before Lemma 4). Define the set
For all < η and x ∈ J, one verifies that
Furthermore, for any given M > 0 and τ > 0 we get, by Proposition 2, that for all > 0 with < min{1, Ω 1 − Ω 2 } and all x ∈ R with
By using that µ m (x ± m − , x ± m + ) ≥ 0 and the Jensen's inequality, one has for all q ∈ (0, 1),
Now, by combining (34) and (35), one gets, for all < η,
where M = 2/q. Let E ∈ S. If |x ± m −E| ≤ /2 and < η, then x ± m ∈ J. Note that ({x ± m : |x ± m − E| ≤ /2} ∩ J) ≥ /2. Therefore, upon integrating in the variable E over the set S (and applying Fubini's Theorem), one obtains Using the definition (6) of γ m (E) in (37), together with the hypothesis γ S m < ∞, it follows that 0 < h m (E) < ∞ for all E ∈ S r . Since S r is a bounded set and f = 1 on S r , by applying Theorem 1 with S = S r , τ = r, and using (38), it is found that for all q ∈ (0, 1) and for all > 0 with < min{1, Ω 1 − Ω 2 },
with N = −(1+r) . Since 0 < h m (E) < ∞ for all E ∈ S r , we have (ii) Choose E ∈ R such that γ m (E) < ∞. For any bounded open interval I such that E ∈ I, it is found that γ I m < ∞; then (i) and the definition of the transport exponents implies that β − m (p, f ) ≥ 1 − 2γ I m p for all f ∈ C ∞ 0 (I).
Since this is true for all such intervals I, we get, by taking into account equation (4) , that β − m (p, E) ≥ 1 − 2γ m (E) p .
Proof. (Theorem 3)
The proof is quite similar to the proof of Theorem 2, but with the subsequences N i and T i = N (1+τ ) −1 i , so that one can only infer conclusions about upper limits.
