On a generalized Sturm theorem by Portaluri, Alessandro
ar
X
iv
:0
70
5.
35
16
v3
  [
ma
th.
CA
]  
23
 M
ay
 20
09
On a generalized Sturm theorem
Alessandro Portaluri ∗
May 21, 2009
Abstract
Sturm oscillation theorem for second order differential equations was generalized to sys-
tems and higher order equations with positive leading coefficient by several authors. What
we propose here is a Sturm theorem for indefinite systems with Dirichlet boundary conditions
of the form
p2m
d2mu
dx2m
+ p2m−2(x)
d2m−2u
dx2m−1
+ · · ·+ p1(x)
du
dx
+ p0(x)u = 0,
where pi is a smooth path of matrices on the complex n-dimensional vector space C
n and p2m
is the symmetry represented by diag (In−ν ,−Iν) for some integer 0 ≤ ν ≤ n.
1 Introduction
Sturm oscillation theorem deals with differential equations of the form
− (pu′)′ + qu = 0 (1.1)
where ′ denotes differentiation and where p and q are given (differentiable) functions with p > 0.
Let V [0, 1] be the vector space C∞0 ([0, 1]) and, for each x ∈ [0, 1], let us consider the following
two quadratic forms on V [0, x] and V [0, 1] respectively given by qx(u) :=
∫ x
0
Ω[u]dx and qλ(u) :=∫ 1
0 (Ω[u]−λu
2)dx, where Ω[u] = p|u′|2+q|u|2. Then, the Sturm oscillation theorem can be restated
as follows: ∑
0<x<1
dim ker qx(u) =
∑
λ<0
dim ker qλ(u). (1.2)
In this paper we shall study the Dirichlet boundary value problem for the linear differential equa-
tion:
l(x,D)u := p2m
d2mu
dx2m
+ p2m−2(x)
d2m−2u
dx2m−2
+ · · ·+ p1(x)
du
dx
+ p0(x)u = 0, x ∈ [0, 1] (1.3)
where pi is a smooth path of matrices on the complex n-dimensional vector space C
n and p2m is the
symmetry represented by the diagonal block matrix diag (In−ν ,−Iν) for some integer 0 ≤ ν ≤ n,
by using the reformulation in terms of calculus of variations as in [3]. However, we observe in
this respect, that the situation we are dealing with is completely different and a new approach is
needed, since both the hand-sides of the equation (1.2) are meaningless. What we propose here
is a different definition of both sides of formula (1.2). In fact, in our case, the Morse index is
not well-defined and the natural substitute for the right hand-side will be the spectral flow of
a suitable family of Fredholm Hermitian forms. Furthermore, the left hand side will be replace
by a Maslov-type index obtained by specifying a suitable intersection theory in the classical U -
manifolds contest.
It is worth noticing a generalization of the Sturm oscillation theorem in an indefinite situation
∗The author was partially supported by MIUR project Variational Methods and Nonlinear Differential Equa-
tions.
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recently obtained in [10]. Here the author firstly reduces the even order differential system to a
first order Hamiltonian system and then proves the equality between the spectral flow of a path of
unbounded self-adjoint Fredholm operator and the Maslov index of a suitable path of Lagrangian
subspaces.
2 Linear preliminaries
Spectral flow for Fredholm Hermitian forms. Let H be a complex separable Hilbert space.
A bounded self-adjoint operator A : H → H is Fredholm if kerA is finite dimensional its image is
closed and cokerA is also finite dimensional. The topological group Gl(H) of all automorphisms of
H acts naturally on the space of all self-adjoint Fredholm operators ΦS(H) by cogredience sending
A ∈ ΦS(H) to S
∗AS. This induces an action of paths in Gl(H) on paths in ΦS(H). As in the real
case, for any path A : [a, b] → ΦS(H) there exist a path M : [a, b] → Gl(H) and a symmetry J
(i.e. a bounded linear operator such that J 2 = Id) such that M∗(t)A(t)M(t) = J +K(t) with
K(t) compact for each t ∈ [a, b]. Assuming that the path A has invertible endpoints and denoting
by µrel the relative Morse index , then the spectral flow of the path A is the integer
sf(A, [a, b]) ≡ µrel(J +K(a),J +K(b)),
where J +K is any compact perturbation of a symmetry cogredient with A. By the properties
of the relative Morse index it is easy to check that this number is well-defined. The spectral flow
sf(A, [a, b]) is additive and invariant under homotopies with invertible end points. We refer to [5]
for further details.
A Fredholm Hermitian form on H is a function q : H → R such that there exists a bounded
symmetric sesquilinear form b = bq : H × H → C with q(u) = b(u, u) and with ker b of finite
dimension. We denote by HermF (H) the set of all Fredholm Hermitian forms. It is possible to
prove that HermF (H) is an open subset (in the operator norm topology) of Herm(H) which is
stable under perturbations by weakly continuous Hermitian forms. Moreover a Hermitian form
is called non degenerate if the map u → bq(u,−) is an isomorphism between H and its dual H
∗.
Furthermore a path of Fredholm Hermitian forms q : [a, b]→ HermF (H) with non degenerate end
points q(a) and q(b) will be called admissible.
Definition 2.1 The spectral flow of an admissible path q : [a, b]→ HermF (H) is given by
sf(q, [a, b]) := sf(Aq, [a, b])
where Aq(t) is the unique self-adjoint Fredholm operator such that
〈
Aq(t)u, u
〉
= q(t)(u), for all
u ∈ H.
As consequence of the invariance of the spectral flow under cogredience, it can be proved that
this is independent from the choice of the scalar product. Now given any differentiable path
q : [a, b]→ HermF (H) at the point t, then the derivative q˙(t) is also a Fredholm Hermitian form.
We will say that a point t is a crossing point if ker bq(t) 6= {0}, and we will say that the crossing
point t is regular if the crossing form Γ(q, t), defined as the restriction of the derivative q˙(t) to the
subspace ker bq(t), is nondegenerate. It is possible to prove that regular crossings are isolated and
that the property of having only regular crossings is generic for paths in HermF (H).
Proposition 2.2 If all crossing points of the path are regular then they are in a finite number
and sf(q, [a, b]) =
∑
i signΓ(q, ti).
The structure of U -manifolds and the EM-index. In this paragraph we will briefly recall
some useful facts about the U -manifold and we will define the EM-index , by generalizing the
intersection theory proposed by Edwards in [3].
Notation 2.3 A (real-valued) Hermitian form on a complex vector space V is a real valued func-
tion Q on V which satisfies:
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(i) The parallelogram law: Q[v1 + v2]−Q[v1 − v2] = 2(Q[v1] +Q[v2]) for all v1, v2 ∈ V ;
(ii) Q[cv] = |c|2Q[v] for all c ∈ C and v ∈ V .
Such a function is of the form Q[v] = Q[v, v] where Q : V × V → C is a uniquely determined
symmetric sesquilinear form.
Definition 2.4 A superhermitian space is a pair (S, h), where
(i) S is a complex even dimensional vector space;
(ii) h is a non degenerate Hermitian form of zero signature, called superhermitian structure.
We term superlagrangian subspace any subspace L of the superhermitian space (S, h) of dimension
1/2 dimS on which the superhermitian structure h vanishes identically and we will refer with the
name of U -manifold to the set U (S, h) of all superlagrangian subspaces L of (S, h). We observe
that from the topological viewpoint the U -manifold is homeomorphic to the unitary group U(n),
where n = dimS/2. We will refer to [3, Section 4], for further details.
Now, given a finite dimensional complex vector space V , let us consider the space S := V ⊕
V ∗. If ζ := (ξ, η) ∈ S and if ℑ denotes the imaginary part of a complex number, S has a
naturally associated superhermitian structure given by h[ζ] := ℑ〈ξ, η〉 and usually called standard
superhermitian structure. Every superlagrangian subspace P0 determines a decomposition of the
space of all superlagrangian subspaces as a disjoint union
U =
n⋃
k=0
Uk(P0),
where n = dimV and where, for each k, Uk(P0) is the submanifold of those superlagrangian
subspaces which intersect P0 in a subspace of dimension k; i.e.
Uk(P0) :=
{
P ∈ U : dim (P ∩ P0) = k
}
.
We define the following variety
S (P0) =
n⋃
k=1
Uk(P0).
Definition 2.5 Given a pair P0, P1 ∈ U (S, h) of complementary superlagrangians and identi-
fying P ∗0 with P1 via the symmetric sesquilinear form 〈·, ·〉, we can define the Hermitian form
ϕP0,P1 : U0(P1)→ Herm(P0) as
ϕP0,P1(P ) : P0 ⊕ P1 → R : (u, TPu) 7→ ℑ〈u,−iTPu〉
where TP : P0 → P1 is the unique Hermitian operator whose graph is P .
Otherwise, the Hermitian form ϕP0,P1 on P can be defined in the following way. Let j : S → S be
the unique map which is the identity on P0 and the multiplication by −i on P1. Then it can be
easily checked that
ϕP0,P1(P )(v) = h[jv] ∀ v ∈ P, (2.1)
where h is the standard superhermitian structure.1
Given any P ∈ U , it is possible to define a canonical isomorphism from TPU and Herm(P ). In
fact, let P0, P1 ∈ U be a pair of complementary superlagrangians and let ϕP0,P1 be a chart of
U . Then the differential d : TPU0(P1)→ Herm(P ) is the map which send a point Pˆ ∈ TPU0(P1)
1We observe that, formula (2.1) is the definition of the non-trivial invariant α defined by Edwards in [3, Section
4] on triples of superlagrangian subspaces.
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into the Hermitian form Q(P, Pˆ ) on P defined as follows. For all ε > 0 sufficiently small, let us
consider the curve (−ε, ε) ∋ t 7→ P (t) ∈ U such that P (0) = P and P ′(0) = Pˆ . Then
Q(P, Pˆ )(v) :=
d
dt
∣∣∣
t=0
ℑ〈u,−iTP (t)u〉 =
d
dt
∣∣∣
t=0
h[jv(t)] (2.2)
for v(t) := (u, TP (t)u), v := v(0) ∈ P and where t 7→ TP (t) is the path of Hermitian operators
contained in the domain of the chart and such that their graphs agrees with the path of superla-
grangian subspaces t 7→ P (t) in a sufficiently small neighborhood of t = 0. The differential of the
chart gives an isomorphism between TPU0(P1) and Herm(P ) and an easy computation shows that
such isomorphism does not depend on the choice of P1. Summing up, the following result holds.
Proposition 2.6 The U -manifold is a regular algebraic variety of (complex) dimension n(n+1)2 .
Moreover
(
U0(P1), ϕP0,P1
)
, when (P0, P1) runs in the set of all pairs of complementary superla-
grangians form an atlas of U . The differential of ϕP0,P1(P ) at P does not depend on the choice
of P1 ∈ U0(P0) and therefore defines a canonical identification of TPU with Herm(P ).
Given any differentiable path p : [a, b] → U , we say that p has a crossing with S (P0) at the
instant t = t0 if p(t0) ∈ S (P0). At each non transverse crossing time t0 ∈ [a, b] we define the
crossing form
Γ(p, P0, t0) = Q
(
p(t0), p
′(t0)
)∣∣
p(t0)∩P0
(2.3)
and we say that a crossing t is called regular if the crossing form Γ(p, P0, t0) is nonsingular. It is
easy to prove that regular crossings are isolated and therefore on a compact interval are in a finite
number. Moreover if p(a), p(b) /∈ S (P0) then p is said an admissible path.
Remark 2.7 We observe that given a superhermitian space (S, h) it can be shown that the pair
defined by (S˜, h˜) where S˜ := S⊕S and h˜ := −h⊕h is a superhermitian space. With this respect and
by defining j˜ as j ⊕ j, then the crossing form can be formally represented by formulas (2.2)-(2.3)
simply by writing h˜ instead of h and j˜ insted of j.
Theorem 2.8 Fix P0 ∈ U . Then there exists one and only one map
µEM(·, P0) : C
0([a, b],U ) −→ Z
satisfying the following axioms:
(i) (Homotopy invariance) If p0, p1 : [a, b] → U are two homotopic curves of superlagrangian
subspaces with p(a), p(b) /∈ S (P0) then they have the same EM-index.
(ii) (Catenation) For a < c < b, if p(c) /∈ S (P0), then
µEM(p, P0) = µEM(p|[a,c], P0) + µEM(p|[c,b], P0).
(iii) (Localization) If P0 := C
n× {0} and p(t) := Graph
(
H(t)
)
where t 7→ H(t) is an admissible
path of Hermitian matrices having only a regular crossing at t = t0, then we have
µEM(p, P0) =
1
2
signH(t0 + ε)−
1
2
signH(t0 − ε),
where ε is any positive real number.
The integer µEM(p, P0) is called the Edwards-Maslov index of P0 or briefly EM-index.
Proof. Observe that Axioms (i)−(ii) say that the Maslov index is an homomorphism of the relative
homotopy group pi1
(
U ,U \ S (P0)
)
into the integers Z. Now, since U is homeomorphic to the
unitary group and since U \S (P0) is a cell, by excision axiom we have that pi1
(
U ,U \S (P0)
)
∼= Z.
The localization axiom will determine this homomorphism uniquely. It remains only to show that
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any two curves of the type described by axiom (iii) are in the same relative homotopy class. To do
so, let p1, p2 be two such curves. By using Kato’s selection theorem it is not restrictive to assume
that this two curves are of the form
pj(t) = ∆(−1,−1, . . . ,−1, t, 1, 1, . . . , 1) t ∈ [−1, 1], and j = 1, 2,
where ∆ denotes the diagonal matrix. Now the thesis follows by the definition of Γ at t0 and by
taking into account that
signH(t0 ± ε) = signH(t0)± sign Γ(p, P0, t0).
✷
Since regular crossing are isolated then on a compact interval are in a finite number and the
following result holds.
Proposition 2.9 For an admissible differentiable path p : [a, b] → U having only regular cross-
ings, we have:
µEM(p, P0) =
∑
t0∈(a,b)
signΓ(p, P0, t0) (2.4)
where we denote by sign the signature of a Hermitian form and where the summation runs over
all crossings t.
Proof. The proof of this formula follows by local chart computation obtained by using formulas
(2.2)- (2.3) and the localization and concatenation properties.
Remark 2.10 We observe that in the case of positive definite leading coefficient this integer co-
incides with the total intersection index defined by Edwards in [3, Section 4]. In fact, it can be
proven that formula (2.4) reduces to [3, Proposition 4.8, Property (A)].
3 Variational setting
We use the variational approach to (1.3) as described in [3] and we will stick to the notations
of that paper. Given the complex n-dimensional Hermitian space (Cn, 〈·, ·〉), for any m ∈ N let
H m := Hm(J,Cn) be the Sobolev space of all Hm-maps from the interval J := [0, 1] into Cn.
Definition 3.1 A derivative dependent Hermitian form or a generalized Sturm form, is the
form Ω(x)[u] =
∑m
i,j=0〈D
iu(x), ωi,j(x)D
ju(x)〉, where, each ωi,j is a smooth path of x-dependent
Hermitian matrices with constant leading coefficient ωm,m := p2m.
We observe that a derivative dependent Hermitian form Ω(x)[u] actually depends on the m-jet
u, jmu := (u(x), . . . , u(m−1)(x)) at the point x and it defines a Hermitian form q : H m → R by
setting q(u) :=
∫ 1
0 Ω(x)[u]dx. If v ∈ H
m and u ∈ H 2m then, using integration by parts, the
corresponding sesquilinear form q(v, u) can be written as
q(v, u) =
∫ 1
0
〈v(x), l(x,D)u(x)〉dx + φ(v, u) (3.1)
where l(x,D) is a differential operator of the form of (1.3) and φ(v, u) is a sesquilinear form
depending only on the (m − 1)-jet, jmv(x) and on the (2m − 1)-jet j2mu(x) at the boundary
x = 0, 1. Thus, there exists a unique linear map A(x) : C2mn → Cmn such that
φ(v, u) = [〈jmv(x), A(x)j2mu(x)〉]1x=0. (3.2)
The only specific fact that will be needed is that the entries aj,2m−j−1 are all equal to ±p2m.
Let H m0 := H
m
0 (J) := {u ∈ H
m : jmu(0) = 0 = jmu(1)} and let qΩ be the restriction of the
Hermitian form q to H m0 . For each λ ∈ J , let us consider the space H
m
0 ([0, λ]) with the form
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∫
[0,λ]
Ω(x)dx. Via the substitution x 7→ λx, we transfer this form to H m0 (J), so, we come to the
forms Ωλ and qλ defined respectively by
Ωλ(x)[u] :=
m∑
i,j=0
〈Diu(x), λ2m−(i+j)ωi,j(λx)D
ju(x)〉 and qλ(u) :=
∫ 1
0
Ωλ(x)[u]dx. (3.3)
Then λ 7→ qλ is a smooth path of Hermitian forms acting on H m0 with q1 = qΩ and with
q0(u) =
∫
J
〈p2mD
mu,Dmu〉dx. Using integration by parts, the sesquilinear Hermitian form qλ(v, u)
can be written as
qλ(v, u) =
∫ 1
0
〈v(x), lλ(x,D)u(x)〉dx + φλ(v, u),
where
φλ(v, u) := [〈j
mv(x), Aλ(x)j
2mu(x)]1x=0 and lλ(x,D) = p2m
d2m
dx2m
+
2m−1∑
k=0
pk(λx)λ
2m−k d
k
dxk
.
Definition 3.2 A conjugate instant for qΩ is any point λ ∈ (0, 1] such that ker qλ 6= {0}.
Let Cλ be the path of bounded self-adjoint Fredholm operators associated to qλ via the Riesz
representation theorem.
Lemma 3.3 The Hermitian form q0 is non degenerate. Moreover each qλ is a Fredholm Hermitian
form. (i.e. Cλ is a Fredholm operator). In particular dim ker qλ < +∞ and qλ is non degenerate
if and only if ker qλ = {0}.
Proof. That the operator C0 is an isomorphism can be proven exactly as in [5, Proposition 3.1].
On the other hand each qλ is a weakly continuous perturbation of q0 since it differs from q0 only
by derivatives of u of order less than m. Therefore Cλ − C0 is compact for all λ ∈ J and hence
Cλ is Fredholm of index 0. The last assertion follows from this. ✷
When the form qΩ is non degenerate, i.e. when 1 is not a conjugate instant, according to the
definitions and notation of section 2, we introduce the following definition.
Definition 3.4 The (regularized) Morse index of qΩ is defined by
µMor(qΩ) := sf(qλ, J), (3.4)
where sf denotes the spectral flow of the path qλ i.e., the number of positive eigenvalues of Cλ
at λ = 0 which become negative at λ = 1 minus the number of negative eigenvalues of Cλ which
become positive. (See, for instance [5], for a more detailed exposition).
Solution space and EM-index of the boundary value problem.
Definition 3.5 Let Ω be a derivative dependent Hermitian form on H m. u ∈ H m will be called
a solution of Ω if it is orthogonal with respect to q to H m0 .
If Σ is the set of all solutions of Ω, by general facts on ODE, it can be proved that Σ is a subspace
of H m of dimension 2mn and
h[u] := ℑ〈jmu(x), A(x)j2mu(x)〉
is independent of the choice of x.(See [3, Section 1], for further details). Furthermore, h it is
immediately seen to be a non degenerate Hermitian form on Σ. To prove this fact, we first
introduce the map A#, as follows:
A#(x) : Σ −→ Cnm ⊕ Cnm, by A#(x)[u] := (jmu(x), A(x)j2mu(x)).
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Let A(x) = [ajk(x)]j,k. From the equalities aj,2m−j−1(x) = ±p2m and aj,k(x) = 0 for |j+ k| ≥ 2m
we have that the matrix A#(x) is non singular, hence A#(x) is 1 − 1 and onto. Now the non
degeneracy of h follows from the fact that the Hermitian form (v, w) 7→ ℑ〈v, w〉 on Cnm ⊕Cnm is
non degenerate.
Definition 3.6 By the solution space of Ω we mean the pair (Σ, h) consisting of the solutions
space Σ and the non degenerate Hermitian form h defined on them by
h[u] := ℑ〈jmu(x), A(x)j2mu(x)〉.
Before proceeding further we observe that the point λ0 ∈ (0, 1) is a conjugate point if there exists
a non trivial solution u of the Dirichlet boundary value problem{
l(x,D)u(x) = 0, ∀ x ∈ [0, λ0]
jmu(0) = 0 = jmu(λ0).
(3.5)
Now let C4mn = (Cmn)4, and let h˜ be the Hermitian form given by h˜(v1, w1, v2, w2) := −ℑ〈v1, w1〉+
ℑ〈v2, w2〉. By an easy calculation obtained by taking into account that superhermitian structure
h[u] is independent of x, it follows that the image of the map
A˜# := A#(0)⊕A#(1) : Σ→ C4mn : u 7→
(
A#u(0), A#u(1)
)
is an element of U (C4mn, h˜). It is a well-known fact that conjugate points cannot accumulate at
0 and thus we can find an ε > 0 such that there are no conjugate points in the interval [0, ε].
Now denoting by a : [ε, 1] → U (C4mn, h˜) the path defined by a(λ) := Im A˜#λ , its EM-index is
well-defined and independent on ε. Thus we are entitled to give the following.
Definition 3.7 Let P0 := {0} ⊕C
mn ⊕ {0} ⊕Cmn. We define the EM-index of Ω as the integer
given by
µEM(Ω) := µEM
(
a|[ε,1], P0
)
.
4 The main result
Theorem 1 (Generalized Sturm oscillation theorem). Under notations above, we have:
µEM(u) = µMor(qΩ).
Proof. We split the proof into some steps.
The result holds for regular paths. Let q be the path of Fredholm Hermitian forms defined by
qλ(u) :=
∫ 1
0
m∑
i,j=0
〈Diu(x), λ2m−(i+j)ωi,j(λx)D
ju(x)〉dx. (4.1)
In order to prove the thesis, as consequence of propositions 2.2 and 2.9, it is enough to show that
at each crossing point λ0, we have
signΓ(q, λ0) = signΓ(a, P0, λ0).
Now let λ0 be a crossing point and let us denote by · the derivative with respect to λ. Thus we
have
q˙λ0(v, u) =
d
dλ
∣∣∣
λ=λ0
∫ 1
0
Ωλ(x)[v, u]dx =
d
dλ
∣∣∣
λ=λ0
[ ∫ 1
0
〈v(x), lλ(x,D)u(x)〉dx + φλ(v, u)
]
=
∫ 1
0
〈v(x), l˙λ0 (x,D)u(x)〉 + φ˙λ0(v, u).
We set S(x,D) :=
∑2m−1
k=0 pk(x)
dk
dxk
and Sλ(x,D) = λ
2m−kS(λx). Thus lλ(x,D) can be written
as p2m
d2m
dx2m
+ Sλ(x,D) and the following result holds.
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Lemma 4.1 If u is a solution of l(x,D)u = 0 then us(x) := u
(
s
λ
x
)
is a solution of
p2m
d2m
dx2m
us(x) + Ss(x,D)us(x) = 0.
Proof. It follows by a straightforward calculations. ✷
Therefore for any s ∈ (0, 1] the function us(x) solves the Cauchy problem{
p2m
d2m
dx2m
us(x) + Ss(x,D)us(x) ≡ ls(x,D)us(x) = 0
us(0) = 0, u
′
s(0) = c1u
′(0), . . . , D2m−1us(0) = c2m−1u
(2m−1)(0)
(4.2)
where for each j = 1, . . . , 2m− 1, cj =
sj
λ
j
0
. Differentiating the Cauchy problem (4.2) with respect
to s and evaluating at s = λ0, we get{
lλ0(x,D)u˙λ0(x) + S˙λ0(x,D)uλ0 (x) = 0
u˙λ0(0) = · · · = u˙
(2m−1)
λ0
(0) = 0.
(4.3)
If u ∈ ker qλ0 , performing integration by parts and observing that uλ0(·) = u(·), as consequence of
equation (4.3), we have
q˙λ0(u) =
∫ 1
0
〈uλ(x), l˙λ0 (x,D)uλ(x)〉+ φ˙λ(uλ) = −
∫ 1
0
〈uλ(x), lλ0(x,D)u˙λ(x)〉dx + φ˙λ0(uλ) =
= −
∫ 1
0
〈lλ0(x,D)uλ(x), u˙λ(x)〉dx + φ˙λ0 (uλ) = φ˙λ0(uλ) = φ˙λ0(u).
Moreover
φ˙λ0(u) =
d
dλ
∣∣
λ=λ0
{[
〈jmu(x), Aλ(x)j
2mu(x)〉
]1
x=0
}
=
[
〈jmu(x), A˙λ0 (x)j
2mu(x)〉
]1
x=0
=
= −〈jmu(0), A˙λ0(0)j
2mu(0)〉+ 〈jmu(1), A˙λ0(1)j
2mu(1)〉.
Since q˙λ0 is a Hermitian form, in particular it is a real-valued function; thus we have
q˙λ0(u) = ℜq˙λ0(u) = ℜφ˙λ0(u) = ℜ
[
〈jmu(x), A˙λ0(x)j
2mu(x)〉
]1
x=0
=
= −ℜ〈jmu(0), A˙λ0(0)j
2mu(0)〉+ ℜ〈jmu(1), A˙λ0(1)j
2mu(1)〉.
Since ℜ〈u, v〉 = ℑ〈u,−iv〉, we can conclude that
q˙λ0(u) = −ℜ〈j
mu(0), A˙λ0(0)j
2mu(0)〉+ ℜ〈jmu(1), A˙λ0(1)j
2mu(1)〉 =
= −ℑ〈jmu(0),−iA˙λ0(0)j
2mu(0)〉+ ℑ〈jmu(1),−iA˙λ0(1)j
2mu(1)〉 =
= −h
[
jA˙#λ0(0)[u]
]
+ h
[
jA˙#λ0(1)[u]
]
= h˜[˜ju˙#(λ0)] =
= Γ(a, P0, λ0)(u)
where, for k = 0, 1, we denoted by A˙#λ0(k)[u] the pair
(
jmu(k), A˙λ0(k)j
2mu(k)
)
, by u˙#(λ0) the ele-
ment
(
jmu(0), A˙λ0(0)j
2mu(0), jmu(1), A˙λ0(1)j
2mu(1)
)
∈ a˙(λ0) and where the last equality follows
by remark 2.7. The above calculations shown that regular crossings of q correspond to regular
crossings of a. Furthermore, the crossing forms at each crossing point associated to the path
of Fredholm Hermitian forms and to the path of superlagrangian subspaces are the same and
therefore their signatures coincide; in symbols we have
signΓ(q, λ0) = signΓ(a, P0, λ0).
Now the conclusion of the first step follows by the previous calculations and by summing over all
crossings.
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Second step. The general case. In order to conclude remains to show that it is possible to extend
the above calculation to general paths having not only regular crossings. For each λ ∈ [0, 1] let
us consider the closed unbounded Fredholm operator Aλ on L
2(J,Cmn) with domain D(Aλ) =
{u ∈ H 2m : jm−1u(0) = 0 = jm−1u(1)} defined by Aλu := lλ(x,D)u. By applying a pertur-
bation argument proven in [9, Theorem 4.22] to the path of operators Aλ, we can find a δ > 0
such that Aδλ := Aλ + δId is a path of self-adjoint Fredholm operators with only regular cross-
ing points. Let qδλ(u) be the Hermitian form on H
m
0 given by q
δ
λ(u) := 〈u,A
δ
λ(u)〉L2 +
1
2δ‖u‖
2
L2.
By this choice of δ and by applying the first step to the perturbed path qδλ, we conclude the proof.✷
References
[1] V.I. Arnol’d, Sturm theorems in Symplectic geometry, Funk. Anal. i Prilozhen. 19, n.4, 1–10
(1985).
[2] E.A. Coddington, N. Levinson Theory of ordinary differential equations. McGraw-Hill Book
Company, Inc., New York-Toronto-London, 1955.
[3] H. Edwards, A generalized Sturm Theorem, Ann. of Math. 80 (1964), 2–57.
[4] T. Kato, Perturbation Theory for Linear Operators, Grundlehren der Mathematischen Wis-
senschaften, vol. 132, Springer–Verlag, New York/Berlin, 1980.
[5] M. Musso, J. Pejsachowicz, A. Portaluri, A Morse Index Theorem for Perturbed Geodesics
on semi-Riemannian Manifolds, Topological Methods in Nonlinear Analysis, 25 (2005), no.
1, 69–99.
[6] M. Musso, J. Pejsachowicz, A. Portaluri, Bifurcation for Perturbed Geodesics on semi-
Riemannian Manifolds. Esaim Control Optim. Calc. Var. 13 (2007), no. 3, 598–621.
[7] V. Y. Ovsienko, Selfadjoint differential operators and curves on a Lagrangian Grassmannian
that are subordinate to a loop. Math. Zametki 47 (1990), no. 3, 65–73; translation in Math.
Notes 47 (1990), no. 3–4, 270–275.
[8] A. Portaluri, Brief communication: An indefinite Sturm theory. To appear in Functional
Analysis and its Applications.
[9] J. Robbin, D. Salamon, The spectral flow and the Maslov index, Bull. London Math. Soc. 27
(1995), 1–33.
[10] C. Zhu, A generalized Morse index Theorem. Analysis, geometry and topology of elliptic
operators, 493–540, World Sci. Publ., Hackensack, NJ, 2006.
9
