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Abstract
A nonlinear periodic predator–prey model with m-preys and (n − m)-predators and delays is proposed in this
paper, which can be seen as the modiﬁcation of the traditional Lotka–Volterra prey–competition model. Sufﬁcient
conditions which guarantee the existence of a unique globally attractive positive periodic solution of the system are
obtained.
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1. Introduction
The traditional Lotka–Volterra competition system with periodic coefﬁcients has been studied exten-
sively (see [23,28] and the references cited therein). The model can be expressed as follows:
x˙i(t) = xi(t)
⎡
⎣bi(t) − n∑
j=1
aij (t)xj (t)
⎤
⎦ , i = 1, 2, . . . , n. (1.1)
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Some sufﬁcient conditions were obtained for the existence of a unique globally attractive positive periodic
solution of the system (1.1).
In 1973, Ayala et al. [1] conducted experiments on fruit ﬂy dynamics to test the validity of ten models
of competitions. One of the models accounting best for the experimental results is given by
x˙1(t) = r1x1(t)
(
1 −
(
x1(t)
K1
)1
− 12 x2(t)
K2
)
,
x˙2(t) = r2x2(t)
(
1 −
(
x2(t)
K2
)2
− 21 x1(t)
K1
)
. (1.2)
In order to ﬁt data in their experiments and to yield signiﬁcantly more accurate results, Gilpin and Ayala
[15] claimed that a slightly more complicated model was needed and proposed the following competition
model:
x˙i(t) = rixi(t)
⎛
⎝1 − (xi(t)
Ki
)i
−
n∑
j=1,j =i
bij
xj (t)
Kj
⎞
⎠ , i = 1, 2, . . . , n, (1.3)
where xi is the population density of the ith species, ri is the intrinsic exponential growth rate of the ith
species, Ki is the environment carrying capacity of species i in the absence of competition, i provides a
nonlinear measure of intra-speciﬁc interference, and bij provides a measure of interspeciﬁc interference.
Recently, Fan and Wang [12] argued that the non-autonomous case is more realistic and by using the
coincidence degree theory, they investigated the positive periodic solution of the non-autonomous system
(1.4), that is, they considered the following system:
x˙i(t) = xi(t)
⎡
⎣ri(t) − n∑
j=1
aij (t)(xj (t − ij (t)))ij
⎤
⎦ ,
xi(0)> 0, i = 1, 2, . . . , n, (1.4)
where aij (t) ∈ C(R, [0,∞)), ri, ij ∈ C(R,R), i, j = 1, 2, . . . , n are T -periodic functions with∫ T
0 ri(s) ds > 0, ij are positive constants,
∫ T
0 aii(t) dt > 0.
Already, as was pointed out by Berryman [2], the dynamic relationship between predators and their
prey has long been and will continue to be one of the dominant themes in both ecology and mathematical
ecology due to its universal existence and importance. In [26], Yang and Xu considered the following
periodic Lotka–Volterra system of differential equations:
x˙i(t) = xi(t)
[
bi(t) −
n∑
k=1
aik(t)xk(t) −
m∑
k=1
cik(t)yk(t)
]
, i = 1, 2, . . . , n,
y˙j (t) = yj (t)
[
−rj (t) +
n∑
k=1
djk(t)xk(t) −
m∑
k=1
ejk(t)yk(t)
]
, j = 1, 2, . . . , m, (1.5)
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where xi(t) denotes the density of prey speciesXi at time t, yj (t) denotes the density of predator speciesYj
at time t; bi(t), rj (t), aik(t), cil(t), djk(t) and ejl(t)(i, k=1, . . . , n; j, l=1, . . . , m) are continuous peri-
odic functions deﬁned on [0,+∞) with a common periodic T > 0; rj (t), aik(t), cil(t), djk(t) and ejl(t)
are nonnegative; aii(t), ejj (t) are strictly positive. Under the assumption that bi(t) are positive periodic
functions they gave sufﬁcient conditions for the existence and global attractivity of the positive periodic
solution of system (1.5). Recently, under the assumption bi(t) may be negative but
∫ T
0 bi(t) dt > 0, that
is, under the assumption the intrinsic growth rate of prey species may be negative while the total intrinsic
growth rate in a period are positive, Zhao and Chen [28] gave sufﬁcient conditions for the existence and
global asymptotic stability of the system (1.5). In [24], we further generalized above system to the almost
periodic case, by constructing suitable Lyapunov function, we obtained the sufﬁcient conditions for the
existence and global asymptotic stability of the almost periodic solution of the system (1.5). Already,
many scholars argued that the Lotka–Volterra model is not the best one. The reason is due to the lin-
earization in mathematics and the linearization makes many important factors be neglected, such as the
effect of toxic (see, [3]) or the age-structure of a population (see, [11]). If these important factors are to
be considered, then more complex equations should be introduced. And so, Li and Lu [20] introduced
the following more complicated prey–competition model
x˙i(t) = xi(t)(bi(t) −
n∑
j=1
aij (t)x
ij
j (t)), 1im,
x˙i(t) = xi(t)(bi(t) +
m∑
j=1
aij (t)x
ij
j (t) −
n∑
j=m+1
aij (t)x
ij
j (t)), m + 1in, (1.6)
where xi(1im) are the density the prey species, and xi(m + 1in) are the density of predator
species, ij > 0, (i, j = 1, 2, . . . , n). In [20], they gave sufﬁcient conditions for the existence of a unique
globally attractive periodic solution of system (1.6). For more works on this direction, one could refer to
[17,20,29] and the reference cited therein.
As point out by Huo and Li [17], many known biological processes involve a time delay. In particular,
in the mathematical modelling of population ecological interactions, time delay models have come into
prominence. Time delay models are signiﬁcantly more difﬁcult to analyze than instantaneous continuous
model.
Stimulated by the works of [1,2,12,15–17,20,23,24,26–29], we introduce the following more compli-
cated competition–prey model in this paper:
x˙i(t) = xi(t)
[
ri(t) −
n∑
k=1
aik(t)x
ik
k (t) −
n∑
k=1
bik(t)x
ik
k (t − ik(t))
]
, i = 1, 2, . . . , m,
x˙i(t) = xi(t)
[
−ri(t) +
m∑
k=1
aik(t)x
ik
k (t) +
m∑
k=1
bik(t)x
ik
k (t − ik(t))
−
n∑
k=m+1
aik(t)x
ik
k (t) −
n∑
k=m+1
bik(t)x
ik
k (t − ik(t))
]
, i = m + 1, . . . , n, (1.7)
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where xi(t), i = 1, 2, . . . , m denotes the density of prey species Xi at time t, xi(t), i = m + 1, . . . , n
denotes the density of predator species Xi at time t.
In this paper, for system (1.7) we always assume that
(A1) ik, ik, i, k = 1, . . . , n are positive constants; ri(t), aik(t), bik(t)(i, k = 1, . . . , n) are nonnega-
tive continuous periodic functions deﬁned on [0,+∞) with a common periodic T > 0, ri(t), i =
1, . . . , m, aii(t), i = 1, 2, . . . , n are strictly positive;
(A2) ik(t)(i, k=1, . . . , n) are nonnegative continuously differentiable T -periodic functions on [0,+∞)
and inf t0(1 − ˙ik(t))> 0.
Let =max1 i,kn {maxt∈[0,T ] {ik(t)}}. Then <+∞. From the viewpoint of mathematical biology,
we only consider the initial conditions
xi(s) = i(s)0, s ∈ [−, 0], i(0)> 0, i = 1, 2, . . . , n. (1.8)
Obviously, models (1.1)–(1.6) can be seen as the special cases of model (1.7). It should be pointed out
that Teng et al. [21,22] had done excellent works on traditional Lotka–Volterra competition model with
delays, however, they did not investigate the nonlinear case. Li [18], Li andKuang [19], Chen et al. [5–10],
Yang and Cao [25], Fan et al. [13] and Chen [4] also investigated the periodic solution of Lotka–Volterra
model. However, all the works of [5,6,9–12,17–19] only gave sufﬁcient conditions which guarantee the
existence of a positive periodic solution of the system they considered, and did not investigate the stability
property of the periodic solution. Seldom did scholars investigate the stability property of the nonlinear
multi-species ecosystem [7,8,29].
The aim of this paper is to obtain sufﬁcient conditions which guarantee the existence of a unique
globally attractive positive periodic solution of the system (1.7).
This paper is organized as follows: In the next section, by using Gaines and Mawhin’s continuation
theorem of coincidence degree theory, sufﬁcient condition is derived for the existence of positive periodic
solution to system (1.7) with the initial condition (1.8). In Section 3, by constructing a suitable Lyapunov
functional, some sufﬁcient conditions are obtained for the existence of a unique globally attractive positive
periodic solution of system (1.7). In Section 4, we give some examples which show the feasibility of the
main results of this paper.
In this paper, we shall use the following notations:
• If f (t) is a continuous T -periodic function deﬁned on (−∞,+∞), we set
f l = inf
t∈[0,T ] f (t), f
u = sup
t∈[0,T ]
f (t), f = 1
T
∫ T
0
f (t) dt .
• (·)n×m denotes n × m matrix.
2. Existence of positive periodic solution
In order to obtain the existence of positive periodic solutions of the system (1.7), for the reader’s
convenience, we shall summarize in the following a few concepts and results from [14] that will be basic
for this paper.
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Let X,Z be normed vector spaces, L : DomL ⊂ X → Z be a linear mapping, N : X → Z be a
continuous mapping. The mapping L will be called a Fredholm mapping of index zero if dimKerL =
CodimImL<+∞ and ImL is closed inZ. IfL is a Fredholmmapping of index zero there exist continuous
projectors P : X → X and Q : Z → Z such that ImP = KerL, ImL= KerQ= Im(I −Q). It follows
that L|DomL∩ Ker P : (I − P)X → ImL is invertible. We denote the inverse of that map by KP . If 
is an open bounded subset of X, the mapping N will be called L-compact on ¯ if QN(¯) is bounded and
KP (I − Q)N : ¯ → X is compact. Since ImQ is isomorphic to KerL, there exists an isomorphisms
J : ImQ → KerL.
In the proof of our existence theorem below, we will use the continuation theorem of Gaines and
Mawhin [14, p. 40].
Lemma 2.1 (Continuation theorem). Let L be a Fredholm mapping of index zero and let N be L- compact
on ¯. Suppose
(a) For each  ∈ (0, 1), every solution x of Lx = Nx is such that x /∈ ;
(b) QNx = 0 for each x ∈  ∩ KerL and
deg{JQN, ∩ KerL, 0} = 0.
Then the equation Lx = Nx has at least one solution lying in DomL ∩ ¯.
Lemma 2.2. The domain Rn+ = {(x1, . . . , xn)|xi > 0, i = 1, 2, . . . , n} is invariant with respect to (1.7).
Proof. Since
xi(t) = xi(0) exp
{∫ t
0
(
ri(s) −
n∑
k=1
aik(s)x
ik
k (s) −
n∑
k=1
bik(s)x
ik
k (s − ik(s))
)
ds
}
,
i = 1, 2, . . . , m;
xi(t) = xi(0) exp
{∫ t
0
(
−ri(s) +
m∑
k=1
aik(s)x
ik
k (s) +
m∑
k=1
bik(s)x
ik
k (s − ik(s))
−
n∑
k=m+1
aik(s)x
ik
k (s) −
n∑
k=m+1
bik(s)x
ik
k (s − ik(s))
)
ds
}
, i = m + 1, . . . , n,
the assertion of the Lemma follows immediately for all t ∈ [0,+∞). 
Theorem 2.1. Assume that (A1)–(A2) hold, the system of algebraic equations
g(u) = (gi(u))n×1 = 0, (2.1)
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where
gi(u)
def= ri −
n∑
k=1
aiku
ik
k −
n∑
k=1
biku
ik
k , i = 1, 2, . . . , m;
gi(u)
def= ri −
m∑
k=1
aiku
ik
k −
m∑
k=1
biku
ik
k +
n∑
k=m+1
aiku
ik
k +
n∑
k=m+1
biku
ik
k , i = m + 1, . . . , n,
has ﬁnite solutions u∗ = (u∗1, . . . , u∗n)T ∈ Rn+ with u∗i > 0 and
∑
u∗sgnJg(u∗) = 0. In addition, if
(i)
ri(t)>
n∑
k=1,k =i
aik(t) exp{ikHk} +
n∑
k=1
bik(t) exp{ikHk}, i = 1, 2, . . . , m;
(ii)
m∑
k=1
(aik(t) exp{ikLk} + bik(t) exp{ikLk})
> ri(t) +
n∑
k=m+1,k =i
aik(t) exp{ikHk} +
n∑
k=m+1
bik(t) exp{ikHk}, i = m + 1, . . . , n,
where
Hi
def= 1
ii
ln
(
ri
aii
)u
, i = 1, 2, . . . , m,
Hi
def= 1
ii
ln
(−ri +∑mk=1 (aik exp{ikHk} + bik exp{ikHk})
aii
)u
, i = m + 1, . . . , n,
Li
def= 1
ii
ln
(
ri −∑nk=1,k =iaik exp{ikHk} −∑nk=1bik exp{ikHk}
aii
)l
, i = 1, 2, . . . , m.
Then (1.7)–(1.8) has at least one T -periodic solution with strictly positive components, say
x∗(t) = (x∗1 (t), . . . , x∗n(t))T and there exist positive constants 	i , i such that 	ix∗i (t)i .
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Proof. Since the solution of Eqs. (1.7)–(1.8) remains positive for t0, we can let
xi(t) = exp{yi(t)}. (2.2)
System (1.7) is then transformed into
y˙i = ri(t) −
n∑
k=1
aik(t) exp{ikyk(t)} −
n∑
k=1
bik(t) exp{ikyk(t − ik(t))}, i = 1, 2, . . . , m,
y˙i = − ri(t) +
m∑
k=1
aik(t) exp{ikyk(t)} +
m∑
k=1
bik(t) exp{ikyk(t − ik(t))}
−
n∑
k=m+1
aik(t) exp{ikyk(t)} −
n∑
k=m+1
bik(t) exp{ikyk(t − ik(t))}, i = m + 1, . . . , n.
(2.3)
Take
X = Z = {y(t) = (y1(t), . . . , yn(t)) ∈ C(R,Rn)|y(t + T ) = y(t)}
and deﬁne
‖y‖ =
(
n∑
i=1
(
max
t∈[0,T ] |yi(t)|
)2)1/2
for any y ∈ X(or Z).
Then X and Z are both Banach spaces when they are endowed with the norm ‖ · ‖. For any y ∈ X and
i = 1, 2, . . . , n. Let 
i,y(t) : R → R be deﬁned by

i,y(t) = ri(t) −
n∑
k=1
aik(t) exp{ikyk(t)} −
n∑
k=1
bik(t) exp{ikyk(t − ik(t))}, i = 1, 2, . . . , m;

i,y(t) = − ri(t) +
m∑
k=1
aik(t) exp{ikyk(t)} +
m∑
k=1
bik(t) exp{ikyk(t − ik(t))}
−
n∑
k=m+1
aik(t) exp{ikyk(t)}−
n∑
k=m+1
bik(t) exp{ikyk(t−ik(t))}, i = m + 1, . . . , n.
Then 
i,y(t) ∈ C(R,R). Moreover, because of the periodicity of y(t) we can easily check that 
i,y(t) is
T -periodic, let
Ny = (
1,y(t),
2,y(t), . . . ,
n,y(t))T , y ∈ X,
Ly = y˙ = dy(t)
dt
, Py = 1
T
∫ T
0
y(t) dt, y ∈ X; Qz = 1
T
∫ T
0
z(t) dt, z ∈ Z.
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Then it follows
KerL = {y ∈ X : y = h ∈ Rn}, ImL = {z ∈ Z :
∫ T
0
z(t) dt = 0} is closed in Z,
dim KerL = n = codim ImL< + ∞,
and P , Q are continuous projectors such that
ImP = KerL,KerQ = ImL = Im(I − Q).
Therefore, L is a Fredholm mapping of index zero. Furthermore, the generalized inverse (to L) KP : Im
L → Ker P ∩ DomL is given by
KP (z) =
∫ t
0
z(s) ds − 1
T
∫ T
0
∫ t
0
z(s) ds dt .
Thus
QNy =
(
1
T
∫ T
0

1,y(s) ds, . . . ,
1
T
∫ T
0

n,y(s) ds
)T
,
KP (I − Q)Ny = (1, . . . , n)T ,
where
i =
∫ t
0

i,y(s) ds − 1
T
∫ T
0
∫ t
0

i,y(s) ds dt −
(
t
T
− 1
2
)∫ T
0

i,y(s) ds.
Obviously, QN and KP (I − Q)N are continuous. It is not difﬁcult to show that KP (I − Q)N(¯) is
compact for any open bounded set  ⊂ X by usingArzela–Ascoli theorem. Moreover, QN(¯) is clearly
bounded. Thus, N is L-compact on ¯ with any open bounded set  ⊂ X. The isomorphism J of ImQ
onto KerL can be the identity mapping, since ImQ = KerL.
Now we reach the position to search for an appropriate open bounded subset  for the application of
the continuation theorem (Lemma 2.1). Corresponding to the operator equation Ly = Ny,  ∈ (0, 1),
we have
y˙i(t) = 
[
ri(t) −
n∑
k=1
aik(t) exp{ikyk(t)} −
n∑
k=1
bik(t) exp{ikyk(t − ik(t))}
]
,
i = 1, 2, . . . , m;
y˙i(t) = 
[
−ri(t) +
m∑
k=1
aik(t) exp{ikyk(t)} +
m∑
k=1
bik(t) exp{ikyk(t − ik(t))}
−
n∑
k=m+1
aik(t) exp{ikyk(t)}−
n∑
k=m+1
bik(t) exp{ikyk(t − ik(t))}
]
, i = m + 1, . . . , n.
(2.4)
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Assume that y = y(t) ∈ X is a solution of (2.4) for some  ∈ (0, 1). Since y ∈ X, there exist i ∈ [0, T ]
such that
yi(i) = max
t∈[0,T ] yi(t), i = 1, 2, . . . , n. (2.5)
Then, for i = 1, 2, . . . , n,
0 = y˙i(i) = 
[
ri(i) −
n∑
k=1
aik(i) exp{ikyk(i)} −
n∑
k=1
bik(i) exp{ikyk(i − ik(i))}
]
,
i = 1, 2, . . . , m;
0 = y˙i(i) = 
[
−ri(i) +
m∑
k=1
aik(i) exp{ikyk(i)} +
m∑
k=1
bik(i) exp{ikyk(i − ik(i))}
−
n∑
k=m+1
aik(i) exp{ikyk(i)} −
n∑
k=m+1
bik(i) exp{ikyk(i − ik(i))}
]
,
i = m + 1, . . . , n. (2.6)
From the ﬁrst equation (2.6) it follows
ri(i) −
n∑
k=1
aik(i) exp{ikyk(i)} −
n∑
k=1
bik(i) exp{ikyk(i − ik(i))} = 0.
Above equality implies that
ri(i) − aii(i) exp{iiyi(i)}0.
Therefore,
yi(i)
1
ii
ln
(
ri
aii
)u
:= Hi, i = 1, 2, . . . , m. (2.7)
Similarly, the second equation of (2.6) together with (2.7) implies that
yi(i)
1
ii
ln
(−ri +∑mk=1(aik exp{ikHk} + bik exp{ikHk})
aii
)u
:= Hi, i = m + 1, . . . , n.
(2.8)
Again, since y ∈ X, there exist i ∈ [0, T ] such that
yi(i) = min
t∈[0,T ] yi(t), i = 1, 2, . . . , n. (2.9)
Then, for i = 1, 2, . . . , n,
F. Chen et al. / Journal of Computational and Applied Mathematics 194 (2006) 368–387 377
0 = y˙i(i) = 
[
ri(i) −
n∑
k=1
aik(i) exp{ikyk(i)} −
n∑
k=1
bik(i) exp{ikyk(i − ik(i))}
]
,
i = 1, 2, . . . , m;
0 = y˙i(i) = 
[
−ri(i) +
m∑
k=1
aik(i) exp{ikyk(i)} +
m∑
k=1
bik(i) exp{ikyk(i − ik(i))}
−
n∑
k=m+1
aik(i) exp{ikyk(i)}−kern − 1pt
n∑
k=m+1
bik(i) exp{ikyk(i − ik(i))}
]
,
i = m + 1, . . . , n. (2.10)
The ﬁrst equation of (2.10) together with (2.7) and (2.8) implies that
yi(i)
1
ii
ln
(
ri−∑nk=1,k =iaik exp{ikHk} −∑nk=1bik exp{ikHk}
aii
)l
:= Li, i = 1, 2, . . . , m.
(2.11)
The second equation of (2.10) together with (2.7), (2.8) and (2.11) implies that
yi(i)
1
ii
ln
(
i
aii
)l
:= Li, i = m + 1, . . . , n, (2.12)
where
i = − ri +
m∑
k=1
(aik exp{ikLk} + bik exp{ikLk})
−
n∑
k=m+1,k =i
aik exp{ikHk} −
n∑
k=m+1
bik exp{ikHk}.
It follows from (2.7), (2.8) and (2.11), (2.12) that, for i = 1, 2, . . . , n,
max
t∈[0,T ] |yi(t)| max{|Li |, |Hi |} := i . (2.13)
Obviously, i’s are independent of . Set H = C + (∑ni=12i )1/2, where C is a positive number sufﬁ-
ciently large such that the solutions of (2.1) satisﬁes ||(ln{u∗1}, . . . , ln{u∗n})T ||<C, then ||y||<H. Let
 : ={y = (y1, . . . , yn)T ∈ X|||y||<H }.We know from (2.3) and (2.13) that Ly = Ny for y ∈  and
 ∈ (0, 1), that is  veriﬁes the requirement (a) of Lemma 2.1. When y ∈  ∩ KerL =  ∩ Rn, y is a
constant vector in Rn with ||y|| = H , then
QNy = (Gi)n×1 = 0,
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where
Gi = ri −
n∑
k=1
aik exp{ikyk} −
n∑
k=1
bik exp{ikyk}, i = 1, 2, . . . , m;
Gi = − ri +
m∑
k=1
aik exp{ikyk} +
m∑
k=1
bik exp{ikyk} −
n∑
k=m+1
aik exp{ikyk}
−
n∑
k=m+1
bik exp{ikyk}, i = m + 1, . . . , n.
Furthermore, in view of the assumption in Theorem 2.1, it is easy to see that
deg{JQN, ∩ KerL, 0} = 0,
where the isomorphism J of ImQ onto KerL can be the identity mapping, since ImQ = KerL. By
now we have proved that  veriﬁes all the requirements in Lemma 2.1. Hence, Eq. (2.3) has at least one
T -periodic solution y∗(t)=(y∗1 (t), . . . , y∗n(t))T in. Set x∗i (t)=exp{y∗i (t)}, then by the medium of (2.2)
we know that x∗(t)= (x∗1 (t), . . . , x∗n(t))T is a positive T -periodic solution of Eq. (1.7). The boundedness
of x∗(t) implies the existence of positive constants 	i , i in Theorem 2.1. The proof of Theorem 2.1 is
ﬁnished. 
3. Global attractivity
The aim of this section is to derive a set of sufﬁcient conditions which guarantee the existence of a
unique globally attractive positive periodic solution of the system (1.7) and (1.8).
Under the assumption of Theorem 2.1 we know that system (1.7) with the initial condition (1.8) has at
least one positive periodic solution x∗(t) = (x∗1 (t), . . . , x∗n(t))T and there exist positive constants 	i , i
such that 	ix∗i (t)i , i = 1, 2, . . . , n.Now let c be a positive constant which satisﬁes 0<cmini{	i}.
Making the change of variable zi(t) = xi(t)/c, i = 1, 2, . . . , n, then we can transform system (1.7) into
z˙i = zi
[
ri(t) −
n∑
k=1
cik aik(t)z
ik
k (t) −
n∑
k=1
cik bik(t)z
ik
k (t − ik(t))
]
, i = 1, 2, . . . , m,
z˙i = zi
[
−ri(t) +
m∑
k=1
cik aik(t)z
ik
k (t) +
m∑
k=1
cik bik(t)z
ik
k (t − ik(t))
−
n∑
k=m+1
cik aik(t)z
ik
k (t) −
n∑
k=m+1
cik bik(t)z
ik
k (t − ik(t))
]
, i = m + 1, . . . , n. (3.1)
Obviously, z∗(t) = (z∗1(t), . . . , z∗n(t))T = (x∗1 (t)/c, . . . , x∗n(t)/c)T is the positive T-periodic solution of
system (3.1). FromTheorem2.1, we know that there exist positive constants 	i , i such that 	ix∗i (t)i .
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Therefore,
	i
c
z∗i (t)
i
c
. (3.2)
Also if the positive periodic solution of system (3.1) is globally attractive, so is the positive periodic
solution of system (1.7).
Theorem 3.1. In addition to the assumption of Theorem 2.1, assume further that
(iii) ii max
k
{ki, ki}, 1k, in;
(iv) there exist positive constants i , i = 1, 2, . . . , n such that
ic
ii aii(t)>
n∑
k=1,k =i
kc
ki aki(t) +
n∑
k=1
kc
ki bki(
−1
ki (t))
1 − ′ki(−1ki (t))
, i = 1, 2, . . . , n,
where −1ki (t) is the inverse function of ki(t) = t − ki(t). Then system (1.7), (1.8) has a unique
globally attractive positive T-periodic solution x∗(t) = (x∗1 (t), . . . , x∗n(t))T .
Proof. From condition (iv) and the periodicity of coefﬁcients of system (3.1) there exists a positive
constant  such that
ic
ii aii(t) −
n∑
k=1,k =i
kc
ki aki(t) −
n∑
k=1
kc
ki bki(
−1
ki (t))
1 − ′ki(−1ki (t))
>  for all t ∈ R and i = 1, 2, . . . , n. (3.3)
Let z(t) = (z1(t), . . . , zn(t))T be any positive solution of system (3.1) and z∗(t) = (z∗1(t), . . . , z∗n(t))T
be the positive periodic solution of system (3.1) (the existence of such a positive periodic solution is
guarantee by Theorem 2.1). Now we constructive a Lyapunov functional V (t) as follows:
V (t) = V1(t) + V2(t), (3.4)
where
V1(t) =
n∑
i=1
i | ln zi(t) − ln z∗i (t)|, (3.5)
and
V2(t) =
n∑
i=1
n∑
k=1
ic
ik
∫ t
t−ik(t)
bik(
−1
ik (s))
1 − ˙ik(−1ik (s))
|(zk(s))ik − (z∗k(s))ik | ds. (3.6)
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From the deﬁnition of V (t), it follows
V (0)
n∑
i=1
i | ln zi(0) − ln z∗i (0)|
+
n∑
i=1
n∑
k=1
ic
ik
(
max
t∈[0,T ]
bik(t)
1 − ˙ik(t)
)(
sup
−<0
|(zk())ik − (z∗k())ik |
)
ik(0)
< + ∞,
and
V (t)V1(t) =
n∑
i=1
i | ln zi(t) − ln z∗i (t)|. (3.7)
By direct computation, we have
D+V (t) −
n∑
i=1
ic
ii aii(t)|(zi(t))ii − (z∗i (t))ii |
+
n∑
i=1
n∑
k=1,k =i
ic
ik aik(t)|(zk(t))ik − (z∗k(t))ik |
+
n∑
i=1
n∑
k=1
ic
ik bik(t)|(zk(t − ik(t)))ik − (z∗k(t − ik(t)))ik |
+
n∑
i=1
n∑
k=1
ic
ik
bik(
−1
ik (t))
1 − ′ik(−1ik (t))
|(zk(t))ik − (z∗k(t))ik |
−
n∑
i=1
n∑
k=1
ic
ik
bik(
−1
ik (t − ik(t)))
1 − ′ik(−1ik (t − ik(t)))
× |(zk(t − ik(t)))ik − (z∗k(t − ik(t)))ik | · (1 − ′ik(t))
= −
n∑
i=1
ic
ii aii(t)|(zi(t))ii − (z∗i (t))ii |
+
n∑
i=1
n∑
k=1,k =i
kc
ki aki(t)|(zi(t))ki − (z∗i (t))ki |
+
n∑
i=1
n∑
k=1
kc
ki
bki(
−1
ki (t))
1 − ′ki(−1ki (t))
|(zi(t))ki − (z∗i (t))ki |.
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From z∗i (t) = x∗i (t)/c, i = 1, 2, . . . , n we know z∗i (t)1. Observe that y = |ax − bx | is an increasing
function for a1, and x > 0 . For iimaxk {ki, ki}, we get
|(zi(t))ki − (z∗i (t))ki | |(zi(t))ii − (z∗i (t))ii |,
|(zi(t))ki − (z∗i (t))ki | |(zi(t))ii − (z∗i (t))ii |, i, k = 1, 2, . . . , n.
Therefore,
D+V (t) −
n∑
i=1
⎛
⎝icii aii(t) − n∑
k=1,k =i
kc
ki aki(t)
−
n∑
k=1
k
cki bki(
−1
ki (t))
1 − ′ki(−1ki (t))
)
|(zi(t))ii − (z∗i (t))ii |
Above inequality together with (3.3) lead to
D+V (t) − 
n∑
i=1
|(zi(t))ii − (z∗i (t))ii |. (3.8)
Integrating both sides of (3.8) with respect to t, we have
V (t) + 
∫ t
0
n∑
i=1
|(zi(s))ii − (z∗i (s))ii | dsV (0)< + ∞, t0. (3.9)
(3.9) shows that
0V (t)V (0) for all t0, (3.10)
and ∫ t
0
n∑
i=1
|(zi(s))ii − (z∗i (s))ii | ds
V (0)

< + ∞, t0. (3.11)
(3.11) implies that
n∑
i=1
|(zi(s))ii − (z∗i (s))ii | ∈ L1[0,+∞). (3.12)
(3.2) shows that z∗i (t), i = 1, 2, . . . , n are uniformly bounded from below and above, and so ln z∗i (t) is
bounded. From (3.7), one has
| ln zi(t) − ln z∗i (t)|
1
i
V (t)
1
i
V (0),
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which is equivalent to
z∗i (t) exp
{−V (0)
i
}
zi(t)z∗i (t) exp
{
V (0)
i
}
. (3.13)
(3.13) and (3.2) show that zi(t), z∗i (t), i = 1, 2, . . . , n are uniformly bounded. This fact together with
(3.1) lead to z˙i (t), z˙∗i (t), i=1, 2, . . . , n are uniformly bounded on [0,+∞). Therefore
∑n
i=1|(zi(s))ii −
(z∗i (s))
ii | is uniformly continuous on [0,+∞). From (3.11) we know that∑ni=1|(zi(s))ii − (z∗i (s))ii |
is integrable on [0,+∞). By Barbalat’s Lemma (Lemma 1.2.2 and Lemma 1.2.3, [16]), we can conclude
that
lim
t→+∞ |(zi(t))
ii − (z∗i (t))ii | = 0.
Therefore,
lim
t→+∞ |zi(t) − z
∗
i (t)| = 0.
This ends the proof of Theorem 3.1. 
4. Application
In order to illustrate some feature of our main results, in this section, we will apply our main results to
some special systems.
First, let us consider system
x˙i(t) = xi(t)
[
ri(t) −
n∑
k=1
aik(t)xk(t) −
n∑
k=1
bik(t)xk(t − ik(t))
]
, i = 1, 2, . . . , m,
x˙i(t) = xi(t)
[
−ri(t) +
m∑
k=1
aik(t)xk(t) +
m∑
k=1
bik(t)xk(t − ik(t))
−
n∑
k=m+1
aik(t)xk(t) −
n∑
k=m+1
bik(t)xk(t − ik(t))
]
, i = m + 1, . . . , n. (4.1)
Let C = (cij )n×n and R be deﬁned by
cij =
⎧⎪⎨
⎪⎩
aij + bij , 1im, 1jn,
aij + bij , m + 1in, 1jm,
−(aij + bij ), m + 1in,m + 1jn,
(4.2)
and
R = (r1, r2, . . . , rm, rm+1, . . . , rn)T . (4.3)
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Theorem 4.1. Assume that (A1), (A2) hold, C is an invertible matrix and C−1R ∈ intRn+, In addition, if
(i) ri(t)>
n∑
k=1,k =i
aik(t)pk +
n∑
k=1
bik(t)pk, i = 1, 2, . . . , m;
(ii)
m∑
k=1
(aik(t) + bik(t))qk > ri(t) +
n∑
k=m+1,k =i
aik(t)pk +
n∑
k=m+1
bik(t)pk, i = m + 1, . . . , n,
where
pi
def=
(
ri
aii
)u
, i = 1, 2, . . . , m,
pi
def=
(−ri +∑mk=1(aik + bik)pk
aii
)u
, i = m + 1, . . . , n,
qi
def=
(
ri −∑nk=1,k =i aikpk −∑nk=1bikpk
aii
)l
, i = 1, 2, . . . , m.
Then system (4.1) with initial condition (1.8) has at least one T -periodic solution with strictly posi-
tive components, say x∗(t) = (x∗1 (t), . . . , x∗n(t))T and there exists positive constants 	i , i such that
	ix∗i (t)i .
Remark 1. Theorem 1 ofYang and Xu [26] is the special case of Theorem 4.1.
In the following, we will consider an example which shows the feasibility of Theorem 4.1.
Example 1.
x˙1(t) = x1(t)(3 + sin t − 4x1(t) − x2(t − 2) − x3(t − 4)),
x˙2(t) = x2(t)
(
−2 + sin t
200
+ x1(t − 2) − 2x2(t)
)
,
x˙3(t) = x3(t)
(
−2 + cos t
200
+ x1(t − 2) − 2x3(t)
)
. (4.4)
In this case, x1 is the density of the prey species and x2, x3 are the density of the predator species.
a11(t) = 4, a12(t) = 0, a13(t) = 0, b12(t) = 1, b13(t) = 1, b21(t) = 1, a21(t) = 0, a22(t) = 2, b22(t) =
0, a23(t) = b23(t) = 0, a31(t) = 0, b31(t) = 1, b32(t) = a32(t) = 0, a33(t) = 2, b33(t) = 0, r1(t) = 3 +
sin t, r2(t) = (2 + sin t)/200, r3(t) = (2 + cos t)/200. Thus, from (4.2) and (4.3), we have c11 = a11 +
b11 = 4, c12 = a12 + b12 = 1, c13 = a13 + b13 = 1, c21 = a21 + b21 = 1, c22 = −(a22 + b22)= −2, c23 =
−(a23 + b23) = 0, c31 = a31 + b31 = 1, c32 = −(a32 + b32) = 0, c33 = −(a33 + b33) = −2, similarly,
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we can deﬁne other cij , ﬁnally we obtain
C = (cij )3×3 =
⎛
⎜⎜⎝
4 1 1
1 −2 0
1 0 −2
⎞
⎟⎟⎠ ,
and
R =
(
3,
1
100
,
1
100
)T
.
By simple computation, we have
C−1 =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
5
1
10
1
10
1
10
− 9
20
1
20
1
10
1
20
− 9
20
⎞
⎟⎟⎟⎟⎟⎟⎠
.
And so C−1R = (301/500, 37/125, 37/125)T ∈ intR3+. Also, we can easily verify condition (i),(ii) of
Theorem 4.1 hold. Therefore, system (4.4) has at least one positive 2-periodic solution (x∗1 (t), x∗2 (t),
x∗3 (t)).
Next, let us consider n-species competition system
x˙i(t) = xi(t)
⎛
⎝ri(t) − n∑
j=1
aij (t)x
ij
j (t) −
n∑
j=1
bij (t)x
ij
j (t − ij (t))
⎞
⎠ , 1in, (4.5)
together with initial condition
xi(s) = i(s)0, s ∈ [−, 0], i(0)> 0, i = 1, 2, . . . , n, (4.6)
where  = max1 i,j n {maxt∈[0,T ]{ij (t)}}.As a direct corollary of Theorem 4.1, we have
Theorem 4.2. Assume that (A1), (A2) hold, the system of algebraic equations
g(u) = (gi(u))n×1 = 0, (4.7)
where
gi(u)
def= ri −
n∑
k=1
aiku
ik
k −
n∑
k=1
biku
ik
k , i = 1, 2, . . . , n
has ﬁnite solutions u∗ = (u∗1, . . . , u∗n)T ∈ Rn+ with u∗i > 0 and
∑
u∗sgnJg(u∗) = 0. In addition, if
ri(t)>
n∑
k=1,k =i
aik(t)P
ik/ii
k +
n∑
k=1
bik(t)P
ik/ii
k ,
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where Pi = (ri/aii)u, i = 1, 2, . . . , n. Then system (4.5) with initial condition (4.6) has at least one
T - periodic solution with strictly positive components, say x∗(t) = (x∗1 (t), . . . , x∗n(t))T and there exist
positive constants 	i , i such that 	ix∗i (t)i .
Now let us consider the special case of system (4.5), i.e, ij ≡ 1, ij ≡ 1 in system (4.5). In this case,
as a corollary of Theorem 4.2, we have
Corollory 4.1. Assume that
C−1R ∈ Rn+,
where C = (aij + bij )n×n, R = (r1, . . . , rn)T . Also, assume that
ri(t)>
n∑
k=1,k =i
aik(t)
(
rk
akk
)u
+
n∑
k=1
bik(t)
(
rk
akk
)u
.
Then the conclusion of Theorem 4.2 holds.
Remark 2. Obviously, Theorem 4.2 and Corollary 2 supplement the main results Theorem 2.1 of Fan
and Wang [12], where they obtained a set of conditions which are depend on the periodic of the system,
while our results are depend only on the coefﬁcients of the system.
Remark 3. As far as system (1.6) is concerned, Li and Lu only gave a set of conditions which depend
on the positive periodic solution of the nonlinear Logistic type equation, while our results depend on the
coefﬁcients of the system, the conditions are easily testiﬁed. In this sense, we can say that our results
improve the main results [20, Theorems 2.1 and 3.1].
Finally, we will give an example which shows the feasibility of the main results (Theorem 2.1 and
Theorem 3.1) of this paper.
Example 2.
x˙1(t) = x1(t)(80 + sin t − x21(t) − x2(t − 2) − x3(t − 2)),
x˙2(t) = x2(t)
(
−2 + sin t
200
+ 2x1(t − 2) − x22(t)
)
,
x˙3(t) = x3(t)
(
−2 + cos t
200
+ 2x1(t − 2) − x23(t)
)
. (4.8)
For system (4.8), corresponding to Theorem 2.1, one could easily verify
u21 + u2 + u3 = 80,
2u1 − u22 = 1/100,
2u1 − u23 = 1/100 (4.9)
has a unique positive solution u∗ = (u∗1, u∗2, u∗3) ≈ (8.471714721, 4.115024841, 4.115024841), and
sgn J (u∗)=−1 = 0.Also, it is easy to testify the conditions (i) and (ii) of Theorem 2.1, so, system (4.8)
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has at least one positive 2-periodic solution (x∗1 (t), x∗2 (t), x∗3 (t)). By using the method in the proof of
Theorem 2.1, we can obtain following estimate:
8x1(t)9,
√
15x2(t), x3(t)
√
18.
Now we take c = 3 and make the change of variable zi(t) = xi(t)/3. Then system (4.8) is equivalent to
the following system (4.10)
z˙1(t) = z1(t)(80 + sin t − 9z21(t) − 3z2(t − 2) − 3z3(t − 2)),
z˙2(t) = z2(t)
(
−2 + sin t
200
+ 6z1(t − 2) − 9z22(t)
)
,
z˙3(t) = z3(t)
(
−2 + cos t
200
+ 6z1(t − 2) − 9z23(t)
)
. (4.10)
Now taking 1 = 3, 2 = 3 = 1, one could easily verify that conditions of Theorem 3.1 hold, and so,
system (4.10) has a unique globally attractive positive 2-periodic solution, so is the system (4.8).
5. Conclusion
In this paper, we propose a nonlinear prey–competition model with delays, conditions which guarantee
the existence, uniqueness and stability of positive periodic solution of the system are obtained. Our results
generalize or improve the previous results, and have further application on population dynamics.
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