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Este documento estudia las propiedades de estimadores de Variables Instrumentales, 
para los casos en que los errores son heterocedásticos y se utilizan muchos 
instrumentos. En particular, se compara el desempeño del estimador propuesto por 
Hausman, Newey, Woutersen, Chao, y Swanson (2007) con la versión robusta de JIVE, 
propuesto por Angrist, Imbens y Krueger (1999). Se presentan resultados teóricos para 
el test t que considera heterocedasticidad, encontrándose que el mayor efecto está 








This paper studies inference performance of Instrumental Variables Estimators in 
situations where error terms are heteroskedastic and there are many instruments. In 
particular, performance of a estimator proposed by Hausman, Newey, Woutersen, Chao, 
and Swanson (2007) with the robust version of JIVE -proposed by Angrist, Imbens and 
Krueger (1999)- is analyzed. Theoretical results are presented for the robust t-statistics, 
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 1 Introduction
In this paper, I discuss feasible inference methods using Instrumental Variables estimators
in the presence of heteroskedastic error terms and many instruments. The discussion is
based on various instrumental variables (IV) estimators and inference is performed using
robust standard errors.
The Two Stage Least Squares (2SLS) estimator has a ¯nite-sample bias that grows
with the number of instruments. Under homoskedastic errors, unbiased estimators, such as
the Limited Information Maximum Likelihood (LIML), the Bias Corrected 2SLS (B2SLS)
and the Fuller (1977) adjusted LIML (LIMLF) are available. However, these estimators
are no longer asymptotically unbiased in the presence of heteroskedastic errors and many
instruments. Hausman, Newey, Woutersen, Chao, and Swanson (2007) propose a robust
version of LIML (RLML) that is asymptotically unbiased under heteroskedasticity and
many instruments. This estimator follows the same principle as the Jackknife Instrumental
Variable Estimator (JIVE) proposed by Phillips and Hale (1977), and Angrist, Imbens and
Krueger (1999).
The inference properties of these estimators have not been studied yet. Hence, I derive
an Edgeworth expansion of the robust t-statistic computed with robust standard errors
based on White's (1980) approach.
The rest of the paper is organized as follows. Section 2 de¯nes the model and estimators
along with their asymptotic properties. Section 3 introduces the asymptotic expansion for
the estimator of the standard errors and the t-statistics. Section 4 presents Monte Carlo
simulations to check how the asymptotic results of previous sections work in ¯nite samples.
Section 5 concludes.
12 Model and Estimators
I consider a linear model with one endogenous explanatory variable (x)
yi = ¯xi + ei = z0
iµ + ui; (1)
xi = z0
i¼ + vi;
where ¯ is the parameter of interest, and µ and ¼ are the parameters of the reduced form
model. Errors terms are correlated (E(uivi) 6= 0), and there is a K £ 1 set of valid in-






Depending on the choice of S, this estimator corresponds to Two Stage Least Squares
(2SLS), Donald and Newey (2001) bias-corrected 2SLS (B2SLS), Limited Information Maxi-
mum Likelihood (LIML), Fuller (1977) correction for LIML (LIMLF), robust LIML (RLML)
proposed by Hausman, Newey, Woutersen, Chao, and Swanson (2007), robust LIMLF
(RFLL), or JIVE2 (hereafter JIVE) proposed by Angrist, Imbens and Krueger (1999).
Table 1 shows the choices of S for these estimators, where W = [y;x].
Table 1: Generalized Estimator
2SLS LIML LIMLF B2SLS RLML RFLL JIVE
S P P ¡ lI P ¡
(n+1)l¡1
(n¡1)+l I P ¡
(K¡2)
n I R ¡ rI R ¡
(n+1)r¡1
(n¡1)+l I R
Note P = Z(Z0Z)¡1Z0, R = P ¡ diag(P), and l and r are the minimum eigenvalues
of (W0W)¡1W0PW and (W0W)¡1W0RW, respectively.















When the error terms (e) are known, the estimator is called the infeasible GMM. In the
case of unknown residuals, these can be computed together with ¯, then M = M(¯) and
the estimator does not have a closed form solution. This estimator is called Continuous
Updating Estimator (CUE) (see Hansen, Heaton and Yaron (1996)). Alternatively, residuals
can be estimated using an initial estimator. In that case, the estimator is termed two-
step GMM (GMM2) and cannot be represented by ^ ¯GE. Under the traditional ¯rst-order
asymptotics, GMM2 is robust to heteroskedastic errors, if the initial estimator is consistent.
To approximate the behavior of the estimators in large samples, I consider an Edgeworth
expansion of the generalized estimator. Conditions on the distribution of errors and the set
of instruments are presented next.















j = A + o(1);
where ¢ and A are nonsingular ¯nite positive de¯nite matrices, and Sij denotes the (i;j)
element of the matrix S.
This condition follows Newey (2004) and it is used as a normalization. It is possible to
3extend the analysis to stochastic instruments, but that requires additional assumptions on
the joint distribution of the instruments and the error terms of the reduced form model. It











































¡ ! ¢¢¡1¢ = ¢:
This result is important for the asymptotic analysis presented below. Also, for the case of







































































































¢¤ will be used in the asymptotic analysis of the jackknife estimators (JIVE, RLML, and
RFLL).
Condition 2.2. The error terms ui and vi are jointly distributed, with zero mean, possible
heteroskedasticity and ¯nite fourth moments. Also, the bivariate distribution is symmetric
(E(u2
ivi) = E(uiv2
i ) = 0).
This condition guarantees the existence of the ¯rst two moments for GE and is based on
Newey (2004). With these conditions, we will be able to develop inference methods valid
4for large samples. 1
Condition 2.3. The number of instruments (K) increases along with the sample size (n),
but K=n converges to a ¯xed number 0 · ® < 1. These alternative asymptotic sequences
are proposed by Bekker (1994).
This condition also includes the standard ¯rst-order asymptotics (¯xed number of instru-
ments) by setting ® = 0. I will use ! to denote double asymptotics in K and n.
2.1 Asymptotic Bias of GE
To analyze the asymptotic properties of the inference procedures, it is useful to derive an
approximation of the bias of GE. This bias is obtained using the alternative asymptotic
sequences (many instrument asymptotics) described in Condition 2.3.
Theorem 2.1. Under Conditions 2.2 and 2.3, the asymptotic bias for ^ ¯GE is










Proof. See Appendix A.4.
Theorem 2.1 summarizes several results available in the literature of IV estimators. The
following examples compute explicitly the bias for the estimators considered in Table 1.
Example: 2SLS estimator
Under homoskedastic errors and S = P, we have that A = ¢; then, the asymptotic bias
for 2SLS will be similar to the expression derived in Nagar (1959) or Hahn and Hausman
(2002).













1It is possible to generalize Condition 2.2 allowing for non-zero third moment. This does not change the
main conclusions presented in this chapter, but complicates the notation.
5Example: B2SLS, LIML and LIMLF estimators
De¯ne qB2SLS ´ (K ¡ 2)=n, qLIML ´ l and qLIMLF ´ [(n + 1)l ¡ 1]=[(n ¡ 1) + l]. Nagar
(1959), Rothenberg (1984), and Donald and Newey (2001) show that for all these estimators
q = K=n + o(1) as n ! 1. Under Condition 2.3 we have q ! ®.




































¡ ! (1 ¡ ®)¢ ´ A:
Using this expression, the asymptotic biases for B2SLS, LIML and LIMLF can be computed
as follows:
















The last result is obtained using the fact that K =
Pn
i=1 Pii. When errors are not ho-
moskedastic, the asymptotic bias for B2SLS is not zero.















Bekker and van der Ploeg (2005) report that B2SLS is asymptotically unbiased in the case
that instruments are group dummies of equal size. In that case, zki = 1 if individual i
belongs to group k and zero otherwise. Then Pk
ii = zki(Z0
kZk)¡1zki = 1=nk, where nk is
the number of individuals in group k. Moreover, if the groups have the same size, then
nk = n=K, which implies that Pk
ii = K=n.






































i=1 ¸i = 1 (see Lemma A.1 in Appendix A.1). Then, the asymptotic bias for LIML
is
















Similarly to B2SLS, LIML is asymptotically unbiased when instruments are group dummies
of equal size. But, LIML is also asymptotically unbiased under another condition reported





i). Then, LIML is asymptotically unbiased when °i is constant
across units. Now, consider °i = ° then E(eivi) = °E(e2
i), and the asymptotic bias for
LIML is




















































Example: JIVE, RLML and RFLL estimators
Using Lemma A.1 (Appendix A.1), it is easy to show that the minimum eigenvalue for





















Using this result and Theorem 2.1, the asymptotic biases for jackknife estimators (JIVE,
7RLML, and RFLL) are the same (r
p











The expression equals zero because Rii = 0, then these estimators are asymptotically unbi-
ased regardless of whether the error terms are homoskedastic or heteroskedastic.
2.2 Asymptotic Variance of GE
In order to compute the asymptotic variance of GE, I follow the Laplace approach which is
commonly used to approximate the moments of a estimator de¯ned as the ratio of quadratic
forms (see Ullah (2004) for details). In particular, we have








Using this result we can get the asymptotic variance of
p
n(^ ¯GE ¡ ¯) as follows




































It should be noted that the second argument converges to zero under a ¯xed number of
instruments (standard asymptotics). Also under standard asymptotics, S is replaced by
P in the cases of B2SLS, LIML and LIMLF estimators and by R for JIVE, RLML and
RFLL estimators. For example, for 2SLS, B2SLS, LIML and LIMLF estimators, the robust
asymptotic variance under standard asymptotics (¯xed number of instruments) is

















In the following examples, the asymptotic variance is computed for the estimators under
analysis. An alternative approach is presented in the Appendix A.2.
Example: B2SLS, LIML, and LIMLF estimator
For the case of these estimators under homoskedastic errors the denominator ¼0A¼ converges










































































To simplify the notation, consider qij = q £ 1ij, where 1ij is the indicator function that is













































Pii + q2 ! ®(1 ¡ ®):
9For B2SLS, q is not stochastic, then E[S2
ij(v2
i e2
j + vieivjej)] = (Pij ¡ qij)2[E(v2
i )E(e2
j) +
E(viei)E(vjej)] = (Pij ¡ qij)2(¾2
v¾2
e + ¾2































ev)](1 ¡ ®) ´ B:
















This expression is also obtained by Hahn and Hausman (2002).




using conditional expectations (see Appendix A.2). In particular, it is convenient to use




E(wiei) = E[(vi¡°ei)ei] = ¾ev¡°¾2
e = ¾ev¡(¾ev=¾2
e)¾2
e = 0, then the asymptotic variance
















Note that VLIML · VB2SLS.
Example: JIVE, RLML and RFLL estimators
Now we consider the cases of jackknife estimators under heteroskedastic errors. Theorem




















De¯ning the ¯rst and second terms in parentheses as V0 and V1, respectively, the asymptotic
10variance of JIVE becomes




For the case of RLML and RFLL, we can apply Lemma A.5 in Appendix A.3 to show that
VRLML = lim
K;n!1













Now, we consider the asymptotic variance of these estimators under homoskedastic

























































































With these, the asymptotic variances for JIVE and RLML under homoscedastic errors are












































When instruments are group dummies and the groups have equal size, we showed that
Pii = K=n. Using this and Condition 2.3 (K=n ! ®), we have ¢¤ = (1 ¡ ®)¢, V0 !
(1 ¡ ®)2¾2
e¼0¢¼, V1 ! ®(1 ¡ ®)(¾2
v¾2
e + ¾2
ev), and V 0




VJIV E = VB2SLS and VRLML = VLIML.
113 Robust Inference
In the previous section, I discussed the asymptotic biases and variances for IV estimators
under many instruments (Condition 2.3). Most of them are asymptotically unbiased under
homoskedastic errors, but only jackknife estimators (JIVE, RLML, and RFLL) remain
unbiased in the presence of heteroskedasticity in the error terms. Also, estimates of the
asymptotic variance are available for these estimators.
In practice, however, empirical researchers usually rely on standard ¯xed number of
instruments asymptotics to compute standard errors. This approach may be problematic
when the number of instruments is large. For example, consider the 2SLS estimator with
homoskedastic errors. Under many instruments, the estimator is asymptotically biased.
Moreover, using the standard asymptotic variance, only the ¯rst argument of the asymptotic
robust variance will be computed using a biased estimator. In particular, if ¾ev > 0 then
the estimator of the parameter will be upward biased, while the estimated robust variance
will be downward biased, leading to upward biased t-statistics. In other words, the null will
be rejected more frequently than the nominal level for any critical value.
In this section, I compute the probability limit of the t-statistics for GE with White-
type robust standard errors based on a ¯xed number of instruments asymptotic variances.
Clearly, this t-test can be improved by considering unbiased estimators and using many-
instruments robust variance. The formulae can be used for cases where inference matters
more than the actual point estimate and unbiased estimators are not available, or for cases
where the bias is expected to be small (for example with few, but strong instruments) and
a further correction on inference is required.
3.1 Expansion for Robust Estimator of the Asymptotic Variance
Consider a expansion of the center of the sandwich of the asymptotic variance (or ^ M). In
particular, since ^ e2
i = e2
i ¡ 2eixi(^ ¯ ¡ ¯) + x2















































The last term is small relative to the ¯rst two, even in the case where ^ ¯ is asymptotically
biased. For the argument (^ ¯ ¡ ¯), the standard asymptotics can be used. The following
theorem gives an approximation for the robust asymptotic variance.
Theorem 3.1. Based on Conditions 2.1 and 2.2 and ¯xed number of instruments, the
robust asymptotic variance can be approximated by






















Proof. See Appendix A.4.
However, if a jackknife estimator is used (JIVE, RLML or RFLL), the second argument
includes the factor Rii, which is zero by de¯nition. This increases the asymptotic variance.
3.2 Expansion of t-statistics
The setup follows Ullah (2004) for the case of the GLS estimator. I consider the null
hypothesis as H0 : ¯ = b, and the alternative as H1 : ¯ 6= b. Also, let ¯ be a consistent and
asymptotically unbiased estimator, and ¾2
¯ its asymptotic variance evaluated at the true
error terms, then the robust Tn-statistic is
Tn =
Ã




where ^ ¯ is the estimator of interest and ^ ¾2
^ ¯ is an estimator of the robust variance under
standard asymptotics.
13It should be noted that ¯ can be JIVE, RLML or RLLF. As we showed in the previous
section, these jackknife estimators are asymptotically unbiased under heteroskedasticity and
many instruments.
Theorem 3.2. The Tn-statistic can be approximated as follows












where Zn ´ (¯ ¡ b)=¾¯ » N(¸;1) with ¸ ´ (¯ ¡ b)=¾¯, and expressions An and Bn are












































Proof. See Appendix A.4.
In practice, (^ ¯ ¡ ¯)=¾¯ is a measure of asymptotic bias of ^ ¯, which is approximated by
Theorem 2.1. Also, (^ ¾2
^ ¯ ¡ ¾2
¯)=¾2
¯ is approximated using the expansion proposed in section
3.1. Theorem 3.2 can be used to construct an approximation of the ¯nite-sample probability
distribution of Tn. In particular, under the null ¸ = 0, the asymptotic distribution of Tn
is standard normal. The expansion decomposes the distribution of Tn into the ¯rst order
asymptotic distribution (Zn) -which is normal- and additional terms of higher order. For
that reason, the proposed expansion is expected to be closer to the ¯nite-sample distribu-
tion. One possible application of this is the following Edgeworth approximation for the
distribution function of Tn
P(Tn · t) ¼ P
µ
























where ©(x) is the normal probability function. The expectation can be approximated by
14Taylor series around t using the Hermite polynomials (see, e.g., Ullah (2004)). For order































where Á(t) is the normal density function.
On alternative application for the expansion is to normalize Tn using the asymptotic


























We will use this formula to identify the size distortion of the inference based on a robust
t-statistics. The following Lemma summarizes the main results.















































e¼0¢¼), and · is the excess
kurtosis of the error term e.
Proof. See Appendix A.4.
Note that & > 0, then many instruments (® > 0) increases the distortion of the t-statistic
in the same direction as the asymptotic bias of the estimator. For that reason a biased
estimator should not be used for inference.
154 Monte Carlo Experiment
In order to analyze the properties of the estimators presented in the previous section, I
consider 4 designs for the scalar model.2
The general setting follows Newey and Windmeijer (2005) and Hahn, Newey, Woutersen,
Chao, and Swanson (2007). The key parameters are (1) the correlation between the error
terms of the reduced form (½) as a measure of endogeneity, (2) the concentration parameter
(±2) measuring the quality of the instruments, and (3) the number of instruments (K).
Moreover, zi » N(0;IK), where 1K is a K vector of ones, ui » N(0;1), vi » N(0;1),
and wi » N(0;z2
1i). The data generating process is yi = xi¯ + ei, xi = z0
i¼ + vi, with
ei = ½vi +
p
1 ¡ ½2(Áwi + µui)=(Á2 + µ2) and ¼ = 1K±2=(Kn). Finally, I will focus on
±2 = 35 and n = 200, and I set ¯ = 1 and µ = 0:74. This implies a theoretical R2 of the
¯rst stage regression of 15%.
Design I is homoskedastic (Á = 0) and follows Newey and Windmeijer (2005). Under
this setting we note that E(eivi) = ½ and E(e2
i) = ½2V ar(vi) + (1 ¡ ½2)V ar(ui) = 1, then
°i = ½, which is constant across units. Design II follows the heteroskedastic design of
Hahn, Hausman, and Kuersteiner (2004), where E(e2
ijzi) = z0




izi, then LIML is biased.
In previous designs the reduced-form is correctly speci¯ed. Following Hausman, Newey,
Woutersen, Chao, and Swanson (2007), I set ¼1 =
p
35=200 and ¼k = 0 for k = 2;:::;K.
However, the model is estimated with a set of redundant instruments, de¯ned as z2i =
z2
1i, z3i = z3
1i, z4i = z4
1i, and zqi = z1iDqi, where Dqi 2 f0;1g, Pr(Dqi = 0) = 0:5,
and q = 5;:::;K. 3 With these speci¯cations two designs are generated: Design III is
homoskedastic (Á = 0), and Design IV is heteroskedastic (Á = 1). Note that E(e2
ijzi) =
½2 + (1 ¡ ½2)(0:646z2
1i + 0:478), and E(eivi) = ½, then °i depends on z1i for which LIML is
no longer asymptotically unbiased.4
2All the estimators were computed along with the constant, although I set its true value at zero.
3The authors note that this design follows the asymptotics presented in Donald and Newey (2001), where
the set of instruments includes approximating functions for the optimal set of instruments.
4For all these four designs, the parameter sequences are K = f5;10;15g, and ½ = f0:3;0:5;0:7g, with
164.1 Distribution of Estimators
Table 2 shows descriptive statistics of the bias of ¯ under Design I (homoskedastic errors).
As expected, the 2SLS estimator is biased, and GMM2 based on initial 2SLS is also biased.
The bias increases with the number of instruments and also with the degree of endogeneity
of the model (½). All other estimators are median unbiased with no particular e®ect of the
number of instruments and ½. Also, the Interquartile Range (IQR) is higher for B2SLS and
JIVE relative to LIML and RLML, respectively. It should be noted that the dispersion in
terms of the di®erence between 90th and 10th percentiles (P90¡P10) is considerably higher
in the cases of B2SLS and JIVE. Finally, RLML behaves similarly to LIML with slightly
more dispersion in the tails. Table 3 shows the distribution of the bias of ¯ under Design
II (heteroskedastic errors). Only the second moment of ei is di®erent under this design;
therefore, it is expected that B2SLS remains unbiased (note that E(eivi) = ½). For the case
of LIML, the bias originates in the fact that the minimum eigenvalue does not converge
at the usual rate (K=n). As was expected by the theory, RLML is unbiased. In terms of
dispersion, the conclusion is similar to the homoskedastic case.
In Table 5, the results for Design III (homoskedastic errors) is presented. Relative to
Design I, the following conclusions remain valid: (1) 2SLS and GMM are biased, and (2)
LIML and RLML are unbiased. However, a big di®erence arises in terms of the bias of
B2SLS, which is increasing in the number of redundant instruments. Finally, Table 4 shows
the results for Design IV (heteroskedastic errors). Relative to Design II, the conclusions
remain for almost all estimators. RLML remains unbiased with the smallest dispersion
among unbiased estimators.
In conclusion, RLML seems to be unbiased regardless of the structure of error terms,
the number of instruments, the degree of endogeneity of the model, and the speci¯cation of
the reduced form. Its dispersion is not bigger than LIML, which implies that RLML is a
good alternative to LIML. These conclusions agree with the ¯ndings reported by Hausman,
Newey, Woutersen, Chao, and Swanson (2007).
10000 replications.
17Table 2: Distribution of the Bias(^ ¯): Design I
K 2SLS GMM LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.032 0.032 0.001 0.010 0.001 0.001 0.011 -0.018
(0.209) (0.214) (0.241) (0.232) (0.242) (0.241) (0.232) (0.261)
[0.406] [0.413] [0.467] [0.448] [0.472] [0.466] [0.446] [0.516]
10 0.064 0.066 0.003 0.011 0.002 0.003 0.012 -0.016
(0.195) (0.203) (0.253) (0.243) (0.254) (0.254) (0.244) (0.276)
[0.377] [0.396] [0.508] [0.486] [0.515] [0.509] [0.482] [0.573]
15 0.088 0.090 0.000 0.008 0.002 0.000 0.010 -0.020
(0.180) (0.197) (0.273) (0.264) (0.272) (0.273) (0.262) (0.298)
[0.359] [0.380] [0.543] [0.522] [0.548] [0.552] [0.523] [0.610]
½ = 0:5
5 0.051 0.051 -0.003 0.012 -0.002 -0.002 0.013 -0.033
(0.210) (0.213) (0.247) (0.235) (0.246) (0.247) (0.233) (0.275)
[0.406] [0.409] [0.475] [0.449] [0.489] [0.474] [0.449] [0.550]
10 0.103 0.104 -0.004 0.011 -0.003 -0.003 0.014 -0.034
(0.195) (0.202) (0.263) (0.251) (0.269) (0.263) (0.250) (0.301)
[0.378] [0.388] [0.512] [0.487] [0.549] [0.511] [0.482] [0.617]
15 0.144 0.145 -0.005 0.010 0.000 -0.005 0.011 -0.036
(0.183) (0.191) (0.278) (0.263) (0.293) (0.278) (0.262) (0.328)
[0.344] [0.369] [0.540] [0.510] [0.578] [0.542] [0.504] [0.660]
½ = 0:7
5 0.072 0.071 -0.002 0.018 -0.002 -0.001 0.020 -0.045
(0.200) (0.203) (0.237) (0.223) (0.247) (0.237) (0.222) (0.278)
[0.392] [0.401] [0.465] [0.436] [0.500] [0.467] [0.435] [0.576]
10 0.148 0.149 0.001 0.021 0.006 0.002 0.025 -0.040
(0.176) (0.185) (0.248) (0.234) (0.263) (0.248) (0.232) (0.302)
[0.341] [0.354] [0.482] [0.451] [0.533] [0.485] [0.448] [0.621]
15 0.206 0.203 0.003 0.023 0.009 0.002 0.025 -0.038
(0.162) (0.168) (0.255) (0.241) (0.291) (0.259) (0.238) (0.328)
[0.311] [0.330] [0.513] [0.478] [0.603] [0.517] [0.474] [0.697]
Median, IQR (in parentheses) and P90 ¡ P10 (in brackets).
18Table 3: Distribution of the Bias(^ ¯): Design II
K 2SLS GMM LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.036 0.037 -0.006 0.003 0.008 0.002 0.010 -0.019
(0.252) (0.256) (0.301) (0.290) (0.287) (0.282) (0.272) (0.308)
[0.480] [0.486] [0.586] [0.563] [0.555] [0.548] [0.525] [0.607]
10 0.069 0.069 -0.003 0.005 0.010 0.003 0.012 -0.018
(0.210) (0.218) (0.289) (0.278) (0.278) (0.271) (0.261) (0.301)
[0.416] [0.427] [0.587] [0.562] [0.559] [0.550] [0.526] [0.614]
15 0.094 0.094 -0.003 0.005 0.011 0.004 0.013 -0.017
(0.195) (0.206) (0.308) (0.296) (0.287) (0.286) (0.274) (0.314)
[0.382] [0.399] [0.622] [0.590] [0.574] [0.577] [0.546] [0.638]
½ = 0:5
5 0.057 0.056 -0.015 0.000 0.009 -0.002 0.012 -0.034
(0.250) (0.247) (0.308) (0.294) (0.287) (0.284) (0.272) (0.319)
[0.484] [0.482] [0.589] [0.559] [0.573] [0.550] [0.523] [0.641]
10 0.110 0.106 -0.016 0.000 0.011 -0.003 0.014 -0.035
(0.213) (0.217) (0.304) (0.289) (0.293) (0.282) (0.268) (0.328)
[0.418] [0.423] [0.595] [0.565] [0.592] [0.557] [0.527] [0.670]
15 0.151 0.149 -0.020 -0.005 0.012 -0.006 0.012 -0.038
(0.194) (0.200) (0.315) (0.296) (0.307) (0.292) (0.275) (0.342)
[0.368] [0.389] [0.626] [0.585] [0.603] [0.573] [0.538] [0.689]
½ = 0:7
5 0.083 0.083 -0.019 0.001 0.015 0.000 0.020 -0.046
(0.235) (0.238) (0.300) (0.283) (0.283) (0.283) (0.265) (0.324)
[0.470] [0.470] [0.584] [0.550] [0.575] [0.549] [0.513] [0.664]
10 0.158 0.155 -0.017 0.004 0.025 0.003 0.025 -0.040
(0.198) (0.203) (0.288) (0.272) (0.289) (0.270) (0.253) (0.332)
[0.380] [0.384] [0.572] [0.528] [0.578] [0.530] [0.492] [0.673]
15 0.214 0.209 -0.017 0.005 0.027 0.004 0.026 -0.037
(0.174) (0.178) (0.291) (0.272) (0.301) (0.271) (0.252) (0.348)
[0.334] [0.341] [0.579] [0.537] [0.621] [0.543] [0.499] [0.733]
Median, IQR (in parentheses) and P90 ¡ P10 (in brackets).
19Table 4: Distribution of the Bias(^ ¯): Design III
K 2SLS GMM LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.048 0.040 0.013 0.022 0.016 0.013 0.025 -0.011
(0.276) (0.292) (0.315) (0.301) (0.312) (0.317) (0.302) (0.351)
[0.504] [0.580] [0.580] [0.556] [0.574] [0.594] [0.562] [0.656]
10 0.081 0.069 0.016 0.022 0.018 0.012 0.023 -0.005
(0.272) (0.285) (0.350) (0.335) (0.349) (0.351) (0.333) (0.389)
[0.487] [0.550] [0.644] [0.623] [0.650] [0.659] [0.634] [0.744]
15 0.104 0.099 0.024 0.032 0.031 0.026 0.042 0.005
(0.264) (0.278) (0.360) (0.346) (0.375) (0.369) (0.354) (0.430)
[0.470] [0.505] [0.686] [0.662] [0.718] [0.734] [0.696] [0.832]
½ = 0:5
5 0.064 0.062 0.012 0.027 0.015 0.008 0.024 -0.022
(0.247) (0.258) (0.280) (0.272) (0.285) (0.283) (0.268) (0.316)
[0.455] [0.478] [0.531] [0.506] [0.522] [0.539] [0.515] [0.635]
10 0.118 0.114 0.008 0.024 0.018 0.008 0.025 -0.016
(0.230) (0.245) (0.309) (0.297) (0.316) (0.309) (0.290) (0.358)
[0.420] [0.463] [0.549] [0.530] [0.594] [0.564] [0.532] [0.694]
15 0.159 0.160 0.009 0.022 0.024 0.017 0.033 -0.003
(0.216) (0.240) (0.312) (0.303) (0.335) (0.307) (0.287) (0.405)
[0.420] [0.424] [0.602] [0.564] [0.640] [0.643] [0.602] [0.787]
½ = 0:7
5 0.081 0.081 0.003 0.023 0.009 -0.002 0.021 -0.039
(0.202) (0.216) (0.236) (0.227) (0.259) (0.236) (0.222) (0.291)
[0.380] [0.391] [0.442] [0.415] [0.472] [0.458] [0.430] [0.594]
10 0.156 0.148 0.003 0.022 0.016 0.003 0.028 -0.033
(0.180) (0.192) (0.245) (0.230) (0.269) (0.249) (0.239) (0.318)
[0.343] [0.365] [0.473] [0.446] [0.534] [0.489] [0.450] [0.683]
15 0.214 0.210 0.007 0.026 0.023 -0.001 0.025 -0.025
(0.163) (0.186) (0.245) (0.231) (0.305) (0.259) (0.235) (0.360)
[0.310] [0.342] [0.484] [0.458] [0.572] [0.498] [0.456] [0.758]
Median, IQR (in parentheses) and P90 ¡ P10 (in brackets).
20Table 5: Distribution of the Bias(^ ¯): Design IV
K 2SLS GMM LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.044 0.028 -0.052 -0.040 0.015 0.016 0.025 0.001
(0.244) (0.222) (0.366) (0.348) (0.286) (0.258) (0.246) (0.281)
[0.464] [0.421] [0.768] [0.696] [0.536] [0.508] [0.490] [0.552]
10 0.083 0.073 -0.127 -0.104 0.028 0.022 0.033 0.000
(0.232) (0.205) (0.442) (0.424) (0.313) (0.282) (0.267) (0.309)
[0.431] [0.395] [0.973] [0.863] [0.578] [0.555] [0.526] [0.602]
15 0.109 0.101 -0.206 -0.180 0.029 0.024 0.036 0.007
(0.216) (0.194) (0.597) (0.553) (0.304) (0.315) (0.292) (0.313)
[0.418] [0.390] [1.285] [1.100] [0.615] [0.599] [0.564] [0.660]
½ = 0:5
5 0.068 0.051 -0.074 -0.052 0.021 0.012 0.027 -0.020
(0.229) (0.202) (0.313) (0.294) (0.266) (0.237) (0.221) (0.271)
[0.413] [0.387] [0.579] [0.536] [0.487] [0.460] [0.430] [0.532]
10 0.122 0.110 -0.138 -0.114 0.021 0.007 0.024 -0.014
(0.209) (0.183) (0.365) (0.341) (0.290) (0.265) (0.242) (0.308)
[0.372] [0.345] [0.708] [0.645] [0.528] [0.490] [0.463] [0.575]
15 0.160 0.159 -0.212 -0.187 0.021 0.003 0.022 -0.011
(0.185) (0.172) (0.425) (0.384) (0.286) (0.285) (0.269) (0.306)
[0.350] [0.339] [0.816] [0.744] [0.566] [0.560] [0.505] [0.634]
½ = 0:7
5 0.085 0.077 -0.042 -0.019 0.014 0.006 0.027 -0.038
(0.196) (0.188) (0.237) (0.217) (0.240) (0.209) (0.197) (0.267)
[0.362] [0.347] [0.484] [0.444] [0.467] [0.437] [0.395] [0.526]
10 0.158 0.156 -0.079 -0.054 0.022 0.001 0.027 -0.033
(0.180) (0.176) (0.258) (0.238) (0.266) (0.230) (0.210) (0.302)
[0.309] [0.314] [0.513] [0.470] [0.497] [0.445] [0.409] [0.588]
15 0.212 0.212 -0.115 -0.090 0.017 -0.008 0.020 -0.029
(0.151) (0.154) (0.282) (0.258) (0.256) (0.235) (0.209) (0.304)
[0.271] [0.287] [0.565] [0.506] [0.544] [0.483] [0.433] [0.639]
Median, IQR (in parentheses) and P90 ¡ P10 (in brackets).
214.2 Robust Inference
In the previous discussion, I checked that 2SLS and GMM (based on 2SLS) are biased, re-
gardless of the structure of the error terms. For the case of homoskedastic errors, alternative
estimators such as LIML, LIMLF, B2SLS, RLML, RFLL and JIVE are unbiased but more
disperse. Under heteroskedastic errors, only RLML and RFLL remain unbiased. Here, I
analyze inference procecures based on two-sided t-test, using these estimators.
Table 6 presents the results for homoskedastic errors and known reduced form (Design
I). The ¯rst three columns show the rejection frequencies for 2SLS, GMM (based on 2SLS)
and GMM3 (GMM2 but using Windmeijer's (2005) corrected standard errors). It should
be noted that the rejection frequencies are close to the nominal size only when both the
degree of endogeneity (½ = 0:3) and the number of instruments (K = 5) are small. Other
combinations lead to over-rejection of the null. The result was expected because the bias
of 2SLS (same for GMM2 and GMM3) should be positive (¾ev = ½ > 0); then Tn will
be upward biased. For example, under ½ = 0:7 with 10 instruments, the null would be
rejected 20 times out of 100 in cases where it should be only rejected only 5 times out
of 100. Unbiased estimators have rejection frequencies closer to the nominal size, as was
expected. It is interesting to note that Fuller's corrections to LIML (LIMLF), and RLML
(RFLL) estimators improve the inference under high degree of endogeneity.
Table 7 shows the results for heteroskedastic errors and known reduced form (Design II).
Here the conclusions are similar to Design I. It seems that the main source of size distortion
is due to the bias of the estimator. In other words, the biases for LIML, LIMLF and B2SLS
are small in this design then the size distortion is also small if the reduced-form is known.
In Table 8 the rejection frequencies for homoskedastic and unknown reduced-form are
presented. The conclusions are similar to Design I, but with higher rejection frequencies for
all the estimators. Finally, in Table 9 rejection frequencies are presented for heteroskedastic
errors and unknown reduced form. Thus, LIML and LIMLF have size distortion; whereas,
B2SLS, RLML and RFLL have rejection frequencies closer to the nominal sizes.5
5It is important to remark that the t-statistics are computed using the standard asymptotics (¯xed-
22Table 6: Rejection Frequencies: Design I
K 2SLS GMM GMM3 LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.009 0.011 0.007 0.005 0.005 0.005 0.005 0.005 0.003
0.051 0.062 0.055 0.044 0.043 0.043 0.042 0.045 0.034
0.111 0.127 0.108 0.089 0.092 0.088 0.086 0.088 0.083
10 0.027 0.036 0.029 0.014 0.016 0.013 0.014 0.018 0.011
0.074 0.090 0.078 0.046 0.049 0.042 0.044 0.048 0.038
0.121 0.154 0.126 0.080 0.080 0.084 0.078 0.084 0.078
15 0.040 0.057 0.039 0.015 0.015 0.011 0.014 0.015 0.008
0.099 0.147 0.103 0.051 0.054 0.054 0.050 0.057 0.042
0.182 0.223 0.168 0.086 0.089 0.085 0.083 0.087 0.082
½ = 0:5
5 0.026 0.032 0.025 0.014 0.018 0.014 0.012 0.017 0.009
0.080 0.086 0.076 0.041 0.044 0.044 0.042 0.047 0.038
0.139 0.150 0.137 0.083 0.088 0.091 0.075 0.092 0.077
10 0.065 0.084 0.064 0.015 0.019 0.018 0.014 0.018 0.011
0.144 0.168 0.140 0.055 0.060 0.057 0.054 0.058 0.043
0.213 0.238 0.195 0.094 0.098 0.093 0.093 0.096 0.077
15 0.097 0.136 0.099 0.019 0.019 0.023 0.016 0.022 0.016
0.217 0.260 0.190 0.049 0.051 0.049 0.047 0.050 0.034
0.291 0.341 0.295 0.072 0.083 0.091 0.070 0.080 0.081
½ = 0:7
5 0.038 0.047 0.042 0.016 0.019 0.018 0.017 0.020 0.012
0.088 0.099 0.085 0.037 0.047 0.039 0.037 0.047 0.030
0.140 0.158 0.142 0.065 0.087 0.078 0.065 0.086 0.054
10 0.105 0.138 0.098 0.016 0.019 0.018 0.018 0.022 0.012
0.227 0.250 0.204 0.043 0.054 0.054 0.044 0.052 0.030
0.313 0.334 0.296 0.075 0.089 0.084 0.075 0.088 0.063
15 0.218 0.281 0.199 0.016 0.020 0.019 0.014 0.019 0.010
0.388 0.422 0.347 0.053 0.060 0.064 0.054 0.062 0.039
0.505 0.522 0.445 0.078 0.093 0.099 0.076 0.095 0.075
Rejection Frequencies associated to nominal sizes of 1%, 5%, and 10%.
23Table 7: Rejection Frequencies: Design II
K 2SLS GMM GMM3 LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.015 0.015 0.013 0.008 0.009 0.009 0.008 0.008 0.006
0.051 0.061 0.054 0.039 0.042 0.038 0.041 0.044 0.036
0.113 0.126 0.105 0.088 0.087 0.094 0.091 0.092 0.086
10 0.025 0.034 0.027 0.010 0.012 0.013 0.012 0.013 0.009
0.080 0.095 0.079 0.044 0.047 0.044 0.046 0.050 0.039
0.121 0.154 0.130 0.075 0.080 0.087 0.078 0.083 0.077
15 0.042 0.058 0.036 0.015 0.017 0.016 0.015 0.017 0.011
0.104 0.144 0.102 0.048 0.050 0.053 0.048 0.050 0.047
0.180 0.226 0.169 0.085 0.085 0.093 0.082 0.084 0.083
½ = 0:5
5 0.027 0.032 0.025 0.012 0.015 0.014 0.012 0.016 0.010
0.083 0.095 0.078 0.039 0.045 0.047 0.044 0.052 0.041
0.132 0.155 0.143 0.076 0.082 0.098 0.087 0.095 0.078
10 0.068 0.082 0.059 0.013 0.015 0.015 0.016 0.019 0.007
0.145 0.168 0.138 0.050 0.056 0.063 0.056 0.064 0.049
0.214 0.238 0.203 0.081 0.084 0.097 0.085 0.097 0.083
15 0.094 0.141 0.093 0.015 0.017 0.023 0.016 0.017 0.015
0.211 0.252 0.199 0.045 0.050 0.055 0.048 0.053 0.042
0.294 0.340 0.280 0.071 0.076 0.092 0.068 0.077 0.075
½ = 0:7
5 0.036 0.046 0.042 0.013 0.014 0.020 0.014 0.019 0.009
0.091 0.105 0.090 0.033 0.041 0.047 0.040 0.053 0.032
0.147 0.167 0.157 0.069 0.078 0.084 0.079 0.090 0.063
10 0.109 0.128 0.093 0.012 0.019 0.023 0.016 0.022 0.011
0.237 0.259 0.203 0.036 0.039 0.061 0.040 0.049 0.034
0.318 0.351 0.295 0.054 0.068 0.098 0.070 0.090 0.072
15 0.222 0.264 0.199 0.015 0.019 0.025 0.020 0.022 0.011
0.389 0.429 0.353 0.045 0.052 0.070 0.056 0.060 0.042
0.495 0.524 0.446 0.070 0.075 0.111 0.077 0.086 0.078
Rejection Frequencies associated to nominal sizes of 1%, 5%, and 10%.
24Table 8: Rejection Frequencies: Design III
K 2SLS GMM GMM3 LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.010 0.030 0.022 0.008 0.008 0.007 0.003 0.003 0.003
0.048 0.095 0.077 0.038 0.037 0.043 0.033 0.035 0.030
0.115 0.170 0.128 0.098 0.097 0.093 0.092 0.098 0.073
10 0.022 0.058 0.037 0.008 0.008 0.007 0.003 0.005 0.003
0.067 0.143 0.105 0.040 0.045 0.042 0.035 0.035 0.027
0.132 0.227 0.157 0.085 0.085 0.087 0.080 0.085 0.073
15 0.023 0.095 0.050 0.012 0.013 0.010 0.008 0.010 0.008
0.108 0.205 0.113 0.052 0.053 0.048 0.035 0.043 0.032
0.160 0.282 0.173 0.098 0.105 0.093 0.082 0.088 0.073
½ = 0:5
5 0.020 0.045 0.032 0.010 0.010 0.013 0.007 0.007 0.005
0.080 0.125 0.095 0.043 0.047 0.048 0.042 0.045 0.035
0.143 0.183 0.148 0.087 0.097 0.098 0.088 0.103 0.073
10 0.053 0.113 0.070 0.018 0.018 0.018 0.012 0.015 0.007
0.143 0.228 0.148 0.053 0.055 0.053 0.042 0.048 0.032
0.227 0.302 0.218 0.082 0.092 0.095 0.088 0.103 0.087
15 0.093 0.195 0.098 0.015 0.018 0.022 0.013 0.013 0.012
0.218 0.340 0.220 0.052 0.057 0.062 0.043 0.057 0.038
0.318 0.415 0.295 0.092 0.093 0.093 0.087 0.098 0.073
½ = 0:7
5 0.053 0.087 0.060 0.020 0.025 0.022 0.018 0.023 0.008
0.142 0.168 0.132 0.057 0.072 0.067 0.062 0.082 0.043
0.210 0.250 0.195 0.098 0.118 0.107 0.100 0.123 0.080
10 0.157 0.215 0.143 0.022 0.027 0.022 0.022 0.032 0.015
0.280 0.368 0.252 0.062 0.082 0.077 0.068 0.085 0.057
0.370 0.430 0.335 0.102 0.117 0.105 0.103 0.125 0.098
15 0.295 0.400 0.242 0.025 0.030 0.032 0.020 0.030 0.025
0.475 0.547 0.423 0.058 0.067 0.075 0.058 0.075 0.055
0.558 0.610 0.523 0.082 0.097 0.102 0.097 0.110 0.082
Rejection Frequencies associated to nominal sizes of 1%, 5%, and 10%.
25Table 9: Rejection Frequencies: Design IV
K 2SLS GMM GMM3 LIML LIMLF B2SLS RLML RFLL JIVE
½ = 0:3
5 0.018 0.037 0.028 0.007 0.007 0.012 0.008 0.013 0.005
0.065 0.083 0.060 0.038 0.042 0.048 0.050 0.052 0.037
0.107 0.142 0.108 0.067 0.070 0.095 0.088 0.095 0.082
10 0.023 0.058 0.038 0.003 0.005 0.010 0.008 0.012 0.000
0.093 0.133 0.082 0.018 0.022 0.047 0.047 0.045 0.037
0.145 0.202 0.137 0.057 0.058 0.093 0.083 0.093 0.080
15 0.042 0.125 0.053 0.005 0.005 0.008 0.013 0.017 0.005
0.132 0.223 0.128 0.015 0.015 0.040 0.045 0.050 0.033
0.200 0.282 0.187 0.045 0.050 0.100 0.088 0.097 0.075
½ = 0:5
5 0.030 0.058 0.037 0.007 0.007 0.013 0.017 0.020 0.007
0.083 0.113 0.093 0.023 0.025 0.053 0.052 0.070 0.037
0.152 0.178 0.147 0.058 0.067 0.090 0.105 0.112 0.085
10 0.065 0.120 0.078 0.003 0.003 0.008 0.015 0.018 0.008
0.167 0.225 0.155 0.012 0.012 0.043 0.053 0.065 0.033
0.247 0.308 0.223 0.038 0.047 0.103 0.090 0.110 0.082
15 0.128 0.248 0.143 0.002 0.003 0.013 0.020 0.028 0.015
0.277 0.385 0.260 0.008 0.008 0.048 0.048 0.062 0.040
0.365 0.480 0.360 0.020 0.022 0.095 0.098 0.113 0.080
½ = 0:7
5 0.068 0.088 0.063 0.013 0.018 0.017 0.023 0.035 0.017
0.137 0.170 0.148 0.037 0.045 0.062 0.062 0.088 0.037
0.202 0.237 0.192 0.055 0.073 0.100 0.100 0.120 0.057
10 0.172 0.240 0.168 0.010 0.012 0.027 0.022 0.027 0.023
0.313 0.390 0.305 0.022 0.025 0.055 0.053 0.063 0.045
0.413 0.462 0.390 0.033 0.045 0.107 0.078 0.110 0.065
15 0.332 0.462 0.325 0.003 0.003 0.025 0.023 0.028 0.030
0.508 0.595 0.468 0.008 0.012 0.073 0.048 0.063 0.053
0.597 0.668 0.578 0.023 0.028 0.105 0.073 0.100 0.082
Rejection Frequencies associated to nominal sizes of 1%, 5%, and 10%.
265 Conclusion
I have reviewed the bias of Instrumental Variables estimators under homoskedastic and
heteroskedastic errors. Using Bekker's (1994) alternative sequence, the asymptotic variances
for these estimators were also computed. However, the focus of the discussion was based
on inference using the standard asymptotics, and robust standard errors, following White
(1980).
I derived an Edgeworth expansion of the robust t-statistics that can be used for fur-
ther correction on the inference obtained by the standard asymptotics. In particular, the
expansion shows that the distortion of the statistics is given by the normalized bias of the
estimator and the missing arguments in the asymptotic variance. If the estimator is asymp-
totically biased, then the t-statistics are biased in the same direction as the estimator. In
particular, inference using 2SLS, GMM2 or GMM3 should not be reliable.
Monte Carlo simulations show that asymptotic results are reasonable approximations
for the behavior of the estimators in ¯nite samples. In particular, LIML and B2SLS are
biased under heteroskedastic errors, whereas RLML and RFLL are not. These biases imply
a size distortion on the t-statistics. In contrast, asymptotically unbiased estimators such
as RLML or RFLL have the lowest size distortion. In particular, RFLL has the closest
rejection frequency to the nominal size.
JIVE exhibits ¯nite-sample bias under homoskedastic and heteroskedastic errors, even
when it is theoretically unbiased. Also, its dispersion (measured in terms of IQR and
P90 ¡ P10) is the largest among all the estimators in the analysis.
It is recommended to correct the inference obtained by 2SLS or GMM based on 2SLS
computing the adjustment proposed in Section 3. In particular, the technique proposed
there can be extended to non-linear models for which other unbiased estimators are not
available or are di±cult to compute (such as the Continuous Updating Estimator).
instruments). However, under many-instruments standard errors, Hausman, Newey, Woutersen, Chao, and
Swanson (2007) report size distortion for LIML and LIMLF, but not for RLML and RFLL (B2SLS is not
included in the analysis).Reference
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29A Appendix
A.1 Lemmas
Lemma A.1. Consider ¯
p
¡ ! ¯, e = y ¡ ¯x, P = Z(Z0Z)¡1Z0 and Pij the (i;j) element of




























































Proof. In the ¯rst row, the ¯rst argument follows by the Law of Large Numbers, for the
second term in the same row E(xiei) = E[(¼0zi+vi)ei] = E(viei), the last equality is justi¯ed
by the fact that Z is a valid instrument. With a similar argument and using Condition 2.1
the third argument in that row can be proved.
For the ¯rst argument in the second row, the expression E(eiPijej) = PiiE(e2
i) when
i = j and zero otherwise. For the second term in that row, note that E(xiPijej) = E[(¼0zi+
vi)Pijej] = ¼0E(ziPijej) + E(Pijviej) = PijE(viej), which can be reduced to E(xiPiiei) =









i ) when i = j and ¼0ziPijz0














































Proof. Using the previous results I have E(xiPijyj) = E[xiPij(¯xj + ej)] = ¯E(xiPijxj) +
E(xiPijej) = ¯[¼0ziPijz0
j¼ +PijE(vivj)]+PijE(viej), which is ¯¼0ziPijz0
j¼ when i 6= j, and
E(xiPiiyi) = ¯[¼0ziPiiz0
i¼ + PiiE(v2

























i ) + E(eivi)]
Note that ei = ui ¡ ¯vi then E(eivi) = E(uivi) ¡ ¯E(v2
i ) or E(uivi) = E(eivi) + ¯E(v2
i ).
For the second expression, E(yiPijyj) = E[(xi¯ + ei)Pij(xj¯ + ej)] = ¯2E(xiPijxj) +
¯[E(xiPijej) + E(xjPijei)] + E(eiPijej) = ¯2[¼0ziPijz0
j¼ + PijE(vivj)] + ¯[PijE(viej) +
PjiE(vjei)]+PijE(eiej), which yields E(y2






























i ) + 2¯E(viei) + E(e2
i)]
Finally, note that u2
i = e2
i + 2¯eivi + ¯2v2
i .
Lemma A.3 (Wishart Distribution). If U » N(0;­) and Z = U0PU then Z » W(­;K)
(Wishart) where K is the rank of P. De¯ne !ij the (i;j) element of ­. Then the ¯rst
two moments are de¯ned as follows: E(zij) = K!ij, V ar(zij) = K(!2
ij + !ii!jj) and
Cov(zij;zkm) = K(!ik!jm + !im!jk).
Proof. See Becker (1994) or Poirier (1995).
31Lemma A.4 (Optimal Linear Combination). Let b1 and b2 two zero mean estimators with
variances ¾2
1 and ¾2
2 and covariance ¾12, then the variance of b = ab1 + (1 ¡ a)b2 is
V ´ V ar(b) = a2V ar(b1) + 2a(1 ¡ a)Cov(b1;b2) + (1 ¡ a)2V ar(b2)
= a2¾2
1 + 2a(1 ¡ a)¾12 + (1 ¡ a)2¾2
2
It is minimized when a = (¾2
2 ¡ ¾12)=(¾2
1 ¡ 2¾12 + ¾2




1 ¡ 2¾12 + ¾2
2)




1 + (2 ¡ 4a)¾12 ¡ 2(1 ¡ a)¾2
2 = 0
using that it is easy to get the optimal a. Now I will check the Second Order Condition




2 or ¾12 = ½¾1¾2, then the SOC is
@2V
@a2 = 2¾2
1 ¡ 4¾12 + 2¾2
2 = 2(¾2
1 ¡ 2¾12 + ¾2
2) = 2(¾2
1 ¡ 2½¾1¾2 + ¾2
2)
By Cauchy-Schwarz inequality ¡1 · ½ · 1, then the minimum value of the right expression
occurs when ½ = 1, which implies that @2V=@a2 > 2(¾2
1 ¡ 2¾1¾2 + ¾2
2) = 2(¾1 ¡ ¾2)2 > 0,
then a obtained from the FOC is a maximum.




























































































1 ¡ 2¾12 + ¾2
2
A.2 B2SLS and LIML: Homoscedastic Errors
In this section consistency and asymptotic normality are proved for B2SLS and LIML
under normal homoscedastic errors and Condition 2.3. With the same set of assumptions
it is proved that LIML has the minimum variance relative to a linear combination between
the forward and reverse B2SLS estimators as it is suggested in Hahn and Hausman (2002).
Consistency
In this section consistency will prove for B2SLS and LIML under the assumption of ho-
moscedastic errors. Based on Lemma A.3: E(u0Pu=n) = (K=n)¾2
u, E(v0Pu=n) = E(u0Pv=n),
which is (K=n)¾uv and E(v0Pv=n) = (K=n)¾2
v. Therefore E(e0Pe=n) = (K=n)¾2
e and
E(x0Pe=n) = E(v0Pe=n) = (K=n)¾ev. Using probability limit (plim) to stand K;n ! 1
































































= ¯2¼0¢¼ + ®¾2
u
Also, plim(x0x=n) = ¼0¢¼ +¾2
v, plim(x0y=n) = ¯¼0¢¼ +¾uv and plim(y0y=n) = ¯2¼0¢¼ +
¾2
u. Then 2SLS is inconsistent for any ® 6= 0, but consistent for ® = 0 which is the traditional
asymptotics.














For LIML the minimized objective function (minimum eigenvalue) q ¼ K=n
p
¡ ! ® and



















= ¼0¢¼ + ®¾2
v ¡ ®(¼0¢¼ + ¾2
v)



















= (¯¼0¢¼ + ®¾uv) ¡ ®(¯¼0¢¼ + ¾uv)



















= ¯2¼0¢¼ + ®¾2
u ¡ ®(¯2¼0¢¼ + ¾2
u)
= (1 ¡ ®)¯2¼0¢¼
Using these results is clear that the forward and reverse B2SLS as well as LIML and LIMLF
are consistent estimators.
Asymptotic Distribution for B2SLS
If the error terms are assumed to be jointly normal distributed then the properties of











































































































! (1 ¡ ®)(¾2
uv + ¾2
u¾2
v) ¡ 4(1 ¡ ®)¯¾uv¾2
v + 2(1 ¡ ®)¯2(¾2
v)2
It is clear to see that V ar(v0Pe=n) = [®=(1 ¡ ®)]V ar(v0Me=n). De¯ning ¾ev = ¾uv ¡ ¯¾2
v,
the asymptotic variance AV ar(v0Pe=n) can be written as

































¯x0Px + x0Pe ¡ q(¯x0x + x0e)
x0Px ¡ qx0x
=





De¯ne N = (x0Pe¡qx0e)=n = [¼0Z0Pe+v0Pe¡q(¼0Z0e+v0e)]=n = (1¡q)¼0Z0e=n+(v0Pe¡
qv0e)=n, then nV ar(N) = nV ar[(1¡q)¼0Z0e=n+v0Pe=n¡qv0e=n] = nV ar[(1¡q)¼0Z0e=n+
(1¡q)v0Pe=n¡qv0Me=n] = n[(1¡q)2V ar(¼0Z0e=n)+(1¡q)2V ar(v0Pe=n)+q2V ar(v0Me=n)]
(given that MP = 0 and the third moment is zero). With this
36nV ar(N) = (1 ¡ q)2
·
nV ar(¼0Z0e=n) + nV ar(v0Pe=n) +
q2
(1 ¡ q)2nV ar(v0Me=n)
¸











¡ ! (1 ¡ ®)2
·
¾2





= (1 ¡ ®)2
·
¾2


























From the previous results (x0Px=n ¡ qx0x=n)2 p
¡ ! [(1 ¡ ®)¼0¢¼]2, then the asymptotic















Finally, the asymptotic distribution for B2SLS will be
p
n(^ ¯B2SLS ¡ ¯) » N (0;VB2SLS).




























Asymptotic Distribution for LIML
Following Newey (2004), Theorem 2, it is possible to get the asymptotic distribution of
LIML under homoscedastic error using the sandwich variance.
First, consider the FOC for LIML which is x0Pe(e0e)¡x0e(e0Pe) = 0, where e = y¡ ^ ¯x.
6See Hahn and Hausman (2002) for details.
37De¯ning D ´ x0Pe=n¡(e0Pe=e0e)x0e=n it is clear that under optimal ^ ¯, D is zero. Moreover








































¡ ! ¡(¼0¢¼ + ®¾2
v) + ®(¼0¢¼ + ¾2
v) = (® ¡ 1)¼0¢¼




Taking the fact that e0Pe=e0e
p
¡ ! ® and de¯ning w = v ¡ °e, then
p







































(z¼ + w)0(P ¡ ®I)e
p
n




e[(1 ¡ ®)2¼0¢¼ + ®(1 ¡ ®)E(w2)], where E(w2) = ¾2
v ¡ ¾2
ev=¾2
e. Using the sandwich










































Finally, the asymptotic distribution for LIML is
p
n(^ ¯LIML ¡ ¯) » N (0;VLIML).
Optimality
In this section, I will show that asymptotic variance for LIML (VLIML) is the minimum
variance that can be obtained from a linear combination between the B2SLS and R2SLS
(reverse B2SLS). De¯ne
b = abB2SLS + (1 ¡ a)bR2SLS
and its asymptotic variance V ´ V ar(b). Using the result obtained in Lemma A.4 the
optimal weight for a is
a =
VR2SLS ¡ CB;R
VB2SLS ¡ 2CB;R + VR2SLS
Using the results obtained for B2LS, the denominator for the minimum variance (V ) is
































































































































































































































Note that ¾ev = ¾uv ¡¯¾2
v and ¾eu = ¾2






































u ¡ 2¯¾uv + ¯2¾2
v).










u ¡ 2¯¾uv + ¯2¾2
v) + (¾2
eu ¡ 2¯¾eu¾ev + ¯2¾2
ev) = ¾4
e +
(¾eu ¡ ¯¾ev)2 = 2¾4














































u ¡ 2¯¾uv + ¯2¾2





V is exactly the same as the asymptotic variance obtained for LIML (VLIML).
A.3 JIVE and RLML
In this section, I show the asymptotic distribution for JIVEs (forward and reverse) and
RLML under general errors.
The robustness to heteroskedasticity of RLML is obtained modifying the numerator of
the objective function for LIML. De¯ne R = P ¡ diag(P), the new objective function for
RLML is e0
cRec=e0
cec. In the similar way as LIML the value which minimizes this function




As the same as LIML and LIMLF, a ¯nite sample modi¯cation can be applied to RLML.
The modi¯ed RLML (called RFLL by Hausman, Newey, Woutersen, Chao, and Swanson




where s = [(n + 1)r ¡ 1]=[(n ¡ 1) + r]. In addition, the JIVE proposed by Angrist, Imbens
and Krueger (1999) is de¯ned as7
^ ¯JIV E =
x0Ry
x0Rx
It is clear that RLML is similar to JIVE when r = 0. I will show next that r
p
¡ ! 0, then
the relationship between RLML and JIVE is similar to the one between LIML and B2SLS
under homoscedastic errors and BAA (many instruments).
For the purpose of e±ciency I will consider as well the reverse JIVE, which is de¯ned as
1=^ ¯RJIV E = y0Ry=x0Ry. Also the regular JIVE will be called forward JIVE following the
7Here I am using JIVE2 in nomenclature of Angrist, Imbens and Krueger (1999).
41nomenclature of Hahn and Hausman (2002).
In the following, I will consider the model (1), the number of instruments (K) grows
along with the sample size (n) but K=n ! ® (BAA) and Condition 2.1.
Consistency of JIVE and RLML
Using Lemma A.1 it is easy to prove that ¹ e0R¹ e=¹ e0¹ e
p
¡ ! 0. Moreover, adding the results
























































































Theorem A.1. Under BAA and general errors, JIVE (reverse and forward), and RLML
are consistent estimators for ¯ in model 1.
Proof. For JIVEs the proof is trivial taking the results presented above. For RLML the
42consistency holds given that r
p
¡ ! 0.
Now, I will compute the Asymptotic Distribution for the forward and reverse JIVEs and
for RLML. It will be clear that the asymptotic variances for these estimator are very close
to the ones obtained for B2SLS and LIML under homoscedastic errors, then the estimators
are not losing e±ciency in that case.
Asymptotic Distribution for JIVE
























By Lemma A.1 and Lemma A.2, it is clear that the numerators of the expressions above


















































































































































Proof. For the ¯rst expression, note that E(xiRijejxkRklel) = ¼0ziz0
k¼RijRlkE(ejel) +
RijRlkE(viejelvk) (under normality RijRlkz0
k¼E(viejel) = RijRlkz0
i¼E(ejelvk) = 0). Also,
note that E(ejel) is not zero when l = j, which yields E(e2
j). Moreover, E(viejelvk) =
E(v2
i )E(e2
j) when k = i and l = j, but also E(viejelvk) = E(viei)E(ejvj) when l = i and






when i 6= j and k 6= j.
For the second expression, E(yiRijejykRklel) = RijRlk[¯2E(xiejelxk)+¯E(eiejelxk)+
¯E(xiejelek)+ E(eiejekel). The ¯rst argument is exactly the same as the previous expres-
sion, then the new terms are RijRlkE(xiejelek) = RijRlkE(viejelek) = R2
ijE(viei)E(e2
j) (us-
ing the normality assumption) and RijRlkE(eiejekel) = R2
ijE(e2
i)E(e2
j) (the fourth moment









j) + ¯2E(viei)E(vjej)]. The latter expression can be writ-






j) + E(uiei)E(ujej)], using ei = ui ¡ ¯vi.







j)+¯E(viei)E(vjej)]. This is also equiv-





Theorem A.2. Under BAA and general errors, the asymptotic variance covariance matrix
for JIVEs (reverse and forward) is composed by
nV ar(^ ¯JIV E) =
V0 + V1
(¼0¢¤¼)2 , nV ar(1=^ ¯RJIV E) =
¯2V0 + V2
¯2(¼0¢¤¼)2 and












































































Proof. The proof is based on the results presented in Lemma A.5.
Asymptotic Distribution for RLML
Following Newey (2004), the asymptotic distribution for RLML can be obtained using the
First Order Condition
450 = ¡x0R^ ed(^ e0


















































Last line is obtained using the facts that e0Re=e0e
p


































































For the variance of
p
nH consider that ^ xi ´ xi ¡°ei = z0
i¼ +wi, where wi ´ vi ¡°ei. From















The main di®erence between this result and the one obtained for JIVE is the error w.
Note that under homoscedastic errors E(wiei) = E[(vi ¡ °ei)ei] = ¾ev ¡ °¾2
e = ¾ev ¡
(¾ev=¾2
e)¾2













Proof of Theorem 2.1







































































































































































































Under Condition 2.3, only the ¯rst term in the expression does not converge to zero.
47Proof of Theorem 3.1
Using the Edgeworth expansion for M presented in the chapter, and the standard asymp-
totic approximation for 2SLS estimator, which is:











We can approximate the robust asymptotic variance as follows:








































































































































































Proof of Theorem 3.2






























where the last equality is obtained under z0 = 0. Applying this argument to Tn
Tn =
"












































































where higher order terms were discarded. Finally, the result is obtained replacing A and B.
Proof of Theorem 3.3
First, we consider the case of biased estimators. In particular the moments of ^ V (^ ¯) for
2SLS under homoskedastic and symmetric errors are




























































































































where · represents the excess of kurtosis of the error terms. For the case of errors normally
distributed · = 3. From previous results B2SLS, LIML and LIMLF are asymptotically un-
biased under homoscedastic errors and many instruments. However, LIML is asymptotically















Using previous results, the following relations hold






































The ¯rst relation shows that the robust variance is expected to be lower than the asymptotic
variance with many instruments. Only for large n and a ¯xed number of instruments (® = 0)
the inequality holds. In terms of inference a lower standard error implies that the null will
be rejected more often than the true nominal size, regardless of the bias of the estimator.
The second relation implies that the e®ect in the standard error only a®ects the ¯rst
moment of the estimated variance. In this case E(An=
p
n) represents the normalized bias

















~ ¾2 ¡ ¾2
¾2
¶¸¾
The moments of the factor (~ ¾2 ¡ ¾2) can be computed as follows
E
µ






























































































































































































































































































































































































For the cases of unbiased estimators, ^ ¯ can be used as ¯, then only the adjustment to the
variance of Tn must be computed. The original Tn uses a di®erent standard error, that could
be higher or lower depending on the combination of the parameter of the model: number
of instruments over sample size (®), concentration parameter (¼0¢¼), and the correlation
between error terms (¾ev). However, the size distortion is small under homoskedastic errors.
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