An adaptive gravitational search algorithm (GSA) that switches between synchronous and asynchronous update is presented in this work. The proposed adaptive switching synchronous-asynchronous GSA (ASw-GSA) improves GSA through manipulation of its iteration strategy. The iteration strategy is switched from synchronous to asynchronous update and vice versa. The switching is conducted so that the population is adaptively switched between convergence and divergence. Synchronous update allows convergence, while switching to asynchronous update causes disruption to the population's convergence. The ASw-GSA agents switch their iteration strategy when the best found solution is not improved after a period of time. The period is based on a switching threshold. The threshold determines how soon is the switching, and also the frequency of switching in ASw-GSA. ASw-GSA has been comprehensively evaluated based on CEC2014's benchmark functions. The effect of the switching threshold has been studied and it is found that, in comparison with multiple and early switches, one-time switching towards the end of the search is better and substantially enhances the performance of ASw-GSA. The proposed ASw-GSA is also compared to original GSA, particle swarm optimization (PSO), genetic algorithm (GA), bat-inspired algorithm (BA) and grey wolf optimizer (GWO). The statistical analysis results show that ASw-GSA performs significantly better than GA and BA and as well as PSO, the original GSA and GWO.12
Introduction
Nature has inspired many optimization algorithms, including the gravitational search algorithm (GSA). The GSA proposed by Rashedi et al (2009 ) is a memoryless metaheuristic algorithm that is inspired by Newton's law of gravitation and second law of motion. In GSA, the search for optimal solution is conducted by a population of agents. Each agent has its own mass. The agents move and search for the optimal solution guided by attraction force. The attraction force is exerted by the agents themselves towards each other. The strength of the force is proportional to agents masses and inversely proportional to their acceleration. An agent's mass is dependent on the quality of the solution proposed by the agent. The better the solutions, the bigger the agent's mass. Therefore, the highest pulling force in the entire population is exerted by the population's best performer.
GSA is proposed as a single objective optimization algorithm. However, with some modifications GSA has successfully been applied in various types of optimization problems, such as multi-objective [1] [2] [3] , multimodal problems [4] and binary optimization problems [5] [6] [7] .
GSA is found to be superior to some well-established optimization algorithms [8] , such as central force optimization (CFO) [9] , genetic algorithm (GA) [10] and particle swarm optimization (PSO) [11] . The main advantage of GSA is its simplicity; it requires only two parameters tuning compared with other algorithms such as PSO and bat algorithm (BA) [12] .
However, GSA algorithm has a tendency to converge prematurely [1, 13, 14] . Premature convergence is often *For correspondence caused by unfavourable traps at local optima. The traps cause the population to settle with a non-optimal solution and lead to poor performance. Due to the effect of gravitational force absorption by the agents towards each others, it is difficult for agents of original GSA to escape from premature convergence [15] [16] [17] [18] . Premature convergence can be overcome through good control of exploration and exploitation. Exploration is important to ensure that the search space is effectively explored and sub-area with good solution is identified. Exploration is achieved through diversification of agents. On the other hand, agents' convergence allows exploitation. Exploitation helps an algorithm to perform local search and fine-tune the solutions found. Many works had been conducted to find mechanisms to avoid and escape premature convergence in GSA. The mechanisms can be categorized as introduction of new parameters to control the convergence [19] [20] [21] [22] [23] , redistribution or disruption of the agents' convergence so that diversity is increased [15, 16] and also hybridization of several concepts [13, 14, 17, 18, 24] .
For example, new parameters that are derived from Lyapunov stability analysis have been introduced to GSA [19] . These parameters are introduced so that exploration and exploitation can be improved and better performance can be achieved. Fuzzy systems have been used in finetuning the parameters of optimization algorithms so that better performance is achieved [25] [26] [27] . In GSA, fuzzy systems have been used to tune GSA's gravitational constant, epsilon and alpha [20] [21] [22] [23] . The tuning of these parameters allows the exploration and exploitation to be adaptively adjusted based on the condition of the population. Introduction of a new operation to suit the problem to be optimized has also been observed [28] .
Redistribution and disruption cause disturbance and diversity in population-based metaheuristics. In PSO and ant colony optimization (ACO), this feature is used to improve their performance [29] [30] [31] [32] [33] [34] . A similar method is used in GSA with disruption operation [15] . The disruption preserves diversity and the distance of the masses is used to determine when to disrupt the agents positions. GSA with a momentum operator (GSAM), which was inspired by the concept of elastic collision, was introduced in [16] . The agents in GSAM move in opposite directions when collision occurs, thus providing diversity to the population.
In recent years, quantum mechanics has been adopted as an approach to improve optimization algorithms [35] [36] [37] . It has also been hybridized with GSA in several works [13, 24] . Quantum mechanics provides diversity to the population, and prevents premature convergence. The operations of GA, like mutation and crossover, are popular methods used in improving local search and escaping premature convergence in many optimizers including GSA [18, [38] [39] [40] [41] [42] . The concept of cooperation, which has been successfully used in GA, is adopted in cooperative PSO for radial basis function network [43] .
Meanwhile, hybrid chaotic perturbation and memory of the population have been proposed by Jiang et al [14] . The hybridization has been proposed so that premature convergence can be avoided. The concept of memory in PSO has also been adopted for improvement of GA [44] . A GSA that uses social intelligence similar to that in PSO, adaptive gBest-guided GSA, was introduced in [17] . This modification helps in exploration and exploitation of the population.
Osman and Laporte, defined metaheuristic as ''an iterative generation process that guides a subordinate heuristic by combining intelligently different concepts for exploring and exploiting the search space, learning strategies are used to structure information in order to find efficiently near-optimal solutions'' [45] . Hence, iteration strategy is one of the fundamental aspects of a metaheuristic algorithm, especially in population-based metaheuristics like GSA. It determines how the agents are updated with respect to each other. Two types of iteration strategies are available: synchronous and asynchronous updates. The general pseudo-codes of synchronous and asynchronous updates of population-based metaheuristics algorithms are shown in Algorithm 1 and Algorithm 2, respectively. In synchronous update, the agents are updated as a group. Therefore, two separate loops can be seen in Algorithm 1. The first loop is for the population's fitness evaluation, while the second loop is for generation of next solutions by the entire population. In asynchronous update the update process is conducted individually. Thus, evaluation and generation of a new solution is conducted within a single loop, agent by agent.
The original GSA is a synchronous update algorithm, S-GSA. Its agents are found to converge at a rapid rate [46] . In asynchronous GSA (A-GSA) [47] , the agents are updated using a mixture of updated and outdated information. The nonuniformity may lead to different sources of highest pulling force, causing divergence to the population. Implementations using both iteration strategies share the same computational cost.
In this work, an adaptive switching GSA, ASw-GSA, is introduced. The iteration strategy is switched based on the fitness of the best found solution after a period of time. Thus, the concept of memory is used in ASw-GSA. The memory, fit Ã , is used to memorize the best fitness found by the population. A switching threshold value, D, is used to determine when to switch. A small D encourages switches to be conducted early and frequently, while a bigger D delays and reduces the number of switches. The benchmark functions from CEC2014 [48] are used to study the performance of ASw-GSA. The results show that bigger value of D provides better performance. Comparison of ASw-GSA with other state-of-the-art optimizers shows that its performance is statistically better than that of some of the optimizers and on par with others. Study performed on the effect of switching towards the diversity shows that as switching is conducted from synchronous to asynchronous, the convergence of the population is disrupted. This paper is organized as follows. In the next section the original GSA is introduced, together with its implementation using asynchronous update. This is followed with the introduction of the proposed algorithm in section 3. The experiments and results are presented and discussed in section 4 and finally this work is concluded in section 5.
The GSA
Newton's law of gravitation and the second law of motion are the roots of GSA. The bodies in universe are represented in GSA by agents. The agents in the original GSA follow the algorithm shown in figure 1 .
The algorithm starts with initialization of agents' positions and velocities. An agent i's initial position, X i ðt ¼ 0Þ, is initialized randomly according to the problem's search space, where X i ðtÞ ¼ fx 1 i ðtÞ; x 2 i ðtÞ; :::; x d i ðtÞ; :::; x D i ðtÞg ð1Þ
In Eqs. (1) and (2), d represents the dimension of the position and D is the number of dimensions. The boundary of the search space for the d is represented by ½x d min ; x d max . The velocities are initialized to zero:
Like any other optimization algorithms, GSA is also an iterative process. At the beginning of every GSA's iteration, the fitness of every agent, fit i ðtÞ is evaluated using
where f ðX i ðt À 1ÞÞ is the fitness function. The fitness function depends on the problem to be solved. It evaluates the fitness of the solutions from the previous iteration.
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All agents? After the fitness of the whole population is evaluated, the best and worst fitness within the population at time t are identified. In minimization problems, the best and worst are defined as follows:
bestðtÞ ¼ minffit 1 ðtÞ; fit 2 ðtÞ; :::; fit i ðtÞ; :::; fit N ðtÞg ð5Þ
worstðtÞ ¼ maxffit 1 ðtÞ; fit 2 ðtÞ; :::; fit i ðtÞ; :::; fit N ðtÞg ð6Þ
where N represents the size of the population. The identification of best(t) and worst(t) is followed by the update phase of the population. The first phases to be updated are the masses of the agents. The mass of agent i, M i ðtÞ, is mapped according to its fitness, fit i ðtÞ:
Next, the force acting on each agent is updated. The gravitational force acting on agent i caused by agent j in the d th dimension, F d ij ðtÞ, is calculated using agent j's mass, M j ðtÞ, and agent i's mass, M i ðtÞ:
In Eq. (9), R ij ðtÞ is the Euclidean distance between agent i and j. A small constant is added to the divisor to avoid division by zero when the agents are overlapping each other. Meanwhile, G(t) is the gravitational constant at time t:
where G 0 is the gravitational constant at the start of the search. The b is another constant, and T is the total number of iteration. The total force acting on agent i in dimension d is
where rand d j is a random number in the interval [0, 1]. The agents in GSA move subjected to Newton's law of motion. According to Newton's law, the acceleration of agent i over dimension d, a d i ðtÞ, can be calculated using Eq. (12):
The agents velocities and positions are then updated using the following equations:
These steps are repeated until the stopping condition, i.e. maximum iteration is reached. The update process of the original GSA follows the synchronous update. Hence, the original GSA is also known as S-GSA in this work.
Asynchronous GSA
The flowchart in figure 2 shows A-GSA's algorithm. Like the original GSA, A-GSA is a memoryless algorithm. An agent of A-GSA is updated as soon as its performance is evaluated without waiting for the entire population to be evaluated. The agents in A-GSA identify their own best i ðtÞ and worst i ðtÞ using information available at the time of the evaluation based on the following equation:
START Initialization
Evaluate fitness for each agent Update best i (t) and worst i (t) fit iþ1 ðt À 1Þ; :::; fit N ðt À 1Þg:
From Eqs. 15 and 16, it can be seen that for agents i's and agent j's (where i 6 ¼ j) the best and the worst at time t can be different. The mass of an agent in A-GSA is then updated based on the following equations:
The asynchronism and non-uniformity as observed from Eqs. (15)-(18) also affect the calculation of gravitational force in A-GSA. The gravitational force acting on agent i by agent j is calculated using the following equation: Figure 3 . Flowchart of ASw-GSA.
The remaining A-GSA's update equations, the total force acting on each agent, acceleration, velocity and position are similar to those of S-GSA.
The proposed ASw-GSA
The proposed ASw-GSA is a GSA with switching iteration strategy. The switching iteration strategy switches from synchronous to asynchronous update and vice versa. 
Crossover probability = 0.5 0:4 x 0:9 r ¼ 0:5
This is conducted to allow the population to adaptively switch between convergence and divergence. Switching from synchronous to asynchronous update causes disruption to the population, which provides diversity to the population and an escape from premature convergence. Switching from asynchronous to synchronous causes the reverse effect. The switching is made based on the condition of the memory that holds the best found solution so far, fit Ã . The information hold in fit Ã is not used in agents update equation. This information is used only to decide when ASw-GSA needs to switch between the two iteration strategies. If fit Ã is found to be static over a period of time, D, the iteration strategy is switched. The value of D determines the frequency and how soon the switch is conducted.
A counter, d, is used to keep track on the change of fit Ã value. The counter, d, is increased if fit Ã ðtÞ fit Ã ðt À 1Þ ! RandðtÞ:
Once, d ¼ D, the iteration strategy is switched. If the population is currently in synchronous update then it will be switched to asynchronous update and vice versa. In Eq. 20, the ratio of fit Ã from one iteration to the next iteration is compared with a random value, Rand(t) . This random value is ranged from zero to one and randomly drawn from a uniform distribution, RandðtÞ $ Uð½0; 1Þ in every iteration.
The randomness is introduced to increases the probability of switching. Without the randomness, a marginal improvement will hinder the population from switching and subsequently improving its search. Marginal improvement was reported in [49] as a factor that hinders PSO from improving its performance.
A flowchart of ASw-GSA is shown in figure 3 . The algorithm starts as a synchronous update population. S-GSA is the original GSA. Switching is proposed in ASw-GSA to improve the performance of GSA.
Experiments, results and discussion
The proposed ASw-GSA is tested using CEC2014's single objective real-parameter numerical optimization test suite [48] . There are 30 functions in the CEC2014's test suite. The functions are listed in table 1. The ideal fitness of each function is shown in the last column of the table. The functions are all minimization functions. They consist of three rotated unimodal functions, 13 simple multimodal functions that are either shifted only or shifted and rotated problems, six hybrid functions and eight composition functions. The rotation and shifting of the functions change the location of the optimal solution so that it is not located at the centre of the search space; this made finding the best solution more challenging. The hybrid functions are a combination of more than one function, while the composition functions consist of unimodal, multimodal and hybrid functions with local optima trap set at the origin, which is at the centre of the search area. These functions are derived from the following 14 basic functions:
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Scaffer F6 Function: gðx; yÞ ¼ 0:5 þ The performance of ASw-GSA is compared to that of the original GSA and four state-of-the-art metaheuristics algorithms: GA, PSO, BA and grey wolf optimization (GWO) [50] . The performance of the algorithms is measured using the average error, e fit . The average error is the difference between the average fitness of the best solutions found, fit ave , with the ideal fitness, fit ideal :
The parameters settings for the performance measurement are listed in table 2. The size of test function's dimension, D, is set to 30. The population size for all algorithms is set to 100 agents and their stopping condition is based on CEC2014's setting, which is that the maximum number of function evaluations, FES, does not exceed 10000D. Each of the test functions is run for 30 times. The G 0 of ASw-GSA and original GSA is set to 100, while b is set to 20. The value D for ASw-GSA is set to be equivalent to 65% of FES. The GA is adapted from [10] , where its mutation probability is 0.2 and crossover probability is 0.5. Global neighbourhood PSO with c 1 ¼ c 2 ¼ 2 and linearly decreasing inertia weight 0:4 x 0:9 is used here. The parameters for BA and GWO are set according to their respective original works. The loudness of BA, A, is set to 0.5, pulse rate r ¼ 0:5 and the frequency f 2 ð0; 2Þ. The GWO's a is linearly decreased from 2 to 0. Other aspects studied in this work are the effect of D towards the performance of ASw-GSA and how adaptive switching changes the agents search behaviour.
ASw-GSA's performance
The ASw-GSA with D ¼ 65% is compared to the original GSA, GA, PSO, BA and GWO. The distribution of average errors of the algorithms tested is shown in the boxplots of figures 4-6. The horizontal line in each of the boxes shows median of e fit , while the outliers are presented using . The outliers to be out of norm values, a lesser number of outliers are desired. Lower boxplot indicates ability of an algorithm to reduce the error while a smaller box shows stability of the algorithm.
• Original GSA: Generally, for most functions, the boxplots of both ASw-GSA and original GSA are located at almost similar locations. However, upon closer examination it can be seen for several functions such as f1, f11, f13, f16, f19, f20, f22, f26 and f27 that ASw-GSA has lower boxplots. Additionally, GSA is observed to have more number of outliers than ASw-GSA for f2, f4, f6, f7, f8, f10, f14, f15 and f23. They show that implementation of adaptive switching by ASw-GSA is able to improve GSA. • GA: GA has more number of higher boxes compared with ASw-GSA. GA has lower boxes for nine out of the 30 test functions. • PSO: Although PSO is seen to have better boxes in more number of test functions compared with ASw-GSA, ASw-GSA is observed to perform better for f2, f5, f12, f13, f17, f23, f24 and f25. • BA: Based on the boxplots, ASw-GSA has better performance than BA for all test functions. • GWO: ASw-GSA has lower and smaller boxes than GWO for at least 15 out of the 30 test functions. Table 3 presents the average error of the algorithms. These results are used for statistical analysis using the Friedman test. The average ranks of the algorithms using Friedman N Â N test are tabulated in table 4. It is observed that the proposed PSO is ranked the best while the proposed algorithm, ASw-GSA, is ranked the second best; this is followed by GSA, GWO, GA and BA.
Based on the statistical value of Friedman N Â N test, it is observed that significant difference exists between the algorithms tested. The results are further analysed using the Holm post hoc procedure, and the findings are presented in table 5. With significance level of a ¼ 0:05, the Holm's procedure rejects the null hypotheses of on par performance for the algorithms that have i ! 9. Therefore, it is found that ASw-GSA is significantly better than GA and BA and performs as well as PSO, the original GSA and GWO. The Holm procedure ranked GSA and GWO as on par with GA.
Effect of D
The effect of D is investigated here. It is tested with value ranging from 5% to 95% of the FES. Its effect on number of switches is shown in tables 6 and 7. Smaller D allows more number of switches. However, due to the adaptiveness of the proposed algorithm, the maximum number of switching is not guaranteed. For D ¼ 55% no switching is observed.
The average errors of the test carried using different values of D (excluding D ¼ 55%) are tabulated in tables 8, 9 and 10. Pairwise statistical analysis using the Wilcoxon sign ranked test was conducted using these results. Table 11 presents the statistical values of the Wilcoxon sign ranked test.
It is found that ASw-GSA with D ¼ 40%, 60% and 80% are significantly better than S-GSA with significance level of 10% and ASw-GSA with D=65%, 70% and 90% are better than S-GSA with level of significance of 5%. On the other hand, ASw-GSA with D ¼ 5% and 10% are worse than S-GSA with significance level of 1% and 2%, respectively.
The results of Wilcoxon sign rank test against A-GSA show that ASw-GSA with all values of D performed significantly better with 1% significance level.
Population's diversity
In order to understand how adaptive switching changes the population's search behaviour and helps in improving the performance of GSA, the population's position diversity, D p , of ASw-GSA is measured and compared against S-GSA's and A-GSA's. The position diversity shows the distribution of the agents in the search area and gives a picture on the state of exploration and exploitation of the agents. It is calculated following the L 1 normalized diversity measurements as discussed in [51] . The calculation starts with the computation of the mean position for each d th dimension of the population, x d :
Next is the diversity of the agents' position with respect to mean position for every dimension D pd :
Finally the population's position diversity, D p , is calculated as shown in Eq. (38): Figure 7 shows the change of position diversity of ASw-GSA, S-GSA and A-GSA. Four functions are selected here, one from each category. Similar to [46] , S-GSA is observed to converge rapidly. The population of A-GSA exhibits only converging trend at early state of the search; as the search progresses the population diverged and this is maintained until the end. For ASw-GSA, it can be seen that switching provides disruption to the population's diversity. The disruption caused the diversity to increase and the agents to escape convergence. However, the increased diversity of ASw-GSA is not as high as that of A-GSA. The increased diversity may result in discovery of better solution in neighbouring area within the search space.
Conclusion
A variant of GSA with adaptive switching iteration strategy, ASw-GSA, is proposed here. The proposed algorithm combines both synchronous and asynchronous updates. The integration of both iteration strategies changes the behaviour of the agents. From the experiments conducted, switching from synchronous update to asynchronous update at a later stage of the search gives a better performance. The switching provides disturbance of the population's diversity and allows the agents to escape from convergence. Based on the results obtained, the ASw-PSO is found to perform significantly better than state-of-the-art optimizers, GA and BA, while performing as well as PSO and GWO. 5  433  32  55  410  10  351  114  25  440  15  303  162  28  437  20  266  199  3  462  25  225  240  3  462  30  165  300  2  463  35 195 
