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Symplectic mappings that describe the 4D betatronic motion in a magnetic lattice are considered.
We define the dynamic aperture in terms of the connected volume in phase space of initial
conditions that are bounded for a given number of iterations. Different methods for a fast
estimate of this quantity are given; the analysis of the associated errors and the optimization of
the integration steps are outlined. A comparison of the accuracy of these methods is given for
both simple models and more realistic lattices.
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1 INTRODUCTION
The presence of nonlinearities in the magnetic field of the elements of an
accelerator can greatly reduce the stability domain, i.e., the region in phase
space" where one can safely operate with the beam.1- 3 An accurate estimate
of the dimension of this domain, which is related to the so-called dynamic
aperture, is crucial both for the understanding of the dynamics of existing
machines3 and for the specification of the lattice parameters of planned
machines.4 In this paper we restrict ourselves to the analysis of the nonlinear
oscillations of the beam in the plane (x, y) transverse to the orbit (betatronic
motion).
The numerical estimate of the dynamic aperture is related to the computa-
tion of the volume in phase space of the initial conditions that are stable after
a given number of revolutions around the machine. This set can be rather
*Work partially supported by EC Human Capital and Mobility contract Nr. ERBCHRXCT-
940480.
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irregular, and it can have holes, as initial conditions arbitrarily close to the
origin can be unstable (Arnold diffusion5). Even if it is general belief that this
effect is not of practical relevance for accelerator physics, it appears that it is
difficult to give a rigorous definition of the dynamic aperture. Furthermore,
the numerical evaluation of the volume of the stable initial conditions is
very CPU time consuming, as in principle one should scan the four variables
(x, Px, y, py).
To overcome these problems for complicated lattices, a pragmatic approach
has been proposed:2,3 tracking is carried out over initial conditions with
Px = Py = 0 and a fixed ratio x / y with a large gain in the CPU time.
Unfortunately, this approach does not take into account two main effects, i.e.
the distortion of the orbits along the phases and the different dynamics of the
particles. with various ratios x / y. The influence of the distortion along the
phases can be evaluated through the smear.6 Moreover, several studies have
been performed to analyse the dynamics of particles with various ratios of
x /y (see for instance1,3,?). Neglecting these effects, the computed dynamic
aperture will be affected by errors that cannot be estimated a priori.
In this paper we review some results presented in Ref. 8: we outline some
original numerical methods to evaluate the dynamic aperture taking into
account the phase space distortions. We show that the direct computation
of the phase space volume stable under iteration, requires the evaluation
of J4 orbits using an optimized integration, to obtain a relative error of
1/(4J). Furthermore we prove that it is possible to exploit the dynamics to
take into account the distortion of the orbits along the phases, thus avoiding
the integration over these variables and obtaining the same relative error by
evaluating only J2 orbits. We develop two algorithms to carry out these fast
estimates: one is based on numerical integration,9 the second exploits the
perturbative tools of normal forms.l°- 12
To check these techniques, we analysed a LHC-like cell lattice with random
errors,13 and a simplified version of the SPS lattice used for experiments. 14
The results show that for the LHC-like cell lattice our estimates ofthe dynamic
aperture are rather accurate (2%-3%), whilst the results obtained.,by tracking
particles with zero phases and satisfying x / y = 1 are by far less accurate
(5%-15%). In the case of the SPS lattice the situation is even worse due
to the strong non linearities: the fast estimate along the line x / y = 1 is
affected by a very strong error (15%-45%), whilst our methods are still
reliable, although the accuracy is reduced with respect to the previous cases
(6%-9%).
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We analyze the betatronic motion at a section of the machine: let x
(x, Px, y, py) be the vector of the Courant-Snyder coordinates. The linear
motion is given by the direct product of two constant rotations in the planes
(x, Px) and (y, py) by the linear tunes VI and V2. Let us consider the phase
space volume of the initial conditions that are bounded after N iterations:
f f f f X(x, Px, y, py) dx dpx dy dpy, (1)
where X(x, Px, y, py) is the characteristic function· of the set of initial
conditions that are bounded under N iterations [i.e. X(x, Px, y, py) is zero
if the orbit with initial condition (x, Px, y, py) is lost, and unity if it is
stable]. Since in 4D the invariant curves (i.e. 2D KAM tori) do not separate
different domains ofphase space, there does not exist a last invariant curve that
surrounds stable initial conditions.5,12 In principle, the stability domain for a
fixed number of iterations could be a rather peculiar set, with holes and very
irregular structures. However, it seems from numerical simulations2,3,7,S,13,15
that these situations are not typical of weakly nonlinear lattices and they have
no practical relevance, since they occupy a negligible fraction of the phase
space volume. Therefore, in general, there exists a connected region of initial
conditions that are stable for a given number of iterations.
The above definition excludes the islands of stability that are usually
neglected in accelerator physics. Moreover, we consider the volume in phase
space and not only the projection of this volume on the physical space x, y,
as the betatronic motion exchanges the roles of the coordinates and momenta
along the circumference ofthe machine. We will always consider the dynamic
aperture as a function of the number of iterates, without dealing with the
relation between short-term and long-term stability.
3 METHODS TO COMPUTE THE 4D DYNAMIC APERTURE
3.1 Method 1: Direct Integration
In order to exclude the disconnected part of the stability domain in the
integral (1), we have to choose a suitable coordinate transformation. The
natural choice is to use polar variables (rl, 1?"1, r2, 1?"2); rl and r2 are the linear
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invariants. The nonlinear part of the equations of motion adds a coupling
between the two planes, the perturbative parameter being the distance to the
origin. Therefore it is natural to replace r1 and r2 with the polar variables
r cosa and r sina:
x = r cos a cos 111
Px = r cosa sin 1J1
y = r sin a cos 112
Py = r sin a sin 1J2
substituting in Equation (1) we obtain
r E [0, +oo[
1J1, 112 E [0, 2n [
a E [0, n /2];
(2)
2n 2n n/2 00f f f f x(r,a,~1,~2)r3sin(a)cos(a)drdad~ld~2' (3)
o 0 0 0
Having fixed a, 1J1 and 1J2, let rea, 1J1, 1J2) be the first value of r whose orbit
is not bounded after N iterations. Then, the volume of a connected stability
domain is
2n 2n n/2
Aa'~1'~2 = ~ f f f [rea, ~1, ~2)]4 sin(2a) da d~l d~2' (4)
o 0 0
We define the dynamic aperture as the radius of the hypersphere that has the
same volume as the stability domain:
(5)
To evaluate numerically Equation (4), one considers K steps in the angle a
and L steps in the angles 1Jl, {}z: the dynamic aperture then reads
(6)
Since the radial variable is discretized, it is a multiple of the step R:
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(7)
Error sources. The discretization both in the angular and in the radial variables
leads to an integration error, which can be estimated using the standard tools
of numerical analysis.
• The discretization in the angles 1?"1 and 1?"2 corresponds to a trapezoidal
rule of integration: depending on the regularity of r (a, 1?"1, 1?"2), one can
have different estimates.t6 If the derivative of r(a, 1?"1, 1?"2) is bounded,
then the relative error on the volume Aa ,~1, ~2 is proportional to the inverse
of the number of steps L -1; in case the derivative is more regular, the
estimate L -2 holds. Since we are at the edge of the stability domain, the
set r = r (a, 1?"1, 1?"2) can be rather irregular. Therefore, in the followings
we will always assume that the more pessimistic estimate L -1 holds.
• The discretization in the angle a gives a relative error proportional to K -1 .
• The discretization in the radius r gives a relative error proportional to J -1 .
Step optimization. One should choose integration steps that produce compa-
rable errors, i.e. J ex K ex L. In this way, neglecting the constants that are
in front of the error estimates, one can obtain a relative error of 1/(4J) by
evaluating J4 orbits, i.e. N J4 iterates. The fourth power in the number of
orbits comes from the dimensionality of phase space, and makes a precise
estimate of the dynamic aperture very CPU time consuming: for instance, a
2.5% precision is obtained with J = 10, which implies the evaluation of 10
000 orbits.
3.2 Method 2: Integration over the Dynamics
The direct integration method, see Equation (4), contains the average of
r(a, 1?"1, 1?"2)4 over the angles. It is possible to replace such an average with
an average over the iterates; indeed, since the distribution of the phases of
the iterates on the last invariant torus is far from being uniform,8 one cannot
simply replace the space average with a time average. To avoid this problem
one can proceed in the following way9
• We fix Ul and U2. A scan over a is performed to find the radius
r(a, Ul, U2) defined in the previous section and at the same time the
N iterates of the orbit are computed.
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• The square [0, 2Jr[x[0, 2Jr[ is divided in M2 equal squares (with M2 :s
N), such that each square contains at least the phase of one iterate of the
last stable curve.
• For each square (mI, m2), where mi = 1, ... , M and m2 = 1, ... , M, we
compute rm1 ,m2 (a, 1JI, 1J2), that is the average distance to the origin of the
iterates that fall in that angular square.
Finally, the dynamic aperture is computed as
(8)
Error sources. The error is given by the following contributions.
• The discretization in the angles 1?"1, 1?"2, which is given by the M 2 squares
over which the integration is carried out. The relative el10r in the dynamic
aperture is proportional to M-1 ex: N-1j2.
• Discretization in the angle a: the relative error is proportional to K -1 .
• Discretization in the radius r: the relative error is proportional to J -1 .
Step optimization. One should choose J ex: K ex: -/M. Neglecting the
multiplicative constants in the estimates, one can obtain a relative error of
1/(4J) evaluating J2 orbits, i.e. J2 M 2 ex: J2 N iterates: one saves a factor
J2 with respect to direct integration.
3.3 Method 3: Normal Forms
According to the nonresonant normal form theory, using a conjugating
function cI> one transforms a 4Dmap F into its normal form U.1 I ,12 The
normal form is a direct product of rotations in the two phase planes (x, Px)
and (y, Py), whose nonlinear frequencies depend on the distance to the origin.
The two components of the inverse conjugating function \lI1 and \lI2 give the
approximated nonlinear invariants PI and P2.
Again rea, 1JI, U2) stands for the first value of the radial coordinate for
which a particle loss occurs at the next step along the direction a, U1, U2;
then, thanks to the properties of the normal forms, the nonlinear invariants
PI, P2 will be independent on the values of the phases UI, U2. Therefore in
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Equation 4 the integration over the phases can be trivially computed, and the
first order resultQ will be
n/2
Aa,nf = ~2 f [PI (r, a) + P2(r, cnf sin(2a) da. (9)
o
The numerical evaluation of the previous integral gives the following
expression for the dynamic aperture estimate ra,nf
where the nonlinear invariants Pi i = 1, 2 are computed using normal forms
Error sources. The error is given by the following contributions.
• Discretization in the angle ex: the relative error is proportional to K -1 .
• Discretization in the radius r: the relative error is proportional to J-l.
• Normal form error. The application of normal forms close to the dynamic
aperture can give inaccurate results. 12, 17 The normal form error is due to
the divergence of the perturbative series and to the truncation of the series
which, in tum, leads to neglect the higher orders contributions. If the linear
frequencies are close to low order resonances, the divergence appears at
low truncation orders, and therefore one is forced to neglect higher orders
contribution which can be relevant. In the numerical examples analyzed
in this paper, the linear frequencies are far from low order resonances,
such as in real accelerators, and therefore the normal forms tum out to be
very accurate.
aThe exact fonnula contains higher order tenns that have been neglected for the sake of
simplicity. The numerical results showed in the next section are not significantly affected by this
approximation.
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Step optimization. One should choose J ex K. Neglecting the multiplicative
constants in the estimate, and assuming that the normal form error is smaller
than the integration error over r and a, one obtains a relative error of 1/(4J)
by evaluating J2 orbits, i.e. J2 N iterates: one saves a factor J2 with respect
to direct integration (without constraints over the number of iterates such as
in Method 2).
4 NUMERICAL RESULTS
4.1 LHC Cell Lattice with Random Errors
We consider a lattice made up of 8 LHC-like cells4 plus a phase shifter to
set the linear tunes to the values Vx = 0.28, v y = 0.31. Two different sets of
nonlinearities have been considered: a lattice with only random sextupolar
components in the dipoles, and a lattice with random sextupolar, octupolar
and decapolar components in the dipoles. The multipolar gradients have been
set to the estimated values ofthe LHC dipole errors. For each case we analysed
10 different seeds. In Table I we report the relative errors between Methods 1,
2 and 3. Furthermore, we also give the position '0 of the last invariant curve
along the direction a = Jr /4 (i.e. equal invariants), and l?"l = l?"2 = 0; this is
the indicator that is commonly used for fast dynamic aperture estimates of
complicated lattices.2,3 We computed the dynamic aperture over N = 1000
turns using 20 steps for each variable: this estimate is affected by a relative
error of the order of 2%; also in this case, we verified the validity of the error
bound by varying the number of integration steps and checking the stability
of the computed dynamic aperture within the error. For the methods that
avoid the integration over the phases, the number of steps in a and in , is
20; 'a,d is computed over 1000 iterates. The normal form truncation is fixed
between 3 and 8, choosing the order that minimizes the error provided by
TABLE I Dynamic aperture estimates for the LHC and SPS lattices
Model Average Relative Error W.r.t. ra ,el,e2
ra,nj
LHC - Sex. only
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the composition of the conjugating functions <I> and '1'. The results show
that both ra,d and ra,n! provide an estimate of the dynamic aperture that is in
agreement with the direct integration of the stability domain, without making
the scan over two angles t?"l and t?"2. The fast dynamic aperture estimate ro
(carried along one direction in phase space) neglects both the distortion of the
orbit and the contributions coming from particles with different emittances:
these phenomena are relevant, and thus make this estimate rather imprecise.
4.2 SPS Lattice
Finally, we consider the SPS lattice corresponding to the set-up used for
nonlinear dynamics experiments. 14 The nonlinear part of the lattice is made
up by 8 strong extraction sextupoles, and by 108 chromatic sextupoles. Two
working points have been considered: the first one (WP1) at Vx = 26.637
and v y = 26.533, which is close to resonances of order 7 and 8; the second
one (WP2) is v y = 26.605 and v y = 26.538, which is close to resonances of
order 5. Both working points correspond to very perturbed situations where
the nonlinear resonances are excited and the phase space is strongly deformed.
In Table I the different estimates of the dynamic aperture ro, ra,d and ra,n!
are compared to the estimate ra, 0 1, O2 computed with 20 steps in each variable.
The results show that, due to the high distortion in phase space, the estimate
ro, obtained on the line x jy = 1is really imprecise (15%-40%). On the other
hand, Methods 2 and 3 provide a better estimate, even if the error (5%-9%) is
considerably higher than in the other cases; this is probably due to the strong
nonlinearities of these models, which make the constants that were neglected
in the error estimates considerably greater than one.
5 CONCLUDING REMARKS
In this paper we have discussed a definition of dynamic aperture of
4D betatronic motion when the effect of phase space distortions is not
negligible, reviewing the basic reasons that do not allow a rigorous definition
of this quantity. Three methods to compute the dynamic aperture and to
estimate the associated errors have been presented. The optimization of
the integration steps have been discussed as well. The straightforward
implementation of the dynamic aperture (Method 1) is very CPU time
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consuming. We have defined two alternative strategies (Methods 2 and 3)
to avoid to scan over the angles in the phase planes. Both methods have given
good results. Simulations carried out on realistic models have shown that both
the dependence on the phases and on the ratio of emittances can be crucial
for obtaining a precise estimate. Since these numerical results are strongly
model-dependent, we believe that for each model one should carefully test
the relevance of these effects. Therefore one can choose the most favorable
method achieving the best compromise between accura~y and CPU time
needed for the computations.
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