In this article, we propose a new subdivision scheme based on uniform Powell-Sabin spline subdivision. It belongs to the class of vector subdivision schemes; for each vertex, we have three control points that form a control triangle tangent to the surface instead of one control point. The main advantage of this scheme is that we can choose the values of the normals in the initial vertices which results in more design possibilities. At first sight, it is an approximating scheme because the control points change each iteration. However, the point where the control triangle is tangent to the surface remains the same. Therefore, it is an interpolating scheme. In the regular regions, we use the uniform Powell-Sabin rules, and we develop additional subdivision rules for the new vertices in the neighborhood of extraordinary vertices. The scheme yields C 1 continuous surfaces. We also do the convergence analysis based on the eigenproperties of the subdivision matrix and the properties of the characteristic map.
INTRODUCTION
Subdivision schemes are defined procedurally as the limit of a refinement process on a coarse scale control net. When the subdivision process is iterated, the control net will contain more and more vertices. In the case of spline subdivision, the control net converges to the spline surface described by the original control net. However, by the procedural definition, freedom from the closed mathematical expression can be achieved, and one can define a subdivision process by an arbitrary linear map in the space of control points without knowing something a priori about the limit surface. If the sequence of control nets converges, one can use this procedure to generate a wide variety of surface types. These surfaces are no longer restricted to images of bivariate functions, therefore they can easily represent shapes of arbitrary topology. Furthermore, they support multiresolution algorithms such as level of detail rendering, multiresolution editing, compression, and wavelets.
Subdivision schemes that generalize B-spline representations are particularly useful [Loop 1987; Catmull and Clark 1978] . In the regular regions away from the extraordinary vertices, the limit surface will be a spline surface and the basis functions are known. Spline-based subdivision schemes Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or direct commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 1515 Broadway, New York, NY 10036 USA, fax: +1 (212) 869-0481, or permissions@acm.org. are typically approximating. Interpolating subdivision schemes for which the limit surface interpolates the initial control points are also of interest because of their ability to control the resulting surface exactly. Various schemes that are interpolating by design exist [Dyn et al. 1990; Kobbelt 1996] , but these are not spline based. Modifications of approximating schemes have been proposed to force the limit surface to interpolate particular points, but the resulting masks have infinite size [Zheludev et al. 2003 ].
We are interested in schemes that produce limit surfaces that not only interpolate certain points but also the normals in some points. Several attempts have been made to achieve this, but the constraints are only satisfied in the limit. In Nasri [1991] and Halstead et al. [1993] modifications for the Doo-Sabin and Catmull-Clark scheme are presented. An additional disadvantage for both methods is that they involve the solution of global systems of equations. A method with local subdivision rules is proposed in Biermann et al. [2000] . Another local method [Salomon et al. 2002] uses n-adic instead of dyadic decomposition.
In this article, we present a new subdivision scheme that is spline based, but the limit surface interpolates a particular point and its normal for each initial vertex. It is a generalization of uniform Powell-Sabin spline subdivision [Windmolders and Dierckx 1999] . For each vertex, there is a control triangle instead of a control point, and this control triangle is tangent to the limit surface. The scheme interpolates the initial tangent points, though the corners of the triangle vary with each iteration. The new control triangle lies in the same plane, the tangent plane, as the old control triangle, and therefore the scheme also interpolates the normals. We also give a convergence analysis based on the eigenanalysis of the subdivision matrix and the properties of the characteristic map [Reif 1995b; Peters and Reif 1998 ].
Section 2 gives a short overview of the idea behind subdivision schemes and recalls the main theorems for the convergence analysis. Section 3 introduces our tangent scheme and Section 4 gives the convergence analysis of this new scheme. Finally, Section 5 gives some examples and discusses the drawbacks and advantages.
SUBDIVISION SURFACES

The Idea of Subdivision
A subdivision surface consists of two main ingredients: a coarse base polyhedron that controls the overall shape of the surface, and a refinement rule to compute in between control points on a finer scale. The surface is then defined as the limit of a sequence of successive refinements of the initial control polyhedron or polygonal mesh. Each control point on level j + 1 can be computed as a linear combination of control points of the polyhedron on the previous level j . Figure 1 shows an example in which each triangle in the original mesh is split into four new triangles, quadrupling the number of triangles in the mesh.
Some subdivision methods generalize spline-based knot insertion to irregular topology control meshes [Loop 1987; Catmull and Clark 1978] , others are related to one-dimensional interpolation schemes [Dyn et al. 1990; Kobbelt 1996] . The number of edges connected to a vertex may be different from vertex to vertex. As a result, the rules derived from the spline basis functions or interpolation constraints can be applied only to those parts of the mesh that are locally regular; that is, only to those vertices that have a valence of six for triangular schemes. For the vertices with other valences, called extraordinary vertices, additional rules are needed. This is an initial step in the design of subdivision schemes for surfaces: one has to define additional rules for irregular parts of the mesh in such a way that the limit surfaces have desired properties, in particular, are smooth.
The Subdivision Matrix and the Characteristic Map
In general, a control net of three-dimensional control points will consist of large regular regions where standard continuity conditions can be used to describe a smooth surface, and isolated irregular regions where these conditions are too restrictive. The key observation is that subdivision enlarges the regular regions of the control net and shrinks the irregular regions. The special rules used near the extraordinary vertices do not change the number of extraordinary vertices in two consecutive meshes p j and p j +1 . In the case of triangular schemes, the new vertices all have valence 6. Since the subdivision masks have fixed finite size, we can restrict the analysis to nets p 0 with a single extraordinary vertex surrounded by some rings of ordinary vertices such that the regular parts of p 0 define a piece of the limit surface that forms a ring around the extraordinary vertex.
The following is based on Peters and Reif [1998] and Umlauf [2000] . If we denote by s j the surface that corresponds to the regular parts of p j , then obviously s j −1 is part of s j for j ≥ 1 because each iteration the area of the regular part increases
and the limit surface is s = lim j →∞ s j . Taking s j −1 away from s j , we obtain a surface ring r j which is added to s j −1 in the j th iteration step. This yields
At an extraordinary vertex of valence n the surface rings r j can be parametrized over a common domain × Z Z n where is
for triangular schemes. The domain × Z Z n of the ring consist of n copies of the unit (Figure 2 ). The control points that define the ring r j are a subnet d j ∈ p j , and the corresponding regular basis functions that are used to parameterize the regular parts, for example, spline functions, are arranged in a row vector B. The parameterization is
The parts r u, v, k) are referred to as segments and together they form the surface ring r j . The subdivision algorithm can be described by a square subdivision matrix S that relates the control points in the neighborhood of a vertex on two sequential levels A separate matrix is defined for each valence. The size of the subdivision matrix depends on the number of control points in d j that is needed to define one surface ring. After one subdivision step, the configuration of the involved vertices d j +1 is exactly similar to the configuration of the old vertices d j , and we can use the same numbering system. This is illustrated in Figure 3 around an extraordinary vertex with valence 3. In general, the subdivision matrix can change from level to level. Most schemes are stationary which means that the same affine combinations are used in every step j of the iteration, and the subdivision matrix S = S j is independent of the level j . Let λ 0 , . . . , λ K be the eigenvalues of S ordered by their modulus
and denote by v 0 , . . . , v k the corresponding eigenvectors.
or in complex form as * :
is called the characteristic map of the subdivision scheme. Note that can be regarded as consisting of n segments k (u, v) := (u, v, k) . In this article, we discuss a symmetric scheme where λ 1 = λ 2 , and we do not need the case where λ 1 is different from λ 2 .
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Reif's Theorem
Most subdivision schemes are constructed from regular schemes which are known to produce at least C 1 continuous surfaces for almost any initial configuration of control points. For the spline-based systems, we know that the exact form of the limit surface in regular regions must be the spline surface itself because it consist of pieces, each influenced by a finite number of control points that are all regularly connected. The level of continuity is thereby well defined. For systems which are not spline based, we cannot make this deduction straight away, but an analogous statement can be made after applying the same analysis as for the irregular points.
The main mathematical challenge in understanding the nature of subdivision surfaces is determining the behavior around the extraordinary points. This was first analyzed for quadrilateral schemes in Doo and Sabin [1978] using Fourier transforms and an eigenanalysis of the subdivision process. This work was expanded upon in Ball and Storry [1988] to derive necessary conditions for tangent plane continuity near the extraordinary points. However, this is not sufficient in practice because self-intersections are still possible. Reif [1995b] derived necessary and sufficient smoothness conditions by taking into account the eigenproperties of the subdivision matrix as well as the properties of the regular basis functions.
The crucial theorem for the analysis of subdivision algorithms can be stated in terms of the subdominant eigenvalue λ := λ 1 = λ 2 and the characteristic map . If 1 > |λ| > |λ 3 | is a real eigenvalue with multiplicity 2, and if the characteristic map is regular and injective, then the limit surface is C 1 continuous for almost all initial control nets d 0 . A generalization with a less severe restriction on the eigenvalues can be found in Reif [1995a] .
In Section 4, we will use this theorem to analyze the tangent scheme that we introduce in Section 3. Checking if the characteristic map is regular and injective can be quite cumbersome and therefore we first look at sufficient conditions for regularity and injectivity.
Sufficient Conditions for Regularity and Injectivity
Assuming a double subdominant eigenvalue is less restrictive than it might seem at first since this case appears in a natural way for symmetric schemes. A subdivision scheme is said to be symmetric if it is invariant under shifts and reflections of the labeling of the vertices in d m . This implies that the subdivision matrix S has a block-circulant structure with square blocks S k , k ∈ Z Z n . Thus S is unitary similar to a block-diagonal matrixŜ with its diagonal blocksŜ k resulting from the blocks S k by the discrete Fourier transformŜ
where ω n = e 2πi n denotes an n-th root of unity. This means, ifv μ is an eigenvector of some blockŜ k corresponding to a eigenvalue μ, then μ is also an eigenvalue of S with complex eigenvector
Because S is real, the blocks ofŜ satisfyŜ n−k =S k for k = 1, · · · , n/2 . Hence if μ is an eigenvalue ofŜ k , it is also an eigenvalue ofŜ n−k , and there are always two linear independent, real eigenvectors
. This is also valid for the real subdominant eigenvalue λ and it can be proven [Peters and Reif 1998 ] that, if the characteristic map is injective, λ stems from the blocksŜ 1 andŜ n−1 . From now on, we denote withv, v * , v 1 , and v 2 the vectors corresponding to the subdominant eigenvalue λ as in Equations (7) and (8). A triangular subdivision scheme is said to have a normalized characteristic map ifv is scaled such that 0 (e 1 + e 2 ) = ( p, 0) with p > 0, where e 1 and e 2 are unit vectors in the u and v direction as in Figure 2 .
For symmetric schemes, we can restrict the analysis of the characteristic map to a single segment 
componentwise, then the characteristic map is regular and injective. This was proven for quadrilateral schemes in Peters and Reif [1998] and extended to triangular schemes in Umlauf [2000] .
A TANGENT SCHEME
The tangent scheme introduced in this article generalizes uniform Powell-Sabin spline subdivision to irregular settings. We define new rules for the new vertices in the neighborhood of extraordinary vertices.
Powell-Sabin Splines
Powell-Sabin splines are piecewise quadratic polynomials with C 1 continuity on Powell-Sabin triangle splits. Each triangle is divided into six smaller triangles that act as the domains of the quadratic polynomials. Powell and Sabin [1997] proved that the dimension of the considered spline space equals three times the number of vertices in the triangulation before the PS-split. This means that, if at each vertex, the function value and the two derivative values are given, the polynomial patches on the subtriangles are uniquely defined, and the continuity conditions between the subtriangles are automatically fulfilled.
In this article, we work with a representation of Dierckx Dierckx [1997] that encodes the function value and the gradients in a control triangle that is tangent to the spline surface. The corresponding spline basis functions have local support and form a convex partition of unity. For a uniform triangulation of the parameter domain where all triangles are equilateral and have the same size, we choose the control triangles such that their projections on the parameter domain are also equilateral and that the tangent point is the barycenter of the control triangle. The tangent points play the role of vertices and are connected to make up the mesh. There is, however, no need to store these tangent points or vertices themselves; they are easily calculated as a linear combination of the corners of the control triangles.
Denote by f , f u , and f v a function value and gradients and by p i , i = 0, 1, 2 the values in the corners of the corresponding control triangle. Then the connection between the two is
with h the length of the edges in the uniform triangulation.
Uniform Subdivision
For Powell-Sabin splines on uniform triangulations, a subdivision scheme exists [Windmolders and Dierckx 1999] . It is a dyadic scheme, a new vertex is inserted on every edge between two old vertices, and every triangle is split into four new triangles. The subdivision rules are illustrated schematically in Figure 4 for a one mesh triangle with vertices V a and V b on the bottom edge. The control triangles are in red. The control points, that is, the corners of the control triangles, are denoted by p 0 , p 1 , and p 2 .
• E. Vanraes and A. Bultheel 
The control triangle of each old vertex needs to be rescaled 
As mentioned before, the subdivision scheme interpolates the initial vertices because the new vertex on level j + 1, that is, the barycenter of the control triangle or tangent point remains the same. For the derivation of these rules, it was assumed that all control triangles point in the same direction and that their corners are numbered in the same order. However, in the neighborhood of the extraordinary vertices where the different regular parts come together, it becomes impossible to enforce this. Therefore we also need rules for other configurations of the control triangles. These rules can be summarized by introducing the rotation matrix Q 6
The effect of this matrix on a control triangle is a rotation of 2π/6 = π/3 radians as illustrated in Figure 5 . We can now, after applying Q 6 an appropriate number of times, use Equation (13) to compute the control triangle of a new vertex on every edge adjacent to the centroid. The matrix A for the rescaling of the old control triangle in Equation (15) is independent of the orientation. Equations (13) and (15) are matrix combinations because there are three control points for each vertex. Note that these equations are also valid if the domain triangles are not equilateral but are all the same size as in Figure 2 .
Extraordinary Vertices
For the new rules in the extraordinary vertices, we define a similar rotation matrix Q n . It defines a rotation over an angle of 2π/n radians 
We now use exactly the same rules as in the uniform case, but we use Q n instead of Q 6 . Again we do not store the tangent points or vertices that make up the mesh but calculate them as the barycenters of the control triangles. It would be interesting to know the locations of the new mesh vertices in terms of the location of the old mesh vertices and some other parameters that contain the same additional information as a control triangle. It is, however, not possible to use less than six scalars apart from the three-dimensional position of the mesh vertex. A normal vector defines the tangent plane, but the initial size, shape, and orientation of the control triangles also influence the limit surface. Remark that although the projections of the control triangles on the parameter domain are equilateral and have the same orientation, this is not the case for the control triangles themselves in three-dimensional space.
CONVERGENCE ANALYSIS
To do the convergence analysis of the tangent scheme, we first look at the structure of the subdivision matrix and calculate its eigenvalues. The subdominant eigenvalue turns out to be equal to 1/2 and indeed stems from the blocksŜ 1 andŜ n−1 . For the analysis of the characteristic map, we resort to the sufficient condition that the partial derivative of the first segment with respect to v should be positive. We prove that this condition is fulfilled and conclude that the limit surface of the tangent scheme is C 1 continuous for almost all initial control nets d 0 .
The Subdivision Matrix
The form of the subdivision matrix depends on the labelling of the vertices in the control net d j . We label them segment after segment as in Figure 6 . For each of these vertices, there corresponds a vector of three control points. The figure only depicts the connected barycenters of the control triangles. For the tangent scheme, only two rings around the vertex of interest are needed to do the analysis.
To achieve the desired periodic structure, we replace the central control triangle d 0 by n rotated copies
Though not strictly necessary, we also replace the control triangles d Then S has a block circulant structure 
and 
Now we use the discrete Fourier transform to yield a unitary similar block-diagonal matrixŜ with
for k ∈ Z Z n . From this, we find the eigenvalues of the subdivision matrix S as in Table I . The subdominant eigenvalue λ equals 1/2 and stems fromŜ 1 andŜ n−1 . The eigenvalue 1/4 occurs 2n times. The conditions on the eigenvalues for C 1 continuity are satisfied, and we conclude the proof in the next section by calculating the characteristic map. From this eigenspectrum, we also already know that this scheme cannot have C 2 continuity. According to Prautzsch and Reif [1997] , the subdivision matrix must have a subsubdominant eigenvalue μ that occurs inŜ 0 ,Ŝ 1 , andŜ n−1 is strictly larger than all other eigenvalues and has absolute value |μ| = λ 2 . In the table, we see that the eigenvalue 1/4 occurs more than three times. The ratio λ 2 / μ| is, however, important in controlling the divergence of the curvature at the extraordinary vertices [Reif and Schröder 2000] . For bounded curvature, we need λ 2 /|μ| = 1 which is satisfied for this scheme.
The Characteristic Map
What remains is the analysis of the characteristic map. Because of the convex hull property of the Powell-Sabin splines, the partial derivative of 0 with respect to v will be positive if all the Bézier coefficients in its Bézier representation are positive. The normalized eigenvector ofŜ 1 , corresponding to the subdominant eigenvalue λ = 1 2 , iŝ The segment * 0 of the characteristic map consist of 18 quadratic patches. The Bézier representation can be calculated from the B-spline coefficients (24) using the formulas from Dierckx [1997] . The result is given in Table II. • E. Vanraes and A. Bultheel To find the derivative of the Bézier polynomials, we apply the de Casteljau algorithm. This yields Table III for the Bézier ordinates of * 0,v . Both the real and the imaginary part of the Bézier coefficients are strictly positive and condition (11) is fulfilled; we have proven that the characteristic map is regular and injective. Combined with the results on the eigenvalues, this implies, according to the theorem of Reif, that the scheme yields C 1 continuous limit surfaces.
DISCUSSION
Figure 7(b) shows the limit surface of the tangent scheme with a tetrahedron as the initial base mesh. The control triangles corresponding to the initial vertices are chosen as in Figure 7 (a). The result is similar to the limit surface of the Modified Butterfly subdivision in Figure 7 (c). Both are interpolating schemes and yield C 1 continuous surfaces. Because the tangent scheme is spline based, the limit surfaces are piecewise polynomial which is not the case for the Butterfly scheme.
The main difference between the tangent scheme and other interpolating subdivision schemes is the ability to control the normals in the base mesh vertices. For example, the configuration in Figure 8 starts with another steeper control triangle on the top of the tetrahedron. The limit surface has a lobe in the direction of the control triangle. Biermann et al. [2000] propose improved rules for Catmull-Clark and Loop subdivision that also allow normal control. In a second stage of their algorithm, the control points in the neighborhood of a prescribed normal are modified. They are blended between the unmodified positions resulting from the first stage and certain positions in the prescribed tangent plane. The tangent scheme does not improve existing rules but interpolates the normals by design due to the underlying mathematical representation with Powell-Sabin splines that are C 1 continuous in the points of interest. Salomon et al. [2002] present a method with subdivision rules that also incorporate the information on the normals by design. It is, however, based on an n-adic splitting of the faces instead of a dyadic decomposition. Furthermore, these rules are only used in the first subdivision steps. Other dyadic subdivision rules are used for smoothing on the remaining levels.
The tangent scheme belongs to the class of vector subdivision schemes. These extend scalar subdivision schemes in a natural way and offer more design flexibility. A fundamental difficulty in vector subdivision schemes is that the different components in the vector have, in general, no explicit geometric meanings. In the tangent scheme, we need nine scalars for each mesh vertex, namely, the three coordinates of the three corners of the control triangle instead of only the three scalars that represent the coordinates of the mesh vertex itself. In contrast to most vector schemes, here we do have a prescribed geometric meaning: linear combinations of the different components give the position and the gradients.
Consequently the tangent scheme is a more expensive scheme when it comes to memory requirements.
• E. Vanraes and A. Bultheel On the other hand, the advantage of using additional information is, for example, reflected in the size of the stencil needed to achieve a certain order of continuity. The tangent scheme has a two-point stencil and uses only information from its immediate neighbors. The scalar Butterfly scheme needs an eight-point stencil to achieve the same degree of continuity. Also, because the Butterfly stencil is larger, special rules are needed on and in the neighborhood of boundaries. The representation with control triangles contains more information than the tangent plane or the normals in the base mesh vertices alone. Also the size, shape, and orientation of the control triangles influence the limit surface. Figure 9 shows the same tetrahedron with different sizes for the control triangles. The smaller the control triangle, the sharper the corners. When the control triangles grows, the corners become more rounded. However, when neighboring control triangles intersect each other, the limit surface will have self-intersections. Another example of the tangent scheme is illustrated in Figure 11 . By tilting the control triangle in one of the original base mesh points, we find a limit surface with another normal in the considered point.
The influence of the size of the control triangles is, at the same time, also a disadvantage. A criterion for choosing the optimal size in a specific configuration is not straightforward. We illustrate this in Figure 10 with some of the basis functions that are associated with this subdivision scheme. They are the result of the algorithm on an initial configuration with a horizontal control triangle with altitude one for the central vertex. Each basis function can also be seen as the sum of three functions, one for each corner of the control triangle. We used for each valence the same size for the initial control triangles. For increasing valence, this leads to waves on the limit surfaces; a smaller control triangle would be more appropriate. Further research will investigate what the optimal size is.
As already mentioned, the tangent scheme, like most subdivision schemes, only yields C 1 continuous surfaces. To achieve C 2 continuity, a scheme needs to have a larger support or have zero curvature at extraordinary vertices [Prautzsch and Reif 1999] . Both are undesirable properties. With large masks, the limit surface is influenced by vertices relatively far away from the vertex of interest and degeneracy or discontinuity of curvature typically leads to visible defects of the surface. Another problem, typically for interpolating subdivision schemes, is the presence of ripples in the neighborhood of extraordinary vertices [Sabin and Barthe 2002] . Figure 12 shows a detail of the surface of Figure 7 (b) with the ripples made visible.
