Abstract. Of concern is the study of fractional order Sobolev- 
Introduction
In 1966 Arnold observed in his seminal article [2] , that the incompressible Euler equations can be interpreted as the geodesic equation on the group of volume-preserving diffeomorphisms with respect to the right invariant L 2 -metric. Subsequently, it has been shown that there exist a geometric interpretation for many other physically relevant PDEs; e.g.:
• Burgers' equation as the geodesic equation on Diff(S 1 ) with the L 2 -metric;
• the Camassa-Holm equation [10] on Diff(S 1 ) with the H 1 -metric in [30] ; • the Degasperis-Procesi equation on Diff(S 1 ) with a non-metric connection [16] (it has also been described previously as an evolution equation on the space of tensor densities, see [24, 35] , in the spirit of the Euler-Poincaré formalism); • the KdV equation on the Virasoro-Bott group with the L 2 -metric in [29] ; • the Hunter-Saxton equation on the homogeneous space Diff(S 1 )/S 1 with respect to the homogeneousḢ 1 -metric [33, 34] ; • the modified Constantin-Lax-Majda equation [13] as the geodesic equation on the homogeneous space Diff(S 1 )/S 1 with respect to the homogeneousḢ 1/2 -metric [44, 19] .
These geometric interpretations as geodesic equations on infinite dimensional manifolds have been used to obtain existence and stability results for the corresponding PDEs: Ebin and Marsden [15] proved local well-posedness of the geodesic initial value problem for the incompressible Euler equations. Their method is based on a extension of the metric and the geodesic spray to the Hilbert manifold of Sobolev diffeomorphisms. Using similar techniques Constantin and Kolev showed in [12] that the geodesic equation of the rightinvariant Sobolev metrics of integer k ≥ 1 on Diff(S 1 ) is locally well-posed. In [18] this result was extend by Escher and Kolev to the class of fractional order Sobolev metric of order s ≥ 1 2 and in [17] they proved global existence of geodesics on Diff(S 1 ), provided that the order s satisfies s > For diffeomorphism groups of a general (possibly) higher dimensional, compact manifold M the situation has been only studied for integer order metrics: metrics of order one have been studied by Shkoller in [39, 40] ; in [38] Preston and Misiolek showed that the geodesic equation on Diff(M ) is locally well-posed for Sobolev metrics of integer order k ≥ 1. This result can also be found implicitly in [15, 7] . In a recent preprint [9] , by Bruveris and Vialard, metric and geodesic completeness on the Banach manifold D s (M ) have been studied provided that the metric is smooth and strong. Using a result of [15] , see also [38] , this is true for the class of Sobolev metrics of sufficiently high integer order. This is in correspondence with the results of Mumford and Michor in [37] , where global well-posedness on the group of H ∞ -diffeomorphisms of R d for integer order metrics is proven, see also [43] . However, so far both local and global well-posedness was left open for fractional order Sobolev metrics. This article serves as a contribution towards this goal, as it discusses local and global well-posedness for fractional order Sobolev metrics on the diffeomorphism group of R d . Our main result is the following: Theorem 1.1. Let M be either the d-dimensional Torus T d or the Euclidean space R d . Let G s be the fractional order Sobolev type metric of order s on the group of H ∞ -diffeomorphisms Diff(M ).
(1) Let s ≥ Outline of the article. In the following we give a short overview of the structure of the article: In Section 2, we introduce the diffeomorphism groups studied in this article and review basic results on their manifold and group structure. In Section 3, we define the class of right-invariant metrics -and in particular of right-invariant Sobolev metrics -and present their geodesic equation. The metrics in this article are defined via Fourier multipliers of class S r , which is the content of Section 4. In Section 5, we show that these metrics induce a smooth metric on the Sobolev completions D q (R d ), for sufficiently high q and r. This is then used to prove local (Section 6) and global (Section 7) well-posedness. Some facts on Fourier multipliers which are needed in our analysis are collected in the Appendices A and B. Finally, the technically most involved computations for the symbols of higher derivatives of the conjugation are postponed to Appendix C.
The groups of smooth and Sobolev diffeomorphisms
In this paper, we will be mainly interested in the diffeomorphism group
Here H ∞ (R d , R d ) denotes the space of R d -valued H ∞ -functions on R d , i.e.,
where H q (R d , R d ) denotes the (R d -valued) Sobolev space on R d , see Section 2.1. In addition we will need the Hilbert approximations D q (R d ) of Diff H ∞ (R d ):
) and det(id + df ) > 0 , defined for q > d 2 + 1. In this section we will recall the basic definitions and results to rigorously define these groups. For a more detailed treatment of the groups D q (R d ) we refer to the monograph [28] and for the group Diff H ∞ (R d ) to [26, 36] .
The Sobolev space H
where ξ is the independent variable in the frequency domain. With this convention, its inverse F −1 is given by:
Using this norm we obtain the Sobolev spaces of -possibly non-integralorder q:
These spaces are also known under the name Liouville spaces or Bessel potential spaces. To make a connection with other families of function spaces, we note that the spaces
and with the spaces of Triebel-Lizorkin type
Definitions of all these spaces and an introduction to the general theory of function spaces can be found in [41, 42] .
In the following lemma, we collect two important properties of these spaces that we will use throughout this article.
Lemma 2.1. Let q ≥ 0 be any non-negative real number. Then we have:
• The space of smooth and compactly supported functions
) of all C r -functions vanishing at infinity for any integer r.
• If q > d/2 and p ≥ 1 with p ≤ q then pointwise multiplication extends to a bounded bilinear mapping
Proof. The proof of this Lemma can be found in [28, Section 2].
2.2.
The Hilbert manifold D q (R d ). We are now able to rigorously define the Hilbert manifold D q (R d ). We will follow the presentation of [28] . Given
Here Diff 1 + (R d ) denotes the set of orientation-preserving C 1 -diffeomorphisms on R d . In [28] it has been shown, that equivalent definitions of this group are given by
Note, that for a compact manifold M , this has already been proven in [14] . Furthermore the mapping 
On the other hand, we also have a similar bound from above, i.e., 
are continuous, but not smooth.
We will also need the following result concerning the right action of
Lemma 2.5 (Lemma 2.7 in [28] ). Given any two real numbers q, p with q > d 2 + 1 and q ≥ p ≥ 0, the mapping
is continuous. Moreover, the mapping
Note, that the first part of this result is the R d version of Corollary B.3 in [18] . In the one-dimensional case more exact bounds for the composition have been derived in Corollary B.2 in [18] .
2.4.
A complete metric structure on D q (R d ). In this section we will generalize a complete metric on D q (S 1 ), as introduced in [17, Section 3] , to the situation studied in this article.
q is a complete metric space and the metric topology is equivalent to the Hilbert manifold topology.
The main ingredient of this proof is a bound on the Jacobian determinant on bounded subsets of
Proof. We consider some fixed ϕ 0 in B and let
Since B is bounded and 1/ det(dϕ 0 ) ∞ < +∞ -c.f. Remark 2.3 -we have ε > 0. Suppose that
Then there exists a ϕ 1 such that inf
This yields a contradiction to ϕ 1 being an element of B.
Using this lemma, the proof of Theorem 2.7 is verbatim the same as in the one-dimensional periodic situation, see [17, Section 3] .
2.5. The Lie group Diff H ∞ (R d ). The following result concerning the Liegroup structure of Diff H ∞ (R d ) has been first shown in [25] .
The Lie-group structures of the related groups Diff c (R d ), Diff S (R d ) and Diff B (R d ) have been studied in [37] . It has been shown, that Diff c (R d ) is a simple group. However, this result does not carry over to the larger group Diff H ∞ (R d ), as both Diff c (R d ) and Diff S (R d ) are normal subgroups of it.
3. The EPDiff equation 3.1. Right-invariant metrics on Lie groups. A right-invariant Riemannian metric on a Lie group is defined by its value at the unit element e of the group, that is, by a inner product on the Lie algebra g of G. For historical reasons going back to Euler [20] , this inner product is usually represented by a symmetric 1 linear operator
A is symmetric if (Au, v) = (Av, u) for all u, v ∈ g, where the round brackets stand for the dual pairing of elements of g and its dual space g * .
called the inertia operator. Given a curve g(t) on G, the Eulerian velocity (also called the (right) logarithmic derivative) is defined as
where R g stands for right translations on G. With these notations, the geodesic equations can be written as
where
and ad(u) ⊤ is the adjoint of the operator ad(u), with respect to the inner product on g. The first order equation on u is called the Arnold-Euler equation and the bilinear operator B is called the Arnold operator.
As noted by Arnold [2] , the theory can be extended to diffeomorphism groups (and more generally Fréchet-Lie groups) but with two restrictions:
(1) The metric does not induce, generally, an isomorphism between the tangent space T g G and its dual; (2) The geodesic spray may not exist.
Right-invariant metrics on Diff
To define a right invariant metric on Diff H ∞ (R d ), it suffices to prescribe an inner product on the Lie algebra 
where · denotes the Euclidean product on R d . We can use this inner product to define an inner product on each tangent space
Using the notation A ϕ = R ϕ • A • R ϕ −1 we can rewrite -via a change of variable -the above equation to obtain
where J ϕ denotes the Jacobian determinant of the coordinate change ϕ. The operator A is also called the inertia operator of the metric G.
In the next theorem we will calculate the corresponding Euler equation, assuming that the inertia operator is invertible. This equation is known in the literature as the EPDiff equation (Euler-Poincaré equation on the diffeomorphism group).
Theorem 3.1 (EPDiff equation). If the inertia operator
is invertible, then the Arnold operator B exists and the corresponding Euler equation is given by
Proof. Let ∇ be the canonical covariant derivative on
and both sides of the equation are continuous, the same relation holds for Remark 3.2. Note that the hypothesis that the inertia operator is invertible is only a sufficient condition for the existence of the operator B. A weaker hypothesis is that the symmetric part of the bilinear operator ad(v) ⊤ u is defined, which is the case if
The geodesic spray, if it exists, is defined as the Hamiltonian vector field of the energy function
for the (weak) symplectic structure on T Diff H ∞ (R d ) induced by the metric. As pointed out by Arnold [2] , the geodesic spray exists as soon as the Arnold operator B exists. Sketch of proof. If the spray exists, it is uniquely defined and right-invariant. It can be checked that, if the operator B exists, then the spray is given by
Conversely, if the spray exists, then a solution B of the equation
is given by the polarization of the quadratic operator
Example. In the following we present an example of a right invariant metric, where the Arnold operator B -and thus the geodesic equation -does not exist. For this we consider the homogeneousḢ 1 -metric on the diffeomorphism group of the real line Diff H ∞ (R):
This defines a Riemannian metric on Diff H ∞ (R), since there are no constant vector fields in the Lie-Algebra H ∞ (R).
One can formally derive the equation for the Arnold bilinear operator to obtain:
Thus, if B(u, v) is an element of the Lie algebra H
For u = v this would imply that u x = 0. Therefore the Arnold bilinear operator does not exist for all u, v ∈ H ∞ (R).
In the article [5] possible extensions of the group Diff H ∞ (R) have been discussed in order to guarantee the existence of B. However, this is only possible if one uses either the group of compactly supported or rapidly decreasing diffeomorphisms, but not for H ∞ -diffeomorphisms that are treated in this article.
Note that a similar phenomenon would also occur for any homogeneous metric of order s > 0 on Diff
This is in contrast to the periodic case. To study theḢ 1 metric in the periodic case one has to pass to the homogeneous space Diff(S 1 )/S 1 of diffeomorphisms modulo rotations. Then the geodesic equation exists and is given by the Hunter-Saxton equation. Furthermore, the induced geometry of theḢ 1 -metric is an open subset of an infinite dimensional sphere, cf. [33, 34] .
Sobolev metrics on Diff
A class of metrics of particular importance is given by the family of (fractional order) Sobolev metrics. As described in the previous section we only need to define the metric on the Lie algebra H ∞ (R d , R d ) and obtain a metric on all of Diff H ∞ (R d ) via right translation. We will first consider the Sobolev metric of integer order k ∈ N. Therefore we define the inner product:
and · is the natural extension of the euclidean inner product on R d to higher tensors. The Laplacian of a vector field u will be defined as ∆u := tr
Due to the identity
the H 1 inner product can be rewritten as
This suggests to introduce a modified but norm-equivalent version of the H k -inner product (3.2), namely
The fact that both norms are equivalent is based on the inequality
Similarly as in Section 2.1, this definition can be extended via the Fourier transform to obtain Sobolev metrics of non-integer order s ≥ 0:
where · is the Hermitian inner product on C d . In the spirit of the previous section, it is natural to consider the corresponding inertia operator A of the norm (3.3):
This operator belongs to the family of Fourier multipliers of class S 2s , which is defined in following section.
Fourier multipliers of class S r
It is a well-known fact (see for instance [15, Appendix A]) that, given any differential operator A of order r with smooth coefficients, the mapping
is smooth for q > 1+d/2 and q −r ≥ 0. It is the aim of this section to extend this result to a larger class of operators, the so-called Fourier multipliers of class S r , which are defined below. Let A be a differential operator with constant coefficients, then
where a :
is a polynomial function. This observation suggests to define, for a more general function a :
where F is the Fourier transform on R d . Such an operator, a(D) (also noted op (a(ξ))), is called a Fourier multiplier with symbol a. Of course, some regularity conditions are required on the symbol a to insure that the operator is well-defined. We redirect to Appendix A for a detailed discussion on these conditions. In the following, we will restrict ourselves to a class of symbols for which this operation is well-defined on H ∞ (R d , R d ) and leads to operators with nice properties.
and satisfies moreover the following condition:
Example. Any linear differential operator of order r with constant coefficients is in this class. Furthermore, op (1 + |ξ| 2 ) r/2 belongs to this class.
Remark 4.2. Note that a Fourier multiplier a(D) of class S r extends to a bounded linear operator
In this paper, we are mainly interested by inner products of the form
is a Fourier multiplier of class S r . A necessary and sufficient condition for such an inner product to be L 2 -symmetric and positive definite is that the symbol a is Hermitian and positive definite almost everywhere. Moreover we will require an ellipticity condition on A in order to prove the existence and smoothness of the spray of the week right-invariant metric generated by the inertia operator a(D). A detailed discussion on ellipticity for Fourier multipliers can be found in Appendix B.
For our purpose, we will adopt the following definition.
Remark 4.4. A sufficient (but not necessary) condition for ellipticity is the following
Remark 4.5. An elliptic Fourier multiplier of class S r induces a bounded isomorphism between
We summarize our considerations by introducing the following class of inertia operators which will be denoted E r .
is in the class E r iff the following conditions are satisfied:
(1) A = a(D) is a Fourier multiplier of class S r ; (2) A = a(D) is elliptic; (3) a(ξ) is Hermitian and positive definite for all ξ ∈ R d .
Since a positive definite Hermitian matrix has a unique positive square root which depends smoothly on its coefficients, we can define formally the square root B := op a(ξ) 1/2 of an operator A in the class E r .
Lemma 4.7. The positive square root B of an operator A in the class E r belongs to the class E r/2 .
The proof of this result relies on the following elementary lemma.
be three matrices, where b is assumed to be Hermitian and positive definite. Suppose in addition that
where · denotes the Frobenius norm, i.e. x := √ tr xx * .
Proof. Since conjugation of the unitary group U(d) on M d (C) is an isometry for the Frobenius norm, we can assume that
which yields the result.
Proof of Lemma 4.7. Given ξ ∈ R d , let b(ξ) be the positive square root of a(ξ). Using the Frobenius norm, we get
Thus,
, and similarly
We will now show by induction on |α| that
and using Lemma 4.8, we conclude that
Suppose now that (4.1) is true for all |α| ≤ n and let |α| = n + 1. We have
, for 1 ≤ |β 1 | , |β 2 | ≤ n, by the induction hypothesis. Thus, using again Lemma 4.8, we conclude that
, which achieves the proof.
We will now turn to the main result of this section which is the following theorem. 
is smooth.
The main ingredient of the proof is the following lemma that shows the boundedness of the n-th Fréchet differentials of the operators A ϕ . Lemma 4.10. Let A = a(D) be a Fourier multiplier of class S r , r ≥ 1 and let
be the (n + 1)-linear operator defined inductively by A 0 = A and
where ∇ is the canonical derivative on R d . Then, each A n extends to a bounded multilinear operator
Remark 4.11. For n = 1, we have
and for n = 2, we get
The proof of Lemma 4.10 relies on two main observations which proofs can be found in Appendix C. The first one (Lemma C.1) is that the Fourier transform of
that we shall denote by A n (to avoid lengthy notation), can be written as
where dµ is the Lebesgue measure on the subspace
is the (n + 1)-linear map defined inductively by a 0 = a and
where ξ ♯ is the linear functional defined by ξ ♯ (X) := ξ · X. The second one (Lemma C.2) is an estimate on the sequence a n , namely
where I n := {1, . . . , n} and λ r (ξ) := (1 + |ξ| 2 ) r/2 .
Remark 4.12. An estimate for A 1 can be obtained directly using known estimates on commutators (see [32] for an excellent exposition on the subject) but estimating A n requires to control a non-trivial sequence of iterated commutators. Hopefully, Lemma C.1 and Lemma C.2 allow us to avoid this painful task.
Finally, the proof of Lemma 4.10 also requires the following estimate, which can be found in [28, Lemma 2.3] .
Proof of Lemma 4.10.
But, due to (4.2) and (4.3), we get
, where Λ r := op (λ r (ξ)). Now observe that
Thus, if we choose
we get
and therefore
Finally, by virtue of lemma 4.13, and because we assume q > 1 + d/2 and r ≥ 1, we have
which completes the proof.
Proof of Theorem 4.9. Using Lemma 4.10 and 2.5, the proof of Theorem 4.9 follows similarly as in [18] . The basic idea is to show that the mapping
is smooth, if and only if, each A n extends to a bounded (n+1)-linear operator in
. Therefore we need the local boundedness of the composition operator R ϕ , c.f. [18, Theorem 3.4.] . The proof of this statement does not depend on the dimension of the base manifold and thus we will not repeat the argumentation. Now the statement of the Theorem follows using Lemma 4.10.
Smoothness of the extended metric on Hilbert manifolds
For general facts on Riemannian geometry on a Banach manifold we refer to [31] 
is smooth. Given any ϕ ∈ D q (R d ), we can therefore consider the bounded, linear operatorG
called the flat map and defined byG ϕ (v) := G ϕ (v, ·). The metric is strong ifG ϕ is a topological linear isomorphism for every ϕ ∈ D q (R d ), whereas it is weak ifG ϕ is only injective for some
where (·, ·) denotes the dual pairing between
To conclude that the family of inner products
we need to show that the corresponding flat map
is a smooth mapping. We will distinguish two cases:
(1) Weak metrics on D q (R d ); i.e., the metric G is only injective, seen as a mapping from the tangent bundle
i.e., the metric G induces an isomorphism between the tangent bundle and the co-tangent bundle.
Weak metrics on
We consider first the case of an inner product on H ∞ (R d , R d ) which is given by
where A is a Fourier multiplier of class S r and r ≥ 1. Let q > 1 + d/2 and q − r ≥ 0. We suppose further that the inertia operator A extends to a bounded isomorphism between
, it is sufficient to show that the mapping
is a smooth mapping to conclude that A induces a smooth (weak) Riemannian metric on D q (R d ). Here J ϕ denotes the Jacobian determinant of ϕ.
Lemma 5.1. Let q > 1 + d/2 and q − r ≥ 0. Then the mapping
is smooth if and only if the mapping
is smooth and A induces a smooth Riemannian metric on D q (R d ).
Proof. This lemma is an immediate consequence of the fact that pointwise multiplication
is continuous for q > 1 + d/2 and q − r ≥ 0.
Remark 5.2. If the mapping
is a smooth mapping for some p ≤ q, then it is also a smooth mapping
for eachp ≤ p. As a consequence of Lemma 4.9 we obtain the following result concerning the smoothness of the metric G. Proof. The proof of this theorem is an immediate consequence of theorem 4.9.
Strong metrics on D s (R d ).
We now consider the case where the order of A is high enough such that it induces a strong Riemannian metric on the Sobolev completion D s (R d ). Therefore let A be a Fourier multiplier of class E 2s with s > 1 + 
is a smooth mapping, then A induces a strong Riemannian metric on D s (R d ). Using Lemma 4.7, we can decompose the operator A as
where B is a Fourier multiplier of class E s and B * is the corresponding transpose of the operator B:
We can therefore rewrite the metric on D q (R d ) as
Here B ϕ denotes the operator
Using the transpose of the operator B ϕ we obtain
, where M Jϕ is the pointwise multiplication by the Jacobian determinant J ϕ of the diffeomorphism ϕ. Comparing this with (5.1), we obtain
The latter formula can now be used to obtain the following result concerning the smoothness of this family of inner products.
Theorem 5.5 (Smoothness of the strong metric). Let s > 1 + d/2 and
is smooth. Then the inertia operator
induces a smooth and strong Riemannian metric on D s (R d ).
The smoothness is proved as follows. Since transposition and composition of bounded operators between Banach spaces are themselves bounded operators it follows that the transpose
is smooth iff
is smooth. Using that
is smooth for s > 1 + d/2, it follows that the composition
is smooth and that thus also the metric is smooth. The second statement follows directly.
Local well-posedness of the geodesic equation
In this section we show the local well-posedness of the EPDiff equation, assuming a sufficiently high order r of the metric G. It turns out that the required order r does not depend on the dimension d. The proof is based on the same method as in the seminal article of Ebin and Marsden [15] . Therefore we first need to show the smoothness of the extended spray. Then the local well-posedness follows from the Picard-Lindelöf (or Cauchy-Lipschitz) theorem.
6.1. Smoothness of the extended spray. We will now prove smoothness of the spray on T D q (R d ), when the inertia operator A is in the class E r (see definition 4.6) where r ≥ 1 and q > 1 + d/2, with q − r ≥ 0.
Theorem 6.1. Let A be a Fourier multiplier in the class E r , where r ≥ 1 and let q > 1 + d/2, with q − r ≥ 0. Then the geodesic spray
Remark 6.2. Note that this statement is highly non-trivial, since the metric is only a weak metric. In Lemma 7.1, where we treat the strong metric case, we will obtain the smoothness of the spray for free. Furthermore the assumption on the order of the operator is sharp, i.e., for operators A of order r < 1 the geodesic spray can never extend smoothly to some Sobolev completion T D q (R d ). This follows immediately from equation (6.1): the term div u, which is of order one, is always present in this equation. Thus we need the operator A −1 to be a smoothing operator of at least order one.
Proof of Theorem 6.1. Set
, and the proof reduces to establish, using the chain rule, that the mappings 
where (dϕ(x)) −1 is the (pointwise) inverse of the invertible matrix dϕ(x). Its coefficients are therefore polynomial expressions of the partial derivatives ∂ p ϕ q divided by the Jacobian J ϕ . Thus
is smooth since
is smooth, we use the fact that pointwise multiplication extends to a bounded bilinear mapping
is smooth by hypothesis.
and we conclude as in (b) that
is smooth and that
and the mapping
is smooth (even real analytic). Besides
for all ϕ ∈ D q (R d ), and the mapping
is smooth. Thus
is smooth. 
on the maximal interval of existence J, which is open and contains 0.
And we obtain well-posedness of the Euler equation in
Corollary 6.4. The corresponding Euler equation has, for any initial data
The maximal interval of existence J is open and contains 0.
The remarkable observation that the maximal interval of existence is independent of the parameter q, due to the right-invariance of the spray (cf. lemma 6.5) was pointed out in [15, Theorem 12.1] . This makes it possible to avoid Nash-Moser type schemes to prove local existence of smooth geodesics in the smooth category.
Lemma 6.5 (No loss, nor gain). Given
Proof. Let u be a constant vector field on R d . Its flow
and the flow ψ u s may be considered as a one parameter group of (smooth) isometries of the (weak) Riemannian manifold
and the induced action on
Because ψ u s is a Riemannian isometry, the geodesic spray F q is invariant under ψ u s and the same is true for its flow Φ q . Hence
We will avoid to write T ψ is a C 1 mapping, and that
and thus
for all constant vector field u, and hence
We conclude therefore that
Remark 6.6. An iteration of the above argument shows that for initial data
Remark 6.7. Lemma 6.5 states that there is no loss of spatial regularity during the evolution. By reversing the time direction, it follows from the unique solvability that there is also no gain of regularity in the following sense: Let (ϕ 0 , v 0 ) ∈ T D q (R d ) be given and assume that (ϕ(t 1 ),
We get therefore the following local existence result.
Theorem 6.8. Let A be a Fourier multiplier in the class E r with r ≥ 1 and consider the geodesic flow on the tangent bundle T Diff
there exists a unique non-extendable geodesic
Remark 6.9. Note, that this does not prove positivity of the induced geodesic distance. In fact, it has been shown in [4, 6, 3] , that there are inertia operators with symbols in S 1 such that the induced geodesic distance vanishes identically on Diff(S 1 ). For diffeomorphism groups on general manifolds, it has only been shown that the geodesic distance vanishes if the inertia operator is of class S r , r > 1. The boundary case r = 1 remains open so far.
We also obtain well-posedness of the Euler equation.
Corollary 6.10. The corresponding Euler equation has for any initial data u 0 ∈ C ∞ (R d ) a unique non-extendable smooth solution
Global well-posedness
In this section we let
be an invertible Fourier multiplier of class E 2s . Similarly, as in Section 5.2, we can decompose the operator as A := B * B. According to Theorem 5.5, the operator A := B * B induces a strong and smooth Riemannian metric on the Hilbert manifold D s (R d ). In that case, the associated spray is smooth (see [31] for instance). Thus we obtain the local well-posedness on the Hilbert manifold D s (R d ):
For the strong metric case we obtain a much stronger result, namely global existence of geodesics:
that is defined for all time t ∈ R.
Proof. In [21, Lemma 5.2] it has been shown that any manifold that is in addition a topological group with smooth right-translation, equipped with a smooth strong metric is geodesically complete. We have shown the smoothness of the metric in Theorem 5.5 and thus the result follows.
Remark 7.3. The smoothness of integral order metrics -and thus the global well-posedness of the geodesic equation for these metrics -has been already observed in the article [15] . In [9, Corollary 7.5] it has been shown that for any smooth and strong Riemannian metric G on D s (R d ) all statements of the theorem of Hopf-Rinow hold, i.e., Using the No-loss-no-gain-Lemma (c.f. Lemma 6.5 and Remark 6.6), we are able to transport the result to the smooth category: 
Remark 7.5. Note, that in the smooth category we do not obtain the result that any two diffeomorphisms can be connected by a minimizing geodesic.
We finally obtain the global well-posedness of the Euler equation.
Corollary 7.6. Given the assumptions of Theorem 7.4, the corresponding Euler equation has for any initial data u 0 ∈ C ∞ (R d ) a unique smooth solution
that is defined for all time t.
Remark 7.7. Note, that the results of this Section apply in particular to the
Remark 7.8. In contrast to the weak metric case, the non-vanishing of the geodesic distance is guaranteed for any strong Riemannian metric, c.f. [31] .
Conclusions and Outlook
In this article we study right-invariant metrics induced by Fourier multipliers on the diffeomorphism group of R d . This class of metrics includes in particular the family of fractional order Sobolev type metrics. We prove that, under certain conditions on the Fourier multiplier, the metric extends to a smooth metric on the Sobolev completion D q (R d ) (for sufficiently high q). Subsequently we use this result to prove local well-posedness of the corresponding Euler equations on D q (R d ), using a method developed by Ebin and Marsden in [15] . Observing that there is neither loss nor gain in regularity during the geodesic evolution we are able to transfer this result to the smooth category, i.e., we obtain a local well posedness result also on the Lie group Diff H ∞ (R d ).
For metrics of order s > d 2 + 1 we prove that they even induce a strong and smooth Riemannian metric on D s (R d ). Combining the right-invariance of the metric with this result we obtain global well-posedness of the geodesic equation -both in the smooth category and on
Although all of our results and proofs are formulated for the diffeomorphism group of R d they directly translate to the diffeomorphism group of the d-dimensional torus. In the case d = 1 -i.e., Diff(S 1 ) -our results yield a combination of the results of [18, 17] .
In future work it would be interesting to generalize these results to fractional order metrics on diffeomorphism groups of general manifolds. The main obstacle towards such a result is to show that the metric extends smoothly to some Sobolev completion D q (M ). This result can be proven, for metrics that are induced by a differential operator. For more general metrics one would need to derive iterated commutator estimates for elliptic Pseudo-differential operators.
Another interesting research topic is the blow-up behaviour of the boundary case. It is well-known that the Camassa-Holm equation allows solutions to develop singularities in finite time [11] . This equation corresponds to the H 1 -metric on Diff(S 1 ). It is proven that the geodesic equation is globally well-posed for metrics of order s > 
Thus we may define the Fourier multiplication operator (or Fourier multiplier for short) induced 3 by a as
Then, we have
where S ′ denotes the topological dual space of S, i.e. the tempered R d -valued distributions on R d . The convolution theorem for the Fourier transform implies that, given u ∈ S, we have
Remark A.1. We are rather interested in Fourier multipliers which extend to bounded operators on L 2 (and on normed subspaces of it) than on S or on S ′ . Therefore we use (A.1) to extend the admissible functions from
it is well-known that the convolution a * u is a well-defined element in S ′ (R d , R d ). Thus we may define
by the convolution theorem. It is clear that
is a linear operator. Again we call a(D) a Fourier multiplier with symbol a.
Obviously any Fourier multiplier is translation invariant. Conversely, a well-known result characterizes all translation invariant and bounded operators on L 2 as Fourier multipliers with symbols in [27, 23] . We use this latter result to describe bounded translation invariant operators on the Lie algebra
Lemma A.2. Let A be a continuous linear operator on the Fréchet space
Then the following three conditions are equivalent:
(1) A commutes with any translation τ u , where u ∈ R d .
(2) A commutes with ∇ u for each u ∈ R d (constant vector field).
Proof. (i) The equivalence of (1) and (2) is easy to verify and since we already remarked that Fourier multipliers are translation invariant, it suffices to verify that (1) 
Note that Plancherel's theorem yields
Thus the family (p m ) m∈N is ordered. Consequently there exists m 0 ∈ N and C > 0 such that
Let
meaning that A is a Fourier multiplier with symbol (1 + |ξ| 2 ) m 0 a 0 (ξ), which clearly belongs to
Given r ∈ R, a Fourier multiplier a(D) with symbol a belonging to
, a.e.
In this case we call r the order of a(D).
Remark A.3. By Lemma A.2, any bounded Fourier operator on
has a finite non-negative order. In particular there are no bounded Fourier multipliers of "infinite order" on
Appendix B. Elliptic Fourier multipliers
Remarks B.2. (a) If a bounded translation invariant operator
for some r ≥ 0 and q ≥ r then its order is r and it is elliptic. Indeed, given r ≥ 0 and q ≥ r and invoking Lemma A.2, we know that there is r 0 ∈ N and a ∈ M r 0 (R d ) such that A = a(D). The fact that A extends to a bounded isomorphism from Given r ≥ 0, consider a(ξ) := f (ξ)(1 + ξ 2 ) r/2 , ξ ∈ R. Then a belongs to M r (R) and it is invertible. But it is not elliptic.
(d) Note that we consider a quite simple class of elliptic systems. In fact there is are more elaborated notions of ellipticity for systems, e.g. in the sense of Douglis-Nirenberg. These more general constructions allow e.g. to treat operators of the form diag [ 
To keep the presentation simple we do not expand this branch here.
It is an easy consequence of Plancherel's theorem that Fourier multipliers are bounded on the corresponding Sobolev spaces into L 2 . A corresponding result is true for the inverse of an elliptic Fourier multiplier.
for some r ≥ 0 and q ≥ r iff A is an elliptic Fourier multiplier of order r, i.e. A = a(D) with an elliptic symbol a ∈ M r (R d ). In that case, A extends to a bounded isomorphism from
We next specify conditions on the symbol, guaranteeing that the corresponding Fourier multiplier is elliptic.
Remarks B.4. (a) Let r ≥ 0 be given, and assume that
for all λ ≥ 0 and almost all ξ ∈ R d . Clearly we have a π ∈ M r (R d ) in this situation. Note also that
Obviously we have that λ
, we call a homogeneous symbol a π normally elliptic iff given ξ ∈ S d−1 , all eigenvalues of a π (ξ) have positive real parts. In view of (B.1), normal ellipticity of a π implies that, given (λ, ξ) ∈ (0, ∞) × R d , we have that λ + a π (ξ) and λ 0 + a π (ξ 0 ) are invertible and -recalling the homogeneity of a π -that
, is finite, where
Hence we get
provided a π is normally elliptic.
We summarize the above considerations by noting the following result.
Proposition B.5. Let λ > 0 and assume that a π ∈ M r (R d ) is a homogeneous symbol of degree r, which is normally elliptic. Then the corresponding Fourier multiplier λ + a π (D) is elliptic.
The following result is a further consequence of (B.2).
Corollary B.6. Let q ∈ R and λ ≥ 1 be given. Assume further that a π ∈ M r (R d ) is a homogeneous symbol of degree r, which is normally elliptic. Then there is a C * > 0 such that
The constant C * can be chosen independently of q and λ ≥ 1.
A Fourier multiplier a(D) is said to be classical if there is a homogeneous symbol a π of degree r and a r 0 < r such that a − a π ∈ M r 0 (R d ). In this situation we call a π the principal symbol of a. A classical Fourier multiplier is said to be normally elliptic, iff its principal symbol is normally elliptic.
Proposition B.7. Let a(D) be a normally elliptic classical Fourier multiplier. Then there is a λ * > 0 such that λ + a(D) is elliptic for any λ ≥ λ * .
Proof. (a) Let a(D) be a classical Fourier multiplier and denote by a π ∈ M r (R d ) its principle symbol. It suffices to show that, given q ∈ R, there is a λ * > 0 and a c * > 0 such that
provided λ ≥ λ * . To do so, we shall apply the method of continuity, c.f. Theorem 5.2 in [22] . (b) By assumption there is a r 0 < r such that a 0 := a − a π belongs to S r 0 . Thus there is a C 0 > 0 such that
Let C * > 0 be the constant appearing in Corollary B.6. Note that q − r < q − (r − r 0 ) < q.
Thus, by interpolation and the weighted Young inequality there is a C 1 > 0 such that
(c) By Corollary B.6 there is a C * such that
for all λ ≥ 1. Combining (B.4)-(B.6), we find
Choosing λ * = max{C * C 1 , 1} and c * = 1/2C * we get (B.3) from Theorem 5.2 in [22] .
Following [8] , a classical Fourier multiplier a ∈ M r (R d ) is said to be strongly elliptic iff there is an α > 0 such that
Remarks B.8. (a) Let λ ∈ C and (ξ, η) ∈ R d × C d with Re λ ≤ 0 and |ξ| = |η| = 1 be given. Then
showing that all eigenvalues of the principal symbol a π do have a positive real part. This proves that any strongly elliptic Fourier multiplier is normally elliptic.
(b) The converse of the above remark is not true. To see this, consider
where t ∈ R is a free parameter. Then, a t (D) is normally elliptic for any choice of t, but it is only strongly elliptic if |t| < 2.
(c) A paradigmatic class of Fourier multipliers which fit into the above described framework are differential operators on R d of even order 4 and with constant coefficients. To be more specific, let k ∈ N be given, and choose coefficients a α ∈ L(C d ), where α ∈ N d with |α| ≤ 2k. Consider the differential operator A := |α|≤2k a α (−i∂) α .
Then A = a(D), where a(ξ) := |α|≤2k a α ξ α denotes its symbol. It is clear that a belongs to M 2k and that it is classical in the above sense. Thus the above results are applicable to A. ϕ (v, δϕ 1 , . . . , δϕ n ), where
4 Is is known that normally elliptic differential operators are automatically of even order, cf. [1] .
is the (n + 1)-linear operator defined inductively by A 0 = A and (C.1) A n+1 (u 0 , u 1 , . . . , u n+1 ) = ∇ u n+1 (A n (u 0 , u 1 , . . . , u n ))
A n (u 0 , u 1 , . . . , ∇ u n+1 u k , . . . , u n ),
where ∇ is the canonical derivative on R d .
Lemma C.1. Let u 0 , u 1 , . . . , u n ∈ H ∞ (R d , R d ). Then, the Fourier transform of A n (u 0 , u 1 , . . . , u n ), noted for short A n , can be written as (C.2) A n (ξ) = ξ 0 +···+ξn=ξ a n (ξ 0 , . . . , ξ n ) [û 0 (ξ 0 ), . . . ,û n (ξ n )] dµ where dµ is the Lebesgue measure on the subspace ξ 0 +· · ·+ξ n = ξ of (R d ) n+1 and a n :
is the (n + 1)-linear map defined inductively by a 0 = a and (C.3) a n+1 (ξ 0 , . . . , ξ n+1 ) = (2iπ) n k=0 a n (ξ 0 , . . . , ξ k + ξ n+1 , . . . , ξ n ) − a n (ξ 0 , . . . , ξ n ) ⊗ ξ Before giving the proof of this result, we would like to point out that (C.4) ∇ u w(ξ) = −2iπ
Proof of Lemma C.1. The proof is achieved by induction on n. For n = 1, using (C.1) and (C.4), we get Suppose now that (C.2) is true for n. Using again (C.1) and (C.4), we get A n+1 (ξ) = −2iπ
− n k=0 ξ 0 +···+ξn=ξ a n (ξ 0 , . . . , ξ n ) û 0 (ξ 0 ), . . . , ∇ u n+1 u k (ξ k ), . . . ,û n (ξ n ) dµ.
By Fubini's theorem and the recurrence hypothesis, the first term in the right hand side can be written as − 2iπ
ξ 0 +···+ξ n+1 =ξ û n+1 (ξ n+1 ) · (ξ 0 + · · · + ξ n ) a n (ξ 0 , . . . , ξ n ) [û 0 (ξ 0 ), . . . ,û n (ξ n )] dµ, while each term in the sum can be written as − 2iπ
ξ 0 +···+ξ n+1 =ξ û n+1 (ξ n+1 ) · ξ k a n (ξ 0 , . . . , ξ k + ξ n+1 , . . . ξ n ) [û 0 (ξ 0 ), . . . ,û n (ξ n )] dµ.
This shows that (C.2) is still true for A n+1 , with a n+1 (ξ 0 , . . . , ξ n+1 ) [X 0 , . . . , X n+1 ] = − 2iπ X n+1 · (ξ 0 + · · · + ξ n ) a n (ξ 0 , . . . , ξ n ) [X 0 , . . . , X n ] + 2iπ n k=0 (X n+1 · ξ k ) a n (ξ 0 , . . . , ξ k + ξ n+1 , . . . , ξ n ) [X 0 , . . . , X n ] , or in a more condensed form a n+1 (ξ 0 , . . . , ξ n+1 ) = (2iπ) n k=0 a n (ξ 0 , . . . , ξ k + ξ n+1 , . . . , ξ n ) − a n (ξ 0 , . . . , ξ n ) ⊗ ξ To prove Lemma C.2, we will need one further Lemma. Therefore we will introduce first a few useful notations. Let n ≥ 1, we set t n (ξ) := a(ξ) ⊗ n-times
which is an (n + 1)-order tensor. Given 1 ≤ r ≤ n and p 1 < · · · < p r in {1, . . . , n} we define (ξ σ(0) , . . . , ξ σ(r−1) , ξ σ(n+1) )(ξ 0 + · · · + ξ r−1 + ξ n+1 + j∈J ξ j ), because S r+1 , the permutation group of {0, . . . , r − 1, n + 1} can be written as S r+1 = S r ∪ (0, n + 1)S r ∪ · · · ∪ (r − 1, n + 1)S r .
