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presentacio´n e implementacio´n del me´todo de
nubes dina´micas difuso
Walter Mora Flores1
Resumen
Se hace una presentacio´n del me´todo de Nubes Dina´micas Difuso considerando la
variante del centro de gravedad (Forgy, 1965). La clasificacio´n difusa obtenida se usa
como herramienta de validacio´n para establecer el nu´mero k de clases.
Palabras clave: conjuntos difusos, clasificacio´n por particiones, clasificacio´n difusa, Forgy,
validacio´n de una clasificacio´n.
1. Introduccio´n
Entre los numerosos me´todos que se han propuesto para clasificar un conjunto de
objetos, esta´n los me´todos difusos. En este art´ıculo se presenta el me´todo de clasificacio´n
conocido como Nubes Dina´micas difuso, que permite a cada objeto pertenecer a diferentes
clases simulta´neamente segu´n una funcio´n de pertenencia ana´loga a la que se usa para
los conjuntos difusos. Se ilustra el me´todo detalladamente a trave´s de un ejemplo y se
presentan los resultados obtenidos sobre varias tablas de datos.
Sean X,A conjuntos, A ⊆ X y µA : X −→ [0, 1]. Se define el conjunto difuso A˜ sobre
X como
A˜ = {(a, µA(a)) / a ∈ X} .
µA se le llama funcio´n de pertenencia de A˜. En general, A˜ es especificado en lenguaje
natural como un concepto difuso; µA(a) mide el porcentaje en que los elementos del
conjunto soporte X, cumplen este concepto. Si A˜ no es un concepto difuso, se dice que A˜
es cla´sico; en este caso µA = χA la funcio´n caracter´ıstica de A.
Una exposicio´n general sobre conjuntos difusos y sus aplicaciones se puede encontrar
en [?] o en [?].
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2. Clasificacio´n cla´sica y clasificacio´n difusa
Sea Ω = {x1, x2, ..., xn}, el conjunto de objetos, ‘individuos’ o ‘patrones’ a clasificar.
La clasificacio´n por particiones es un proceso no supervisado de agrupamiento en k clases
de los objetos de Ω. Formalmente, el proceso de clasificacio´n en el sentido cla´sico, puede
ser establecido as´ı: encontrar k clases C1, C2, ..., Ck, (2 ≤ k < n ) tales que:
1. Ω =
k⋃
i=1
Cl
2. Cl
⋂
Ch = ∅ para todo l 6= h
Los algoritmos de clasificacio´n agrupan objetos en cada clase v´ıa una asociacio´n ‘natu-
ral’, de acuerdo con algu´n criterio que mide la calidad de la particio´n, usualmente basada
en una medida de similitud o disimilitud calculada sobre los individuos (por ejemplo, For-
gy, k-means, nubes dina´micas, etc) [?]. Se espera que el grado de asociacio´n sea alto entre
elementos de la misma clase y bajo entre miembros de clases distintas (i.e. las clases deben
ser homoge´neas).
Uno de los criterios usados para clasificar es optimizar una funcio´n objetivo. Muchas
funciones objetivo han sido sugeridas, tanto para clasificacio´n cla´sica como para clasifi-
cacio´n difusa [?]. El algoritmo que vamos a describir se conoce como Nubes Dina´micas o
de Forgy [?] en sus versiones cla´sica y difusa [?].
2.1. Me´todo de Nubes Dina´micas, variante del centro de gravedad
La medida de disimilitud que usaremos es la distancia eucl´ıdea cla´sica:
d(xi, xj) = ||xi − xj|| =
(
p∑
t=1
(xti − xtj)2
) 1
2
donde xi = (x1i , . . . , x
p
i ) ∈ Ω .
Cualquier particio´n de Ω en k clases puede ser descrita por la familia de funciones
caracter´ısticas χ
Cl
v´ıa la matriz U = [uli] donde uli := χCl (xi).
Ejemplo 1. Sea Ω = {x1, x2, x3, x4}, k = 2, C1 = {x1, x2, x3} C2 = {x4}. Entonces
U =
(
1 1 1 0
0 0 0 1
)
=
x1 x2 x3 x4
C1 1 1 1 0
C2 0 0 0 1
La matriz U cumple las siguientes 3 condiciones:
1. Para todo 1 ≤ l ≤ k, 1 ≤ i ≤ n, uli ∈ {0, 1}
2. Para todo 1 ≤ i ≤ n,
k∑
l=1
uli = 1
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3. Para todo 1 ≤ l ≤ k, 0 <
n∑
i=1
uli < n
La condicio´n 2 indica que cada xi esta´ en una sola clase y la condicio´n 3 significa que
cada clase Cl tiene al menos un individuo. Durante el proceso de creacio´n de una particio´n
o´ptima, ninguna clase puede quedar vac´ıa.
Sea G = (g1, g2, ..., gk) , gl ∈ IRp, la funcio´n objetivo es una inercia:
W (C1, C2, ..., Ck, G) =
k∑
l=1
n∑
i=1
u
li
||xi − gl||2
Por el teorema de Huygens ([?]), dada U, los centros de gravedad
gl = 1card(Cl)
∑
xj∈Cl xj son los valores apropiados de G para minimizar esta suma, por lo
que una clase se puede representar por su centro de gravedad. As´ı el criterio de clasificacio´n
se reduce a encontrar una matriz U∗ que minimice W i.e. encontrar una particio´n que
minimice la suma de las inercias de todas las clases; formalmente:
Criterio de Clasificacio´n: Minimizar W (U) =
k∑
l=1
n∑
i=1
uli||xi − gl||2.
El anterior criterio plantea un problema de optimizacio´n combinatoria. El me´todo
de nubes dina´micas, en la variante del centro de gravedad (originalmente propuesto por
Forgy en 1965) es convergente y aproxima el W mı´nimo en un nu´mero finito de pasos. El
algoritmo, en breve, procede as´ı:
Algoritmo Forgy cla´sico
0. Escoja k, una distancia, un umbral  de parada y k elementos de Ω que representen
una particio´n inicial, estos se tomara´n como los centros de gravedad iniciales.
1. Asigne cada xi a la clase representada por el centro de gravedad ma´s cercano.
2. Calcule W, W1 =W .
3. Calcule los centros de gravedad de las clases formadas.
4. Calcule W .
5. Dete´ngase si
|W1 −W |
W
< , sino, vaya al paso 1.
El algoritmo anterior se llama a veces erro´neamente k-means [?]. En la formulacio´n
de McQuenn de este u´ltimo, en 1967, se calcula el centro de gravedad despue´s de cada
asignacio´n, lo que introduce un sesgo dado por el orden en que se presentan los datos; esto
corresponde al me´todo de trasnferencias de S. Re´gnier.
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2.2. Me´todo de Nubes Dina´micas Difuso
Los algoritmos de clasificacio´n cla´sicos generan particiones en las que cada objeto de
Ω es asignado a una u´nica clase. Sin embargo, a veces los objetos no pueden ser asignados
estrictamente a una clase pues esta´n localizados ‘entre’ distintas clases. En estos casos,
los me´todos de clasificacio´n difusa representan, de una manera ma´s adecuada, la situacio´n
real de los datos. En vez de asignar un objeto a una sola clase, lo que se hace es asignar
el objeto a varias las clases en cierto porcentaje.
Definicio´n: Una k-particio´n difusa de Ω es una matriz U˜ = (µli)k×n que satisface las
siguientes condiciones:
1. Para todo 1 ≤ l ≤ k, 1 ≤ i ≤ n, µli ∈ {0, 1}
2. Para todo 1 ≤ i ≤ n,
k∑
l=1
µli = 1
3. Para todo 1 ≤ l ≤ k, 0 <
n∑
i=1
µli < n
La condicio´n 2 indica que el grado de pertenencia de cada individuo esta´ distribuido
porcentualmente y en su totalidad, en las k clases; y la condicio´n 3 significa que cada clase
tiene un porcentaje estrictamente positivo de algu´n individuo y que un individuo no puede
estar asignado a ma´s clases que las que existen de antemano.
Ejemplo 2. Sea Ω = {x1, x2, x3, x4} k = 2, una posible 2-particio´n difusa de Ω puede
ser
U˜ =
(
0,8 0,999 0,9 0,01
0,2 0,001 0,1 0,99
)
=
x1 x2 x3 x4
C˜1 0.8 0.999 0.9 0.01
C˜2 0.2 0.001 0.1 0.99
El criterio que se usara´ para clasificar es llamado inercia difusa; se trata, generalizan-
do la inercia, de minimizar una funcio´n objetivo. Hay que encontrar una matriz U˜∗ que
resuelva el problema:
Minimizar W (U˜ , G˜) =
k∑
l=1
n∑
i=1
(µli)m||xi − g˜l||2, m > 1
donde G˜ = (g˜1, . . . , g˜k), con g˜l ∈ IRp.
Aqu´ı los xi con alto grado de pertenencia en Cl, tienen una gran influencia sobre g˜l.
Esto es fortalecido con m. La funcio´n de m es reducir la influencia de los xi ‘muy’ alejados
de g˜l en el ca´lculo de los g˜l.
Derivando W respecto a g˜l (para U˜ fija) y aplicando la condicio´n
∑k
l=1 µli = 1 se
obtiene:
g˜l =
1∑n
i=1(µli)m
n∑
i=1
(µli)mxi (1)
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como condicio´n necesaria para que W sea mı´nima. Por otra parte, derivando W respecto
a µli (para G˜ fijo) se obtiene:
µli =
(
1
||xi−g˜l||2
)1/(m−1)
k∑
h=1
(
1
||xj − g˜h||2
)1/(m−1) (2)
µli resulta ser una ponderacio´n de la atraccio´n que ejerce g˜l sobre xj respecto a las
atracciones de los otros g˜h. Si xi esta´ cerca de g˜l pero suficientemente lejos de los otros g˜h,
entonces2 µli ≈ 1.
Las condiciones (1) y (2) son condiciones necesarias para alcanzar un o´ptimo local.
El sistema descrito por (1) y (2) no se puede resolver anal´ıticamente pero soluciones
aproximadas pueden ser obtenidas usando un algoritmo muy similar al de nubes dina´micas.
El siguiente algoritmo fue propuesto por Bezdek [?].
Algoritmo Forgy Difuso
0. Escoja k y m, una distancia, una norma matricial ∆ y un umbral  > 0. Inicialice
U˜0; iter := 0.
1. Calcule G˜ = ( g1, . . . , g˜k) usando la ecuacio´n (1)
2. Calcule U˜iter+1 usando la ecuacio´n (2). En el caso de que algu´n xi = g˜l; defina µji = 1
si j = i y µji = 0 si j 6= i.
3. Calcule ∆ = ||U˜iter+1 − U˜iter||.
Si ∆ <  pare, sino iter := iter + 1 y vuelva al paso 1.
Usualmente se usa m = 2 y U˜0 se inicializa con el resultado U , de una ejecucio´n de
Forgy cla´sico. Los valores grandes de m tienden a bajar los valores de µli (de hecho 1 ≥
maxµli ≥ 1/k). Las matrices U˜ preferidas son las que tienen grados altos de pertenencia
asignados a una clase pues esto indica alta concentracio´n de los puntos alrededor de su
centro de gravedad, lo que evidencia que las clases esta´n razonablemente separadas. Si se
escoge un k apropiado y si existe una buena estructura en los datos para clasificar, las
particiones generadas por Forgy difuso son estables [?].
3. Validacio´n
Para medir la validez en clasificacio´n difusa, se han adaptado criterios tomados de
clasificacio´n cla´sica. Tambie´n esta´n los llamados fucionales de validacio´n los cuales ayudan
a escoger el nu´mero k.
Algunos criterios heur´ısticos que se usan son [?]:
2Para ver esto, observe que el numerador esta´ presente en la suma del denominador
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a) Me´todo del codo: el valor de la funcio´n objetivo W decrece si k aumenta, alcanza su
mı´nimo cuando k = n. Si la funcio´n objetivo tuvo un ‘gran’ decrecimiento cuando
se paso´ de k∗ a k∗ + 1, se escoge k = k∗ + 1.
b) Independencia’ de la inicializacio´n: la ‘estabilidad’ de la particio´n final respecto a
diferentes inicializaciones puede ser usado como indicador de un k ‘correcto’.
c) Funcionales de validacio´n: estos funcionales dan el grado de ‘separabilidad’ entre
clases (o el grado de difusidad de la particio´n). Se hacen clasificaciones para k=2,3,...;
el nu´mero ‘correcto’ k es aquel asociado al funcional que da el mejor valor. En [?] se
comparan 8 funcionales propuestos por diversos autores. Se sen˜ala como el de mejor
desempen`o al funcional denotado con NF ′′I:
NF ′′I =
kF ′′ − 1
k − 1
donde F ′′ = 12
(
N∑
i=1
µxi
N
+min
xi
{µxi}
)
, aqu´ı µxi = max{µ1i, µ2i . . . µki} .
Si las clases C1, C2, ..., Ck esta´n ‘muy separadas’ entonces µxi ≈ 1, con lo que F ′′ ≈ 1
y entonces NF ′′I ≈ 1. El peor caso es si maxµli ≈ 1k ; en este caso se tendr´ıa F ′′ ≈ 1k con
lo que NF ′′I ≈ 0. El minxiµxi evidencia el grado de traslape (o separacio´n) entre clases.
En [?] se muestra co´mo para diferentes valores de m, NF ′′I detecta el mejor k (conocido
a priori) en varios experimentos de clasificacio´n con datos a los que se les aplico´ Forgy
difuso.
4. Resultados
4.1. Representacio´n de la matriz U˜
En datos reales no siempre es posible contruir una barrera entre dos clases que se
traslapan. En estos casos es de mucha ayuda visualizar la informacio´n disponible sobre
estos traslapes. Una manera de lograr esta visualizacio´n es hacer una “proyeccio´n”de la
matriz U˜ sobre el plano, que ponga en evidencia los datos bien clasificados y los datos que
esta´n en la zona de los traslapes, para cada valor de k.
Para hacer una representacio´n de U˜k×n = (µli) consideramos a la columna j como
una representacio´n de xj . De esta columna nos interesa particularmente el ma´ximo valor
de µlj (l = 1, ..., k), denotado por Φj. El resto de la columna puede ser vista como el
“traslape”de xj. La representacio´n de xj sera´ el vector zj =
(
Φj,
∑k
i=1 µi,j − Φj
)
=
(Φj ,Υj) . Estos puntos esta´n sobre la recta y = 1 − x por lo que, para efectos de visual-
izacio´n, se plotea el par (Φj,Υj +Random[±] ∗Υj ∗ Random[0, 0,5]). Esto no afecta la
visualizacio´n puesto que si xj esta´ ‘bien clasificado’, entonces Υj es muy pequen˜o; en el
otro caso, acentu´a el traslape de xj.
En los siguientes ejemplos con datos reales y simulados, para visualizar la informacio´n
disponible, se comparan el me´todo gra´fico (representacio´n de U˜), el ı´ndice NF”I y el valor
de la funcio´n objetivo W , esto con el propo´sito de establecer el ‘mejor’ k.
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En todos los ejemplos se uso´ la distancia eucl´ıdea cla´sica con m = 2 y  = 0,001. Cada
ejemplo se ejecuto´ varias veces sin que se notaran diferencias en el nu´mero k que suger´ıa
cada me´todo.
4.2. Resultado con un conjunto de datos simulados.
Sea Ω = { (0.5, 1), (0.5, 2), (1, 1), (1, 2), (1, 3), (2, 2), (2.25, 3.4), (3, 2), (3.3, 3), (4,
2), (5, 1), (5, 2), (6, 1), (6, 3),(2, 5), (3, 4), (3, 5), (3, 6), (4, 4), (4, 5), (4, 6), (5, 6) },
representado en la figura 1.
Figura 1: Conjunto de datos simulados.
Los datos x7, x8, x9 (representados con los puntos grandes) se han incluido para simular
traslapes entre las 3 clases representadas con los otros puntos.
Ejecutando para valores de k de 1 hasta 5, se obtiene la informacio´n de la tabla de la
figura 2.
------------------------------
k NF’’I W
------------------------------
2 0.298965 50.9599
3 0.389656 22.206
4 0.459697* 14.4122
5 0.439858 10.7418
Figura 2: Tabla de resultados.
Figura 3: Me´todo del codo.
La representacio´n gra´fica de U˜ y la gra´fica de W vs k, se dan en las figuras 4 y 3.
Como se observa, el me´todo gra´fico y el me´todo del codo sugieren k = 3, mientras
que el ı´ndice sugiere k = 4. En el me´todo gra´fico se evidencia la existencia de traslapes
(los individuos esperados, por supuesto). La elimininacio´n de estos tres individuos lleva
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Figura 4: U˜ para k = 3. Figura 5: U˜ para k = 4.
a una coincidencia de los tres me´todos en k = 3. En datos reales, la asignacio´n de estos
individuos requiere ma´s an´lisis.
4.3. Iris de Fisher
Haciendo una ejecucio´n para valores de k de 1 hasta 5, se obtienen los siguientes
resultados:
------------------------------
k NF’’I W
------------------------------
2 0.467666 117.685
3 0.624689* 51.4512
4 0.504152 36.8888
5 0.467352 37.8225
Figura 6: Tabla de resultados.
Figura 7: Me´todo del codo.
En este caso, los tres me´todos coinciden en k = 3. En la representacio´n gra´fica de U˜
para k = 3, se observa la ‘buena’ clasificacio´n que se logra para todos los individuos.
4.4. Peces de Amiard
Haciendo una ejecucio´n para valores de k de 1 hasta 5, se obtiene la informacio´n que
sigue:
En este caso, el ı´ndice NF”I sugiere k = 4 por un estrecho margen sobre k = 3. La
representacio´n gra´fica revela que k = 3 es escasamente mejor. El me´todo del codo indica
k = 3 sin ninguna duda. Los individuos que aparecen claramente separados de la mayor´ıa
de los puntos son x11, x12, x13, x14 y x24, este patro´n se matiene en todas las ejecuciones
que se hicieron, eventualmente aparecen un poco separados x18 y x20. Si eliminamos de la
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Figura 8: U˜ para k = 3. Figura 9: U˜ para k = 4.
------------------------------
k NF’’I W
------------------------------
2 0.362749 1173290
3 0.523252 550007
4 0.525797* 293121
5 0.444786 203207
Figura 10: Tabla de resultados.
Figura 11: Me´todo del codo.
Figura 12: U˜ para k = 3. Figura 13: U˜ para k = 4.
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x17 x18 x19 x20 x21 x22 x23 x24
,9 ,9 ,9 ,9 ,9 ,9 ,9 ,9 ,9 ,9 ,5 ,2 ,6 ,7 ,9 ,9 ,1 ,0 ,0 ,8 ,0 ,0 ,5
,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,3 ,1 ,2 ,1 ,0 ,0 ,0 ,9 ,0 ,0 ,0 ,9 ,0
,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 ,2 ,6 ,1 ,1 ,0 ,06 ,8 ,0 ,8 ,0 ,9 ,0 ,3
Cuadro 1: Matriz U˜ para k=3 (redondeada).
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tabla de datos a los individuos x11, x12, x13, x14 y x24, los tres me´todos coinciden en k = 3
de manera clara como se muestra en las figuras 14, 15 y 16.
------------------------------
k NF’’I W
------------------------------
2 0.464719 814017
3 0.781041* 243704
4 0.566136 141874
5 0.479571 107533
Figura 14: Tabla de resultados.
Figura 15: Me´todo del codo.
Figura 16: U˜ para k = 3. Figura 17: U˜ para k = 4.
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x15 x17 x18 x19 x20 x21 x22 x23
,01 ,02 ,05 ,01 ,06 ,02 ,03 ,02 ,01 ,05 ,04 ,05 ,06 ,99 ,00 ,00 ,93 ,77
,98 ,97 ,90 ,98 ,90 ,96 ,96 ,97 ,99 ,91 ,95 ,93 ,91 ,00 ,00 ,00 ,04 ,18
,00 ,00 ,03 ,00 ,03 ,01 ,01 ,00 ,00 ,03 ,01 ,01 ,02 ,00 ,98 ,99 ,02 ,04
Figura 18: Matriz U˜ para k = 3 (redondeada).
En la siguiente figura se muestra el plano principal del Ana´lisis en Componentes Prin-
cipales sobre la tabla de datos completa de los peces de Amiard, para las variables es-
tandarizadas y la me´trica identidad; los elementos de la clase 1 esta´n representados con el
signo • mientras que los de las clases 2 y 3 con ∗ y +, respectivamente.
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Eje 2
Eje 1
6
?
-ﬀ
% Inercia 69.70
•
1
•
2
•
3•4
•
5
•
6
•
7 •8
?
9 ?10
?
11
?
12
?
13
?
14
?
15
?
16
+
18
+
19
+
20
+
21
+
22
+
23
+
24
Figura 19: ACP para la tabla de datos de los peces de Amiard.
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5. Conclusiones
En los ejemplos que se presentaron, y en otros experimentos, se vio´ claramente como U˜
detecta traslapes entre las clases y como estos llegan a ‘confundir’ al ı´ndice NF”I auque
sea escasamente. La representacio´n de U˜ mostro´ buen desempen˜o como herramienta de
visualizacio´n de la clasificacio´n en todas las corridas. La eliminacio´n de los individuos que
contribuyen al traslape hace que los tres me´todos coincidan en el nu´mero k de manera clara.
Estos individuos que se encuentran en los traslapes de las clases, posiblemente requieran
un ana´lisis individual para su clasificacio´n.
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