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Abstract
Understanding physical relations between objects,
especially their support relations, is crucial for
robotic manipulation. There has been work on rea-
soning about support relations and structural stabil-
ity of simple configurations in RGB-D images. In
this paper, we propose a method for extracting more
detailed physical knowledge from a set of RGB-D
images taken from the same scene but from differ-
ent views using qualitative reasoning and intuitive
physical models. Rather than providing a simple
contact relation graph and approximating stability
over convex shapes, our method is able to provide
a detailed supporting relation analysis based on a
volumetric representation. Specifically, true sup-
porting relations between objects (e.g., if an object
supports another object by touching it on the side or
if the object above contributes to the stability of the
object below) are identified. We apply our method
to real-world structures captured in warehouse sce-
narios and show our method works as desired.
1 Introduction
Scene understanding for RGB-D images has been extensively
studied recently with the availability of affordable cameras
with depth sensors such as Kinect [Zhang, 2012]. Among
various scene understanding aspects [Chen et al., 2016], un-
derstanding spatial and physical relations between objects is
essential for robotics manipulation tasks [Mojtahedzadeh et
al., 2013], especially when the target object belongs to a com-
plex structure, which is common in real-world scenes. Al-
though most research on robotics manipulation and planning
focuses on handling isolated objects [Ciocarlie et al., 2014;
Kemp et al., 2007], increasing attention has been paid to
the manipulation of physically connected objects (for exam-
ple [Stoyanov et al., 2016; Li et al., 2017]). There are sev-
eral problems that we need to deal with when analysing more
complex object structures. For example, connected objects
may remain stable due to support from adjacent objects rather
than simple surface support from the bottom. In fact, sup-
port force may come from an arbitrary direction. Therefore,
a simple bottom-up supporting relation ayalysis is not suf-
ficient. Additionally, objects may hide behind other objects
when observing from a certain view point. Given that real-
world objects often have irregular shapes, correctly segment-
ing the objects and extracting their contact relations are chal-
lenging tasks. In order to solve these problems, an efficient
physical model which deals with objects with arbitrary shapes
is required to infer precise support relations of a structure.
In this paper, we propose a framework that takes raw RGB-
D images as input and produces detailed support relations
between objects in a stack. Most existing work on simi-
lar topics either assumes object shapes to be simple con-
vex shapes [Shao et al., 2014], such as cuboid and cylin-
der or makes use of previous knowledge of the objects in
the scene [Silberman et al., 2012; Song et al., 2016] to sim-
plify the support analysis process. Although reasonable ex-
perimental results were demonstrated, those methods usually
lack the capability of dealing with scenes that contain a lot
of unknown objects. As a significant difference to existing
methods, our proposed method does not assume any knowl-
edge about the objects in a scene. After individually segment-
ing point clouds of each view of the scene, our method builds
a volumetric representation based on Octree [Laboratory and
Meagher, 1980] for each view with information about hidden
voxels. The octree of the whole scene combined from the
input views is then constructed using spatial reasoning about
the objects. This process allows us to precisely register in-
put point clouds from different views and provide a reliable
contact graph integrating all views that can then be used for a
proper support relation analysis. We adopt an intuitive phys-
ical model to determine the overall stability of the structure.
By iteratively removing contact force between object pairs,
we can infer supporters of each object and then build the sup-
port graph. To the best of our knowledge, this is the first
work that is able to explain the object support relations from
a physical perspective.
2 Related Work
There has been work on scene understanding about support
relations from a single view RGB-D image in both computer
vision and robotics. In computer vision, scene understand-
ing helps to produce more accurate detailed segmentation re-
sults. The work described in [Jia et al., 2013] applied an in-
tuitive physical model to qualitatively infer support relations
between objects and the experimental results showed the im-
provement of segmentation results on simple structures. In
[Silberman et al., 2012], the types of objects in indoor scenes
were determined by learning from a labeled data set to get
more accurate support relations. The above-mentioned pa-
pers both took a single image as input which limited the
choice of the physical model since a significant amount of
hidden information was not available. [Shao et al., 2014] at-
tempted to recover unknown voxels from single view images
by assuming the shape of the hidden objects to be cuboid and
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use static equilibrium to approximate the volume of the in-
complete objects. In robotics, [Mojtahedzadeh et al., 2013]
proposed a method to safely de-stack boxes based on geomet-
ric reasoning and intuitive mechanics, which was shown to be
effective in their later work [Stoyanov et al., 2016]. In [Li et
al., 2017], a simulation based method was proposed to in-
fer stability during robotics manipulation on cuboid objects.
This method includes a learning process using a large set of
generated simulation scenes as a training set.
Humans look at things from different angles to gather com-
prehensive information for a better understanding. For ex-
ample, before a jenga player takes an action, the player will
usually look around the stack from several critical views to
have an overall understanding of the scene. This also applies
to robots when they take images as the input source. A sin-
gle input image provides incomplete information. Even when
the images are taken from different views of the same static
scene, the information may still be inadequate for scene un-
derstanding when using quantitative models for inferring de-
tailed physical and spatial information, as this requires pre-
cise input. Qualitative reasoning has been demonstrated to be
more suitable for modeling incomplete knowledge [Kuipers,
1989]. There are various qualitative calculi for represent-
ing different aspects of spatial entities [Randell et al., 1992;
Liu et al., 2009; Ligozat, 1998; Guesgen, 1989; Lee et al.,
2013]. One qualitative calculus that seems particularly useful
for reasoning about spatial structures and their stability is the
Extended Rectangle Algebra (ERA) [Zhang and Renz, 2014]
which simplifies the idea in [Ge and Renz, 2013] to infer sta-
bility of 2D rectangular objects. It is possible to combine
ERA with an extended version of cardinal direction relations
[Navarrete and Sciavicco, 2006] to qualitatively represent de-
tailed spatial relations between objects, which helps to infer
the transformation between two views. It is worth mention-
ing that [Panda et al., 2016] proposed a framework to analyze
support order of objects from multiple views of a static scene,
yet this method requires relatively accurate image segmenta-
tion and the order of the images for object matching.
Models for predicting stability of a structure have been
studied for many decades. Fahlman [Fahlman, 1974] pro-
posed a model to analyze system stability based on Newton’s
Laws. Simulation based models were also presented in re-
cent years [Cholewiak et al., 2013; Li et al., 2017]. However,
[Davis and Marcus, 2016] argues that probabilistic simulation
based methods are not suitable for automatic physical reason-
ing due to some limitations including the lack of capability to
handle imprecise input. Thus in our approach, we aim to ap-
ply qualitative spatial reasoning to combine raw information
from multiple views to extract understandable and more pre-
cise relations between objects in the environment.
3 Method Pipeline
We now describe the overall pipeline of our support relation
extraction method, which consists of three modules: image
segmentation, view registration and stability analysis.
The image segmentation module takes a set of RGB-D im-
ages taken from different views of a static scene as input. To
retain generality of our method, we do not assume any pre-
known shapes of objects in the scene, that is, we do not use
template matching methods that can provide more accurate
segmentation results nor machine learning methods which re-
quire large amount of training data. This setting makes our
method applicable in unknown environments. In the imple-
mentation, the raw rgbd data is first processed by a stream of
morphology operations as described in [Ku et al., 2018] in
Figure 1: Segmentation of aligned images.
order to fill the holes in the depth map. Notably, this hole-
filling algorithm does not require any pre-training which is
consistent with the no-prior-knowledge assumption in this pa-
per. Then we use LCCP [Stein et al., 2014] for point cloud
segmentation. LCCP first represents the point cloud as a set
of connected supervoxels [Papon et al., 2013]. Then the su-
pervoxels are segmented into larger regions by merging con-
vexly connected supervoxels. Each point cloud of a view will
be segmented into individual regions. We use a connected
graph to represent relations between the regions. Each graph
node is a segmented region. The contact graph is then used to
identify contact relation between objects in the structure. We
use Manhattan world [Furukawa et al., 2009] assumption to
find the ground plane. The entire scene will then be rotated
such that the ground plane is parallel to the flat plane. De-
tails about segmentation and ground plane detection will not
be discussed as we used this method with little change. Fig 1
shows a typical output from this module.
In the view registration module, we use the iterative clos-
est point (ICP) algorithm [Besl and McKay, 1992] to find the
transformation between two point clouds. Notably, the initial
guess for ICP algorithm is crucial. A bad initial guess may
lead the registration to a local minima which provides incor-
rect results [Pomerleau et al., 2015]. Due to the nature of
multiple objects involving in the scene, we propose an algo-
rithm to find an initial match for point clouds based on spatial
relations between the objects. A matching between objects
from two views will also be provided by this algorithm. The
contact graph of each single point cloud will then be com-
bined to produce a contact relation graph over all input im-
ages after the registration of different views.
In the stability analysis module, we adopt the definition of
structural stability [Livesley, 1978] and analyze static equilib-
rium of the structure by representing reacting forces at each
contact area as a system of equations. A structure is con-
sidered stable if the equations have a solution. Given a static
input scene, several schemes will be used to adjust the unseen
part of the structure to make the static equilibrium hold.
The contribution of this paper is bi-fold. First, we intro-
duce a qualitative reasoning method to extract spatial rela-
tions between objects in a stack. We apply this information to
find proper initial guess of the ICP algorithm to demonstrate
the its usefulness. Second, we propose a method for recon-
structing volumetric model of objects with no prior knowl-
edge about objects, which is then used to analyse the true
support relation of the object stack.
4 View Registration
In this section, we introduce a qualitative spatial reasoning
approach to match objects from two scenes in order to find
a proper initial guess for ICP to register the point clouds. In
subsection 4.1, the qualitative spatial calculi and definitions
related to the initial guess estimation algorithm are introduced
first. In subsection 4.2, the algorithm is explained in detail.
4.1 Preliminaries on Qualitative Spatial Reasoning
The extended rectangle algebra (ERA) [Zhang and Renz,
2014] is a qualitative spatial calculus which can be used to
reason about the structural stability of connected 2D rect-
angular objects. For our problem, ERA is not expressive
enough as the objects are incomplete 3D entities with irregu-
lar shapes. In section 3, we mentioned that the ground plane
has been detected under the Manhattan space assumption,
thus it is possible to analyze spatial relations separately from
vertical and horizontal directions. Although we do not as-
sume all images be taken from the same height relative to the
ground, it is reasonable to assume that images are taken from
a human-eye view, not a birds-eye view. As the ground plane
is detected, vertical spatial relations become stable to view
changes. In contrast, horizontal spatial relations change dra-
matically when the view point changes. In order to analyze
the horizontal spatial relations independently, all regions are
projected onto the ground plane, i.e., a 2D Euclidean space.
ERA relations can be represented using extended interval
algebra (EIA) relations (see table 1) in each dimension in
a 2D Euclidean space. EIA corresponds to Allen’s interval
algebra [Allen and Koomen, 1983] with an additional cen-
ter point for each interval. As a result, EIA has 27 basic
relations (denoted by Beint) which produce 272 ERA rela-
tions (see [Zhang and Renz, 2014] for formal definitions of
ERA). The ERA relation for two regions A and B can be
written as ERA(A,B) = (EIAx(A,B), EIAy(A,B)). We
will infer changes of direction relations with respect to hori-
zontal view changes by applying ERA.
Relation Illustration Inverse Relation
EIA(A,B) = lol EIA(B,A) = loli
EIA(A,B) = mol EIA(B,A) = moli
EIA(A,B) = lom EIA(B,A) = lomi
EIA(A,B) = mom EIA(B,A) = momi
EIA(A,B) = ms EIA(B,A) = msi
EIA(A,B) = ls EIA(B,A) = lsi
EIA(A,B) = hd EIA(B,A) = hdi
EIA(A,B) = cd EIA(B,A) = cdi
Table 1: Some example EIA relations (adding center point to IA)
Definition 1 (region, region centroid, region radius)
Given a raw point cloud PC. Region al is the set of points
p1, ..., pn ∈ PC with the same label l from a segmentation
algorithm. Let c = (xc,yc,zc) denote the region centroid,
where
xc =
n
Σ
i=1
xpi
n
, yc =
n
Σ
i=1
ypi
n
, zc =
n
Σ
i=1
zpi
n
(1)
dist(c, pi) denotes the Euclidean distance between region
centroid c and an arbitrary point pi ∈ al. The region radius
r of a region a is:
r = max
i∈{1,...,n}
(dist(c, pi)) (2)
Let mbr denote the minimal bounding rectangle of a re-
gion. The mbr will change with the change of views. As
a result, the EIA relation between two regions will change
accordingly. By analyzing the EIA change, an approxi-
mate horizontal rotation level can be determined between two
views. Before looking at incomplete regions due to occlu-
sion or noise from the sensor, we first research how the val-
ues of r−x , r
+
x , r
−
y , r
+
y change assuming the regions are com-
pletely sensed. We identify a conceptual neighborhood graph
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Figure 2: Conceptual neighborhood graph for EIA based on
horizontal view rotation
of EIA which includes all possible one-step changes with
respect to horizontal rotation of views (see figure 2).
Definition 2 (view point, change of view) The view point v
is the position of the camera. Let v1 and v2 denote two view
points, and c be the region centroid of the sensed connected
regions excluding the ground plane. Assuming the point cloud
has been rotated such that the ground plane is parallel to the
plane defined by x-axis and y-axis of a 3D coordination sys-
tem. Let v1xy , v2xy and cxy be the vertical projection of v1,
v2 and c to the xy plane. The change of view C is the angle
difference between the line segments cxyv1xy and cxyv2xy
Definition 3 (symmetric EIA relation) LetR ∈ Beint to be
an arbitrary EIA atomic relation. The symmetric EIA relation
of R (denoted by symm(R)) is defined as R’s axially sym-
metric atomic relation against the axis of symmetry formed
by relations {cd, eq, cdi} in the conceptual neighborhood
graph given in figure 2. For example, symm(mol) = lomi.
The symmetric relation of cd, eq and cdi are themselves.
Lemma 1 Let Ccwpi/2 denote the view change of pi/2 clock-
wise from view point v1 to v2. Let ERAab1 = (rx1, ry1) and
ERAab2 = (rx2, ry2) denote the ERA relations between re-
gion a and b at v1 and v2.
Assuming the connected regions are fully sensed, then rx2 =
symm(ry1), ry2 = rx1 Similarly, if the view changes by pi/2
anticlockwise, then rx2 = ry1, ry2 = symm(rx1)
Proof: Lemma 1 can be simply proved by reconstructing a
coordination system at each view point.
Although the conceptual neighborhood graph indicates
possible relation changing path for a pair of objects in one di-
mension, the way the changes happen depends on the rotation
direction (clockwise or anti-clockwise) and their ERA rela-
tion before the rotation. For example,ERA(A,B) = (m,m)
means mbr(A) connects mbr(B) at the bottom-left corner
of mbr(B), thus if the view rotates anti-clockwise, mbr(A)
tends to move upwards related to mbr(B) regardless of the
real shape of A and B, therefore EIAy(A,B) will change
from ‘m’ to ‘lol’ but not ‘b’. To determine the changing trend
of ERA relations more efficiently, we combine ERA with
cardinal direction relations (CDR) which describes how one
region is relative to the other in terms of directional position.
The basic CDR [Skiadopoulos and Koubarakis, 2004]
contains nine cardinal tiles as shown in figure 3. ‘B’ rep-
resents the relation ‘belong’, the other eight relations the car-
dinal directions N (north), NE (north-east), etc.
Definition 4 (basic CDR relation) A basic CDR relation is
an expression R1 : ... : Rk with 1 ≤ k ≤ 9 where:
1. R1, ..., Rk ∈ {B,N,NE,E, SE, S, SW,W,NW}
2. Ri 6= Rj , ∀1 ≤ i, j ≤ k, i 6= j
3. ∀b ∈ REG, ∃a1, ..., ak ∈ REG and a1 ∪ ... ∪ ak ∈
REG (Regions that are homeomorphic to the closed unit
disk (x, y) : x2 + y2 ≤ 1 are denoted by REG).
NW(b)
SW(b) SE(b)
NE(b)N(b)
S(b)
W(b) E(b)B(b)
b
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Figure 3: Basic CDR (left) and Extended CDR (ECDR) (right).
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Figure 4: An example to illustrate how to use spatial reasoning to
verify object match
If k = 1, the relation is called a single-tile relation and oth-
erwise a multi-tile relation.
Similar to the extension from RA to ERA, we introduce
center points to extend basicCDR to the extendedCDR (de-
noted as ECDR, see figure 3) in order to express inner rela-
tions and detailed outer relations between regions. Notably, a
similar extension about inner relations of CDR was proposed
in [Liu et al., 2005]. However, as we focus on mbr of re-
gions in this problem, their notions for inner relations with
trapezoids are not suitable for our representation.
In [Navarrete and Sciavicco, 2006], rectangular cardinal
direction relations (RCDR) which combines RA and CDR
was studied. As a subset of CDR, RCDR considers single-
tile relations and a subset of multi-tile relations that represent
relations between two rectangles whose edges are parallel to
the two axes. We combine ERA and ECDR in similar way
to produce the extended rectangular cardinal direction rela-
tions (ERCDR). Including all single-tile and multi-tile rela-
tions, there exists 100 valid relations (not all listed in this pa-
per) to represent the directional relation between two mbrs.
4.2 Initial Guess Estimation for ICP
In this section, the algorithm for matching objects between
two views is proposed. In section 3, the point cloud has been
aligned to the direction of the ground, therefore, the only
two factors for initial transformation estimation are rotation
against the vertical axis and the translation. With the matched
objects, the task for estimating initial transformation between
two point clouds for ICP algorithm is then minimising the
sum of distance between all matched object pairs.
Informally, assuming a spatial relation graph is built for
any two objects in the same view. If most objects in one view
are correctly matched to the corresponding ones in the other
view, the two spatial relation graph can be very similar (if not
identical because of incomplete input) by rotating one view
by a certain angle. For example, in figure 4, the spatial re-
lation graph for the left view is {west(a1, b1), northwest(a1,
c1), northwest(a1, c1)}, and for the right view is {east(a2,
b2), southeast(a2, c2), southeast(a2, c2)}. If correctly match-
ing all three pairs of objects, the identical graph can be ob-
tained by rotating the right view by pi/2 from any direction. If
wrongly matching any objects, the identical graph can never
be obtained.
Therefore, a distance function is necessary for measuring
the similarity of two relation graphs. A method about how
to calculate the distance between two ERCDR relations is
shown below.
Definition 5 (directional property of a single-tile relation)
Each tile t in ECDR has both a horizontal directional prop-
erty HDP (t) ∈ {E,W} and a vertical directional
property V DP (t) ∈ {N,S}. The value is determined by
the relative directional relation between the centroid of t
and the centroid of the reference region b. For example,
HDP (INE) = E and V DP (INE) = N .
Definition 6 (directional property of multi-tile relation)
The directional property of a multi-tile relation mt is
determined by majority single tile directional properties in
the multi-tile relation, where HDP (mt) ∈ {E,M,W}
and V DP (mt) ∈ {N,M,S}, where M represents
‘middle’ which appears when the counts of the sin-
gle tile directional properties are equal. For example,
HDP (WMN : EMN : INW : INE) = M and
V DP (WMN : EMN : INW : INE) = N .
Directional property can be used to estimate the trend of
the relation change. Let a view point rotate clockwise, if
HDP and VDP are as observed, then the change trend is as
described in the following table:
HDP VDP change trend change direction
E S or M south to north vertical
E or M N east to west horizontal
W N or M north to south vertical
W or M S west to east horizontal
One ERCDR relation can be transformed to the other by
lifting the four bounding lines of the single/multi-tile. The
distance d between two ERCDR relations is calculated from
horizontal and vertical directions by counting how many grids
each boundary line lifts over. The distance is related to the
direction of the view point changes as well as the directional
properties of the region. However, with the same angle differ-
ence, the inner tiles take much fewer changes than the outside
tiles. We introduce the quarter distance size to represent the
angle change of pi/2 for normalizing the distance between
ERCDR relation pairs corresponding to the angle difference.
Based on lemma 1, we can infer the ERA relation between
two regions after rotating the view point by pi/2, pi and 3pi/2
either clockwise or anticlockwise. The ERA relation can be
then represented by an ERCDR tile. In order to calculate the
distance between ERCDR tiles, we label each corner of the
single tiles with a 2D coordinate with bottom-left corner of
tile SW to be the origin (0, 0) (see figure 3).
Definition 7 (distance between ERCDR tiles) Let t1 and t2
be two ERCDR tiles. x−1 and x
+
1 are the left and right bound-
ing lines of t1, y−1 and y
+
1 the top and bottom bounding lines
of t1. x−2 and x
+
2 are the left and right bounding lines of t2.
y−2 and y
+
2 the top and bottom bounding lines of t2.
The unsigned distance between t1 and t2 is calculated as:
|d(t1, t2)| = |(x+2 −x+1 )+(x−2 −x−1 )|+|(y+2 −y+1 )+(y−2 −y−1 )|
(3)
The sign of d is determined by whether the change trend
suggested by directional property is followed. If so, d(t1, t2)
= |d(t1, t2)|, else d(t1, t2) = −|d(t1, t2)|. If there is no or
symmetric change on the trend direction, d(t1, t2) = 0
If there is a significant angle difference between the two
tiles, the distance may not be accurate due to multiple path for
the transformation. Here we introduce three more reference
tiles by rotating the original tile by pi/2, pi and 3pi/2 in turn.
Definition 8 (quarter distance) Let t1 be an ERCDR tile
and t′1 be the ERCDR tile produced by rotating ti by pi/2 or
Figure 5: Object completion.
−pi/2. By applying lemma 1, the reference tiles can be easily
mapped to ERCDR tiles. The quarter distance of t1 is defined
as: dqt = d(t1, t′1) (4)
Definition 9 (normalized distance) Let t1 be an ERCDR
tile. tpi/2, tpi and t3pi/2 denote the three reference tiles for
t1. Let t2 be another ERCDR tile. The normalized distance
dnorm(t1, t2) will be calculated in two parts:
1. The base distance dbase. Let T = {t1, tpi/2, tpi, t3pi/2}.
dbase(t1, t2) =

0 if argmin
t∈T
(|d(t, t2)|) = t1
1 if argmin
t∈T
(|d(t, t2)|) = tpi/2
2 if argmin
t∈T
(|d(t, t2)|) = tpi
3 if argmin
t∈T
(|d(t, t2)|) = t3pi/2
(5)
2. The normalized distance dnorm(t1, t2) = dbase(t1, t2)+
d(argmin
t∈T
(|d(t, t2)|), t2) + 1
dqt(t1) + 1
(6)
Having the normalized distance for calculating the similar-
ity between two ERCDR tiles, we now show the algorithm for
identifying proper matching between objects from two differ-
ent views in algorithm 1.
Once the match of objects has been determined, the initial
transformation can be calculated by performing local search
of horizontal rotation to obtain a minimal sum of distance
between two relation graphs. Than a translation is also calcu-
lated by minimising the euclidean distance of the geometric
centers of the matched objects. The ICP algorithm will be
performed using the calculated initial transformation.
5 Stability Analysis
In this section, we introduce a method to complete the ob-
ject with invisible voxels. Then, we show how to get support
relation from the volumetric representation of the objects.
5.1 Object Completion
With the registration of muptiple views, an octree representa-
tion of the scene is built. The next step is to classify invisible
voxels to the objects in order to analyse the support relation.
First, for each of the object, an oriented minimal bounding
box OMBB is calculated. We perform Ransac [Fischler and
Bolles, 1981] algorithm to fit the largest plane to the object
point cloud. This plane is used as one surface and the OMBB
of the object is them determined. All invisible voxels in the
OMBB are then assigned to this object. As the octree is built
with point clouds from different views, the set of invisible
voxels are largely eliminated and the volumetric model tends
to represents the intrinsic shape of the object. Figure 5 shows
the process of object completion in 2D for simplicity.
5.2 Support Relation Analysis
We use a modified version of the structural analysis method
in [Ge et al., 2017]. A structure is in static equilibrium when
the net force and net torque of the structure equal to zero. The
Algorithm 1 Object Matching
function GETPERMUTATION
Input:
objIDList, processedObjs.
length // number of objs in one list, equals to the
smaller size of the two object list
size ← objIDList.size()
if length == 1 then
for i← 0; i < size; i+ + do
temList ← processedObjs
temList.pushback(objIDList[i])
permutation.pushback(temList)
else
for i← 0; i < size; i+ + do
temList ← processedObjs
temList.pushback(objIDList[i])
remainObjIDList ← objIDList
remainObjIDList.erase(i)
GetPermutation(remainObjIDList,
temList, length− 1, permutation)
Output: permutation
function GETMATCHEDOBJECTS
Input:
objIDList1, objIDList2
relationGraph1, relationGraph2
Output: match // A set of matched object pairs
//Assume objIDList1.size() > objIDList1.size()
size ← objIDList2.size()
emptyList ← {}, permutation ← {}
GetPermutation(objIDList1, emptyList,
size, permutation)
candidateMatch ← {}
for i← 0; i < permutation.size(); i+ + do
temList ← {}, curList ← permutation[i]
for j ← 0; j < objIDList2.size(); j + + do
temList.pushback(curList[j], objIDList2[j])
candidateMatch.pushback(temList)
err ← INFINITY
for i← 0; i < candidateMatch.size(); i+ + do
curList ← candidateMatch[i], distList ← {}
for m← 0; m < curList.size(); m+ + do
for n← 0; n < curList.size(); n+ + do
if m == n then
continue
r1← relationGraph1(curList[m][0], curList[n][0])
r2← relationGraph2(curList[m][1], curList[n][1])
distList.pushback(dnorm(r1, r2))
if V ariance(distList) < err then
err ← V ariance(distList)
match ← curList
return match
static equilibrium is expressed in a system of linear equations
[Whiting et al., 2009]: Aeq · f +w = 0
‖fn‖ ≥ 0 1)
‖fs‖ ≤ µ‖fn‖ 2)
(7)
Aeq is the coefficient matrix where each column stores the
unit direction vectors of the forces and the torque at a contact
point. To identify the contact points between two contacting
objects, we first fit a plane to all points of the connected re-
MSE (Data set 2)
Algorithm 1 1.132e-3
Random initial guess 2.29e-3
Table 2: Initial guess results
gions between the objects. We then project all points to the
plane and obtain the minimum oriented bounding rectangle
of the points. The resulting bounding rectangle approximates
the region of contact, and the four corners of the rectangle
will be used as contact points. f is a vector of unknowns rep-
resenting the magnitude of each force at the corresponding
contact vertex. The forces include contact forces fn and fric-
tion forces fs at the contact vertex. The constraint 1) requires
the normal forces to be positive and constraint 2) requires the
friction forces comply with the Coulomb model where µ is
the coefficient of static friction. A structure is stable when
there is a solution to the equations.
Using the structural analysis method, we can identify sup-
port relations between objects. Specifically, we are interested
in identifying the core supporters [Ge et al., 2016] of each
object in a scene. An object o1 is a core supporter of another
object o2 if o2 becomes unstable after removal of o1. Given a
contact between o1 and o2, to test whether o1 is the core sup-
porter of o2, we first identify the direction vectors of forces
and torque given by the contact on o2, and set them to zero
in Eq. 7. This is equivalent to removing all forces that o1 im-
poses on o2. If the resulting Eq. 7 has no solution, then o1 is
the core supporter. We test each pair of objects in a scene and
obtain a support graph, which is defined as a directed graph
with each vertex representing an object. There is an edge
from v1 to v2 if o1 is a core supporter of o2.
6 Experiments
We first test our method about estimation of initial guess for
ICP algorithm. Then we show the method’s capability of
identifying core supporters of an object in a structure. For
both experiments, we test our method on two data sets as well
as some single scenes for testing special configurations. Data
set 1 is from [Panda et al., 2016] which contains seven dif-
ferent scenes. Data set 2 is taken from a warehouse scenario
of a real logistics application setting in sorting parcels. This
data set consists of 5 scenes.
6.1 Initial Guess Estimation of ICP
In this experiment, we compare the initial guess from algo-
rithm 1 with random initial guess for ICP point cloud regis-
tration. Figure 6 shows the result qualitatively. In table 2, we
use the mean sum of squared error (MSE) for all point pairs
to evaluate the quality of the registration on data set 2 which
consists of more complex scenes.
6.2 Support Graph Evaluation
For core supporter detection, we show that our method out
performs the method in [Panda et al., 2016] on data set 1.
As the method in [Panda et al., 2016] requires precise ob-
ject models for segmentation, it does not work in unknown
scenarios in data set 2. Therefore, only algorithm 1 is tested
on data set 2. The reason why support relation accuracy is
slightly low is that there are more errors from segmentation
which provide more false positive support relations.
In addition to data set 1 and 2, we use a single scene with
special supporting relations (e.g. the top object supports the
bottom object) as well as the data from [Panda et al., 2016].
Table 3 shows the core supporter detection results compared
with the methods in [Panda et al., 2016]. Our algorithm is
a b c d
Figure 6: Results of ICP initial guess estimation (data set 2).
Col. a shows the photos of different views; col. b is the
segmentation of single views; the top image of col. c is the initial
guess from algorithm1; the bottom is the random initial guess; the
top image of col. d is the registration result with initial guess from
algorithm 1; the bottom one is from random initial guess.
Accuracy(Data set 1) Accuracy(Data set 2)
Our Method 72.5 68.2
Agnostic [Panda et al., 2016] 65.0 N/A
Aware [Panda et al., 2016] 59.5 N/A
Table 3: Support relation results
able to find most of the true support relations. In addition,
our method is able to detect some special core supporter ob-
jects such as A in Figure 7 which is difficult to be detected by
statistical methods.
In Figure 7, results of core supporter detection are pre-
sented. Notably, in the second row, we detected that even
though object C is on top of object B, it contributes to the
stability of B. Thus, C is a core supporter of B as well as A.
Figure 7: Core supporter detection
Top: data set 1; bottom: single scene.
7 Conclusion and Future Work
In this paper, we propose a framework for identifying sup-
port relations among a group of connected objects taking a set
of RGB-D images about the same static scene from different
views as input. We assume no knowledge about the objects
and the environment beforehand. By qualitatively reasoning
about the angle change between each pair of input images, we
successfully identified matching of the objects between dif-
ferent views and calculate the initial guess for ICP algorithm.
We use static equilibrium to analyse the stability of the whole
structure and extract the core support relation between ob-
jects in the structure. We can successfully detect most of the
support relations. With the capability of analysing core sup-
porting relations, the perception system is able to assist the
AI agent to perform causal reasoning about consequences of
an action applied on an object in a structure. Apparently this
is only one aspect of physical relations that can be derived. In
the future, more object features (e.g. solidity, density distri-
bution, etc.) and relations between objects (e.g. containment,
relative position, etc.) can be studied.
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