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Abstract
We define and calculate inner products of 2-representations. Along
the way, we prove that the categorical trace Tr(−) of [GK08, Sec.3]
is multiplicative with respect to various notions of categorical tensor
product, and we identify the center of the category of equivariant ob-
jects VG of [GK08, Sec.4.2]. We discuss applications, ranging from
Schur’s result about the number of irreducible projective representa-
tions to a formula for the Hochschild cohomology of a global quotient
orbifold.
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1 Introduction and statement of results
The idea of a representation of a group by functors in a category goes back
to Grothendieck [Gro57, p.196], and categorified versions of representation
theory have since been developed by a number of authors.1 (We recall some
of the basic definitions in Section 4.) The corresponding character theory
was introduced in [Bar08] and [GK08]. Key ingredient of this categorified
character theory is the notion of categorical trace: let F be an endofunctor
of a small category. Then the categorical trace of F is defined as the set of
natural transformations
Tr(F ) = Nat(id, F ).
1See for instance [Elg07], [CY05], [BM06], [Ost03], [Fre94], [BWC07], [Del97], [ST01],
[BZ07] or [Kho00].
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More generally, if F is a 1-endomorphism in a 2-category, then
Tr(F ) = 2Hom(1, F ).
Let ̺ be a linear 2-representation of a finite group G. Then its categorical
character X̺ sends g ∈ G to the k-vector space
X̺(g) = Tr(̺(g)).
The categorical character of ̺ comes equipped with conjugation isomor-
phisms
ψh ∶X̺(g)
≅Ð→X̺(h−1gh),
one for each pair of elements of G (see [GK08, Prop.4.10]). As g and h
vary, the ψh are compatible, endowing X̺ with the structure of a categorical
class function on G. Such categorical class functions were first introduced by
Luztig [Lus87], who named them class sheaves.
For a commuting pair (g, h), the map ψh is an automorphism of X̺(g).
Assume that all the X̺(g) are finite dimensional. Then the 2-character χ̺
of ̺ is the function
χ̺(g, h) = tr(ψh),
defined on pairs of commuting elements of G. It satisfies
χ̺(s−1gs, s−1hs) = χ̺(g, h).
Such conjugation invariant functions on commuting pairs are called 2-class
functions.
Much of our motivation for writing [GK08] came from a character theory
discovered by Hopkins, Kuhn and Ravenel in the context of stable homo-
topy theory [HKR00]. Although of entirely different origin, these Hopkins-
Kuhn-Ravenel characters exhibit strikingly similar features to ours. For in-
stance, we proved in [GK08, Cor.6.12] that the 2-character of an induced
2-representation is described by the same formula as the effect of transfer on
Hopkins-Kuhn-Ravenel characters.
In this paper we will define inner products of 2-representations and cal-
culate them in terms of categorical characters and 2-characters. On the level
of 2-characters we obtain
⟨χ, ξ⟩G =
1
∣G∣ ∑gh=hg
χ(g, h) ⋅ ξ(g, h) (1)
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(see Corollary 5.18). This agrees with the formula for the Strickland in-
ner product of Hopkins-Kuhn-Ravenel characters in [Gan06, Prop.1.6]. Our
definition will be the categorical analogue of the inner product
⟨V,W ⟩G ∶= dimk (V ⊗W )
G
on the representation ring R(G) (compare [Str00]). This is closely related to
the usual inner product, sending (V,W ) to
dimk (HomG(W,V )) = ⟨V,W ∗⟩G.
The paper is organized as follows: in Section 2, we let g and h be endofunc-
tors of linear categories V and W , respectively. Under a finiteness condition
we construct an isomorphism
µ∶ Tr(g)⊗Tr(h) ≅ Tr(g ⊠ h)
(Theorem 2.5). Here ⊠ is the tensor product of linear categories defined in
[GK, Sec.1]. Similar isomorphisms are found in the abelian case (using the
Deligne tensor product, [Del90]) and in the pre-triangulated case (using the
Bondal-Larsen-Lunts tensor product [BLL04]). We then discuss examples.
The map µ exists in the more general context of monoidal 2-categories. For
some of those, µ is an isomorphism.
In Section 5 we let ̺ be an action of G on a linear category V, and consider
the category VG of equivariant objects of ̺. We introduce the twisted group
algebra
R̺ =⊕
g∈G
Tr(g)
acting on each object of VG. We contruct an isomorphism of k-algebras
Dim (VG) ≅ RG̺ . (2)
Here
Dim = Tr(1)
is the center (of the category VG). As a corollary, we obtain
dim (Dim (VG)) =
1
∣G∣ ∑gh=hg
χ̺(g, h).
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The category VG is characterized by a universal property, which makes sense
in the 2-categorical setup. All our proofs go through in the context of 2-
categories.
Given two linear 2-representations V and W of G, we can now define
their inner product as
⟨V,W ⟩G = Dim (V ⊠W )
G
,
and conclude that, if ⟨V,W ⟩G exists, its k-dimension is calculated by (1). In
Section 6, we discuss applications of (2). One special case is a Theorem by
Schur, counting the isomorphism classes of irreducible projective represen-
tations with a given cocycle c. Another special case is as follows: let X be
a smooth projective variety over C, acted upon by G. Let ̺ be the result-
ing 2-representation of G in VarC (see [GK08, 2.4.(c)]). In this context (2)
becomes a result about orbifold Hochschild cohomology, namely
HH●([X/G]) ≅ ⊕
[g],α
HH●-codim(X
g
α) (Xgα,detNg) . (3)
Here Xgα are the connected components of the fixed point set Xg of g, and
Ng is the normal bundle of Xg in X ; further,
HH●(Y,F) ∶= ExtY×Y(∆∗OY ,∆∗F).
I understand that an additive version of the isomorphism (3), with a very
different proof, was known to Andrei Caldararu.
The main advantage of our approach is multiplicativity: the right-hand
side of (3) is canoically an algebra, namely the twisted group algegra of the
2-representation ̺, and (3) is an algebra map. Similar isomorphisms can be
found in [Ca˘l05], [DE05], [GK04] and [Bar03], and it is a common theme
that the proof of multiplicativity tends to be quite difficult. We note that
our proof of that fact is very simple (see page 38).
Some interesting questions about multiplicativity remain, for instance,
whether it is possible to give an explicit formula for the product on the
right-hand side, involving the double fixed point sets Xg ∩Xh.
Further applications of our results turn up in [GK], where we define sym-
metric and exterior powers of categories and calculate their effects on char-
acters of 2-representations.
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1.1 String diagram notation
We will use string diagram notation for 2-morphisms. For a nice, short
introduction to string diagram notation, we refer the reader to [CW10], for
a more comprehensive account, we refer the reader to [Bar08]. What follows
is a mini summary of what we will use. Our conventions follow those of
Caldararu and Willerton. Bartlett’s conventions are slightly different.2
Y⇓φX
f
g f
g
φY X
Traditional versus string diagram notation for a 2-morphism
φ∶ f ⇒ g between 1-morphisms f, g ∶ X → Y .
String diagrams are Poincare dual to the classical notation. They are read
from the right to the left (direction of 1-morphisms) and from the bottom
to the top (direction of 2-morphisms). The objects X and Y are sometimes
omitted from the picture, when they are clear from the context.
Identity morphisms are denoted by omission:
2In his diagrams 2-morphisms flow downwards, while ours flow upwards.
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fφ
X
A 2-morphism
φ∶ idX ⇒ f
f
φ
X
A 2-morphism
φ∶ f ⇒ idX
f
The identity
2-morphism idf
Composition is denoted by juxtaposition:
h
ψ
φ
f
g XY
Vertical composi-
tion ψ ○1 φ
k
ψ
h
g
φ
f
XZ Y
k
ψ
h
g
φ
f
XZ Y
Two ways of drawing the horizontal compo-
sition of 2-morphisms, ψφ ∶ hf ⇒ kg. The
fact that both diagrams describe the same
2-morphisms is known as the “butterfly
identity” (ψg) ○1 (hφ) = (kφ) ○1 (ψf) =∶ ψφ.
Definition 1.1. An adjunction in a 2-category C consists of the following
data: two objects, X and Y , 1-morphisms f ∶ X → Y and g ∶ Y → X and 2-
morphisms
7
g f
η
g f
η ∶ idX ⇒ gf , called the unit
and denoted by either of
these two pictures
f g
ǫ
f g
and ǫ ∶ fg ⇒ idY , called the
counit and denoted by ei-
ther of these two pictures.
These are required to satisfy
g
g
g
g
(idg ǫ)(η idg) = idg, in other
words, the 2-morphisms in
these two string diagrams
are required to be equal,
f
f
f
f
and (ǫ idf)(idf η) = idf ,
i.e., the 2-morphisms in
these two string diagrams
are required to be equal.
We say “f is left adjoint to g”.
For more on adjunctions in 2-categories, see for instance [CW10, p. 13
ff.].
2 Multiplicativity of the categorical trace
Let k be an algebraically closed field. By a linear category, we will always
mean an additive k-linear category, and by a linear functor we mean one
that preserves this structure. In [GK], we consider three different notions of
tensor product of categories:
1. if V and W are linear categories, we consider the uncompleted tensor
product V ⊠W , following [KV94] and [BK01],
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2. if A and B are abelian linear categories, we consider the completed
version A⊠̂B, following Deligne [Del90],
3. if C and D are perfect dg-categories over k, we consider the completed
tensor product C⊠̂D, following [BLL04].
The goal of this section is to find isomorphisms
µ∶ Tr(g)⊗Tr(h) ≅ Tr(g ⊠ h) ≅ Tr(g⊠̂h),
where g and h are endofunctors of the relevant categories. We can always
define a map µ, but in order to show that it is an isomorphism, we need a
finiteness condition.
2.1 The multiplicativity theorem
The first two constructions above are characterized by similar universal prop-
erties. For instance, the data of (1) consist of a linear category V⊠W together
with a k-bilinear functor
⊠∶ V ×W Ð→ V ⊠W ,
which is universal in the following sense: let Z be a third linear category.
Then precomposition with ⊠ defines an equivalence of categories
Funlin(V ⊠W ,Z) ≃Ð→ Funbil(V ×W ,Z).
Here Funlin and Funbil stand for the categories of k-linear and k-bilinear
functors.
The categorical tensor products in (1) and (3) always exist. In the abelian
case, (2), Deligne has proved the existence of A⊠̂B under the following finite-
ness condition:
Definition 2.1 (compare [Del90, (2.12.1)]). We say that a linear abelian
category A satisfies Deligne’s finiteness condition, if all objects of A have
finite length and all Hom-sets are finite dimensional k-vector spaces.
Kapranov and Voevodsky argued that ⊠ endows the 2-category Catk of
k-linear categories with the structure of a monoidal 2-category.The reader
interested in the full twelve pages of axioms is referred to [KV94].3 The
following proposition, which follows immediately from the universal propetry,
summarizes what we will need.
3The definition was later revised by Crans [Cra98], see also [BL03].
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Proposition 2.2. (1) Let V, V ′, W and W ′ be linear categories. Then there
exist a bilinear functor
(− ⊠ −)∶ Funlin(V,V ′) ×Funlin(W ,W ′) Ð→ Funlin(V ⊠W ,V ′ ⊠W ′)
and a natural isomorphism
ι∶ ⊠ ○ (−,−)Ô⇒ (− ⊠ −) ○ ⊠.
The pair ((− ⊠ −), ι) is unique up to unique natural isomorphism (preserving
ι). We have canonical functor isomorphisms
κg,f,h,k ∶ (gf)⊠ (hk) ≅Ð→ (g ⊠ h)(f ⊠ k),
whenever the compositions on the left-hand side exist. They are natural in
g, f , h, and k. Further, there is a functor isomorphism
κ1 ∶ idV ⊠ idW
≅
Ð→ idV⊠W .
These κ? are compatible with ι in an obvious sense and make the usual asso-
ciativity pentagon and unit diagrams commute.
(2) Let (V⊠̃W , ⊠̃) be a second pair satisfying the universal property of(V ⊠W ,⊠). Then there exist an equivalence
E ∶ V ⊠W Ð→ V⊠̃W
and a natural isomorphism
ιE ∶ ⊠̃⇒ E ○ ⊠.
The pair (E, ιE), is unique up to unique natural isomorphism(preserving ιE).
A similar statement holds for the abelian case and right-exact linear func-
tors.
Definition 2.3. Let V and W be linear categories, let g be an endofunctor
of V, and let h be an endofunctor ofW . Then the proposition gives a bilinear
map
µ̃∶ Tr(g) ×Tr(h)Ð→ Nat(idV ⊠ idW , g ⊠ h)Ð→ Tr(g ⊠ h)
(φ,ψ)z→ (φ ⊠ ψ) ○ κ−11 .
We let µ be the resulting linear map
µ∶ Tr(g)⊗Tr(h)Ð→ Tr(g ⊠ h).
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Note that µ is natural in g and h. The following is a reformulation of
[Del90, Prop.5.13 (i),(v)]:
Proposition 2.4. Let A and B be k-linear abelian categories satisfying Deligne’s
finiteness condition. Then the completed tensor product A⊠̂B exists. Further,
there is a fully faithful “completion” functor
A ⊠B Ð→ A⊠̂B,
obtained by applying the universal property of ⊠ to ⊠̂.
In particular, the essential image of ⊠̂∶ A ×B → A⊠̂B is contained in A⊠B,
and the two functors ⊠̂ and ⊠ are identified when viewed as functors onto
their essential images.
By construction, there is a similar fully faithful “completion functor” for
the Bondal-Larsen-Lunts tensor product of pre-triangulated categories.
Theorem 2.5. (1) Let V and W be linear categories such that all Hom-sets
are finite dimensional k-vector spaces. Let g be a linear endofunctor of V,
and let h be a linear endofunctor of W. Assume that either Tr(g) or Tr(h)
is finite dimensional. Then the map µ of Definition 2.3 is an isomorphism.
(2) Let A and B be linear abelian categories satisfying Deligne’s finiteness
condition. Let g be a right-exact endofunctor of A, and let h be a right-exact
endofunctor of B. Assume that either Tr(g) or Tr(h) is finite dimensional.
Then we have an isomorphism
Tr(g ⊠ h)Ð→ Tr(g⊠̂h),
which is natural in g and h.
Proof : Part (2): let A, B, g and h be as in (2). Then we have
Tr(g⊠̂h) ≅ Nat(⊠̂, ⊠̂ ○ (g × h))
= Nat(⊠,⊠ ○ (g × h))
≅ Tr(g ⊠ h).
Here the first and third equality come from the universal properties of ⊠̂ and
⊠. The key step is the second equality, which follows from Proposition 2.4.
Part (1): Let (X,Y ) be an object of V ×W . By construction of V ⊠W ,
we have
HomV⊠W(X ⊠ Y, gX ⊠ hY ) ≅ HomV(X,gX)⊗k HomW(Y,hY )
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(see [GK, Sec.1]). Under this identification,
µ(∑
i
φi ⊗ ψi)
(X,Y )
=∑
i
φi,X ⊗ ψi,Y .
To define an inverse of µ, let
η ∶ ⊠⇒ ⊠ ○ (g, h)
be a natural transformation. Fix an object Y of W , and choose a basis
BY = (βY
1
, . . . , βYm) of HomW(Y,hY ). For each X ∈ obV, there is a unique
way to express η(X,Y ) in the form
η(X,Y ) =∶
m
∑
i=1
φXi ⊗ β
Y
i .
As X varies, naturality of η implies that, for each i, the maps φXi form a
natural transformation φi from idV to g. So,
ηY ∶=
m
∑
i=1
φi ⊗ β
Y
i
is a well-defined element of
TrV(g)⊗HomW(Y,hY ).
Without loss of generality, we assume Tr(g) to be finite dimensional. Then
we may pick a k-basis of TrV(g) and repeat our argument. This yields an
element
ν(η) ∈ TrV(g)⊗k TrW(h).
By construction, ν is a right-inverse to µ. To see that ν is also a left-inverse,
we pick φ ∈ Tr(g) and ψ ∈ Tr(h) and calculate ν(µ(φ ⊗ ψ)). Fix Y , and
write ψY as a linear combination of the basis BY ,
ψY =∶∑
i
aiβ
Y
i .
In the construction of ν, this implies φXi = aiφX , hence φi = aiφ and
ηY = ∑
i
φi ⊗ βi
= ∑
i
aiφ⊗ βi
= φ⊗∑
i
aiβi
= φ⊗ ψY .
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Hence
ν(µ(φ⊗ψ)) = φ⊗ ψ,
as claimed, and we have proved that ν is a left-inverse of µ.
2.2 Examples
2.2.1 2-Vector spaces
Let V be a semisimple linear category with finitely many isomorphism classes
of simple objects. Let m be the number of isomorphism classes of simple
objects in V. Then there is an equivalence of categories
V ≃ Vectmk .
This is the reason why categories like V are called 2-vector spaces [KV94]. If V
and W are 2-vector spaces, Osorno has independently found an isomorphism
Tr(g ⊠ h) ≅ Tr(g)⊗Tr(h)
[Oso10]. We give a brief summary of her argument: a linear functor between
two 2-vector spaces can be represented by a matrix with entries in Vectk. Its
categorical trace is the direct sum of the diagonal entries. Given equivalences
V ≃ Vectmk and W ≃ Vect
n
k , one obtains an equivalence
V ⊠W ≃ Vectmnk .
Let g be a linear endofunctor of V, and let h be a linear endofunctor of W .
As one would expect, the matrix for g ⊠h is the “Kronecker product” of the
matrices for g and for h. The classical computation for
tr(g) ⋅ tr(h) = tr(g ⊗ h)
goes through and shows that Tr(g ⊠ h) is isomorphic to Tr(g)⊗Tr(h).
2.2.2 Algebras
Let A be an associative and unitary finite dimensional k-algebra, and let
A-modf be the category of finitely presented right A-modules.4 Let g be
4This is the category denoted (A)coh in [Del90].
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a right-exact endofunctor of A-modf . Recall (e.g. from [Del90]) that g is
uniquely determined by the A-A-bimodule M ∶= g(A). Here the left module
structure on M comes from the left action of A on itself:
A Ð→ End(A)Ð→ End(M).
The categorical trace of g is isomorphic to the center of M :
Tr(g) ≅ HomA-A(A,g(A))
= CenterA(M).
Here HomA-A stands for morphisms of A-A-bimodules, and the second iso-
morphism identifies f ∈ HomA-A(A,M) with the element f(1) in M .
Let B be a second finite dimensional k-algebra. Let h be a right-exact
linear endofunctor of B-modf . Recall from [Del90, Prop.5.3] that we have an
equivalence of abelian categories
(A-modf) ⊠̂(B-modf) ≃ (A⊗B)-modf , (4)
where ⊠̂ is the Deligne tensor product.
Let M ∶= g(A) and N ∶= h(B). Under the equivalence (4), the isomor-
phism
µ∶ Tr(g)⊗Tr(h)Ð→ Tr(g⊠̂h)
of Theorem 2.5 is identified with the canonical map
µ∶ CenterA(M)⊗CenterB(N)Ð→ CenterA⊗B(M ⊗N).
The fact that µ is an isomorphism is the degree zero part of the Ku¨nneth
theorem for Hochschild cohomology (c.f. [ML95, X.7.4]).
There is, of course, overlap between this example and the previous one:
if A is semisimple, then A-modf is a 2-vector space. So,
A-modf ≃ Vectkr,
where r is the number of isomorphism classes of simple A-modules.
Example 2.6. Take g = id to be the identity functor. We have seen two
different ways to calculate the categorical trace of id: on one hand,
Tr(id) ≅ Center(A).
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On the other hand, we may calculate Tr(id) as the direct sum of the diagonal
entries of the r × r identity 2-matrix,
Tr(id) ≅ k⊕r.
So, we have recovered the well known fact that
dim(Center(A)) = r.
More generally, let M be an A-A-bimodule. Then the same argument
yields
dim(CenterA(M)) =∑mi,
wheremi is the number of times that the simple objectWi occurs as summand
inside Wi ⊗M . Here the sum runs over all isomorphism classes of simple
objects of A-modf .
2.2.3 Coherent sheaves
Let X be a smooth projective variety over k, and let Coh(X) be the category
of coherent sheaves on X . Let D+
coh
(X) be the derived category of bounded
below complexes in Coh(X). This is a triangulated category, and it possesses
an enhancement I(X) such that, for any two varieties X and Y as above,
the completed tensor product
I(X) ⊠̂ I(Y )
is quasi-equivalent to I(X × Y ) (see [BLL04, Th. 5.5] compare also [GK,
(1.7.4)(c)]). Let g be an automorphism of X , and let h be an automorphism
of Y . Then we have the direct image functors g∗ and h∗ acting on, respec-
tively, I(X) and I(Y ). The above equivalence identifies g∗⊠̂h∗ with (g×h)∗.
Applying Theorem 2.5, we conclude
Tr●(g∗)⊗Tr●(h∗) ≅ Tr●((g × h)∗).
These categorical traces in I(X) are hard to get a handle on. Instead, one
often works with bicategories, compare to Section 3.4.
15
3 Traces in monoidal 2-categories
By a monoidal 2-category we will mean a k-linear semistrict monoidal 2-
category in the sense of [BN96]. In this setup, the axioms still imply the
existence of g ⊠h, unique up to a specified isomorphism and the existence of
a map
µ∶ Tr(g)⊗Tr(h)→ Tr(g ⊠ h).
In general, there is no reason for µ to be an isomorphism, but in the following
we will see some examples where it is. To be precise, the lax 2-categories
in the following sections would need to be strictified in an appropriate sense
(see [KV94, 2.12, 4.3]) in order for the formalism of [BN96] to apply. Rather
than working out the precise formalism in the lax case, we choose an ad hoc
approach to the individual examples.
3.1 Bimodules, strict version
We recall from [GK08, 2.2(c)] the k-linear 2-category Bimk. The objects of
Bimk are associative and unitary k-algebras. Given two such algebras, A and
B, the category of 1-morphisms from A to B
1HomBimk(A,B) = Bimk(A,B)
is the category of A-B-bimodules (where the left and right actions of k are
required to agree). Horizontal composition of 1-morphisms into and out of
A is given by the tensor product over A. Again, the degree zero part of the
Ku¨nneth theorem for Hochschild cohomology (c.f. [ML95, X.7.4]) gives the
isomorphism
µ∶ Tr(M)⊗Tr(N) ≅ CenterA(M)⊗CenterA(N)
≅ CenterA(M ⊗N)
≅ Tr(M ⊗N).
This is closely related to Section 2.2.2: Let A and B be associative and
unitary finite dimensional k-algebras. Let Bimfk(A,B) be the full subcategory
of Bimk(A,B) whose objects are bimodules that are finitely presented as right
B-modules. Then there is an equivalence of categories
Funr.e. (A-modf ,B-modf) ≃ Bimfk(A,B) (5)
F z→ F (A)
(−)⊗AM ←Ð M.
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Here Funr.e. stands for the category of k-linear right-exact functors and nat-
ural transformations between them. Under this equivalence, composition of
functors corresponds to composition of 1-morphisms in Bimk.
3.2 Bimodules, derived version
The triangulated k-linear 2-category DBimk of [GK08, 2.4(b), 3.5] has the
same objects as Bimk. The category
1HomDBimk(A,B)
is the derived category of complexes of A-B-bimodules bounded above. Hor-
izontal composition is as above, but using the derived tensor product. Let
A be a finite dimensional, associative and unitary k-algebra, viewed as an
object of DBimk. Let K● be a 1-endomorphism of A. Then the categorical
trace of K● is the hypercohomology of K●,
Tr●(K●) = Hom●D+Bim(A−A) (A,K●)
= H●(A;K●).
In the special case were K● is a single A-A-bimodule M situated in degree
zero,
Tr●(M) = Ext●A⊗Aop(A,M)
= HH●(A,M)
is the Hochschild cohomology of M . Let B be another finite dimensional,
associative and unitary k-algebra, and let L● be a complex of B-B-bimodules,
bounded above. Then
µ∶ Tr● (K●)⊗Tr● (L●)Ð→ Tr (K● ⊗L●)
is the Ku¨nneth map. In the special case where both K● and L● are sin-
gle bimodules situated in degree zero, the Ku¨nneth theorem for Hochschild
cohomology (c.f. [ML95, X.7.4]) implies that µ is an isomorphism.
3.3 Constructible sheaves
The 2-category RAnC of [GK08, 2.4.(d)] has as objects real analytic mani-
folds. For any two such manifolds X and Y , the category of 1-morphisms
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between them is defined as
1HomRAnC(X,Y ) = D+constr(X × Y ),
the bounded derived category of (R-)constructible sheaves of C-vector spaces
on X × Y .5 Horizontal composition of
K ∈ 1Hom(X,Y ) and L ∈ 1Hom(Y,Z)
is given by the derived convolution
L ○K = Rπ13∗ (π−112K ⊗L π−123L) .
Here the πij are the projections from X × Y × Z to the according products
with two factors, the tensor product is taken over the constant sheaf C, and
the π−1ij are the respective inverse image sheaf functors.
Every object (“kernel”) K ∈ 1Hom(X,Y ) defines a functor
FK ∶ D+constr(X) Ð→ D+constr(Y )
F z→ RπY ∗ (π−1X F ⊗L K) .
Let g ∶X →X be analytic, and let
γ ∶ X → X ×X
be the inclusion of the graph Γg. Consider the kernel
Kg = CΓg ∶= γ∗C,
the constant sheaf supported on Γg, viewed as a complex situated in degree
0. This is a lift of g∗ to RAnC. In other words, we have FKg = g∗. We have6
Tr● (Kg) ≅⊕
α
H●−codimX
g
α(Xgα;C),
where the sum runs over the connected components of the fixed point set. Let
Y be a second object of RAnC, and consider an analytic automorphism h of
Y . Then the connected component Xgα ×Y hβ of (X ×Y )(g,h) has codimension
codim(Xgα) + codim(Y hβ ) (6)
5See [KS94, Section 8.4], for background on constructible sheaves.
6This is Proposition 5.5 in [GK08]. Note the sign mistake there: in the proof of
Proposition 5.5, CXg [codim(X
g)] should be ⊕CXgα [− codim(X
g
α)].
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in X × Y . The map
µ∶H● (Xg,C)⊗H● (Y h,C)Ð→ H● (Xg × Y h,C)
is the Ku¨nneth isomorphism. Here the notation is short-hand for the direct
sum over the connected components of Xg × Y h, with the grading in each
summand shifted by (6).
3.4 Coherent sheaves
Another key example is the 2-category VarC.7 Its objects are smooth pro-
jective varieties over C, and for two such varieties X and Y , the category of
1-morphisms from X to Y is
1Hom(X,Y ) = D+
coh
(X × Y ),
the derived category of coherent sheaves on X×Y . The formalism is identical
to that of the previous section, but now the derived tensor product ⊗L is taken
over the structure sheaf, and the inverse image functors π−1ij are replaced by
the pull-back functors π∗ij . For an automorphism g of X , the kernel
Kg = OΓg ∶= γ∗OX
lifts the auto-equivalence g∗ of D+coh(X) in the sense explained in the previous
section. Its trace is identified by the following theorem:
Theorem 3.1. Let Ng be the normal bundle of the inclusion
u∶Xg ↪ X.
Then we have an isomorphism
Tr●(g) ≅⊕
α
HH●-codim(X
g
α) (Xgα,det(Ng)) ,
where the direct sum is over the connected components of the fixed point set
Xg.
7This is [GK08, 2.4.Exa(c)]. For a detailed account, see [CW10] or [Huy06].
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Again,
µ∶H● (Xg,det(Ng))⊗H● (Y h,det(Nh))Ð→ H● (Xg × Y h,det(N (g,h)))
is the Ku¨nneth isomorphism. Again, the notation is short-hand for the direct
sum over the connected components of Xg × Y h, with the grading in each
summand shifted by (6).
Proof of Theorem 3.1: We have a commuting diagram of closed immer-
sions
Xg
u //
u

δ
%%❏
❏
❏
❏
❏
❏
❏
❏
❏
X
γ

Xg ×Xg
i
&&▼
▼
▼
▼
▼
▼
▼
▼
▼
▼
X
∆
// X ×X.
(7)
Here ∆ and δ denote the inclusions of the respective diagonals, and γ is the
inclusion of the graph Γg. All squares in (7) are cartesian. We have
Tr●(g) = Ext●
X×X
(∆∗OX , γ∗OX)
= Ext●
X
(Lγ∗∆∗OX ,OX) .
Write Θ for the composite of natural transformations
Θ∶ Lγ∗∆∗ Ô⇒ Lγ∗∆∗u∗Lu∗ = Lγ∗i∗δ∗Lu∗Ô⇒ u∗Lδ∗δ∗Lu∗,
where the first map is given by the unit of the adjunction Lu∗ ⊣ u∗, and
the second map is given by the base-change map of the upper right (triangle
shaped) square in (7).
Lγ∗ ∆∗
τ
σ
u∗ Lδ∗ δ∗ Lu∗
The natural transforma-
tion Θ in string diagram
notation. The squares
labeled σ and τ both
denote the identity nat-
ural transformation of(γu)∗ = (iδ)∗ = (∆u)∗.
i∗
u∗
δ∗
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We claim that Θ is an isomorphism. The claim implies the theorem, by
the following calculation:
Ext●X(Lγ∗∆∗OX ,OX) ≅ Ext●X(u∗Lδ∗δ∗OXg ,OX)
≅ Ext●Xg×Xg(δ∗OXg , δ∗u!OX)
= HH● (Xg, u!OX) .
Here u! is the right-adjoint of u. Explicitly, u! is given by
u!OX ≅⊕
a
det(Ngα)[− codim(Xgα)]
(see e.g. [Ca˘l05].)
The proof that Θ is an isomorphism is an adaptation of the discussion in
[CKS03, Appendix A]. As the question is local, it will suffice to prove it over
an open cover of X ×X . For (x, y) ∈ X ×X ∖∆(Xg), there exists an open
neighourhood U of (x, y) with U ∩∆ = ∅ or U ∩Γg = ∅. Since ∅ = spec({0}),
the claim is trivially true over such a U . Let now x ∈Xg. Writing
T∆(X) ∶= im(T∆), TΓg = im(Tγ), and T∆(Xg) ∶= im(Tiδ),
we have
T∆(X) ∩ TXg×Xg = T∆(Xg) = T∆(X) ∩ TΓg
(inside TX×X). By Lemma A.5, we have
T∆(X)∪(Xg×Xg) = T∆(X) + TXg×Xg .
We now apply Lemma A.3 with Z = X×X andW =∆(X)∪(Xg×Xg). Over
a neighbourhood U of x inside X ×X this yields a refinement of (7) looking
as follows:
Xg
u //
u

δ
%%❏
❏
❏
❏
❏
❏
❏
❏
❏
X
γ

Xg ×Xg
i
&&
j

X
∆
′
// Y
k
// X ×X
(all objects intersected with U). Here Y is a smooth subvariety of X ×X ,
the maps j, k, and ∆′ are closed immersions, and
TY,x = T∆(X),x + TXg×Xg,x.
21
The left solid square (with arrows δ, j u and ∆′) is still cartesian. Further,
Tiδ defines an isomorphism
TXg ,x ≅ TT,x ∩ TΓg ,x
(intersection inside TX×X,x). Applying Lemma A.6, we conclude that (pos-
sibly after passing to a smaller neighbourhood of x) the right solid square
(with arrows u, γ,, jδ and k) is also cartesian. Moreover, both intersections
Xg =∆(X) ∩Y (Xg ×Xg) and Xg = Y ∩X×X Γg
are clean and “of the expected dimension”, meaning that
dim(Xg) + dim(Y ) = dim(X) + dim(Xg ×Xg)
and similarly for Y ∩ Γg. Using [Ser77, p.V 20, Cor. to Theorem 4], we con-
clude that both these squares are tor-indepent squares in the sense of [Lip09,
Def. (3.10.2)]. By [Lip09, Thm. (3.10.3)], the base change tranformations
Lγ∗k∗Ô⇒ u∗L(jδ)∗
and
L∗j∆
′
∗
Ô⇒ δ∗Lu∗
are isomorphisms. Hence, over U we have a natural isomorphism
Θ′ ∶ Lγ∗∆∗ Ô⇒ u∗Lδ∗Lj∗∆′∗ Ô⇒ u8Lδ
∗δ∗Lu
∗.
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Lγ∗ k∗ ∆′∗
τ ′
σ
u∗ Lδ∗ δ∗ Lu∗ The natural trans-
formation Θ′ in
string diagram
notation. The
squares labeled σ
and τ ′ denote the
identity natural
transformations of(γu)∗ = (kjδ)∗ and
of (∆′u)∗ = (jδ)∗.
The part differing
from the diagram for
Θ is red.
Lj∗
To see that Θ′ = Θ∣U , we move τ ′ downward until it is below σ, then
straighten the red zig-zag line connecting σ and τ ′ into a straight line labeled
j∗, and finally note that
k∗τ
′ = id(iδ)∗ = τ.
4 Tensor products of 2-representations
Let G be a finite group. Recall, e.g. from [GK08, Def.4.1.], that a 2-
representation of G on a k-linear category V consists of the following data:
• for each g ∈ G an endofunctor ̺(g) of V,
• for any g, h ∈ G, a natural isomorphism
φg,h ∶ ̺(g)̺(h) ≅Ô⇒ ̺(gh),
and
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• a natural isomorphism
φ1 ∶ ̺(1) ≅Ô⇒ idV ,
The φ? are required to make associativity pentagons and unit diagrams com-
mute. In particular, for g, h and k in G we have an unambiguous double
composition isomorphism
φg,h,k ∶ ̺(g)̺(h)̺(k) ≅Ô⇒ ̺(ghk).
Following Bartlett8, we use the string diagram notation and write
g
gh
h
for φg,h,
g
gh
h
for φ−1g,h,
1
for φ1,
1
for φ−1
1
,
g
ghk
h k
for φg,h,k,
g
ghk
kh
for φ−1g,h,k.
We recall further that ̺(g−1) is a weak inverse, and hence a two-sided adjoint,
of ̺(g). For the adjunction ̺(g−1) ⊣ ̺(g), we have
g g−1 g g−1
The unit is given by(φg,g−1φ1)−1 and denoted by
either of these two diagrams,
g−1 g g−1 g
and the counit is given by
φg−1,gφ1 and denoted by ei-
ther of these two diagrams.
The axioms for the φg,h imply that these adjunctions compose as one would
hope for, i.e., the adjunction for g composed with that for s gives the ad-
junction for sg. We refer the reader to [Bar08], in particular Lemma 6 (iv),
8 See [Bar08, p.13] for a translation of the axioms into string diagram moves. Note
that our string diagrams flow upwards, while Bartlett’s flow downwards.
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for a detailed account of these facts and their expression in terms of string
diagram moves.
The categorical character of ̺ consists of the data
X̺(g) = Tr(̺(g)), g ∈ G
and for each pair (s, g) the isomorphism
ψs ∶ X̺(g)Ð→ X̺(sgs−1),
sending ξ ∈ Tr(̺(g)) to
sgs−1
ξ
s
g
s−1
ψs(ξ) ∈ Tr(̺(sgs−1))
and satisfying ψ1 = id and ψsψt = ψst (see [GK08, Prop.4.10] or [Bar08,
Prop.16] for details).
Definition 4.1. Let ̺ be a 2-representation of G on a linear category V,
and let π be a 2-represenation of H on a linear category W . We define
the 2-representation ̺ ⊠ π on V ⊠W by applying − ⊠ − to all the data of
2-representation.
Corollary 4.2. In the situation of Theorem 2.5, we have isomorphisms
µ∶ X̺(g)⊗Xπ(h) ≅Ð→ X̺⊠π(g, h)
identifying ψ̺s ⊗ ψπt with ψ
̺⊠π
(s,t)
. In orther words, X̺ ⊗ Xπ and X̺⊠π are
isomorphic as representations of the inertia groupoid Λ(G ×H).
Proof : This follows from Theorem 2.5 and inspection of the definition of
ψs in the proof of [GK08, Prop.4.10.].
A similar statement holds for ⊠̂ in the abelian case and, more generally,
in any monoidal 2-category where µ is an isomorphism.
25
5 Categories of equivariant objects
Let ̺∶ G→ GL(V ) be a complex representation of a finite group. We write
V G for the maximal G-invariant summand of V . The dimension of V G is
dim(V G) = ⟨V,C⟩G
=
1
∣G∣ ∑g∈Gχ̺(g), (8)
where χ̺ is the character of ̺.
This section studies categorical analogues of V G. These are the category
of equivariant objects and its generalizations.
5.1 Background and Definitions
The notion of category of equivariant objects already plays a role in [Gro57],
see page 196 of [loc.cit].
Definition 5.1. Let V be a linear category, acted upon from the left by a
finite group G. An equivariant object of V consists of an object x ∈ ob(V)
and a system of isomorphisms
{ǫg ∶ x→ gx}g∈G
such that for any g, h ∈ G the diagram
x
ǫg
//
ǫgh

gx
gǫh
(gh)x g(hx)
φg,h,x
oo
(9)
is commutative. As a consequence, we obtain the unit condition
ǫ1 = φ−11,x ∶ x→ 1x.
A map of equivariant objects
f ∶ (x, ǫ) → (y, δ)
is a morphism f ∈ Hom(x, y) satisfing ∀g ∈ G
g(f) ○ ǫg = δg ○ f.
The category of equivariant objects and their maps is denoted VG.
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Let X be a G-space. Then the categories of equivariant k-vector bundles
over X , equivariant sheaves over X , and equivariant spaces over X have
interpretations as categories of equivariant objects. Below, we will discuss
some of these examples in detail. Maps of 2-representations form another
example:
Definition 5.2. Let C be a 2-category, and let π and ̺ be 2-representations
of G on objectsW and V of C. Then G×G acts on the category 1Hom(W,V )
by
F z→ ̺(g)F π(s−1).
The coherence isomorphisms of this action are inherited from those of π and
̺.
View G as a subgroup of G ×G via the diagonal inclusion. We write
1HomG(W,V ) ∶= 1Hom(W,V )G,
for the category of equivariant 1-homohorphisms and G-invariant 2-homomorphisms
between them; and
1HomtrivG (W,V ) ∶= 1Hom(W,V )G×G
for the category of trivialized G-equivariant 1-morphisms and trivialization-
preserving G-invariant 2-homomorphisms. Explicitly, an object of 1HomG(W,V )
consists of a 1-morphism f ∶W → V together with a compatible family of 2-
isomorphisms
ηg ∶ F Ô⇒ ̺(g)Fπ(g).
An alternative point of view is to consider the flip 2-isomorphisms τg given
by the string diagrams
F
F
ηg−1
π(g)
̺(g)
Definition of τg
F
F
●
g
g
Notation for τg
F
F
●
g
g
Notation for τ−1g
27
and satisfying
τ1 = φ1Fφ−11
(horizontal composition but vertical inverse) and
τgh ○ (φg,hF ) = (Fφg,h) ○ (τgh) ○ (gτh)
(see [Bar08, (5)]). The data (F,{τg}) are eqivalent to those of (F,{ηg}).
An object of 1Homtriv
G
can then be thought of as a G-equivariant 1-morphism(F,{τg}) from V toW together with a family of (left) trivilization 2-isomorphisms
ǫg ∶ F Ô⇒ ̺(g)F,
satisfying (9) and compatible with {τs} in the following sense:
F
F
●
g
Notation for ǫg
F
F
●
●
s
gs
g
F
F
●
●
s
gs
s−1gs
These are equal to each other.
Equivalently, one may work with the right trivialization isomorphisms
ǫRg ∶= τg ○ ǫg
with symmetric notation and compatibility requirements to those of ǫg (here
η(g,1) is replaced by η(1,g−1)). In the special case where F = idW , we say that
the G-action on W is trivialized (by {ǫg}).
Example 5.3. Let F ∶ V →W and H ∶W → Z be equivariant 1-morphisms,
write {τg} and {σg} for the respective families of twist maps. Then the com-
position HF , together with the twist maps (Hτg)○ (σgF ), is again an equiv-
ariant 1-morphism. The horizontal composition of G-invariant 2-morphisms
remains G-invariant.
If H is trivialized by {ǫs} then HF inherits the trivialization maps ǫgF .
If F is trivialized with right trivialization maps {δRs } then HF inherits a
trivialization with right trivialization maps {HδRs }. If both H and F are
trivialized then the inherited trivilizations of HF might not agree.
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Example 5.4. The identity 1-automorphism of V is equivariant, with the ηg
given by the units of the adjunctions g−1 ⊣ g. The fact that these ηg compose
in the expected way is (9).
If there exists a family {ǫg ∶ idV ⇒ ̺(g)} satisfying (9) then ηg is identified
with the horizontal composition
ηg = ǫgǫg−1 . (10)
It follows that {ǫg} is automatically compatible with {τg} So, ̺ is trivialized
by {ǫg}. Further, ǫRg = ǫg.
In this situation, we have fully faithful embeddings
1End(V ) Ð→ 1EndG(V ) (11)
F z→ (F,{ǫgFǫg−1}) .
and
1HomG (V,W ) Ð→ 1HomtrivG (V,W ) (12)
H z→ (H,{Hǫg})
for any other object W with G-action.
We are now ready to formulate the universal property characterizing VG.
Proposition 5.5. There is a G-action on VG, which is canonically trivialized
by the structure maps {ǫg}. The forgetful functor
U ∶ VG Ð→ V
is G-equivariant. Assume we are given another category W with a G-action.
Then composition with U defines an equivalence of categories
FunG(W ,VG) ≃Ð→ FuntrivG (W ,V).
Here the trivialization of UF is inherited from the trivialization {ǫg} of idVG
(see Example 5.3). In pictures:
F
F
●
g
F ′
F ′
U
U
●
g
●
These two diagrams
agree.
F
F g
g
●
These two diagrams
agree.
F ′
F ′
U
U g
g
●
●
F
F
●
g
These two dia-
grams agree.
F ′
F ′
U
U
●
g
●
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Proof : On objects of VG, the G-action is defined by
s∶ {x, ǫg}z→ {sx, sǫs−1gs}.
All the other data of G-action are inherited from the action on V. Note that
we are forced to define ǫgs in this manner in order for ǫg to be a natural
transformation from id to g in VG:
(ǫgs) ○ ǫs = (gǫs) ○ ǫg
is equivalent to
ǫgs = ǫgsǫ−1s = sǫs−1gs. (13)
By construction, the family {ǫs} satisfies the coherence conditions (9). One
checks that the functor of the proposition is a well-defined equivalence of
categories.
The universal property in Proposition 5.5 should be compared that in
[GK08, Prop. 4.4]. Although the latter looks less general, it is equivalent
to the one here: given a trivialized functor F ∶W → V, we can apply [GK08,
Prop. 4.4] to the essential image of F and obtain the result of Proposition 5.5.
This argument does, however, not go through for representations in general
2-categories, where we will work with the universal property formulated here.
Definition 5.6. Let C be a 2-category, and let ̺ be a 2-representation of G
on V ∈ ob(C). We will write
U ∶ V G Ð→ V
whenever V G is an object of C and U is an equivariant 1-morphism from V G
to V such that (V G, U) satisfies the universal property of Proposition 5.5.
If it exists, the object V G is well defined up to trivialization preserving
equivariant 1-equivalence, which in turn is unique up to canonical, trivializa-
tion preserving, G-invariant 2-morphism. From now on, we fix U ∶ V G Ð→ V
as in Definition 5.6. We write {υg} for the (left) trivialization maps of the
tivialization that U inherits from idV G, i.e., υg is the 2morphism Uǫg pre-
composed with the flip map gU ⇒ Ug.
We will often supress the representation ̺ from the notation and write g
instead of ̺(g).
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Proposition 5.7. The 1-morphism U possesses a left-adjoint
A′ ∈ 1Hom(V,V G)
satisfying
UA′ = A ∶=⊕
g∈G
g.
Proof : The structure isomorphisms
φg,h,s−1 ∶ ̺(g)̺(h)̺(s−1) ≅Ð→ ̺(ghs−1).
make A into a trivialized equivariant 1-morphism. Write ϕs,A ∶ A ⇒ sA for
the trivialization 2-morphisms. Applying the universal property of V G, we
obtain a G-equivariant 1-morphism
A′ ∶ V Ð→ V G
with UA′ = A. Let ι be the composite
ι∶ idV
φ−11Ô⇒ 1Ô⇒ A
where the second map is the inclusion of the 1st summand. let
α∶ AU Ô⇒ U
be the 2-morphism
α ∶= ∑
g∈G
υ−1g .
By (9), we have
α ○ (φs,AU) = υs ○ α.
in other words, α is a trivialization preserving (equivariant) 2-morphism
(AU,{ϕs,AU})Ô⇒ (U,{υs}).
The universal property of V G yields a 2-morphism
α′ ∶ A′U Ô⇒ 1
with Uα′ = α. We need to show that ι and α′ form the unit and counit of an
adjunction A′ x U . The identity
(Uα′) ○ (ιU) = idU
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is immediate from the definitions and from ǫ1 = φ−11 . By the universal prop-
erty, it sufficies to check the second condition after horizontal composition
with U . So, we are left to show
(αA) ○ (Aι) = idA .
Restricted to the gth summand, this composite is the left-most in the follow-
ing sequence of string diagrams:
g
●
●
UA′ A
g
ιg
A
ι
g
●
g
●
●
U A′
Here ιg denotes the inclusion of the gth summand. The equality of the first
three diagrams completes the proof. Their equality to the fourth will be used
below.
5.2 The twisted group algebra
Let G act on a linear category V, and let VG be the category of equivariant
objects. We will think of this category as resembling the category of repre-
sentations of G “in a twisted sense”. Representations of G are the same as
modules over the group algebra k[G], and it is natural to ask whether there
is an analog of k[G] for this situation – an associative algebra acting on each
equivariant object. The answer is: yes, and very simple.
Let ̺ be a representation of G on an object V of a linear 2-category, and
let A be as in Proposition 5.7. Then, by general nonsense about adjunctions,
A = UA′ is a monoid with multiplication
αA′ ∶ A2 Ô⇒ A
and unit ι. Let F be a 1-endomorphism of V G. Then M ∶= UFA′ is a bimod-
ule over A with the left- and right module structure given by , respecitively,
αFA′ and UFα′A′.
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Definition 5.8. The twisted group algebra of ̺ is the space
R̺ ∶= Tr(A) =⊕
g∈G
Tr(g),
together with the k-algebra structure induced by the monoid structure of A.
ξ
A′ U
U
ζ
A′
The product of el-
ements ξ and ζ of
Tr(A)
If F is a 1-endomorphism of V G, and M = UFA′ then Tr(M) is a bimodule
over R̺.
Lemma 5.9. Let ξ be in the summand Tr(g) of R̺, and let µ ∈ Tr(M).
Then their products are expressed by the following string diagrams:
U
●
F A′
ξ µ
●
Left multiplication
U
●
F A′
ξµ
Right multiplication
●
Proof : The diagram for the left multiplication is just the definition of
α. The diagram for the right multiplication follows from the equality of the
third and the fourth diagram in the proof of Proposition 5.7.
If F is of the form H̃ for an equivariant 1-endomorphism (H,{τg}) of V then
M =HA, and
Tr(HA) ≅⊕
g∈G
Tr(Hg).
Proposition 5.10. The elements µ ∈ Tr(Hs) and ξ ∈ Tr(g) multiply as
follows:
µ ⋅ ξ = (Hφs,g) ○ (µξ)
ξ ⋅ µ = (Hφg,s) ○ (τgs) ○ (ξµ) .
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In particular, multiplication in R̺ is horizontal composition followed by φg,h
Tr(̺(g))⊗Tr(̺(h)) Ð→ Tr(̺(gh))
ξ ⊗ ζ z→ φg,h ○ (ξζ).
Lemma 5.11. There is an isomorphism of k-algebras
j ∶ R̺
≅
Ð→ 2End(U),
where the multiplication on the target is vertical composition. For any 1-
endomorphism F of V G there is an isomorphism of R̺-bimodules
jF ∶ 2Hom(idV , UFA′) ≅Ð→ 2Hom(U,UF ).
Proof : This is a consequence of the adjunction A′ ⊣ U . The isomorphism
j and its inverse are defined as
j(ξ) = α ○ (ξU)
j−1(ϑ) = (ϑA′) ○ ι,
and similarly for jF . More precisely, jF is the second isomorphism on page
14 of [CW10] with Ψ = A′, Φ = U , Θ̂ = id, and Ξ̂ = UF .
In the situation where G acts on a linear category V, let (V,{ǫg}) be an
equivariant object. Then we can compose j with the map
2End(U) Ð→ EndV(V )
ϑ z→ ϑV
to obtain the promised action of R̺ on V . Explicitly, ξ = (ξg)g∈G acts on V
by the endomorphism
∑
g
(ǫ−1g ○ ξg,V ).
Example 5.12. Let V = Vectk, and let the G-action be defined by means of
a 2-cocycle c ∈ Z2(G,k∗). So, we have the central extension
p∶ G̃→ G
with kernel k∗ and a bunch of 1-dimensional spaces
Lg = p−1(g) ∪ 0,
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as in [GK08]. Then Tr(g) = Lg, and the algebra R̺ is the direct sum of all the
Lg. This is the standard concept of the twisted group algebra associated to
a central extension, or the cocycle. An alternative definition of this algebra
is by a basis bg, for g ∈ G with multiplication law
bg ⋅ bh = c(g, h) ⋅ bgh.
5.3 The G-action on the twisted group algebra
Let F be an equivariant endofunctor of V G. Then the group G acts on
Tr(UFA′) via the equivariance isomorphisms of idV and UFA′ (see Defini-
tion 5.2). In the situation where F = H̃ for an equivariant endofunctor H of
V , this action sends ξ ∈ Tr(Hg) to
sgs−1H
ξ
●
s s−1
g
The action of G on Tr(HA) in string diagram notation
In particular, the action on Tr(A) agrees with that of the isomorphisms ψs,
defined on page 25.
Consider the category VectG(G) of G-equivariant vectorbundles on G
with respect to the conjugation action. The convolution product
(V ⍟W )h ∶= ⊕
gs=h
Vg ⊗Ws
makes VectG(G) a braided monoidal category, where the braiding comes from
the isomorphisms
Vg ⊗Ws ≅Ws ⊗ Vs−1gs
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induced by ψs. A straight-forward manipulation of string diagrams9 shows
that R̺ is a commutative algebra object of VectG(G) with respect to this
(non-symmetric) braided monoidal structure.
Lemma 5.13. The G-invariant part of the twisted group algebra R̺ is con-
tained in the center of R̺. More generally, let F be a 1-endomorphism of
V G, viewed as an equivariant 1-endomorphsim via (11). Then we have
Tr(M)G ⊆ CenterTr(A)(Tr(M)).
Proof : Using the string diagram moves [Bar08, (2), (3), Lemma 6(i)], one
sees that µ is in Tr(M)G if and only if for each s ∈ G the following two string
diagrams are equal:
U
●
F A′
s
µ
●
U
●
F A′
s
µ
●
It follows that µ is in the center of Tr(M).
Lemma 5.14. Let F be an equivariant endofunctor of V G. Then the iso-
morphism jH̃ of Lemma 5.11 induces an isomorphism of the G-invariant
parts
Tr(UFA′)G = 2HomG(idV , UFA′) ≅ 2HomG(U,UF ).
Corollary 5.15. Let H be an equivariant 1-endomorphism of V . Then we
have an isomorphism
2EndG(U,HU) ≅ (⊕
g∈G
Tr(Hg))
G
,
where the G-action on the right-hand side is as on Page 35.
9See [Bar08, (2), (3), Lemma 6(i)] for the relevant moves.
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5.4 Traces in V G
Throughout this section, we assume that we are given a linear 2-representation
of G on V such that (V G, U) exist.
Definition 5.16. LetW be an object of a 2-category C. Then the dimension
or center of W is the categorical trace of the identity 1-morphism of W ,
Dim(W ) ∶= Tr(idW ) = 2Hom(idW , idW ).
Horizontal and vertical composition agree on Dim(W ) and make it into
a commutative monoid. If C is k-linear then Dim(W ) is a commutative
k-algebra.
Theorem 5.17. We have an isomorphism of k-algebras
i∶ Dim(V G) ≅Ð→ (⊕
g∈G
Tr(g))
G
.
For any 1-endomorphism F of V G we have a bimodule isomorphism
iF ∶ Tr(F ) ≅Ð→ Tr(UFA′)G.
Proof : We have
Tr(F ) = 2Hom (idV G, F )
= 2HomG (idV G , F )
≅ 2HomtrivG (UF,UF )
= 2HomG (UF,UF )
≅ Tr(UFA′)G,
where the second equality is (11), the third isomorphism is the universal
property of (V G, U), the next equality is (12), and the last equality is Lemma
5.14. If F = idV G we may apply Corollary 5.15 to identify the last term with
(⊕
g∈G
Tr(g))
G
.
Explicitly, the isomorphism i in the statement of the theorem is given by
i∶ ζ z→ (UζA′) ○ ι.
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The fact that i preserves the algebra multiplication is proved by the equality
of the following two string diagrams:
ζ ϑUA′
U A′ U A′
The multiplication of i(ζ) and i(ϑ) in Tr(A) equals i(ζϑ).
ζ ϑ
A similar identity of string diagrams shows that iF is a map of bimod-
ules.
Corollary 5.18. Let ̺ be a representation on an oject V of a linear 2-
category, and assume that V G exists. Then we have
dim (Dim(V G)) = 1∣G∣ ∑gh=hgχ̺(g, h).
Proof : We have
dim (Tr(A)G) = dim ⊕
[g]⊆G
Tr(g)Cg
= ∑
[g]
1
∣Cg∣ tr(h Tr(g))
=
1
∣G∣ ∑gh=hgχ̺(g, h).
Lemma 5.19. Let (H,{τg}) be an equivariant 1-endomorphism of V , and
let (H̃,{τ̃g}) be such that UH̃ and HU agree as trivialized equivariant 1-
morphisms. Then we have
τ̃g ≅ ǫgH̃ǫ−1g
(horizontal composition, vertical inverse). In other words, {τ̃g} agrees with
the trivialization (11).
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Corollary 5.20. Let (H,{ηg}) is an equiariant 1-endomorphism of V and
let (H̃,{η̃g}) then
Tr(H̃) ≅ (⊕
g∈G
Tr(Hg))
G
.
5.5 Inner products
Definition 5.21. Let ̺ and π be 2-representations of G in a lax monoidal
linear 2-category (C,⊠,1),and assume that the object (̺ ⊠ π)G exists. Then
we define the inner product of ̺ and π to be the k-vector space
⟨̺,π⟩G ∶= Dim ((̺ ⊠ π)G) .
As an immediate consequence of the corollary, we obtain
dimk⟨̺,π⟩G = 1∣G∣ ∑gh=hgχ̺(g, h) ⋅ χπ(g, h).
6 Applications
6.1 Projective representations
Let V = VectC. Then a linear G-action on V is classified by a 2-cocycle
c∶ G ×G→ C,
and VG is identified with the category of projective representations of Gop
with central charge
cop(g, h) ∶= c(h, g).
These are pairs (W,ϕ∶ Gop → Aut(W )),
where W is a k-vector space, and ϕ is a map satisfying
ϕ(gh) = c(g, h) ⋅ϕ(h) ○ ϕ(g).
In particular, VG is a 2-vectorspace, and
dimDim(VG)
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is the number of isomorphism classes of irreducible projective representations
of Gop with central charge cop.
On the other hand,
Tr(A)G ≅⊕
[g]
C
Cg ,
where the sum is over the conjugacy classes of G. The action of h ∈ Cg on
C ≅ Tr(g) is multiplication with χ̺c(g, h).
Lemma 6.1. We have
χ̺c(g, h) = c(h, g)c(g, h) .
Proof : Apply the cocycle condition to δ(g, h, h−1) to get
c(gh,h−1)c(h,h−1)−1 = c(g, h)−1c(g,1).
Substituting this into the formula of [GK08, Prop.5.1]), we obtain
χ̺c(g, h) = c(h, g)c(g, h)−1c(g,1)c(1,1)−1
= c(h, g)c(g, h)−1.
A conjugacy class [g] ⊆ G is called c-regular if
(∀h ∈ Cg) (c(g, h) = c(h, g)) .
Note [g]G is c-regular if and only if [g]Gop is cop-regular. Hence Theorem 5.17
specializes to the following result of Schur’s:
Theorem 6.2 (Schur). The number of isomorphisms classes of irreducible
projective representations with multiplier c equals the number of c-regular
conjugacy classes of G.
6.2 Algebras
Let A be an associative and unitary, finite dimensional k-algebra. Assume
that G acts on A from the left by (unit preserving) algebra automorphisms.
Let V = A-modf be as in Section 2.2.2. Then G acts on V from the right via
the right-exact functors
M z→Mg.
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Here Mg is the right A-module that is isomorphic to M as a k-vector space
and whose A-action is twisted by g as follows:
(mg) ⋅ a = (m ⋅ g(a))g.
Write A ⋊G for the crossed product algebra. So,
A ⋊G =⊕
g∈G
Ag
with multiplication
(a1g1) ⋅ (a2g2) = (a1 ⋅ g1(a2))(g1g2).
The category of (right-)equivariant objects in V is
VG ≃ (A ⋊G)-modf .
The twisted group algebra R̺ equals
⊕
g∈G
CenterA(Ag).
Hence Theorem 5.17 becomes the well known formula
Center(A ⋊G) ≅⊕
[g]
(CenterA(Ag))Cg . (14)
6.3 Bimodules
Let A be an associative and unitary k-algebra, acted upon by G as in the
previous section. View A as object of the 2-category Bimk of Section 3.1.
Let U = A ⋊ G, viewed as (G × G-equivariant) A ⋊ G-A-bimodule. Under
the equivalence (5) U corresponds to the forgetful functor sending an equiv-
ariant A-module to the underlying A-module. We would like to argue that
the pair (A ⋊ G,U) satisfies the universal property of Definition 5.6. This
is not entirely true, but holds for a sufficiently large class of test-objects:
let B be a second associative and unitary k-algebra on which G acts by al-
gebra automorphisms.10 Then composition with U gives an equivalence of
categories
Bimk,G×G(B,A) ≃ Bimk,G(B,A ⋊G).
10For the full universal property to by satisfied, we would need to allow G to act by
1-automorphisms.
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This is sufficient to ensure that the proof of Theorem 5.17 goes through,
again yielding (14).
We now view A and A⋊G as objects of the 2-category DBimk (see Section
3.2), and we write U for the complex consisting of U situated in degree zero
and zeros elsewhere. For a test-object B as above, we need to distinguish
between the derived category of equivariant bimodules and the category of
equivariant 1-morphisms: in general, the forgetful functor
DBimk,G(B,A)Ð→ DBim(B,A)G = 1-HomG(B,A),
is not an equivalence of categories.
In addition to restricting our pool of test-objects as above, we need
to modify the universal property in Definition 5.6, replacing 1-HomG with
DBimk,G. With this modification to Theorem 5.17 and its proof,11 we obtain
the isomorphism
HH●(A ⋊G,A ⋊G) ≅ (⊕
g∈G
HH●(A,Ag))
G
of [DE05, Prop 3].12
6.4 Coherent sheaves
Let X be a smooth projective variety over k, let Coh(X) be the category of
coherent sheaves on X , and assume that a finite group G acts on X from the
left. Then g ∈ G acts on Coh(X) via
F z→ g∗F , (15)
and the category of equivariant objects in Coh(X) is identified with the
category of G-equivariant sheaves on X ,
Coh(X)G ≃ CohG(X).
We may view CohG(X) as the category of sheaves on the orbifold quotient[X/G].
11The last step of the proof is Lemma A.7.
12It appears that this result goes back to an unpublished preprint by Brylinski, dating
from 1987.
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It is possible to extend the 2-category of kernels Var of Section 3.4 so that
it contains both X and [X/G] as objects (see [CW10, p.6] or [Ca˘l]). The
formalism remains the same as in Section 3.4. Recall that the G-action (15)
on D+Coh(X) lifts to a 2-representation
̺∶ GÐ→ 1Hom(X,X)
in Var, given by the kernels ̺(g) = OΓg .
Let Y be a second proper, smooth space with G-action, and write σ(s) ∶=
OΓs for the corresponding 2-representation of kernels on Y . Using the pro-
jection formula and flat base-change (c.f. [Ca˘l05, 2.7]), one finds natural
isomorphisms
̺(g) ○K ≅ R(1, g)∗K
and
K ○ σ(s−1) ≅ L(s−1,1)∗K ≅ R(s,1)∗K.
So,
̺(g) ○K ○ σ(s−1) ≅ R(s, g)∗K,
and the categories of equivariant 1-homomorphisms of Definition 5.2 are iden-
tified as
1HomG(Y,X) ≃ (D+Coh(Y ×X))G
and
1Homtriv
G
(Y,X) ≃ (D+Coh(Y ×X))G×G .
As in the previous section, we need to replace these with
D+CohG(Y ×X) and D+CohG×G(Y ×X).
With this modification, [X/G] satisfies the universal property for test-objects
Y as above,
D+CohG(Y × [X/G]) ≃ D+CohG×G(Y ×X),
and the proof of Theorem 5.17 goes through (using Lemma A.7) to yield
HH●([X/G]) ≅⊕
[g]
Tr●(g)Cg .
The right-hand side of this isomorphism is identified by Theorem 3.1. We
have proved
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Theorem 6.3. We have
HH●([X/G]) ≅ (⊕
g,α
HH●- codim(X
g
α) (Xgα,det(Ng)))
G
,
where α runs over the connected components of the fixed point sets.
6.5 The example of a trivial G-action
Let B be a k-linear abelian category, and assume that G acts trivially (from
the left) on B. Then the data of an equivariant object
(B, ǫ) ∈ obBG
are equivalent to that of an object B ∈ obB together with a right G-action
ǫ∶ k[G]→ End(B).
By [Del90, 5.11], we have an equivalence of categories
BG ≃ (k[G]-modf) ⊠̂B
≃ (W1 ⊠ B)⊞ ⋅ ⋅ ⋅ ⊞ (Wr ⊠B)
≃ (k[G]-modf) ⊠B,
where theWi represent the isomorphism classes of irreducible representations
of G. Here third equivalence follows from the construction of ⊠, and the
second equivalence holds, because the category in the second row is already
abelian.
Example 6.4. Let B be B = VectC(X). Then BG = VectC
G
(X) is the category
of vector bundles on X with fibre-preserving G-action. In this case the above
equivalences boil down to the well known fact that any G-vector bundle V
over a base-space with trivial G-action can be decomposed as
V ≅⊕
i
Wi ⊗ Vi,
where the Vi ∈ VectC(X) are non-equivariant vector bundles.
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We have seen two ways to calculate the center of BG. By Theorem 2.5,
Dim (BG) ≅ Center(k[G])⊗Dim(B).
On the other hand, since G acts trivially on B, Theorem 5.17 becomes
Dim (BG) ≅ ⊕
[g]
Tr(g)Cg
≅ ⊕
[g]
Dim(B).
Indeed, these two results agree. In the special case where B = Vectk, we can
be more specific and identify the isomorphism
i∶ Center(k[G])Ð→⊕
[g]
k
of Theorem 5.17: its inverse i−1 sends the [g]th basis vector to the element
e[g] ∶= ∑
h∈Cg
h−1
of Center(k[G]).
A Clean intersections
This appendix collects some results about clean intersections that are prob-
ably well-known to the experts. I did not know references, so I am including
proofs.
Lemma A.1. Let W ⊆ Z be a closed subscheme defined by the ideal sheaf
I ⊆ OZ. Let w ∈ W , and write m for the maximal ideal of OZ,w. Then the
conormal space of W in Z at w is naturally identified with the quotient
N∨w ≅ Iw/ (Iw ∩m2) .
If Iw is a prime ideal in OZ,w, this simplifies to
N∨w ≅ Iw/mIw.
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Proof : Write n for the maximal ideal of
OW,w = OZ,w/Iw.
Then n = m/Iw, and we have the short exact sequences
0 // Iw/Iw ∩m2 //

m/m2 //

n/n2 //

0
0 // N∨w // T
∨
Z,w
// T ∨W,w
// 0.
Hence the first claim. If Iw is prime, then
Iw ∩m2 = mIw,
hence the second claim.
Corollary A.2. Let i ∶ W ↪ Z be the inclusion of an irreducible closed
subscheme, and let w ∈W . If
Ti,w ∶ TW,w Ð→ TZ,w
is an isomorphism then i is an insomorphism in a neighbourhood of w.
Proof : The map Ti,w is an isomorphism if and only if N∨w = {0}. Since W
is irreducible, this is equivalent to Iw = mIw. By Nakayama’s Lemma, this is
equivalent to Iw = 0.
Lemma A.3. Let i∶W ↪ Z be the inclusion of a closed subscheme, and let
w ∈W . Then there exists an open neighbourhood U of w in Z and a regular
closed subscheme Y ⊆ U such that Y contains W ∩U and TY,w = TW,w inside
TZ,w.
Proof : Let m, n, and I be as in Lemma A.1. Pick a basis f1, . . . , fd of
N∨w ≅ Iw/ (Iw ∩m2) .
By [Liu02, Cor 4.2.12], this sequence is regular. Hence we can find an open
neighbourhood U of w in Z and a regular sequence
f̃1, . . . , f̃d ∈ Γ(U,I),
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representing f1, . . . , fd. By construction, we have W ⊆ Y , the closed immer-
sion Y ↪ U is regular at w, and the conormal spaces of W and Y inside Z
at w agree.
Lemma A.4 ([Li09, Lem.5.1]). Let Z be a nonsingular variety, and let X and
Y be nonsingular closed subvarieties of Z. Then the connected components
of the scheme-theoretic intersection X ∩Y of X and Y in Z are non-singular
if and only if the following differential geometric conditions are satisfied:
1. the connected components of the “set-theoretic intersection”
(X ∩ Y )red
are nonsingular varieties, and
2. we have
TX ∩ TY = TX∩Y
inside TZ.
In the context of differential geometry, these conditions define the notion
of clean intersection, due to Bott [Bot56].
Lemma A.5. In the situation of the previous Lemma the canonical map of
vector bundles over X ∩ Y
TX + TY ↪ TX∪Y
is an isomorphism. Here the sum on the left-hand side is taken inside TZ ∣X∩Y .
Proof : Fix z ∈ X ∩ Y , let m ⊂ OZ,z be the maximal ideal, and let I and
J denote the stalks of the ideal sheaves of X and Y at z. Then we have a
cartesian square
I ∩J /I ∩J ∩m2 // //


I/I ∩m2


J /J ∩m2 // // I +J /(I +J ) ∩m2.
Lemma A.1 identifies the vector spaces in this diagram with the conormal
spaces of X ∪ Y , X , Y , and X ∩ Y inside Z at z. A dimension count now
proves the claim.
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Lemma A.6. Let Z be a nonsingular variety, and let X, Y , and W be
nonsingular closed subvarieties of Z such that W is contained in X and in
Y (“contained” means as a closed subscheme). Let w ∈W , and assume that
the map
TW,w ↪ TX,w ∩ TY,w
is an isomorphisms. (Here the intersection on the right-hand side is inside
TZ,z.) Then there exists a neighbourhood of w in Z inside which the map
i∶W ↪ X ∩ Y is an isomorphism.
Proof : We know that the composite
TW,w //
Ti,w
// TX∩Y // // TX ∩ TY
is an isomorphism. Hence Ti,w is an isomorphism, as well. Applying Corollary
A.2, we obtain the claim.
We will also need a lemma from homological algebra.
Lemma A.7. Let A be an abelian category, and assume that AG has enough
injectives. Let F and G be equivariant objects in A. Then we have
Hom●D+
G
(A)(F ,G) ≅ Hom●D+(A)(F ,G)G.
Proof : Choose an injective resolution G → I● in AG. Since the forgetful
functor U ∶ AG → A is a right-adjoint, it preserves injectives. Therefore, we
have
Hom●D+
G
(A)(F ,G) ≅ Hom●Ch+
G
(A)(F ,I●)
≅ Hom●Ch+(A) (F ,I●)G
≅ Hom●D+(A) (F ,G)G .
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