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Abstrakt
S´ıly p˚usob´ıc´ı mezi cˇa´sticemi prˇi interakc´ıch lze popsat pomoc´ı nadploch potencia´love´ energie.
C´ılem te´to pra´ce je vyhodnotit, zda by pouzˇit´ı spra´vne´ neuronove´ s´ıteˇ doka´zalo reprezentovat
tyto nadplochy s dostatecˇnou prˇesnost´ı.
Pro oveˇrˇen´ı jsem pouzˇ´ıval dvou analyticky´ch model˚u a to Lennard-Jonesova potencia´lu a
Morseho potencia´lu. Nadplochy byly reprezentova´ny pomoc´ı neuronovy´ch s´ıt´ı s doprˇedny´m
sˇ´ıˇren´ım signa´lu, ktere´ byly tre´nova´ny metodou zpeˇtne´ propagace.
V ra´mci te´to pra´ce se podarˇilo vytvorˇit takove´ neuronove´ s´ıteˇ, ktere´ doka´zˇ´ı predikovat nad-
plochu potencia´love´ energie z relativneˇ male´ho souboru vstupn´ıch dat. Vy´sledne´ neuronove´ s´ıteˇ
jsou take´ schopny prˇiblizˇne´ extrapolace potencia´lovy´ch nadploch pro velke´ vzda´lenosti mezi
cˇa´sticemi, mimo rozsah tre´novac´ıch dat.
Vy´sledky z´ıskane´ v ra´mci te´to pra´ce poslouzˇ´ı jako za´klad pro dalˇs´ı vy´zkum, ktery´ se bude
zaby´vat reprezentac´ı veˇtsˇ´ıch syste´mu˚. Dı´ky tomuto vy´zkumu bude mozˇne´ efektivneˇ reprezentovat
nadplochy a predikovat hodnoty potencia´love´ energie i v oblastech, kde maj´ı ab initio metody
proble´my s konvergenc´ı nebo jsou prˇ´ıliˇs vy´pocˇetneˇ na´rocˇne´.
Kl´ıcˇova´ slova: bakala´rˇska´ pra´ce, strojove´ ucˇen´ı, neuronova´ s´ıt’, molekula´rn´ı interakce, Lennard-
Jones˚uv potencia´l, Morseho potencia´l, s´ıt’ s doprˇedny´m sˇ´ıˇren´ım signa´lu, zpeˇtna´ propagace, Neu-
roph, potencia´lova´ nadplocha
Abstract
The forces acting between the particles during their interactions can be described by potential
energy surfaces. The aim of this work is to evaluate whether it is possible to represent these
surfaces using neural networks with sufficient precision.
For verification, I used two analytical models, namely Lennard-Jones potential and Morse
potential. Surfaces were represented by feed-forward neural networks that were trained using
back-propagation method.
In this work, such neural networks have been created that can predict potential energy
from a relatively small set of input data. The resulting neural networks are also able of an
approximate extrapolation of potential surfaces in large distances between particles outside the
range of training data.
The results obtained in this thesis will serve as the basis for further research, which will deal
with representations of larger systems. Thanks to this research, it will be possible to efficiently
represent surfaces and predict potential energy values even in domains where ab initio methods
have convergence problems or where their are computationally too demanding.
Key Words: bachelor thesis, machine learning, neural network, molecular interaction, Lennard-
Jones potential, Morse potential, feed-forward network, back-propapagation, Neuroph, potential
energy surface
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GC – Grandmother cell
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MSE – Strˇedn´ı kvadraticka´ chyba
sMAPE – Symetricka´ strˇedn´ı absolutn´ı procentua´ln´ı chyba
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1 U´vod
Hlavn´ım c´ılem te´to pra´ce bylo zjistit, zda by za pomoci neuronovy´ch s´ıt´ı bylo mozˇne´ reprezen-
tovat nadplochy potencia´love´ energie. Cˇa´stice maj´ı tendenci dostat se do nejstabilneˇjˇs´ıho stavu,
cozˇ je vzda´lenost, kdy je potencia´lova´ energie mezi nimi nejmensˇ´ı [1, 2].
Obvykle pouzˇ´ıvane´ tzv. ab initio metody, se v neˇktery´ch prˇ´ıpadech ukazuj´ı jako velmi
vy´pocˇetneˇ na´rocˇne´ a vy´pocˇty tak mohou vyzˇadovat mnoho cˇasu. Nav´ıc pro neˇktere´ oblasti
potencia´love´ nadplochy nejsou ab initio metody schopny, kv˚uli proble´mu˚m s konvergenc´ı, po-
tencia´lovou energii spocˇ´ıtat [3].
Dı´ky reprezentaci nadploch pomoc´ı neuronovy´ch s´ıt´ı, by v budoucnosti stacˇilo spocˇ´ıtat jen
malou cˇa´st potencia´love´ nadplochy, ktera´ by slouzˇila k tre´ninku neuronove´ s´ıteˇ a ta by pak byla
schopnal predikovat ostatn´ı cˇa´sti potencia´love´ nadplochy.
Urcˇen´ı potencia´lovy´ch energi´ı je potrˇebne´ v cele´ rˇadeˇ veˇdn´ıch obor˚u. Jeden z aktua´lneˇ
rˇesˇeny´ch proble´mu˚, kde by zrychlen´ı vy´pocˇtu energie potencia´lovy´ch nadploch bylo uzˇitecˇne´,
je pouzˇit´ı n´ızkoteplotn´ıho plazmatu prˇi atmosfe´ricke´m tlaku pro le´karˇske´ u´cˇely [4]. Toto plazma
by naprˇ´ıklad umozˇnilo prˇive´st aktivn´ı farmaceuticke´ la´tky prˇ´ımo do zˇivy´ch buneˇk, anizˇ by se
posˇkodily[5].
V ra´mci te´to pra´ce jsem se zaby´val pouze dvouatomovy´mi molekulami. Pro budouc´ı pouzˇit´ı
bude potrˇeba rozsˇ´ıˇrit pocˇet atomu˚ v molekule. To znacˇneˇ zvy´sˇ´ı vy´pocˇetn´ı na´rocˇnost, a tak bude
potrˇeba take´ hledat metody efektivneˇjˇs´ıho tre´ninku takovy´ch neuronovy´ch s´ıt´ı a zaby´vat se
mozˇnost´ı v´ıceu´rovnˇove´ paralelizace [6, 7].
Jako vstup do neuronove´ s´ıteˇ slouzˇila v te´to pra´ci vzda´lenost mezi atomy. Toto rˇesˇen´ı
umozˇnilo vyhnout se proble´mu˚m se sourˇadnicovy´mi syste´my. U neˇktery´ch sourˇadnicovy´ch syste´mu˚,
jako je naprˇ´ıklad karte´zsky´ syste´m sourˇadnic, by otocˇen´ı nebo posunut´ı cˇa´stic zp˚usobilo zmeˇny
vy´stup˚u neuronove´ s´ıteˇ d´ıky odliˇsny´m vstup˚um, zat´ımco rea´lneˇ z˚usta´va´ vzda´lenost mezi cˇa´sticemi
stejna´ a potencia´lova´ energie se tak nemeˇn´ı [8].
Tato pra´ce se ve druhe´ kapitole zaby´va´ dveˇma pouzˇity´mi analyticky´mi modely, ktere´ slouzˇily
k tre´ninku a testova´n´ı vhodnosti neuronovy´ch s´ıt´ı. Ve trˇet´ı kapitole pak prˇiblizˇuje typy neuro-
novy´ch s´ıt´ı, metody ucˇen´ı teˇchto s´ıt´ı a take´ metody vy´pocˇt˚u chyb, ktere´ byly pouzˇity k vyhod-
nocen´ı vy´sledk˚u. Cˇtvrta´ kapitola srovna´va´ softwarove´ knihovny neuronovy´ch s´ıt´ı a je zde take´
popsa´na zvolena´ knihovna i hardware, ktery´ slouzˇil k prova´deˇn´ı vy´pocˇt˚u. Posledn´ı, pa´ta´ kapi-
tola se zaby´va´ implementovany´mi neuronovy´mi s´ıteˇmi, probeˇhly´mi meˇrˇen´ımi a vy´sledky, ktere´
prˇinesly.
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2 Modely molekul
Potencia´l energie p˚usob´ıc´ı mezi atomy v molekula´ch lze popsat neˇkolika modely. Tyto modely
popisuj´ı potencia´ln´ı energii pomoc´ı tzv. potencia´love´ nadplochy. V prˇ´ıpadeˇ dvouatomovy´ch mo-
lekul pak nadplocha degeneruje v potencia´lovou krˇivku (viz obra´zek 1) a v te´to pra´ci se tak
budeme da´le setka´vat pouze s t´ımto prˇ´ıpadem.
Vzhledem k tomu, zˇe popisujeme chova´n´ı pouze dvou atomu˚, mu˚zˇeme nahradit zada´van´ı
vstup˚u jako polohovy´ch urcˇen´ı atomu˚ pouze jejich vzda´lenost´ı, ktere´ je translacˇneˇ i rotacˇneˇ
invariantn´ı, cozˇ na´m umozˇnˇuje vyhnout se proble´mu˚m prˇi posunu nebo rotaci syste´mu.
Obra´zek 1: Potencia´lova´ krˇivka (zdroj:[9])
2.1 Lennard-Jones˚uv potencia´l
Lennard-Jones˚uv potencia´l je zjednodusˇeny´ model interakce pa´r˚u atomu˚ nebo molekul. Mezi
molekulami p˚usob´ı za´rovenˇ prˇitazˇlive´ a odpudive´ s´ıly. Prˇitazˇlive´ s´ıly jsou mezi dipo´ly molekul a
odpudive´ s´ıly nastanou, kdyzˇ se elektronove´ mraky obou molekul prˇipl´ızˇ´ı natolik aby se odpuzo-
valy. Tyto s´ıly uda´vaj´ı potencia´ln´ı energii teˇchto dvou molekul. Lennard-Jonesova rovnice na´m
uda´va´ vy´voj te´to potencia´ln´ı energie v za´vislosti na meˇn´ıc´ı se vzda´lenosti mezi molekulami.
VLJ = 4ε
[(
σ
r
)12
−
(
σ
r
)6]
= ε
[(
rm
r
)12
− 2
(
rm
r
)6]
(1)
ε na´m uda´va´ hloubku potencia´love´ ja´my, σ je konstanta oznacˇuj´ıc´ı vzda´lenost, prˇi ktere´ je
potencia´ln´ı energie mezi cˇa´sticemi 0. r pak uda´va´ vzda´lenost mezi molekulami a rm = 21/6σ je
vzda´lenost, kdy je potencia´ln´ı energie nejmensˇ´ı, tj. kdy naby´va´ hodnoty −ϵ.
Prˇitazˇlive´ s´ıly odpov´ıdaj´ı energi´ım pro vzda´lenosti veˇtsˇ´ı nezˇ rm a odpudive´ s´ıly pak vzda´lenostem
mensˇ´ım, nezˇ rm. Molekuly maj´ı tendenci dostat se do vzda´lenosti, kde je jejich potencia´ln´ı ener-
gie nejmensˇ´ı, podobneˇ jako kulicˇka kuta´lej´ıc´ı se ze svahu. Prˇitazˇlive´ s´ıly odpov´ıdaj´ı − (σr )6 a jsou
zastoupeny mimo jine´ Londonovou disperz´ı, ktera´ je zp˚usobena silami vyply´vaj´ıc´ımi z kvantoveˇ
indukovane´ okamzˇite´ polarizace multipo´l˚u molekul. Odpudive´ s´ıly reprezentovane´
(
σ
r
)12 jsou pak
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zastoupeny Pauliho repulz´ı, ktera´ je zp˚usobena prˇekry´vaj´ıc´ımi se orbitaly elektron˚u. Tyto s´ıly
se rychle zmensˇuj´ı se zveˇtsˇuj´ıc´ı vzda´lenosti mezi atomy jak je zobrazeno na obra´zku 2.
Obra´zek 2: Lennard-Jones a rozlozˇen´ı sil
2.2 Morseho potencia´l
Morseho potencia´l, popsany´ rovnic´ı (2), je zjednodusˇeny´ model potencia´love´ energie vibrac´ı
dvouatomovy´ch molekul. Tento model reprezentuje vibrace molekul le´pe, nezˇ harmonicky´ os-
cila´tor [10].
V(r) = De
(
1− e−a(r−re)
)2
(2)
Zde r je vzda´lenost mezi atomy v molekule, re je vzda´lenost rovnova´zˇne´ vazby - vzda´lenost,
kde je potencia´l nejmensˇ´ı. De je hloubka potencia´love´ ja´my. a pak urcˇuje sˇ´ıˇrku potencia´love´
ja´my cˇ´ım mensˇ´ı a t´ım sˇirsˇ´ı. Morseho potencia´l je zna´zorneˇn na obra´zku 3.
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Obra´zek 3: Vizualizace Morseho potencia´lu (Zdroj: [11])
Kromeˇ Morseho potencia´lu se pouzˇ´ıva´ Morse/Long-range potencia´l prˇedstaveny´ roku 2009.
Tento potencia´l je prˇesneˇjˇs´ı vzhledem k rea´lny´m vy´sledk˚um zvla´sˇteˇ prˇi dlouhy´ch vzda´lenostech,
kdy se potencia´lova´ krˇivka bl´ızˇ´ı k asymptoteˇ [12].
15
3 Neuronove´ s´ıteˇ a metody hodnocen´ı modelu
Neuronove´ s´ıteˇ jsou inspirova´ny fungova´n´ım lidske´ho mozku. Snazˇ´ı se alesponˇ cˇa´stecˇneˇ simulovat
neˇktere´ jeho funkce, protozˇe simulova´n´ı cele´ho mozku je kv˚uli jeho komplexiteˇ mimo mozˇnosti
dnesˇn´ıch pocˇ´ıtacˇ˚u. V neuronovy´ch s´ıt´ıch jsou informace zpracova´va´ny paralelneˇ, a to pomoc´ı
cele´ neuronove´ s´ıteˇ. Proto maj´ı zpracova´vana´ data globa´ln´ı charakter.
Propojen´ı nasˇich simulovany´ch neuron˚u je podobne´ jako propojen´ı biologicky´ch neuron˚u,
a to pomoc´ı vazeb. Vy´znam vazby pro vy´sledek je da´n jej´ı vahou. Takove´ vazby, ktere´ vedou
ke spra´vne´mu vy´sledku jsou prˇi ucˇen´ı posilova´ny a ostatn´ı oslabova´ny. Ucˇen´ı je nejd˚ulezˇiteˇjˇs´ı
rys neuronovy´ch s´ıt´ı, ktery´ odliˇsuje konvencˇn´ı zpracova´n´ı u´loh na pocˇ´ıtacˇ´ıch a pouzˇ´ıva´n´ı neu-
ronovy´ch s´ıt´ı pro zpracova´n´ı dat. Zat´ımco u beˇzˇny´ch pocˇ´ıtacˇovy´ch u´loh byla nejd˚ulezˇiteˇjˇs´ı a
nejteˇzˇsˇ´ı tvorba algoritmu, ktery´ prˇemeˇn´ı vstupn´ı data na data vy´stupn´ı, u neuronovy´ch s´ıt´ı
tento proces zcela odpada´ a je nahrazen ucˇen´ım pomoc´ı jizˇ zna´me´ho vzorku dat, tzv. tre´novac´ı
mnozˇiny.
3.1 Typy s´ıt´ı
Feed-forward s´ıt’ doprˇedne´ho sˇ´ıˇren´ı signa´lu je jedna ze za´kladn´ıch typ˚u neuronovy´ch s´ıt´ı [13].
Tato s´ıt’ obsahuje jednu vrstvu vstupn´ıch neuron˚u, jednu vrstvu vy´stupn´ıch neuron˚u a libovolny´
pocˇet tzv. skryty´ch vrstev neuron˚u mezi nimi. Kazˇdy´ neuron ma´ vazby na vsˇechny neurony
prˇedchoz´ı a na´sleduj´ıc´ı vrstvy. Jedna´ se o takzvane´ u´plne´ propojen´ı neuron˚u. Signa´ly se v s´ıti
sˇ´ıˇr´ı pouze jedn´ım smeˇrem a to od vstupn´ı vrstvy k vy´stupn´ı.
Obra´zek 4: Sˇ´ıˇren´ı signa´lu v s´ıti doprˇedne´ho sˇ´ıˇren´ı signa´lu
Pro kazˇdou s´ıt’ jsou na zacˇa´tku synapticke´ va´hy mezi neurony nastaveny na male´ na´hodne´
hodnoty. Na´sleduje proces ucˇen´ı s´ıteˇ, kdy se tyto hodnoty upravuj´ı, aby bylo dosazˇeno pozˇadovane´ho
vy´sledku. Toto ucˇen´ı prob´ıha´ pomoc´ı neˇktere´ho pravidla ucˇen´ı s´ıteˇ, naprˇ´ıklad Hebbova pravidla
nebo metody zpeˇtne´ho sˇ´ıˇren´ı signa´lu, podrobneˇji popsane´ho pozdeˇji. Proces vy´pocˇtu v neuronove´
s´ıti prob´ıha´ na´sledovneˇ:
1. Dojde k prˇiveden´ı vstupn´ıch hodnot do neuron˚u vstupn´ı vrstvy.
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2. Tyto hodnoty jsou pomoc´ı synopticky´ch vazeb prˇivedeny k na´sleduj´ıc´ı vrstveˇ a upraveny
(zes´ıleny cˇi zeslabeny) pomoc´ı synopticky´ch vah mezi neurony.
3. Kazˇdy´ neuron provede sumaci vsˇech hodnot do neˇho prˇivedeny´ch a vypocˇ´ıta´ vy´stupn´ı
hodnotu pomoc´ı sve´ aktivacˇn´ı funkce.
4. Tento proces prob´ıha´ prˇes vsˇechny vnitrˇn´ı vrstvy azˇ k vrstveˇ vy´stupn´ı, kde pak z´ıska´me
vy´sledne´ hodnoty vsˇech jej´ıch neuron˚u.
Samoorganizuj´ıc´ı se neuronove´ s´ıteˇ jsou schopny samy zorganizovat data do kategori´ı, anizˇ
by potrˇebovaly tre´novac´ı mnozˇinu dat. Toto se obzvla´sˇteˇ hod´ı, kdyzˇ je potrˇeba naj´ıt spojitosti
mezi daty, ktery´ch si nejsme veˇdomi. S´ıt’ se snazˇ´ı rozdeˇlit data a jim prˇiˇrazene´ neurony tak, zˇe
cˇ´ım ”podobneˇjˇs´ı“ data jsou, t´ım bl´ızˇe u sebe pak budou.
Tento druh s´ıteˇ pouzˇ´ıva´ kompetitivn´ı s´ıt’, ktera´ ma´ pouze dveˇ vrstvy neuron˚u – vstupn´ı a
vy´stupn´ı. Vstupn´ı je u´plneˇ propojena´ s vrstvou vy´stupn´ı. Kazˇdy´ vy´stupn´ı neuron reprezentuje
neˇjaky´ objekt ze vstupu. Takovy´m neuron˚um se rˇ´ıka´ Grandmother cell (GC), protozˇe tento
neuron doka´zˇe rozeznat nejen jeden objekt, ale celou trˇ´ıdu mu podobny´ch objekt˚u. Vsˇechny
vy´stupn´ı neurony jsou pak jesˇteˇ spojeny do jednoho z nich pomoc´ı vazeb. Neuron je sa´m se
sebou propojen pomoc´ı sebeexcitujic´ı vazby. S ostatn´ımi neurony ve vrstveˇ je pak propojen
pomoc´ı inhibicˇn´ı vazby. To vede k pos´ılen´ı neuronu, ktery´ meˇl na zacˇa´tku nejveˇtsˇ´ı hodnotu
excitace a k oslabova´n´ı ostatn´ıch. Tento neuron se nazy´va´ v´ıteˇzny´. Postupneˇ se vytvorˇ´ı skupiny
vstupn´ıch neuron˚u pro kazˇdou GC. Proble´m mu˚zˇe nastat prˇi nevhodne´ na´hodne´ inicializaci vah,
kdyzˇ jedna GC opakovaneˇ vyhra´va´ na u´kor ostatn´ıch, ktere´ z˚usta´vaj´ı nevyuzˇite´. Tento proble´m
je mozˇne´ rˇesˇit pomoc´ı tzv. sveˇdomı´ neuron˚u. V prˇ´ıpadeˇ cˇasty´ch vy´her se v´ıteˇzny´ neuron z procesu
odpoj´ı, aby dal sˇanci ostatn´ım neuron˚um.
Obra´zek 5: Samoorganizuj´ıc´ı se neuronove´ s´ıteˇ (Zdroj: [14])
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Kohonenovy mapy jsou neuronove´ s´ıteˇ zalozˇene´ na principu samoorganizuj´ıc´ıch se neuro-
novy´ch s´ıt´ı, jejichzˇ smyslem je nale´zt prostorovou reprezentaci datovy´ch struktur. Nejcˇasteˇjˇs´ı
forma Kohonenovy´ch map je ve formeˇ dvoudimenziona´ln´ı implementace, ktera´ je zna´zorneˇna na
obra´zku 6.
Obra´zek 6: Dvoudimenziona´ln´ı implementace Kohonenovy´ch map (Zdroj: [14])
Proces fungova´n´ı Kohonenovy´ch map je zalozˇen na Kohonenoveˇ algoritmu, ktery´ je nasle-
duj´ıc´ı:
1. Inicializace s´ıteˇ - nastaven´ı vah, kde wij(t) je va´ha vazby mezi vstupem i a neuronem j v
cˇase t. Tato va´ha se nastav´ı na malou na´hodnou hodnotu.
2. Poskytnut´ı vstup˚u
3. Stanoven´ı v´ıteˇze kompetice - Vypocˇten´ı vzda´lenosti dj mezi vstupem a kazˇdy´m neuronem
j. Tento vy´pocˇet se prova´d´ı pomoc´ı rovnice (3).
dj =
n−1∑
i=0
(xi (t)− wij (t))2 (3)
kde x(t) je vstup v cˇase t
4. Vy´beˇr v´ıteˇze pomoc´ı vy´beˇru minima´ln´ı vzda´lenosti
5. U´prava vah pro v´ıteˇzny´ neuron a jeho sousedy. Nove´ va´hy jsou spocˇ´ıta´ny pomoc´ı rovnice
(4).
wij (t+ 1) = wij (t) + η (t) (xi (t)− wij (t)) (4)
kde η ∈ ⟨0, 1⟩ je koeficient ucˇen´ı, ktery´ se cˇasem snizˇuje
6. Na´vrat ke kroku 2
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3.2 Aktivacˇn´ı funkce
Za´kladn´ı vlastnost rozliˇsuj´ıc´ı r˚uzne´ neurony je jejich aktivacˇn´ı funkce. Kazˇdy´ neuron prˇijme
va´zˇeny´ soucˇet vstup˚u a na tuto hodnotu aplikuje svou aktivacˇn´ı funkci. Jej´ı vy´stup je pak
vy´stupem neuronu.
Jednotkovy´ krok (Unit step) je po cˇa´stech spojita´ funkce, ktera´ ma´ za´porne´ vstupy hod-
notu 0 a pro kladne´ hodnotu 1. Hodnota v bodeˇ 0 se liˇs´ı podle konkre´tn´ı definice, veˇtsˇinou vsˇak
naby´va´ hodnot 0, 1, 12 nebo nen´ı v˚ubec definova´na. Mu˚zˇeme se setkat s variantami, ktere´ se liˇs´ı
jak v hodnota´ch, ktere´ funkce naby´va´, tak i v rozd´ılne´m ”bodu zmeˇny“.
f(x) =
{
0, x < 0
1, x ≥ 0 (5)
Obra´zek 7: Graf jednotkove´ho kroku
Linea´rn´ı funkce popsana´ rovnic´ı (6) je spojita´ funkce, ktera´ ma´ tvar prˇ´ımky. Pomoc´ı para-
metru a mu˚zˇeme meˇnit sklon prˇ´ımky a pomoc´ı parametru b mu˚zˇeme prˇ´ımku posunout.
f(x) = ax+ b a, b ∈ R (6)
Obra´zek 8: Graf linea´rn´ı funkce
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Sigmoida´ln´ı funkce jsou mnozˇina r˚uzny´ch funkc´ı. Jedna z nejpouzˇ´ıvaneˇjˇs´ıch je logisticka´
funkce popsana´ rovnic´ı (7), neˇkdy nazy´vana´ take´ jako soft step. Je spojitou obdobou jednot-
kove´ho kroku. Rozsah je od 0 do 1. Dalˇs´ı funkce mı´vaj´ı rozsah obvykle od -1 do 1. Takovou
funkc´ı je naprˇ´ıklad hyperbolicky´ tangens (8) nebo softsign (9). Dalˇs´ı sigmoida´ln´ı funkc´ı je arkus
tangens (10) s rozsahem od −π2 do π2 nebo ISRU (11) s rozsahem od − 1√a do 1√a .
f(x) =
1
1 + e−x (7)
f(x) = tanh(x) =
ex − e−x
ex + e−x (8)
f(x) =
x
1 + |x| (9)
f(x) = tan−1(x) (10)
f(x) =
x√
1 + ax2
(11)
(12)
Obra´zek 9: Graf logisticke´ funkce
Obra´zek 10: Skupina sigmoida´ln´ıch funkc´ı
Gaussova funkce je dalˇs´ı z cˇasto pouzˇ´ıvany´ch aktivacˇn´ıch funkc´ı (13). Ma´ 3 parametry a
uda´va´ vy´sˇku vrcholu a mus´ı by´t kladne´, µ uda´va´ posunut´ı vrcholu do bodu 0 a σ uda´va´ sˇ´ıˇrku
”za´kladny”.
f(x) = ae−
(x−µ)2
2σ2 a, σ ∈ R+ µ ∈ R (13)
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Obra´zek 11: Gaussova funkce pro a=1, µ = 0, σ = 1
3.3 Typy neuron˚u
Perceptron je jeden ze za´kladn´ıch dnes pouzˇ´ıvany´ch model˚u neuronu. U tohoto modelu, stejneˇ
jako v prˇ´ıpadeˇ neuronu prvn´ı generace, mus´ı pro aktivaci (excitaci) neuronu potencia´l prˇekonat
jeho vnitrˇn´ı prahovou hodnotu a t´ım dojde k excitaci neuronu na hodnotu 1 [14, 15]. V opacˇne´m
prˇ´ıpadeˇ je hodnota vzˇdy 0. Dı´ky te´to vlastnosti lze snadno rozdeˇlit vstupy do dvou kategori´ı
- linea´rneˇ separovany´ch mnozˇin. Jako aktivacˇn´ı funkce se pouzˇ´ıva´ jednotkovy´ krok (5), nemus´ı
vsˇak naby´vat hodnot 0 a 1, lze zvolit i jine´ dveˇ hodnoty. Rovneˇzˇ ”bod zmeˇny“ nemus´ı by´t vzˇdy
0.
Obra´zek 12: Rozdeˇlen´ı vstup˚u perceptronu do skupin (Zdroj: [14])
Linea´rn´ı neuron je dalˇs´ım z beˇzˇneˇ pouzˇ´ıvany´ch neuron˚u. Jeho aktivacˇn´ı funkc´ı je linea´rn´ı
funkce, popsana´ rovnic´ı (6). Tento neuron tak nema´ jen dva mozˇne´ stavy, ale celou sˇka´lu. Vrac´ı
va´zˇeny´ soucˇet vstup˚u a rozsahem nen´ı omezen. Dı´ky teˇmto vlastnostem reaguje na male´ rozd´ıly
v datech citliveˇji, nezˇ perceptron. Take´ se cˇasto pouzˇ´ıva´ ve vstupn´ı a vy´stupn´ı vrstveˇ.
Sigmoida´ln´ı neuron pouzˇ´ıva´ jako aktivacˇn´ı funkci neˇkterou ze sigmoida´ln´ıch funkc´ı, jejichzˇ
prˇ´ıklady jsou popsa´ny rovnicemi (7)–(11). Jako v prˇ´ıpadeˇ perceptronu je rozsah nejcˇasteˇji mezi
0 a 1, ale mu˚zˇe by´t i mezi -1 a 1, podle zvolene´ funkce. Tyto funkce jsou spojitou obdobou
jednotkove´ho kroku popsane´ho rovnic´ı (5). Tento druh neuron˚u patrˇ´ı mezi nejpozˇ´ıvaneˇjˇs´ı d´ıky
velke´mu mnozˇstv´ı pouzˇitelny´ch aktivacˇn´ıch funkc´ı.
21
3.4 Metoda nejveˇtsˇ´ıho spa´du
Je metoda, ktera´ na´m umozˇnˇuje naj´ıt loka´ln´ı minimum funkce [16], tj. rˇesˇ´ı u´lohu danou rovnic´ı
(14).
min
x∈Rn
f(x) (14)
Tato metoda opakuje se´rii krok˚u dokud nen´ı vy´sledek dostatecˇneˇ prˇesny´, vy´sledek tedy pr˚ubeˇzˇneˇ
zprˇesnˇuje v tzv. iterac´ıch. Algoritmus zacˇ´ına´ urcˇen´ım pocˇa´tecˇn´ıho bodu x(0) a dalˇs´ı body z´ıska´va´
tak, aby klesala hodnota cenove´ funkce f(x). Vyuzˇ´ıva´ k tomu znalosti smeˇru ve ktere´m klesa´
funkce nejrychleji, tj. smeˇru nejveˇtsˇ´ıho spa´du. Ten je da´n za´porny´m gradientem funkce f(x). V
prˇ´ıpadeˇ, zˇe je funkce f(x) kvadraticka´, tj. ve tvaru dane´m rovnic´ı (15), pak je smeˇr nejveˇtsˇ´ıho
spa´du, popsa´n rovnic´ı (16), kde A ∈ Rn×n je symetrickou, pozitivneˇ definitn´ı matic´ı a b, c ∈ Rn.
f(x) = 12x
TAx− bTx+ c (15)
−f ′
(
x(i)
)
= b−Ax(i) (16)
Da´le zavedeme vektor vzda´lenosti od rˇesˇen´ı e(i) dany´ rovnic´ı (17) a residuum r(i), ktere´ uda´va´
smeˇr nejveˇtsˇ´ıho spa´du a je popsa´no rovnicemi (16) a (18).
e(i) = x(i) − x (17)
r(i) = b−Ax(i) = −Ae(i) = −f ′
(
x(i)
)
(18)
Po urcˇen´ı smeˇru mus´ıme urcˇit novy´ bod xi+1, lezˇ´ıc´ı na te´to smeˇrnici, viz. rovnice (19).
x(i+1) = x(i) + αr(i) (19)
Vzda´lenost obou bod˚u se da´ spocˇ´ıtat jako smeˇrova´ derivace (20). Pro jej´ı spocˇ´ıtan´ı si pomu˚zˇeme
rˇet´ızkovy´m pravidlem dany´m rovnic´ı (21). Z neˇj mu˚zˇeme vyvodit, zˇe mus´ıme zvolit α tak, aby
r(i) a f ′
(
x(i+1)
)
byly ortogona´ln´ı.
d
dα
f
(
x(i+1)
)
= 0 (20)
d
dα
f
(
x(i+1)
)
= f ′
(
x(i+1)
)T d
dα
x(i+1) = f ′
(
x(i+1)
)T
r(i) (21)
α je pak mozˇne´ spocˇ´ıtat pomoc´ı rovnice (22).
α =
rT(i)r(i)
rT(i)Ar(i)
(22)
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S novy´m bodem celou se´ri´ı krok˚u zopakujeme dokud nen´ı splneˇno konvergencˇn´ı krite´rium
(naprˇ. dostatecˇneˇ mala´ vzda´lenost xi − xi−1).
3.5 Ucˇen´ı neuronovy´ch s´ıt´ı
Ucˇen´ı neuronovy´ch s´ıt´ı je proces jehozˇ c´ılem je nastavit synapticke´ va´hy tak, aby cela´ s´ıt’ da´vala
prˇesne´ vy´sledky. Ucˇen´ı mu˚zˇe by´t s ucˇitelem, kdy je prˇedlozˇen vzor, v podobeˇ tre´novac´ı mnozˇiny,
z ktere´ se neuronova´ s´ıt’ ucˇ´ı. Prˇi ucˇen´ı bez ucˇitele nen´ı zˇa´dna´ tre´novac´ı mnozˇina a s´ıt’ sama trˇ´ıd´ı
vstupy do skupin.
Hebbovo pravidlo je jedna z metod pro z´ıskan´ı pozˇadovane´ho vy´sledku neuronove´ s´ıteˇ, kdy
je trˇeba prˇizp˚usobit va´hy jednotlivy´ch spojen´ı mezi neurony[17]. Toto pravidlo je popsa´no rovnic´ı
(23). Ucˇen´ı zacˇ´ına´ inicializac´ı vah mezi neurony a jejich vnitrˇn´ı prahovou hodnotu na na´hodna´
mala´ cˇ´ısla. Na´sledneˇ se podle prˇedlozˇeny´ch vstup˚u vypocˇ´ıtaj´ı vy´stupy. Pokud je neuron excitova´n
spra´vneˇ, spoje, ktere´ tuto excitaci vyvolaly, se posiluj´ı, nebo liˇs´ı-li se vy´sledek prˇi excitaci od
pozˇadovane´ho vy´sledku pak se tyto spoje oslabuj´ı. Pokud nen´ı neuron excitova´n, va´hy se nemeˇn´ı.
∆wi (t) = ηxi (t) · yi (t) (23)
kde ∆wi (t) je zmeˇna va´hy vazby pro krok t
η je kladny´ koeficient ucˇen´ı
xi (t) je vstupn´ı hodnota do neuronu v kroku t
yi (t) je vy´stupn´ı hodnota do neuronu v kroku t
Pravidlo ucˇen´ı perceptronu je metoda ucˇen´ı pro neuronove´ feed-forward s´ıteˇ bez skryte´
vrstvy tvorˇene´ perceptronem [18]. Prˇi tomto ucˇen´ı se porovna´va´ skutecˇna´ vy´stupn´ı hodnota s
prˇedpokla´danou hodnotou. Liˇs´ı-li se, mus´ı doj´ıt ke zmeˇneˇ vah. Vy´stup lze pro kazˇdy´ neuron
spocˇ´ıtat pomoc´ı (24).
y = f (yvstup) =
{
1, yvstup > θ
0, yvstup < θ
(24)
kde θ ∈ R je vnitrˇn´ı prahova´ hodnota perceptronu.
Aby bylo mozˇne´ prove´st efektivn´ı ucˇen´ı neuronove´ s´ıteˇ je potrˇeba zvolit vhodnou tre´novac´ı
mnozˇinu a metodu ucˇen´ı. Tre´novac´ı mnozˇina se skla´da´ ze dvou objekt˚u – mnozˇiny vstup˚u a
mnozˇiny pozˇadovany´ch vy´stup˚u. U´kolem metody je pak prˇizp˚usobit va´hu spojen´ı mezi neu-
rony, aby na´sledneˇ doka´zala tato s´ıt’ prˇedv´ıdat vy´stupy podle dat z tre´novac´ı mnozˇiny. S´ıt’ take´
mus´ı mı´t schopnost generalizace (zobecneˇn´ı), tak aby doka´zala prˇedv´ıdat vy´stupy i z dat mimo
tre´novac´ı mnozˇinu.
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Backpropagation (metoda zpeˇtne´ho sˇ´ırˇen´ı) je jedna z metod ucˇen´ı v´ıcevrstve´ neuronove´ s´ıteˇ
pomoc´ı tre´novac´ı mnozˇiny[19]. Jedna´ se o metodu nejveˇtsˇ´ıho spa´du popsanou v sekci 3.4 apli-
kovanou na proble´m minimalizace cenove´, resp. chybove´ funkce. C´ılem je optimalizovat va´hy
spojen´ı tak, aby se s´ıt’ naucˇila, jak spra´vneˇ mapovat vstupy na vy´stupy. Cely´ proces zacˇ´ına´
doprˇednou fa´z´ı, stejneˇ jako u feed-forward, kdy se na vzorku z tre´novac´ı mnozˇiny excituje cela´
s´ıt’ azˇ k vy´stupn´ı vrstveˇ. Na´sledneˇ se provede vy´pocˇet celkove´ chyby s´ıteˇ pomoc´ı rovnice (25)
E = 12n
n∑
i=1
(Yˆi − Yi)2, (25)
kde n je pocˇet neuron˚u ve vy´stupn´ı vrstveˇ,
Yˆ je pozˇadovana´ hodnota a
Y je predikovana´ hodnota.
Na´sleduje zpeˇtne´ sˇ´ıˇren´ı signa´lu, kdy chceme zjistit, jak moc kazˇda´ vazba zasa´hla do celkove´
chyby. Spocˇ´ıtat to mu˚zˇeme pomoc´ı rˇet´ızkove´ho pravidla rovnice (26). Jednotlive´ cˇa´sti te´to rov-
nice mu˚zˇeme vypocˇ´ıtat pomoc´ı vztah˚u (27) a (28) cozˇ je derivace aktivacˇn´ı funkce neuronu. Tato
vlastnost umozˇnˇuje pouzˇit´ı zpeˇtne´ propagace pouze s diferencovatelny´mi aktivacˇn´ımi funkcemi,
jako jsou naprˇ´ıklad logisticke´ aktivacˇn´ı funkce popsane´ rovnic´ı (9).
∂E
∂wi
= ∂E
∂y
· ∂y
∂z
· ∂z
∂wi
, (26)
kde y je hodnota excitace neuronu da´na jeho aktivacˇn´ı funkc´ı a z je soucˇet vah vstup˚u do
neuronu.
∂z
∂wi
= xi (27)
∂y
∂z
= y(1− y) (28)
Hodnota ∂E∂y se liˇs´ı v za´vislosti na tom, zda se sledovana´ vazba nacha´z´ı mezi vy´stupn´ım
neuronem a skryty´m neuronem nebo mezi skryty´m neuronem a jiny´m skryty´m, poprˇ. vstupn´ım
neuronem. Rovnici (29) pouzˇijeme v prvn´ım zmı´neˇne´m prˇ´ıpadeˇ. Pro vazbu nacha´zej´ıc´ı se mezi
skryty´mi vrstvami, poprˇ. skrytou a vstupn´ı vrstvou, pouzˇijeme k vy´pocˇtu rovnici (30).
∂E
∂y
= (y − oj)k (29)
∂E
∂y
=
m∑
i=1
∂E
∂zi
∂zi
∂y
=
m∑
i=1
∂E
∂zi
wi (30)
Po spocˇ´ıta´n´ı chyb vsˇech vazeb v s´ıti, mu˚zˇeme upravit jejich hodnoty. Novou hodnotu vazby
vypocˇ´ıta´me pomoc´ı rovnice (31). Du˚lezˇity´m prvkem prˇi ucˇen´ı neuronove´ s´ıteˇ je koeficient ucˇen´ı
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(learning rate) [20]. Ten na´m urcˇuje, jak moc budeme upravovat va´hy jednotlivy´ch vazeb. Prˇ´ıliˇs
vysoky´ koeficient mu˚zˇe zp˚usobit, zˇe se s´ıt’ nebude zlepsˇovat nebo se bude i zhorsˇovat, jelikozˇ
d´ıky velky´m zmeˇna´m vah po kazˇde´m pr˚uchodu nep˚ujde zjistit, zda byly zmeˇny prospeˇsˇne´. U
prˇ´ıliˇs male´ho koeficientu sice ma´me veˇtsˇ´ı sˇanci zjistit, zˇe jsme se vydali ”spra´vny´m smeˇrem“,
ale cely´ proces bude vy´pocˇetneˇ i cˇasoveˇ na´rocˇneˇjˇs´ı, protozˇe vyzˇaduje v´ıce krok˚u [21]. Je potrˇeba
naj´ıt optima´ln´ı hodnotu koeficientu ucˇen´ı tak, aby byla u´prava vah dostatecˇneˇ vysoka´, abychom
zbytecˇneˇ neprodluzˇovali dobu tre´nova´n´ı, ale za´rovenˇ dostatecˇneˇ n´ızka´, aby bylo mozˇne´ rozpoznat
spra´vnou cestu.
w+i = wi − η
∂E
∂wi
(31)
Obra´zek 13: Vy´voj chyby neuronove´ s´ıteˇ v za´vislosti na koeficientu ucˇen´ı (Zdroj: [20])
3.6 Prˇeucˇen´ı
Prˇi ucˇen´ı neuronove´ s´ıteˇ hroz´ı take´ mozˇnost prˇeucˇen´ı (overfitting), kdy je s´ıt’ prˇ´ıliˇs prˇizp˚usobena
tre´novac´ı mnozˇineˇ a selha´va´ prˇi predikci jiny´ch hodnot [22]. Toto mu˚zˇe by´t zp˚usobeno naprˇ.
prˇ´ıliˇs maly´m pocˇtem neuron˚u, maly´m mnozˇstv´ım tre´novac´ıch dat nebo prˇ´ıliˇsnou slozˇitost´ı s´ıteˇ
(velky´ pocˇet skryty´ch vrstev neuron˚u).
3.7 Vyhodnocen´ı neuronovy´ch s´ıt´ı
Pro zhodnocen´ı, nakolik je neuronova´ s´ıt’ spra´vny´m modelem, je trˇeba zhodnotit dveˇ hlavn´ı
hlediska – souhlas s tre´ninkovy´mi daty a prediktivn´ı schopnost s´ıteˇ. Existuje neˇkolik metod k
vy´pocˇtu chyb, jichzˇ se s´ıt’ dopousˇt´ı.
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MSE (Mean Squared Error) - Strˇedn´ı kvadraticka´ chyba pocˇ´ıta´ strˇedn´ı chybu nebo od-
chylku mezi vypocˇtenou hodnotou a prˇedpokla´danou hodnotou. MSE na´m uda´va´, zˇe cˇ´ım mensˇ´ı
je jeho hodnota, t´ım bl´ızˇe jsou si hodnoty vypocˇtene´ a prˇedpokla´dane´. Toho se vyuzˇ´ıva´ prˇi
tre´nova´n´ı neuronovy´ch s´ıt´ı, kdy hodnota MSE slouzˇ´ı jako krite´rium zastaven´ı ucˇen´ı. Rovnice
MSE (32) na´m rˇ´ıka´, zˇe hodnota MSE je soucˇet vsˇech druhy´ch mocnin rozd´ılu mezi vypocˇtenou
hodnotou (Y) a prˇedpokla´danou hodnotou (Yˆ ) vydeˇleny´ pocˇtem hodnot.
MSE = 1
n
n∑
i=1
(Yi − Yˆi)2 (32)
sMAPE (Symetric mean absolute percentage error) - Symetricka´ strˇedn´ı absolutn´ı
procentua´ln´ı chyba meˇrˇ´ı procentua´ln´ı chybu mezi vypocˇtenou a prˇedpokla´danou hodnotou [23].
Podobneˇ jako u MSE plat´ı, zˇe cˇ´ım mensˇ´ı je hodnota chyby, t´ım je neuronova´ s´ıt’ lepsˇ´ı. sMAPE
je zalozˇena na strˇedn´ı absolutn´ı procentua´ln´ı chybeˇ (MAPE) (33), kde n je pocˇet hodnot, Y
je vypocˇtena´ hodnota a (Yˆ ) je prˇedpokla´dana´ hodnota. Hlavn´ı nevy´hodou MAPE je nesy-
metricˇnost, kdy u veˇtsˇ´ıch vypocˇteny´ch hodnot jsou odchylky postihova´ny v´ıce nezˇ u maly´ch
vypocˇteny´ch hodnot [24].
MAPE = 100
n
n∑
i=1
|yi − yˆi|
|yi| [%] (33)
Proble´m s nesymetricˇnost´ı rˇesˇ´ı pra´veˇ sMAPE, ktere´ ma´ v´ıce rˇesˇen´ı. Za´kladn´ı verz´ı je (34),
ktera´ ma´ rozsah od 0% do 200%. Existuje i varianta (35) , ktera´ ma´ rozsah od 0% do 100%.
sMAPE = 1
n
n∑
i=1
⏐⏐⏐Yˆi − Yi⏐⏐⏐
(Yi + Yˆi)/2
(34)
sMAPE = 2100%
n
n∑
i=1
⏐⏐⏐Yˆi − Yi⏐⏐⏐
|Yi|+
⏐⏐⏐Yˆi⏐⏐⏐ (35)
Proble´m u pouzˇite´ sMAPE spocˇ´ıva´ v tom, zˇe kdyzˇ se hodnota vypocˇtena´ nebo prˇedpokla´dana´
rovna´ 0, chyba se velmi prˇibl´ızˇ´ı maxima´ln´ı velikosti (100% nebo 200%) a to mu˚zˇe vy´razneˇ zkreslit
celkovy´ vy´sledek. Tento neduh se ty´ka´ vsˇech verz´ı, proto je vhodne´ kombinovat sMAPE i s jiny´mi
vy´pocˇty chyb.
Krˇ´ızˇova´ validace (Cross-validation - CV) je metoda posouzen´ı prediktivn´ıch schopnost´ı neu-
ronovy´ch s´ıt´ı. Za´kladn´ı princip spocˇ´ıva´ v rozdeˇlen´ı vstupn´ı mnozˇiny dat na dveˇ podmnozˇiny
- tre´novac´ı podmnozˇinu a testovac´ı podmnozˇinu. Neuronova´ s´ıt’ je naucˇena pomoc´ı tre´novac´ı
podmnozˇiny a na´sledneˇ otestova´na pomoc´ı testovac´ı podmnozˇiny. Tento proces se neˇkolikra´t
opakuje. Vyhodnocen´ı pak prob´ıha´ pomoc´ı neˇktere´ho rˇesˇen´ı vy´pocˇtu chyb.
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Existuje neˇkolik odliˇsny´ch prˇ´ıstup˚u jak data rozdeˇlit do dvou podmnozˇin. Jedn´ım z nich je
k-fold, kdy se vstupn´ı mnozˇina dat rozdeˇl´ı na k podmnozˇin, ktere´ jsou postupneˇ pouzˇity jako
tre´novac´ı mnozˇiny a ostatn´ı pak jako testovac´ı, jak je uka´za´no na obra´zku 14. Toto rozdeˇlen´ı
na´m zajist´ı, zˇe kazˇda´ cˇa´st vstupn´ı mnozˇiny je otestova´na na prediktivn´ı schopnosti. Prˇi rozumneˇ
zvolene´m k nemus´ı by´t vy´pocˇet na´rocˇny´, avsˇak pro k bl´ızˇ´ıc´ı se pocˇtu prvk˚u v mnozˇineˇ mu˚zˇou
by´t potrˇebne´ vy´pocˇetn´ı prostrˇedky neadekva´tneˇ vysoke´. Rovneˇzˇ se prˇedpokla´da´, zˇe kazˇda´ cˇa´st
bude mı´t prediktivn´ı schopnosti.
Obra´zek 14: Rozdeˇlen´ı dat do mnozˇin podle k-fold (Zdroj: [25])
Dalˇs´ı mozˇnost´ı pouzˇit´ı CV je volba na´hodne´ho vzorku dat. Tre´novac´ı mnozˇina je na´hodneˇ
vybra´na jako urcˇene´ procento prvk˚u ze vstupn´ı mnozˇiny. Nevybrane´ prvky tvorˇ´ı testovac´ı
mnozˇinu, jak je uka´za´no na obra´zku 15.
Obra´zek 15: Rozdeˇlen´ı dat do mnozˇin podle na´hodne´ho vzorku dat (Zdroj: [25])
Smeˇrodatna´ odchylka beˇzˇneˇ oznacˇova´na p´ısmenem σ je metoda meˇrˇen´ı statisticke´ variabi-
lity. Smeˇrodatna´ odchylka vypov´ıda´ o tom, nakolik se od sebe navza´jem typicky liˇs´ı jednotlive´
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prˇ´ıpady v souboru zkoumany´ch hodnot [26]. Cˇ´ım mensˇ´ı je smeˇrodatna´ odchylka t´ım me´neˇ se
jednotlive´ hodnoty od sebe liˇs´ı. Smeˇrodatna´ odchylka je da´na rovnic´ı (36).
σ =
√ 1
N
N∑
i=1
(xi − x¯)2 (36)
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4 Vy´beˇr softwaru, pouzˇity´ hardware a na´vrh vlastn´ı s´ıteˇ
4.1 Pozˇadavky na software
Du˚lezˇitou cˇa´st´ı te´to pra´ce byl vy´beˇr vhodne´ softwarove´ knihovny nebo frameworku pro tvorbu
neuronovy´ch s´ıt´ı. Knihovna meˇla by´t dostatecˇneˇ jednoducha´, aby umozˇnila rychlou tvorbu a
u´pravu neuronovy´ch s´ıt´ı bez rozsa´hly´ch prˇedchoz´ıch znalost´ı a zkusˇenost´ı. Da´le meˇla obsahovat
API pro neˇktery´ programovac´ı jazyk s ktery´m jsem meˇl prˇedchoz´ı zkusˇenosti, nejle´pe pro C#
nebo Javu. Zcela optima´ln´ım rˇesˇen´ım by pak byla volba open-source knihovny. Dalˇs´ı pozˇadavky
nehra´ly prˇi vy´beˇru tak d˚ulezˇitou roli.
Schopnost paralelizace nebyla vzhledem k relativneˇ male´mu mnozˇstv´ı vy´pocˇtu d˚ulezˇita´. Prˇi
vy´pocˇtech pro v´ıce atomu˚, kde by byly vy´pocˇty mnohem komplikovaneˇjˇs´ı, by mozˇnost para-
lelizace hra´la mnohem veˇtsˇ´ı roli prˇi urcˇen´ı platformy. Tehdy by bylo vhodne´ zvolit knihovnu
vhodnou pro syste´m na ktere´m budou vy´pocˇtu prob´ıhat. Naprˇ´ıklad vy´beˇr knihovny s podporou
technologie CUDA by byl d˚ulezˇity´ v prˇ´ıpadeˇ, zˇe vy´pocˇty budou prob´ıhat na GPU.
Ne vsˇechny knihovny umozˇnˇovaly u´plnou kontrolu nad tvorbou neuronovy´ch s´ıt´ı. Naprˇ´ıklad
kontrola nad urcˇen´ım vazeb mezi neurony nebyla u vsˇech knihoven prˇ´ıtomna.
4.2 Srovna´n´ı dostupne´ho softwaru
Tensorflow je open-source framework pro tvorbu neuronovy´ch s´ıt´ı vyv´ıjen spolecˇnosti Go-
ogle v jazyce Python [27]. API je dostupne´ i pro rˇadu jiny´ch programovac´ı jazyk˚u jako C++
nebo JAVA. Je pouzˇ´ıva´ny neˇktery´mi velky´mi spolecˇnostmi naprˇ´ıklad Nvidia, SAP nebo Intel. Se
svy´mi schopnosti a mozˇnostmi vsˇak velice prˇesahuje potrˇeby rˇesˇene´ho proble´mu. Mnozˇstv´ı na-
staven´ı jednotlivy´ch aspekt˚u tvorby, tre´novan´ı a vyhodnocen´ı neuronovy´ch s´ıti, vzhledem k my´m
dosavadn´ım maly´m zkusˇenostem s neuronovy´mi s´ıteˇmi, by zbytecˇneˇ komplikovalo a zdrzˇovalo
vy´voj.
Caffe je dalˇs´ı open-source framework pro tvorbu neuronovy´ch s´ıt´ı napsany´ v jazyce C++ [28].
Tento framework vznikl p˚uvodneˇ na univerziteˇ v americke´m Berkeley pro akademicke´ u´cˇely.
Umozˇnˇuje pokrocˇile´ metody rozpozna´va´n´ı obrazu a obrazovou segmentaci. Spolecˇnost´ı Facebook
byl vyvinuty´ Caffe2, ktery´ da´le rozsˇiˇruje metody prac´ı s obrazy. Jelikozˇ prˇi rˇesˇen´ı te´to pra´ce
nepracuji s zˇa´dny´mi obra´zky, byli lepsˇ´ı alternativy, ktere´ jsem zvolit.
Torch je open-source framework postaveny´ na skriptovac´ım jazyku Lua [29]. Pouzˇ´ıva´ knihovny
C/C++ a technologii CUDA pro vy´pocˇty na GPU. Du˚raz je kladen zejme´na na vy´pocˇty pomoc´ı
GPU. Podporu pouzˇit´ı v iOS a Android syste´mu.
Java Neural Network Framework Neuroph je open-source Java knihovna doplneˇne´ jed-
noduchy´m GUI umozˇnˇuj´ıc´ı tvorbu a tre´nova´n´ı neuronovy´ch s´ıt´ı v programech napsany´ch v
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jazyce Java. Trˇ´ıdy v knihovneˇ odpov´ıdaj´ı za´kladn´ım koncept˚um neuronovy´ch s´ıt´ı jako neuron,
vrstva neuron˚u, synopticka´ vazba, aktivacˇn´ı funkce, pravidlo ucˇen´ı atd. V knihoveˇ jsou zakom-
ponova´ny mozˇnosti tvorby feed-forward s´ıt´ı s ucˇen´ım pomoc´ı zpeˇtne´ propagace, Kohonenovy´ch
map a Hopfieldovy´ch s´ıt´ı. Vsˇechny trˇ´ıdy mohou by´t rozsˇ´ıˇreny a upraveny pro tvorbu vlastn´ı s´ıteˇ,
nebo metody ucˇen´ı.
Pra´veˇ tento framework jsem vybral jako nejlepsˇ´ı mozˇnost. Cely´ framework je sestaveny´
z neˇkolika na sobeˇ neza´visly´ch cˇa´sti, jak je uka´za´no na obra´zku 16, cozˇ umozˇnˇovalo beˇhem
vy´voje jednoduchy´ neuronovy´ch s´ıt´ı pouzˇ´ıt pouze specifickou cˇa´st cele´ho frameworku, kterou
jsem potrˇeboval.
Obra´zek 16: Diagram Neuroph Frameworku (Zdroj: [30])
Nejd˚ulezˇiteˇjˇs´ı cˇa´st je Java knihovna org.neuroph.core, ktera´ obsahu vsˇe co jsem potrˇeboval
pro tvorbu neuronove´ s´ıteˇ.
4.3 Popis pouzˇite´ho hardwaru
Cˇa´st vy´pocˇt˚u, z d˚uvodu cˇasoveˇ na´rocˇne´ho tre´ninku neuronovy´ch s´ıt´ı, prob´ıhala na superpocˇ´ıtacˇi
Salomon na´rodn´ıho superpocˇ´ıtacˇove´ho centra IT4Innovations. Tento nejvy´konneˇjˇs´ı superpocˇ´ıtacˇ
v Cˇeske´ republice a 87. nejvy´konneˇjˇs´ı superpocˇ´ıtacˇ na sveˇteˇ [31] je slozˇen z 1008 vy´pocˇetn´ıch
uzl˚u kazˇdy´ obsahuj´ıc´ı dva procesory Intel Xeon E5-2680v3, 2.5 GHz s celkem 24 ja´dry a 128
GB RAM. 432 z teˇchto uzl˚u je nav´ıc vybaven akcelerac´ı pomoc´ı dvou procesor˚u Intel Xeon Phi
7120P s 61 ja´dry. Cely´ superpocˇ´ıtacˇ ma´ teoreticky´ vy´kon prˇes 2 Pflop/s. Superpocˇ´ıtacˇ beˇzˇ´ı na
operacˇn´ım syste´mu CentOS Linux.[32]
4.4 Na´vrh s´ıteˇ
Prˇi na´vrhu neuronove´ s´ıteˇ typu feed-forward, ktera´ se obvykle pouzˇ´ıva´ u tohoto typu proble´mu˚,
jsou nejd˚ulezˇiteˇjˇs´ımi faktory pocˇet neuron˚u ve skryte´ vrstveˇ a jejich aktivacˇn´ı funkce. Provedl
jsem proto neˇkolik meˇrˇen´ı uvedeny´ch v tabulce 1, kdy jsem prˇi r˚uzny´ch konfigurac´ıch neuronove´
s´ıteˇ meˇrˇil cˇas a chyby MSE (32) a sMAPE (34) prˇi reprezentaci Lennard-Jonesova potencia´lu
dane´ho rovnic´ı (1). C´ılem bylo naj´ıt takovou konfiguraci, ktera´ by meˇla nejlepsˇ´ı pomeˇr mezi
vy´slednou chybou a cˇasem tre´nova´n´ı. Postupneˇ jsem zkousˇel vsˇechny za´kladn´ı aktivacˇn´ı funkce
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Obra´zek 17: Diagram trˇ´ıd knihovny org.neuroph.core (Zdroj: [30])
dostupne´ v knihovneˇ Neuroph. U´speˇch jsem zaznamenal s logistickou funkc´ı (7) a Gaussovou
aktivacˇn´ı funkc´ı (13). Ostatn´ı aktivacˇn´ı funkce nevedly ani po 60 minuta´ch k u´speˇsˇne´mu naucˇen´ı
s´ıteˇ. Je sice mozˇne´, zˇe by se s´ıt’ s neˇktery´mi z teˇchto aktivacˇn´ıch funkc´ı doka´zala naucˇit rˇesˇen´ı,
ale vzhledem k existenci alternativ s mnohem veˇtsˇ´ım potencia´lem, jsem se jimi da´le nezaby´val.
Pocˇet neuron˚u ve skryte´ vrstveˇ jsem zacˇ´ınal na 50 a postupneˇ jsem jejich pocˇet navysˇoval
azˇ do 350. U aktivacˇn´ıch funkc´ı, ktere´ se nejevily perspektivn´ı jsem meˇrˇen´ı omezil na 50 a 200
neuron˚u.
Jako nejlepsˇ´ı jsem vyhodnotil konfiguraci s 200 neurony ve skryte´ vrstveˇ a logistickou ak-
tivacˇn´ı funkc´ı, ktera´ meˇla nejmensˇ´ı chybu sMAPE a to 3.87. S touto konfigurac´ı jsem pak
pracoval beˇhem dalˇs´ıch vy´pocˇt˚u.
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Tabulka 1: Porovna´n´ı r˚uzny´ch typ˚u pouzˇity´ch neuronovy´ch s´ıt´ı
Typ S´ıteˇ Prˇenosova´ funkce Pocˇet Neuron˚u Cˇas tre´nova´n´ı MSE sMAPE
Feed-Forward Logisticka´ 50 0:12 4.82E-04 9.6
Feed-Forward Logisticka´ 100 0:23 4.72E-04 10.7
Feed-Forward Logisticka´ 150 0:25 4.8E-04 4.49
Feed-Forward Logisticka´ 200 0:32 4.62E-04 3.87
Feed-Forward Logisticka´ 250 1:10 4.54E-04 15.07
Feed-Forward Logisticka´ 300 3:59 4.52E-04 14.79
Feed-Forward Logisticka´ 350 9:54 4.73E-04 15.69
Feed-Forward Gaussian 50 0:54 3.4E-04 9.72
Feed-Forward Gaussian 100 2:56 6.1E-04 18.37
Feed-Forward Gaussian 150 5:03 6.33E-04 18:35
Feed-Forward Log 50/200 60:00+ - -
Feed-Forward Ramp 50/200 60:00+ - -
Feed-Forward Sgn 50/200 60:00+ - -
Feed-Forward Sin 50/200 60:00+ - -
Feed-Forward Step 50/200 60:00+ - -
Feed-Forward Tanh 50/200 60:00+ - -
Feed-Forward Trapezoid 50/200 60:00+ - -
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5 Vy´sledky a oveˇrˇen´ı model˚u
5.1 Lennard-Jones potencia´l
Po neˇkolika pokusech s r˚uzny´mi druhy neuronovy´ch s´ıt´ı jsem jako nejvhodneˇjˇs´ı variantu pro
rˇesˇen´ı zadane´ho proble´mu zvolil feed-forward neuronovou s´ıt’ s ucˇen´ım pomoc´ı metody zpeˇtne´ho
sˇ´ıˇren´ı, s jedn´ım linea´rn´ım vstupn´ım neuronem, jednou skrytou vrstvou obsahuj´ıc´ı 200 neuron˚u
s logistickou aktivacˇn´ı funkc´ı (7) a jeden vy´stupn´ı neuron s linea´rn´ı aktivacˇn´ı funkc´ı (6).
Jako tre´novac´ı data poslouzˇil vzorek 200 vstup˚u pro vzda´lenosti molekul mezi 0,95 a 2,94A˚.
Vy´stup odpov´ıdal Lennard-Jonesovy rovnici (1) pro ε = 1.
Uzˇ prˇi jednom z prvn´ıch pokus˚u s tre´nova´n´ım s´ıteˇ, kdy jako podmı´nka pro ukoncˇen´ı testova´n´ı
byla chyba MSE=0,01, byl vy´sledny´ graf vizua´lneˇ bl´ızky´ s Lennard-Jonesovy´m grafem, jak je
zobrazeno na grafu 18a. Odchylka vsˇak byla sta´le prˇ´ıliˇs velka´. Chyby se vyskytovaly v oblasti
potencia´love´ ja´my, jak je zobrazeno na grafu 18b, kde je pozˇadavek na prˇesnost nejveˇtsˇ´ı.
(a) Vy´stup neuronove´ s´ıteˇ pro chybu 0,01 (b) Chyba neuronove´ s´ıteˇ pro chybu 0,01
Obra´zek 18: Neuronova´ s´ıt’ s limitem ucˇen´ı MSE=0,01
Po neˇkolika dalˇs´ıch vy´pocˇtech se jako optima´ln´ı testovac´ı limit, s prˇihle´dnut´ım na vy´pocˇetn´ı
na´rocˇnost a prˇesnost´ı vy´sledku, uka´zala celkova´ chyba MSE=0,00005. Prˇi takove´ chybeˇ oba
grafy prakticky splynou, jak zobrazuje graf 19a. Odchylky jsou, byt’ velmi male´, rozlozˇeny po
cele´ de´lce dat. I ve vzda´lenostech mensˇ´ıch nezˇ 1 A˚ se vypocˇtene´ hodnoty prakticky neliˇs´ı s
Lennard-Jonesovy´m modelem, jak je videˇt na obra´zku 19b.
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(a) Vy´stup neuronove´ s´ıteˇ pro chybu 0,00005 (b) Chyba neuronove´ s´ıteˇ pro chybu 0,00005
Obra´zek 19: Neuronova´ s´ıt’ s limitem ucˇen´ı MSE=0,00005
Pro dalˇs´ı oveˇrˇova´ni vhodnosti mnou navrzˇene´ s´ıteˇ a zjiˇsteˇn´ı, jak bude tato s´ıt’ schopna predi-
kovat data mimo tre´novac´ı vzorek dat, jsem pouzˇil metodu krˇ´ızˇove´ validace popsane´ v sekci 3.7.
Prˇi pouzˇit´ı te´to metody jsem rozdeˇlil testovac´ı data na dveˇ mnozˇiny podle principu na´hodne´ho
vzorku dat. Rozdeˇlen´ı bylo na´hodne´ a prˇi kazˇde´m vy´pocˇtu jine´. Pomeˇr mezi tre´novac´ı mnozˇinou a
testovac´ı mnozˇinou zacˇ´ınal 90:10 ve prospeˇch tre´novac´ı mnozˇiny azˇ k 10:90 ve prospeˇch testovac´ı
mnozˇiny. Pro kazˇdy´ pomeˇr jsem provedl 5 vy´pocˇt˚u, pokazˇde´ s jiny´m vzorkem dat a z vy´sledny´ch
hodnot jsem vypocˇ´ıtal aritmeticky´ pr˚umeˇr, abych omezil mozˇnost ovlivneˇn´ı vy´sledny´ch dat ne-
vhodneˇ na´hodneˇ vybrany´mi daty, kde by naprˇ´ıklad nebyla vybra´na zˇa´dna´ data z neˇktere´ d˚ulezˇite´
cˇa´sti grafu, jako je potencia´lova´ ja´ma.
Pro vyhodnocen´ı vy´pocˇt˚u poslouzˇilo urcˇen´ı chyby s´ıteˇ pomoc´ı MSE (32) a sMAPE (34).
Tyto zp˚usoby vy´pocˇtu chyby jsem vybral s prˇihle´dnut´ım na r˚uzne´ zmeˇny hodnot chyb podle
druhu odchylky.
Vy´pocˇty jsem zacˇal s pomeˇrem 90:10 a na´sledneˇ jsem provedl 4 se´rie vy´pocˇt˚u s postupneˇ
se snizˇuj´ıc´ım limitem chyby pro tre´nova´n´ı od MSE=0,01 prˇes MSE=0,001 a MSE=0,0001 do
MSE=0,00005. Urcˇuj´ıc´ı parametry MSE a sMAPE se, postupneˇ se zmensˇuj´ıc´ım se limitem ucˇen´ı,
snizˇovaly, jak lze videˇt v tabulce 2. Prˇi porovna´n´ı graf˚u v 20, jde videˇt stejny´ trend jako bez
pouzˇit´ı krˇ´ızˇove´ validace na grafech 18 a 19
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(a) Vy´stup neuronove´ s´ıteˇ pro CV 90% a chybu 0,01 (b) Chyba neuronove´ s´ıteˇ pro CV 90% a chybu 0,01
(c) Vy´stup neuronove´ s´ıteˇ pro CV 90% a chybu
0,00005
(d) Chyba neuronove´ s´ıteˇ pro CV 90% a chybu
0,00005
Obra´zek 20: Krˇ´ızˇova´ validace 90%
Dalˇs´ı vy´pocˇty byly v pomeˇru CV 75:25, 50:50, 30:70, 20:80 a 10:90. Prˇi teˇchto vy´pocˇtech
se uka´zala azˇ prˇekvapiveˇ dobra´ schopnost predikce te´to neuronove´ s´ıteˇ. Rozd´ıl chyby MSE
mezi tre´novac´ı a testovac´ı mnozˇinou u pomeˇru 50:50 je jen 0,0001 a prˇi pomeˇru 10:90 porˇa´d
vy´borny´ch 0,00995. Chyba sMAPE byla dokonce u pomeˇru 50:50 lepsˇ´ı nezˇ u pomeˇru 90:10.
To bylo pravdeˇpodobneˇ zp˚usobeno sˇt’astneˇjˇs´ım vy´beˇrem na´hodny´ch dat. Ale i u pomeˇru 10:90
byla chyba sMAPE sta´le n´ızky´ch 16,8. Prˇi blizˇsˇ´ım prozkouma´n´ı graf˚u 21 lze videˇt zˇe oblast
potencia´love´ ja´my se predikuje sta´le bez veˇtsˇ´ıch odchylek a rozd´ıly se projevuj´ı prˇedevsˇ´ım u
rozestup˚u atomu˚ mensˇ´ıch nezˇ 1 A˚.
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(a) Vy´stup neuronove´ s´ıteˇ pro CV 10% a chybu
0,00005
(b) Chyba neuronove´ s´ıteˇ pro CV 10% a chybu
0,00005
Obra´zek 21: Krˇ´ızˇova´ validace 10%
Vsˇechny vy´sledky jsou pak uvedeny v tabulce 2.
Tabulka 2: LJ testova´n´ı neuronovy´ch s´ıt´ı
Testovac´ı data Limit tre´ninku Smeˇrodatna´ odchylka MSE/sMAPE MSE sMAPE
90 % 0,01 0,006/33,1 0,01 62,5
90 % 0,001 0,001/10,5 2,6E-03 26,6
90 % 0,0001 0,001/6,86 1,05E-3 12,6
90 % 0,00005 0,000006/4,15 2,1E-5 9,6
75 % 0,001 0,001/10,9 1,6E-3 26,2
75 % 0,0001 0,0004/2,67 5,2E-4 12,3
75 % 0,00005 0,0001/3,14 7,4E-5 5,1
50 % 0,0001 0,0005/7,93 5,9E-4 12,3
50 % 0,00005 0,0001/3,73 1,5E-4 6,5
30 % 0,00005 0,012/3,6 7,6E-3 9,1
20 % 0,00005 0,002/3,49 1,2E-3 10
10 % 0,00005 0,011/6,64 1E-2 16,8
Pro zhodnocen´ı prediktivn´ıch schopnost´ı neuronove´ s´ıteˇ je take´ d˚ulezˇite´, jak s´ıt’ doka´zˇe pre-
dikovat data mimo rozsah tre´ninkovy´ch dat. Toto jsem vyzkousˇel pro data od vzda´lenosti atomu˚
2.95 A˚ da´le. Tato vzda´lenost, i kdyzˇ je mimo na´sˇ hlavn´ı za´jem, je d˚ulezˇita´ pro zjiˇsteˇn´ı, zda si
neuronova´ s´ıt’ udrzˇuje urcˇity´ trend, kdy by se hodnoty meˇly asymptoticky prˇiblizˇovat k 0. To
zvolena´ neuronova´ s´ıt’ potvrdila, male´ odchylky zobrazene´ na grafech 22b a 22d nemus´ı by´t
na za´vadu jelikozˇ prˇi teˇchto velky´ch vzda´lenost Lennard-Jones˚uv model ztra´c´ı prˇesnost oproti
skutecˇny´ch hodnota´m. A tak mohou by´t vypocˇtene´ hodnoty bl´ızˇe k realiteˇ nezˇ p˚uvodn´ı model.
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(a) Vy´stup neuronove´ s´ıteˇ pro chybu 0,00005 a pre-
dikce dat (b) Predikce dat z 22a
(c) Vy´stup neuronove´ s´ıteˇ pro CV 90% a chybu
0,00005 a predikce dat (d) Predikce dat z 22c
Obra´zek 22: Predikce dat
5.2 Morseho potencia´l
Pro vy´pocˇet Morseho potencia´lu jsem zvolil obdobnou neuronovou feed-forward s´ıt’ jako pro
vy´pocˇet Lennard-Jonesova potencia´lu s jedn´ım vstupn´ım linea´rn´ım neuronem, jednou skrytou
vrstvou s 250 neuronu se stejnou logistickou aktivacˇn´ı funkc´ı (7) s jedn´ım vy´stupn´ım neuronem s
linea´rn´ı aktivacˇn´ı funkc´ı (6). Zvy´sˇen´ı pocˇtu neuron˚u ve skryte´ vrstveˇ jsem provedl kv˚uli zhorsˇene´
prediktivn´ı schopnosti oproti prˇedchoz´ım vy´pocˇt˚um.
Jako tre´ninkova´ data poslouzˇil vzorek 200 vstup˚u v rozmez´ı mezi 0.88-2.87 A˚. Vy´stup
tre´ninkovy´ch dat byl pocˇ´ıta´n podle Morseho potencia´love´ rovnice (2) posunuty´ o -1 pro lepsˇ´ı
vizualizaci. Toto posunut´ı nema´ zˇa´dne´ dopady, jelikozˇ potencia´ln´ı energie je relativn´ı. Zvolene´
konstanty jsou De = 1, a = 10, re = 1.
Stejneˇ jak prˇi vy´pocˇtech Lennard-Jonesova potencia´lu jsem pro oveˇrˇen´ı prediktivn´ı schop-
nosti me´ s´ıteˇ pouzˇil metodu krˇ´ızˇove´ validace (viz sekce 3.7). Pro prˇedchoz´ıch zkusˇenostech jsem
urcˇil, zˇe vsˇechny vy´pocˇty budou mı´t limit ucˇen´ı 0,00005, jelikozˇ tato hodnota se uka´zala prˇi
prˇedchoz´ıch meˇrˇen´ı jako nejprˇesneˇjˇs´ı. Provedl jsem 9 se´ri´ı vy´pocˇt˚u, kdy jsem postupneˇ ub´ıral
velikost pomeˇru tre´novac´ıch mnozˇiny ku testovac´ı mnozˇiny z 90% azˇ na 10% a t´ım se neprˇ´ımou
37
u´meˇrou zveˇtsˇoval rozsah kontroln´ıch dat. Jako urcˇuj´ıc´ı hodnoty ”spra´vnosti“ neuronove´ s´ıteˇ
opeˇt poslouzˇily chyby MSE (32) a sMAPE (34). U kazˇde´ se´rie jsem znovu provedl 5 vy´pocˇt˚u
a na´sledneˇ jsem pracoval s jejich aritmeticky´mi pr˚umeˇry. Vsˇechny vy´pocˇty prob´ıhaly na su-
perpocˇ´ıtacˇi Salomon popsane´m v sekci 4.3. Vypocˇtene´ hodnoty lze videˇt v tabulce 3.
Tabulka 3: Tabulka vy´pocˇt˚u krˇ´ızˇove´ validace Morseho potencia´lu
Testovac´ı data Limit tre´ninku Smeˇrodatna´ odchylka MSE/sMAPE MSE sMAPE
90% 0,00005 0,00004/16,3 9,41E-5 124
80% 0,00005 0,0008/12,2 5,86E-4 112
70% 0,00005 0,002/31,3 1,67E-3 119
60% 0,00005 0,012/19,1 7,77E-3 116
50% 0,00005 0,004/13,2 3,15E-3 132
40% 0,00005 0,047/25,0 3,3E-4 123
30% 0,00005 0,003/12,5 3,3E-3 125
20% 0,00005 0,014/6,35 1,09E-2 118
10% 0,00005 0,023/65,6 0,0273 131
Velikost chyb je o neˇco veˇtsˇ´ı nezˇ v prˇ´ıpadeˇ vy´pocˇt˚u Lennard-Jonesova potencia´lu 2 avsˇak
sta´le jsou v ocˇeka´vane´m rozsahu. Veˇtsˇ´ı pr˚umeˇrna´ chyba sMAPE je nejsp´ıˇse zp˚usobena´ veˇtsˇ´ı
pr˚umeˇrnou odchylkou jednotlivy´ch bod˚u nezˇ veˇtsˇ´ımi odchy´len´ımi do extre´mu˚ jak je mozˇne´ po-
zorovat naprˇ´ıklad na obra´zku 23b a take´ rozd´ılny´m rozsahem dat, kdyzˇ v porovna´n´ı s vy´pocˇty
Lennard-Jonesova potencia´lu zacˇ´ına´ vzorek uzˇ na 0,88A˚ oproti 0,95 A˚. V teˇchto maly´ch hod-
nota´ch je odchylka zpravidla veˇtsˇ´ı, jelikozˇ hodnoty zacˇ´ınaj´ı velmi rychle stoupat, cozˇ v kombinaci
s maly´m pocˇtem dat, z tohoto rozsahu, neumozˇnˇuje neuronove´ s´ıt´ı dostatecˇneˇ dobrˇe urcˇit tyto
hodnoty. Zmeˇnou rozsahu dat, jsem chteˇl le´pe zjistit jak se bude neuronova´ s´ıt’ chovat prˇi takto
dramaticke´ zmeˇneˇ hodnot.
Grafy vypocˇteny´ch hodnot jsou vizua´lneˇ bl´ızke´ pro vsˇechny pocˇ´ıtane´ CV varianty. Veˇtsˇ´ı od-
chylky se zpravidla objevuj´ı u velmi maly´ch hodnot rozestup˚u atomu˚ nebo u velky´ch rozestup˚u,
ty vsˇak neprˇestavuj´ı hlavn´ı zkoumany´ u´sek a nejsou prˇeka´zˇkou pro veˇtsˇinu prˇ´ıpadny´ch rea´lny´ch
aplikac´ı modelu.
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(a) Vy´stup neuronove´ s´ıteˇ pro CV 90% a chybu
0,00005
(b) Chyba neuronove´ s´ıteˇ pro CV 90% a chybu
0,00005
(c) Vy´stup neuronove´ s´ıteˇ pro CV 50% a chybu
0,00005
(d) Chyba neuronove´ s´ıteˇ pro CV 50% a chybu
0,00005
(e) Vy´stup neuronove´ s´ıteˇ pro CV 10% a chybu
0,00005
(f) Chyba neuronove´ s´ıteˇ pro CV 10% a chybu
0,00005
Obra´zek 23: Krˇ´ızˇova´ validace Morseho potencia´lu
Pro zhodnocen´ı schopnost´ı neuronove´ s´ıteˇ predikovat data i mimo rozsah tre´novac´ıch dat
bylo v te´to pra´ci steˇzˇejn´ı udrzˇen´ı trendu a oveˇrˇen´ı, zˇe nedojde k na´hle´mu vychy´len´ı dat mimo
ocˇeka´va´n´ı. To jsem testoval jak pro vzda´lenosti mensˇ´ı neˇzˇ 0,88 A˚, tak pro veˇtsˇ´ı vzda´lenosti azˇ k
3,35 A˚.
U mensˇ´ıch vzda´lenost´ı, v oblasti tzv. potencia´love´ steˇny, se uka´zalo, zˇe s´ıt’ ma´ proble´m
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prˇizp˚usobit se tak razantn´ı zmeˇneˇ trendu. Vypocˇtene´ hodnoty vsˇak spra´vneˇ pokracˇovaly v r˚ustu,
jak je videˇt na grafu 24b, i kdyzˇ ne tak rychle´m. Nasˇteˇst´ı se neprojevil nechteˇny´ jev kdy by se
funkcˇn´ı hodnoty ”vychy´lily“ jiny´m smeˇrem nezˇ chceme.
(a) Predikce dat Morseho potencia´lu
(b) Detail predikce dat pro vzda´lenosti 0,8-0,84 A˚ (c) Detail predikce dat pro vzda´lenosti 2,85-3,35 A˚
Obra´zek 24: Predikce Morseho potencia´lu
U veˇtsˇ´ıch vzda´lenost´ı se tento nechteˇny´ jev objevil, jak je patrne´ na grafu 24c, i kdyzˇ jen
v male´ mı´ˇre. Vypocˇtene´ hodnoty zacˇaly opeˇt klesat a vzdalovat se tak od 0. Tyto zmeˇny vsˇak
byly ”hodnotoveˇ“ velmi male´ a rychlost poklesu byla pomeˇrneˇ mala´.
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6 Za´veˇr
V te´to pra´ci jsem implementoval rˇadu neuronovy´ch s´ıt´ı z nichzˇ jsem vybral dveˇ, ktere´ dosahovaly
nejlepsˇ´ıch prediktivn´ıch schopnost´ı. Prvn´ı reprezentuje Lennard-Jones˚uv potencia´l, druha´ pak
Morseho potencia´l.
Obeˇ neuronove´ s´ıteˇ proka´zaly dobre´ schopnosti predikce. Vyhodnocen´ı jsem prova´deˇl pomoc´ı
dvou metod vy´pocˇtu chyb. Konkre´tneˇ se jednalo o MSE a sMAPE. Pro testova´n´ı prediktivn´ı
schopnosti poslouzˇila metoda krˇ´ızˇove´ validace s na´hodny´m vy´beˇrem vzork˚u. Zkoumany´m hledis-
kem byla i nutna´ velikost ”limitu ucˇen´ı“, resp. konvergencˇn´ıho krite´ria. Pomoc´ı srovna´n´ı r˚uzny´ch
hodnot jsem pak urcˇil, ktera´ je jizˇ dostatecˇna´, aby s´ıt’ byla schopna spolehlive´ predikce a za´rovenˇ
se neucˇila zbytecˇneˇ dlouho.
Oblast potencia´love´ ja´my vykazovala nejmensˇ´ı odchylky. Pro veˇtsˇ´ı vzda´lenosti mezi atomy
je pak extrapolace pomeˇrneˇ prˇesna´, ale vyskytly se zde i male´ odchylky, kdy predikce prˇestaly
konvergovat k nule, sta´le j´ı vsˇak byly velmi bl´ızko. Nejveˇtsˇ´ı odchylky byly zaznamena´ny pro male´
vzda´lenosti mezi atomy, v oblasti tzv. potencia´ln´ı steˇny, kde se velmi rychle zveˇtsˇuj´ı odpudive´
s´ıly a t´ım se zvysˇuje i hodnota potencia´love´ energie. V te´to oblasti meˇly neuronove´ s´ıteˇ pot´ızˇe
prˇizp˚usobit se tak velke´ zmeˇneˇ trendu. Nedosˇlo vsˇak k zˇa´dne´mu vy´skytu jevu, kdy by na tuto
zmeˇnu neuronova´ s´ıt’ nezareagovala v˚ubec, nebo dokonce opacˇneˇ, nezˇ se ocˇeka´valo.
Prˇi dalˇs´ım vy´zkumu bude vhodne´ zameˇrˇit se na vy´pocˇty nad rea´lny´mi daty. Zvla´sˇteˇ na
reprezentaci interakc´ı n´ızkoteplotn´ıho plazmatu[4] se vzduchem, naprˇ. komplexu [N2/He]+, a
to nejen v za´kladn´ıch, ale i v excitovany´ch stavech. Da´le bude potrˇeba pracovat s v´ıce nezˇ
dvoucˇa´sticovy´mi syste´my, cozˇ zaprˇ´ıcˇin´ı zvy´sˇen´ı vy´pocˇetn´ı na´rocˇnosti. Bude tak nutne´ prozkou-
mat mozˇnosti masivn´ı paralelizace, kdy by vy´sledny´ software meˇl by´t schopen nejen distribuce
vy´pocˇtu mezi uzly, ale vyuzˇ´ıvat k paralelizaci i vla´kna a efektivn´ı vektorizaci.
Prˇi soucˇasne´ implementaci poslouzˇil jako deskriptor, tj. vstupn´ı hodnota, vzda´lenost mezi
atomy. Toto rˇesˇen´ı umozˇnilo vyhnout se proble´mu˚m prˇ´ıtomny´m u neˇktery´ch sourˇadnicovy´ch
syste´mu˚. Naprˇ´ıklad v karte´zske´m syste´mu sourˇadnic by otocˇen´ı nebo posunut´ı cˇa´stic zp˚usobilo
zmeˇny vy´stup˚u neuronove´ s´ıteˇ d´ıky odliˇsny´m vstup˚um, zat´ımco rea´lneˇ z˚usta´va´ vzda´lenost mezi
cˇa´sticemi stejna´ a potencia´lova´ energie se tak nemeˇn´ı. Vzda´lenost mezi cˇa´sticemi vsˇak nen´ı
obecneˇ nejlepsˇ´ım rˇesˇen´ım. V prˇ´ıpadeˇ velky´ch syste´mu˚ by prˇi nutnosti mı´t vzda´lenost kazˇde´
cˇa´stice s kazˇdou, vy´razneˇ narostl pocˇet vstup˚u do neuronove´ s´ıteˇ. Da´le tak bude nutne´ zaby´vat
se i vy´zkumem translacˇneˇ a rotacˇneˇ invariantn´ıch sourˇadnicovy´ch syste´mu˚ jako vstup˚u a nava´zat
tak na jizˇ prob´ıhaj´ıc´ı vy´zkum[8].
Vy´sledky te´to pra´ce poslouzˇ´ı k teoreticke´mu na´vrhu a pozdeˇjˇs´ı implementaci masivneˇ pa-
raleln´ı knihovny pro tvorbu neuronovy´ch s´ıt´ı, ktera´ umozˇn´ı efektivn´ı reprezentaci i v prˇ´ıpadeˇ
vy´razneˇ rozsa´hly´ch syste´mu˚.
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A Zdrojove´ ko´dy
public static void CrossValidationRandom(DataSet dataset, double percentage){
int row;
DataSet newdataset=dataset;
if(percentage<=0.0 || percentage >=100.0) {
System.err.println("Parameter percentage out of range");
}
Double rows = dataset.size()*(percentage/100.0);
DataSet newData = new DataSet(1, 1);
for(int i=0;i<rows;i++){
Random random = new Random();
row= random.nextInt(newdataset.size());
newData.add(newdataset.get(row));
newdataset.removeRowAt(row);
}
}
Vy´pis 1: Krˇ´ızˇova´ validace
public static void create_network(){
List<Integer> neuronsInLayers = new ArrayList();
neuronsInLayers.add(1);
neuronsInLayers.add(200);
neuronsInLayers.add(1);
NeuralNetwork myNetwork = new MultiLayerPerceptron(neuronsInLayers, TransferFunctionType.
SIGMOID);
Neuron neuron = (Neuron)myNetwork.getOutputNeurons().get(0);
neuron.setTransferFunction(new Linear());
Vy´pis 2: Vytvorˇen´ı s´ıteˇ pro vy´pocˇet Lennard jonesova potencia´lu
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LJ.java
Morse.java
MSE.java
neuroph-core-2.94.jar
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READ ME.txt
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