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I. INTRODUCTION
Given the importance of water, it seems pertinent to understand the interaction between water molecules in the condensed phase. Several successful interaction potentials have been developed in the past. Simulation studies show that these force fields account for many important properties of liquid water although, needless to say, there is still room for improvement.
1, 2 A common feature of the most popular water models is that they are rigid, i.e., the intramolecular degrees of freedom are frozen. It may seem obvious that a step forward for the improvement of the water potential would be the addition of flexibility. However, there has been some skepticism on the past about the usefulness of flexible water models. [3] [4] [5] [6] In fact, Tironi et al. 4 concluded that the introduction of flexibility creates more problems than it solves and does not improve upon the accuracy of rigid models. Notice that the high frequency of the bond stretching forces one to use a time step about five times smaller than that of a rigid model. In this way, the performance of flexible models may not justify its increased computational cost. It may be argued that flexible models make possible the calculation of new properties. But that must be done with care because the high frequency of the new accessible vibrational modes indicates that these are strongly quantized. In this context, a flexible model would be more justified in the case of a quantum treatment of the nuclear motion. In fact, interesting results have been obtained in quantum simulations of a flexible water model. 7 However, rigid models do not allow to investigate certain properties, noticeably the infrared (IR) spectrum, that require the use of a flexible molecular geometry. This is important because computer simulations provide a set of instantaneous configurations of the system from which it is a) Author to whom correspondence should be addressed. Electronic mail:
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possible to get useful structural information that cannot be directly extracted from experiment. For instance, it enables the assignment of some bands of unclear origin appearing in the Raman spectrum of liquid water. Moreover, it enables a detailed analysis of the relationship between power spectrum and the hydrogen bonding network. 8, 9 A flexible model is also imperative in other situations as, for example, in the empirical valence bond methodology and its multistate generalization. 10 Besides, there are a number of reports claiming that some predictions of flexible models are closer to experimental data than those of rigid potentials. [11] [12] [13] [14] [15] Yuet and Blankschtein 15 have concluded that the surface tension of water is determined by the delicate balance between intramolecular (bond stretching) and intermolecular (LJ) interactions. Raabe and Sadus 12 have shown that introducing bond flexibility significantly improves the prediction of both the dielectric constants and the equation of state of liquid water. These authors argue that adding intramolecular degrees of freedom to a rigid water model introduces in some way the effect of the local environment. This is because the changes in the molecular geometry in response to the thermodynamic state point produce variations in the dipole moment. Thus, the fluctuations in the total dipole moment of the system come not only from the variations in the relative orientation of the molecules (as in a rigid model) but also from the changes in the dipole moment of the molecules. In this way, the variation of the dielectric constant as a consequence of changes in the environment of the molecules could be better described with a flexible model than with a rigid one (notice also that the ability of a flexible model to vary in a changing environment could be, in principle, of great value in the study of interfaces.) On the other hand, flexible bonds and angles are required when dealing with systems with torsional degrees of freedom. Consequently, the forcefields employed in biomolecular simulations contain terms according with this need. Although many authors prefer to use a rigid water model in these conditions, some of them find more consistent to use also a flexible water model. In summary, despite the skepticism of several reports, there are some reasons supporting the interest in developing (or improving) flexible water models. It seems natural that the development of flexible models will consist on the addition of flexibility to a successful rigid potential. Until recently, it has been a general feeling that two models, namely, TIP4P (Ref. 16 ) and SPC/E, 17 provided the best ratio between performance and simplicity. However, recent investigations on the phase diagram involving the solid phases of water have demonstrated [18] [19] [20] [21] the superiority of the charge distribution of TIP4P model over that of SPC/E. For this reason, an updated version of TIP4P including intramolecular degrees of freedom could of interest for those investigating water properties that require the use of a flexible model. On the other hand, the idea behind the parametrization of SPC/E (a correction term is added to the enthalpy of vaporization) seems to be responsible for the good predictions of this model. In this way, TIP4P and SPC/E obtain similar scores in a recently reported performance analysis of water models.
2 It was evident that the water force field could be improved by merging the relevant features of both models. This is in essence the basis of the success of TIP4P/2005. 22 Since its proposal, a rather comprehensive set of properties has been evaluated for this model. It provides an excellent agreement with experiment for thermodynamic, [22] [23] [24] structural, 25, 26 and dynamical 27, 28 properties, over a wide range of temperatures from subcritical 29 to the liquid-gas critical point. Its performance has also been contrasted with experiment in the case of biomolecular systems. 30 Because of this, the goal of this work is to develop a flexible version of TIP4P/2005. This article is organized as follows: In Sec. II we give the details of our choice for the intramolecular interactions and present the parameters of the new model (which we term as TIP4P/2005f) as well as the averaged geometry in the liquid state. In Sec. III we discuss the results obtained in molecular dynamics simulations of the model which are compared with experiment and with those for TIP4P/2005. Finally, conclusions are given in Sec. IV.
II. THE MODEL
A number of computer simulations with different flexible water models have been reported 8, 11, [31] [32] [33] [34] may be advised because it is computationally less expensive. Figure 1 compares the harmonic potential for the bond stretching with the cubic and quartic ones as well as the full Morse potential. All functions have the minimum at the same distance but the interaction differs significantly as one moves away from equilibrium. When calculating the power spectrum with the harmonic potential we observed a splitting in the OH stretching band (∼3400 cm −1 ) which did not correspond with the experimental data. 37, 38 In the case of using anharmonic functions, the splitting of the band disappeared and was closer to experiment. For this reason we chose an anharmonic func- tion to represent the flexibility of the OH bond. Once the harmonic potential is ruled out, it can be seen in Fig. 1 that the cubic function exhibits a wiggle which can be problematic in computer simulation. The quartic and Morse functions are quite similar even at distances relatively far from equilibrium. We finally opted for the full Morse function because the calculations indicated that its use did not increase the computational cost. The intramolecular potential is then given by
where r eq and θ eq are the values of the bond length and angle at equilibrium and r OH i is the instantaneous distance between the hydrogen atom i and the oxygen atom. D r and β are the parameters of the Morse potential that determine the bond strength and width. For the angle bending, a harmonic function (with an associated strength constant K θ ) seems to be sufficient
The molecular geometry of our model is given by a slight modification of the TIP4P/2005 parameters. This amendment is the result of incorporating the flexibility which produces a elongation of the OH distance and a reduction of the HOH angle. For this reason we chose a smaller bond distance at equilibrium (r eq = 0.9419 Å) and a larger angle (θ eq = 107.4
• ) than those of TIP4P/2005 (Table I) .
As for the intermolecular potential, we follow the usual choice of TIP4P-like models: a Lennard-Jones center at the position of the oxygen atom plus the electrostatic interaction given by two positive charges located at the hydrogen atoms and a compensating negative charge placed at the so-called M-site. Since the molecule is not rigid, the location of the M site is defined in terms of the positions of the hydrogen atoms:
where z OH 1 and z OH 2 are the distances to the oxygen of the hydrogen's projections along the HOH bisector, z OH i As a result of the addition of flexibility and the changes in the average molecular geometry it produces, the intermolecular parameters may not be optimized 39 and require a further tuning. We observed that the properties more related to the interaction energy did not change significantly while those dependent on the molecular size (the orthobaric densities in particular) were slightly shifted with respect to those of the rigid model. Thus, it has been necessary to increase the parameter σ of the Lennard-Jones interaction while the rest of parameters are not altered from TIP4P/2005. The parameters of the TIP4P/2005f model are collected in Table I where we have also included for comparison the corresponding values for TIP4P/2005. Figure 2 shows the normalized histogram of the distribution of bond distances for a single molecule at a temperature close to 0 K (the actual value is 2 K) compared to that for bulk conditions. We have used here a small time-step, 0.1 fs, and the simulations lasted 10 ps. As can be expected for a classical solution of the equation for the intramolecular motion, the bond distribution for a single molecule has two maxima coincident with the turning points of the bond stretching (at this temperature the behavior corresponds approximately to a harmonic spring). This result is completely different from that given by quantum mechanics so one could question the validity of the results for the condensed state. But the collective effect of the intermolecular interactions dramatically change the distribution, which shows a more or less Gaussian profile in the liquid, in close agreement with quantum mechanical results. It is noticed that the maximum appears at distances larger than r eq . For liquid water, the position of the peak depends slightly on the thermodynamic state. At room temperature and pressure, the value r eq = 0.9419 Å results in a maximum at 0.966 Å (close to the fixed OH distance in TIP4P/2005). Table II 
III. RESULTS
The simulations were carried out with the GROMACS 4.0 package 40, 41 for a sample of 500 water molecules. When necessary we used the velocity-rescale thermostat, 42 and the barostat of Parrinello-Rahman. 43 The Lennard-Jones interactions were truncated at 8.0 Å. The particle mesh Ewald method 44 was employed to calculate the long-range electrostatics forces. For the calculation of most of the properties discussed in this article we used a time step of 0.2 fs lasting 10 ns of total simulation time. In the event that we have used other conditions for the simulation we will describe it at the corresponding place in this article. Table III 
A. Liquid densities at normal pressure
We have evaluated the density for the room pressure isobar at 12 different temperatures, from 250 K to 370 K. Numerical data are provided in Table IV and a plot of the results is shown in Figure 3 where the characteristic "anomalous" behavior of water is clearly seen. The calculated densities are in excellent agreement with the experimental data. In fact, TIP4P/2005f performs even better than TIP4P/2005 for this property. Densities for the flexible model have been adjusted to a fifth-order polynomial. The temperature of maximum density (TMD) obtained with the fit is 280.3 K, only three degrees above the experimental value. As stated in several studies, 2, 45 an accurate prediction of the densities at room pressure and the TMD usually indicates that the model has an excellent performance in reproducing a wide variety of properties of liquid water.
B. Structure: Radial distribution function
Oxygen-oxygen radial distribution function g oo (r) is shown in Fig 4. TIP4P/2005f results are in general very close to the experimental data. 46 Similarly to TIP4P/2005, it overestimates the height of the main peak and follows closely the experiment at larger distances. Minor differences between the results of both water models are seen at the first minimum where the flexible model results are slightly lower than those for TIP4P/2005 and at the second maximum where TIP4P/2005f performs slightly better. 
C. Enthalpy of vaporization
The difference between the gas phase enthalpy minus the enthalpy of the liquid phase is known as enthalpy of vaporization, v H = H g − H l . At low pressures the gas may be considered ideal and gives a negligible contribution to the internal energy. Besides, its volume may be calculated from the perfect gases equation. In this way, the enthalpy of vaporization may be approximated by
The computed value for our model (Table III) is, by design, larger than the experimental result. This is because it is now widely accepted 2 the need of the so-called self-energy correction proposed by Berendsen et al. 17 This term should be subtracted from the enthalpy of vaporization to take into account the difference in polarization between the gas and the liquid phase. The correction depends on the difference between the dipole moment of the model μ l and that of the gas phase μ g 
Using the average dipole moment of the liquid at room temperature and temperature, the correction amounts to 4.6 kJ/mol. In these conditions, the enthalpy of vaporization is close to the experimental value.
D. Isothermal compressibility
To calculate the isothermal compressibility we make use of the fluctuations equation
where V is the average volume, k B is the Boltzmann's constant and T is the temperature. The value of κ T for our model is (4.46 ± 0.003) × 10 5 MPa at 298 K and atmospheric pressure. This result is again similar to that for the TIP4P/2005 model but it is slightly closer to the experiment as it may be seen in Table III .
E. Self-diffusion coefficient
The self-diffusion coefficient was calculated by means of the Einstein equation
where r i (t) is the position of particle i at time t. 48 and by Gillen et al., 49 respectively.
F. Melting temperature of ice Ih
To calculate this point of the phase diagram we have used the direct coexistence method. [50] [51] [52] The system consisted of an anisotropic simulation box containing 432 molecules with the ice Ih structure in contact with 438 molecule with a liquid arrangement. Several NpT runs are carried out in order to establish if the solid-liquid interface evolves towards the growth of the solid phase or to its disappearance. Selected runs are shown in Figure 5 . In the simulation at 252 K, the energy progressively decreases because the liquid phase is transforming into ice Ih until total crystallization. The opposite is true for the run at 256 K where the solid phase melts completely thus increasing the total energy of the system. Finally, the energy remains more or less constant in the run at 254 K indicating that the interface does not change. We thus assign this value as the melting temperature of the TIP4P/2005f water model. There is a modest improvement over the TIP4P/2005 result (the melting temperature increases 4
• but the result is still 19
• lower than the experimental value). It seems that a polarizable model is needed to get a closer agreement with experiment. 
G. Relative stability of ices
It has been shown recently that the relative stability of the ice polymorphs is not correctly predicted be several rigid water models. 18, 45 In particular, the stable phase at ambient conditions of three site models such as TIP3P, SPC, or SPC/E is not the hexagonal ice Ih but the proton ordered ice II. The calculation of the complete phase diagram is outside the scope of this work but there is a simple alternative consisting in the calculation of the relative stabilities at 0 K. 53 Table V and TIP4P/2005f predict ice Ih as the more stable phase while ice II is more stable for SPC/E and SPC/Fw indicating that the flexibility has a small influence on the relative stability of ices. In this respect, it is perhaps worth to mention the slight increased stability of ice III which is marginally more stable than ice II at 0 K for TIP4P/2005f. This means that ice II would be absent from the phase diagram of this model. This is in accordance with a recent calculation for a flexible model (also based on TIP4P/2005) designed to be used in simulations explicitly accounting for the quantum nuclear motion. 54 The fact that SPC/Fw is unable to predict the relative stabilities of ices Ih and II is a serious drawback of the model and supports our decision to develop a flexible model based on TIP4P/2005. It may be argued that the properties of water in the solid state are not important because these models are intended to be used for the liquid state. But this is a simplification because it is now well documented that the relative stability of ice II with respect to the other proton disordered polymorphs (Ih, III, V, and VI) is related to the ratio between the magnitudes of the dipole and quadrupole moments of the model. 20, 21 Thus, the failure of SPC/Fw in accounting for the relative stability of ices Ih and II is not a simple inadequacy for the study of ices but it has deeper roots with consequences also for the liquid state.
H. Static dielectric constant
The static dielectric constant is one of the few properties for which the TIP4P/2005 model does not provide a satisfactory result. The appropriate equation for its computation in a simulation using Ewald sums with conducting boundary conditions reads
In order to compute the dielectric constant we have performed several simulation in the NVE ensemble lasting 15 ns. It seems interesting to check not only the values of the dielectric constant but also how the model is able to predict its change for different thermodynamic states. Table VI presents the dielectric constant for several points along the 298 K isotherm and the 1000 bar isobar. The results for the flexible model follow the same trends as the experimental values but the error is considerable. Besides the dielectric constants of the flexible model are quite similar to those of the rigid one; except for the point at ambient conditions there is a marginal improvement associated to the addition of flexibility.
I. Power spectrum
There are several methods to calculate the infrared spectrum. We used a method based on the computation of the density of states or the power spectra. 56 This involves the Fourier transform of the velocity autocorrelation function (VAC) for the relative velocities of a hydrogen atom with respect to the oxygen atom, [56] [57] [58] where v(0)v(t) is the velocity autocorrelation function and ω is the frequency. This method allows one to obtain the values of the maximum of the bands at a much lower computational cost than the traditional method based on the dipole moment of the system. This is sufficient to verify the validity of the model but if one wants to improve the calculation of the infrared spectrum, quantum corrections 33 or, better, advanced methods based on quantum calculations [59] [60] [61] [62] [63] are required. To obtain this information of the system, we have used specific simulation conditions. The required simulation time is quite short, only 10 ps, because of the rapid decay of the VAC but a small time-step, 0.1 fs, is needed to define precisely the VAC at very short times. Besides this, a larger system (4000 molecules) is necessary to eliminate noise and to obtain accurate values for I(ω). Figure 6 displays the profile of the spectrum of densities of states of water. We have also included in the plot the positions of the peaks of the experimental bands. As expected, the frequency at the maximum for the angle bending and the bond stretching are more or less coincident with the experimental values. The bands corresponding to the librational motion with symmetries A2, B2 are merged together in a single band whose maximum appears approximately at the middle point of the experimental peaks. 65 The intramolecular stretch is somewhat shifted towards higher frequencies. It is to be noticed that the band at about 50 cm −1 appears clearly resolved in our model and that is maximum, and is coincident with the experimental value. The peaks of the bands of the power spectrum are collected in Table VII where we compare it with experimental measurements. 37, 64, 65 The reasoning of the preceding paragraph seems to be in contradiction with several reports claiming that some predictions of flexible models are closer to experimental data than those of rigid potentials. 12, 15 It seems that the flexibility has more influence on the final results (at least for a few number of properties) when the model is based on SPC/E than for a model based on TIP4P/2005. The reasons of this different behavior are unclear to us but this might be simply because the TIP4P/2005 results are already very good so its improvement is not an easy task. It was not the objective of this work to compare the results of TIP4P/2005f to those of other flexible models. We have calculated the relative stability of ices just to confirm that our choice on using a TIP4P topology as the starting point of a flexible model was based on correct premises. We have shown that SPC/Fw predicts erroneously that ice Ih is less stable than ice II. Moreover, given the value of the expansivity reported by Wu et al., 11 it is likely that the temperature of maximum density for SPC/Fw is far from the experimental value (following the behavior of SPC/E for which the maximum density is reached at 241 K, 36
• below the experimental value). TIP4P/2005f is free from these drawbacks and its performance is excellent even if the addition of flexibility does not improve substantially that of TIP4P/2005. It is then a good candidate in simulations where the use of a flexible water model is advisable.
