Abstract. Social robots are receiving much interest in the robotics community. The most important goal for such robots lies in their interaction capabilities. An attention system is crucial, both as a filter to center the robot's perceptual resources and as a mean of letting the observer know that the robot has intentionality. In this paper a simple but flexible and functional attentional model is described. The model, which has been implemented in an interactive robot currently under development, fuses both visual and auditive information extracted from the robot's environment, and can incorporate knowledge-based influences on attention.
Introduction
In the last years the robotics community has sought to endow robots with social and interaction abilities, with the first survey recently published [6] . Researchers realized that robots that excelled in certain tasks were by no means considered intelligent by the general public. Social abilities are now considered very important in order to make the robots more human. Emotion and multimodal communication are also two related aspects that are still being researched.
In [11] the authors argue that a robot with attention would have a minimal level of intentionality, since the attentional capacity involves a first level of goal representations. Attention is a selection process whereby only a small part of the huge amount of sensory information reaches higher processing centers. Attention allows to divide the visual understanding problem into a rapid succession of local, computationally less expensive, analysis problems. Human attention is divided in the literature into two functionally independent stages: a preattentive stage, which operates in parallel over the whole visual field, and an attentive stage, of limited capacity, which only processes an item at a time. The preattentive stage detects intrinsically salient stimuli, while the attentive stage carries out a more detailed and costly process with each detected stimulus. The saliency values of the attentive stage depend on the current task, acquired knowledge, etc [8, 10] .
Probably the first robot that was explicitly designed to include some social abilities is Kismet [1] . Kismet has had undeniable success in the robotics community because it has been a serious effort in making a robot sociable. Among other diverse modules, Kismet included an attention system, which is based on Wolfe's "Guided Search 2.0 (GS2)" model [15] . GS2 is based on extracting basic features (color, motion, etc.) that are linearly combined in a saliency map. In a winner-take-it-all approach, the region of maximum activity is extracted from the saliency map. The focus of attention (FOA) will then be directed to that region.
It is a well accepted fact that attention is controlled both by sensory salient and cognitive factors (knowledge, current task) [2] . The effect of the lower level subsystem (bottom-up influence) has been comprehensively studied and modelled. In contrast, the effect of higher level subsystems (top-down influence) in attention is not yet clear [9] . Hewett [8] also suggests that volitive processes should control the whole attention process, even though some of the controlled mechanisms are automatic in the human brain. Therefore, high-level modules should have total access to the saliency map. This would allow the attention focus to be directed by the point that a person is looking at, deictic gestures, etc. Fixations to the point that a person is looking at are useful for joint attention. In [14] an additional feature map is used for the purpose of assigning more saliency to zones of joint attention between the robot and a person.
In the third version of Wolfe's Guided Search [16] high-level modules act in two ways. On the one hand they can modify the combination weights. On the other hand, they can also act after each fixation, processing (recognizing, for example) the area of the FOA, after which an "inhibition of return" (IR) signal is generated. IR is a signal that inhibits the current FOA, so that it will not win in the saliency map for some time.
Top-down influences on attention are also accounted for in the FeatureGate model [5] . In this model, a function is used to produce a distance between the low-level observed features and those of the interest objects. In [13] the topdown influence is embedded in the changing parameters that control a relaxation and energy minimization process that produces the saliency map. Also, in [3] a neural network, controlled by high-level processes, is used to regulate the flow of information of the feature maps towards the saliency map. A model of attention similar to that of Kismet is introduced in [12] for controlling a stereo head. Besides the feature maps combination (color, skin tone, motion and disparity), space variant vision is used to simulate the human fovea. However, the system does not account for top-down influences. Moreover, it uses 9 Pentium processors, which is rather costly if the attention system is to be part of a complete robot.
In [7] an attention system is presented where high-level modules do influence (can act on) the whole saliency map. When, after a fixation, part of an object is detected, saliency is increased in other locations of the visual field where other parts of the object should be, considering also scaling and rotation. This would not be very useful in poorly structured and dynamic environments. In the same system, a suppression model equivalent to IR is used: after a fixation the saliency of the activated zone is decreased in a fixed amount, automatically.
The objective of this work was not to achieve a biologically faithful model, but to implement a functional model of attention for a social robot. This paper
