Abstract. Maximum-Loss was introduced recently [4] as a valuation functional, related to stress testing. The article gives an overview over its properties, analyzes the relation to some other risk and acceptability measures and explores the possibilities of minimizing the maximum loss: An analytic result for the case of multivariate normal distributed risk factors and linear portfolios is derived. Furthermore an algorithm, based on successive convex programming is proposed for the case of nite probability spaces, e.g. for scenario based optimization.
Stress Testing and the Maximum-Loss Functional
The following valuation functional for random variables was introduced by T.
Breuer and I. Cziszár [4] in the context of stress testing: Stress test procedures should allow a decision maker who uses a certain model to identify most dangerous scenarios and account for possible modeling errors. In addition, they may give directions for risk-reducing actions.
As the Basel Committee on Banking Supervision requires banks to perform stress tests, the issue of implementation especially of how to dene the scenarios is an important issue.
While in practice stress testing is done mostly by using certain pre-dened scenarios, some eorts have been taken to develop more systematical approaches. The key idea in [4] is not only to test bad scenarios of a given distribution, but allow the whole distribution to vary in a certain neighborhood around a given referencedistribution. One could interprete the given measure as an estimated distribution.
If the possibility of estimation error and even misspecication of the model is considered, it might be of interest, what happens if the real distribution is located in a certain neighborhood around the estimated distribution.
The neighborhood proposed by Breuer and Cziszár is based on the KullbackLeibler divergence, while the outcome is measured by the expectation of a loss function with respect to an unknown probability measure, located in a given KullbackLeibler sphere. Other kinds of distances between measures can be considered as well. Therefore, on the one hand the usage of the Kullback-Leibler divergence can be seen sceptically: it is not a full distance and does not metricize the weak topology. Nevertheless, we will see that Kullback-Leibler divergence is a reasonable alternative and can be handled in very straightforward manner. Furthermore, it is closely related to the comparison of models in the context of maximum-likelihood estimation [5] .
In the following, X denotes a random vector of driving (risk) factors. L(·), a real valued function applied to the random vector. L(X) is interpreted as the loss implied by the random vector X. In the context of classical portfolio management the vector X is given by asset returns and loss L(X) is a linear function of these returns, related to the weights of the assets within the portfolio.
Stress testing is done in the following way: A reference measure ν for the random vector maybe estimated from data is given and we seek for a measure under which the expected value of loss L(X) becomes maximal. Denition 1.1. Let ν be a probability measure for a random vector X. Then the Maximum-Loss with respect to the probability measure ν is dened for any radius K > 0 as
and using the fact that
is a density with respect to ν we can rewrite the Max-Loss problem in the following way:
From this representation we can see that the dening optimization problem for MaxLoss is convex: The objective function is linear in the density f and the feasible set, especially the Kullback-Leibler sphere is convex.
If we want to emphasize the fact that the loss L is a random variable L(ω) dened on some Banach Lattice X = L p (Ω, F, ν), it is possible to write M L in a third way:
The density f is now interpreted as a random variable Z from the dual space X * of X.
This representation basically can be interpreted as the conjugate representation in the sense of Fenchel-duality ( [15] , theorem 5 and [12] , Appendix B) of MaximumLoss. It shows that the convex conjugate of the Maximum-Loss is given by the
From the form of the conjugate representaion (1.4) we can easily conclude the following facts: Proposition 1.2. Maximum-Loss has the following properties:
Proof. Following the argumentation in [12] , theorems 2.30 and 2.31:
(1) holds, because we seek for a supremum of linear functions (in Z) over a convex set. • The moment generating Function
• The cumulant generating function and its derivative
Sometimes we emphasize the dependence of these functions on the loss function by
We can now state the solution of the Max-Loss problem:
Theorem 2.1. Assume that L(r) is not (almost sure) constant and consider the Maximum-Loss problem (1.3). The following holds: (1) The generalized worst case scenario Q is the distribution with ν-density
where θ is the positive solution of the equation (2.5) 
provided the solution exists. (2) The generalized Maximum-Loss achieved by the distribution Q is given by
(3) The optimal solution depends on the radius K of the Kullback-Leibler sphere by
where θ again solves (2.5).
Proof. 1.-2. are identical with theorem 1 in [4] . We use the Karush-Kuhn-Tucker conditions for an alternative proof which gives also the conrmation of 3.
Maximum-Loss is given by the convex optimization probleḿ
The Lagrange function V of this program which is a convex functional in f is given by
The Karush-Kuhn-Tucker conditions of (2.8) are given as follows:
for all g, which means that (2.10)
The density f must fulll the constraints
The complementary slackness condition
holds for λ and f . The case λ = 0 is pathological: We can conclude from equation (2.10) that L(r) = −µ a.s.
in this case.
On the other hand, if λ > 0, we can infer (2.13)
If we plug this density into equation (2.12). we get
Together with (2.13), and dening θ := 1 λ , this leads to
Using this density inside the complementary slackness condition results in the
for the optimal θ, which shows the rst part of the theorem. The second part can be seen easily by plugging the optimal density f into the objective function. The third assertion follows from the fact that λ is the Lagrangemultiplier, related to the inequality´f (r) · log (f (r)) dν(r) ≤ K, where K appears on the right side.
Remark. The case θ = 0 will not happen in our setup, where we assume K > 0 :
, which contradicts our assumption about K.
Breuer and Cziszár [4] , theorems 2 and 3 show that Maximum-Loss is well dened, even if there is no solution to equation 2.5, although in certain cases the maximum might not be achieved. In practical applications one should avoid pathological cases and choose the radius K > 0 such that
is nite. This is essential in the case of nite discrete distributions.
•
, where θ max denotes the supremum of θ for which M ν (θ) is nite. Proof. Regarding the rst assertion, rst note that
But this is the equation fullled byθ 0 , the optimal θ for the loss L(x).
For the second part we see that
Because of a > 0 this shows that aθ 2 =θ 0 , whereθ 0 is the optimal θ for the loss L(x).
If the solution of the
is written more explicitly, it can be seen that Maximum-Loss is closely related to one of the central pricing principles from insurance mathematics, namely the Esscher principle [3] .
Under this principle the price V of an insurance risk L meaning a possible loss is calculated by
. Compared to the expectation which also can be considered as a simple pricing principle such a valuation puts extra weight on possible high losses.
In the context of certain stochastic processes, which are driven by stationary and independent increments like Brownian Motion and the Poisson process, it is possible to nd a parameter value δ, such that the discounted value of each underlying is a martingale under the new probability measure [9] , dened by the density
. It turns out that e.g. the Black-Scholes formula can be derived within this framework.
Because of this relation, the method of calibrating an Esscher price in order to nd a martingale representation can be used for pricing options. For an overview see Embrechts [8] . Sometimes the method is even used for constructing a unique martingale measure, replicating prices in the presence of incomplete markets. Obviously this neglects the fact that martingale representations are not unique in this case, because complete hedging is not possible..
Minimum-Win and the Entropic Acceptability Functional
Maximum-Loss does not t into the framework of coherent risk functionals [1] or acceptability functionals [12] , because it is convex, but acceptability equivariant.
Therefore the following, modied functional was dened in [13] : Denition 3.1. The Minimum-Win of a random variable Y is given by
where all expectations are with respect to a probability measure ν.
Remark. Equivalently, Minimum-Win is can be written as (1) The generalized worst case scenarioQ is the distribution with ν-density
whereθ is the negative solution of the equation
provided the solution exists. (2) The generalized Maximum-Loss achieved by the distributionQ is given by
Proof. Maximum-Loss is given by the concave optimization probleḿ
The Lagrange function V of this program is given by
As we seek for a minimum, λ ≤ 0 must hold now.
With this exception, the Karush-Kuhn-Tucker conditions are identical to the case of Maximum-Loss. Setting again θ = and provided that equations (2.5) and (3.4) possess solutions with the correct sign Maximum-Loss and Minimum-Win are connected by the equation
Proof. Observe that the properties of the moment generating function M imply 
Using (3.9) and (3.10) we get equivalently Furthermore, because of (3.10) we see that
Butθ is related to the optimal solution of the Minimum-Loss problem for Y , and −θ is related to the optimal solution of the Minimum-Loss problem for −Y , which means that (3.11) implies
Besides the close relationship between Maximum-Loss and the Esscher pricing principle, there is an interesting link between Minimum-Win and another famous valuation functional, the entropic acceptability.
Denition 3.4. The entropic acceptability functional EN T γ is dened by
Certainty equivalents are functionals of the form CE (Y ) = u −1 (E [u (Y )]) for some monotonic and convex utility function u. Based on the utility they give the amount of (deterministic) payo that an agent would accept, in order to be indierent between this payo and the random payo X. Such mappings are concave if and
is concave [10] . It can be seen that the entropic functional is a special case of n concave certainty equivalent with the utility function u(t) = − exp (−γ · t).
In the following F t denotes a σ-algebra connected to a ltration F = (F t ) t=1,...,T with F t ⊆ F t+1 . The entropic functional has an exceptional position under all valuation functionals, because
• it is the only valuation functional that is fully time consistent [11] , which means that it can be composed by conditional acceptability mappings even in the context of innitely many time periods, and these mappings are independent of the concrete ltration and distribution under consideration.
Obviously the entropic functionals is closely related to the cumulant generating function (2.2). It is well known (e.g. [13] ) that the dual representation of the entropic acceptability functional is given by (3.12) 
(2) If γ is the parameter of a Entropic acceptability functional EN T (·; γ) and if there exists a
Proof. Ad 1.: The Lagrange function of the Min-Win problem is given by (3.7).
The solution is described in proposition (3.2). Let Z now be the solution related toθ with
From this, and rememberingθ = 1 λ , it is clear that (3.13)Z = arg min
Considering the fact that K does not depend on Z we see that also (3.14)Z = arg min
must hold, which means thatZ must be the solution of the entropic optimization
, because of (3.12).
Putting together the pieces we get
Starting from an entropic optimization problem with parameter γ and minimizerZ , we can go from (3.14) to (3.13), if we set K = E Z · log Z and θ = − 1 γ .
Minimizing Maximum-Loss
Assume now that a (deterministic) decision w can be taken, inuencing the loss variable: L = L w (X). We assume that gradient and Hessian of L w with respect to w exist. The simplest case would be the linear portfolio L w (X) = w X. MaximumLoss can easily be used for stress tests on such decisions: M L ν (L w , K) denotes just Maximum-Loss applied to the loss variable, arising from the decision w. Stress testing gives a hint of how robust a decision w is with respect to a certain criterion, in our case Maximum-Loss. On the other hand it does not help to nd a robust portfolio.
Such robust portfolios can be found by seeking for decisions w which minimize the Maximum-Loss functional. This results in the following restricted minimax problem:
W, which is assumed to be a convex, closed and compact set, represents deterministic constraints on the decisions w. For the linear portfolio this could be classical linear restrictions for the portfolio weights w like budget-or nonnegativity constraints.
Such minimax problems can be interpreted as special cases of decision problems under ambiguity [7, 14] , which are closely related to robust optimization [2] : Similar to stochastic optimization, it is assumed that the realization of return or loss is determined by some probability distribution. On the other hand, the term ambiguity refers to the fact that the true distribution (model) is not known with certainty.
Decision problems under ambiguity assume that only a set is known, which contains the true model, and seek for the best decision under the worst model in a robust manner.
Summing up the restrictions on Z by the set
it is possible to write (4.1) shorter:
In general it is not clear, if the optimizer of (4.1) is a saddle point of E ν [L w (X) · Z], because convexity in w -and hence convex-concavity of the problem -is not achieved automatically, even if L w is convex in w. In the case of a linear port-
is bilinear in w and z, and therefore convex-concave. holds for all (w, Z) ∈ W × Z, which means that (w, Z) is a saddle point (see [6, 16] ).
Knowing the solution of the inner optimization problem by theorem (2.1) and accounting for the dependence of Λ w,ν (θ) and Λ w,ν (θ) from the decision w, the whole problem can be rewritten in the following manner
Unfortunately, in general this is not a convex problem. Only in rare analytical tractable cases, where the equation for θ can be solved explicitly, formulation (4.3)
can be used to give deeper insight. A nice example is the following case:
Corollary 4.1. Assume a linear portfolio L w (X) = w X. Let the (estimated) distribution ν of the driving factors X be N (µ, Σ) . Then problem (4.1) is equivalent to the optimization problem
Proof. From the properties of the multivariate normal distribution it is clear that Although problem (4.4) is not convex as well, corollary (4.1) shows a close connection between Maximum-Loss and another famous method from nance: the optimal maximum-loss portfolio w * under normality and linearity assumptions will be a certain point on the ecient frontier of the Markowitz portfolio optimization problem, which can be calculated by repeated quadratic optimization.
For numerical applications we can use the fact that maximum-loss given the decision w can be calculated by theorem 2.1. Dening
, where θ w is the solution of equation (2.5) for L(x) = L w (x), the minimax problem In this formulation it is not clear in general, whether the function h is convex in w: Maximum-Loss is convex and monotonic with respect to loss L w (X), but convexity with respect to decisions w generally will depend on the gradient and the Hessian of L w (X) with respect to w given the factors X. Again, linear portfolios have an exceptional position: h(w) will be convex, if it is the Maximum-loss of a linear portfolio.
Unfortunately, attacking problem (4.5) directly by applying standard algorithms and e.g. using nite dierences for rst and second derivatives most likely will be inecient. Therefore we prefer another approach.
Note that an equivalent reformulation of (4.1) is given by
This is a semi-innite program and it turns out to be especially useful in the context of nite probability spaces. If we consider such spaces -maybe as an approximation of the original probability space, maybe as sampled or observed data, an iterative procedure using dual relaxations in the style of [12] section 4.2.9 can be used to solve (4.6), and accordingly problem (4.1). In each iteration step (4.6) is solved only for a nite subset of Z. Typically, in this nite dimensional setup X will be a n × k-matrix of n scenarios for k dierent risk factor variables, ν will be a vector of dimension n representing the probability of the X-scenarios, w a m-dimensional vector of decisions and Z a n-dimensional vector, representing the density of the worst case distribution with respect to the discrete probability measure ν.
Algorithm. (Dual Iterative)
(1) Set Z = ∅, Z ≡ 1 (2) Outer problem: Solve(w)
w ∈ W (3) Inner problem: Using theorem (2.1) and with w, t being the optimizers from step (2), calculate
Otherwise calculate Z=e (θLw(x)−Λw(θ)) , where θ is calculated from equation (2.5), set Z = Z ∪ {Z} and go to step (2) .
Although the algorithm stops at an infeasible solution for the semi-innite formulation (4.6), the last solution is a reasonable good solution for the original problem Proof. In the following variables and sets with subscript n denote the optimal values of those variables in the n-th step of the algorithm. In each outer step constraints (4.7) hold for any Z ∈Z n = {1, Z 1 , . . . , Z n−1 }, which implies that the same constraints also hold for any convex combination of elements of Z n . If the procedure does not stop, this means that t n > h(w n ) + . In the next step t n+1 ≤ h(w n ) will hold: w n is a feasible solution for the outer problem with respect to all elements ofZ n+1 =Z n ∪ {Z n }, where Z n is the dual variable resulting from the calculation of h(w n ). Therefore h (w n ) is an upper bound for the optimal value t n+1 of the next step. This means that t n − t n+1 > and therefore Z n / ∈ conv(Z n ).
conv(Z n ) we have without stopping ( → 0) that lim supZ n = lim infZ n = Z . This convergence in the constraint set means that the optimal values t n of the outer problem will converge to the optimal value t * of the semiinnite problem (4.6) which is also the optimal value of the (equivalent) original problem (4.2).
On the other hand consider now the relaxed version of the original problem (4.2) where Z is replaced withZ n . It is clear that the outer step is an equivalent formulation of this relaxation and h(w n ) (calculated from the inner step) is a lower bound on its optimal value t n , and converges to t * from below.
Together this means that lim n→∞ (t n − h(w n )) = 0 and the algorithm must stop after nitely many steps with decision w,Z optimal valuet. Accounting for the fact that w,Z is a feasible solution for the original problem (4.2) and that the interval h(w),t contains the optimal value t * , we can infer 0 ≤t − t * ≤ t − h n (w * ).
