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ANALYTIC APPROXIMATION OF RATIONAL MATRIX
FUNCTIONS
V.V. PELLER AND V.I. VASYUNIN
Abstract. For a rational matrix function Φ with poles outside the unit circle,
we estimate the degree of the unique superoptimal approximation AΦ by matrix
functions analytic in the unit disk. We obtain sharp estimates in the case of
2 × 2 matrix functions. It turns out that “generically” degAΦ ≤ deg Φ − 2.
We prove that for an arbitrary 2× 2 rational function Φ, degAΦ ≤ 2 degΦ− 3
whenever degΦ ≥ 2. On the other hand, for k ≥ 2, we construct a 2× 2 matrix
function Φ, for which degΦ = k, while degAΦ = 2k − 3. Moreover, we conduct
a detailed analysis of the situation when the inequality degAΦ ≤ deg Φ− 2 can
violate and obtain best possible results.
1. Introduction
The problem of uniform approximation of a given function on the unit circle
T by functions analytic in the unit disk is a classical problem of approximation
theory that is very important in various applications (see [Pe]). It is well known
(follows from a compactness argument) that for a function ϕ in L∞(T) there is
always a best approximant f ∈ H∞:
‖ϕ− f‖∞ = distL∞(ϕ,H
∞).
Though in general a best approximant does not have to be unique, under certain
natural assumptions on ϕ we do have uniqueness. In particular, uniqueness holds
for continuous functions ϕ; this was established for the first time in [Kh] and then
rediscovered by several other mathematicians.
A function ϕ ∈ L∞ on T is called badly approximable if the zero function is a
best approximant of ϕ. It is well known (see e.g., [Pe], Ch. 7, § 5) that a nonzero
continuous function is badly approximable if and only if it has constant modulus
and negative winding number with respect to the origin. This criterion can be
extended to functions in QC
def
= H∞ + C
⋂
H∞ + C, see [Pe], Ch. 7, § 5. If ϕ
is a nonzero rational function, then ϕ is badly approximable if and only if it has
The first author is partially supported by NSF grant DMS 0200712, the second author is
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constant modulus and
deg P+ϕ < deg P−ϕ (1.1)
(this follows from the above criterion and the argument principle).
It is even more important in applications to consider the problem of analytic
approximation of matrix functions on the unit circle; in systems theory scalar
functions correspond to single input – single output systems, while matrix-valued
functions correspond to multiple input – multiple output systems (see e.g., [Fu],
[Fr], [Pe]).
It turns out, however, that the situation with best analytic approximation of ma-
trix functions is quite different from the scalar case. Suppose that Φ ∈ L∞(Mm,n),
i.e., Φ is a bounded measurable function with values in the space Mm,n of m × n
matrices. A matrix function F in H∞(Mm,n) is said to be a best approximant of
Φ if
‖Φ− F‖L∞ = inf{‖Φ−Q‖L∞ : Q ∈ H
∞(Mm,n)}.
Here for a function Ψ in L∞(Mm,n) we use the notation
‖Ψ‖L∞
def
= ess sup
ζ∈T
‖Ψ(ζ)‖Mm,n.
However, in the matrix case even for polynomial matrix functions a best approx-
imant is almost never unique. Consider the matrix function Φ =
(
z¯ 0
0 0
)
. It is
easy to see that ‖Φ‖L∞ = 1. On the other hand, if f is a scalar function in the
unit ball of H∞ then the function
(
0 0
0 f
)
∈ H∞
(
M2,2
)
is a best approximant
of Φ.
In the matrix case it is more natural to impose additional requirements on a
best approximant to be able to choose among best approximants the“very best”
one. Recall that for a matrix (or an operator on Hilbert space) A the singular
value sj(A), j ≥ 0, is, by definition, the distance from A to the set of matrices
(operators) of rank at most j. Clearly, s0(A) = ‖A‖.
Definition. Given a matrix function Φ ∈ L∞(Mm,n), we define inductively the
sets Ωj, 0 ≤ j ≤ min{m,n} − 1, by
Ω0 = {F ∈ H
∞(Mm,n) : F minimizes t0
def
= ess sup
ζ∈T
‖Φ(ζ)− F (ζ)‖};
Ωj = {F ∈ Ωj−1 : F minimizes tj
def
= ess sup
ζ∈T
sj(Φ(ζ)− F (ζ))}, j > 0.
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Functions in
⋂
k≥0
Ωk = Ωmin{m,n}−1 are called superoptimal approximants of Φ by
bounded analytic matrix functions. The numbers tj = tj(Φ) are called the superop-
timal singular values of Φ. Note that the set Ω0 consists of the best approximants
of Φ.
We say that Φ is badly approximable if
‖Φ‖L∞ = distL∞
(
Φ, H∞(Mm,n)
)
and we say that Φ is very badly approximable if the zero function is a superoptimal
approximant of Φ.
It was proved in [PY1] (see also [Pe], Ch. 14, § 3) that for a continuous m × n
matrix function Φ, there exists a unique superoptimal approximant F and
sj
(
Φ(ζ)− F (ζ)
)
= tj(Φ), 0 ≤ j ≤ min{m,n} − 1, for almost all ζ ∈ T.
For a continuous matrix function Φ, we denote by AΦ the unique superoptimal
approximant of Φ.
Note that rational matrix functions play a special role in applications in con-
trol theory; they correspond to transfer functions whose minimal realizations have
finite-dimensional state spaces. Moreover, the dimension of the state space of
minimal realization is equal to the (McMillan) degree deg Φ of a matrix rational
function Φ, see e.g., [Fu], [Pe] (see the definition of deg Φ in § 2). That is why it is
important to obtain sharp estimates of the degree of a rational matrix function.
It is well known (see [Pe], Ch. 7, § 1) that for a scalar rational function ϕ the
following inequality holds:
degAϕ ≤ degϕ and degAϕ ≤ degϕ− 1 unless ϕ ∈ H∞
(if ϕ ∈ H∞, then clearly, Aϕ = ϕ).
It was shown in [PY1] (see also [Pe], Ch. 14, § 12) that if Φ is a rational matrix
function with poles outside T, then AΦ is also rational. It is a very important
problem to obtain sharp estimate of the degree of AΦ in terms of the degree of Φ.
In particular, it has been an open problem for over 10 years whether
degAΦ ≤ deg Φ. (1.2)
In this paper we obtain definitive results for 2× 2 matrix functions. We show in
§ 3 that (1.2) holds “generically”. Moreover, generically in the nondegenerate case
rank(Φ−AΦ) = 2 the following stronger inequality holds:
degAΦ ≤ deg Φ− 2.
However, in [PY2] an example of a 2× 2 rational matrix function Φ is given, for
which rank(Φ−AΦ) = 2, but degAΦ ≤ deg Φ− 1.
In this paper we show that actually, the degree of AΦ can be greater than the
degree of Φ. In § 4 for k ≥ 2, we give an example of a 2×2 matrix function Φ such
that deg Φ = k, while degAΦ = 2k − 3.
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This is the worst possible case. We show in § 3 that if k ≥ 2 and deg Φ = k,
then degAΦ ≤ 2k − 3. Note that the last inequality was obtained by state space
methods in [LHG], but under an additional (rather complicated) assumption on Φ.
Note also that the authors of [LHG] also obtained (under an additional assumption)
estimates in the case of rational matrix functions of an arbitrary size.
Let us describe the results of § 3 in more detail. Let
(P+Φ)(z)
def
=
∑
j≥0
Φˆ(j)zj and P−Φ
def
= Φ− P+Φ,
where Φˆ(j) is the jth Fourier coefficient of the restriction of Φ to T. Consider the
matrix function Ψ defined by Ψ = Φ−AΦ. Then Ψ is a very badly approximable
matrix function. Clearly,
AP−Ψ = AP−Φ = AΦ− P+Φ = −P+Ψ
and it is easy to see that
degAΦ− deg Φ ≤ deg P+Ψ− deg P−Ψ
(the degree of a rational matrix function is defined in § 2). Thus the problem of
estimating the degree of AΦ in terms of the degree of Φ reduces to the problem
of estimating the degree of P+Ψ in terms of the degree of P−Ψ for very badly
approximable rational matrix functions Ψ.
It follows from the results of [PY1] (see also [Pe], Ch. 14, § 5 and § 12) that Ψ is
a 2×2 very badly approximable rational matrix function if and only if the function
Ψ admits on the unit circle T a special (thematic) factorization of the form
Ψ =
(
w¯1 −w2
w¯2 w1
)(
t0u0 0
0 t1u1
)(
v¯1 v¯2
−v2 v1
)
, (1.3)
where v1, v2, w1, and w2 are scalar rational functions such that |v1|
2 + |v2|
2 =
|w1|
2 + |w2|
2 on T, v1 and v2 have no common zeros in D, and w1 and w2 have
no common zeros in D; t0 ≥ t1 ≥ 0; and u0 and u1 are scalar badly approximable
rational functions such that |u0| = |u1| = 1 on T.
We prove in § 3 that if Ψ is nondegenerate (i.e., t1 > 0) and the inequality
deg P+Ψ ≤ deg P−Ψ− 2 (1.4)
is violated, then there is a point λ in the unit disk D such that u1 has a pole at λ,
u0 has a zero at λ, and both v =
(
v1
v2
)
and w =
(
w1
w2
)
have poles at 1/λ¯. We
also show in § 3 that for fixed t0, u0, u1, v1, v2, w1, and w2, inequality (1.4) can be
violated for no more than deg P−u1 numbers t1 ∈ (0, t0]. Moreover, we show in § 3
that for Ψ given by (1.3), the sum of [deg P+Ψ+ 2− deg P−Ψ]+ over all numbers
t1 ∈ (0, t0] cannot be greater than deg P−u1. Here for x ∈ R, we use the notation
[x]+ = max{x, 0}.
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In § 4 we construct an example of a matrix function of the form (1.3) such
that inequality (1.4) is violated for precisely deg P−u1 values of t1 ∈ (0, t0]. This
example also shows that that the above estimate obtained in § 3 is best possible.
In § 2 we collect information on Hankel and Toeplitz operators, degrees of ratio-
nal matrix functions, and very badly approximable matrix functions.
2. Preliminaries
2.1. Hankel and Toeplitz operators on spaces of vector functions. For
a matrix function Φ in L∞(Mm,n), the Hankel operator
HΦ : H
2(Cn)→ H2−(C
m)
def
= L2(Cm)⊖H2(Cm),
is defined by
HΦf = P−(Φf),
where P− is the orthogonal projection from L
2(Cm) onto H2−(C
m). Here H2(Cn) is
the Hardy space of Cn-valued functions that is identified naturally with a subspace
of L2(Cn).
It is well known that
‖HΦ‖ = distL∞
(
Φ, H∞(Mm,n)
)
.
The operator HΦ is compact if and only if Φ ∈
(
H∞ + C
)
(Mm,n).
For Φ ∈ L∞(Mm,n), the Toeplitz operator
TΦ : H
2(Cn)→ H2(Cm),
is defined by
TΦf = P+(Φf),
where P+ is the orthogonal projection from L
2(Cm) onto H2(Cm).
If Φ is a continuous square matrix function, then TΦ is Fredholm (an operator
T on Hilbert space is called Fredholm if its range is closed and both Ker T and
Ker T ∗ are finite-dimensional) if and only if det Φ does not vanish on T.
We refer the reader to [Pe] for more detailed information on Hankel and Toeplitz
operators on spaces of vector functions.
2.2. The degree a of rational matrix function. To define the (McMillan)
degree of a rational matrix function, we define first Blaschke–Potapov products.
An n×n matrix function B is called a finite Blaschke–Potapov product if it admits
a factorization
B = UB1B2 · · ·Bk, (2.1)
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where
Bj(z) =
λj − z
1− λ¯jz
Pj + (I − Pj)
for some λj in D, orthogonal projections Pj on C
n, and a unitary matrix U . The
degree of the Blaschke–Potapov product (2.1) is defined by
degB =
k∑
j=1
rankPj.
Let now Φ be an m × n rational function without poles in Cˆ \ closD. We say
that Φ has (McMillan) degree d > 0 (in other words, deg Φ = d) if there exists
an n × n Blaschke–Potapov product B of degree d such that ΦB ∈ H∞(Mm,n),
but there is no such Blaschke–Potapov product of degree d− 1. If Φ is a constant
function, we put deg Φ = 0. It is well known (see e.g., [Pe], Ch. 2, § 5) that deg Φ
is the rank of the Hankel operator HΦ : H
2(Cn)→ H2−(C
m) for rational functions
Φ with poles in D and
deg Φ = deg Φt (2.2)
for an arbitrary rational matrix function Φ.
Note that it follows from (2.2) that deg Φ = d > 0 if and only if there exists a
Blaschke–Potapov product B of degree d such that BΦ ∈ H∞(Mm,n), but there is
no such Blaschke–Potapov product of degree d− 1.
If Φ is a rational matrix function without poles in closD, we say that deg Φ =
deg Φ♭, where the rational matrix function Φ♭ is defined by Φ♭(z) = Φ(1/z).
For a matrix function Φ without poles on the unit circle T we put
deg Φ = deg P−Φ+ deg P+Φ.
It is easy to see that if for r > 0, the function Φr is defined by
Φr(z) = Φ(rz)
and both Φ and Φr have no poles on T, then deg Φ = deg Φr. If Φ is an arbitrary
rational matrix function, we define the degree of Φ as
deg Φ = deg Φr,
where r is a positive number such that Φr has no poles on T.
For a rational matrix function Φ and λ ∈ Cˆ we define the (McMillan) degree of
Φ at λ as the degree of the principal part of Ψ at λ and we use the notation degλΦ
for the degree of Φ at λ.
Clearly,
deg Φ =
∑
λ∈Cˆ
degλΦ.
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For a subset Λ of Cˆ, we use the notation
degΛΦ =
∑
λ∈Λ
degλΦ.
It is easy to see that for Λ ⊂ D, degΛΦ = κ > 0 if and only if there exists
a Blaschke–Potapov product B of degree κ such that BΦ has no pole in Λ, but
there is no such Blaschke–Potapov product of degree κ − 1.
We need the following elementary facts about the degrees of rational functions.
Lemma 2.1. Let Φ be a square rational matrix function. Then
degΛ det Φ ≤ degΛΦ
for every Λ ⊂ Cˆ.
Proof. Clearly, it suffices to consider the case when Λ ⊂ D. Let d = degΛΦ
and let B be a Blaschke–Potapov product of degree d such that ΦB has no poles in
Λ. Then det ΦB = detΦdetB has no poles in Λ. It follows immediately from the
definition of Blaschke–Potapov products that detB is a scalar Blaschke product
of degree d. Thus degΛ det Φ ≤ d. 
Suppose now that Φ =
(
ϕ11 ϕ12
ϕ21 ϕ22
)
is a 2× 2 matrix function. We denote by
Φad the adjugate matrix function:
Φad
def
=
(
ϕ22 −ϕ21
−ϕ12 ϕ11
)
.
Lemma 2.2. Let Φ be a 2× 2 rational matrix function. Then
deg Φad = deg Φ.
Proof. For the unitary matrix J =
(
0 −1
1 0
)
we have Φad = JΦJ∗. It is easy
to see from the definition of the degree that the degree does not change when we
multiply a matrix function by a constant unitary matrix. 
Lemma 2.3. Suppose that Φ1 is an m × n rational matrix function and Φ2 is
an n× k rational matrix function. Then
degΛ(Φ1Φ2) ≤ degΛΦ1 + degΛΦ2
for every Λ ⊂ Cˆ.
Proof. Clearly, it suffices to prove this inequality for Λ ⊂ D. Let us show that
if Ψ is a rational function without poles on T and B is a finite Blaschke–Potapov
product, then
degΛ(ΨB) ≥ degΛΨ− degB. (2.3)
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Let B⋆ be a Blaschke–Potapov product of degree degΛ(ΨB) such that ΨBB⋆ has
no pole in Λ. Then deg(BB⋆) ≥ degΛΨ. Together with the obvious equality
deg(BB⋆) = degB + degB⋆ this proves (2.3).
Similarly, if B is a finite Blaschke–Potapov product, then
degΛ(BΨ) ≥ degΛΨ− degB. (2.4)
Let now B1 be a Blaschke–Potapov product of degree degΛΦ1 such that B1Φ1
has no pole in Λ and let B2 be a Blaschke–Potapov product of degree degΛΦ2 such
that ΦB2 has no pole at Λ. Then by (2.3) and (2.4),
0 = degΛ(B1Φ1Φ2B2) ≥ degΛ(B1Φ1Φ2)− degB2 ≥ degΛ(Φ1Φ2)− degB1 − degB2
which proves the result. 
Remark. In fact, Lemma 2.1 in the special case of 2 × 2 functions is an easy
consequence of Lemma 2.2:
(degλ det Φ)
2 = degλ((det Φ)I2×2) = degλ(Φ
adΦ) ≤ degλΦ
ad degλΦ = (degλΦ)
2.
2.3. Thematic factorizations and very badly approximable matrix
functions. For simplicity, we state here results on badly approximable matrix
functions in the 2× 2 case. Note that all results mentioned in this subsection are
also valid in the case of matrix functions of an arbitrary size; we refer the reader
to [Pe] (Ch. 14) for the general case. However, in the case of an arbitrary size
thematic factorizations look more complicated.
In [PY1] very badly approximable matrix functions were characterized in terms
of certain special factorizations (thematic factorizations). In particular, it follows
from the results of [PY1] that a continuous matrix function Ψ on T is very badly
approximable if and only if it admits a factorization
Ψ =
(
w¯1 −w2
w¯2 w1
)(
t0u0 0
0 t1u1
)(
v¯1 v¯2
−v2 v1
)
, (2.5)
where 0 ≤ t1 ≤ t0, u0 and u1 are badly approximable unimodular (i.e., |u0| =
|u1| = 1 almost everywhere on T) functions of class QC = H
∞ + C
⋂
H∞ + C;
v =
(
v1
v2
)
and w =
(
w1
w2
)
are inner and co-outer column functions (i.e.,
v1, v2, w1, and w2 are H
∞ functions satisfying |v1|
2 + |v2|
2 = |w1|
2 + |w2|
2 = 1
almost everywhere on T and such that the functions v1 and v2 are coprime and
the functions w1 and w2 are coprime
1). Moreover, in this case t0 = t0(Ψ) and
t1 = t1(Ψ) are the superoptimal singular values of Ψ. We refer the reader to [Pe],
Ch. 14, § 5. Note also that another (more geometric) description of very badly
approximable matrix functions is given in [PT].
1Recall that H∞ functions are called coprime if they have no common nonconstant inner
divisor.
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It was also shown in [PY1] that in case Ψ is nondegenerate (i.e., rankΨ = 2
almost everywhere on T), the Toeplitz operator TzΨ : H
2(C2)→ H2(C2) has dense
range (see also [Pe], Ch. 14, Theorem 5.4).
It was also shown in [PY1] that if Ψ is rational, then all functions in the factor-
ization (2.5) are rational. Moreover, the following result holds.
Lemma 2.4. The following inequalities hold:
deg P−u0 ≤ deg P−Ψ, (2.6)
deg v ≤ deg P−Ψ− 1, (2.7)
and
degw ≤ deg P−Ψ− 1. (2.8)
The proof of Lemma 2.4 is implicitly contained in the proof of Lemma 12.2 of
Ch. 14 of[Pe]. We give here an explicit proof.
Proof of Lemma 2.4. Multiplying (2.5) on the left by wt, we arrive at the
following identity:
w
tΨ = t0u0v
∗. (2.9)
Applying this equality to the vector function v, we obtain
w
tΨv = t0u0.
Let λ ∈ D. Since v and wt are analytic in D, we have degλw
t = degλ v = 0, and
so by Lemma 2.3,
degλ u0 = degλ(w
tΨv) ≤ degλw
t + degλΨ+ degλ v = degλΨ. (2.10)
To obtain (2.6), one has to take the sum in (2.10) over D.
To prove (2.7), we multiply (2.9) by 1/u0:
1
u0
w
tΨ = t0v
∗,
whence
deg v = deg v∗ =
∑
λ∈D
degλ
1
u0
w
tΨ =
∑
λ∈D
degλ
1
u0
Ψ.
If λ is a pole of Ψ, then by (2.10), degλΨ ≥ degλ u0, and since u0 is a scalar
function, we have
degλ
1
u0
Ψ ≤ degλΨ− degλ u0.
If λ is a regular point of Ψ, then
degλ
1
u0
Ψ = degλ
1
u0
= deg1/λ u0.
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Hence, for arbitrary λ ∈ D, we have
degλ
1
u0
Ψ ≤ degλΨ− degλ u0 + deg1/λ u0.
Summation over λ ∈ D yields
deg v ≤ deg P−Ψ− deg P−u0 + deg P+u0.
Inequality in (2.7) follows now from (1.1). To prove (2.8), one has to apply (2.7)
to the matrix function Ψt. 
To conclude this subsection, we state one more inequality:
deg P−u1 ≤ deg P−Ψ− µ,
where µ is the multiplicity of the singular value 1 of the Hankel operator Hu0. This
is a consequence of Theorem 8.1 of Ch. 14 of [Pe]. Thus
deg P−u1 ≤ deg P−Ψ− 1. (2.11)
2.4. Singular values of HU and HU∗ for unitary-valued matrix func-
tions U . Let U be a unitary-valued n× n matrix function such that the Toeplitz
operator TU : H
2(Cn) → H2(Cn) has dense range. Then the operator H∗U∗HU∗ is
unitarily equivalent to the restriction of H∗UHU to Ker TU (see [Pe], Ch. 4, § 4). For
scalar unimodular functions this result was proved in [PK]. It is easy to see that
Ker TU = {f ∈ H
2(Cn) : ‖HUf‖ = ‖f‖}.
In particular, if HU is compact, then dimKer TU <∞, and so
sj(HU∗) = sj+µ(HU), where µ = dimKer TU . (2.12)
In other words, µ is the multiplicity of the singular value 1 of HU . This means that
to obtain the singular values of HU∗ , one has to remove from the singular values
of HU all singular values equal to 1.
Suppose now that Ψ is a continuous very badly approximable function of size
n × n such that tj(Ψ) = 1, 0 ≤ j ≤ n − 1. Then Ψ is unitary-valued and the
Toeplitz operator TzΨ has dense range (see § 2.3). Since TzΨ is Fredholm (see
§ 2.1), RangeTzΨ = H
2(Cn). In particular, for any constant vector c there exists
a function f ∈ H2(Cn) such that TzΨf = c. It follows that f ∈ Ker TΨ, and so
dimKer TΨ ≥ n. Thus it follows from (2.12) that
rankHΨ∗ ≤ rankHΨ − n.
In other words
deg P+Ψ ≤ deg P−Ψ− n. (2.13)
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3. Upper Estimates
In this section we are going to obtain sharp estimates of the degree of the su-
peroptimal approximant AΦ of a rational 2× 2 matrix function Φ in terms of the
degree of Φ. As we have observed in § 1, this problem reduces to the problem for
a very badly approximable rational matrix function Ψ, to estimate the degree of
P+Ψ in terms of the degree of P−Ψ.
Let Ψ be a very badly approximable rational matrix function with t1(Ψ) 6= 0.
Without loss of generality we may assume that t0(Ψ) = ‖HΨ‖ = 1. Then Ψ admits
a thematic factorization
Ψ =
(
w
# ξ
)( u0 0
0 t1(Ψ)u1
)(
v
∗
ϑt
)
(3.1)
Here u0 and u1 are badly approximable scalar rational functions, v =
(
v1
v2
)
and
w =
(
w1
w2
)
are rational inner and co-outer column functions, and
ξ =
(
−w2
w1
)
and ϑ =
(
−v2
v1
)
(3.2)
(see § 2.3).
For a rational matrix function G we are going to use the notation
G#(ζ)
def
= G(1/ζ¯)
and
G∗ =
(
G#
)t
.
Clearly, G# and G∗ are rational matrix functions and
G#(ζ) = G(ζ) for ζ ∈ T.
We consider the parametric family {Ψ[t]}t>0 of very badly approximable matrix
functions:
Ψ[t] =
(
w
# ξ
)( u0 0
0 tu1
)(
v
∗
ϑt
)
. (3.3)
As we have discussed in § 2.3, Ψ[t] is very badly approximable for t ≤ 1.
In this section we prove that for all but finitely many points t ∈ (0, 1] we have
deg P+Ψ[t] ≤ deg P−Ψ[t] − 2 (3.4)
and for all t ∈ (0, 1] we have
deg P+Ψ[t] ≤ 2 deg P−Ψ[t] − 3.
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In the case t0(Ψ) 6= 0 and t1(Ψ) = 0 we prove that
deg P+Ψ ≤ deg P−Ψ− 1.
Let Ψ = Ψ[t] be a rational very badly approximable matrix function such that
t1(Ψ) 6= 0. By (3.1),
Ψ[t] = u0w
#
v
∗ + tu1ξϑ
t. (3.5)
Obviously,
det
(
w
# ξ
)
(ζ) = det
(
v
∗
ϑt
)
(ζ) = 1 (3.6)
for all ζ ∈ T. Since the matrix functions in (3.6) are rational, it follows that (3.6)
holds for all ζ ∈ C. Thus we have
detΨ[t](ζ) = tu0(ζ)u1(ζ), ζ ∈ C. (3.7)
We start with the inequality
deg P+Ψ[1] ≤ deg P−Ψ[1] − 2 (3.8)
(see (2.13)).
Let t ∈ (0, 1]. Suppose that both functions u0w
#
v
∗ and tu1ξϑ
t in (3.5) have a
pole at λ ∈ Cˆ. We say that we have a cancellation at λ on the right-hand side of
(3.5) if
degλ(u0w
#
v
∗ + tu1ξϑ
t) < max{degλ u0w
#
v
∗, degλ u1ξϑ
t}.
Since both matrix functions u0w
#
v
∗ and u1ξϑ
t have rank one, for a given λ, we
can have a cancellation at λ for no more than one t.
Definition. We say that t is a nondisturbing number for the family {Φ[t]} (or
simply a nondisturbing number) if for this t there is no cancellation of poles on the
right-hand side of (3.5). We say that t is a nondisturbing number for a set Λ ⊂ Cˆ if
there is no cancellation of poles for λ ∈ Λ. Otherwise we say that t is a disturbing
number (disturbing number for Λ ).
Note that the function w#v∗ is analytic in Cˆ \ closD, and so if u0w
#
v
∗ has a
pole at λ ∈ Cˆ \ closD, then λ is a pole of u0. Similarly, the function ξϑ
t is analytic
in D, and so if tu1ξϑ
t has a pole at λ ∈ D, then u1 has a pole at λ. Thus there can
be at most deg P+u0 disturbing numbers t for the exterior of the unit disk and at
most deg P−u1 disturbing numbers t for the unit disk. Recall that
deg P+u0 ≤ deg P−u0 − 1 ≤ deg P−Ψ[t] − 1 for all t ∈ (0, 1] (3.9)
and
deg P−u1 ≤ deg P−Ψ[t] − 1 for all t ∈ (0, 1] (3.10)
(see (1.1), (2.6), and (2.11)).
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We are going to prove that inequality (3.4) holds for all nondisturbing numbers
t for the unit disk. If 1 is a nondisturbing number for the exterior of the unit
disk, then (3.4) is an immediate consequence of (3.8). In the case when 1 is a
disturbing number for the exterior of the unit disk, we prove that 1 must also be a
disturbing point for the unit disk and the number of cancelled poles (counted with
multiplicities) outside the unit disk is at least the number of cancelled poles in the
unit disk. Clearly, this would imply (3.4) for all t nondisturbing for the unit disk.
We have from (3.5)
ξ∗Ψ[t] = tu1ϑ
t (3.11)
and
Ψ[t]ϑ
# = tu1ξ. (3.12)
Multiplying (3.11) by the adjugate matrix Ψad[t] on the right and multiplying (3.12)
by Ψad[t] on the left, we obtain(
detΨ[t]
)
ξ∗ = tu1ϑ
tΨad[t] and
(
detΨ[t]
)
ϑ# = tu1Ψ
ad
[t] ξ.
It follows now from (3.7) that
u0ξ
∗ = ϑtΨad[t] and u0ϑ
# = Ψad[t] ξ. (3.13)
Lemma 3.1. Let Ψ be a matrix function of the form (3.1) such that t1 = t1(Ψ) 6=
0. Suppose that u0 has a pole of multiplicity d at λ, |λ| > 1, and degλΨ = d − l,
l > 0. Then u1 has a zero at λ of multiplicity at least l, and both v and w have
poles at λ of multiplicity at least l.
Proof. By Lemma 2.1,
degλ detΨ ≤ degλΨ = d− l.
By (3.7), u1 has a zero at λ of multiplicity at least l. Note that ξ
∗(λ) 6= 0 and
ϑ#(λ) 6= 0 (this follows from the fact that v and w are co-outer). Thus degλ u0ξ
∗ =
degλ u0ϑ
# = degλ u0 = d. On the other hand, by Lemma 2.2, degλΨ
ad = degλΨ =
d − l. Hence, by (3.13), degλ ξ ≥ l and degλ ϑ
t ≥ l, i.e., both v and w have poles
at λ of multiplicity at least l. 
Put
J =
(
0 −1
1 0
)
and
A = wvt.
We have
Ψ[t] = u0A
# − tu1JAJ. (3.14)
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Lemma 3.2. Let |λ| > 1. Suppose that for some t < 1,
degλΨ[t] − degλΨ[1] = l > 0. (3.15)
Then for all t < 1,
deg1/λ¯Ψ[t] − deg1/λ¯Ψ[1] = l > 0. (3.16)
Proof. We have already observed that since both matrix functions u0w
#
v
∗ and
u1ξϑ
t have rank one, it follows from (3.5) that if (3.15) holds for some t ∈ (0, 1),
then it holds for all t ∈ (0, 1). The same is true for (3.16).
Let d be the multiplicity of the pole of u0 at λ. Since 1 is a disturbing number
for the point λ, we have
degλ(u0w
#
v
∗) = degλ(u1ξϑ
t).
Note that the vector functions w#, v∗ are analytic and nonzero for |λ| > 1. There-
fore
degλΨ[t] = degλ(u0w
#
v
∗) = degλ u0 = d for all t 6= 1
and at the disturbing number the degree drops by l: degλΨ[1] = d− l.
Since for a rational function u unimodular on T, we have u# = 1/u, it follows
from (3.14) that
Ψ#[t] = u
#
0 A− tu
#
1 JA
#J =
1
u0u1
(
u1A− tu0JA
#J
)
= −
t
u0u1
JΨ[1/t]J. (3.17)
By Lemma 3.1, the function 1
u0u1
at λ cannot have a zero of multiplicity greater
than d− l. Thus it follows from (3.17) that 1 is a disturbing number for the family
{Ψ#[t]} for the point λ and the multiplicity of the pole of Ψ
#
[1] at λ must also drops
by l. This means that t = 1 is a disturbing number for the family {Ψ[t]} for the
point 1/λ¯ and the multiplicity of the pole of Ψ[1] at 1/λ¯ must also drop by l. 
Theorem 3.3. For all nondisturbing numbers t ∈ (0, 1] for the unit disk in-
equality (3.4) holds. There can be at most deg P−u1 numbers t ∈ (0, 1), for which
inequality (3.4) can be violated.
Proof. Recall that for all nondisturbing numbers t, degΛΨ[t] remains the same.
Let us first consider the case when 1 is a nondisturbing number for the family
{Ψ[t]} for the exterior of the unit disk. Then for all nondisturbing numbers t for
the unit disk we have
deg
Cˆ\DΨ[t] = deg P+Ψ[t] ≤ deg P+Ψ[1],
degDΨ[t] = deg P−Ψ[t] ≥ deg P−Ψ[1].
Therefore inequality (3.8) yields
deg P−Ψ[t] − deg P+Ψ[t] ≥ deg P−Ψ[1] − deg P+Ψ[1] ≥ 2
for all nondisturbing numbers t for the unit disk.
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In the case when 1 is a disturbing number for the family {Ψ[t]} for some λ,
|λ| > 1, we use Lemma 3.2. Let Λ be the set of all points λ satisfying the hypotheses
of Lemma 3.2, and put Λ# = {1/λ¯ : λ ∈ Λ}. Taking the sum in (3.15) and (3.16)
over Λ yields
degΛ# Ψ[t] − degΛΨ[t] = degΛ# Ψ[1] − degΛΨ[1].
For all λ ∈ Cˆ \ (D ∪ Λ) the number 1 is nondisturbing, whence
deg
Cˆ\(D∪Λ)Ψ[t] ≤ degCˆ\(D∪Λ)Ψ[1].
And finally, if t is a nondisturbing number for the unit disc, then we have
deg P−Ψ[t] − deg P+Ψ[t]= (degD\Λ# Ψ[t] − degCˆ\(D∪Λ)Ψ[t]) + (degΛ#Ψ[t] − degΛΨ[t])
≥ (degD\Λ#Ψ[1] − degCˆ\(D∪Λ)Ψ[1]) + (degΛ#Ψ[1] − degΛΨ[1])
= deg P−Ψ[1] − deg P+Ψ[1] ≥ 2.
Let us estimate now the amount of disturbing numbers for the unit disc. Since
the vector functions ξ and ϑt are analytic in D, the equality
Ψ[t1] −Ψ[t2] = (t1 − t2)u1ξϑ
t
implies that the multiplicity of the pole at a point λ ∈ D can drop for some t only
if λ is a pole of u1. Definitely, each pole of u1 can produce at most one disturbing
number. Thus the total amount of disturbing numbers does not exceed the number
of poles of u1 in D, what is no more than deg P−u1. 
The following result gives us a sharp estimate for deg P+Ψ in the general case.
The example given in the next section shows that this estimate is the best possible.
Theorem 3.4. Let Ψ be a very badly approximable rational 2×2 matrix function
such that deg P−Ψ = k > 0. If t1(Ψ) = 0, then
deg P+Ψ ≤ k − 1.
If t1(Ψ) 6= 0, then
deg P+Ψ ≤ 2k − 3.
Proof. Consider first the case when t1(Ψ) = 0. Then Ψ can be represented as
Ψ =
(
w
# ξ
)( u0 0
0 0
)(
v
∗
ϑt
)
= u0w
#
v
∗,
where u0 is a scalar badly approximable function, v and w are inner and co-outer
column functions, and ξ and ϑ are defined by (3.2). By (3.9),
deg P+u0 < deg P−u0 ≤ k.
Since ranku0w
#
v
∗ = 1 and both w# and v∗ have poles only in D, it follows easily
from Lemma 2.3 that
deg P+Ψ = deg P+u0w
#
v
∗ ≤ deg P+u0 ≤ k − 1.
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Suppose now that t1(Ψ) 6= 0. Consider a nondisturbing number t ∈ (0, 1). By
Theorem 3.3
deg P+Ψ[t] ≤ deg P−Ψ[t] − 2.
By (3.5),
Ψ = Ψ[t1(Ψ)] = Ψ[t] + (t1(Ψ)− t)u1ξϑ
t. (3.18)
Since t is nondisturbing, we have
deg P+Ψ ≤ deg P+Ψ[t] ≤ deg P−Ψ[t] − 2.
On the other hand, it follows from (3.18) that
deg P−Ψ ≥ deg P−Ψ[t] − deg P−u1ξϑ
t ≥ deg P−Ψ[t] − deg P−u1
because both ξ and ϑt are analytic in D. Thus
deg P+Ψ− deg P−Ψ ≤ deg P−u1 − 2.
The desired inequality follows from (3.10). 
Theorem 3.5. Let Φ be a rational 2×2 matrix function such that deg Φ = k > 0
and P−Φ 6= 0. If t1(Φ) = 0, then
degAΦ ≤ k − 1.
If t1(Φ) 6= 0, then
degAΦ ≤ 2k − 3.
Proof. It suffices to apply Theorem 3.4 for the matrix function Ψ = Φ − AΦ.
Indeed, Theorem 3.4 yields
deg(P+Φ−AΦ) ≤
{
deg P−Φ− 1 if t1(Φ) = 0,
2 degP−Φ− 3 if t1(Φ) 6= 0.
Substituting this in the inequality degAΦ ≤ deg P+Φ+ deg(P+Φ−AΦ), we get
degAΦ ≤
{
deg P+Φ+ deg P−Φ− 1 = deg Φ− 1 if t1(Φ) = 0,
deg P+Φ+ 2 deg P−Φ− 3 ≤ 2 deg Φ− 3 if t1(Φ) 6= 0.

Theorem 3.4 shows that for every t ∈ (0, 1),
deg P+Ψ[t] + 2− deg P−Ψ[t] ≤ deg P−u1.
The next theorem improves this result. It shows that on the left-hand side of
the above inequality we can take the sum over all t ∈ (0, 1].
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Theorem 3.6. Let {Ψ[t]}, t ∈ (0, 1], be the family of very badly approximable
matrix functions defined by (3.3). Then∑
t∈(0,1]
[
deg P+Ψ[t] + 2− deg P−Ψ[t]
]
+
≤ deg P−u1. (3.19)
Recall that [x]+ = max{x, 0}.
Proof. By Theorem 3.3, only finite set of disturbing points t1, t2, · · · , tn ∈ (0, 1),
n ≤ deg P−u1, for the unit disk can produce a nonzero term in (3.19). Denote by
Λj the subset of D such that tj is a nondisturbing number for D \ Λj and it is a
disturbing number for every point λ in Λj. Take any nondisturbing number t and
use the same argument as in the proof of Theorem 3.4. The only difference is the
following: we estimate the difference of the degrees of Ψ[tj ] and Ψ[t] not for the
whole unit disk, but for each Λj separately. The identity
Ψ[tj ] = Ψ[t] + (tj − t)u1ξϑ
t
implies that
degΛj Ψ[tj ] ≥ degΛj Ψ[t] − degΛj u1.
Since tj is nondisturbing for D \ Λj, we have the following identity for this set:
degD\Λj Ψ[tj ] = degD\Λj Ψ[t].
Thus together with the previous inequality, we obtain
deg P−Ψ[tj ] ≥ deg P−Ψ[t] − degΛj u1.
Since t is nondisturbing, we have as before:
deg P+Ψ[tj ] ≤ deg P+Ψ[t] ≤ deg P−Ψ[t] − 2.
Therefore
deg P+Ψ[tj ] + 2− deg P−Ψ[tj ] ≤ degΛj u1.
Taking the sum over j, we obtain (3.19). 
We will see in Theorem 4.4 that inequality (3.19) is best possible in the sense that
if κ is an integer-valued nonnegative function on (0, 1] that can be nonzero only
at finitely many points, then there is a family of rational very badly approximable
functions Ψ[t] of the form (3.3) such that[
deg P+Ψ[t] + 2− deg P−Ψ[t]
]
+
= κ(t)
and ∑
t∈(0,1]
κ(t) = deg P−u1.
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4. Counterexamples
In this section for k ≥ 2, we construct an example of a very badly approximable
2 × 2 rational matrix function Ψ such that deg P−Ψ = k, but deg P+Ψ = 2k − 3.
We are going to look for Ψ in the form (3.3). It follows from Theorem 3.3 that t
must be a disturbing number for the unit disk.
We also construct an example of the family Ψ[t] of the form (3.3) such that
inequality (3.4) can be violated for several values of t ∈ (0, 1]. Actually, it can be
violated for precisely deg P−u1 values of t which shows that Theorem 3.3 cannot be
improved. Moreover, the same construction shows that the inequality in Theorem
3.6 cannot be improved.
The following result gives a necessary condition for the existence of a disturbing
number for the unit disk that reduces the multiplicity of a pole at a given point of
D. Its proof is similar to the proof of Lemma 3.1.
Lemma 4.1. Suppose that a point λ ∈ D is a pole of u1 of multiplicity d > 0
and the multiplicity of the pole of Ψ at λ is d− l, where l > 0. Then u0 has a zero
at λ of multiplicity at least l and both v# and w# have a pole at λ of multiplicity
at least l.
Proof. It is easy to see that
w
tΨ = u0v
∗ (4.1)
and
Ψv = u0w
#. (4.2)
Since by Lemma 2.1, degλ detΨ ≤ d− l, it follows from (3.7) that u0 has a zero
at λ of multiplicity at least l.
Multiplying (4.1) on the right and (4.2) on the left by the adjugate matrix Ψad
and using (3.7), we get
tu1w
t = v∗Ψad (4.3)
and
tu1v = Ψ
ad
w
#. (4.4)
By Lemma 2.2, degλΨ
ad = degλΨ. Since v(λ) 6= 0 and w
t(λ) 6= 0 (their compo-
nents are coprime!), the expressions in these equalities have a pole of multiplicity
d at the point λ. Therefore both v∗ (and hence v#) and w# have poles at λ, of
multiplicity at least l. 
We can try to construct a desired example of a function Ψ, for which all poles
have multiplicity one. To construct such an example, we have to cancel k−1 poles
of tu1ξϑ
t in D. Note that deg P−u1 ≤ k − 1 (see § 2.3). Thus we have to cancel
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all poles of tu1ξϑ
t in D. By Lemma 4.1, u0 must have zeros at all poles of u1 in D
and both v# and w# must have poles at all poles of u1 in D.
Theorem 4.2. Let k ≥ 2 be an integer, 0 < t < 1, and a > 1. Suppose that B0,
B1, and B2 are Blaschke products such that
degB0 = k − 1, degB1 = k, degB2 = k − 2,
and the function 1− ta2B1B2 vanishes at the zeros of B0. Let
Ψ =
(
1
B0
a
−a B0
)( B0
B1
0
0 tB2
B0
)(
1
B0
a
−a B0
)
. (4.5)
Then deg P−Ψ = k, while deg P+Ψ = 2k − 3.
Remark. On the right-hand side of formula (4.5) the first and the third matrix
functions are not as in the definition of thematic factorizations (see (2.5)). How-
ever, if we multiply the first and the third matrix functions on the right-hand side
of (4.5) by (1+ a2)1/2, we obtain matrix functions as in the thematic factorization
(2.5). Thus the function Ψ defined by (4.5) is very badly approximable.
Proof. It is easy to verify that
Ψ =
(
1−ta2B1B2
B0B1
a
B1
+ taB2
− a
B1
− taB2 B0(
−a2
B1
+ tB2)
)
.
Let us first compute deg P−Ψ. By the hypotheses of the theorem, P−Ψ has
removable singularities at the zeros of B0. Thus P−Ψ has poles only at the zeros
of B1. Hence,
deg P−Ψ = degB−11 (0)
(
1
B0B1
a
B1
− a
B1
−a2B0
B1
)
.
We have (
1
B0B1
a
B1
− a
B1
−a2B0
B1
)
=
1
B1
(
1
B0
a
−a −a2B0
)
.
Clearly,
rank
(
1
B0
a
−a −a2B0
)
= 1,
and so
deg P−Ψ = degB1 = k.
Let us now compute deg P+Ψ. Clearly, P+Ψ can have poles only at the poles of
B2 and the poles of B0.
Let us first show that there can be no cancellation of poles at the poles of B2 or
B0. The only possibility of cancellation is to cancel poles of B0 of the lower right
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entry which can be done if − a
2
B1
+ tB2 vanishes at poles of B0. Let ζ be a zero of
B0 and suppose that
a2
B1(1/ζ¯)
= tB2(1/ζ¯).
It follows that
a2B1(ζ)B2(ζ) = t.
Since t < 1, this contradicts the assumption that ta2B1(ζ)B2(ζ) = 1.
First, we compute the contribution of the poles of B0. Clearly, only the lower
right entry of P+Ψ has poles at poles of B0. Obviously,
degB−10 (∞)Ψ = k − 1.
Let us compute the contribution of the poles of B2. We have
degB−12 (∞)Ψ = degB
−1
2 (∞)
(
−ta2B2
B0
taB2
−taB2 tB2B0
)
= degB−12 (∞)B2
(
−ta2
B0
ta
−ta tB0
)
.
Clearly,
rank
(
−ta2
B0
ta
−ta tB0
)
= 1,
and so the contribution of the poles of B2 is degB2 = k − 2. Thus
deg P+Ψ = k−1+k−2 = 2k−3. 
Corollary 4.3. Let Ψ be the function defined in Theorem 4.2 and let Φ = P−Ψ.
Then deg Φ = k and degAΦ = 2k − 3.
Finally, we can slightly modify the construction in Theorem 4.2 to get a family
Ψ[t] of the form (3.3) such that inequality (3.4) is violated for several different
values of t ∈ (0, 1).
The following result shows that roughly speaking, inequality (3.19) is the only
constraint for the numbers
[
deg P+Ψ[t] + 2− deg P−Ψ[t]
]
+
.
Theorem 4.4. Let k, a, B0, B1, and B2 be as in Theorem 4.2. Suppose that
t1, · · · , td are distinct points in (0, 1), ∆1, · · · ,∆d is a partition of the zero set
of B0, and κj is the number of zeros of B0 in ∆j (counted with multiplicities).
Assume that
1− tja
2B1B2 vanishes at the points of ∆j , 1 ≤ j ≤ d. (4.6)
If the very badly approximable function Ψ[t] is defined by
Ψ[t] =
(
1
B0
a
−a B0
)( B0
B1
0
0 tB2
B0
)(
1
B0
a
−a B0
)
, 0 < t ≤ 1,
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then inequality (3.4) is violated precisely for t = t1, · · · , td and
deg P+Ψ[tj ] = deg P−Ψ[tj ] − 2 + κj .
The proof of Theorem 4.4 is exactly the same as the proof of Theorem 4.2.
In particular, if each ∆j is a singleton, inequality (3.4) is violated for precisely
deg P−u1 values of t.
Remark. Let us fix the zeros of B0. Condition (4.6) means that the Blaschke
product B1B2 interpolates at the points of ∆j the value (a
2tj)
−1. It is well known
(see e.g., [Pe], Ch. 7, § 1) that if a is sufficiently large, it is possible to find a
Blaschke product of a given degree greater than or equal to k that solves this
interpolation problem. Thus if a is sufficiently large, it is possible to find B1 and
B2 satisfying the hypotheses of the theorem.
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