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Abstract
Explicit–implicit domain decomposition (EIDD) is a class of globally non-iterative, non-overlapping domain decomposition
methods for the numerical solution of parabolic problems on parallel computers, which are highly efﬁcient both computationally
and communicationally for each time step. In this paper an alternating EIDD method is proposed which is algorithmically simple,
efﬁcient for each time step, highly parallel, and satisﬁes a stability condition that imposes no additional restriction to the time
step restriction imposed by the consistency condition, which guarantees a convergence of order O(th−1√NB/N) + O(h2) in an
H 1-type norm, where NB and N, respectively, denote the number of gridpoints on the interface boundaries B and the number of
gridpoints on the entire discrete domain.
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1. Introduction
In this paper, we present an alternating explicit–implicit domain decomposition (AEIDD) method for the numerical
solution of parabolic equation⎧⎪⎪⎨
⎪⎪⎩
u(t, x)
t
= Au(t, x), x ∈ , t0,
u(t, x) = 0, x ∈ , t0,
u(0, x) = u0(x), x ∈ ,
(1.1)
on parallel computers, where  is a compact subset in Rk with k = 1, 2, or 3, A is a spatial operator Au =∑k
i=1((/xi)(ai(x)u/xi) + bi(x)u/xi) + c(x)u with ai > 0, and the variable x = (xi)ki=1.
 This research was supported in part by the National Science Foundation under NSF Grant no. ACI 0305393, and by NSF cooperative agreement
ACI-9619020 through computing resources provided by the National Partnership for Advanced Computational Infrastructure at the San Diego
Supercomputer Center and National Center for Supercomputing Applications.
E-mail address: zhuang@cs.ttu.edu.
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.08.024
550 Y. Zhuang / Journal of Computational and Applied Mathematics 206 (2007) 549–566
There have been substantial research activities in domain decomposition methods during the past two decades, most
of which were directed towards the Schwarz alternating methods [4,5,13,18,22,23,42], a class of globally iterative
domain decomposition methods for elliptic equations. Here, the term “globally” refers to the solution process that
is carried over the entire domain as opposed to solution processes for subdomain problems which could be either
iterative [50] or direct [43,52]. These Schwarz-type elliptic solvers are applicable to parabolic problems when implicit
schemes are used for temporal discretization [2,3]. Since globally iterative methods incur repeated data transmis-
sion among processors, it is appealing to keep the global iterations to a small number. Kuznetsov [26,27], Chen and
Lazarov [6], Mathew, et al. [36], and Zhuang [48] studied one-iteration overlapping domain decomposition meth-
ods and their applications. Since overlapping also increases computation and communication costs, it is naturally
desired to minimize overlapping size together with the global iterations. Many non-iterative, non-overlapping do-
main decomposition methods [1,7–10,12,26,28–31,39,49,47,51,53] have been investigated. Among these methods is
the group of explicit–implicit domain decomposition (EIDD) methods which achieves higher accuracy than other
non-iterative, non-overlapping methods while maintaining the algorithmical simplicity and high efﬁciency for each
time step.
In this paper,we propose anEIDDmethodwhich employs explicit and implicit schemes alternately on the subdomains
and the interface boundaries. The AEIDD method is shown to satisfy a stability condition in an H 1-type norm which
does not impose any additional restriction to the time step size restriction imposed by the consistency, and the EIDD
method converges as long as the method is consistent in that H 1-type norm. The AEIDD is similar to the alternating
block explicit–implicit (ABEI) method of Zhang and Su [46], an extension of Evans and Abdullah’s alternating group
explicit (AGE) method [14] which employs Saul’yev’s the “explicit–implicit difference” [41]. Their ABEI method has
also been extended to the reaction–diffusion-type semilinear parabolic equations by a group of people led by Zhou
(e.g. see [45]), and unconditional stability was established either in the sense that the L2-norm of the power of the
ampliﬁcation matrix ‖G(t, h)n‖2 is bounded by 1 + Ct/h2 as in [46] (same as the stability result for our EIDD
method except in a different norm), or in the sense of the solution’s continuous dependence on a smooth perturbation
of the initial condition in an H 1-type norm as in [45], two types of stability notions different from the classical stability
notion used by Lax, Richtmyer, Morton, Kreiss [33,40,25], and etc. Also, since theABEI method is a ﬁnite difference-
type combined temporal–spatial discretization of the heat equations, the method does not seem applicable to irregular
grids, and this is one difference between the ABEI method and our EIDD method, though in this paper only regular
grids are used in the numerical testing of theAEIDD method. Using a ﬁnite element type approach, Laevsky introduced
an ADI-type domain decomposition (ADI-DD) method [28] which generalizes the ABEI and handles irregular grids
effectively. In this sense, our AEIDD method is more similar to Laevsky’s method than the ABEI, but differences still
exist in accuracy and stability as discussed in the Appendix.
The paper is organized as follows. Section 2 gives the AEIDD method including the parallel algorithm, and its
mathematical representation. Sections 3 and 4 give the stability and convergence results in the maximal norm and an
H 1-type norm, respectively. Numerical testing data are presented in Section 5, and Section 6 is the conclusion. For
comparison, the ABEI method and Laevsky’s ADI-DD method are presented in the Appendix. And throughout this
paper, the symbols N and R denote the set of positive integers and the set of real numbers, respectively.
2. The AEIDD method
To solve Eq. (1.1), we choose a discrete spatial grid h, and let 0h denote the set of interior gridpoints on h. We
discretize the spatial operator A into Ah resulting in{ d
dt
uh(t) = Ahuh(t), t0,
uh(0) = Phu(0, x),
(2.1)
where Ph is a projection operator that maps a function deﬁned on  to a function deﬁned on 0h by Phf (x) = f (x)
for x ∈ 0h. The discrete domain is divided into p subdomains 1,2, . . . ,p. In this paper we assume that the
interface boundaries do not cross into each other in the interior of the domain as in Fig. 1. The treatment of more
general domain partition schemes that allow cross-over of interface boundaries will be investigated in a future paper.
We denote interface boundaries by B, and denote the complement of the interface boundary, which is the union of all
subdomains by Bc, namely, Bc = 1 ∪ 2 ∪ · · · ∪ p. Thus, = B ∪ Bc. We denote the discrete interface boundary
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Ω1 Ω2 Ωp…
Fig. 1. The domain is partitioned into p subdomains by non-intersecting interface boundaries.
between subdomainsi andi+1 by Bi,i+1, and denote the ith processor by Pi . Now, with subdomaini and interface
boundary Bi,i+1 assigned to processor Pi , a parallel EIDD algorithm for computing the solution un+1h at the (n + 1)th
time step using solution at the nth time step is given below:
1. Compute un+1/2h on the interface boundaries B using the forward Euler scheme. Then processor Pi passes
the newly computed un+1/2h on Bi,i+1 to processor Pi+1. These computed data provide the interface boundary
conditions.
2. Computeun+1/2h on the subdomains using the backward Euler scheme with the interface boundary condition
computed at step 1.
2. Using the backward Euler scheme results in an elliptic equation to be solved on each subdomain. These subdomain
equations can be solved mutually independently on the subdomains and thus in parallel.
3. Compute un+1h on the subdomains using the forward Euler scheme. Then pass part of the just computed
data of un+1h on the subdomain fromPi+1 toPi for the implicit computation of u
n+1
h on the interface bound-
aries at the next step.
4. Compute un+1h on the interface boundaries using the backward Euler scheme with the solution u
n+1
h on
nearby subdomains as boundary conditions.
In Step 1 of the algorithm, we do not pass any part of unh from Pi+1 to Pi before computing u
n+1
h on the Bi,i+1. To
carry out the forward Euler scheme, processor Pi does need solution unh on the nearby subdomain from processor Pi+1.
However, since processor Pi already received these part of unh from processor Pi+1 at Step 3 of the previous time step,
no data transfer is necessary here. Similarly at Step 3, to carry out the forward Euler scheme, processor Pi+1 needs
solution un+1/2h on Bi,i+1 which is computed by processor Pi at Step 1 and already sent to processor Pi+1 at Step 1.
Thus, each processor carries out two data transferring operations for each time step. Since the interface boundaries
do not intersect inside the domain, each of the two data transferring operations are carried out by p − 1 processors
concurrently. Thus, the total communication time for each time step is the same as the communication time of one
processor if all disjoint pieces of interface boundaries are of the same “length”.As analyzed in [53] the minimal number
of data transferring operations per time step is two for any parallel algorithm using any temporal discretization scheme.
Therefore, we have the following theorem concerning the parallel AEIDD algorithm.
Theorem 2.1. The parallel EIDD algorithm has the minimal number of data transferring operations for each time
step among all parallel algorithms using any temporal discretization.
The majority of the computation cost comes from the solution process of the subdomain problems at Steps 2
and 3. However, since the solution process on each subdomain can be carried out independent of each other, they can be
executed in parallel. Thus, the parallel computation time of all the subdomain problems is the same as the computation
time of one subdomain problem if the computation load associated with each subdomain is balanced. Similarly, since
the interface boundaries do not intersect inside the domain, the computation of Steps 1 and 4 on all pieces of the
interface boundaries can also be done in parallel, and hence the parallel execution time of Steps 1 and 4 equals the
execution time on one piece of interface boundary. Therefore, the algorithm is highly parallel.
To derive a mathematical representation of the method, we let Ih denote the identity matrix on L2(0h). For a subset
S ⊂ 0h, let S be an operator in L2(0h) given by

Sv(x) =
{
v(x), x ∈ S,
0, x /∈ S,
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i.e., S is a diagonal matrix with 1 on the positions corresponding to the gridpoints in the subset S ⊂ 0h and 0 elsewhere.
And we use un,ih (i = 1, 2, 3) to denote the intermediate solution at Step i of the algorithm. With these notations, the
four steps of the method given in Section 2 are mathematically representable as the following.
Step 1:
⎧⎪⎨
⎪⎩

B
u
n,1
h − unh
t/2
= BAhunh,

Bcu
n, 1
h = Bcunh,
(2.2)
Step 2:
⎧⎪⎨
⎪⎩

Bc
u
n, 2
h − unh
t/2
= BcAhun, 2h ,

Bu
n, 2
h = Bun, 1h ,
(2.3)
Step 3:
⎧⎪⎨
⎪⎩

Bc
u
n,3
h − un, 2h
t/2
= BcAhun,2h ,

Bu
n,3
h = Bun,2h ,
(2.4)
Step 4:
⎧⎪⎨
⎪⎩

B
un+1h − unh
t/2
= BAhun+1h ,

Bcu
n+1
h = Bcun,3h .
(2.5)
Through simple calculations, the domain decomposition method (2.2)–(2.5) can be written as
un+1h =
(
Ih − t2 A1
)−1 (
Ih + t2 A2
)(
Ih − t2 A2
)−1 (
Ih + t2 A1
)
un, (2.6)
where A1 = BAh, A2 = BcAh. Denote the ampliﬁcation matrix of (2.6) by G(t, h), namely,
G(t, h) =
(
Ih − t2 A1
)−1 (
Ih + t2 A2
)(
Ih − t2 A2
)−1 (
Ih + t2 A1
)
. (2.7)
Since (Ih + t2 A2) and (Ih − t2 A2)−1 commute, it is clear that the method has the same ampliﬁcation matrix as the
ADI method for parabolic equations [38],
un+1 =
(
Ih − t2 A1
)−1(
Ih − t2 A2
)−1 (
Ih + t2 A2
)(
Ih + t2 A1
)
un, (2.8)
if we replaceADI’s original directional splitting of the operator by our domain decomposition-based operator splitting
Ah = A1 + A2.
3. Stability and convergence in the maximal norm
The stability and convergence of the ADI method are well studied for the original directional operator splitting
[11,21,34]. These stability and convergence properties of the ADI method depend upon the properties of the operator
splitting. In this section we study how the properties of our operator splitting Ah =A1 +A2 affect the truncation errors,
stability, and convergence in the maximal norm. We ﬁrst prove a lemma that is needed for establishing a conditional
stability in the maximal norm for the AEIDD method.
Lemma 3.1. Let B be a real-valued, diagonally dominant square matrix of size n with non-positive diagonal, and all
the diagonal elements are bounded in magnitude by dM . Then,
‖(In − B)−1‖∞1, (3.1)
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where In denotes the identity matrix, and ‖ · ‖∞ denotes the maximal norm, and
‖(In + tB)‖∞1 for td−1M . (3.2)
Proof. It is obvious that (3.1) is equivalent to ‖f ‖∞‖(In − B)f ‖∞ for all vectors f of size n. Now let bij denote
the element on the ith row and jth column of matrix B, and let the ith element of vector f be fi . For a vector f, let
‖f ‖∞ = |fi |, that is,
|fi | |fj | for all jn. (3.3)
Then,
‖(In − B)f ‖∞
∣∣∣∣∣∣fi −
n∑
j=1
bij fj
∣∣∣∣∣∣
 |(1 − bii)fi | −
∑
j =i
|bij fj |
 |(1 − bii)fi | −
∑
j =i
|bij fi |, (3.4)
where the last  is due to (3.3). Since B is diagonally dominant with non-positive diagonal elements, we have that
|(1−bii)fi |−∑j =i |bij fi |(1−bii)fi−(−bii)|fi |=|fi |,which, togetherwith (3.4), implies that‖(In−B)f ‖∞ |fi |=‖f ‖∞, and this completes the proof for (3.1).
Since all diagonal elements of B are non-positive and are bounded in magnitude by dM , we have that 1 + tbii0
for all i when tD−1M . Then,
‖In + tB‖∞ = nmax
i=1
⎛
⎝|1 + tbii | +∑
j =i
|tbij |
⎞
⎠
= nmax
i=1
⎛
⎝1 + tbii +∑
j =i
|tbij |
⎞
⎠
. (3.5)
Since B is diagonally dominant and all of its diagonal elements are non-positive, we have that
∑
j =i |tbij | −tbii
for all i, which, together with (3.5), immediately leads to (3.2). 
Theorem 3.1. Let = sup{c(x)+: x ∈ } with c(x)+ being the non-negative part of the coefﬁcient c(x) in Eq. (1.1).
Suppose that Ah − Ih is diagonally dominant with non-positive diagonal elements, and all diagonal elements of
Ah − Ih are bounded in magnitude by h−2 for some positive constant  independent of h. Then,
‖G(t, h)‖∞e3t when t min{2−1 h2, 1/}.
Proof. We ﬁrst show that for t1/,∥∥∥∥∥
(
Ih − t2 Ai
)−1∥∥∥∥∥∞
1
1 − t/2 for i = 1, 2. (3.6)
Since Ah − Ih is diagonally dominant and has non-positive diagonal elements, it is obvious that for any subset
S ⊂ 0h and any t0, the matrix t (Ai − Ih) is also diagonally dominant and has non-positive diagonal elements.
Then, Lemma 3.1 implies that
‖[Ih − t (Ai − Ih) ]−1‖∞1 (3.7)
for i=1, 2,which is equivalent to‖[Ih−(t/(1+t))Ai]−1‖∞1+t.Then,weobtain (3.6) by setting t=t/(2−t).
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Then, we shall show that for t2−1h2,∥∥∥∥
(
Ih + t2 Ai
)∥∥∥∥∞1 + t/2 for i = 1, 2. (3.8)
Since Ih+(t/2)A1=B (Ih + (t/2)Ah)+Bc , and since for any squarematrixB of size n, ‖B‖∞=maxni=1
∑n
j=1|bij |,
we have that∥∥∥∥
(
Ih + t2 A1
)∥∥∥∥∞ = max
{∥∥∥∥B
(
Ih + t2 Ah
)∥∥∥∥∞, ‖Bc‖∞
}
 max
{∥∥∥∥Ih + t2 Ah
∥∥∥∥∞, 1
}
. (3.9)
Inequality (3.2) of Lemma 3.1 implies that ‖Ih + (t/2)(Ah − Ih)‖∞1 for t2−1h2, which implies that
‖Ih+ (t/2)Ah‖∞‖Ih+ (t/2)(Ah−Ih)‖∞ + (t/2)1+ (t/2), and this, together with (3.9), proves (3.8).
Now, with (3.6) and (3.8) proven, we have that
‖G(t, h)‖∞ =
∥∥∥∥∥
(
Ih − t2 A1
)−1 (
Ih + t2 A2
)(
Ih − t2 A2
)−1 (
Ih + t2 A1
)∥∥∥∥∥∞

(
1 + t/2
1 − t/2
)2
.
And since (1+t/2)/(1−t/2)e1.5t for t < 1/, the conclusion of the theorem follows immediately from
the above inequality. 
Theorem 3.1 establishes a sufﬁcient condition for stability. Our conjecture is that this sufﬁcient condition is not
necessary. Though we are not able to prove this conjecture, numerical experiments in Section 5 indicate convergence
(and hence no instability) when the sufﬁcient stability condition is not satisﬁed. Now, we are ready to examine the
truncation errors of the ADI method with a general operator splitting Ah = A1 + A2.
Lemma 3.2. Let uh(t) be the solution of spatially discrete equation (2.1), Then, the truncation error deﬁned as
T (t, h, t) = uh(t + t) − G(t, h)uh(t) of the ADI method (2.8) with general operator splitting Ah = A1 + A2 is
T (t, h, tn) = t2
(
Ih − t2 A1
)−1(
Ih − t2 A2
)−1 [
Tcn(t, h, tn) + Tadi(t, h, tn)
]
,
where tn = nt for n ∈ N, and⎧⎨
⎩Tcn(t, h, tn) =
(
t
2
)2
A3h[ 13uh(n,1) − uh(n,2)],
Tadi(t, h, tn) = 12 (t)2A2A1Ahuh(n,3),
(3.10)
for some n,1, n,2, n,3 ∈ (tn, tn+1).
Proof. Using Taylor expansion, we obtain the following for the Crank–Nicolson (C–N) scheme:(
Ih − t2 A
)
uh(tn+1) =
(
Ih + t2 A
)
uh(tn) + t2 Tcn(t, h, tn),
where Tcn(t, h, tn) is given in (3.10). With splitting Ah = A1 + A2, the above equation leads to(
Ih − t2 A2
)(
Ih − t2 A1
)
uh(tn+1) =
(
Ih + t2 A2
)(
Ih + t2 A1
)
uh(tn) + t2 Tcn(t, h, tn)
+
(
t
2
)2
A2A1[uh(tn+1) − uh(tn)], (3.11)
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where, using Taylor expansion, the underlined is equal to Ahuh(n,3) for some n,3 ∈ (tn, tn+1), which is plugged into
(3.11) and yields(
Ih − t2 A2
)(
Ih − t2 A1
)
uh(tn+1) =
(
Ih + t2 A2
)(
Ih + t2 A1
)
uh(tn)
+ t
2
[
Tcn(t, h, tn) + Tadi(t, h, tn)
]
, (3.12)
where Tadi(t, h, tn) is given in (3.10). Then we obtain the result of the lemma by multiplying (Ih − (t/2)A1)−1(Ih −
(t/2)A2)−1 to both sized of Eq. (3.12). 
Theorem 3.2. Let u(t) and uh(t) be the solutions of (1.1) and (2.1), respectively. Suppose that for any given time
interval [0, T ], there exists a positive constant MT such that
max{‖Akhuh(t)‖∞: k = 0, 1, 2, 3}MT for all t ∈ [0, T ].1 (3.13)
Also suppose that all conditions of Theorem 3.1 hold, and that on any time interval [0, T ], the spatial discretization
is second order in the sense that
‖(AhPh − PhA)u(t)‖∞CT h2 (3.14)
for all t ∈ [0, T ] for some constantCT dependent only on the solution and the time interval. Then, supt∈[0,T ]‖Phu(t)−
G(t/n, h)nPhu(0)‖∞ = O(t/n) + O(h2) when t min{2−1h2, 1/}.
Proof. Let uh(t) be the solution of the spatially discrete equation (2.1). Let eh(t) = Phu(t) − uh(t). Then, an easy
calculation yields (d/dt)eh(t) = Aheh(t) + (PhA − AhPh)u(t), eh(0) = 0. It is known [37] that the solution of the
above equation is eh(t) =
∫ t
0 e
(t−s)Ah(PhA − AhPh)u(s) ds, and hence
‖eh(t)‖∞CT h2
∫ t
0
‖e(t−s)Ah‖∞ ds (3.15)
by (3.14). Inequality (3.7) implies that the solution operator ‖etAh‖∞et by the Hille–Yosida theorem [15,20,44]
(also see books [17,37]). Then, from (3.15) we obtain ‖eh(t)‖∞CT h2
∫ t
0 e
(t−s) ds, which leads to
sup
t∈[0,T ]
‖Phu(t) − uh(t)‖∞T CT eT h2. (3.16)
Now it remains to show that ‖uh(t)−G(t/n, h)nuh(0)‖∞ =O(t/n). By Lax’s convergence theorem [32], a method
of temporal truncation error O((t)p+1) converges at O((t)p) when the method is stable. Hence by Lemma 3.2 and
(3.6), it sufﬁces to show that∥∥∥∥∥
(
Ih − t2 A2
)−1
[Tcn(t, h, t) + Tadi(t, h, t)]
∥∥∥∥∥∞ = O(t) (3.17)
when t min{2h2/, 1/}. From the formula of Tcn(t, h, t) given in Lemma 3.2, inequality (3.6), and assumption
(3.13), one can easily obtain∥∥∥∥∥
(
Ih − t2 A2
)−1
Tcn(t, h, t)
∥∥∥∥∥∞MT (t)
2
. (3.18)
1 This assumption is a spatially discrete version for three-times continuous differentiability of the solution u(t).
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Now we look at ‖(Ih − (t/2)A2)−1Tadi(t, h, t)‖∞. From (3.10) we have that∥∥∥∥∥
(
Ih − t2 A2
)−1
Tadi(t, h, t)
∥∥∥∥∥∞t
∥∥∥∥∥t2 A2
(
Ih − t2 A2
)−1
A1Ahu(t,3)
∥∥∥∥∥∞. (3.19)
Since (t/2)A2(Ih − (t/2)A2)−1 = (Ih − (t/2)A2)−1 − Ih, with inequality (3.6) we have that∥∥∥∥∥t2 A2
(
Ih − t2 A2
)−1∥∥∥∥∥∞
∥∥∥∥∥
(
Ih − t2 A2
)−1∥∥∥∥∥+ 1 11 − t/2 + 13 (3.20)
when t ∈ [0, 1/], with which inequality (3.19) implies that∥∥∥∥∥
(
Ih − t2 A2
)−1
Tadi(t, h, t)
∥∥∥∥∥∞3t‖A1Ahuh(t,3)‖∞
3t‖A2huh(t,3)‖∞
3MTt , (3.21)
where the last inequality is due to assumption (3.13). Then, estimate (3.17) follows immediately from (3.18)
and (3.21). 
From the proof given above, it can be seen that the dominant temporal error component in the truncation error
comes from the term (Ih − (t/2)A2)−1Tadi(t, h, t), which reduces temporal accuracy to ﬁrst order by absorbing
one t as inequality (3.20) reveals. The reason that we have to use inequality (3.20) while the original directional
operator splitting-based ADI method does not have to use a similar inequality is that for any given f ∈ D(A2), the
term A2A1Phf is not uniformly bounded for all h with our splitting in which A1 = BAh and A2 = BcAh, but is
uniformly bounded for all hwith the directional operator splitting of the originalADI, whereD(A2) denotes the domain
of the operator A2. Also the formula of Tadi(t, h, t) leads to the observation that if the solution u(t, x) satisﬁes that
A2hPhu(t, x) = O(h2) at x ∈ B for all t, i.e., A1Ahuh(t) = O(h2), then the AEIDD method will have second-order
accuracy, since
‖Tadi(t, h, t)‖(t)2‖A2‖∞ · ‖A1Ahuh‖∞ = (t)2‖A2‖∞O(h2) = O((t)2).
This observation is experimentally supported by tests (Table 3) presented in Section 5.
4. Stability and convergence in an H 1-type norm
We ﬁrst list some notations that are used in this section. Let L2(0h) denote the function space L2(
0
h)={f : f (x) ∈
C for x ∈ 0h} with inner product 〈f, g〉2 = (1/Area())
∫
 |(Lh(f ·g))(x)| dx, where f ·g denotes the multiplication
operator, Lh is the linear interpolation operator from space L2(0h) to space L20(), and Area() denotes the area of
the domain . It is easy to see that when h is a regular grid with a uniform mesh size, the inner product is equal to
〈f, g〉2 = N−1
∑
x∈0h
f (x)g(x), (4.1)
where N is the number of grid cells on h.
For general parabolic equations including convection–diffusion problems, we decompose the operator Ah into a
symmetric negative-deﬁnite component Ash and a remaining component A
r
h, that is, Ah = Ash + Arh. We impose the
following assumption on the splitting:
‖Arhf ‖22 < − 2〈Ashf, f 〉2 (4.2)
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for all non-zero functions f (x) deﬁned on0h for some positive constant independent of h. This assumption is easily
seen to hold for diffusion problems. For general parabolic equations, our basis for the assumption is the following:
LetAs=∑ki=1(/xi)(ai(x)/xi),Ar1=∑ki=1bi(x)/xi ,Ar2=c(x), andAr=Ar1+Ar2. For a smooth function f ∈
L20(), integration by parts yields −〈Asf, f 〉2 =
∫

∑k
i=1ai(x)|f (x)/xi |2 dx. Let am = infx∈{ai(x): i =1, . . . , k}.
For positive continuous functions ai(x), the above equation implies that
−〈Asf, f 〉2am
∫

k∑
i=1
∣∣∣∣f (x)xi
∣∣∣∣
2
dx am
k
∫

(
k∑
i=1
∣∣∣∣f (x)xi
∣∣∣∣
)2
dx, (4.3)
where the last inequality sign “” holds because
∑k
i=1a2i k(
∑k
i=1ai)2 for k = 1, 2, 3 for real numbers ai’s. Let
bM = supx∈{|bi(x)|: i = 1, . . . , k}. Then, from (4.3) we have that
−〈Asf, f 〉2
am
kbM
∫

(
k∑
i=1
∣∣∣∣bi(x)f (x)xi
∣∣∣∣
)2
dx = am
kb2M
‖Ar1f ‖22 =
1
1
‖Ar1f ‖22, (4.4)
where 1 = k b2M/am. On the other hand, it is obvious that there exists a positive constant 2 such that −2〈Asf, f 〉2
‖Ar2f ‖22, which, together with (4.4), implies that
‖Ar1f ‖22 + ‖Ar2f ‖22 − (1 + 2)〈Asf, f 〉2 = −〈Asf, f 〉2,
where =1 +2. But ‖Arf ‖22 = ‖Ar1f +Ar2f ‖222(‖Ar1f ‖22 + ‖Ar2f ‖22). Then, the above inequality implies that‖Arf ‖22 − 2〈Asf, f 〉2, which is our basis for assumption (4.2) in the spatially discrete version.
Theorem 4.1. Suppose that the discrete operator Ah can be decomposed into Ah =Ash +Arh such that Ash is negative
deﬁnite and condition (4.2) holds. Deﬁne bilinear form 〈·, ·〉Ah by
〈f, g〉Ah = −〈Ashf, g〉2 (4.5)
for functions f and g deﬁned on 0h, and deﬁne a norm ‖ · ‖Ah by ‖f ‖Ah =
√〈f, f 〉Ah for functions f deﬁned on 0h.
Then, the AEIDD method satisﬁes
‖G(t, h)nf ‖Ahe(2n+1)t
∥∥∥∥
(
Ih − t2 A1
)
f
∥∥∥∥
Ah
for n ∈ N, h> 0, and t ∈
[
0,
2

]
. (4.6)
Proof. By deﬁnition of the inner product (4.5) and the symmetry of Ash, we have that
〈SAhf, f 〉Ah + 〈f, SAhf 〉Ah = − 〈SAhf,Ashf 〉2 − 〈Ashf, SAhf 〉2
= − 〈S(Ash + Arh)f,Ashf 〉2 − 〈Ashf, S(Ash + Arh)f 〉2.
Since SS = S and S is symmetric, the above equation implies that
〈SAhf, f 〉Ah + 〈f, SAhf 〉Ah = − 〈S(Ash + Arh)f, SAshf 〉2 − 〈SAshf, S(Ash + Arh)f 〉2
= − 2∥∥S (Ash + 12Arh) f ∥∥22 + 12‖SArhf ‖22
 12‖SArhf ‖22 12‖Arhf ‖22 − 〈Ashf, f 〉,
where the last  sign is due to assumption (4.2). Then by deﬁnition (4.5), the above inequality leads to 〈SAhf, f 〉Ah +
〈f, SAhf 〉Ah‖f ‖2Ah , which shows that
〈Aif, f 〉Ah + 〈f,Aif 〉Ah‖f ‖2Ah for i = 1, 2. (4.7)
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With the above quasi-dissipative condition (Kreiss called it semiboundedness [24]) for Ai , it follows that [35,19,40]∥∥∥∥∥
(
Ih − t2 Ai
)−1∥∥∥∥∥
Ah
et/2 and
∥∥∥∥∥
(
Ih + t2 Ai
)(
Ih − t2 Ai
)−1∥∥∥∥∥
Ah
et (4.8)
for t ∈ [0, 2/]. Now let Gi(t, h) = (Ih + (t/2)Ai)(Ih − (t/2)Ai)−1 for i = 1, 2. Then,
‖G(t, h)nf ‖Ah =
∥∥∥∥∥
(
Ih − t2 A1
)−1
[G2(t, h)G1(t, h)]n
(
Ih − t2 A1
)
f
∥∥∥∥∥
Ah

∥∥∥∥∥
(
Ih − t2 A1
)−1∥∥∥∥∥
Ah
· ‖G2(t, h)‖nAh · ‖G1(t, h)‖nAh ·
∥∥∥∥
(
Ih − t2 A1
)
f
∥∥∥∥
Ah
e(2n+1)t ·
∥∥∥∥
(
Ih − t2 A1
)
fh
∥∥∥∥
Ah
,
which completes the proof of Theorem 4.1. 
The stability condition (4.6) is very close, in the form of representation, to the classical deﬁnition of unconditional
stability (see [16,33,37]) which is ‖G(t, h)nf ‖M ent‖f ‖. The following theorem shows that condition (4.6)
is close to unconditional stability also in terms of convergence in that it does not add any additional time step size
restriction to the restriction imposed by the consistency condition, that is, if the alternating EIDD method has truncation
errors of order O((t)p+1) under certain time step size restriction, themethodwill converge at the order O((t)p) under
the same time step size restriction—a result similar to Lax’s convergence theorem in that both stabilities (the classical
and the one satisﬁed by our EIDD method) ensure that the local order of accuracy is preserved at the global level.
Theorem 4.2. Let u(t) be the solution of (1.1). Suppose that Ah satisﬁes all conditions of Theorem 4.1, and is of pth
order in the sense that on any time interval [0, T ],
‖(AhPh − PhA)Aiu(t)‖∞C1 hp for all t ∈ [0, T ] (4.9)
for i = 0, 1 for some C1 dependent only on u(t) and the time interval [0, T ], and that Ah −Ih is diagonally dominant
with non-positive diagonal elements. Then, the following conclusions hold:
(i) If under certain restriction on the time step size, there exists a coefﬁcient C2 such that the truncation error
T (t, h, t) deﬁned in Lemma 3.2 satisﬁes∥∥∥∥
(
Ih − t2 A1
)
T (t, h, t)
∥∥∥∥
Ah
C2(t)q+1, (4.10)
then under the same time step size restriction, the global error of the EIDD method satisﬁes
sup
h>0,t∈[0,T ]
t/n∈[0,2/]
∥∥∥∥Phu(t) − G
(
t
n
, h
)n
Phu(0)
∥∥∥∥
Ah
2(1 + )(1 + T )e(2+1)T
[
C1h
p + C2
(
t
n
)q]
.
(ii) Let uh(t) be the solution of (2.1). Suppose that there exists a constant MT > 0 such that
max{‖Akhuh(t)‖∞: k = 0, 1, 2, 3, 4}MT for all t ∈ [0, T ]. (4.11)
If the discrete space h is a regular grid with uniform mesh so that the inner product 〈·, 〉2 satisﬁes (4.1), then
there exist constants M1 and M2 such that
sup
h>0,t∈[0,T ]
t/n∈[0,2/]
∥∥∥∥Phu(t) − G
(
t
n
, h
)n
Phu(0)
∥∥∥∥
Ah
M1hp + M2
(
t
n
)√
(1 + ‖Ah‖2)NB/N ,
where NB and N denote the gridpoint numbers on the interface boundaries B and the entire domain, respectively.
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Proof. (i) We shall ﬁrst show that
sup
t∈[0,T ]
‖Phu(t) − uh(t)‖Ah2(1 + )(1 + T )eT C1hp. (4.12)
With (4.2), it is veriﬁable that −〈Ashf, f 〉2((1+)/2)[(1+)‖f ‖22−〈Ahf, f 〉2−〈f,Ahf 〉2] for functions f deﬁned
on 0h, which, together with the deﬁnition of norm ‖ · ‖Ah , implies that
‖f ‖2Ah(1 + )2‖f ‖2(‖f ‖2 + ‖Ahf ‖2). (4.13)
Replacing f in the above inequality by Phu(t) − uh(t), we obtain
‖Phu(t) − uh(t)‖2Ah(1 + )2‖Phu(t) − uh(t)‖2(‖Phu(t) − uh(t)‖2 + ‖Ah[Phu(t) − uh(t)]‖2). (4.14)
By arguments same as that for (3.16), we obtain supt∈[0,T ]‖Phu(t)−uh(t)‖∞T C1eT hp. And since ‖f ‖2‖f ‖∞
for f deﬁned on 0h, we obtain that
sup
t∈[0,T ]
‖Phu(t) − uh(t)‖2T C1eT hp. (4.15)
And for ‖Ah[Phu(t) − uh(t)]‖2, we have that
‖Ah[Phu(t) − uh(t)]‖2‖AhPhu(t) − PhAu(t)‖2 + ‖PhAu(t) − Ahuh(t)‖2
C1hp + ‖PhAu(t) − Ahuh(t)‖2. (4.16)
Using (4.9) for i = 1, we obtain the following by an argument similar to that for (3.16):
sup
t∈[0,T ]
‖PhAu(t) − Ahuh(t)‖∞eT ‖PhAu(0) − Ahuh(0)‖∞ + T C1eT hp.
Then (4.16) implies that supt∈[0,T ]‖Ah[Phu(t) − uh(t)]‖2C1hp(1 + T eT ) + eT ‖PhAu(0) − Ahuh(0)‖∞. But
since uh(0) = Phu(0), the above inequality leads to
sup
t∈[0,T ]
‖Ah[Phu(t) − uh(t)]‖2C1hp(1 + T eT ) + eT ‖PhAu(0) − AhPhu(0)‖∞
C1hp(1 + T eT ) + eT C1hp,
where the last  sign is due to (4.9). Then, we obtain (4.12) from the above inequality and inequalities (4.14) and
(4.15). Now, it remains to show that for t/n2/,
sup
t∈[0,T ]
∥∥∥∥uh(t) − G
(
t
n
, h
)n
uh(0)
∥∥∥∥
Ah
2(1 + )(1 + T )e(2+1)T C2
(
t
n
)q
. (4.17)
The telescoping equality uh(t) − G(t/n, h)nuh(0) =∑nk=1G(t/n, h)n−k[u(kt/n) − G(t/n, h)uh((k − 1)t/n)], The-
orem 4.1, and the deﬁnition of the truncation error T (t, h, t) given in Lemma 3.2 together imply that ‖uh(t) −
G(t/n, h)nuh(0)‖Ah
∑n
k=1e(2+1)(n−k)t/n‖(Ih − (t/2n)A1)T (t/n, h, (k − 1)t/n)‖Ah . Then, it follows from
assumption (4.10) that
‖uh(t) − G(t/n, h)nuh(0)‖Ah
n∑
k=1
e(2+1)(n−k)t/n t
n
C2
(
t
n
)q+1
 te(2+1)tC2
(
t
n
)q
,
which completes the proof for (4.17).
(ii) By result (i) of Theorem 4.2, it sufﬁces to show that for t ∈ [0, 2/],∥∥∥∥∥
(
Ih − t2 A1
)−1
Tcn(t, h, t)
∥∥∥∥∥
Ah
2(1 + )MT (t)2,
∥∥∥∥∥
(
Ih − t2 A1
)−1
Tadi(t, h, t)
∥∥∥∥∥
Ah
t (1 + )MT
√
(1 + ‖Ah‖2)NB/N . (4.18)
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From (4.8)we have that ‖(Ih−(t/2)A2)−1Tcn(t, h, th)‖Ahet/2‖Tcn(t, h, th)‖Ah . But et/2 < 3 fort2/,
which, together with (4.13), implies that∥∥∥∥∥
(
Ih − tA22
)−1
Tcn(t, h, th)
∥∥∥∥∥
Ah
3(1 + )(‖Tcn(t, h, th)‖2 + ‖AhTcn(t, h, th)‖2)
3(1 + )(‖Tcn(t, h, th)‖∞ + ‖AhTcn(t, h, th)‖∞). (4.19)
It is easy to see that condition (4.11) and the formula of Tcn(t, h, th) given in Lemma 3.2 lead to ‖Tcn(t, h, th)‖∞
(t)2MT /3, and ‖AhTcn(t, h, th)‖∞(t)2MT /3 for all t ∈ [0, T ]. With these two estimates, the ﬁrst inequality
in (4.18) follows immediately from (4.19).
Now, from the formula for Tadi(t, h, t) given by (3.10), we have that∥∥∥∥∥
(
Ih − t2 A2
)−1
Tadi(t, h, t)
∥∥∥∥∥
Ah
= t
∥∥∥∥∥
(
Ih − t2 A2
)−1t
2
A2A1Ahuh(t,3)
∥∥∥∥∥
Ah
t
∥∥∥∥∥
(
Ih − t2 A2
)−1t
2
A2
∥∥∥∥∥
Ah
· ‖BA2huh(t,3)‖Ah . (4.20)
It can be veriﬁed that condition (4.7) implies that ‖(Ih − (t/2)A2)−1(t/2)A2‖Ah1 for t ∈ [0, 2/]. With this
inequality, (4.20) implies that∥∥∥∥∥
(
Ih − t2 A2
)−1
Tadi(t, h, t)
∥∥∥∥∥
Ah
t‖BA2huh(t,3)‖Ah
t (1 + )‖BA2huh(t,3)‖2
√
1 + ‖Ah‖2, (4.21)
where the last  is due to (4.13). Since h is assumed to be regular grid, the L2(0h) inner product satisﬁes (4.1), then
it is obvious that ‖Bfh‖2(NB/N)1/2‖fh‖∞ for any function fh ∈ L2(0h). Then, by (4.21) we obtain that∥∥∥∥∥
(
Ih − t2 A2
)−1
Tadi(t, h, t)
∥∥∥∥∥
Ah
t (1 + )‖A2huh(t,3)‖∞
√
(1 + ‖Ah‖2)NB/N
t (1 + )MT
√
(1 + ‖Ah‖2)NB/N ,
where the last inequality is due to (4.11). 
Like Theorem 3.2, the proof of statement (ii) reveals that the dominant truncation error term is (Ih − (t/2)A2)−1
Tadi(t, h, t), which, as revealed by (4.21), will be of order O(th2
√
(1 + ‖Ah‖2)NB/N) = O(th√NB/N) in
the l2-norm if ‖BAhAhuh(t)‖∞ = O(h2). Hence, the method will have a global accuracy of order O((t)2) +
O(th
√
NB/N)+O(hp) in the ‖·‖Ah norm if ‖A2huh(t)‖∞=O(h2) on interface boundaries. This accuracy observation
in the ‖ · ‖Ah norm is also experimentally supported by test results (Table 3) presented in Section 5.
5. Numerical experiments
To examine the accuracy and stability of the AEIDD method, we choose three problems on the spatial domain
[0, ] × [0, ] with known solutions, and they are
1. ut = [(0.5 cos(x) + 1)ux]x + uyy + (cos(x) + 3)u with u(t, x, y) = et sin(x) sin(y),
2. ut = [(0.5 cos(x) + 1)ux]x + uyy + sin(x)ux with u(t, x, y) = e−2t sin(x) sin(y),
3. ut = [(cos2(2x) + 14 )ux]x + uyy + 3 sin(4x)ux with u(t, x, y) = e−2t sin(2x) sin(y).
Second-order ﬁnite difference are used to discretize the three problems spatially, and then they are solved using the
AEIDD method with the domain partitioned into two equal-size subdomains at x = /2. The time interval chosen
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Table 1
ut = [(0.5 cos(x) + 1)ux ]x + uyy + (cos(x) + 3)u with u = et sin(x) sin(y)
Method (t, h)= ( 116 , 16 ) ( 132 , 32 ) ( 164 , 64 ) ( 1128 , 128 ) ( 1256 , 256 ) ( 1512 , 512 )
B-E E∞= 1.1e − 01 4.9e − 02 2.3e − 02 1.1e − 02 5.4e − 03 2.7e − 03
E2= 5.5e − 02 2.4e − 02 1.1e − 02 5.5e − 03 2.7e − 03 1.3e − 03
EAh= 7.9e − 02 3.4e − 02 1.6e − 02 7.8e − 03 3.8e − 03 1.9e − 03
C–N E∞= 2.1e − 02 5.3e − 03 1.3e − 03 3.3e − 04 8.3e − 05 2.1e − 05
E2= 9.7e − 03 2.4e − 03 6.0e − 04 1.5e − 04 3.8e − 05 9.4e − 06
EAh= 1.5e − 02 3.8e − 03 9.6e − 04 2.4e − 04 6.0e − 05 1.5e − 05
AEIDD E∞= 2.8e − 03 5.6e − 03 4.1e − 03 2.4e − 03 1.3e − 03 6.5e − 04
E2= 1.6e − 03 2.5e − 03 1.7e − 03 9.6e − 04 5.0e − 04 2.6e − 04
EAh= 3.6e − 03 3.9e − 03 2.4e − 03 1.3e − 03 7.1e − 04 3.6e − 04
The domain is [0,] × [0,] which is divided into two subdomains at x = /2. B-E indicates the backward Euler method, and C–N indicates the
Crank–Nicolson method. E∞ denotes maximal error, E2 is error in l2-norm, and EAh is error in ‖ · ‖Ah norm.
Table 2
ut = [(0.5 cos(x) + 1)ux ]x + uyy + sin(x)ux with u = e−2t sin(x) sin(y)
Method (t, h)= ( 116 , 16 ) ( 132 , 32 ) ( 164 , 64 ) ( 1128 , 128 ) ( 1256 , 256 ) ( 1512 , 512 )
B-E E∞= 1.7e − 02 8.6e − 03 4.3e − 03 2.1e − 03 1.1e − 03 5.3e − 04
E2= 8.6e − 03 4.3e − 03 2.1e − 03 1.1e − 03 5.3e − 04 2.6e − 04
EAh= 1.2e − 02 6.1e − 03 3.0e − 03 1.5e − 03 7.5e − 04 3.7e − 04
C–N E∞= 4.5e − 04 1.1e − 04 2.8e − 05 6.9e − 06 1.7e − 06 4.3e − 07
E2= 2.0e − 04 4.9e − 05 1.2e − 05 3.1e − 06 7.7e − 07 1.9e − 07
EAh= 3.3e − 04 8.1e − 05 2.0e − 05 5.1e − 06 1.3e − 06 3.2e − 07
AEIDD E∞= 3.1e − 03 1.8e − 03 9.9e − 04 5.2e − 04 2.6e − 04 1.3e − 04
E2= 1.4e − 03 7.3e − 04 3.8e − 04 1.9e − 04 9.6e − 05 4.8e − 05
EAh= 1.5e − 03 8.3e − 04 4.4e − 04 2.3e − 04 1.2e − 04 5.8e − 05
Table 3
ut = [(cos2(2x) + 1/4)ux ]x + uyy + 3 sin(4x)ux with u = e−2t sin(2x) sin(y)
Method (t, h)= ( 116 , 16 ) ( 132 , 32 ) ( 164 , 64 ) ( 1128 , 128 ) ( 1256 , 256 ) ( 1512 , 512 )
B-E E∞= 5.4e − 03 4.2e − 03 3.1e − 03 1.8e − 03 9.9e − 04 5.1e − 04
E2= 2.9e − 03 2.4e − 03 1.6e − 03 9.3e − 04 5.0e − 04 2.6e − 04
EAh= 8.8e − 03 5.8e − 03 3.7e − 03 2.1e − 03 1.1e − 03 5.7e − 04
C–N E∞= 1.4e − 02 4.3e − 03 1.1e − 03 2.9e − 04 7.2e − 05 1.8e − 05
E2= 5.9e − 03 1.9e − 03 5.0e − 04 1.3e − 04 3.2e − 05 7.9e − 06
EAh= 1.3e − 02 4.0e − 03 1.1e − 03 2.7e − 04 6.8e − 05 1.7e − 05
AEIDD E∞= 1.4e − 02 4.3e − 03 1.1e − 03 2.9e − 04 7.2e − 05 1.8e − 05
E2= 5.9e − 03 1.9e − 03 5.0e − 04 1.3e − 04 3.2e − 05 7.9e − 06
EAh= 1.3e − 02 4.0e − 03 1.1e − 03 2.7e − 04 6.8e − 05 1.7e − 05
for the numerical simulation is [0, 1]. The measured errors in the inﬁnity norm (E∞ in the tables), the l2-norm (E2),
and the ‖ · ‖Ah norm (EAh ) are listed in Tables 1–3 for the indicated temporal and spatial discretization sizes. In the
tests, we used relatively large time step sizes as compared with spatial mesh sizes, and the ratio of t to h is ﬁxed at
1/, which however does not satisfy the sufﬁcient stability condition for the AEIDD method in the maximal norm.
For accuracy and stability comparison, we also solved the two problems using the backward Euler (B-E) method and
the C–N method. The test results show convergence of the AEIDD under these large time step sizes, and AEIDD’s
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Table 4
Effect of subdomain numbers on accuracy: solving equation 2 with p subdomains
1/t p= 1 2 4 8 16 32 64
64 E∞= 1.2e − 05 2.0e − 03 4.7e − 03 8.5e − 03 1.7e − 02 3.1e − 02 9.1e − 02
E2= 5.5e − 06 7.5e − 04 1.8e − 03 3.9e − 03 6.8e − 03 1.3e − 02 3.6e − 02
EAh= 7.7e − 06 9.2e − 04 3.6e − 03 7.6e − 03 1.3e − 02 2.4e − 02 6.9e − 02
128 E∞= 6.9e − 06 5.2e − 04 1.7e − 03 3.1e − 03 5.9e − 03 1.1e − 02 3.5e − 02
E2= 3.1e − 06 1.9e − 04 6.0e − 04 1.3e − 03 2.3e − 03 4.5e − 03 1.5e − 02
EAh= 5.1e − 06 2.3e − 04 1.4e − 03 2.9e − 03 4.9e − 03 9.5e − 03 3.3e − 02
E∞= 1.1e − 05 1.3e − 04 6.7e − 04 1.2e − 03 2.3e − 03 4.6e − 03 1.4e − 02
256 E2= 5.0e − 06 4.6e − 05 2.3e − 04 5.1e − 04 9.1e − 04 1.8e − 03 6.7e − 03
EAh= 7.7e − 06 5.5e − 05 5.3e − 04 1.1e − 03 2.0e − 03 3.8e − 03 1.5e − 02
512 E∞= 1.2e − 05 2.4e − 05 2.6e − 04 4.8e − 04 9.7e − 04 1.9e − 03 6.6e − 03
E2= 5.5e − 06 8.3e − 06 9.8e − 05 2.2e − 04 4.1e − 04 8.2e − 04 2.8e − 03
EAh= 8.4e − 06 1.1e − 05 2.0e − 04 4.2e − 04 7.4e − 04 1.5e − 03 6.4e − 03
The domain is [0,]×[0,]with a uniformmesh size h=/128. The domain is divided into p equal-size subdomains at x=k/p for k=1, . . . , p−1.
The case of p = 1 is the Crank–Nicolson method.
accuracies are even a little better than the ﬁrst-order B-E method though the error reduction rate of theAEIDD method
as both t and h reduce by half is a little bit slower than that of the B-E.
It is analyzed after the proof of Theorem 4.2 that if A1Ahuh(t, x, y) = O(h2) for (x, y) ∈ B, then the AEIDD
method will have a second-order accuracy when second-order spatial discretization is used. For the third problem,
when the domain [0, ] × [0, ] is partitioned as in the test into two subdomains with the interface boundary B at
x =/2, it can be shown that ‖BAhAhuh(t)‖∞ =O(h2) using the smoothness of the solution u= e−2t sin(2x) sin(y),
the vanishing property of the solution u(t, x, y) on B, and second order accuracy of the spatial discretization. Thus,
second-order accuracy is expected. This second-order accuracy is supported by numerical errors (Table 3) of the
solutions computed by the EIDD methods as compared to the errors of the solutions computed by the second-order
C–N method.
Theorem 4.2 states that the error of theAEIDD methods increases as the gridpoints on interface boundaries increase.
To examine this accuracy deterioration, we tested the AEIDD method on the second problem with uniform spatial
mesh h= /128, and the domain is partitioned into 1, 2 up to 64 subdomains, where 64 is the largest possible number
for each subdomain to have non-empty interior, i.e., only one vertical line of interior gridpoints. We used several
different time discretization sizes t . The measured errors of the numerical solutions at time t = 1 are listed in
Table 4 for the indicated subdomain numbers and temporal discretization sizes. The case that p = 1 corresponds to the
C–N method.
To examine the parallel efﬁciency and scalability, we tested the parallel AEIDD method on Problem 1. A uniform
spatial mesh size h=/1024 is chosen, and the domain is divided into p equal-size subdomains as in Fig. 1 by vertical
lines with p ranging from 1 to 128. The numerical experiments were carried out on a dedicated queue of an Origin 2000
computer at the National Center for Supercomputing Applications (NCSA) with each processor running at 250MHz.
The measured computation time (T-comp), communication time (T-comm), and total execution time (T-total) in the unit
of second, together with the calculated values for parallel speedup and efﬁciency, are listed in Table 5. The tests showed
superlinear speedup for the tested problem–algorithm–machine combinations.We believe that this superlinear speedup
phenomenon has two reasons behind it. One reason for the high speedup and efﬁciency is the low communication cost,
which goes from about 2 for two processors to 7 s for 64 processors, and to 12 s for 128 processors. Another reason
for the superlinear speedup we believe is that when the large testing problem of size 1024 × 1024 spatial gridpoints
and 1024 time steps is divided into several small subproblems, each processor gets a smaller amount of data so that the
cache hit ratio becomes higher with the smaller data size, which could lead to the phenomenon that the computation
time is reduced faster than half each time the machine size doubles. And when the machine size goes beyond a certain
level (seems eight processors for the problem–machine combination as shown by the computation time T-comp in
Table 5) so that the cache of each processor can contain all the data of a subproblem, computation time should reduce
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Table 5
Scalability test: solving equation 1 on p processors
p Subdomain Size T-total T-comp T-comm Speedup Efﬁciency (%) E2
1 1024 × 1024 2.3e + 03 2.3e + 03 0.0e − 01 1.00 100 2.3e − 06
2 512 × 1024 1.1e + 03 1.1e + 03 2.3e + 00 2.09 105 1.3e − 04
4 256 × 1024 5.1e + 02 5.1e + 02 2.9e + 00 4.51 113 2.7e − 04
8 128 × 1024 2.5e + 02 2.4e + 02 7.3e + 00 9.20 115 5.4e − 04
16 64 × 1024 1.3e + 02 1.2e + 02 6.7e + 00 17.7 111 1.1e − 03
32 32 × 1024 6.7e + 01 6.2e + 01 5.9e + 00 34.3 107 2.1e − 03
64 16 × 1024 3.7e + 01 3.1e + 01 6.6e + 00 62.2 97.1 4.3e − 03
128 8 × 1024 2.6e + 01 1.5e + 01 1.2e + 01 88.5 69.1 8.4e − 03
The domain [0,] × [0,] with a uniform mesh size h = /1024, is divided into p equal-size subdomains. The time interval of the numerical
simulation is [0, 1] with time step size t = 1/1024. Subdomain size indicates the number of grid points on each subdomain.
at the same rate as the processor number increases. But communication time would not decrease since amount of
transferred data remains the same. Thus, a decrease of parallel efﬁciency should occur no later than the machine size
goes beyond this level. Again due to the ﬁxed problem size, when the entire problem is divided into 128 subdomain
problems, each processor gets only a very small amount of data, and communication cost becomes substantial compared
with computation cost, which leads to lower efﬁciency.
6. Conclusion
AnAEIDD method was proposed for the numerical solution of parabolic equations on parallel computers, which uses
the ADI-type operator splitting technique, where the operator splitting is domain decomposition based. The method
is algorithmically simple, computationally and communicationally efﬁcient for each time step, yielding high parallel
speedup and efﬁciency. The method was proven to be highly stable in an H 1-type norm, which was supported by
numerical experiments. And numerical testing also shows good stability in the maximal norm and the l2-norm though
only conditional stability is established in maximal norm. However, degraded smoothness incurred by the operator
splitting of the method is penalized by the H 1-type norm to yield a global convergence of order O(th−1
√
NB/N) +
O(h2).
Appendix A. Comparison with the ABEI and ADI-DD methods
The ABEI method, in case of the 1-D heat equation ut = uxx on the following domain,
S Sc
| − − − − − − − − − − − | − − − − − − − − − − − −|
employs Saul’yev’s explicit-implicit difference scheme
⎧⎪⎪⎨
⎪⎪⎩
un+1i − uni
t
= h−1(xun+(1−	i )i − xun+(1−	i−1)i−1 ),
un+2i − un+1i
t
= h−1(xu(n+1)+	ii − xu(n+1)+	i−1i−1 ),
where xui = h−1(ui+1 − ui), and the value of the parameter 	i is chosen in the following way:
	i =
{1, if xi ∈ S,
0, if xi ∈ Sc.
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By easy derivation, the ABEI method can be found to be an ADI method with splitting Ah = A1 + A2, where, in the
case of the spatial domain being [0, 1] with a mesh size h = 14 ,
Ah = 1
h2
(−2 1 0
1 −2 1
0 1 −2
)
, A1 = 1
h2
(−2 1 0
1 −1 0
0 0 0
)
, A2 = 1
h2
(0 0 0
0 −1 1
0 1 −2
)
. (A.1)
From the viewpoint of operator splitting, the ABEI method is a special case of Laevsky’s ADI-type non-overlapping
domain decomposition method. Laevsky’s operator splitting Ah = A1 + A2 has the form
Ah =
(
A11 A12 0
A21 A22 A23
0 A32 A33
)
, A1 =
(
A11 A12 0
A21 A(1) 0
0 0 0
)
, A2 =
(0 0 0
0 A(2) A23
0 A32 A33
)
,
where submatrices Ai1 associate with gridpoints on one subdomain S1 of 0h, Ai3 associate with gridpoints on another
subdomain S2, andAi2 with gridpoints on the interface boundary points of S1 and S2. The splitting ofA22 =A(1)+A(2)
is deﬁned by Laevsky in such a way that A1 and A2 are symmetric and negative semideﬁnite for diffusion equations.
The advantage of Laevsky’s splitting over AEIDD’s splitting is that the dissipativity of A1 and A2 with respect to the
L2 inner product immediately follows from the symmetry and negative semi deﬁnitness, and consequently a stability
result like (4.6) holds in L2-norm. But there is one advantage of the AEIDD method. That is, with Laevsky’s splitting,
the truncation error term (I − (t/2)A2)−1Tadi(t, h, tn) is bounded only by O(t/h), since∥∥∥∥∥
(
I − t
2
A2
)−1
Tadi(t, h, tn)
∥∥∥∥∥∞
= t
∥∥∥∥∥
(
I − t
2
A2
)−1t
2
A2A1Ahuh(n,3)
∥∥∥∥∥∞
t‖A1Ahuh(n,3)‖∞,
but even for sufﬁciently smooth solution, ‖A1Ahuh(n,3)‖∞ =O(h−1) as can be easily seen from (A.1), while with our
splitting ‖A1PhAu(n,3)‖∞ = O(1) as can be seen from (3.21). And our derivation of Laevsky’s dominant truncation
error matches his own global error estimates and is veriﬁed by his numerical experiments mentioned in [28].
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