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Abstract
Piecewise-smooth systems are common in applications, ranging from dry friction oscillators in mechanics, to power converters in electrical
engineering, to neuron cells in biology. While the properties of stability and the control of such dynamical systems have been studied
extensively, the conditions that trigger specific collective dynamics when many of such systems are interconnected in a network are not
fully understood. The study of emergent behaviour, and in particular synchronization, has applicability in seismology, for what concerns
the dynamics of neighbouring faults, in determining load balancing in power grids, and more. To enforce asymptotic state synchronization,
we propose the addition of a discontinuous coupling action to the commonly used diffusive coupling term; even with the possibility that the
two coupling protocols are associated to different graph topologies. This allows that convergence is achieved regardless of initial conditions,
and without the use of any centralised control action. Moreover, we show that the minimum threshold on the coupling gain associated
to the new discontinuous coupling protocol depends on the density of the sparsest cut in the graph. Namely, this crucial quantity, which
we called minimum density, plays a role very similar to that of the algebraic connectivity in the case of networks of smooth systems, in
describing the relation between synchronizability and topology.
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1 Introduction
A great variety of real-world systems exhibit behaviour that
can be better captured by means of piecewise-smooth (PWS)
models [13, 17, 21, 25, 35]. Examples are found in multiple
domains of Science and Engineering. In mechanics, rigid
bodies that are subject to dry-friction, backlash, or impacts
experience instantaneous changes in their acceleration [34].
This is the case of gears, cam-followers, positioning sys-
tems using lead screws, or robotic arms manipulating ob-
jects or performing cuts [1,33]. PWS systems are also used
to model dry friction in earthquake models [10,40]. In elec-
trical engineering, diodes and other switching components
(e.g. those used in power converters), together with some
nonlinear resistors, are all modelled through sets of PWS
differential equations [52]. PWS systems are also common
in control theory, where bang-bang, switched, or hybrid con-
trollers are often used [53]. In medicine and biology, neu-
rons display slow changes in their electrical potential, inter-
rupted by abrupt large variations, named “spikes”. In some
cases, this twofold fast-slow dynamics is modelled through
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PWS ODEs [14, 15]. Furthermore, non-smooth models are
also used to describe the dynamics of cardiac cells [5, 21]
and gene regulatory networks [11]. Other applications in-
clude the modelling of transmission control protocols (TCP)
in computer science [37, 47], social consensus formation in
opinion dynamics [32,57], and disease spreading in epidemi-
ology [26].
Aspects of the theory concerning PWS dynamical systems,
such as stability analysis, bifurcations and control are mostly
understood [21, 35]. However, the analysis and control of
collective behaviour emerging in ensembles of discontinu-
ous agents still poses some significant challenges; the rea-
son being that many common mathematical tools used to
prove convergence in networks of dynamical systems (e.g.
Lyapunov approaches or the master stability function (MSF)
technique [45]), in their standard form, require some degree
of smoothness in the agents’ vector fields. For the same rea-
son, hypotheses on the vector fields, like the QUAD hypoth-
esis [20], commonly used when dealing with synchroniza-
tion problems, cannot always be exploited. Therefore, exten-
sions need to be found to the available analysis and control
approaches. Indeed, in all domains of application described
above, it is possible to think of groups of interconnected sys-
tems that can be modelled as complex networks [2,48,49,55]
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of PWS systems. Examples include a series of intercon-
nected faults in earthquake engineering, networks of cardiac
cells, the driveline in a vehicle, electronic devices in power
grids, and so on.
Complex networks can exhibit many different types of col-
lective behaviour; examples include different types of syn-
chronous behaviour such as complete synchronization, clus-
ter synchronization, and partial-state synchronization, see
[6, 44, 45, 50] for further details. Understanding the occur-
rence of synchronization (i.e. the states of all the nodes con-
verging towards a common trajectory) for PWS networks is
crucial in many applications. To give only a few examples,
synchronization of the generators’ angles in power grids
translates to an efficient operating condition, and spike syn-
chronization in neurons has a crucial role in activities such
as vision and motor coordination [22,51]. In mechanical en-
gineering, synchronization may be useful when a series of
robot manipulators or mobile robots must achieve a coop-
erative task in the presence of impacts or other discontinu-
ities [12].
In this paper, after giving a brief overview of the existing
results on this class of network systems, we start from the
intuition originally presented in [16] and derive new theoret-
ical results to guarantee global convergence of a network of
PWS systems towards synchronization. Considering a net-
work of diffusively coupled PWS systems, we advance the
current state-of-the-art as follows.
(1) We propose a multiplex control approach [9] where
coupling among the nodes is extended via an additional
discontinuous coupling layer whose topology might
differ from that of the diffusive one;
(2) we give analytical estimates of the critical values of
both the coupling gains associated to the diffusive cou-
pling and the discontinuous coupling, sufficient to guar-
antee global synchronization;
(3) we shed light on the dependence of the analytically
computed threshold values of the gains upon the prop-
erties of the vector fields of the nodes, and more im-
portantly the structural properties of the network con-
trol layers. More specifically, we show that their value
is dependent on a quantity we name minimum density
of a graph, which is tightly related to its sparsest cut,
a widely used concept in graph theory [8].
All the theoretical results are illustrated via numerical simu-
lations on a set of representative examples, highlighting the
advantages and disadvantages of the proposed approach.
2 Brief overview of the previous literature
One of the first references where sufficient conditions for
the occurrence of local synchronization between coupled
PWS systems are discussed is [18] although the specific
case of coupled friction oscillators was discussed in [27–29].
More recently, alternative criteria for local stability of the
synchronization manifold were presented in [14,15], where
synchronization of limit cycles in piecewise-linear models
of neurons was investigated through the application of the
MSF technique, exploiting the construction of appropriate
Poincaré maps for the system of interest. Local synchroniz-
ability was also the main focus of the work on coupled dry-
friction oscillators presented in [41, 42].
Sufficient conditions for global convergence to a syn-
chronous solution are given in [19], where the case of com-
plex network systems with non-identical, possibly PWS,
nodes is investigated in the case of either linear or nonlin-
ear coupling functions. While a large variety of settings are
considered, conditions are only obtained for bounded rather
than asymptotic convergence to the synchronization mani-
fold. Also, bounded synchronization of two coupled neural
networks was investigated in [39], considering a linear feed-
back term acting on only one of the two systems. Similarly,
in [38], bounded synchronization of heterogeneous PWS
networks is ensured through the use of a linear feedback
control input acting on all the nodes, in the presence of
linear coupling, and with the possibility of having delays in
the communication protocol.
A step towards the achievement of asymptotic synchroniza-
tion in a pair of coupled PWS systems can be found in [59],
where the authors exploited a state-feedback control plus a
discontinuous action to make one chaotic neural network
system track the state of another identical one. Expanding
the analysis to a network of generic size, in [60], the same
control strategy, applied to all nodes, is used as a mean to
steer the trajectories of the agents towards a desired one.
Being able to exert a centralised control action on all the
systems is mandatory, as well as the hypothesis that the un-
controlled network and the reference trajectory are chaotic,
which is implicitly used to assume that the trajectories of the
agents in the controlled network to be bounded. A similar
approach was employed in [58] to synchronize time-delayed
neural networks with discontinuous activation functions.
So far, the only attempt we found in the literature at find-
ing conditions to ensure global asymptotic convergence in
a network of generic PWS nodes without a centralised con-
trol action is presented in [36]. Therein, a set of sufficient
conditions for convergence are given, under the assumption
that the internal agent dynamics verifies a specific regular-
ity condition and that the coupling is linear and diffusive.
More specifically, agents in [36] are supposed to be QUAD
or semi-QUAD (i.e. QUAD asymptotically). Unfortunately
many PWS functions do not fulfil such an assumption. See
for example [19, 38, 60].
In this paper, we aim at finding alternative conditions on the
agent dynamics and at synthesising different coupling strate-
gies to ensure convergence in a network of PWS systems.
In so doing, we build upon our previous results presented
in [16], where, exploiting Filippov theory [25], conditions
for global complete asymptotic synchronization are given in
the case that the agents are PWS but also satisfy the QUAD
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G = (V, E)
Gd = (V, Ed)
Fig. 1. A multilayer network with N = 5 and two coupling layers.
assumption, employing only a linear diffusive coupling pro-
tocol. Specifically, we analyse the scenario that was only
studied numerically in [16] where, in the more general case
in which the node dynamics do not fulfil the QUAD assump-
tion, a discontinuous coupling protocol is used to enforce
synchronization.
Other related work include [46], where convergence of
piecewise-linear maps was investigated in a semi-analytical
fashion; [56], in which consensus for PWS systems was
studied; [54], where tracking for piecewise-affine systems
was investigated, and [62], where passivity of two interlaced
PWS systems was defined and analysed.
3 Description of the problem
We consider the problem of finding conditions on the agent
vector fields and an appropriate distributed control protocol,
ui, able to make an ensemble of identical PWS systems of
the form
x˙i = f(xi; t) + ui, i = 1, . . . , N (1)
converge asymptotically towards a common evolution. Here
xi ∈ Rn, t ∈ R is time and f : Rn × R → Rn is a generic
piecewise-smooth vector field that might possibly exhibit
sliding mode dynamics [21].
Definition 1 (Asymptotic synchronization) Network (1) is
asymptotically synchronized in Ω ⊆ RnN if, for all initial
conditions in Ω,
lim
t→∞ ‖xi(t)− xj(t)‖ = 0, ∀i, j = 1, . . . , N. (2)
It is globally asymptotically synchronized if Ω = RnN .
Our goal is to synthesise a distributed feedback control strat-
egy such that network (1) exhibits global synchronization.
As shown in [19], a purely diffusive protocol does not suf-
fice to solve the problem. Therefore, in this work we propose
a multiplex control strategy [9] where an additional discon-
tinuous coupling layer is added to the network to achieve
asymptotic convergence. Specifically, we consider a cou-
pling protocol involving two different undirected coupling
layers (see Figure 1). The first one, associated to the undi-
rected unweighted graph G = (V, E), implements linear dif-
fusive coupling among the nodes; here, V is the set of nodes
(or vertices) and E is the set of links (or edges). The sec-
ond graph, Gd = (V, Ed), again undirected and unweighted,
implements an additional discontinuous coupling layer, with
Ed being the set of links. Thus, our multilayer control action
is described by
ui = −c
N∑
j=1
LijΓ(xj − xi)− cd
N∑
j=1
LdijΓdsign(xj − xi),
(3)
for i = 1, . . . , N , where Lij and Ldij are the elements (i, j)
of the symmetric Laplacian matrices L,Ld ∈ RN×N asso-
ciated to the graphs G and Gd, respectively; Γ,Γd ∈ Rn×n
are inner coupling matrices describing how the coupling
actions affect the dynamics of the nodes. Then, the prob-
lem becomes that of finding sufficient conditions for global
synchronization on the coupling gains c and cd, the layer
topologies L and Ld, the node dynamics f , and the inner
coupling matrices Γ and Γd. Before presenting our main
convergence results, we expound next, for the sake of clar-
ity, some necessary mathematical preliminaries to make the
paper self-contained.
4 Notation and mathematical preliminaries
Notation
Given a scalar α, we denote by |α| its absolute value; by
sign(α) the sign of α (sign(0) = 0); by bαc the largest
integer β such that β ≤ α, while dαe is the smallest integer
β such that β ≥ α.
Given a vector ξ = [ξ1 ξ2 · · · ξn], |ξ| = [|ξ1| |ξ2| · · · |ξn|];
sign(ξ) = [sign(ξ1) sign(ξ2) · · · sign(ξn)]; ii ∈ Zn is
the column vector with 1 in position i and 0 elsewhere;
diag(ξ) is the diagonal matrix having the elements of vector
ξ on its diagonal. ‖·‖p is the p-norm, and we recall that
‖ξ‖1 ,
∑n
i=1 |ξi|.
Given a set Q, if it is finite, we denote by |Q| its cardinality.
For a set Q of scalars, the notation Q ≤ 0 means that
∀α ∈ Q : α ≤ 0 (analogously for ≥, =, etc.). Finally, we
denote by R the set of real numbers, by N the set of natural
numbers including zero, and byN+ that which excludes zero.
Given a matrix A, we denote by sym(A) its symmetric
part; λi(A) being its i-th eigenvalue, with eigenvalues being
sorted in an increasing fashion if they are all real (so that
λmin(A) , λ1(A)). The notation A > 0 indicates that
A is positive definite (analogously for semi- and negative
definiteness); In is the n × n identity matrix, 0n×m is the
n ×m null matrix, and 0n is the null column vector with
n entries; we will omit the subscripts when not necessary.
Finally,⊗ is the Kronecker product. We recall that ‖A‖∞ ,
max
i=1,...,n
(∑n
j=1 |Aij |
)
.
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Definition 2 Given A ∈ Rn×n, we define the quantity
µ−∞(A) as
µ−∞(A) , min
i=1,...,n
(
Aii −
n∑
j=1,j 6=i
|Aij |
)
. (4)
The symbol µ−∞ was chosen to highlight the algebraic simi-
larity between this quantity and the well-known matrix mea-
sure µ∞ [61] induced by the infinite-norm, given by
µ∞(A) = max
i=1,...,n
(
Aii +
n∑
j=1,j 6=i
|Aij |
)
,
We also note that µ−∞(Im⊗A) = µ−∞(A), for anym ∈ N+.
We say that a matrix A ∈ Rn×n is diagonalisable if
there exists an invertible matrix T ∈ Rn×n such that
A = T−1∆AT, where ∆A is a diagonal matrix contain-
ing the eigenvalues of A. Note that if A is symmetric, then
TT = T−1. In addition, two matrices A,B ∈ Rn×n are
simultaneously diagonalisable if there exists an invertible
matrix T ∈ Rn×n such that A and B are both diagonalis-
able using T. We highlight that A and B are simultaneously
diagonalisable if they are diagonalisable and they commute,
i.e., AB = BA.
σ-QUAD property
We define next an extension of the well-known QUAD as-
sumption, often used as a regularity condition on the internal
agent dynamics in synchronization problems [20].
Definition 3 (σ-QUAD) A function f : Rn × R → Rn is
σ-QUAD(P, Q, M) if, ∀ξ1, ξ2 ∈ Rn, t ∈ R, ∃P,Q,M ∈
Rn×n such that
(ξ1 − ξ2)TP [f(ξ1; t)− f(ξ2; t)] ≤ (ξ1 − ξ2)TQ (ξ1 − ξ2)
+ (ξ1 − ξ2)TMsign (ξ1 − ξ2) .
(5)
Note that, in the case that M = 0n×n, Definition 3 becomes
equivalent to the classic QUAD condition used in the liter-
ature. However, differently from the QUAD condition, the
σ-QUAD property includes cases where f has any number
of arbitrary finite jumps discontinuities. A related concept is
the QUAD-affine condition defined in [19], where an affine
term is added to the quadratic term in (5) to account for
the presence of finite jumps. Moreover, in [36], the notion
of a non-autonomous vector field being semi-QUAD is in-
troduced. Specifically, a vector field, say f(ξ; t), is said to
be semi-QUAD if its difference with another vector field
g(ξ; t), known to be QUAD, tends asymptotically to zero as
time increases. Finally, another related concept is the growth
condition for a vector field, defined in [38]. As as illustrative
ξ
f1(ξ)
ξ
(a) (b)
f2(ξ)
1 1
−1 −1
Fig. 2. (a) f1 is QUAD and σ-QUAD; (b) f2 is not QUAD, but is
σ-QUAD.
example of what the σ-QUAD property implies, consider the
functions f1, f2 : R→ R, given by f1(ξ) = ξ− sign(ξ) and
f2(ξ) = ξ+sign(ξ), represented in Figure 2. f1 is σ-QUAD
with P = 1, Q = 1, M = 0, and thus is also QUAD; dif-
ferently, f2 is σ-QUAD with P = 1, Q = 1, M = 2, and
can be proved not to be QUAD.
Network notation and definitions
With reference to network (1), (3), x˜ ,
∑N
i=1 xi/N ∈ Rn
is the average of the states of the nodes; ei , xi− x˜ ∈ Rn,
i = 1, . . . , N are the synchronization errors, and we denote
the h-th element of ei by ei,h; x¯ , [xT1 · · · xTN ]T ∈ RnN
is the stack of the states of the nodes; e¯ , [eT1 · · · eTN ]T ∈
RnN is the stack of the errors; eh , [e1,h · · · eN,h]T ∈
RN groups the h-th components of all the errors ei, i =
1, . . . , N ; etot , 1N
∑N
i=1 ‖ei‖2 is the total synchronization
error.
Given a graph G = {V, E}, we denote by N the number of
its nodes and by NE be the number of its links.
A cut C is a partition of the set of vertices V of a network
in two subsets V1, V2; we name the sets of all possible cuts
on G as CˆG , the number of links that connect a node in V1
with one in V2 as b, and define the cardinalities N1 = |V1|,
N2 = |V2|. In what follows, the ratio b/N1N2 represents the
density of a cut C.
Definition 4 (Minimum density) Given a graph G, its min-
imum density is
δG ,
N
2
min
C∈CˆG
b
N1N2
. (6)
The optimal cut arg minC∈CˆG
b
N1N2
associated to δG is
known as the sparsest cut [43], and is here denoted by Csc.
The problem of finding such cut is called the sparsest cut
problem, which is a special kind of graph partitioning prob-
lem [8]. The sparsest cut problem is NP-hard and is normally
solved algorithmically, as discussed below and in [3, 4].
The minimum density of a graph can be computed using the
free softwareMETIS [31], which can solve the generic graph
partitioning problem, i.e., given a graph, it finds a partition
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Table 1
Values of the minimum density δG , the algebraic connectivity
λ2(L), and the number of links NE for selected topologies. “l-
near.-n.” stands for “l-nearest-neighbours”; c1 , cos (pi/N), c2 ,
cos (2pi/N). The values of the algebraic connectivity are taken
from [24].
Topology δG λ2(L) NE
Complete N/2 N N
2−N
2
Star N/(2(N − 1)) 1 N − 1
Path
{
2/N, N even
2N/(N2 − 1), N odd 2 (1− c1) N − 1
Ring
{
4/N, N even
4N/(N2 − 1), N odd 2 (1− c2) N
l-near.-n.

4
∑l−1
k=0
(l−k)
N
, N even
4N
∑l−1
k=0
(l−k)
N2−1 , N odd
- Nl
of the nodes in two subsets of roughly equal size, such that
the fewest links exist among them, so that the resulting cut is
Cgp = arg min
C∈CˆG
b, N1 ≈ N2. (7)
For our purpose, we need to solve the sparsest cut problem
and find
Csc = arg min
C∈CˆG
b
N1N2
. (8)
This can be done by runningMETIS iteratively, constraining
the sizes N1 and N2 of the two subsets resulting from the
cut. Specifically, we run METIS bN/2c times, so that
in run 1, (N1, N2) = (1, N − 1),
in run 2, (N1, N2) = (2, N − 2),
· · ·
in run bN/2c: (N1, N2) = (bN/2c, dN/2e).
At each run, we compute the value of the quantity N2
b
N1N2
and eventually choose the smallest one as the minimum den-
sity of the graph, according to Definition 4.
For the sake of completeness, we mention the Arora-Rao-
Vazirani (ARV) algorithm [3, 4] as an alternative way of
computing the sparsest cut.
Note that the minimum density of some selected graph
topologies can be computed analytically by relatively sim-
ple algebra. We report these findings in Table 1 (the proofs
are omitted here for the sake of brevity).
5 Convergence results
We expound next our main convergence results that allow
to estimate the value of the critical coupling gains c∗ and
c∗d of the proportional and discontinuous coupling layers,
respectively, that guarantee global convergence of all agents
towards a common synchronous evolution.
Theorem 5 Network (1) controlled by the distributed multi-
plex control action (3) achieves global asymptotic synchro-
nization if
(a) there exist P,Q,M ∈ Rn×n such that:
• f is σ-QUAD(P, Q, M), with P > 0,
• sym(PΓ) > 0,
• µ−∞(PΓd) > 0,
(b) G and Gd are connected graphs, and
(c) c > c∗, cd ≥ c∗d with
c∗ , ‖Q‖2
λ2(L)λmin(sym PΓ)
, c∗d ,
‖M‖∞
δGdµ
−∞(PΓd)
.
(9)
A proof of this theorem is given later in Section 7. Here, we
wish to emphasise that the critical coupling gains depend
on the internal node dynamics through the matrices Q, P,
M, the inner coupling matrices Γ, Γd, and the structure of
the control layers L, Ld through the algebraic connectivity
λ2(L) and the minimum density of the discontinuous cou-
pling layer δGd . Hence, the convergence theorem above can
be effectively used to design the network control layers as
illustrated via representative examples in Section 6.
Next, we provide an alternative condition for global synchro-
nization to deal with the case in which the inner coupling
matricesΓ andΓd do not fulfil the conditions sym(PΓ) > 0
and µ−∞(PΓd) > 0 in Theorem 5.
Theorem 6 Network (1) controlled via the multiplex dis-
tributed control action (3) achieves global asymptotic syn-
chronization if
(a) there exist P,Q,M ∈ Rn×n such that
• f is σ-QUAD(P, Q, M), with P > 0, M =
diag([m1 · · · mn]), and Q can be written as
Q = Q− + Q′, where Q− < 0 and Q′ = (Q′)T,
• PΓ = (PΓ)T, Q′ and PΓ are simultaneously
diagonalisable, and λh(PΓ) ≥ 0 ∀h = 1, . . . , n,
but λh(PΓ) > 0 if λh(Q′) > 0,
• PΓd = diag([γ1 · · · γn]), and γh ≥ 0 ∀h =
1, . . . , n, but γh > 0 if mh > 0;
(b) G and Gd are connected graphs, and
(c) c > c∗ and cd ≥ c∗d, with
c∗ ,

1
λ2(L)
max
h=1,...,n
λh(Q
′)
λh(PΓ)
, if ∃h : λh(Q′) > 0
0, otherwise
,
(10)
c∗d ,

1
δGd
max
h=1,...,n
mh
γh
, if ∃h : mh > 0
0, otherwise
. (11)
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Note that the theorem above relaxes some of the assump-
tions on the inner coupling matrices, but requires other alter-
native structural hypothesis on these matrices that, although
seemingly more restrictive, can be of use in some cases as
shown in Section 6. The proof of the theorem is given later
in Section 7.
Note that Theorems 5 and 6 give sufficient conditions on
the threshold values of the coupling gain that scale with
λ2(L)
−1 for c∗ and δ−1Gd for c
∗
d. For the sake of completeness,
Table 1 shows how these structural variables change for a
set of paradigmatic network topologies of N nodes together
with their total number of links. The multiplex nature of the
strategy proposed here allows to pick the structure of each
layer so as to fulfil a trade-off between the values of the
required coupling gains and the number of edges in each
layer.
6 Examples
6.1 Example 1
We consider the problem of achieving global asymptotic
synchronization in a network of N = 30 relay systems
whose vector field is given by f(xi) = Axi −Bsign(xi,1),
with A =
[
1.51 1 0−99.922 0 1
−5 0 0
]
and B = [1 −2 1]T. As shown
in [21], with these parameter values each relay system ex-
hibits chaotic behaviour and therefore, when a group of such
relays is considered, they will not synchronize unless ap-
propriately coupled. In [19], it is shown that under some
hypotheses a network of such relays can achieve bounded
convergence to the synchronous manifold. We show below
that using Theorem 5, we can prove instead global asymp-
totic convergence of this network of discontinuous systems
towards each other.
Note that each relay can be shown to be σ-QUAD accord-
ing to Definition 3 through simple algebraic manipulations
with P = I3, Q = A, and M =
[
0 0 0
4 0 0
0 0 0
]
; therefore ‖Q‖2 =
100.063 and ‖M‖∞ = 4. We assume that the relays are
coupled via two layers as in (3) with the structure of the
proportional layer, L, corresponding to a ring graph, with
λ2(L) = 1, while the structure of the discontinuous coupling
layer, Ld, being chosen as the Erdős-Rényi-like graph [23]
shown in Figure 3a. Figure 3b shows the sparsest cut of
this latter graph obtained numerically, whose minimum den-
sity is computed to be δGd = 1.290. We assume all states
are available for coupling so that Γ = Γd = I3; hence,
λmin(sym(PΓ)) = µ
−
∞(PΓd) = 1. From Theorem 5, we
can then compute the critical coupling gains as c∗ = 100.063
and c∗d = 3.102 that are sufficient for global convergence.
Figures 4a and 4b show the evolution of the total synchro-
nization error etot (defined in Section 4) when the coupling
gains are chosen below and above the critical threshold val-
ues. As expected from the theoretical results, when the gains
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Fig. 3. (a) Topology of the discontinuous coupling layer. The graph
is an Erdős-Rényi-like one, with probability parameter p = 0.2.
(b) Sparsest cut of the topology in (a);N1 = 17,N2 = 13. b = 19.
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Fig. 4. Error dynamics in a network of relay systems with (a)
c = 0.1, cd = 0.001 and with (b) c = 101, cd = 3.200.
are above the thresholds, the synchronization error converges
asymptotically to zero. Note that the analytical estimates of
the critical coupling gains are very conservative as expected
from a Lyapunov-based proof of convergence.
Next, we show how the findings in Theorem 5 can be used
to evaluate the resilience of the network with respect to
structural changes in the communication layer. To this aim,
consider the graph in Figure 3 which possesses 82 links.
Now, assume that, due to some fault, 8 links (roughly 10% of
the total) are removed.We investigate two possible scenarios.
Scenario A: 4 blue and 4 red links are removed from each
cluster in the sparsest cut of the original graph; the minimum
density of this new graph GA, shown in Figure 5a, will be
called δGA .
Scenario B: 8 green links interconnecting the two different
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Fig. 5. Topologies obtained removing links in the graph in Figure
3b and associated sparsest cuts. (a) 4 blue links (2-9, 5-9, 6-11,
6-16) and 4 red links (17-22, 18-26, 19-30, 23-28) from Figure
3b were removed; (b) 8 green links (3-10, 5-19, 6-10, 7-26, 7-28,
8-11, 22-27, 24-30) from Figure 3b were removed.
clusters are removed, so that by δGA we refer to the minimum
density of the perturbed graph GB in Figure 5b.
The minimum densities of the perturbed graphs can be com-
puted numerically as δGA = 1.080 and δGB = 0.747, re-
spectively. Consequently, the threshold value c∗d as obtained
from (9) associated to GB will be larger (thus worse) than
that associated to GA. This shows that removing some links
rather than others can be more impactful on the synchro-
nizability of the network and hence on its resilience to in-
tentional or unintentional perturbations. Specifically, we ob-
serve a greater loss of resilience when the inter-cluster links
are removed, although a detailed analysis of this effect is be-
yond the scope of this paper and will be the subject of future
work.
6.2 Example 2
To illustrate an application of Theorem 6 and the impor-
tance of the discontinuous coupling action, we present the
following example. Consider the cascaded PWS oscillator
whose vector field is f(xi; t) =
[−xi,1+2sin(xi,2pit)
f2(xi,2)
]
, with
f2(xi,2) =
{
+cos(xi,2), xi,2>0
−cos(xi,2), xi,2<0 . The dynamics of the state
variable xi,2 is decoupled from that of xi,1 and has infinite
(stable and unstable) equilibrium values; xi,1 instead dis-
plays a sinusoidal behaviour in time, whose amplitude and
frequency depend on xi,2.
It can be easily verified that f is not QUAD, but is σ-QUAD
with P = I2, M = [ 0 00 2 ] and Q =
[−1 2
0 1
]
= Q− + Q′,
where we select Q− =
[−1 2
0 −3
]
and Q′ = [ 0 00 4 ]. Simi-
larly to the previous example, we deploy N = 30 nodes,
with the same topologies for the coupling layers, having
again λ2(L) = 1 and δGd = 1.290. However, this time
Γ = Γd = [ 0 00 1 ], and therefore sym(PΓ) and µ−∞(PΓ)
are not positive definite, thus not fulfilling the assumptions
of Theorem 5. Applying Theorem 6 instead, we get c∗ =
λ2(Q
′)/[λ2(L)λ2(Γ)] = 4 and c∗d = m2/γ2/δGd = 1.550.
Figure 6 shows the results of two simulations, with c =
0 2 4 6 8 10
t
2
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e
to
t
(a)
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t
0
1
2
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Fig. 6. (a) Error dynamics in a network of cascaded systems with
c = 4.1, cd = 0. (b) Error dynamics with c = 4.1, cd = 1.6.
4.100 > c∗, cd = 0 < c∗d, and with c = 4.100 > c∗,
cd = 1.600 > c
∗
d. Convergence is observed only in the latter
case, where both the coupling gains are above the thresholds
found with Theorem 6; differently, in the former case, the
diffusive action alone is not enough to guarantee synchro-
nization, even though its coupling gain is selected above the
relative threshold.
7 Proofs
We give here the proofs of the convergence results presented
in Section 5. We start by giving some lemmas and defini-
tions in Section 7.1, we then introduce the concept of star
functions in Section 7.2 and show how such functions can
be associated to a given graph in Section 7.3. In particular,
we show that semi-negativity of the star function for a given
graph can be studied by evaluating its value on the biparti-
tions of the graph. This allows to prove Theorem 5 and 6 in
Section 5.
7.1 Preliminary lemmas and definitions
Definition 7 (Clusterization) Given a vector ξ ∈ Rn, we
define its clusterization, denoted by clus(ξ), as a partition
of the set of indices I = {1, . . . , n}, say {I1, . . . , IQ} with
1 ≤ Q ≤ n, such that, for all i, j ∈ I, ξi = ξj if and only
if there exists q such that i, j ∈ Iq .
For example, according to this definition, the vector ξ =
[1 1 6 2 2]T has a clusterization clus(ξ) = {I1, I2, I3} with
I1 = {1, 2}, I2 = {3}, I3 = {4, 5}. Clearly, the clusteriza-
tion of a vector is unique up to a reordering of the clusters.
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Lemma 8 Given ξ ∈ Rn and A ∈ Rn×n, it holds that
ξTAsign(ξ) ≤ ‖A‖∞ ‖ξ‖1 . (12)
PROOF. Defining F , ξTAsign(ξ), we can write
F =
n∑
i=1
Aii |ξi|+ n∑
j=1,j 6=i
Aijξisign(ξj)
 ,
≤
n∑
i=1
|Aii| |ξi|+ n∑
j=1,j 6=i
|Aij | |ξi|
 ,
≤ max
i=1,...,n
 n∑
j=1
|Aij |
 n∑
i=1
|ξi| . 2
Lemma 9 Given ξ ∈ Rn and A ∈ Rn×n, it holds that
ξTAsign(ξ) ≥ µ−∞(A) ‖ξ‖1 , (13)
with µ−∞(A) defined as in (4).
PROOF. Letting again F , ξTAsign(ξ), we have
F ≥
n∑
i=1
Aii − n∑
j=1,j 6=i
|Aij |
 |ξi| ,
≥ min
i=1,...,n
Aii − n∑
j=1,j 6=i
|Aij |
 n∑
i=1
|ξi| . 2
Let Vd be a vector space in Rd.
Definition 10 (Cones) (i) A set K ⊆ Vd is a (convex)
cone if, for any ξ1, ξ2 ∈ K and α1, α2 ≥ 0, it holds
that α1ξ1 + α2ξ2 ∈ K.
(ii) A cone is finitely generated if it is the conic combina-
tion (i.e. a linear combination with non-negative coef-
ficients) of a finite number of unit norm vectors, which
we call generators of the cone.
(iii) A cone K is polyhedral if there exists a matrix C =
[c1 c2 · · · cq] ∈ Rd×q (with q ≥ d and C having rank
d) such that CTξ ≥ 0, for all ξ ∈ K.
A finitely generated cone in R3 is illustrated in Figure 7a.
Note that a convex cone contains its boundary.
Lemma 11 (Equivalence of cones [7]) A polyhedral cone
is a finitely generated cone having p generators; the i-th
generator ξˆi is such that cTj ξˆi = 0 for n− 1 indices j 6= i.
A finitely generated cone is also a polyhedral cone.
ξˆ2
ξˆ1
ξˆ3
Kj
ξ2
ξ1
ξ3
(a)
ξ1
ξ2
K2
K3
K5K6
K7
K8
K9
K11 K1
K4
K10
K12
(b)
Fig. 7. (a) A finitely generated cone Kj in R3; ξˆ1, ξˆ2, and ξˆ3 are
the generators of the cone. (b) Example of the domain of a star
function with 12 cones Kj , j = 1, . . . , 12, in the case that n = 2.
Definition 12 (Incidence matrix [30]) Given a graph
G, the incidence matrix B ∈ ZN×NE has columns bi,
i = 1, . . . , NE , where bi is associated to link i connecting
nodes vj and vk, and has all its elements equal to zero,
except for positions j and k, where it has arbitrarily either
1 and −1 or −1 and 1.
Definition 13 (Bipartitions and tripartitions) We term as
bipartitions Bˆ and tripartitions Tˆ of a graph G the set of
all the possible partitions of the nodes set V of the graph in
two or three subsets (or clusters), respectively. We require
that in both the bipartitions and the tripartitions there are
at least two clusters made of connected nodes.
We denote generic bipartitions and tripartitions by B =
{I1, I2} and T = {I1, I2, I3}, respectively, where Ii is the
set of indices of the nodes belonging to the i-th cluster. Fi-
nally, we denote as Pˆ the set of all bipartitions and triparti-
tions of a graph of interest, i.e. Pˆ , Bˆ ∪ Tˆ . A partition that
is either a bipartition or a tripartition is denoted by P ∈ Pˆ .
7.2 Star functions
Definition 14 (Star function) A continuous piecewise-
linear function φ : Rn → R is a star function if (i) it is
linear in a set of polyhedral convex cones Kj , j = 1, . . . , J ,
with J ∈ N+, (ii) the cones can overlap only on their
boundaries, and (iii) they are a cover for Rn.
An example of the domain of a star function is illustrated in
Figure 7b. We can now give the following Lemma, used to
assess the semi-negativity of a star function.
Lemma 15 Given a star function φ : Rn → R, if φ(ξ) ≤ 0
on the generators of the cones Kj , j = 1, . . . , J over which
it is defined, then φ(ξ) ≤ 0 for all ξ ∈ Rn.
PROOF. Without loss of generality, consider any cone Kj
where φ is linear. Since, by definition Kj is a finitely gen-
erated cone, each of its points can be expressed as
ξ = α1ξˆ1 + α2ξˆ2 + . . .+ αpξˆp, ξ ∈ Kj ,
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where ξˆ1, . . . , ξˆp are the p generators ofKj , andα1, . . . , αp ≥
0. Then, exploiting linearity of φ, we have
φ(ξ) = α1φ(ξˆ1) + α2φ(ξˆ2) + . . .+ αnφ(ξˆn), ξ ∈ Kj .
Thus, since α1, . . . , αp ≥ 0, if φ is non-positive on all the
generators ξˆi of Kj , then φ(ξ) ≤ 0 for all ξ ∈ Kj . The same
is true for any other Kj . 2
7.3 Star function associated to a graph
Next we give a set of results concerning a specific type of
star function that can be associated to a graph G. We also
show that the properties of this function can be interpreted
in a graph-theoretic manner and derive some results that will
be useful later in Section 7.4 to prove Theorem 5.
We denote by S ⊂ RN , the subspace:
S ,
{
e ∈ RN
∣∣∣∣∣
N∑
i=1
ei = 0
}
. (14)
We associate to any graph G a function φG : S → R, given
by
φG(e) = a1
N∑
i=1
∣∣iTi e∣∣− a2 NE∑
i=1
∣∣bTi e∣∣ , (15)
where N and NE are the numbers of nodes and links in G,
respectively, a1, a2 are positive scalars, ii is the i-th versor
of RN , and bi are the columns of the incidence matrix B
of G.
Lemma 16 Given a graph G, the function φG constructed
as in (15) is a star function.
PROOF. We prove that φG is a star function by verifying
that all the three conditions in Definition 14 are fulfilled.
(i) From its definition, φG is linear in the set of regions,
which we name Kj with j ∈ N+, where the argument of
each of the absolute values in (15) has a certain sign. Next,
we need to show that all Kj are polyhedral cones. Without
loss of generality, assume K1 is the set where the arguments
of the absolute values have the following signs:1
iT1 e ≥ 0, . . . , iTN−1e ≥ 0,
iTNe ≤ 0,
bT1 e ≥ 0, . . . ,bTNEe ≥ 0.
(16)
1 We set iTNe ≤ 0 because the sign of iTNe is automatically
determined by the set of inequalities {iT1e ≥ 0, . . . , iTN−1e ≥ 0},
by virtue of
∑N
i=1 ei = 0.
K1 can be equivalently expressed as the locus where the
vector constraint CTe ≥ 0 holds, with
C ,
[
i1 · · · iN−1 −iN b1 · · · bNE
]
.
Given that i1 . . . , iN are linearly independent, C has rank
N ; thus K1 is a polyhedral cone in S; see Definition 10.
Considering a different region Kj would only change the
signs of the inequalities in (16), and thus the signs of the
columns in C, not affecting the validity of the argument.
Therefore, all Kj’s are polyhedral cones.
(ii) Since each Kj is defined by a specific combination of
signs for the inequalities in (16), the intersection of any two
Kj’s can either be the origin or only contain points in their
boundaries. In fact, a point e′ such that cTe′ = 0, for some
c ∈ Ci,b , {i1, . . . , iN ,b1, . . . ,bNE}, belongs both to a
region where cTe′ ≥ 0 and to one in which cTe′ ≤ 0, and
is on the boundaries of both. Conversely, if another point e′′
is such that cTe′′ 6= 0, for all c ∈ Ci,b, it can only belong to
one region Kj .
(iii) Finally, given that each value of e ∈ S determines
a combination of signs for the non-zero arguments in the
absolute values in (15), each point e belongs to at least one
Kj ; therefore, the family of all Kj’s is a cover for S. Hence,
the thesis follows. 2
Lemma 17 Let G be a connected graph and φG its associ-
ated star function defined as in (15). Say eˆ any generator
of φG , then the clusters of indexes in clus(eˆ) form either a
bipartition or a tripartition of G.2
PROOF. To prove the thesis, we need to show that (i)
clus(eˆ) = {I1, . . . , IQ} with Q = 2 or Q = 3; (ii) the par-
tition of G contains at least two clusters of connected nodes.
(i) From the proof of Lemma 16 (step (i)) and Lemma
11, it follows that any generator eˆ of φG is a vector in S
with unit norm such that N − 2 independent constraints
cTi eˆ = 0 hold, with the vectors ci’s picked from the set
Ci,b , {i1, . . . , iN ,b1, . . . ,bNE}. We term as p the number
of constraints of the form iTi eˆ = 0, so that those of the kind
bTi eˆ = 0 are N − 2− p, with 0 ≤ p ≤ N − 2.
According to the definition of bi, each of the constraints
bTi eˆ = 0 implies that two components of eˆ are equal, i.e. that
eˆj = eˆk, for some pair of indices (j, k). Therefore, from the
N−2−p constraints of the form bTi eˆ = 0, we can conclude
that clus(e) contains at most N − (N − 2 − p) = p + 2
clusters. We need now to apply the remaining p constraints
of the form iTi eˆ = 0; we analyse separately the cases when
p = 0 or p > 0.
2 Note that clus(eˆ) is a partition of {1, . . . , N}.
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Fig. 8. A bipartition B = {I1, I2} of a graph; N1 and N2 are
the number of nodes in each cluster and b is the number of links
between the clusters.
• If p = 0, there are no constraints like iTi eˆ = 0 to
consider; thus, clus(eˆ) = {I1, I2} with{
eˆj = 1, j ∈ I1,
eˆj = 2, j ∈ I2, (17)
for some 1, 2 ∈ R, with 1, 2 6= 0 and 1 6= 2.
• If, on the other hand, p > 0, then we need to apply the
additional p constraints of the form iTi eˆ = 0. Each of
these implies an element of eˆ is null. For example, if
p = 1, we get that ei = 0 for some i. Without loss of
generality, assume e1 = 0 then one cluster in clus(eˆ)
will be characterised by all the null elements in eˆ and
there will be Q = p+ 2 = 3 clusters in total.
Analogously, if p > 1, the p elements such that ei =
0 will form one cluster in clus(e) so that out of the p+2
possible clusters in clus(eˆ) onlyQ = p+2−(p−1) = 3
will remain. Hence, clus(eˆ) = {I1, I2, I3} with
eˆj = 1, j ∈ I1,
eˆj = 2, j ∈ I2,
eˆj = 0, j ∈ I3,
(18)
for some 1, 2 ∈ R, with 1, 2 6= 0 and 1 6= 2.
(ii) To show that clus(eˆ) = {I1, . . . , IQ} contains at least
two clusters that are clusters of connected nodes in G it
suffices to notice that in our derivation there were at least
two clusters induced by the constraints of the form bTi eˆ = 0.
Since, by construction, the vectors bi represent links in G
then these clusters must correspond to connected nodes in
G. 2
Remark 18 Note that given a bipartition (or a tripartition)
of G we can always find at least a generator eˆ ∈ S such
that clusters of indexes in clus(eˆ) corresponds to nodes of G
in that bipartition (or tripartition) verifying (17) (or (18)).
In what follows we will denote by φG(B) the set of values
that the function φG takes over each of the vectors eˆ ∈ S
whose clusterization corresponds to the bipartition B (anal-
ogously for φG(T ), being T a triprtition). We will say that
φG(B) ≤ 0 if this is true for all values of φG in that set (and
equivalently for φG(T )).
Lemma 19 Given a connected graph G and its associated
b links
j ∈ I2
N1 nodes N2 nodes
ej = 2
j ∈ I1
ej = 1
j ∈ I3
ej = 0
l2 links
l1 links
N3 nodes
Fig. 9. A tripartition T = {I1, I2, I3} of a graph;N1,N2,N3 are
the number of nodes in each cluster and b, l1, l2 are the number
of links between the clusters.
star function φG , if φG ≤ 0 on all of the bipartitions of G,
then φG ≤ 0 on all of the tripartitions of G.
PROOF. The proof is composed of three steps. First, we
determine what conditions must hold so that φG(B) ≤ 0
for any bipartition B. Then, we do the same for a generic
tripartition T . Finally, we show that, for each T , there exists
a specific B′ such that φG(B′) ≤ 0 ⇒ φG(T ) ≤ 0. Hence,
if φG(B) ≤ 0 for all B ∈ Bˆ, then also φG(T ) ≤ 0 for all
T ∈ Tˆ , that is the thesis.
(i) Let us consider a generic bipartition B = {I1, I2} of
G. Then, from (15) and (17), we can write
φG(B) = a1(N1 |1|+N2 |2|)− a2b |1 − 2| , (19)
where N1 = |I1|, N2 = |I2|, b is the number of links
connecting nodes in I1 with nodes in I2 (see Figure 8), and
1, 2 are (different non-zero) constants depending on the
generic vector eˆ ∈ S whose clusterization corresponds to B
according to (17).
Even though N1, N2, and b depend on the specific B being
considered, we omit this dependence to simplify the nota-
tion. Since
∑N
i=1 eˆi = 0, then N11 + N22 = 0, that is
2 = −N1N2 1. Therefore, we may rewrite
φG(B) = 2a1N1 |1| − a2bN1+N2N2 |1| .
Hence, φG(B) ≤ 0 if and only if
a2 ≥ 2a1N1N2
(N1 +N2)b
, (20)
independently from the value of the constants 1 and 2
associated to the specific vector whose clusterization is being
considered.
(ii) Let us now consider a generic tripartition T =
{I1, I2, I3}. Using similar arguments to those presented
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for bipartitions, from (15) and (18), we obtain
φG(T ) = a1(N1 |1|+N2 |2|+N3 |0|)
− a2(b |1 − 2|+ l1 |1 − 0|+ l2 |2 − 0|),
(21)
whereN1 = |I1|,N2 = |I2|,N3 = |I3|, and b, l1, l2 are the
numbers of links connecting nodes in I1 with nodes in I2,
nodes in I1 with nodes in I3, and nodes in I2 with nodes
in I3, respectively (see Figure 9). N1, N2, N3, b, l1, and l2
all depend on T . Since∑Ni=1 eˆi = 0, then N11 +N22 +
N3 · 0 = 0, that is again 2 = −N1N2 1. In view of this, and
multiplying both sides of (21) by N2, we obtain
N2φG(T ) = 2a1N1N2 |1|
− a2(b(N1 +N2) |1|+ l1N2 |1|+ l2N1 |2|).
As N2 > 0, this yields that φG(T ) ≤ 0 if and only if
a2 ≥ 2a1N1N2
b(N1 +N2) +N2l1 +N1l2
. (22)
(iii) We now show that
∀T ∈ Tˆ ∃B′ ∈ Bˆ s.t. φG(B′) ≤ 0⇒ φG(T ) ≤ 0. (23)
Let us consider again the generic tripartition T =
{I1, I2, I3} introduced in point (ii); see Figure 9 for a
graphical representation. With an appropriate labelling of
the clusters, without loss of generality we can assume that
l2 ≥ l1. To any T , we can always associate a specific bi-
partition B′ = {I ′1, I ′2}, where I ′1 = I1 and I ′2 = I2 ∪ I3,
characterised by N ′1 = |I ′1|, N ′2 = |I ′2|, and b′ being the
number of links between I ′1 and I ′2. Thus, it follows that
N ′1 = N1, N ′2 = N2 + N3, and b′ = b + l1. According to
(20), φG(B′) ≤ 0 if and only if
a2 ≥ 2a1N
′
1N
′
2
(N ′1 +N
′
2)b
′ =
2a1N1(N2 +N3)
(N1 +N2 +N3)(b+ l1)
. (24)
Next, we prove that (24) implies (22), independently of T .
To that aim, we need to show that
2N1(N2 +N3)
(N1 +N2 +N3)(b+ l1)
≥ 2N1N2
b(N1 +N2) +N2l1 +N1l2
,
which is trivially verified by recalling that l2 ≥ l1. The thesis
directly follows. 2
We are now ready to give the final result that summarises
previous findings and will be used in the proof of the main
theorems.
Lemma 20 If φG ≤ 0 on all the bipartitions of G, then
φG ≤ 0 for all e ∈ S.
PROOF. According to Lemma 19, since φG(B) ≤ 0 for all
B ∈ Bˆ, then
φG(P) ≤ 0,∀ P ∈ Pˆ. (25)
Exploiting Lemma 17, the clusterization clus(eˆ) of each
generator eˆ ∈ Hˆ is a partition P ∈ Pˆ . Therefore, (25)
implies that
φG(eˆ) ≤ 0,∀ eˆ ∈ Hˆ. (26)
Since φG is a star function (Lemma 16), (26) implies the
thesis through Lemma 15. 2
7.4 Proof of Theorem 5
The dynamics of the average state x˜ of network (1) under
the multilayer control action (3) are given by
˙˜x =
1
N
N∑
i=1
f(xi; t) +
N∑
i=1
N∑
j=1
LijΓ(xj − xi)
+
N∑
i=1
N∑
j=1
LdijΓdsign(xj − xi).
(27)
As L and Ld are symmetric, the last two terms of the
right-hand side of (27) are zero, and therefore we have
˙˜x = 1N
∑N
i=1 f(xi; t). Therefore, the dynamics of the syn-
chronization error ei are given by
e˙i = x˙i − ˙˜x
= f(xi; t)− 1
N
N∑
i=1
f(xi; t)− c
N∑
j=1
LijΓej
− cd
N∑
j=1
LdijΓdsign(ej − ei),
(28)
where we used the fact that
∑N
j=1 Lij (xj − xi) =∑N
j=1 Lijxj =
∑N
j=1 Lijej and that sign(xj − xi) =
sign(ej − ei). Now, consider the candidate common Lya-
punov function V , 12
∑N
i=1 e
T
i Pei. Its time derivative is
V˙ =
∑N
i=1 e
T
i Pe˙i, that is,
V˙ =
N∑
i=1
eTi P
(
f(xi; t)− 1
N
N∑
i=1
f(xi; t)
)
− c
N∑
i=1
N∑
j=1
Lije
T
i PΓej
− cd
N∑
i=1
N∑
j=1
Ldije
T
i PΓdsign(ej − ei).
(29)
As
∑N
i=1 ei = 0, we have
∑N
i=1 e
T
i Pf(x˜; t) = 0 and∑N
i=1 e
T
i P
(∑N
i=1 f(xi; t)/N
)
= 0. Thus, we can rewrite
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(29) as
V˙ =
N∑
i=1
eTi P [f(xi; t)− f(x˜; t)]− c
N∑
i=1
N∑
j=1
Lije
T
i PΓej
−cd
N∑
i=1
N∑
j=1
Ldije
T
i PΓdsign(ej − ei). (30)
In addition, the communication graphs are undirected; there-
fore, Ldij = Ldji, and for each term eTi PΓdsign(ej − ei),
there exists another term eTj PΓdsign(ei − ej). Hence, we
may recast V˙ as
V˙ =
N∑
i=1
eTi P [f(xi; t)− f(x˜; t)]− c
N∑
i=1
N∑
j=1
Lije
T
i PΓej
− cd
∑
(i,j)∈Ed
(ei − ej)TPΓdsign(ei − ej), (31)
recalling that Ed is the set of links in the graph Gd. Then,
we use the hypothesis that f is σ-QUAD and get
V˙ ≤
N∑
i=1
(
eTi Qei + e
T
i Msign(ei)
)−c N∑
i=1
N∑
j=1
Lije
T
i PΓej
−cd
∑
(i,j)∈Ed
(ei − ej)TPΓdsign(ei − ej). (32)
Now, if we define y¯ ,
(
BTd ⊗ In
)
e¯, where Bd is the in-
cidence matrix of Gd, then we can rewrite (32) as V˙ ≤
W1 +W2, where
W1 , e¯T (IN ⊗Q− cL⊗PΓ) e¯, (33)
W2 , e¯T (IN ⊗M) sign(e¯)− cdy¯ (IN ⊗PΓd) sign(y¯).
(34)
We can then study W1 and W2 separately, so as to find
conditions that guarantee the former is negative definite and
the latter is semi-negative definite.
7.4.1 Negativity of W1
To find a condition such that W1 < 0, we observe that
W1 ≤ ‖e¯‖22 ‖Q‖2 − e¯T (cL⊗PΓ) e¯. (35)
Since
∑N
i=1 ei = 0n ⇔
∑N−1
i=0 e¯i·n+h = 0 ∀h = 1, . . . , n,
we can apply Corollary 13.4.2 in [30] and get
W1 ≤ ‖e¯‖22 [‖Q‖2 − cλ2(L)λmin(sym(PΓ))] . (36)
Therefore,W1 < 0 if c > c∗, with c∗ defined as in (9). Note
that the fact that G is connected ensures that λ2(L) > 0.
7.4.2 Semi-negativity of W2
Next, we seek an expression of the threshold value c∗d such
that W2 ≤ 0 if cd ≥ c∗d. Firstly, consider that, from (34),
using Lemmas 8 and 9, we have
W2 ≤ ‖e¯‖1 ‖M‖∞ − cd ‖y¯‖1 µ−∞(PΓd). (37)
Using the definition of the vector 1-norm, we have ‖e¯‖1 =∑nN
i=1|e¯i| =
∑n
h=1‖eh‖1 =
∑n
h=1
∑N
i=1|iTi eh|, where ii
and eh are defined in Section 4. Note that eh ∈ S , with
S being defined in (14). Similarly, it is straightforward to
compute that ‖y¯‖1 =
∑n
h=1
∑NEd
i=1
∣∣bTi eh∣∣, where bi are
the columns of the incidence matrix Bd of Gd. For the sake
of compactness we defineM , ‖M‖∞ and µ , µ−∞(PΓd).
Thus, we can recast (37) as W2 ≤
∑n
h=1W
h
2 , where
Wh2 (e
h) ,M
N∑
i=1
∣∣iTi eh∣∣− cdµNEd∑
i=1
∣∣bTi eh∣∣ . (38)
The analytical framework and results presented in Sections
7.2 and 7.3 can be used to more easily assess the semi-
negativity of Wh2 . In fact, Wh2 is in the form (15), and thus
is a star function associated to the graph Gd; see Definition
14 and Lemma 16. Exploiting Lemma 20, it is immediate
to state that Wh2 (eh) ≤ 0 for all eh ∈ S, i.e., globally, if
Wh2 (B) ≤ 0 for all B ∈ Bˆ; Bˆ being the set of all bipartitions
of Gd.
Consider a generic bipartition B = {I1, I2} of Gd, where
I1 and I2 are the indices of the nodes in the two connected
clusters. Moreover, let N1 = |I1|, N2 = |I2|, and b be the
number of links connecting a node in I1 with a node in
I2 (see Figure 8); note that N1, N2, and b depend on B.
According to (19) and (20), Wh2 (B) ≤ 0 if and only if
cd ≥ 2M
Nµ
(
N1N2
b
)
, (39)
where we used the fact thatN1+N2 = N . We highlight that
this last step is independent from h; therefore, if (39) holds,
then Wh2 (B) ≤ 0 ∀h = 1, . . . , n. From the hypotheses we
know that
cd ≥ c∗d ,
1
δGd
M
µ
=
2M
Nµ
1
minC∈CˆGd
(
b
N1N2
) . (40)
where δGd is the minimum density of Gd (Definition 4) and
CˆGd is the set of all possible cuts on Gd. (40) can be refor-
mulated as
cd ≥ 2M
Nµ
1
minB∈Bˆ
(
b
N1N2
) = 2M
Nµ
max
B∈Bˆ
(
N1N2
b
)
. (41)
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Therefore, (39) holds for all B ∈ Bˆ. This ensures that
Wh2 (B) ≤ 0 for all B ∈ Bˆ, which through Lemma 20 gives
Wh2 ≤ 0 globally. As mentioned previously, if Wh2 ≤ 0 for
some h, then Wh2 ≤ 0 for all h, and hence W2 ≤ 0. This
completes the proof, as V˙ = W1 +W2 < 0 globally. 2
7.5 Proof of Theorem 6
Starting from (32) in the proof of Theorem 5, ex-
ploiting the fact that M = diag([m1 · · · mn]) and
PΓd = diag([γ1 · · · γn]), we have
V˙ ≤
N∑
i=1
eTi Qei − c
N∑
i=1
N∑
j=1
Lije
T
i PΓej
+
N∑
i=1
n∑
h=1
mh |ei,h| − cd
∑
(i,j)∈Ed
n∑
h=1
γh |ei,h − ej,h|
,W1 + Ŵ2,
(42)
where W1 is defined as in (33) and Ŵ2 =
∑n
h=1 Ŵ
h
2 , with
Ŵh2 , mh
N∑
i=1
∣∣iTi eh∣∣− cdγh NEd∑
i=1
∣∣bTi eh∣∣ . (43)
In Theorem 2 in [16], we have proved that W1 < 0 if the
hypotheses of the present theorem hold.3 Note that Ŵh2 has
the exact same structure as Wh2 in (38), with the difference
being the multiplicative constantsM and µ inWh2 , and mh
and γh in Ŵh2 . In (43), if mh ≤ 0, then Ŵh2 ≤ 0 even
if γh = 0 (recall that in general γh ≥ 0). Differently, if
mh > 0, following steps analogous to that in the proof of
Theorem 5, it is possible to show that Ŵh2 ≤ 0 if
cd ≥ 1
δGd
mh
γh
. (44)
Finally, in order to have Ŵh2 ≤ 0 for all h = 1, . . . , n,
we require that cd ≥ c∗d, with c∗d being defined in (11).
Therefore, we get Ŵ2 =
∑n
h=1 Ŵ
h
2 ≤ 0 and V˙ = W1 +
Ŵ2 < 0, globally. 2
8 Conclusions
We addressed the challenging problem of proving global
asymptotic convergence to synchronization in a network of
piecewise-smooth dynamical systems, without employing,
as done in previous attempts in the literature, costly cen-
tralised control actions on all the nodes. We showed that,
under some assumptions on the agents’ vector field, adding
3 In [16], a matrix named G is present in place of PΓ.
a discontinuous coupling layer to the commonly used diffu-
sive coupling protocol is sufficient to ensure convergence.
We derived sufficient conditions that allow computation of
the critical values of the coupling gains required for con-
vergence, even when the inner coupling matrices are not
positive definite. The conditions depend explicitly on struc-
tural properties of the underlying network graphs that can
be computed algorithmically. In particular, we introduced
the concept of minimum density of a graph that can be used
to compute the critical coupling gain of the discontinuous
control layer.
An open problem left for further study is to investigate if
there exist some best structures of the diffusive and discon-
tinuous coupling layers in terms of performance, robustness
and stability. For example, preliminary numerical simula-
tions reported in [16] show that different layers’ structures
can enhance the regions in the control parameter space where
synchronization is attained.
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