Abstract. Copulas are now frequently used to approximate or estimate multivariate distributions because of their ability to take into account the multivariate dependence of the variables while controlling the approximation properties of the marginal densities. Copula based multivariate models can often also be more parsimonious than fitting a flexible multivariate model, such as a mixture of normals model, directly to the data. However, to be effective, it is imperative that the family of copula models considered is sufficiently flexible.
Introduction
Using a copula based approach for approximating multivariate distributions involves approximating each of the marginals separately while also approximating the underlying implied joint distribution. Such an approach for approximating multivariate distributions is attractive for two reasons. First, we can directly control the properties of the approximating marginal distributions rather than just deducing their properties from the approximation of the joint. For example, consider approximating a high dimensional multivariate model by a flexible factor based model such as a mixture of factor analyzers; see, for example, Chapter 8 of McLachlan and Peel (2000) . However, it is then difficult to ensure that the implied marginal distributions will be consistent with an approach that approximates the marginal distributions directly. A second attractive property of copulas is that a copula based multivariate approximation can often be much more parsimonious than approximating the multivariate distribution directly. For example, consider a bivariate distribution with independent marginals each of which is a 6 component mixture of normals. Then approximating this distribution by a bivariate mixture of normals will require a 36 component mixture, while a copula based approach will fit a 6 component mixture to each of the marginals and then a standard normal for the underlying Gaussian copula. Section 2.4 illustrates the same issue on a more complex example.
However, it is imperative when using a copula based approach to approximate multivariate distributions that the family of approximating copulas is sufficiently flexible. The reason is that the copula is formed by transforming each of the marginals to a uniform distribution which can potentially make the underlying distribution of the copula quite complex. Tran et al. (2014) show empirically that this can happen, for example, when the original multivariate distribution is heavy tailed or multimodal.
Our article provides some foundational tools for using finite mixture models to nonparametrically estimate a target copula function C, having density c, by asking under what conditions can we find a positive integer R, cumulative distribution functions G 1 , . . . , G R , and positive probabilities π 1 , . . . , π R satisfying π 1 + · · · + π R = 1 to approximate C by G := π 1 G 1 + · · · + π R G R for a given precision. Or, alternatively, under what conditions can we find probability density functions g 1 , . . . , g R , to approximate the density c by g := π 1 g 1 + · · · + π R g R for a given precision. Our main result uses this framework to propose a family of finite mixture models that can approximate any copula arbitrarily well.
We note that it is straightforward to verify that G is a copula when each mixture component function G r is itself a copula. This follows because each margin of G is uniform as it is a mixture of the margins of the G r which are uniform.
Mixtures of Archimedean copulas and mixtures of elliptical copulas are natural candidate families that have been used extensively to approximate an arbitrary copula. Our article discusses these mixture families and shows that neither a mixture of Archimedean copulas nor a mixture of elliptical copulas can in general approximate a copula density arbitrarily well.
We now briefly review the literature on nonparametric estimation of copulas. The foundation of non-parametric estimation is based on estimating the copula cumulative distribution function (cdf) using empirical copulas and studying the asymptotic weak convergence properties of the empirical copula process. See, for example, Fermanian et al. (2004) and Segers (2012) .
Among density estimators, Bernstein copulas constitute a prominent example; see Sancetta and Satchell (2004) and Sancetta (2007) , or Burda and Prokhorov (2014) for a Bayesian approach. Currently, Bernstein copulas do not scale well with the dimension of the multivariate distribution compared to our approach and applications have been restricted to small dimensions as the number of parameters increases exponentially with dimension. Some other approaches are based on kernels (Omelka et al., 2009 ) and wavelets (Genest et al., 2009 ).
There are very few papers that explicitly address the question of estimating copulas nonparametrically through the use of mixtures. Wu et al. (2014) and Wu et al. (2015) present a Bayesian non-parametric approach. Wu et al. (2014) take Gaussian copulas as the mixture components. Wu et al. (2015) take multivariate skew normal copulas as the mixture components. However, neither paper presents approximation results or asymptotic theory.
The rest of the paper is organized as follows. Section 2 presents our fundamental approximation results and constructs a family of mixture models that can approximate any copula arbitrarily well. Section 2.4 uses a simple example to illustrate our approximation approach. Sections 3 and 4 respectively characterize Archimedean and elliptical copulas and give some of their approximation properties. Section 5 applies our approximation approach to a financial data set that was previously analyzed in the literature. We show that our approach provides a better fit and is more parsimonious than that obtained by a mixture of Gaussian copulas. There are three technical appendices. Appendix A contains all the proofs. Appendix B shows how to sample from the specific copula we use for the illustration in Section 2.4. Appendix C gives some details on the stochastic construction of Archimedean copulas.
Approximation properties of some mixtures of general distributions on the unit hypercube
We first consider approximating some classes of densities on the unit interval (0, 1), and then consider the case of classes of copulas on (0, 1)
M .
There is an extensive literature on approximating arbitrary distributions by finite mixtures. See Zeevi and Meir (1997) , Dalal and Hall (1983) or Lijoi (2003) . We will use the elements of the theory of approximation by universal series; see Bacharoglou (2010) and Koumandos et al. (2010) to obtain our approximations.
Below, · means the L 1 or the L ∞ norm, or their sum. That norm is used in the statement of Theorem 1. Before starting, we will use an adaptation of a theorem from Bacharoglou (2010) which is based on the theory of Universal series in p>1 ℓ p and which yields approximations in · in certain sets of R M for bounded continuous functions or functions with bounded support. Let N be the set of positive integers and let Q be the set of rational numbers.
and let the sequence (φ n ) n be formed by enumerating φ 1 k (x − µ) where k ∈ N, µ ∈ Q M (some enumeration of it) and φ s (x − µ) is the density of a multivariate normal distribution with mean vector µ and covariance matrix sI M . Let f be some density that has either compact support on R M or that is bounded and continuous.
Then, there exists an α ∈ A + and a sequence (R n ) n of integers such that for all ε > 0, there exists an n(ε) such that
2.1. Approximation on the unit interval. Let F be the cdf of X and assume that F is absolutely continuous. Then,
Thus, F (X) is uniform on (0, 1). If we apply a different transformation using a CDF G, then we obtain the distribution function
which is absolutely continuous on (0, 1), but is not uniform. Theorem 2 uses distributions of the form F • G −1 (t) as building blocks for the finite mixture components.
Theorem 2. Let g be an unknown continuous density function with compact support in (0, 1). Let h be some arbitrary bounded and absolutely continuous density function with its support being the whole real line and let H be its corresponding CDF. Let {φ r } be the set of univariate normal densities N (µ, σ 2 ), with φ µ,σ a normal density with mean µ and standard deviation σ. Then, for every ε > 0, there exist an R ∈ N, (π 1 , . . . , π R ) ∈ ∆ R (the R-simplex), µ 1 , . . . , µ R ∈ R and σ 1 , . . . , σ R ∈ (0, ∞) such that
where · is the L 1 or L ∞ norm. 
where the marginal inverses are appropriately defined.
Theorem 3. Let C be some arbitrary M-dimensional absolutely continuous copula with bounded density c. Let H be the CDF of an M × 1 random vector, with marginal CDF's H 1 , . . . , H M that are absolutely continuous with non-compact support on R. Let h, h 1 , . . . , h M be the corresponding densities, which we assume are bounded. Then, for any ε > 0, there
φ µ,σI M is the density of an M × 1 normal vector with mean µ and covariance matrix σI M , and · 1 is the L 1 norm. If c is also continuous, then the result also holds for the L ∞ norm.
Although q R is not a copula, it is a mixture of distributions on the unit cube whose marginals are
The next corollary shows that the marginals of q R can be made arbitrarily close to uniform.
Let Q R be the CDF of q R with marginals Q R,i , i = 1, . . . , M.
Corollary 1. Suppose that the conditions in Theorem 3 hold. Then, for any ε > 0, there exist
Let G be the cdf of a M × 1 random vector with density g and marginals G 1 , . . . , G M .
Suppose that X ∼ G. We call the distribution of F G (X) the copula of G, which we write as C G .
Let F be the CDF of a M × 1 random vector with marginals F 1 , . . . , F M . If at least one of the marginals F i does not coincide with a marginal G i , then F F (X) is a distribution on (0, 1) M , but it is not a copula. However, corollary 2 shows that if X ∼ G, then the copula of F F (X) is the copula of G.
which is the copula of G.
Universal approximation of multivariate distributions. Given that the approximating mixtures
can be transformed using F −1 H into normal mixtures, all the machinery that exists for estimating finite normal mixtures (for example Frühwirth-Schnatter (2006)) or infinite normal mixtures (see Kalli et al. (2011) or Ishwaran and James (2001) ) can be readily used from a Bayesian perspective to obtain universal approximations to multivariate distributions.
The next section provides a simple simulated illustration of how such an approximation is implemented.
2.4. Simple illustration of the universal approximation properties. We now give a detailed example that illustrates how the application of our methodology and shows that a copula based multivariate approximation can be much more parsimonious than that obtained by a directly fitting a mixture of normals.
Consider the two-dimensional random vector (X, Y ) having joint distribution
where each marginal is a mixture of univariate normal random variables.
and the copula is
where a, β ∈ (0, 1) and θ > 0
We chose the following settings and parameter values: f X = f Y , R = 6, µ 1:6 = {−9, −5.4, −1.8, 1.8, 5.4, 9} and σ r = 1/ √ 10, π r = 1/R, α = 3/4, β = 1/2 and θ = 20.
We chose this example as it demonstrates the versatility and power of our method because it is difficult to estimate the density f (x, y) with the usual estimators. First, it is very difficult to approximate the copula (1) using either mixtures of Archimedean copulas or mixtures of elliptical copulas because it is neither radially symmetric nor exchangeable. See Sections 3 and 4. This can also be checked directly from Figure 1 , which shows a draw of 1000 points from the copula (1). Second, it is difficult to approximate the joint distribution of X and Y directly using mixtures of bivariate normals as we chose the marginal distributions so that a mixture of bivariate normal densities would require up to 36 components; see Figure 1 for a plot of n = 1000 points from f (x, y). Using the copula of a mixture approach, a six-component mixture of normals is enough to approximate each margin and as we show empirically a three-component mixture of normals is sufficient to approximate the copula.
See Table 1 for marginal likelihood estimates for 2 to 5 components for the copula of a mixture and figure 1 for an MCMC draw from the copula of a mixture. We carried out the above analysis as follows. (1) Draw a random sample (x i , y i ) for i = 1, . . . , n = 1000, from the above model.
Appendix B shows how to draw from the copula (1).
(2) Estimate the marginal distributions using the empirical distribution functions F X,n and F Y,n . Compute
where Φ is the CDF of the standard normal distribution.
(3) Approximate the joint distribution of (z i , w i ) using a mixture of multivariate normals.
(4) Apply Φ to recover the copula approximation.
Step 3 can be carried out using any standard approach for estimating mixtures of multivariate normals, and we applied textbook techniques from Frühwirth-Schnatter (2006).
We adopt a Bayesian paradigm, but a similar procedure can be carried out using a more classical approach. We repeated the model fitting for models with a different number of com- The marginal likelihood estimates in Table 1 were obtained by estimating the copula density model
specified by H 1 , . . . , H M standard normal distribution functions. This is valid because we use the same estimates of the marginals of x and y for all the fitted mixture models.
Mixtures of Archimedean copulas
Section 3.1 summarizes some properties of Archimedean copulas and their mixtures. These properties are used in section 3.2 to derive some approximation properties of mixtures of Archimedean copulas.
3.1. Characterization of Archimedean copulas. Let G be an Archimedean copula, that is a copula of the form
and ϕ is a completely monotone function. The stochastic representation of an Archimedean copula asserts that if a vector of uniform random variables U = (U 1 , . . . , U M ) is distributed according to some Archimedean copula distribution, then there exists a random variable D with positive support such that
and such that U 1 , . . . , , U M are conditionally independent given D. See Appendix C for more details and references.
This means that given either the functional form in equation (2) or the stochastic representation in equation (3) based on D, the distribution of U 1 , . . . , U M is exchangeable.
That is, given any permutation σ of the set {1, . . . , M}, the distributions of U 1 , . . . , U M and
mixture of Archimedean copulas, and it is immediate that it is exchangeable.
3.2. Approximation properties of a mixture of Archimedean copulas . Proposition 1 shows that a mixture of Archimedean copulas G is incapable of approximating arbitrarily well any copula C that is not exchangeable. To construct an example, we need to find a copula that is not exchangeable. Given that G is exchangeable, we need to find points in (0, 1) M that are separated by C, but not by G.
There are many non-exchangeable copulas. For instance, a typical Gaussian copula in three dimensions or more is non-exchangeable. Even in 2 dimensions, Durante (2009) constructs several bivariate copulas that are non-exchangeable.
Proposition 1. Let c be the copula density of some non-exchangeable random vector. Then there exists an ε > 0 such that for all R ∈ N, every π = (π 1 , . . . , π R ) in the R-simplex and every possible set of Archimedean copula densities g 1 , . . . , g R ,
for the L ∞ norm. If c is also continuous, then the result holds for the L 1 norm.
In proposition 1 and below, we define the L ∞ norm for f : (0, 1)
Mixtures of Elliptical copulas
An elliptical copula is the copula of a random vector that has an elliptical distribution.
Section 4.1 describes some of the properties of elliptical copulas and section 4.2 derives some of their approximation properties.
Characterization of elliptical copulas.
Definition of an elliptical copula. An elliptical copula is the copula of a vector random variable X that is elliptically distributed. The M-dimensional random vector X is called elliptically distributed with location µ ∈ R M and scale matrix Σ, where Σ is a symmetric and positive semi-definite matrix, if
where Y is some spherically distributed random vector and Σ = A ′ A. Σ also admits the variance-correlation decomposition
where R is a correlation matrix and S is a diagonal matrix having standard deviations on the main diagonal.
Example: Gaussian copula. The simplest example of an elliptical distribution is the multivariate normal, X ∼ N (µ, Σ). In this case the L 2 norm of Y would be distributed as a chi-squared with M degrees of freedom.
Let F be the cdf of an M × 1 random vector, with marginal cdf's F 1 , . . . , F M . We define
is the CDF of X ∼ N (µ, Σ), then F F X is distributed as a Gaussian copula with correlation matrix R.
We now show that the distribution of F F X is invariant under linear transformations, where, without loss of generality, we assume that Σ is positive definite. Let f X (x) be the density function of X. Then, the characteristic function of F F X is
by the change of variable x = Sz + µ. Clearly, only the correlation matrix R is identified, but not the location and scale parameters µ and S.
Remark 1. We note that the identification properties derived above for a Gaussian copula extend immediately to any elliptical copula.
Approximation properties of mixtures of elliptical copulas . Mixtures of ellip-
tical copulas cannot always approximate an arbitrary copula C. The key concept we will use to construct a counterexample of why the approximation breaks down is that of radial symmetry.
Definition of radial symmetry. Let 1 M be the vector of ones in the unit M-cube. A copula G is said to be radially symmetric if given any u ∈ (0, 1)
If a copula C is not radially symmetric, then it cannot be approximated by a mixture of radially symmetric copulas because any such mixture would also be radially symmetric and thus cannot separate points on (0, 1) M that are separated by C.
Proposition 2 shows that any elliptical copula is radially symmetric and hence so is a mixture of elliptical copulas.
Proposition 2. (i)
If G is an elliptical copula, then G is radially symmetric.
(ii) Suppose that G = π 1 G 1,R 1 + · · ·+ π R G 1,R R is a mixture of radially symmetric copulas.
Then, G is radially symmetric.
Remark 2. It is interesting to note that radial symmetry fails in the case of a finite mixture of elliptical distributions because when each component of the mixture is radially symmetric around a different point µ r ∈ R M , then the radial symmetry fails overall unless the following
Proposition 3 shows that a mixture of Gaussian copulas is incapable of approximating an arbitrary copula C. All we need for a counterexample is a copula that is not radially symmetric.
Proposition 3. Let c be the copula density of a random vector that is not radially symmetric.
Then there exists ε > 0 such that for all R ∈ N, every π = (π 1 , . . . , π R ) in the R-simplex and every possible set of elliptical densities g 1 , . . . , g R ,
for the L ∞ norm. If c is continuous, then the result also holds for the L 1 norm.
Empirical illustration: Application to the dependence between large financial firms
We follow Section 4 of Oh and Patton (2013) using the same data and fit our flexible approximation to a copula that models the dependence between seven large financial institu- observations. We show that our approach provides a better fit and is more parsimonious.
Let r i,t , i = 1, . . . , 7 be the return for the ith firm at time t, and r m,t the return on the S&P 500 index at time t. Oh and Patton (2013) fit the following model to the data using simulated method of moments estimation. (ii) Mixture II A mixture of normals to Φ −1 (v i,t ) and then recover the copula.
The number of parameters in this model is R
term arises in the last expression occurs because when in fitting a copula, M means and M variances are not determined.
We note that Mixture I with R = 1 is the approach by Oh and Patton (2013) . Table 2 reports the BIC values for each of the 4 models for each of Mixture I and Mixture 2. The table shows that a Gaussian copula provides an inadequate fit and the mixture of R = 2
Gaussian copulas provides the best fit if we use a mixture of Gaussian copulas. The table also shows that the best approximating mixture has two components (BIC of −17146) and provides a far better fit than the best mixture of Gaussian copulas (BIC of −12912). If we take all models as equally likely, and use exp(− 1 2 BIC) as an estimate of the marginal likelihood of each model under flat priors, then the ratio of the posterior probability of the best approximating model to the Gaussian copula models is exp(26670) and the ratio of the best approximating model to the best approximation by a mixture of Gaussian copulas is exp(2117). Table 2 . BIC values for the mixture of Gaussian copula and approximating mixture for estimating the distribution of η t flexibly.
# components Mixture of Gaussian copulas
Approximating mixture 1 36374 36374 2 −12912 −17146 3 −12786 −16930 4 −12660 −16714
Conclusion
Our article provides fundamental tools for approximating any copula arbitrarily well and uses these to propose a practical family of mixtures to provide such an approximation. We can then use this approximation to construct a practical copula-based approach for approximating any multivariate distribution arbitrarily well Such a copula approach for universally approximating multivariate distributions is attractive as it allows us to control the degree of approximation of the marginal distributions as well as providing a flexible way of approximating the joint dependence. Thus, our approach can provide an attractive alternative to approximating multivariate distributions by a mixture of normals. We also study the approximation properties of mixtures of Gaussian copulas or mixtures of Archimedean copulas and show neither family of mixtures can approximate a general copula arbitrarily well.
Appendix A. Proofs Theorem 1. The proof follows from Bacharoglou (2010) . See theorem 2.4 for the compact support approximation case, corollary 2.5(2) for the L 1 approximation case, and corollary 2.5(3) for the L ∞ approximation case.
Theorem 2 . We first prove the theorem for the L 1 norm. Let U be a random variable with density g. Applying the transformation X = H −1 (U) yields an absolutely continuous random variable with support on the whole real line and whose density is
Furthermore, f is clearly both continuous and bounded. We can apply theorem 1 to get the following approximation property.
For every ε > 0, there exists a sequence (α n ) n∈N in A + and an integer R such that in the enumeration (φ n ) n specified by φ µ,
is arbitrarily close to f . Denoting the normalized weights by π r and the normal densities parameters in the enumeration by µ 1 , . . . , µ R , σ 1 , . . . , σ R yields the required result.
π r φ µr,σr < ε.
Finally, applying the transformation H yields
π r φ µr,σr
We now consider the L ∞ case. Suppose the result does not hold for this case. Then, there exists and ε > 0, such that for any R ∈ N, (π 1 , . . . , π R ) ∈ ∆ R (the R-simplex), µ 1 , . . . , µ R ∈ R and σ 1 , . . . , σ R ∈ (0, ∞) such that
This implies that the result of theorem does not hold for the L 1 norm as g(·) is continuous, providing a contradiction.
Theorem 3 . We prove the theorem for the L 1 norm. The proof for the L ∞ norm is similar to that in the proof of theorem 2. Applying the inverse transformation F −1
yields an R M random vector with density
The function f is trivially in L 1 (with respect to Lesbesgue measure) as it is the density of an absolutely continuous random vector. Furthermore f ∈ L ∞ ∩ C(R M ) because it is bounded and continuous. Suppose ε > 0 is given. Applying theorem 1 to f , there exists a sequence (α n ) n∈N in A + and an integer R such that in the enumeration (φ n ) n specified by φ 1
where k ∈ N, µ ∈ Q M , the convex combination π r φ µ r ,σrIm < ε.
Explicitly writing the previous expression and applying the transformation H yields
We need the following lemma to prove corollary 1. Lemma 1. Let T be a Borel measurable mapping from R M into R L and let f and g be the density functions of two arbitrary R M random vectors and f T and g T be respectively the densities of the mapped random vectors then
Proof. Let f and g be the densities of X and Y respectively.
where the first line is Scheffé's identity (theorem 5.1 in Devroye and Lugosi (2012) ) and the second line follows from theorem 5.2 in the same reference. Corollary 2 . Let V = F F (X), let F V be the CDF of V with marginals F V,i and let C V be the copula of V . Let
The characteristic function of W is
which is the characteristic function of C G . Proposition 1 . We first prove the result for the L ∞ norm. The densities g r being exchangeable means that for every permutation σ of the set {1, . . . , M}, we have the identity g r (u) = g r (u σ ), where u σ := (u σ(1) , . . . , u σ(M ) ). Taking convex combinations retains that symmetry. If we define g := R r=1 π r g r , then g is also exchangeable,
There exists at least one u ∈ (0, 1) M and one σ such that c(u) = c(u σ ) because c is non-exchangeable, and hence g is incapable of separating some points that c is capable of separating. For one of these points, define for η > 0
Hence,
Choosing ε = η/2 is sufficient to prove the proposition. Now all that is necessary is to find such an η, given that we are constructing a counterexample. For M = 2, consider the copula (which is constructed using arguments in Durante
where a, β ∈ (0, 1) and θ > 0. We need to impose the constraint that either α = 1 2
to get a non-exchangeable copula. In particular, to pick a concrete example, let α =
yields an η > 0.2. Taking ε = 0.1 yields the counterexample.
Since we are ultimately interested in approximating copula densities and not copulas themselves, it is possible to work with the copula density of the previous copula and show that we obtain η > 0.3 for the same parameter values.
The proof for the L 1 norm follows from that of the L ∞ norm because c is continuous and we only need to look at a compact subset.
Proposition 2 . Proof of (i). Without loss of generality, consider the stochastic representation 
consider a finite mixture of elliptical copulas
is radially symmetric (around 1 2 1 M ) implying that G is again radially symmetric.
Proposition 3 . We give the proof for the L ∞ norm. The proof for the L 1 norm then follows from the continuity of c over a compact subset. We already showed that g = R r=1 π r g r is radially symmetric. The copula density c being non-radially symmetric means that there exists at least one u ∈ (0, 1) M , c(u) = c(1 M − u). As in the Archimedean copula case, the lack of approximation occurs because g is incapable of separating some points that c is capable of separating. For one of those points, define, for η > 0, We deduce that choosing ε = η/2 is sufficient to prove the existence of the counter-example.
Consider a Clayton copula in two dimensions with parameter θ = 1 c(u, v) := 2uv (u + v − uv) 3 .
Picking u = can itself be written as a mixture with β ∈ (0, 1) determining the mixing probability. We can sample from this model as follows
• Draw V from a uniform distribution. Set X 1 = F −1 1 (V ).
• Draw another independent uniform W . Set U = C −1 (W |V ). Set X 2 = F −1 2 (U). Thus, (U, V ) is a draw from the copula model and (X 1 , X 2 ) is a draw from f .
Appendix C. Archimedean copulas
This section gives some details about the construction of Archimedean copulas. (See also McNeil and Nešlehová (2009 ), Hofert (2011 ), Mai and Scherer (2012 or Joe (2014) ). Let ϕ be a completely monotone function, that is, a function that satisfies the following properties.
(1) ϕ is a function from [0, ∞) into [0, 1], with ϕ(0) = 1 and lim t→∞ ϕ(t) = 0.
(2) ϕ is infinitely differentiable and satisfies the following property for every integer j 1
Obviously the second property implies that ϕ is continuous, that it is decreasing on [0, ∞) and that it is strictly decreasing on [0,t ⋆ ) where t ⋆ is defined as 
