This paper is concerned with classification and criteria of the limit cases for singular second-order linear equations on time scales. By the different cases of the limiting set, the equations are divided into two cases: the limit-point and limit-circle cases just like the continuous and discrete cases. Several sufficient conditions for the limit-point cases are established. It is shown that the limit cases are invariant under a bounded perturbation. These results unify the existing ones of second-order singular differential and difference equations.
Introduction
In this paper, we consider classification and criteria of the limit cases for the following singular second-order linear equation:
-p(t)y (t) + q(t)y σ (t) = λw(t)y σ (t), t ∈ ρ(), ∞ ∩ T, (.)
where p , q, and w are real and piecewise continuous functions on [ρ(), ∞) ∩ T, p(t) =  and w(t) >  for all t ∈ [ρ(), ∞) ∩ T; λ ∈ C is the spectral parameter; T is a time scale with ρ() ∈ T and sup T = ∞; σ (t) and ρ(t) are the forward and backward jump operators in T; y is the -derivative of y; and y σ (t) := y(σ (t)).
The spectral problems of symmetric linear differential operators and difference operators can both be divided into two cases. Those defined over finite closed intervals with well-behaved coefficients are called regular. Otherwise, they are called singular. In , Weyl [] gave a dichotomy of the limit-point and limit-circle cases for the following singular second-order linear differential equation:
-y (t) + q(t)y(t) = λy(t), t ∈ [, ∞), (.)
where q is a real and continuous function on [, ∞), λ ∈ C is the spectral parameter. Later, Titchmarsh, Coddington, Levinson etc. developed his results and established the Weyl-Titchmarsh theory [, ] . Their work has been greatly developed and generalized to higher-order differential equations and Hamiltonian systems, and a classification and http://www.boundaryvalueproblems.com/content/2012/1/103 some criteria of limit cases were formulated [-]. Singular spectral problems of selfadjoint scalar second-order difference equations over infinite intervals were firstly studied by Atkinson [] . His work was followed by Hinton, Jirari etc. [, ] . In , some sufficient and necessary conditions and several criteria of the limit-point and limit-circle cases were obtained for the following formally self-adjoint second-order linear difference equations with real coefficients []:
-∇ p(n) y(n) + q(n)y(n) = λw(n)y(n), n ∈ {n} ∞ n= , (  .  )
where ∇ and are the backward and forward difference operators respectively, namely ∇y(n) := y(n) -y(n -) and y(n) := y(n + ) -y(n); p(n), q(n), and w(n) are real numbers with w(n) >  for n ∈ [, ∞) and p(n) =  for n ∈ [-, ∞); λ is a complex spectral parameter. In , Shi [] established the Weyl-Titchmarsh theory of discrete linear Hamiltonian systems. Later, several sufficient conditions and sufficient and necessary conditions for the limit-point and limit-circle cases were established for the singular second-order linear difference equation with complex coefficients (see [] ).
In the past twenty years, a lot of effort has been put into the study of regular spectral problems on time scales (see [-]). But singular spectral problems have started to be considered only quite recently. In , we employed Weyl's method to divide the following singular second-order linear equations on time scales into two cases: limit-point and limit-circle cases []:
where q is real and continuous on [ρ(), ∞) ∩ T, λ ∈ C is the spectral parameter. By using the similar method, Huseynov [] studied the classification of limit cases for the following singular second-order linear equations on time scales:
as well as of the form
where p ∇ (or p ) and q are real and piecewise continuous functions in (a, ∞) ∩ T (or [a, ∞) ∩ T), p(t) =  for all t, and λ ∈ C is the spectral parameter. Obviously, let w(t) ≡  and ρ() = a, then (.) is the same as (.). In , by using the properties of the Weyl matrix disks, Sun [] established the Weyl-Titchmarsh theory of Hamiltonian systems on time scales. It has been found that the second-order singular differential and difference equations can be divided into limit-point and limit-circle cases. We wonder whether the classification of the limit cases holds on time scales. In the present paper, we extend these results obtained in [] to Eq. (.) and establish several sufficient conditions and sufficient and necessary conditions for the limit-point and limit-circle cases for Eq. (.). This paper is organized as follows. In Section , some basic concepts and a fundamental theory about time scales are introduced. In Section , a family of nested circles which converge to a limiting set is constructed. The dichotomy of the limit-point and limit-circle http://www.boundaryvalueproblems.com/content/2012/1/103 cases for singular second-order linear equations on time scales is given by the geometric properties of the limiting set. Finally, several criteria of the limit-point case are established, and the invariance of the limit cases is shown under a bounded perturbation for the potential function q in Section .
Preliminaries
In this section, some basic concepts and fundamental results on time scales are introduced.
Let T ⊂ R be a non-empty closed set. The forward and backward jump operators σ , ρ :
respectively, where inf ∅ = sup T, sup ∅ = inf T. A point t ∈ T is called right-scattered, rightdense, left-scattered, and left-dense if σ (t) > t, σ (t) = t, ρ(t) < t, and ρ(t) = t separately. Denote T k := T if T is unbounded above and
Let f be a function defined on T. f is said to be -differentiable at t ∈ T k provided there exists a constant a such that, for any ε > , there is a neighborhood U of t (i.e., U = (t -δ, t + δ) ∩ T for some δ > ) with
In this case, denote f (t) := a. If f is -differentiable for every t ∈ T k , then f is said to be
For convenience, we introduce the following results ([, Chapter ] and [, Chapter ]), which are useful in this paper.
(ii) If f and g are -differentiable at t, then fg is -differentiable at t and 
A function f defined on T is said to be rd-continuous if it is continuous at every right-dense point in T and its left-sided limit exists at every left-dense point in T. The set of rd-continuous functions f : T → R is denoted by C rd (T) = C rd (T, R). The set of kth -differentiable functions with rd-continuous kth derivative is denoted by C (ii)
where
Higer [] showed that for any given t  ∈ T and for any given rd-continuous and regressive g, the initial value problem
has a unique solution
We define the Wronskian by
The following result is a direct consequence of the Lagrange identity [, Theorem .].
Lemma . Let x and y be any two solutions of (.). Then W [x, y](t) is a constant in
[ρ(), ∞) ∩ T.
Classification
In this section, we focus on the classification of the limit cases for singular second-order linear equations on time scales. Let y  (t, λ) and y  (t, λ) be the two solutions of (.) satisfying the following initial conditions:
respectively. Since their Wronskian is identically equal to , these two solutions form a fundamental solution system of (.). We form a linear combination of y  (t, λ) and y  (t, λ)
It can be verified that the integral identity
holds for any solution y(t, λ) of (.) and for any
and taking its imaginary part, we obtain
It follows from (.) and k ∈ R that k = -
. Hence, the denominator in (.) is not equal to zero, and consequently, m is well defined.
Next, we will show that (.) describes a circle for any fixed b. It follows from (.) and (.) that
By (.) and the above two relations, we have
which implies that m lies in the upper half-plane if ν > . It follows from (.) that
which, together with k ∈ R, yields that
It is equivalent to
By using (.), (.) can be expanded as
It follows from the last relation in (.) that we have W [y  , y  ](b, λ) = B -iC. By using (.) and (.), it can be verified that
It follows from the first relation in (.) and (.) that we have
which implies that (.) forms a circle C b as k varies. It is evident that the center of C b is
It follows from Lemma . and (.) that
From (.), (.), (.), and (.) we have that the radius of C b is
Let C b denote the closed disk bounded by C b . We are going to show that the circle se-
Set
From the first relation in (.), we have
Similarly, Proof In the limit-circle case, it follows from the above discussion that
Since the sequence { (m n )} is bounded from above and its upper bound is denoted by y  , then for b n > ω,
Hence, by the uniform convergence of y σ (t, λ, m n ), we have
. This completes the proof. Proof Suppose that Eq. (.) has two linearly independent solutions in L
For any λ ∈ C, let v(t) be an arbitrary non-trivial solution of (.), and let u(t) be the solution of (.) with λ = λ  and with the initial values
From the variation of constants [, Theorem .], we have
Replacing t with σ (t) in (.) and using (ii) of Lemma ., we obtain
which implies by the Hölder inequality in Lemma . that
It follows from the inequality
where A, B, C are non-negative numbers, that
Integrating the two sides of the above inequality with respect to t from a to τ ∈ (a, ∞) ∩ T, we get
Hence,
The constant a can be chosen in advance so large that 
Several criteria of the limit-point and limit-circle cases
In this section, we establish several criteria of the limit-point and limit-circle cases for Eq. (.).
We first give two criteria of the limit-point case.
Theorem . Let w(t) ≡  and p(t) >  for all t ∈ [ρ(), ∞) ∩ T. If there exists a positive -differentiable function M(t) on [a, ∞) ∩ T for some a ≥ ρ() and two positive constants k  and k
Proof Suppose that Eq. (.) is in the limit-circle case at t = ∞. By Theorem ., all the solutions of
Let y  (t) and y  (t) be the solutions of (.) satisfying the following initial conditions:
It is evident that y  (t) and y  (t) are two linearly independent solutions of (
It follows from the Hölder inequality and assumption (iii) that
From (.) and assumption (i), we have
Applying integration by parts in Lemma ., by (iii) in Lemma ., we get
Again applying the Hölder inequality, from condition (ii), we have
It follows from the assumption that H(t) → ∞ as t → ∞. From the above relation and p(t) >  for all t ∈ [ρ(), ∞) ∩ T, we have that y  (t)y  (t) is ultimately positive. Therefore, y  (t)  as t → ∞; and consequently, y  (t) does not belong to L  w (ρ(), ∞). This contradicts the assumption that all the solutions of (.) are in L The following corollary is a direct consequence of Theorem . by setting M(t) ≡  for t ∈ [ρ(), ∞) ∩ T. 
Corollary . If w(t) ≡ , p(t) > , q(t) is bounded below in [ρ(), ∞) ∩ T, and
then Eq. (.) is in the limit-point case at t = ∞.
Proof On the contrary, suppose that Eq. (.) is in the limit-circle case at t = ∞. Let y  (t) and y  (t) be two linearly independent solutions of (.) in L  w (ρ(), ∞) satisfying the initial conditions (.). By Lemma ., we have
which, together with (.), implies that
So, we get
which implies
where y σ  (t) = y σ (σ (t)). By the Hölder inequality and the assumption that
Hence, it follows from (.) that
which is a contradiction to the assumption (.). Therefore, Eq. (.) is in the limit-point case at t = ∞. This completes the proof. 
where e f (t, s) is defined as in (.).
The following result shows that if Eq. (.) is in the limit-circle case, so is it under a bounded perturbation for the potential function q.
Lemma . Let q(t) = d(t) + e(t) for all t ∈ [ρ(), ∞) ∩ T and e(t) be bounded with respect to w(t) on [ρ(), ∞) ∩ T; that is, there exists a positive constant M such that
e(t) ≤ Mw(t), t ∈ ρ(), ∞ ∩ T. (  .  )
Then Eq. (.) is in the limit-circle case at t = ∞ if and only if the equation
is in the limit-circle case at t = ∞.
Proof Suppose that (.) is in the limit-circle case at t = ∞. To show that Eq. (.) is in the limit-circle case, it suffices to show that each solution (
Let y  (t) and y  (t) be two solutions of the equation
satisfying the initial conditions (.). Then y  (t), y  (t) are two linearly independent solutions in L Let y(t) be any solution of (.). Then
where r(t) := -e(t)y σ (t). By the variation of constants [, Theorem .] there exist two constants α and β such that
Hence, replacing t by σ (t) and by (ii) in Lemma ., we get On the other hand, using -p(t)y (t) + d(t)y σ (t) = -p(t)y (t) + q(t) -e(t) y σ (t) one can easily conclude that if Eq. (.) is in the limit-circle case, then Eq. (.) is in the limit-circle case. This completes the proof. 
Theorem . Let q(t) = d(t)+e(t) for all t ∈ [ρ(), ∞) ∩ T and e(t) be bounded with respect to w(t) on

