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Abstract
In the last few years, the Yang–Mills gradient flow was shown to be an attractive tool for
non-perturbative studies of non-Abelian gauge theories. Here a simple extension of the flow
to the quark fields in QCD is considered. As in the case of the pure-gauge gradient flow,
the renormalizability of correlation functions involving local fields at positive flow times
can be established using a representation through a local field theory in 4 + 1 dimensions.
Applications of the extended flow in lattice QCD include non-perturbative renormalization
and O(a) improvement as well as accurate calculations of the chiral condensate and of the
pseudo-scalar decay constant in the chiral limit.
1. Introduction
In view of its renormalization properties [1,2], and since its application in lattice
gauge theory is technically straightforward, the Yang–Mills gradient flow allows the
dynamics of non-Abelian gauge theories to be probed in many interesting ways. The
flow can be used for accurate scale setting, for example, and it provides an under-
standing of how exactly the topological (instanton) sectors emerge in the continuum
limit of lattice QCD [1]†. Moreover, observables at positive flow time are natural
quantities to consider for non-perturbative renormalization and step scaling [3–5].
Matter fields may or may not be included in the flow equations. In this paper, a
fairly trivial extension of the flow to the quark fields in QCD is considered, where
the flow equation for the gauge field is unchanged, while the evolution of the quark
† In lattice gauge theory, where the right-hand side of the flow equation coincides with the gradient
of the Wilson plaquette action, the flow is often referred to as the “Wilson flow”. The term “gradient
flow” is used here both in the continuum theory and on the lattice.
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fields as a function of the flow time is determined by a gauge-covariant heat equation
(see sect. 2). The theoretical analysis and practical implementation of the flow is
not significantly complicated by the inclusion of the quark fields. In particular,
following ref. [2], the renormalization of correlation functions of gauge-invariant local
fields at positive flow times can be shown to require no more than a multiplicative
renormalization of the time-dependent quark fields once the parameters of QCD are
renormalized as usual.
For illustration, two applications of the extended flow are worked out in this pa-
per, one being a new strategy for the calculation of the axial-current renormalization
constant in lattice QCD and the other a computation of the chiral condensate es-
sentially through the evaluation of the expectation value of the scalar quark density
at positive flow time. In both cases, the use of the flow proves to be technically at-
tractive. The chiral condensate, for example, is easily obtained with high precision,
because no additive renormalization is required.
In the next two sections, the extension of the gradient flow to the quark fields is
discussed in the continuum theory. Since the flow equations respect chiral symmetry,
the correlation functions of the time-dependent fields satisfy simple chiral Ward
identities. As explained in sect. 4, these allow the correlation functions to be related
to the physics of the light pseudo-scalar mesons. Then follows a more technical part
of the paper (sects. 5–7), where the flow is set up in the framework of lattice QCD.
In particular, the associated field theory in 4+1 dimensions is shown to admit a well-
defined local lattice regularization. The viability of the proposed applications of the
flow in numerical lattice QCD is finally demonstrated through a sample calculation
in 2+1 flavour QCD (sects. 8,9).
2. The gradient flow in QCD
The theory considered in this paper is QCD with gauge group SU(N) and a multiplet
of two or more massive quarks in the fundamental representation of the gauge group.
Many results are however of a fairly general nature and not limited to QCD. The
theory is set up in Euclidean space and quantized through the functional integral
as usual. In this and the following section, dimensional regularization is employed.
The notational conventions are summarized in appendix A.
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2.1 Flow equations
Let Aµ(x) be the SU(N) gauge potential, ψ(x) the quark field and ψ(x) the antiquark
field integrated over in the functional integral. The latter carry Dirac, colour and
flavour indices, which are usually suppressed for simplicity.
The Yang–Mills gradient flow evolves the gauge field as a function of a parameter
t ≥ 0 that is referred to as the flow time. Starting from the fundamental gauge field,
Bµ|t=0 = Aµ, (2.1)
the time-dependent field Bµ(t, x) is determined by the differential equation
∂tBµ = DνGνµ, (2.2)
Gµν = ∂µBν − ∂νBµ + [Bµ, Bν ], Dµ = ∂µ + [Bµ, · ] (2.3)
(see ref. [1] for an introduction to the subject).
As already mentioned in sect. 1, the extension of the flow to the quark fields con-
sidered in this paper is a minimal one, where the evolution of the gauge field is left
unchanged. The gauge field however appears in the flow equations†
∂tχ = ∆χ, ∂tχ = χ∆
←
, (2.4)
∆ = DµDµ, Dµ = ∂µ +Bµ, (2.5)
which, together with the initial conditions
χ|t=0 = ψ, χ|t=0 = ψ, (2.6)
define the time-dependent quark and antiquark fields χ(t, x) and χ(t, x). In the flow
equations (2.4), the gauge-covariant Laplacian ∆ could be replaced by the square of
the Dirac operator D/ , for example, or be multiplied by a proportionality factor, but
such modifications do not appear to offer any advantages.
The flow of quark fields introduced in this section is similar to the source smooth-
ing operations proposed many years ago in refs. [6,7]. With respect to these popular
methods, there are, however, a few important differences, one of them being the fact
† The left-action of any differential operator ∆ (or of a difference operator in lattice field theory)
is defined through the requirement that the relation η†∆
←
= (∆η)† holds for all complex-valued
fields η.
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that the flow operates in four dimensions rather than on the fields on an equal-time
hyper-plane. Moreover, the flow time varies continuously and the gauge field is not
set to the fundamental gauge field, but is evolved together with the quark field.
2.2 Local composite fields
Since the flow equations are gauge-covariant, the time-dependent fields transform in
the same way under gauge transformations as the fundamental fields. Examples of
gauge-invariant composite fields that are local both in space-time and in flow time
are the densities
Et(x) = − 12 tr{Gµν(t, x)Gµν (t, x)}, (2.7)
Srst (x) = χr(t, x)χs(t, x), P
rs
t (x) = χr(t, x)γ5χs(t, x), (2.8)
where r, s are flavour indices.
Through the initial conditions (2.1),(2.6), the time-dependent fields depend on the
fundamental fields. From the point of view of the QCD functional integral, composite
fields like the densities (2.7),(2.8) are therefore observables, similar to Wilson loops
or the ordinary pseudo-scalar densities, for example. In the following, the quantities
of interest are the correlation functions of these fields, i.e. the expectation values of
products of local fields composed from the basic fields at any flow time.
2.3 Perturbation theory
As explained in refs. [1,2], such correlation functions can be expanded in powers of
the gauge coupling in a straightforward manner. First the flow equations are solved
in powers of the fundamental fields. The substitution of these expansions in the local
fields then leads to linear combinations of correlation functions of the fundamental
fields that can be computed using the standard QCD Feynman rules.
In perturbation theory, the flow equations (2.2) and (2.4) are replaced by
∂tBµ = DνGνµ + α0Dµ∂νBν , (2.9)
∂tχ = ∆χ− α0∂νBνχ, ∂tχ = χ∆
←
+ α0χ∂νBν , (2.10)
in order to avoid some technical subtleties. The terms proportional to the parameter
α0 > 0 serve to damp the gauge modes and could be removed by a time-dependent
gauge transformation [1]. Correlation functions of gauge-invariant fields are therefore
not affected by these extra terms.
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The expansion of the time-dependent quark field χ(t, x) in powers of the funda-
mental fields is obtained by iterating the quark flow equation in its integral form,
χ(t, x) =
∫
dDy
{
Kt(x− y)ψ(y) +
∫ t
0
dsKt−s(x− y)∆′χ(s, y)
}
, (2.11)
∆′ = (1− α0)∂νBν + 2Bν∂ν +BνBν , (2.12)
and the corresponding integral equation for the time-dependent gauge field [1], where
Kt(z) =
e−z
2/4t
(4πt)D/2
(2.13)
denotes the heat kernel of the Laplacian in D dimensions. At the lowest order in the
gauge coupling, the interaction term in eq. (2.11) can be dropped and the expression
〈χ(t, x)χ(s, y)〉 =
∫
dDp
(2π)D
eip(x−y)
e−(t+s)p
2
M0 + ip/
+O(g20) (2.14)
is then obtained for the two-point function of the time-dependent quark field, where
g0 and M0 are the bare coupling and (diagonal) quark mass matrix. The smoothing
character of the quark flow is evident from these equations. Moreover, the smoothing
range at leading order,
√
8t, is seen to be the same as in the case of the gauge field.
There are 8 self-energy diagrams that contribute to the two-point function (2.14)
at one-loop order of perturbation theory. The vertices in these diagrams derive from
the QCD action and from the iteration of the integral equation (2.11). Following
the lines of ref. [2], it is straightforward to compute the ultraviolet divergent parts
of the diagrams and one then finds that the two-point function can be renormalized
by renormalizing the quark masses as usual and the fields according to
χ = Z−1/2χ χR, χ = χRZ
−1/2
χ . (2.15)
In the MS scheme in D = 4− 2ǫ dimensions, the calculation yields
Zχ = 1 +
3CF
16π2ǫ
g2 +O(g4), CF =
N2 − 1
2N
, (2.16)
for the field renormalization constant, g being the renormalized coupling.
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2.4 Quark condensate at non-zero flow time
At non-zero flow times, the large momenta in the integral (2.14) are exponentially
suppressed and the quark two-point function consequently has no singularities as
(t, x)→ (s, y). The absence of short-distance singularities is a general feature of the
correlation functions at positive flow times, which derives from the smoothing prop-
erty of the flow equations. In particular, the “time-dependent quark condensates”
Σrrt = −〈Srrt (x)〉 (2.17)
do not require additive renormalization.
In perturbation theory, the renormalized condensates
Σrr
R,t = ZχΣ
rr
t (2.18)
can be worked out in powers of the renormalized coupling g, with coefficients that
depend on the renormalized quark masses mR,r,mR,s, . . . and the flow time t. The
leading-order term in four dimensions is given by
Σrr
R,t
∣∣
g=0
=
2NmR,r
(4π)2t
∫ ∞
0
dv
e−vz
(1 + v)2
, z = 2tm2
R,r, (2.19)
and thus vanishes in the chiral limit, consistently with the fact that chiral symmetry
can only be spontaneously broken at the non-perturbative level.
3. Field theory in D+1 dimensions
The discussion in the following sections heavily builds on the fact that the correlation
functions of the time-dependent fields coincide with the correlation functions in a
local field theory in D+1 dimensions, the extra dimension being the flow time. The
observation dates back to the seminal work of Zinn–Justin and Zwanziger [8,9] on
the Langevin equation and recently allowed the renormalizability of the (pure-gauge)
gradient flow to be established to all orders of perturbation theory [2].
As will become clear below, the inclusion of the quark fields in the theory in D+1
dimensions is straightforward. The general setup is exactly the same as in ref. [2],
where an introduction to the subject and further details can be found.
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3.1 Fields and action
In addition to the fundamental and the time-dependent fields already encountered,
the theory inD+1 dimensions involves the Lagrange-multiplier fields Lµ(t, x), λ(t, x)
and λ(t, x). The latter are fermion fields with the same indices as the quark fields,
while iLµ(t, x) is a vector field that takes values in the Lie algebra of SU(N).
As explained in ref. [2], gauge fixing in perturbation theory requires the introduc-
tion of the Faddeev–Popov ghost fields c(x), c¯(x) and the associated time-dependent
fields d(t, x), d¯(t, x), where
d|t=0 = c. (3.1)
No boundary condition is imposed on the field d¯(t, x), which, in many ways, plays a
roˆle similar to the Lagrange-multiplier fields. Apart from the boundary conditions
(2.1),(2.6) and (3.1), all fields are assumed to be unconstrained at this point.
The total action of the theory,
Stot = S + SG,fl + SFP,fl + SF,fl, (3.2)
includes the gauge-fixed QCD action S of the fields at flow time zero and the bulk
actions
SG,fl = −2
∫ ∞
0
dt
∫
dDx tr
{
Lµ(t, x)
(
∂tBµ −DνGνµ − α0Dµ∂νBν
)
(t, x)
}
, (3.3)
SFP,fl = −2
∫ ∞
0
dt
∫
dDx tr
{
d¯(t, x)
(
∂td− α0Dµ∂µd
)
(t, x)
}
, (3.4)
SF,fl =
∫ ∞
0
dt
∫
dDx
{
λ(t, x)(∂t −∆+ α0∂νBν)χ(t, x)
+ χ(t, x)(∂
←
t −∆
← − α0∂νBν)λ(t, x)
}
. (3.5)
With respect to the pure-gauge flow studied in ref. [2], the bulk quark action SF,fl
is the only new term in the total action.
3.2 Correlation functions
The n-point correlation functions of the gauge, quark, ghost and Lagrange-multiplier
fields are formally defined through the functional integral over all fields with “Boltz-
mann factor” exp{−Stot}.
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In the case of the correlation functions of the gauge and quark fields, the func-
tional integral can be worked out, to some extent, by performing the integral over the
Lagrange-multiplier fields. Since the action is linear in these fields, the integration
yields a product of functional Dirac δ-functions. The bulk actions were chosen such
that the δ-functions amount to imposing the flow equations on the time-dependent
gauge and quark fields. Up to mathematical subtleties and possibly non-trivial Jaco-
bian factors, the correlation functions thus coincide with the ones calculated directly,
as in sect. 2, by solving the flow equations with the initial conditions (2.1),(2.6) and
treating the calculated time-dependent fields as QCD observables.
The equivalence of the theory in D+1 dimensions and the direct computation
of the correlation functions can be rigorously shown in perturbation theory [2] and
in lattice QCD (sect. 5). In particular, all correlation functions that do not involve
the time-dependent quark fields or the associated Lagrange-multiplier fields coincide
with the ones studied in ref. [2], where the quark fields were not evolved in flow time.
This “reduction property” of the theory in D+1 dimensions strongly constrains the
form of the possible counterterms required for renormalization (see subsect. 3.4).
3.3 Fermion integral
Since the action in D+1 dimensions is quadratic in the fermion fields, the functional
integral over these fields can be evaluated (at fixed bosonic fields) by applying Wick’s
theorem. The basic Wick contractions are worth being given explicitly, because the
expressions provide some insight into the structure of the theory in D+1 dimensions
and will, in any case, be frequently needed later.
The Wick contractions of the basic fields are determined by the action and the
boundary conditions (2.6). In particular, the propagator of the quark fields at flow
time zero,
ψ(x)ψ(y) = S(x, y), (3.6)
(D/ +M0)S(x, y) = δ(x − y), (3.7)
coincides with the one in D dimensions. Apart from the quark propagator S(x, y),
the contractions of the time-dependent fermion fields,
λ(t, x)λ(s, y) = 0, (3.8)
χ(t, x)λ(s, y) = θ(t− s)K(t, x; s, y), (3.9)
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λ(t, x)χ(s, y) = θ(s− t)K(s, y; t, x)†, (3.10)
χ(t, x)χ(s, y) =
∫
dDv dDwK(t, x; 0, v)S(v,w)K(s, y; 0, w)† , (3.11)
involve the fundamental solution
{∂t −∆+ α0∂νBν}K(t, x; s, y) = 0 if t ≥ s, (3.12)
lim
t→s
K(t, x; s, y) = δ(x− y), (3.13)
of the quark flow equation. Note that the kernel K(t, x; s, y) is flavour-independent,
proportional to the unit Dirac matrix and an N×N complex matrix in colour space
(the adjoint of the kernel in eqs. (3.10) and (3.11) is taken in index space only).
Consistently with the boundary conditions at vanishing flow time, the contractions
involving the fundamental quark and antiquark fields,
χ(t, x)ψ(y) =
∫
dDvK(t, x; 0, v)S(v, y), (3.14)
ψ(x)χ(s, y) =
∫
dDwS(x,w)K(s, y; 0, w)† , (3.15)
λ(t, x)ψ(y) = ψ(x)λ(s, y) = 0, (3.16)
are included in eqs. (3.9)–(3.11) as special cases. Note, however, that the behaviour
of correlation functions near space-time boundaries tends to be complicated by short-
distance singularities [10]. The limits
lim
s→0
λ(0, x)χ(s, y) = lim
t→0
χ(t, x)λ(0, y) = δ(x− y), (3.17)
for example, differ from the contractions (3.16) at t = s = 0 by a contact term.
3.4 Renormalization
In perturbation theory, the renormalization properties of the theory in D+1 dimen-
sions can be determined using power counting and symmetry arguments. The task
of figuring out all possible local counterterms to the action is simplified by the fact
that the renormalization of the theory where only the gauge field is evolved in flow
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time is already known to require no more than the usual QCD parameter and field
renormalizations [2]. In particular, at flow time t > 0, the fields Bµ(t, x) and Lµ(t, x)
need not be renormalized.
When the time-dependent quark fields are included in the theory, further counter-
terms may need to be added to the total action. The reduction property mentioned
at the end of subsect. 3.2 however implies that any such term must be proportional to
the quark fields or the associated Lagrange-multiplier fields. Moreover, as explained
in subsect. 7.2 of ref. [2], bulk counterterms (i.e. local terms integrated over all D+1
coordinates) are excluded, because the correlation functions at large flow times are
given by tree diagrams.
Taking the symmetries of the unrenormalized theory into account, and the fact
that the quark and Lagrange-multiplier fields have power-counting dimension 3/2
and 5/2, respectively, a moment of thought reveals that the only possible additional
counterterm is proportional to∫
dDx
{
λ(0, x)ψ(x) + ψ(x)λ(0, x)
}
. (3.18)
The insertion of this term in the Feynman diagrams is equivalent to a renormalization
χ = Z−1/2χ χR, λ = Z
1/2
χ λR, (3.19)
of the fermion and, similarly, the anti-fermion fields at positive flow time. Apart
from the usual renormalization of the QCD parameters and fields, the renormaliza-
tion of the theory in D+1 dimensions thus requires the time-dependent quark and
associated Lagrange multiplier fields to be renormalized as specified above.
4. Chiral symmetry relations
Since the quark flow equations (2.4) preserve chiral symmetry, the time-dependent
composite fields like the densities (2.8) transform in a simple way under chiral ro-
tations and thus allow the spontaneous breaking of the symmetry to be studied in
useful new ways. In this section, the principal goal is to relate the time-dependent
condensates (2.17) to the ordinary chiral condensate and the pseudo-scalar decay
constant in the chiral limit.
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4.1 Quark field equation and PCAC relation
The space-time dimension is now set to 4 and the need for regularization and renor-
malization is ignored for the moment, i.e. the statements made in this subsection
are, strictly speaking, only valid at tree level of perturbation theory.
Perhaps somewhat unexpectedly, the quark field equation in the theory in 4+1
dimensions,
〈{(D/ +M0)ψ(x)− λ(0, x)}φ1(t1, x1) . . . φn(tn, xn)〉 = contact terms, (4.1)
differs from the one in QCD by a term that couples to the quark fields at non-zero
flow time. Equation (4.1) holds for any local fields φ1, . . . , φn and the contact terms
vanish if all points (t1, x1), . . . , (tn, xn) in 4+1 dimensions are different from (0, x).
The validity of the field equation (4.1) follows from the identities
(D/ +M0)ψ(x)ψ(y) = λ(0, x)ψ(y) + δ(x− y), (4.2)
(D/ +M0)ψ(x)χ(s, y) = λ(0, x)χ(s, y), (4.3)
(D/ +M0)ψ(x)λ(s, y) = λ(0, x)λ(s, y), (4.4)
which are a direct consequence of the formulae quoted in subsect. 3.3 for the Wick
contractions of the fermion fields. Equations (4.2)–(4.4) moreover show that contact
terms only arise from contractions of the fundamental quark fields.
Now let
Arsµ (x) = ψr(x)γµγ5ψs(x), P
rs(x) = ψr(x)γ5ψs(x), (4.5)
be the axial currents and densities in QCD. For r 6= s, the quark field equation then
implies the PCAC relation
〈{∂µArsµ (x)− (m0,r +m0,s)P rs(x) + P˜ rs(x)}φ1(t1, x1) . . . φn(tn, xn)〉
= contact terms, (4.6)
where m0,r,m0,s are the bare masses of the quarks with flavour labels r, s and
P˜ rs(x) = λr(0, x)γ5ψs(x) + ψr(x)γ5λs(0, x). (4.7)
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In particular, the identity
〈{∂µArsµ (x)− (m0,r +m0,s)P rs(x) + P˜ rs(x)}P srt (y)〉 = 0 (4.8)
holds at all flow times t > 0 and all points x including x = y. There are no contact
terms in this case, because the fermion propagators that contribute to the correlation
function on the left of eq. (4.8) all go from (0, x) to (t, y) in 4+1 dimensions or from
(t, y) to (0, x). The contraction (4.2) thus does not occur. In view of the smoothing
character of the flow equations, all parts of the correlation function are in fact regular
functions of x.
Another purely algebraic consequence of the structure of the Wick contractions is
the relation∫
d4x 〈P˜ rs(x)P srt (y)〉 = 〈Srrt (y)〉+ 〈Ssst (y)〉, (4.9)
which, when combined with the PCAC relation (4.8), leads to an identity
(m0,r +m0,s)
∫
d4x 〈P rs(x)P srt (y)〉 = −Σrrt − Σsst (4.10)
that allows the time-dependent quark condensates to be related to the physics of
the pseudo-scalar mesons (see subsect. 4.3). In the derivation of this equation, both
the quark masses and the flow time were assumed to be positive, as otherwise the
absence of boundary terms at large x and non-integrable singularities at x = y would
not be guaranteed.
4.2 Renormalized PCAC relation
Beyond tree level of perturbation theory, the fields and quark masses in eqs. (4.8)–
(4.10) require renormalization. The equations then become relations among renor-
malized correlation functions, whose exact form depends on the chosen normalization
conventions. There are some natural choices one can make here and it is the goal
in the following lines to specify these. The discussion implicitly assumes a sensible
regularization of the theory, such as dimensional regularization or Wilson’s lattice
formulation [11], where most symmetries are preserved. As before, only the flavour
non-diagonal channels are considered.
The non-singlet axial currents and densities renormalize multiplicatively,
Ars
R,µ = ZAA
rs
µ , P
rs
R
= ZPP
rs, (4.11)
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and the same is the case for the time-dependent densities
Srs
R,t = ZχS
rs
t , P
rs
R,t = ZχP
rs
t . (4.12)
As already mentioned, since there are no short-distance singularities at positive flow
time, these fields (including the flavour diagonal ones) renormalize according to their
quark content, i.e. like the product of a time-dependent quark and antiquark field
at non-zero distance in 4+1 dimensions.
In the case of the field P˜ rs, the multiplicative renormalizability,
P˜ rs
R
= Z˜P P˜
rs, (4.13)
is less obvious, because the field has dimension 4 and could mix with other fields of
dimension 3 and 4. The Wick contractions involving the Lagrange-multiplier fields λ
and λ are however such that, up to contact terms, the two-point correlation functions
of P˜ rs and any local field composed from the gauge and quark fields at flow time zero
vanish. Divergent additive renormalizations by such fields are therefore excluded.
One is then left with fields involving the Lagrange-multiplier fields, but since P˜ rs is
the only one among these with dimension 4 and the required symmetry properties,
additive renormalizations are again not possible and the field must consequently
renormalize multiplicatively.
The normalizations of the renormalized fields and the renormalized quark masses
mR,r may now be chosen such that the PCAC relation assumes the form
〈{∂µArsR,µ(x)− (mR,r +mR,s)P rsR (x) + P˜ rsR (x)}P srR,t(y)〉 = 0. (4.14)
Note that this convention only fixes the relative normalization of the axial current
Ars
R,µ, the product (mR,r +mR,s)P
rs
R
and the density P˜ rs
R
. The normalization of the
latter may however be fixed by requiring the equation∫
d4x 〈P˜ rs
R
(x)P sr
R,t(y)〉 = 〈SrrR,t(y)〉+ 〈SssR,t(y)〉 (4.15)
and thus the identity
(mR,r +mR,s)
∫
d4x 〈P rs
R
(x)P sr
R,t(y)〉 = −ΣrrR,t − ΣssR,t (4.16)
to hold (where Σrr
R,t = ZχΣ
rr
t ). Further normalization conditions then still need to be
imposed on the renormalized quark masses and the time-dependent densities, but for
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the masses one can adopt one of the standard conventions, while the normalization
of the time-dependent fields tends to cancel in the equations of interest and is left
unspecified.
The normalization of the axial currents implicitly determined by eqs. (4.14),(4.15)
coincides with the one usually chosen, where the axial charges assume integer values.
There are different ways to show this, the perhaps most straightforward one starting
from a formulation of lattice QCD that preserves chiral symmetry [12–19]. Using
chiral Ward identities [20], the bare fields can be shown to satisfy eqs. (4.8),(4.9)
in this case, up to terms vanishing proportionally to the lattice spacing. Equations
(4.14),(4.15) then imply ZA = Z˜P = 1 and thus the canonical normalization of the
renormalized axial currents. In view of the universality of the continuum limit, the
canonical normalization is therefore guaranteed by these equations independently of
the chosen regularization of the theory.
4.3 Pseudo-scalar matrix elements and the chiral condensate
The quark multiplet is now assumed to contain two light quarks, referred to as the u
and d quarks, with the same renormalized massmR. If there are not too many further
quarks, chiral symmetry in the (u, d)-channel is expected to be spontaneously broken
and there is a triplet of pseudo-scalar mesons, the “pions”, whose mass vanishes as
mR goes to zero.
At large distances, the light-quark pseudo-scalar correlation functions are domi-
nated by the intermediate one-pion states. In particular, as x0 →∞∫
d3x 〈Pud
R
(x)P du
R
(0)〉 = −G
2
π
Mπ
e−Mpix0
{
1 + O(e−∆Ex0)
}
, (4.17)
∫
d3x 〈Aud
R,0(x)P
du
R
(0)〉 = FπGπe−Mpix0
{
1 + O(e−∆Ex0)
}
, (4.18)
where ∆E denotes the energy gap to the higher states and Mπ, Fπ and Gπ are the
pion mass, decay constant and vacuum-to-pion matrix element of the axial density.
From the point of view of the theory in 4 dimensions, P du
R,t(x) is not a local field,
but it is still a well localized expression in the fundamental fields since the smoothing
kernel K(t, x; 0, y) falls off approximately like a Gaussian at large distances |x− y|.
At times x0 much larger than the smoothing range
√
8t, the two-point function∫
d3x 〈Pud
R
(x)P du
R,t(0)〉 = −
GπGπ,t
Mπ
e−Mpix0
{
1 + O(e−∆Ex0)
}
(4.19)
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therefore decays in the same way as the ordinary pseudo-scalar correlation functions.
The coefficient Gπ,t coincides with the vacuum-to-pion matrix element of a certain
operator, but is here considered to be defined through eq. (4.19).
The low-energy effective constants characterizing the (two-flavour) chiral limit,
Σ = lim
mR→0
FπGπ, (4.20)
F = lim
mR→0
Fπ, (4.21)
are the chiral condensate Σ and the value F of the pion decay constant at mR = 0.
As already mentioned, these can be related to the time-dependent light-quark con-
densate ΣR,t = Σ
uu
R,t via the chiral Ward identity (4.16). Using the PCAC relation
2mRGπ =M
2
πFπ, (4.22)
the latter may be written in the form
ΣR,t = −M
2
πFπ
2Gπ
∫
d4x 〈Pud
R
(x)P du
R,t(0)〉. (4.23)
The integral on the right of this equation diverges when mR → 0 and its asymptotic
behaviour is determined by the pion pole of the correlation function in momentum
space. Recalling eq. (4.19), one is then led to conclude that
Σ = lim
mR→0
ΣR,tGπ
Gπ,t
, (4.24)
F = lim
mR→0
ΣR,t
Gπ,t
. (4.25)
In the chiral limit, the time-dependent condensate ΣR,t thus provides an order pa-
rameter for the spontaneous breaking of chiral symmetry, which coincides with the
standard condensate Σ up to a proportionality constant.
A remarkable feature of eqs. (4.24),(4.25) is the fact that there is no reference to
the axial currents, not even implicitly via the normalization conditions, and that the
equations hold for any (positive) flow time t. Moreover, the renormalization constant
Zχ drops out so that the decay constant F , for example, is directly given through the
bare time-dependent condensate and pseudo-scalar vacuum-to-pion matrix element.
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4.4 Chiral perturbation theory
Close to the chiral limit, the asymptotic behaviour of many quantities in QCD can
be described by chiral perturbation theory. If the Compton wavelength of the pion
is much larger than the smoothing range of the gradient flow, i.e. if
8tM2π ≪ 1, (4.26)
the time-dependent densities Srs
R,t and P
rs
R,t are local fields from the point of view of
pion physics, with the same symmetry properties as the densities at vanishing flow
time. At low energies, the correlation functions of the time-dependent fields and the
ordinary axial currents and densities are therefore expected to be dominated by the
pion intermediate states and should hence be accessible to a quantitative description
in the framework of chiral perturbation theory.
The time-dependent densities can in fact easily be included in chiral perturbation
theory by adding the appropriate source terms to the chiral Lagrangian [21]. At each
order of the chiral expansion, these terms require a number of effective couplings to
be introduced, which will, in general, depend on the flow time. The expansion of
the chiral condensate ΣR,t and the matrix element Gπ,t, for example, can then be
worked out and provides insight into how exactly the chiral limits (4.24),(4.25) are
reached.
5. Lattice regularization
The starting point in this section is a formulation of lattice QCD, where the quark
fields are put on the lattice as proposed by Wilson [11]. No particular assumptions
are made on the lattice Dirac operator or the gauge action, but both should be local
and respect all symmetries preserved by the standard Wilson theory. For notational
convenience, the lattice spacing a is set to unity. The lattice is taken to be infinitely
extended in all directions unless specified otherwise.
5.1 Flow equations
On the lattice, the time-dependent gauge field V (t, x, µ) is defined by
V |t=0 = U, (5.1)
∂tV V
−1 = −g20∂Sw, (5.2)
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where U(x, µ) is the fundamental lattice gauge field and (∂Sw)(V, x, µ) the gradient
of the Wilson plaquette action (see appendix A and ref. [1] for further explanations).
In the case of the quark fields, the boundary conditions and the form of the flow
equations are the same as in the continuum theory, but the operator ∆ in eq. (2.4)
gets replaced by the lattice Laplacian
∆ = ∇∗µ∇µ, (5.3)
∇µ and ∇∗µ being the gauge-covariant forward and backward difference operators in
presence of the time-dependent gauge field.
As already noted in ref. [1], the global existence, uniqueness and smoothness of the
solution of the flow equation (5.2) is rigorously guaranteed. Since ∆ is a bounded
operator, and since it depends smoothly on the flow time, the same can be shown to
be true in the case of quark flow equations [22]. Local fields at non-zero flow time,
such as those considered in the previous sections, are thus completely well defined
on the lattice.
5.2 Lattice theory in 4+1 dimensions
Similarly to the continuum theory, the lattice QCD correlation functions of the time-
dependent local fields can be obtained from a lattice field theory in 4+1 dimensions.
To be able to fully control this construction, the latter is first set up for a discretized
version of the flow equations, where the flow time is restricted to a finite set
0, ǫ, 2ǫ, 3ǫ, . . . , T (5.4)
of values separated by a time step ǫ > 0.
The integration of the discretized evolution equation
V (t+ ǫ, x, µ)V (t, x, µ)−1 = e−ǫg
2
0
(∂Sw)(V,x,µ) (5.5)
for the gauge field amounts to an approximate integration of the continuous equation
(5.2) using the Euler method (or, equivalently, through the application of a sequence
of “stout smearing” steps [23]). In the case of the quark fields, the discretized flow
equation has the same form as the continuous one, but the time derivative of the
quark field is replaced by the forward difference
∂tχ(t, x) =
1
ǫ
{χ(t+ ǫ, x)− χ(t, x)}. (5.6)
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Note that the discrete equations are such that they can be solved in steps, starting
from the fundamental fields at time t = 0 and recursively proceeding from time t to
t + ǫ. In particular, the solutions are uniquely determined by the initial values of
the fields.
In the lattice theory in 4+1 dimensions, all fields integrated over in the functional
integral are defined at the times (5.4) only. Since gauge fixing is not needed in the
present context, there are no ghost fields and no gauge terms in the action, but the
boundary conditions (2.6) and (5.1) are imposed as before. The components of the
Lagrange-multiplier fields at time T decouple from the other fields and can therefore
be set to zero (or be omitted from the beginning).
A possible choice of the bulk actions is then
SG,fl = −2
T−ǫ∑
t=0
∑
x,µ
tr
{
L(t, x, µ)
× P(V (t+ ǫ, x, µ)V (t, x, µ)−1 − e−ǫg20(∂Sw)(V,x,µ))}, (5.7)
SF,fl = ǫ
T−ǫ∑
t=0
∑
x
{
λ(t, x) (∂t −∆)χ(t, x) + χ(t, x) (∂
←
t −∆
←
)λ(t, x)
}
, (5.8)
where the function
M → P(M) = 1
2
(M −M†)− 1
2N
tr(M −M†) (5.9)
maps any complex N ×N matrix to an element of the Lie algebra of SU(N). Apart
from these actions and the lattice QCD action, the measure term
Sms =
T−ǫ∑
t=0
∑
x,µ
Lms(V (t+ ǫ, x, µ)V (t, x, µ)−1), (5.10)
Lms(W ) =
{
− ln det(J(W )) if W ∈ N,
∞ otherwise,
(5.11)
must be included in the total action of the lattice theory (see appendix B for the def-
inition of the Jacobian matrix J(W )ab of the mapping (5.9) and the neighbourhood
N ⊂ SU(N) of unity).
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Having specified the fields and their action, the functional integral of the lattice
theory in 4+1 dimensions is defined in the standard manner. Note that the measure
term (5.10),(5.11) effectively restricts the link variables in the functional integral to
the domain where
V (t+ ǫ, x, µ)V (t, x, µ)−1 ∈ N for all t, x, µ. (5.12)
Since the action SG,fl is purely imaginary, the integral over the Lagrange-multiplier
field L(t, x, µ) is not absolutely convergent, but it is understood that the integra-
tion ambiguity this may entail is removed through the addition of an infinitesimal
quadratic term in the Lagrange-multiplier field to the action.
5.3 Recovering the theory in four dimensions
The correlation functions defined in this way of local fields composed from the fields
V , χ and χ can be evaluated, to some extent, by first integrating over the Lagrange-
multiplier fields. Since the total action is linear in the latter, the integration yields
a product
T−ǫ∏
t=0
∏
x,µ
δ
{P(V (t+ ǫ, x, µ)V (t, x, µ)−1)− P(e−ǫg20(∂Sw)(V,x,µ))}
×
T−ǫ∏
t=0
∏
x
δ
{
∂tχ(t, x)−∆χ(t, x)
}
δ
{
χ(t, x)∂
←
t − χ(t, x)∆
←}
(5.13)
of Dirac δ-functions. The arguments of these δ-functions vanish if V , χ and χ satisfy
the discrete flow equations, and for sufficiently small step sizes ǫ there is in fact no
other way the arguments can be made to vanish†. In the case of the gauge field, the
important point to note here is that the mapping P in the δ-functions operates on
SU(N) matrices in a small neighbourhood of unity. The properties of the mapping
quoted in appendix B then imply that the constraints imposed by the δ-functions
are equivalent to imposing the flow equation (5.5) on the gauge field.
The integral over the field variables at all flow times t > 0 can now be performed
using the δ-functions. Starting with the fields at time t = T and proceeding from
there to the smaller times, the δ-functions allow all fields to be eliminated recursively
until the only integration variables left are the fundamental fields U , ψ and ψ. In
† Uniqueness is guaranteed if exp{ǫg2
0
(∂Sw)(V, x, µ)} ∈N on all links of the lattice and at all flow
times. Some rigorous estimates show that this condition is satisfied if ǫ ≤ (24√2N)−1.
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this process, the integrals over the δ-functions for the gauge field variables give rise
to a product of Jacobians of the mapping P, but these factors are canceled by the
measure term in the action (see appendix B).
The calculation thus shows that the correlation functions in 4+1 dimensions of
local fields that do not involve the Lagrange-multiplier fields are exactly equal to the
correlation functions of the same fields defined in 4 dimensions through the discrete
flow equations and the QCD functional integral.
5.4 Continuous time limit
At this point, the time-dependent fields in the correlation functions are still the ones
obtained by the Euler integration of the flow equations. Since the associated inte-
gration errors are of order ǫ, the continuous-time correlation functions are recovered
when ǫ→ 0 (and, trivially, T →∞). Moreover, the measure term
Sms =
T−ǫ∑
t=0
∑
x,µ
ln det J
(
e−ǫg
2
0
(∂Sw)(V,x,µ)
)
= O(ǫ) (5.14)
vanishes in this limit.
In the following, the continuous-time formulation of the lattice theory will nor-
mally be considered, but the functional integral in 4+1 dimensions is always assumed
to be defined through the limit ǫ→ 0 of the discrete-time functional integral.
6. On-shell O(a) improvement
The lattice-spacing dependence of correlation functions involving the fields at non-
zero flow time is best discussed in the theory in 4+1 dimensions. In this framework,
the standard argumentation based on locality, power counting and symmetry can be
applied. The relevant Symanzik local effective theory [24,25] then coincides with the
continuum theory in 4+1 dimensions, with O(a) and higher-order terms in the lattice
spacing a added to the action and the local fields. Moreover, on-shell improvement
[26] means that the cancellation of lattice-spacing effects is limited to correlation
functions at non-zero distances in 4+1 dimensions.
Although the theoretical discussion is more widely applicable, the O(a)-improved
Wilson formulation of lattice QCD [27,28] is assumed from now on. Where possible,
the same conventions and notation as in ref. [28] are used.
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6.1 Effective action
Since the flow equations in the lattice theory are classically O(a) improved, and since
loop diagrams do not contribute to the correlation functions at asymptotically large
flow times, all O(a) terms in the Symanzik effective action must be boundary terms,
i.e. local terms at flow time zero. Furthermore, if the effective theory is to describe
on-shell quantities only, as is the case here, many terms can be eliminated using the
quark field equations, the flow equations and the boundary conditions (2.1),(2.6).
In the chiral limit, a possible choice of the O(a) term in the effective action is then
a
∫
d4x
{
c1ψ(x)
i
4
σµνFµν(x)ψ(x) + c2λ(0, x)λ(0, x)
}
, (6.1)
where Fµν(x) is the field tensor of the fundamental gauge potential (here and below,
c1, c2, . . . denote coefficients of the effective theory).
Quite many more terms are required to describe the O(a) lattice-spacing effects
at non-zero quark masses. In the theory in 4 dimensions, these were completely clas-
sified by Bhattacharya et al. [29]. The Symanzik effective action in 4+1 dimensions
in addition includes a term
a
∫
d4x
{
λ(0, x)(c3M + c4trM)ψ(x) + ψ(x)(c3M + c4trM)λ(0, x)
}
(6.2)
that contributes to correlation functions involving the bulk fields,M being the quark
mass matrix in the effective theory. Its effect on the correlation functions is equiva-
lent to a renormalization
χ(t, x)→ Zχ(t, x), λ(t, x)→ Z−1λ(t, x), (6.3)
Z = 1 + ac3M + ac4trM, (6.4)
of the bulk fermion (and anti-fermion) fields.
6.2 Effective local fields
The form of the effective fields representing the local lattice fields in the Symanzik
theory is constrained by the same general principles that determine the form of the
effective action. In particular, the effective fields representing fields at positive flow
time have no O(a) terms.
Such terms however occur in the case of the local fields at flow time zero. Con-
sidering again the theory with only massless quarks, the effective fields representing
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the axial currents with flavour indices r 6= s, for example, are given by
(Aeff )
rs
µ (x) = ψr(x)γµγ5ψs(x) + ac5∂µ
{
ψr(x)γ5ψs(x)
}
+ ac6
{
λr(0, x)γµγ5ψs(x) + ψr(x)γµγ5λs(0, x)
}
+ . . . , (6.5)
where the ellipsis stands for terms of order a2. The associated effective pseudo-scalar
densities,
(Peff )
rs(x) = ψr(x)γ5ψs(x)
+ ac7
{
λr(0, x)γ5ψs(x) + ψr(x)γ5λs(0, x)
}
+ . . . , (6.6)
have a similar expansion.
The mass-dependent O(a) corrections to these fields coincide with the ones in the
theory in 4 dimensions [29]. In general, the determination of the O(a) terms however
requires a careful consideration of a possible mixing of fields and may lead to fairly
complicated expressions.
6.3 O(a) improved lattice action
Following common practice, the mass-dependent O(a) counterterms are omitted in
the improved action and are instead included in the parameter and field renormal-
ization factors [28]. The O(a) counterterms in 4+1 dimensions are then given by
δStot =
∑
x
{
cswψ(x)
i
4
σµν F̂µν(x)ψ(x) + cflλ(0, x)λ(0, x)
}
, (6.7)
where F̂µν(x) denotes the standard clover expression for the gauge field tensor Fµν(x)
on the lattice. While the first term in eq. (6.7) (the Sheikholeslami–Wohlert term
[27,28]) is already required for the improvement of the theory in 4 dimensions, the
one proportional to the improvement coefficient cfl(g0) is needed to cancel the O(a)
lattice effects in correlation functions involving the bulk fields.
Having specified the action, the Wick contractions of the basic fermion fields in the
O(a) improved theory can be worked out straightforwardly (see appendix C). In the
continuous time limit, the contractions are practically the same as in the continuum
theory with the obvious modifications (integrals over the space-time coordinates are
replaced by sums over lattice points, the quark propagator S(x, y) by the inverse of
the massive O(a) improved lattice Dirac operator and the kernel K(t, x; s, y) by the
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fundamental solution of the quark flow equation on the lattice). A special case is
the contraction
χ(t, x)χ(s, y) =
∑
v,w
K(t, x; 0, v) (S(v,w) − cflδvw)K(s, y; 0, w)† (6.8)
of the time-dependent quark fields, which is the only one depending on the improve-
ment coefficient cfl. In particular, the contraction and thus the correlation functions
of the fields ψ and ψ are independent of cfl, as has to be the case, since the theory in 4
dimensions is already improved through the inclusion of the Sheikholeslami–Wohlert
term.
A perhaps puzzling aspect of eq. (6.8) is the fact that the limit
lim
t→0
χ(t, x)χ(s, y) = ψ(x)χ(s, y)− cflK(s, y; 0, x)† (6.9)
differs from ψ(x)χ(s, y) by a term of order a, which is not just a contact term. The
subtractions required for O(a) improvement thus depend on whether the quark fields
in the correlation functions are at zero and non-zero flow time. This is actually not
too surprising since these fields also renormalize differently. Both differences merely
reflect the fact that the continuum limit of correlation functions involving the time-
dependent fields must be taken at fixed flow times given in physical units and that
the Symanzik effective theory in 4+1 dimensions correctly describes the deviation
of the lattice theory from its continuum limit only when the latter is approached in
this way.
6.4 Renormalized improved fields
As usual, the additively renormalized bare quark masses mq,r are defined by
mq,r = m0,r −mc, (6.10)
where mc denotes the critical bare mass in the theory with mass-degenerate quarks.
It is also helpful to introduce the associated subtracted bare mass matrix Mq and
the combinations
mq,rs =
1
2 (mq,r +mq,s) (6.11)
of quark masses.
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The lattice fermion fields at positive flow time require multiplicative renormaliza-
tion and O(a) improvement by a mass-dependent factor (cf. subsect. 6.1). Quark
and antiquark fields are scaled with the same factor,
χR,r = {Zχ(1 + bχmq,r + b¯χtrMq)}1/2χr, (6.12)
while the Lagrange-multiplier fields λ, λ are renormalized with the inverse of the
same factor†. Time-dependent composite fields like the pseudo-scalar density
P rs
R,t = Zχ(1 + bχmq,rs + b¯χtrMq)P
rs
t (6.13)
then renormalize according to their quark content.
Starting from the bare fields
Arsµ (x) = ψr(x)γµγ5ψs(x), (6.14)
A˜rsµ (x) = λr(0, x)γµγ5ψs(x) + ψr(x)γµγ5λs(0, x), (6.15)
P rs(x) = ψr(x)γ5ψs(x), (6.16)
P˜ rs(x) = λr(0, x)γ5ψs(x) + ψr(x)γ5λs(0, x), (6.17)
the improved flavour non-singlet axial current and density are given by
Ars
I,µ = A
rs
µ + cA∂˚µP
rs + c˜AA˜
rs
µ , (6.18)
P rs
I
= P rs + c˜P P˜
rs, (6.19)
and these are renormalized according to [28,29]
Ars
R,µ = ZA(1 + bAmq,rs + b¯AtrMq)A
rs
I,µ, (6.20)
P rs
R
= ZP (1 + bPmq,rs + b¯P trMq)P
rs
I
. (6.21)
The new improvement coefficients, c˜A and c˜P , are required for the O(a) improvement
of correlation functions involving the fermion fields at non-zero flow time, but all
† Following refs. [28,29], bX and b¯X generically denote improvement coefficients multiplying mass-
dependent O(a) counterterms.
24
other coefficients already occur in the theory in four dimensions [27–29]. At tree-level
of perturbation theory,
cfl =
1
2 , c˜A = c˜P = − 12 , bχ = 1. (6.22)
All coefficients b¯X are, incidentally, of order g
4
0 [29].
6.5 Improvement and renormalization of the field P˜ rs
In the chiral symmetry relations derived in sect. 4, the field P˜ rs plays a prominent
roˆle. The improvement and renormalization is a bit complicated in this case and is
therefore discussed separately from the other fields.
As already noted in subsect. 4.2, the field can only mix with local composite fields
that include at least one Lagrange-multiplier field. Charge conjugation, the lattice
symmetries and the flavour symmetry then imply that the field is multiplicatively
renormalizable. There are, however, several fields that can mix with the density at
order a, among them two fields
Pˆ rs(x) = λr(0, x)γ5λs(0, x), (6.23)
Qrs(x) = λr(0, x)γ5ψs(x)− ψr(x)γ5λs(0, x), (6.24)
that have not appeared before. Inspection then shows that a possible choice of the
improved and renormalized densities is
P˜ rs
I
= P˜ rs + cˆA∂˚µA˜
rs
µ + cˆP Pˆ
rs, (6.25)
P˜ rs
R
= Z˜P
{
(1 + bP˜mq,rs + b¯P˜ trMq)P˜
rs
I
+ bˆP˜ (mq,r −mq,s)Qrs
}
, (6.26)
where, as usual, the field equations were used to reduce the number of terms. The
fields on the right of these equations are distinguished by their symmetry properties
or content in Lagrange-multiplier fields. They are all multiplicatively renormalizable
and the contributions of the counterterms proportional to A˜rsµ , Pˆ
rs and Qrs in on-
shell correlation functions are therefore of order a.
The expression (6.25),(6.26) for the renormalized improved density can be simpli-
fied by noting that the relations∑
x
〈P˜ rs(x)P srt (y)〉 = 〈Srrt (y)〉+ 〈Ssst (y)〉 + 2cfl
∑
x
〈Pˆ rs(x)P srt (y)〉, (6.27)
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∑
x
〈Qrs(x)P srt (y)〉 = 〈Ssst (y)〉 − 〈Srrt (y)〉, (6.28)
hold exactly, for any t > 0, as a consequence of the form of the Wick contractions
of the fermion fields. On the other hand, as discussed in subsect. 4.2, the renormal-
ization constants can be (and are to be) chosen so that the normalization condition
(4.15) is satisfied in the continuum limit. Since the correlation functions in eq. (4.15)
converge to the continuum limit with a rate proportional to a2, the comparison with
the unrenormalized identities, eqs. (6.27),(6.28), then shows that
Z˜P = 1, (6.29)
cˆP = −2cfl, bP˜ = b¯P˜ = 0, bˆP˜ = − 12bχ. (6.30)
The renormalized density
P˜ rs
R
= P˜ rs + cˆA∂˚µA˜
rs
µ − 2cflPˆ rs − bχ 12 (mq,r −mq,s)Qrs (6.31)
thus assumes a fairly simple form, in which cˆA is the only new improvement coeffi-
cient.
6.6 PCAC relation on the lattice
In the continuum limit, the renormalized PCAC relation (4.14) holds provided the
renormalization constants ZA, ZP and the renormalized quark masses mR,r are cho-
sen appropriately. If also all improvement coefficients are properly tuned, this implies
〈∂Ars
R
(x)P sr
R,t(y)〉
= (mR,r +mR,s)〈P rsR (x)P srR,t(y)〉 − 〈P˜ rsR (x)P srR,t(y)〉+O(a2), (6.32)
where, following the tradition, the divergence of the improved axial current is taken
to be
∂Ars
R
= ZA
(
1 + bAmq,rs + b¯AtrMq
)
∂Ars
I
, (6.33)
∂Ars
I
= ∂˚µ{Arsµ + c˜AA˜rsµ }+ cA∂∗µ∂µP rs. (6.34)
A technical detail worth emphasizing here again is the fact that the PCAC relation
(6.32) holds at all x, including x = y, as long as the flow time t is set to a positive
value given in physical units.
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7. Calculation of correlation functions
In numerical lattice QCD, correlation functions involving fields at non-zero flow time
can be computed following the steps usually taken in the case of ordinary hadronic
correlation functions. The fact that the flow equations must be solved at some point
nevertheless represents a complication that needs to be carefully considered. For
illustration, the details are worked out in this section for two representative cases.
7.1 Pseudo-scalar two-point function
In practice one is interested in the correlation function
〈P rs(x)P srt (y)〉 = −
∑
v,w
〈tr{[K(t, y; 0, v)S(v, x)ss ]†K(t, y; 0, w)S(w, x)rr}〉 (7.1)
at vanishing spatial momentum and computes its average over a lattice Γ of source
points, using random source fields [30], in order to reduce the statistical errors.
If x is taken to be the source point, the averaging amounts to the substitution
P rs(x)→ 1
NΓNs
Ns∑
k=1
(ψr, ηk)(ηk, γ5ψs), (7.2)
where NΓ is the number of points in Γ and
ηk(x), k = 1, . . . , Ns, (7.3)
are randomly chosen complex spinor fields on Γ with mean zero and variance
〈ηk(v)ηl(w)†〉 =
{
δklδvw if v,w ∈ Γ,
0 otherwise.
(7.4)
In a QCD simulation, the computation of the averaged correlation function at zero
spatial momentum,
1
NΓ
∑
x∈Γ
∑
~y
〈P rs(x)P srt (y)〉 = −
1
NΓNs
Ns∑
k=1
∑
~y
〈φk,s(t, y)†φk,r(t, y)〉, (7.5)
then amounts to calculating the functions
φk,h(t, y) =
∑
w,x
K(t, y; 0, w)S(w, x)hhηk(x) (7.6)
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for a representative ensemble of gauge fields, all k = 1, . . . , Ns and h = r, s.
For a given gauge field, the computation of φk,h(t, y) proceeds in two steps, where
one first calculates φk,h(0, w) by solving the lattice Dirac equation with mass m0,h
and source field ηk(x). The calculated field must then be evolved in flow time from
time 0 to time t. In the direction of increasing flow time, the flow equations are
numerically stable and the solution can easily be obtained, with negligible integration
errors, using a Runge–Kutta integrator (appendix D).
7.2 Chiral condensate
In the case of the time-dependent quark condensate,
〈Srrt (x)〉 = −
∑
v,w
〈tr{K(t, x; 0, v) [S(v,w)rr − cflδvw]K(t, x; 0, w)†}〉, (7.7)
an averaging over the position x is again desirable. Introducing random source fields
as above, one is then led to the representation
1
NΓ
∑
x∈Γ
〈Srrt (x)〉 = −
1
NΓ
∑
v,w
〈ξk(t; 0, v)† [S(v,w)rr − cflδvw] ξk(t; 0, w)〉 (7.8)
in terms of the fields
ξk(t; s,w) =
∑
x
K(t;x; s,w)†ηk(x) (7.9)
at flow time s = 0.
The computation of these fields requires the adjoint flow equation
(∂s +∆)ξk(t; s,w) = 0 (7.10)
to be solved from time s = t (where ξk coincides with ηk) to s = 0. A straightforward
Runge–Kutta integration should not be used here, because the Laplacian ∆ is the
one in presence of the gauge field determined by the gradient flow at time s, which
would therefore have to be evolved backward in time, i.e. in the unstable direction.
As explained in appendix E, this difficulty can be overcome through a hierarchical
scheme that avoids the backward integration of the gauge field.
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8. Strategy for the computation of ZA and cfl
The PCAC relation (6.32) holds provided the relevant renormalization constants and
improvement coefficients are chosen appropriately. As explained below, the constant
ZA and the coefficient cfl can conversely be determined, up to terms of order a
2 and
a, respectively, by requiring the relation to be satisfied exactly at two points in the
space of kinematical parameters.
The computation through numerical simulation of ZA and cfl along these lines
assumes that the improvement coefficients csw and cA have already been calculated.
Periodic boundary conditions should be imposed in the space directions, but apart
from this no further assumptions are made. In particular, the boundary conditions
in time do not need to be specified, since the computed values of ZA and cfl depend
on them only at the level of the lattice-spacing effects.
8.1 Integrated form of the PCAC relation
The O(a) improvement unfortunately leads to an inflation of terms when the renor-
malized PCAC relation is expanded in the correlation functions of the unimproved
bare fields. A slight simplification can however be achieved by summing the equation
over an interval of time x0 around y0 and over all points ~x on the spatial lattice.
One of the bare correlation functions entering the relation is then
CrsP (t, d) =
y0+d∑
x0=y0−d
∑
~x
〈P rs(x)P srt (y)〉, (8.1)
and there are 6 further such correlation functions in which P rs is replaced by
P˜ rs, Pˆ rs, Qrs, ∂˚µA
rs
µ , ∂˚µA˜
rs
µ or ∂
∗
µ∂µP
rs. (8.2)
In the case of the last three fields in this list, the sum over x0 reduces to a sum of
terms at the boundary of the summation range as in
Crs∂A(t, d) = 12
∑
~x
{〈(Ars0 (x)|x0=y0+d+1 + Ars0 (x)|x0=y0+d)P srt (y)〉
− 〈(Ars0 (x)|x0=y0−d−1 + Ars0 (x)|x0=y0−d)P srt (y)〉
}
, (8.3)
for example.
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For notational convenience, it is now helpful to introduce the abbreviations
ZˆrsA = ZA
(
1 + bAmq,rs + b¯AtrMq
)
, (8.4)
ZˆrsP = ZP
(
1 + bPmq,rs + b¯P trMq
)
. (8.5)
Defining the bare current-quark mass sums through
mrs =
ZˆrsP
ZˆrsA
(mR,r +mR,s), (8.6)
the integrated PCAC relation then becomes
ZˆrsA
{Crs∂A + c˜ACrs∂A˜ + cACrs∂∂P −mrs(CrsP + c˜PCrsP˜ )}
+Crs
P˜
+ cˆACrs∂A˜ − 2cflCrsPˆ − bχ 12 (mq,r −mq,s)CrsQ = O(a2). (8.7)
This equation still looks fairly complicated, but one should keep in mind that it is a
linear relation among computable correlation functions, which must hold for all flow
times t > 0, time ranges d ≥ 0 and quark flavours r 6= s. The unknown coefficients
are thus strongly constrained by the identity.
At values of d larger than the smoothing range
√
8t of the gradient flow, Crs
∂A˜
falls
off like a Gaussian and rapidly becomes negligible with respect to the other terms
in eq. (8.7). Moreover, the sum of the terms in the curly bracket as well as all other
terms in the equation are then practically independent of d. Without further notice,
only this range of d is considered in the following and the two terms proportional to
Crs
∂A˜
are dropped.
8.2 Up-down flavour channel
In QCD with mass-degenerate up and down quarks, the PCAC relation in the up-
down channel assumes the form
ZˆudA
{Cud∂A + cACud∂∂P −mudCudP }− 2cflCudPˆ = −(1− ZˆudA c˜Pmud)CudP˜ (8.8)
(for simplicity, the O(a2) error term is dropped from now on). The bare mass combi-
nation mud can be determined as usual through the PCAC relation at vanishing flow
time and may be assumed to be known at this point. By computing the correlation
functions in eq. (8.8) at two values of the flow time t, one then obtains two linear
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equations for the ratios
ZˆudA
1− ZˆudA c˜Pmud
and
cfl
1− ZˆudA c˜Pmud
. (8.9)
Clearly, as long as the chosen flow times are in the scaling range and are held fixed
in physical units, the calculated ratios do not depend on them, up to terms of order
a2 and a, respectively.
At quark masses close to their physical values, and lattice spacings a ≤ 0.1 fm,
the factor 1− ZˆudA c˜Pmud differs from unity by a fraction of a percent. An estimate
of the size of this correction term can be obtained by inserting the known value of
mud and the tree-level value (6.22) of c˜P . Zˆ
ud
A and cfl can thus be computed up
to this small correction factor. Note that the bare pion decay constant determined
through the vacuum-to-pion matrix element of the improved axial current is to be
renormalized with the mass-dependent factor ZˆudA rather than ZA. The difference is
however small and can be estimated using the tree-level value bA = 1.
8.3 Up-strange flavour channel
The additional term that appears in the PCAC relation
ZˆusA
{Cus∂A + cACus∂∂P −musCusP }− 2cflCusPˆ − bχ 12 (mq,u −mq,s)CusQ
= −(1− ZˆusA c˜Pmus)CusP˜ (8.10)
in this channel is proportional to the square of the mass differencemq,u−mq,s and is
therefore likely to be negligible in practice. To be able to determine the ratios (8.9)
(with ud replaced by us), eq. (8.10) must otherwise be evaluated at three values of
the flow time t.
For a ≤ 0.1 fm and physical quark masses, the correction factor 1 − ZˆusA c˜Pmus
may deviate from unity by up to one percent or so. The comparison with the results
obtained in the ud channel,
ZˆusA (1− ZˆudA c˜Pmud)
ZˆudA (1− ZˆusA c˜Pmus)
= 1 + bA
1
2 (mq,s −mq,d) + ZAc˜P (mus −mud), (8.11)
unfortunately only allows a certain linear combination of the coefficients bA and c˜P
to be estimated.
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9. Sample calculation in 2+1 flavour QCD
The aim in the following paragraphs is to demonstrate the feasibility of the proposed
strategies for the computation of the renormalization constant ZA, the improvement
coefficient cfl and the low-energy constants Σ and F . A single simulation run suffices
for this test and no attempt is made to actually compute the low-energy constants,
as this would require the data to be extrapolated to the infinite-volume, chiral and
continuum limit.
9.1 Simulation details
The calculations reported below are based on a recent simulation of QCD with 2+1
flavours of quarks [31]. In this run (labeled I1 in ref. [31]), a 64 × 323 lattice with
open boundary conditions in time [32] was simulated at a point in parameter space,
where the lattice spacing is estimated to be 0.090 fm [33,34] and where the pion and
kaon masses are about 203 and 520 MeV, respectively [31]. The physical size of the
lattice is thus such that the finite-volume effects on the calculated meson masses
and matrix elements are expected to be small.
For the Iwasaki gauge action [35] and the standard O(a)-improved Wilson–Dirac
operator [27,28] used in the simulation, the coefficients csw and cA are known non-
perturbatively [36,37]. A representative ensemble of 150 gauge-field configurations,
separated by 9.6 units of molecular-dynamics time, was produced in the run. In order
to suppress any residual autocorrelation effects, the statistical errors quoted in this
section were estimated by dividing the measurement data series for the primary
observables into bins of 5 consecutive measurements and by applying the jackknife
method to the binned data.
9.2 Computation of ZˆrsA and cfl
The values 2.47, 3.86, 5.56 and 7.56 of the flow time t in lattice units, where the
correlation functions entering the PCAC relation (8.7) were computed, correspond to
smoothing ranges of the gradient flow equal to 0.4, 0.5, 0.6 and 0.7 fm, respectively.
In order to keep away from the boundaries of the lattice in the time direction, the
time-dependent field P rst (y) was inserted in the middle of the lattice. The correlation
functions were then averaged over space translations using 12 random source fields
at time y0.
All correlation functions in the PCAC relation can easily be obtained with small
statistical errors over the whole range of the summation window d. As expected, the
sum of correlation functions multiplying the axial-current renormalization constant
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Fig. 1. Combinations of correlation functions appearing in the PCAC relation (8.8),
plotted as a function of the summation range d. The linear combinations of correlation
functions shown are the ones multiplying the renormalization constant ZˆudA (triangles),
the improvement coefficient cfl (diamonds) and the factor 1− Zˆ
ud
A c˜Pmud (squares) at
flow time t = 3.86. For d ≥ 9, the function Cud
∂A˜
(circles) is many orders of magnitude
smaller than the other functions and can be safely neglected (cf. subsect. 8.1). All
quantities are given in lattice units.
and the other correlation functions reach a plateau at values of d larger than 2 or 3
times the smoothing range of the gradient flow (see fig. 1 for a representative case;
the slight bending down of the function multiplying ZˆudA close to the boundary of
the lattice is a lattice-spacing effect).
Following the strategy outlined in sect. 8, the ratios (8.9) are now determined
by requiring the PCAC relation (8.8) to hold exactly at two values t1, t2 of t. The
choice of the summation window d has very little influence on the calculated ratios
as long as one stays within the plateau range of the correlation functions. Setting
d = 18 then leads to the results quoted in the second and third column of table 1,
where the factor 1 − ZˆudA c˜Pmud was estimated using the tree-level value (6.22) of
the coefficient c˜P . As anticipated, this correction is very small (about 0.2%).
In the up-strange flavour channel, there are two sources of O(a) mass corrections.
Proceeding as above, the correction coming from the factor 1 − ZˆusA c˜Pmus is esti-
mated to be approximately 1.3%, while the one deriving from the term in eq. (8.10)
proportional to bχ changes the results by about 0.2%. As can be seen from table 1,
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Table 1. Simulation results for ZˆrsA and cfl
t1, t2 Zˆ
ud
A cfl Zˆ
us
A cfl
2.47, 3.86 0.7929(87) 0.5703(11) 0.8096(41) 0.56867(60)
2.47, 5.56 0.7904(85) 0.5712(14) 0.8073(40) 0.56990(72)
2.47, 7.56 0.7895(85) 0.5716(16) 0.8067(39) 0.57025(83)
3.86, 5.56 0.7885(85) 0.5734(22) 0.8054(40) 0.5726(10)
3.86, 7.56 0.7883(85) 0.5735(26) 0.8055(39) 0.5724(12)
5.56, 7.56 0.7882(86) 0.5738(36) 0.8056(38) 0.5723(16)
The values of cfl in the 3rd and 5th column were obtained in the ud and us channel, respectively
there is a remarkable consistency among the values of cfl obtained in the two flavour
channels. There is also little dependence on the flow times and the difference of the
renormalization constants ZˆudA and Zˆ
us
A might very well be explained by the mass-
dependent factor in eq. (8.4). The O(a) improvement thus works out very well, with
residual lattice-spacing effects at the level of a fraction of a percent in the case of
the renormalization constant.
The results for the renormalization constant ZˆudA quoted in table 1 are in agree-
ment with the value ZA = 0.781(20) previously obtained in ref. [38] using a method
based on the Schro¨dinger functional [39,40]. Note that the improvement coefficient
cfl turns out to be close to its tree-level value (6.22), although there is no very good
reason for this to be so at the gauge coupling considered.
9.3 Computation of the chiral condensate
Having determined the improvement coefficient cfl, the unrenormalized time-depen-
dent condensate Σuut can be computed straightforwardly as described in subsect. 7.2.
The source time x0 is taken to be in the middle of the lattice in order to minimize
the excited-states contributions to the expectation value of the scalar density. Using
12 random source fields, and evaluating cfl at t1, t2 = 3.86, 5.56, the calculation
yields the results quoted in the second column of table 2. In the range of flow time
considered, the time-dependent condensate is thus seen to decrease, roughly like
1/t, when t increases. The statistical error follows this evolution and is, in any case,
encouragingly small.
To be able to relate the time-dependent condensate to the quark condensate Σ in
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Table 2. Simulation results for Σuut and G
ud
t in lattice units
t Σuut G
ud
t Σ
uu
t G
ud/Gudt Σ
uu
t /G
ud
t
2.47 0.0006277(95) 0.01484(23) 0.003962(61) 0.04230(85)
3.86 0.0004251(58) 0.01028(16) 0.003872(55) 0.04134(81)
5.56 0.0002911(36) 0.00720(11) 0.003785(51) 0.04040(78)
7.56 0.0002017(23) 0.005092(80) 0.003711(48) 0.03962(76)
the chiral limit, the vacuum-to-pion matrix elements
Gπ = ZP (1 + bPmq,ud + b¯P trMq)G
ud, (9.1)
Gπ,t = Zχ(1 + bχmq,ud + b¯χtrMq)G
ud
t , (9.2)
need to be computed as well. Actually, since only the ratio
ΣR,t
Gπ,t
=
Σuut
Gudt
(9.3)
appears in eqs. (4.24),(4.25), it suffices to calculate Gπ and the unrenormalized ma-
trix element Gudt . The latter can be determined from the pseudo-scalar correlation
function (7.1) at large time separations |x0− y0| in the same way as the bare matrix
element Gud at vanishing flow time is usually extracted from the ordinary pseudo-
scalar two-point function. Setting x0 to a value next to the boundaries of the lattice,
there is in all cases a wide range in time y0, where the one-pion intermediate states
dominate and the desired matrix elements can be easily determined.
Similarly to the time-dependent condensate, the matrix element Gudt is a mono-
tonically decreasing function of t. The ratios listed in the last two columns of table 2
however vary much less with t, consistently with the fact that the flow-time depen-
dence of the ratios must disappear in the chiral limit.
9.4 Remarks
Conversion to physical units. The spacing of the simulated lattice, a = 0.08995(40)
fm, was determined by PACS-CS through a computation of the mass of the Ω baryon
[34]. Using step scaling and the Schro¨dinger functional, PACS-CS also calculated the
renormalization constant ZP = 0.580(21) [38] that relates the bare matrix element
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Gud to Gπ in the MS scheme at 2 GeV†. At t = 3.86, for example, the results
ΣR,tGπ
Gπ,t
= [287(4)MeV]3, (9.4)
ΣR,t
Gπ,t
= 91(2)MeV, (9.5)
are then obtained, where the O(a) mass correction in eq. (9.1) was neglected (the
error in eq. (9.4) is anyway dominated by the error of ZP ). Clearly, while these
ratios may be close to the condensate Σ and decay constant F in the chiral limit,
simulations of a range of lattices will be required to be able to determine Σ and F
with controlled systematic errors.
Pseudo-scalar decay constants. Since the calculation of the axial-current renormal-
ization constant does not require separate simulations, the renormalized pseudo-
scalar meson decay constants become directly accessible on each simulated lattice.
Depending on the flavour channel and the precision that is to be attained, the mass-
dependent O(a) corrections in the PCAC relation used to determine the renormal-
ization constant ZˆrsA may however need to be estimated non-perturbatively.
Scaling to the continuum limit. The results of the computations reported in this
section depend on a choice of flow times. When lattices with different spacings are
simulated, these parameters should be held fixed in units of a suitable reference scale
such as the reference flow time t0 [1]. Only then can the calculated renormalized
quantities be expected to converge to the continuum limit with a rate proportional
to a2.
10. Concluding remarks
Through its extension to the quark fields, the gradient flow becomes a powerful
tool for studies of the spontaneous breaking of chiral symmetry in QCD and the
physics of the light pseudo-scalar mesons. The focus in this paper has been on the
theoretical framework and its implementation in one of the widely used formulations
of lattice QCD. In view of the renormalizability properties of the flow, the choice of
† A combination of table entries quoted in ref. [38], with errors added in quadrature, was required
to obtain the value of ZP given here.
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the lattice regularization is however expected to be irrelevant in the continuum limit
as long as the locality and gauge invariance of the lattice theory are guaranteed. The
theoretical analysis obviously applies to field theories with other gauge groups and
fermion multiplets as well.
In the cases worked out so far, the application of the gradient flow in numerical
lattice QCD offers important technical advantages with respect to the established
computational strategies. Apart from the ones already mentioned in sect. 1, there are
potentially many further uses of the flow. The flavour singlet channel, for example,
has not been considered yet and the time-dependent condensate is likely to be an
easily accessible chiral order parameter in QCD at non-zero temperatures. Moreover,
the application of the flow in QCD-like theories near the conformal window may
conceivably lead to interesting qualitative insights.
All calculations reported in sect. 9 were performed on a dedicated PC cluster at
CERN. I am grateful to the CERN management for providing the required funds
and to the CERN IT Department for technical support.
Appendix A. Notational conventions
A.1 Gauge group
The Lie algebra of SU(N) may be identified with the linear space of all complex, anti-
hermitian traceless N ×N matrices. With respect to a basis T a, a = 1, . . . , N2 − 1,
of such matrices, the general element X of the Lie algebra is given by X = XaT a
with real components Xa (repeated group indices are automatically summed over).
The generators are assumed to satisfy
tr{T aT b} = − 1
2
δab, (A.1)
but are otherwise left unspecified.
Gauge fields are normalized such that gauge transformations and covariant deriva-
tives do not involve the gauge coupling. Lorentz indices µ, ν, . . . in D dimensions
range from 0 to D − 1 and are summed over when they occur in matching pairs.
The space-time metric is assumed to be Euclidean. In particular, p2 = pµpµ for any
momentum p and δµµ = D.
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A.2 Dirac matrices
The Dirac matrices γµ satisfy
γµ
† = γµ, {γµ, γν} = 2δµν . (A.2)
Scalar products γµpµ are abbreviated by p/, as usual, and σµν =
i
2 [γµ, γν ]. In any
dimension D close to 4,
γ5 = γ0γ1γ2γ3, tr{1} = 4. (A.3)
Note that the axial currents require renormalization if dimensional regularization is
used with these conventions for the Dirac matrices.
A.3 Lattice theory
The lattice theories considered in this paper are set up as usual on a four-dimensional
hypercubic lattice with spacing a = 1. For the quark fields, Wilson’s formulation is
chosen, where the quark fields reside on the sites of the lattice and carry the same
indices as the quark fields in the continuum theory. The gauge covariant forward
and backward difference operators acting on a quark field ψ(x) in presence of the
gauge field U(x, µ) are defined by
∇µψ(x) = U(x, µ)ψ(x + µˆ)− ψ(x), (A.4)
∇∗µψ(x) = ψ(x)− U(x− µˆ, µ)−1ψ(x− µˆ), (A.5)
where µˆ denotes the unit vector in direction µ. On the lattice, ∂µ and ∂
∗
µ stand for
the ordinary forward and backward difference operators and
∂˚µ =
1
2 (∂µ + ∂
∗
µ) (A.6)
for their symmetric combination.
The differential operators ∂ax,µ act on differentiable functions f(U) of the gauge
field U according to
∂ax,µf(U) =
d
ds
f(esXU)
∣∣∣
s=0
, X(y, ν) =
{
T a if (y, ν) = (x, µ),
0 otherwise.
(A.7)
While these operators depend on the choice of the generators T a, the gradient field
(∂f)(U, x, µ) = T a∂ax,µf(U) (A.8)
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can be shown to be basis-independent.
Appendix B. Properties of the mapping (5.9)
The mapping (5.9) is differentiable and satisfies
P(esX ) =
s→0
sX +O(s2) (B.1)
for all matrices X in the Lie algebra of SU(N). These properties imply that there
exists an open neighbourhood of unity in SU(N), where P is one-to-one and in which
the Jacobian matrix
J(U)ab = −2tr{T aP(T bU)} (B.2)
is nowhere singular.
Using simple norm estimates, the interior of the domain
N =
{
U ∈ SU(N) ∣∣ Re tr{1− U} ≤ (16N)−1} (B.3)
can be shown to be such a neighbourhood of unity. Moreover, the Jacobian detJ(U)
is strictly positive on N. As a consequence, the identity∫
N
dU δ (P(U) − P(V )) f(U) = k det J(V )−1f(V ) (B.4)
holds for all integrable functions f(U) and all V ∈ N, the Dirac δ-function being
the one associated to the SU(N) invariant measure on the Lie algebra. The propor-
tionality constant k in this equation is positive and could be worked out explicitly,
but its value is not needed in this paper.
Appendix C. Wick contractions
The Wick contractions of the basic fermion fields in the O(a) improved lattice theory
are first worked out for the case of the discretized flow equations with time step ǫ.
Time-ordering ambiguities are avoided in this way and the limit ǫ → 0 can then
easily be taken at the end of the calculation.
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C.1 Fermion action and functional integral
To get started, it may be helpful to recall that the fermion part of the total action of
the O(a) improved lattice theory in 4+1 dimensions is the sum of a boundary term,
SF =
∑
x
{
ψ(x)Dψ(x) + cflλ(0, x)λ(0, x)
}
, (C.1)
and of the bulk action (5.8). The Wilson–Dirac operator D in eq. (C.1) includes the
Sheikholeslami–Wohlert term [27,28] and the mass term with bare mass matrix M0.
In the bulk action (5.8), it is understood that the time-dependent fields satisfy
the boundary conditions (2.6). The unconstrained fermion (and similarly the anti-
fermion) fields integrated over in the functional integral can thus be taken to be
ψ(x), χ(ǫ, x), . . . , χ(T, x), λ(0, x), . . . , λ(T − ǫ, x). (C.2)
Since the action is quadratic in these fields, the fermion integral is given through
Wick’s theorem.
C.2 Field transformation
In the following, an important roˆle is played by the kernel Kǫ(t, x; s, y) that satisfies
Kǫ(t, x; t, y) = δxy (C.3)
at all t in the range 0 ≤ t ≤ T and the discretized quark flow equation
(∂t −∆)Kǫ(t, x; s, y) = 0 (C.4)
if 0 ≤ s ≤ t < T . Clearly, since the flow equation (C.4) can be solved step by step
starting from time t = s, these equations uniquely determine the kernel at all t ≥ s.
The calculation of the fermion propagators can now be simplified by performing
a field transformation, where χ(t, x) is expressed through ψ(x) and another field
φ(t, x), defined at t = ǫ, . . . , T , according to
χ(t, x) =
∑
y
Kǫ(t, x; 0, y)ψ(y) + ǫ
t∑
s=ǫ
∑
y
Kǫ(t, x; s, y)φ(s, y). (C.5)
For any given field ψ(x), the mapping from the field variables χ(ǫ, x), . . . , χ(T, x) to
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the new variables φ(ǫ, x), . . . , φ(T, x) is invertible in view of the identity
φ(t+ ǫ, x) =
{
(∂t −∆)χ(t, x) if 0 < t < T ,
1
ǫ
(χ(ǫ, x)− ψ(x)) −∆ψ(x) if t = 0.
(C.6)
Moreover, the associated Jacobian matrix is lower triangular and its determinant
does not depend on the gauge field.
After the field transformation and the corresponding transformation of the anti-
fermion fields, the fermion action assumes the form
SF + SF,fl =
∑
x
{
ψ(x)Dψ(x) + cflλ(0, x)λ(0, x)
}
+ ǫ
T−ǫ∑
t=0
∑
x
{
λ(t, x)φ(t+ ǫ, x) + φ(t+ ǫ, x)λ(t, x)
}
. (C.7)
The transformation thus achieves a nearly perfect decoupling of the field variables.
C.3 Contractions
Since the fundamental quark fields ψ,ψ are completely decoupled from the other
fields, the contraction of these fields
ψ(x)ψ(y) = S(x, y), (C.8)
DS(x, y) = δxy, (C.9)
coincides with the quark propagator in the theory in 4 dimensions as expected. The
other non-vanishing contractions deriving from the action (C.7) are
φ(t+ ǫ, x)λ(t, y) = λ(t, x)φ(t+ ǫ, y) =
1
ǫ
δxy , t = 0, ǫ, . . . T − ǫ, (C.10)
φ(ǫ, x)φ(ǫ, y) = −cfl
ǫ2
δxy . (C.11)
For the contractions involving the fields χ and χ one then obtains
χ(t, x)λ(s, y) = θ(t > s)Kǫ(t, x; s+ ǫ, y), (C.12)
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λ(t, x)χ(s, y) = θ(t < s)Kǫ(s, y; t+ ǫ, x)
†, (C.13)
χ(t, x)ψ(y) =
∑
v
Kǫ(t, x; 0, v)S(v, y), (C.14)
ψ(x)χ(s, y) =
∑
w
S(x,w)Kǫ(s, y; 0, w)
† , (C.15)
χ(t, x)χ(s, y) =
∑
v,w
Kǫ(t, x; 0, v)S(v,w)Kǫ(s, y; 0, w)
†
− cfl
∑
v
Kǫ(t, x; ǫ, v)Kǫ(s, y; ǫ, v)
†. (C.16)
In all these equations, it is understood that the flow-time arguments of χ and χ are
in the range (0, T ] and those of λ and λ in the range [0, T ).
C.4 Contractions in the continuous time limit
When the time step ǫ is taken to zero, the kernel Kǫ(t, x; s, y) smoothly converges to
the fundamental solution K(t, x; s, y) of the quark flow equation in the continuous
time formulation of the lattice theory. The complete set of the non-zero contractions
of the fermion fields, given by eqs. (C.8) and (C.12)–(C.16), therefore has a well-
defined limit.
Appendix D. Integration of the lattice flow equations
The numerical integration of the pure-gauge gradient flow has already been discussed
in appendix C of ref. [1]. Here the 3rd order Runge–Kutta integrator described there
is extended to the quark flow equation.
D.1 Integration of the gradient flow
Following ref. [1], the flow equation (5.2) is written in an abstract form
∂tVt = Z(Vt)Vt, (D.1)
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where the gauge field Vt is considered to be an element of a (high-dimensional) Lie
group and the gradient Z(Vt) of the Wilson action an element of the associated Lie
algebra. The Runge–Kutta integrator mentioned above proceeds in time steps of
size ǫ. Assuming Vt is known at some flow time t, an approximation to the exact
solution Vt+ǫ at time t+ ǫ is obtained by computing the fields
W0 = Vt,
W1 = exp
{
1
4Z0
}
W0,
W2 = exp
{
8
9
Z1 − 1736Z0
}
W1,
W3 = exp
{
3
4Z2 − 89Z1 + 1736Z0
}
W2, (D.2)
where
Zi = ǫZ(Wi), i = 0, 1, 2. (D.3)
These rules are such that
W3 = Vt+ǫ +O(ǫ
4) (D.4)
and W3 thus provides the desired approximation to Vt+ǫ.
D.2 Integration of the quark flow equation
It is again helpful to rewrite the flow equation in an abstract form,
∂tχt = ∆(Vt)χt, (D.5)
where the quark field χt is considered to be an element of a complex vector space.
Given Vt and χt at some flow time t, and assuming the gauge fields W0, W1 and W2
are as above, the quark fields
φ0 = χt,
φ1 = φ0 +
1
4∆0φ0,
φ2 = φ0 +
8
9
∆1φ1 − 29∆0φ0,
φ3 = φ1 +
3
4∆2φ2, (D.6)
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may then be calculated, where
∆i = ǫ∆(Wi), i = 0, 1, 2. (D.7)
It is not difficult to show that
φ3 = χt+ǫ +O(ǫ
4), (D.8)
and φ3 thus approximates χt+ǫ to an accuracy that matches the one attained by the
integrator of the pure-gauge flow.
Appendix E. Integration of the adjoint flow equation (7.10)
The numerical integration of the adjoint flow equation is complicated by the fact
that the backward integration of the flow equation for the gauge field is exponentially
unstable. In this appendix, the problem is first reformulated and its solution is then
discussed. For simplicity, the index k in eq. (7.10) is omitted.
E.1 Adjoint Runge–Kutta integration
For a given step size ǫ > 0 and t = nǫ, n = 0, 1, 2, . . ., let
V ǫt (x, µ) and χ
ǫ
t(x) (E.1)
be the gauge and quark fields generated by the Runge–Kutta integrator defined in
appendix D. There exists another sequence of quark fields
ξǫs(x), s = t, t− ǫ, t− 2ǫ, . . . , 0, (E.2)
with initial value
ξǫt (x) = η(x), (E.3)
such that the identity
(ξǫs, χ
ǫ
s) = (η, χ
ǫ
t) (E.4)
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holds exactly for all s. This property ensures that ξǫs is an approximate solution of
the adjoint flow equation, accurate to order ǫ3, with the required initial value.
The Runge–Kutta steps that lead from χǫs to χ
ǫ
s+ǫ amount to applying the operator
Rǫs = 1 +
1
4
∆0 +
3
4
∆2
{
1− 2
9
∆0 +
8
9
∆1(1 +
1
4
∆0)
}
(E.5)
to χǫs, where ∆i is given by eq. (D.7) and the fieldsWi that appear there by eq. (D.2)
with W0 = V
ǫ
s . From eq. (E.4) one then infers that
ξǫs(x) = (R
ǫ
s
†ξǫs+ǫ)(x) (E.6)
Rǫs
† = 1 + 14∆0 +
{
1− 29∆0 + (1 + 14∆0)89∆1
}
3
4∆2, (E.7)
and ξǫs is thus obtained from ξ
ǫ
s+ǫ by calculating
λ3 = ξ
ǫ
s+ǫ,
λ2 =
3
4∆2λ3,
λ1 = λ3 +
8
9∆1λ2,
λ0 = λ1 + λ2 +
1
4
∆0(λ1 − 89λ2), (E.8)
and setting ξǫs = λ0.
E.2 Stability issue
The adjoint recursion (E.8) is a smoothing operation and is therefore numerically
stable. To be able to apply the recursion at time s + ǫ, the gauge field V ǫs at flow
time s must however be known. In principle, the sequence of gauge fields from s = t
to s = 0 could be reconstructed through backward integration of the gradient flow,
but such strategies are not practical, because the flow is exponentially unstable in
this direction.
Alternatively, V ǫs can be computed through forward integration of the flow starting
from the fundamental field V ǫ0 = U . If the field is recomputed for every s, the total
number of gauge update steps required in the course of the integration scales like the
square of the number m = t/ǫ of time steps. This method is numerically safe and
the calculated quark fields satisfy the identity (E.4) practically to machine precision.
The required computational effort can however be prohibitively large.
45
E.3 Improved scheme
The adjoint flow equation can be integrated more efficiently by dividing the sequence
0, ǫ, . . . , t of flow times into nb consecutive blocks of about equal size. One may then
first compute the field V ǫr at the time r at the beginning of the last block by forward
integration from time 0 and keep this field in the memory of the computer. After
that the adjoint flow equation is integrated from time t to r by applying the update
step (E.8) and using the safe reconstruction method described above for the gauge
field, where the reconstruction now starts from the stored field rather than the field
at time 0.
In the next step the gauge field is calculated at the first time r in the next-to-last
block and stored in memory. The integration of the adjoint flow equation can then
proceed to time r as before. Clearly, the blocks can be processed in this way one
after another until the integration reaches time 0.
The total number of gauge update steps in this scheme is minimized if m = n2b .
While m will rarely be the square of an integer, one can always set nb = ⌈m1/2⌉ and
divide m into blocks of size mb = ⌊m/nb⌋ and mb + 1. The computational effort
then scales approximately like m3/2 and is much smaller than the one required for
the safe scheme described in the previous subsection already at low values of m.
E.4 Hierarchical scheme
A further acceleration of the computation can be achieved by dividing each block
into nb smaller blocks, and these into nb even smaller blocks, and so on, with a saved
gauge field at each block level. Given m and the number ns of saved gauge fields, a
nearly optimal choice of the block number nb is
nb = ⌈m1/(ns+1)⌉. (E.9)
For m ≤ 103 and ns = 4, for example, the total number of gauge-field updates that
need to be performed is then not more than about 5m. Moreover, when several
quark fields are evolved simultaneously, the intermediate gauge fields need to be
computed only once.
References
[1] M. Lu¨scher, Properties and uses of the Wilson flow in lattice QCD, JHEP 1008
(2010) 071
46
[2] M. Lu¨scher, P. Weisz, Perturbative analysis of the gradient flow in non-Abelian
gauge theories, JHEP 1102 (2011) 051
[3] M. Lu¨scher, P. Weisz, U. Wolff, A numerical method to compute the running
coupling in asymptotically free theories, Nucl. Phys. B359 (1991) 221
[4] Z. Fodor, K. Holland, J. Kuti, D. Nogradi, C. H. Wong, The Yang-Mills gradient
flow in finite volume, JHEP 1211 (2012) 007; The gradient flow running coupling
scheme, PoS (Lattice 2012) 050
[5] P. Fritzsch, A. Ramos, The gradient flow coupling in the Schro¨dinger functional,
arXiv:1301.4388
[6] S. Gu¨sken, A study of smearing techniques for hadron correlation functions,
Nucl. Phys. B (Proc. Suppl.) 17 (1990) 361
[7] C. Alexandrou, F. Jegerlehner, S. Gu¨sken, K. Schilling, R. Sommer, B meson
properties from lattice QCD, Phys. Lett. B256 (1991) 60
[8] J. Zinn–Justin, Renormalization and stochastic quantization, Nucl. Phys. B275
[FS17] (1986) 135
[9] J. Zinn–Justin, D. Zwanziger, Ward identities for the stochastic quantization of
gauge fields, Nucl. Phys. B295 [FS21] (1988) 297
[10] K. Symanzik, Schro¨dinger representation and Casimir effect in renormalizable
quantum field theory, Nucl. Phys. B190 [FS3] (1981) 1
[11] K. G. Wilson, Confinement of quarks, Phys. Rev. D10 (1974) 2445
[12] P. H. Ginsparg, K. G. Wilson, A remnant of chiral symmetry on the lattice,
Phys. Rev. D25 (1982) 2649
[13] D. B. Kaplan, A method for simulating chiral fermions on the lattice, Phys. Lett.
B288 (1992) 342; Chiral fermions on the lattice, Nucl. Phys. B (Proc. Suppl.)
30 (1993) 597
[14] Y. Shamir, Chiral fermions from lattice boundaries, Nucl. Phys. B406 (1993) 90
[15] V. Furman, Y. Shamir, Axial symmetries in lattice QCD with Kaplan fermions,
Nucl. Phys. B439 (1995) 54
[16] P. Hasenfratz, Prospects for perfect actions, Nucl. Phys. B (Proc. Suppl.) 63
(1998) 53; Lattice QCD without tuning, mixing and current renormalization,
Nucl. Phys. B525 (1998) 401
[17] P. Hasenfratz, V. Laliena, F. Niedermayer, The index theorem in QCD with a
finite cutoff, Phys. Lett. B427 (1998) 125
[18] H. Neuberger, Exactly massless quarks on the lattice, Phys. Lett. B417 (1998)
141; More about exactly massless quarks on the lattice, ibid. B427 (1998) 353
[19] M. Lu¨scher, Exact chiral symmetry on the lattice and the Ginsparg–Wilson re-
lation, Phys. Lett. B428 (1998) 342
47
[20] F. Niedermayer, Exact chiral symmetry, topological charge and related topics,
Nucl. Phys. B (Proc. Suppl.) 73 (1999) 105
[21] J. Gasser, H. Leutwyler, Chiral perturbation theory to one loop, Ann. Phys. 158
(1984) 142
[22] V. I. Arnold, Ordinary Differential Equations, 3rd ed. (Springer-Verlag, Berlin,
2008)
[23] C. Morningstar, M. Peardon, Analytic smearing of SU(3) link variables in lattice
QCD, Phys. Rev. D69 (2004) 054501
[24] K. Symanzik, Some topics in quantum field theory, in: Mathematical problems
in theoretical physics, eds. R. Schrader et al., Lecture Notes in Physics, Vol. 153
(Springer, New York, 1982)
[25] K. Symanzik, Continuum limit and improved action in lattice theories: (I). Prin-
ciples and ϕ4 theory, Nucl. Phys. B226 (1983) 187
[26] M. Lu¨scher, P. Weisz, On-shell improved lattice gauge theories, Commun. Math.
Phys. 97 (1985) 59 [E: ibid. 98 (1985) 433]
[27] B. Sheikholeslami, R. Wohlert, Improved continuum limit lattice action for QCD
with Wilson fermions, Nucl. Phys. B259 (1985) 572
[28] M. Lu¨scher, S. Sint, R. Sommer, P. Weisz, Chiral symmetry and O(a) improve-
ment in lattice QCD, Nucl. Phys. B478 (1996) 365
[29] T. Bhattacharya, R. Gupta, W. Lee, S. R. Sharpe, J. M. S. Wu, Improved bilin-
ears in lattice QCD with nondegenerate quarks, Phys. Rev. D73 (2006) 034504
[30] C. Michael, J. Peisa, Maximal variance reduction for stochastic propagators with
applications to the static quark spectrum, Phys. Rev. D58 (1998) 034506
[31] M. Lu¨scher, S. Schaefer, Lattice QCD with open boundary conditions and twisted-
mass reweighting, Comput. Phys. Commun. 184 (2013) 519
[32] M. Lu¨scher, S. Schaefer, Lattice QCD without topology barriers, JHEP 1107
(2011) 036
[33] S. Aoki et al. (PACS-CS collab.), 2+1 flavor lattice QCD toward the physical
point, Phys. Rev. D79 (2009) 034503
[34] S. Aoki et al. (PACS-CS collab.), Physical point simulation in 2+1 flavor lattice
QCD, Phys. Rev. D81 (2010) 074503
[35] Y. Iwasaki, Renormalization group analysis of lattice theories and improved lat-
tice action. II – Four-dimensional non-Abelian SU(N) gauge model, preprint
UTHEP-118 (1983) and arXiv:1111.7054
[36] S. Aoki et al. (CP-PACS collab.), Nonperturbative O(a) improvement of the
Wilson quark action with the RG-improved gauge action using the Schro¨dinger
functional method, Phys. Rev. D73 (2006) 034501
48
[37] T. Kaneko et al. (CP-PACS/JLQCD and ALPHA collab.), Non-perturbative
improvement of the axial current with three dynamical flavors and the Iwasaki
gauge action, JHEP 0704 (2007) 092
[38] S. Aoki et al. (PACS-CS collab.), Non-perturbative renormalization of quark
mass in Nf=2+1 QCD with the Schro¨dinger functional scheme, JHEP 1008
(2010) 101
[39] M. Lu¨scher, S. Sint, R. Sommer, H. Wittig, Non-perturbative determination of
the axial current normalization constant in O(a) improved lattice QCD, Nucl.
Phys. B491 (1997) 344
[40] M. Della Morte, R. Hoffmann, F. Knechtli, R. Sommer, U. Wolff, Non-perturba-
tive renormalization of the axial current with dynamical Wilson fermions, JHEP
0507 (2005) 007
49
