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Abstract. We consider the k-Server problem under the advice model
of computation when the underlying metric space is sparse. On one side,
we show that an advice of size Ω(n) is required to obtain a 1-competitive
algorithm for sequences of size n, even for the 2-server problem on a
path metric of size N ≥ 5. Through another lower bound argument, we
show that at least n
2
(logα − 1.22) bits of advice is required to obtain
an optimal solution3 for metric spaces of treewidth α, where 4 ≤ α <
2k. On the other side, we introduce Θ(1)-competitive algorithms for a
wide range of sparse graphs, which require advice of (almost) linear size.
Namely, we show that for graphs of size N and treewidth α, there is an
online algorithm which receives O(n(logα+log logN)) bits of advice and
optimally serves a sequence of length n. With a different argument, we
show that if a graph admits a system of µ collective tree (q, r)- spanners,
then there is a (q+ r)-competitive algorithm which receives O(n(logµ+
log logN)) bits of advice. Among other results, this gives a 3-competitive
algorithm for planar graphs, provided with O(n log logN) bits of advice.
1 Introduction
Online algorithms have been extensively studied in the last few decades. In the
standard setting, the input to an online algorithm is a sequence of requests,
which should be answered sequentially. To answer each request, the algorithm
has to take an irreversible decision without looking at the incoming requests.
For minimization problems, such a decision involves a cost and the goal is to
minimize the total cost.
The standard method for analysis of online algorithms is the competitive
analysis, which compares an online algorithm with an optimal offline algorithm,
OPT . The competitive ratio of an online algorithm4 ALG is defined as the maxi-
mum ratio between the cost of ALG for serving a sequence and the cost of OPT
for serving the same sequence, within an additive constant factor.
Although the competitive analysis is accepted as the main tool for analysis
of online algorithms, its limitations have been known since its introduction; the
prime critique being that it is not a good predictor of commonly observed be-
haviour. Competitive analysis’ limitations go to the very heart of the technique
3 We use logn to denote log2(n).
4 In this paper we only consider deterministic algorithms.
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itself. Inputs adversarially produced to draw out the worst performance of a
particular algorithm are not commonplace in real life applications. Therefore, in
essence competitive analysis mostly measures the benefit of knowing the future,
and not the true difficulty of instances. From the perspective of an online algo-
rithm, the algorithm is overcharged for its complete lack of knowledge about the
future. Advice complexity quantifies this gap in information that gives OPT an
unassailable advantage over any online strategy.
Under the advice model for online algorithms [14,6], the input sequence
σ = 〈r1 . . . rn〉 is accompanied by b bits of advice recorded on an advice tape B.
For answering the request ri, the algorithm takes an irreversible decision which
is a function of r1, . . . , ri and the advice provided on B. The advice complexity
of an online problem is the minimum number of bits which is required to opti-
mally solve any instance of the problem. In the context of the communication
complexity, it is desirable to provide an advice of small size, while achieving high
quality solutions.
We are interested in the advice complexity of the k-Server problem, as well
as the relationship between the size of advice and the competitive ratio of online
algorithms. To this end, we study the problem for a wide variety of sparse graphs.
1.1 Preliminaries
An instance of the k-Server problem includes a metric space M , k mobile
servers, and a request sequence σ. The metric space can be modelled as an
undirected, weighted graph of size N > k (we interchangeably use terms ‘metric
space’ and ‘graph’). Each request in the input sequence σ denotes a vertex of M ,
and an online algorithm should move one of the servers to the requested vertex
to serve the request. The cost of the algorithm is defined as the total distance
moved by all k servers over σ.
For any graph G = (V,E), a tree decomposition of G with width α is a pair
({Xi‖i ∈ I} , T ) where {Xi‖i ∈ I} is a family of subsets of V (bags), and T is a
rooted tree whose nodes are the subsets Xi such that
–
⋃
i∈I Xi = V and maxi∈I
|Xi| = α+1.
– for all edges (v, w) ∈ E, there exists an i ∈ I with v ∈ Xi and w ∈ Xi.
– for all i, j, k ∈ I: if Xj is on the path from Xi to Xk in T , then Xi∩Xk ⊆ Xj .
The treewidth of a graph G is the minimum width among all tree decompo-
sitions of G. Informally speaking, the tree decomposition is a mapping a graph
to a tree so that the vertices associated to each node (bag) of the tree are close
to each other, and the treewidth measures how close the graph is to such tree.
We say that a graph G = (V,E) admits a system of µ collective tree (q, r)-
spanners if there is a set T (G) of at most µ spanning trees of G such that for
any two vertices x, y of G, there exists a spanning tree T ∈ T (G) such that
dT (x, y) ≤ q × dG(x, y) + r.
For the ease of notation, we assume k denotes the number of servers, N ,
the size of metric space (graph), n, the length of input sequence, and α, the
treewidth of the metric space.
1.2 Existing Results
The advice model for the analysis of the online algorithm was first proposed in
[14]. Under that model, each request is accompanied by an advice of fixed length.
A slight variation of the model was proposed in [7,6], which assumes that the on-
line algorithm has access to an advice tape. At any time step, the algorithm may
refer to the tape and read any number of advice bits. The advice-on-tape model
has an advantage that enables algorithms to use sublinear advice (an advan-
tage over the original model). This model has been used to analyze the advice
complexity of many online problems, which includes paging [7,18,20], disjoint
path allocation [7], job shop scheduling [7,20], k-server [6], knapsack [8], bipar-
tite graph coloring [4], online coloring of paths [16], set cover [19,5], maximum
clique [5], and graph exploration [11]. In this paper, we adopt this definition of
the advice model.
For the k-Server problem on general metrics, there is an algorithm which
achieves a competitive ratio of kO(1/b) for b ≤ k, when provided with bn bits of
advice [14]. This ratio was later improved to 2ddlog ke/(b− 2)e in [6], and then
to ddlog ke/(b− 2)e in [22]. Comparing these results with the lower bound k for
the competitive ratio of any online algorithm [21], one can see how an advice of
linear size can dramatically improve the competitive ratio.
Since the introduction of the k-Server problem, there has been an interest in
studying the problem under specific metric spaces. These metric spaces include
trees [10], metric spaces with k+2 points [1], Manhattan space [2], the Euclidean
space [2], and the cross polytope space (a generalization of a uniform space) [3].
For trees, it is known that the competitive ratio of any online algorithm is at
least k, while there are online algorithms which achieve this ratio [10]. Under
the advice model, the k-Server problem has been studied when the metric
space is the Euclidean plane, and an algorithm with constant competitive ratio
is presented, which receives n bits of advice for sequences of length n [6]. In [22],
tree metric spaces are considered and a 1-competitive algorithm is introduced
which receives 2n + 2dlog(p + 2)en bits of advice, where p is the caterpillar
dimension of the tree. There are trees for which p is as large as dlogNe. Thus,
the 1-competitive algorithm of [22] needs roughly 2dn log logNe bits of advice.
Also in [22], it is proved that O(n) bits of advice are sufficient to obtain an
optimal algorithm for paths.
1.3 Contribution
Our first result implies that a sublinear advice does not suffice to provide close-
to-optimal solution, even if we restrict the problem to 2-server problem on paths
of size N ≥ 5. Precisely, we show that Ω(n) bits of advice are required to obtain
a c-competitive algorithm for any value of c ≤ 5/4 −  ( is an arbitrary small
constant). Since there is a 1-competitive algorithm which receives O(n) bits of
advice for paths [22], we conclude that Θ(n) bits of advice are necessary and
sufficient to obtain a 1-competitive algorithm for these metrics. Through another
lower bound argument, we show that any online algorithm requires an advice of
size at least n2 (logα−1.22) bits to be optimal on a metric of treewidth α, where
4 ≤ α < 2k.
On the positive side, we introduce an online algorithm which optimally serves
any input sequence, when provided O(n(logα + log logN)) bits of advice. For
graphs with constant treewidth, the advice size is almost linear. Considering that
an advice of linear size is required for 1-competitive algorithms (our first lower
bound), the algorithm has an advice of nearly optimal size. For graphs with
treewidth α ∈ Ω(lgN) the advice size is O(n logα), which is asymptotically
tight when 4 ≤ α < 2k, because at least n2 (logα − 1.22) bits are required to be
optimal in this case (our second lower bound).
We provide another algorithm that achieves a competitive ratio of at most q+
r, when the metric space admits a system of µ collective tree (q, r)-spanners. This
algorithm receives O(n(logµ+log logN)) bits of advice. This yields competitive
algorithms for a large family of graphs, e.g., a 3-competitive algorithm for planar
graphs, which reads O(n(log logN)) bits of advice.
2 Lower Bounds
2.1 2-server Problem on Path Metric Spaces
In this section, we show that an advice of sublinear size does not suffice to achieve
close-to-optimal solutions, even for the 2-server problem on a path metric space
of size N ≥ 5. Without loss of generality, we only consider online algorithms
which are lazy in the sense that they move only one server at the time of serving
a request. It is not hard to see that any online algorithm can be converted to
a lazy algorithm without an increase in its cost. Hence, a lower bound for the
performance of lazy algorithms applies to all online algorithms. In the reminder
of this section, the term online algorithm means a lazy algorithm.
Consider a path of size N ≥ 5 which is horizontally aligned and the vertices
are indexed from 1 to N . Assume that the servers are initially positioned at
vertices 2 and 4. We build a set of instances of the problem, so that each instance
is formed by m = n/7 rounds of requests. Each round is defined by requests to
vertices (3, 1|5, 3, 2, 4, 2, 4), where the second request of a round can be either
to vertex 1 or vertex 5. Each round ends with consecutive requests to vertices 2
and 4. So, it is reasonable to move servers to these vertices for serving the last
requests of each round. This intuition is formalized in the following lemma.
Lemma 1. Consider an algorithm A that serves an instance of the problem as
defined above. There is another algorithm A′ with a cost which is not more than
that of A, for which the servers are positioned at vertices 2 and 4 before starting
to serve each round.
Proof. Consider the first round Rt such that A does not have a server positioned
at vertex 2 before serving the requests in Rt (since the last request of the previous
round has been to vertex 4, there is necessarily a vertex located at vertex 4).
This implies that the last four requests of the previous round Rt−1 (to vertices
2, 4, 2, 4) are served by the same server s1. So, A pays a cost of at least 6 for
serving these requests. Consider an algorithm A′, which moves the same servers
as A does for serving all requests before the last four requests of Rt−1. To serve
the last four requests of Rt−1, A′ moves the servers to vertices 2 and 4. This
requires a cost of at most 3 (The worst case happens when the servers are
positioned at 4 and 5 before the first request to 2; in this case the algorithm
pays a cost of 2 to move the left server to position 2 and a cost of 1 to move
the right server to position 4 on the next request). Hence, A′ pays a cost of at
most three for the last four requests in Rt−1 and, when compared to A, saves a
cost of at least 3 units in round Rt−1. At the beginning of round Rt, the servers
of A are positioned at 4 and x (x /∈ {2, 4}), and the servers of A′ are at 2 and
4. In future rounds, A′ moves the server positioned at 2 (resp. 4) in the same
way that A moves the server position at x (resp. 4). The total cost would be
the same for both algorithms, except that the cost for the first request which is
served by the server positioned at x in A might be at most 3 units more when
served by the server positioned at vertex 2 in A′. This is because the distance
from vertex 2 to any other vertex is at most 3.
To summarize, when compared to A, A′ saves a cost of at least 3 units on
the requests in the Rt−1 and pays an extra cost of at most 3 for the rounds after
Rt−1. Hence, the cost of A′ is not more than that of A. To prove the lemma,
it suffices apply the above procedure on all rounds for which there is no server
at position 2 at the beginning of the round. The result would be an algorithm
which has servers located at positions 2 and 4 before the start of any round. uunionsq
According to the above lemma, to provide a lower bound on the performance
of online algorithms, we can consider only those algorithms which keep servers at
positions 2 and 4 before each round. For any input sequence, we say a round Rt
has type 0 if the round is formed by requests to vertices (3, 1, 3, 2, 4, 2, 4) and has
type 1 otherwise, i.e., when it is formed by requests to vertices (3, 5, 3, 2, 4, 2, 4).
The first request of a round is to vertex 3. Assume the second request is to vertex
5, i.e., the round has type 1. An algorithm can move the left vertex sl positioned
at 2 to serve the first request (to vertex 3) and the right server sr positioned at 4
to serve the second request (to vertex 5). For serving other requests of the round,
the algorithm can move the servers to their initial positions, and pay a total cost
of 4 for the round (see Figure 1(a)). Note that this is the minimum cost that an
algorithm can pay for a round. This is because there are four requests to distinct
vertices and the last two are request to the initial positions of the servers (i.e.,
vertices 2 and 4).
Now assume that the algorithm moves the right vertex sr to serve the first
request (to vertex 3). The algorithm has to serve the second request (to vertex 5)
also with sr. The third request (to vertex 3) can be served by any of the servers.
Regardless, the cost of the algorithm will not be less than 6 for the round (see
Figure 1(b)). With a symmetric argument, in case the second request is to vertex
1 (i.e., the round has type 0), if an algorithm moves the right server to serve the
first request it can pay a total cost of 4, and if it moves the left server for the
first request, it pays a cost of at least 6 for the round.
1 4 532
sl sr
1 4 532
sl sr
1 4 532
sl
sr
(a) In case of a right guess for the
type of a round, the algorithm can
pay a co t of 4.
1 4 532
sl sr
1 4 532
sl sr
1 4 532
sl
sr
(b) In case of a wrong guess for the
type of a round, the algorithm pays
a cost of at least 6.
Fig. 1. The cost of an algorithm for a round of type 1, i.e., request to vertices
(3, 5, 3, 2, 4, 2, 4). The servers are initially located at 2 and 4.
In other words, an algorithm should ‘guess’ the type of a round at the time
of serving the first request of the round. In case it makes a right guess, it can
pay a total cost of 4 for that round, and if it makes a wrong guess, it pays a cost
of at least 6. This relates the problem to the Binary String Guessing Problem.
Definition 1 ([14,5]). The Binary String Guessing Problem with known his-
tory (2-SGKH) is the following online problem. The input is a bitstring of size
n, and the bits are revealed one by one. For each bit bt, the online algorithm A
must guess if it is a 0 or a 1. After the algorithm has made a guess, the value
of bt is revealed to the algorithm.
Lemma 2 ([5]). On an input of length m, any deterministic algorithm for 2-
SGKH that is guaranteed to guess correctly on more than αm bits, for 1/2 ≤
α < 1, needs to read at least (1 + (1− α) log(1− α) + α logα)m bits of advice.
We reduce the 2-SGKH problem to the 2-server problem on paths.
Lemma 3. If there is a 2-server algorithm with cost at most γn (γ ≥ 4/7) for an
instance of length n (as defined earlier), then there is a 2-SKGH algorithm which
guesses at least 6−7γ2 m bits correctly for any input bit string of size m = n/7.
Proof. Let B denote a bit string of length m = n/7, which is the input for
the 2-SKGH problem. Consider the instance of the 2-server problem in which
the types of rounds are defined by B. Precisely, the t’th round has type 0 if
the t’th bit of B is 0, and has type 1 otherwise. We run the 2-server algorithm
on such an instance. At the time of serving the first request of the t’th round,
the 2-server algorithm guesses the type of round t by moving the left or right
server. In particular, it guesses the type of the round to be 0 if it moves the right
server for the first request, and 1, otherwise. Define a 2-SGKH algorithm which
performs according to the 2-server algorithm, i.e., it guesses the t’th bit of B as
being 0 (resp. 1) if the 2-server algorithm guesses the t’th round as having type
0 (resp. 1). As mentioned earlier, the 2-server algorithm pays a cost of 4 for the
round for each right guess, and pays cost of at least 6 for each wrong guess. So,
the cost of the algorithm is at least 4βm+ 6(1−β)m = (6− 2β)m, in which βm
is the number of correct guesses (β ≤ 1). Consequently, if an algorithm has cost
at most equal to this value, it correctly guesses the types of at least βm rounds,
i.e., it correctly guesses at least βm bits of a bit string of length m. Defining γ
as (6− 2β)/7 completes the proof. uunionsq
Lemmas 2 and 3 give the following theorem.
Theorem 1. On input of length n, any deterministic algorithm for the 2-server
problem which has a competitive ratio smaller than τ (1 < τ < 5/4), needs to
read at least (1 + (2τ − 2) log(2τ − 2) + (3 − 2τ) log(3 − 2τ))n/7 bits of advice,
even if the metric space is restricted to being a path of size N ≥ 5.
Proof. There is an offline 2-server algorithm which pays a cost of 4 for each
round and consequently pays a total cost of 4m = 4n/7. Hence, in order to
have a competitive ratio of τ , the cost of an algorithm should be at most 4τn/7.
According to Lemma 3, this requires the existence of a 2-SKGH algorithm which
correctly guesses at least (3− 2τ)m bits of a bit string of length m. By Lemma
2, this needs reading at least (1+(1−(3−2τ)) log(1−(3−2τ))+(3−2τ) log(3−
2τ))m = (1 + (2τ − 2) log(2τ − 2) + (3− 2τ) log(3− 2τ))n/7 bits of advice. Note
that 3− 2τ is in the range required by the lemma when 1 < τ < 5/4. uunionsq
For a competitive ratio of τ = 5/4, the formula in Theorem 1 takes the value 0
and thus does not provide a non-trivial bound. However, for doing strictly better
than 5/4, a linear number of bits of advice is required. For example, to achieve
a competitive ratio of τ = 6/5, at least .007262n bits of advice are needed, and
for the improved ratio of τ = 7/6, at least .020425n bits of advice are needed.
To achieve a 1-competitive algorithm, n/7 bits of advice are required.
2.2 Metrics with Small Treewidth
We show that there are instances of the k-Server problem in a metric space with
treewidth α, for which any online algorithm requires at least n2 (logα−1.22) bits
of advice to perform optimally. Our construction is based on the one described
in [6], where a lower bound for a general metric space is provided.
We introduce units graphs and module graphs as follows. A γ-unit graph is
a bipartite graph G = (U ∪W,E) where U = {u1, . . . , uγ} contains γ vertices,
and W contains 2γ − 1 vertices each representing a proper subset of U . There
is an edge between two vertices u ∈ U and w ∈ W iff u /∈ Set(w), where
Set(w) denotes the set associated with a vertex w ∈W . Let Bi ⊆W denote the
set of vertices of W whose associate sets have size i. i.e., for w ∈ Bi we have
|Set(w)| = i. A valid request sequence is defined as 〈x0, x1, . . . , xγ−1〉 so that for
each i, xi ∈ Bi and Set(xi) ⊆ Set(xi+1). In other words, a valid sequence starts
with a request to the vertex associated with the empty set, and with each step
one element is added to get a larger set defining the next request. With this
definition, one can associate every input sequence I with a unique permutation
pi of set {1, 2, . . . , γ}.
A γ-module graph G includes two γ-unit graphs G1 = (U1 ∪W1, E1) and
G2 = (U2 ∪W2, E2). In such a graph, those vertices in W1 which represent sets
Ø{1}
{2}
{1, 2}
{1, 2, 3}
{1, 2, ... , γ-1}
...
...
...
1
2
3
γ
...
U1
W1
G1
Ø’
{1'}
{2'}
{1', 2'}
{1', 2', 3'}
{1', 2', ... , (γ-1)’}
...
...
...
1'
2'
3'
γ'
...
U2
W2
G2
Ø,
1, 2, ... , γ,
1', 2', ... , γ'
{1},
1, 2, ... , γ,
1', 2', ... , γ'
{1, 2, ... , γ-1},
1, 2, ... , γ,
1', 2', ... , γ'
{2},
1, 2, ... , γ,
1', 2', ... , γ'
...
Ø’,
1, 2, ... , γ,
1', 2', ... , γ'
{1'},
1, 2, ... , γ,
1', 2', ... , γ'
{1', 2', ... , (γ-1)’},
1, 2, ... , γ,
1', 2', ... , γ'
{2'},
1, 2, ... , γ,
1', 2', ... , γ'
...
Fig. 2. A γ-module graph and a tree decomposition of it with treewidth 2γ. G1 and
G2 are the unit graphs involved in construction of the module graph.
of size i are connected to the (i+ 1)’th vertex of U2; the vertices of W2 and U1
are connected in the same manner (see Figure 2). Consider an instance of the
k-Server problem defined on a k-module graph, where initially all servers are
located at the vertices of U1. A valid sequence for the module graph is defined by
repetition of rounds of requests. Each round starts with a valid sequence for G1
denoted by pi1, followed by k requests to distinct vertices of U2, a valid sequence
for G2, and k requests to distinct vertices of U1. It can be verified that there is a
unique optimal solution for serving any valid sequence on G, and consequently a
separate advice string is required for each sequence [6]. Since there are (k!)(n/(2k))
valid sequences of length n, at least (n/(2k)) log(k!) ≥ n(log k − log e)/2 bits of
advice are required to separate all valid sequences.
The following lemma implies that the treewidth of the graphs used in the
above construction is at most 2k.
Lemma 4. Any γ-module graph has a tree decomposition of width 2γ.
Proof. Let G1 = (U1∪W1, E1) and G2 = (U2∪W2, E2) be the unit graphs which
define the γ-module graph. Define a tree decomposition as follows. Consider
2 × 2k bags so that each bag contains all vertices from U1 and U2, and exactly
one vertex from W1 or W2. Any tree which spans all these 2× 2k bags is a valid
tree decomposition (See Figure 2). Moreover, there are exactly 2γ + 1 vertices
in each bag which completes the proof. uunionsq
For metrics with treewidth α ≥ 2k, the lower bound of n(log k − log e)/2
is tight, as n log k bits of advice are sufficient to serve each sequence optimally
(by simply indicating the server that OPT would move to serve each request). In
what follows, we consider metric spaces with treewidth α such that 4 ≤ α ≤ 2k.
Assume that α is an even integer and we have k = mα/2 for some positive integer
m. Consider a metric space Gb defined by a set of γ-modules where γ = α/2.
There are k/γ = m such modules in Gb. Let M
1, . . . ,Mm denote these modules,
and let Gi1 = (U
i
1∪W i1, E1), Gi2 = (U i2∪W i2, E2) denote the unit graphs involved
in the construction of M i (i ≤ m). For each module M i, select exactly one vertex
Source 
(s)
...
U1
a 1
1
1 W1
1
...
U2
b 1
1
b 1γ
1 W2
1M1
a 1γ
...
U1
a 2
1
2 W1
2
...
U2
b 2
1
b 2γ
2 W2
2M2
a 2γ
...
U1
am
1
m W1
m
...
U2
bm
1
bmγ
m W2
m
Mm
amγ
a 1
1
, s
a 2
1
, s
Tm
am
1
,... ...
...
am
1
, s
B1
B2
Bm
T2
a 2
1
,... ...
...
T1
a 1
1
,... ...
...
Fig. 3. The metric space Gb and a tree decomposition associated with it. The source
s is connected to the selected vertex aj1 of module M
j .
from U i1, and connect all of the selected vertices to a common source. This makes
Gb a connected graph (see Figure 3).
Lemma 5. The metric space Gb has a tree decomposition of width α.
Proof. By Lemma 4, each module has a tree decomposition of width α. Let T i
denote the tree associated with the decomposition of the ith module. For any
tree T i, consider a bag Bi of size 2 which contains the source s and the other
endpoint of the edge between s and T i. Connect Bi to an arbitrary bag of T i.
Add m−1 arbitrary edges between all Bis to form a connected tree. Such a tree
represents a valid tree decomposition of Gb with width α (see Figure 3). uunionsq
Since there are m modules and in the i’th module U i1 contains γ vertices,
there are m× γ = k vertices in all of the U i1s. Assume that the k servers are ini-
tially placed at separate nodes in the U i1s. A valid sequence for Gb is defined by
a sequence of rounds of requests in which each round has the following structure:
f(pi11 , . . . , pi
m
1 ), (b
1
1, . . . , b
m
1 ), . . . , (b
1
γ , . . . , b
m
γ ), f(pi
1
2 , . . . , pi
m
2 ), (a
1
1, . . . , a
m
1 ), . . . , (a
1
γ , . . . , a
m
γ )
Here, f is a function that combines the requests from m permutations. Let
(pi1, . . . , pim) denote m permutations such that pii contains γ requests 〈ri1, . . . , riγ〉
which defines a permutation in the module M i. Thus, f gives a sequence of
length m × γ starting with m requests to rj1s, followed by m requests to rj2s,
and so on. For each j, (1 ≤ j ≤ γ) we have fixed orderings on the vertices such
that (a1j , . . . , a
m
j ) ∈ (U11 , . . . , Um1 ) and (b1j , . . . , bmj ) ∈ (U12 , . . . , Um2 ). With this
definition, when a valid sequence of Gb is projected to the requests arising in a
module M , the resulting subsequence is a valid sequence for M .
Lemma 6. There is a unique optimal solution to serve a valid sequence on the
metric space Gb. Also, each valid sequence requires a distinct advice string in
order to be served optimally.
Proof. We present an algorithm PERM and show that its solution is the unique
optimal solution for serving any valid sequence. To serve a request in W i1 (resp.
W i2), PERM moves a server from U
i
1 (resp. U
i
2) to act according to the corre-
sponding permutation pii1 (resp. pi
i
2). To be precise, to serve a request xi (for
0 ≤ i ≤ γ − 2) it moves the server positioned at Set(xi+1) \ Set(xi), and thus
leaving a unique choice for the last request xγ−1. To serve a request ait in U
i
1
(resp. U i2), PERM moves the single server which is located at an adjacent node
in W i2 (resp. W
i
1). Therefore, PERM incurs a cost of one for each request.
There are γ servers initially located in each γ module, and PERM never moves
a server from one module to another (no server passes the common source). To
show that the solution of PERM is the unique optimal for serving any valid
sequence, it is sufficient to show the following conditions:
– No optimal algorithm moves a server from one module to another.
– Among all algorithms which do not move a server between modules, PERM
provides the unique optimal solution.
Assume that there is an optimal algorithm ALG which moves a server from
one module to another. So at some point after serving the t’th request, there
is a γ-module M which has γ + p servers stationed on it, for some p ≥ 1. We
show that the cost incurred by ALG for serving the requests of M in each round
after the t’th request is lower bounded by 4γ − p. Note that PERM incurs a
total cost of 4γ in each round for the requests of any module. Assume that the
cost incurred by ALG for serving a round in M is strictly less than 4γ − p. This
implies that strictly more than p requests incur no cost in that round. Since the
same vertex is not requested twice in the same round, more than p servers must
not be moved in that round. So there is at least one server s which is moved by
PERM and not by ALG. We show that moving s in the same way as PERM does
decreases the cost for ALG. Assume that ALG keeps s at some vertex in U1 of
M . Thus, PERM moves s from U1 to serve a request in W1, and then moves it
to serve some request in U2, followed by a move to serve a request in W2, and
finally a move to serve a request in U1. Each of these moves cost one for PERM.
However, each of the involved requests imposes a cost of 2 for ALG since it has to
use some server to serve at least two requests arising in W1 in that round, thus,
requiring a move via some vertex in U1 or U2. The same holds for the requests
in U1, U2 and W2. We can make similar arguments when ALG keeps s at some
vertex in W1 or U2 of M , and conclude that ALG saves a cost of x by not moving
s in a round while incurring a cost of 2x in the remainder of the round. Hence,
ALG must incur a cost of at least 4γ − p for requests arising in M .
Let M ′ be a γ module in which ALG has stationed γ−q, (q ≥ 1) servers after
serving the t’th request. We show that the cost incurred by ALG to serve the
requests from M ′ in each round starting after the t’th request is lower bounded
by 4γ+8q. Similar to the previous argument, since at least one server is missing,
for some request(s) arising in W1, ALG has to use server(s) already located in
W1. So instead of incurring a cost of 1 as PERM, ALG incurs a cost of 2 for each
of those requests (the same holds for requests in U1,U2, and W2).
To conclude, if ALG moves x servers between modules, compared to PERM,
it saves at most x units of cost on the requests arising in the modules which
receive extra servers, while it has to pay at least an extra 8x units for the
requests in modules which lose their servers. This is in addition to the cost
involved in moving servers from one module to another. We conclude that an
optimal algorithm never moves servers between modules -condition 1.
Inside each module, PERM acts the same as the unique optimal algorithm
presented in [6]. Recall that the requests projected to each module form a valid
sequence for that module, and can be treated independently (since servers do
not move between modules in an optimal scheme). Hence, both conditions 1 and
2 are met, and PERM is the unique optimal for serving any valid request in Gb.
Next, we show that each valid sequence requires a distinct advice string.
Assume that two valid sequences σ and σ′ differ for the first time at the t’th
request. Note that two valid sequences of Gb can only differ on the requests
which define the permutations. Hence, t should be a request belonging to pii1
or pii2 of some module M
i, i.e, one of the permutations representing a valid
subsequence for the unit graphs defining M i. Let t0 < t denote the index of
the previous request to an item in the same unit graph (that is, the previous
request in the same permutation). While serving the request indexed t0 in the
two sequences, an optimal algorithm will move different servers in anticipation
of the t’th request. Hence an online algorithm should receive different advice
strings to perform optimally for both sequences. uunionsq
To find a lower bound for the length of the advice string, we count the number
of distinct valid sequences for the metric space Gb. In each round there are
(γ!)2 valid sequences for each γ-module. Since there are m such modules, there
are (γ!)2m possibilities for each round. A valid sequence of length n involves
n/(4γm) rounds; hence there are (γ!)n/(2γ) valid sequences of length n. Each of
these sequences need a distinct advice string. Hence, at least log((γ!)n/(2γ)) ≥
(n/2) log(γ/e) = (n/2) log(α/(2e)) bits of advice are required to serve a valid
sequence optimally. This proves the following theorem.
Theorem 2. Consider the k-Server problem on a metric space of treewidth α,
such that 4 ≤ α < 2k. At least n2 (logα − 1.22) bits of advice are required to
optimally serve an input sequence of length n.
3 Upper Bounds
3.1 Graphs with Small Treewidth
We introduce an algorithm called Graph-Path-Cover, denoted by GPC, to show
that O(n(logα + log logN)) bits of advice are sufficient to optimally serve a
sequence of length n on any metric space of treewidth α. We start with the
following essential lemma.
Lemma 7. Let T be a tree decomposition of a graph G. Also, let x and y be two
nodes of G and P = (x = p0, p1, . . . pl−1, y = pl) be the shortest path between x
and y. Let X and Y be two bags in T which respectively contain x and y. Any
bag on the unique path between X and Y in T contains at least one node pi
(0 ≤ i ≤ l) from P .
Proof. By the definition of the tree decomposition, each vertex v of G is listed
in the bags of a contiguous subtree Tv of T . Consider two vertices pi and pi+1
in P . Since pi and pi+1 are neighbors, there is a bag in T which contains both
of them. So the union of the subtrees Tpi and Tpi+1 forms a (connected) subtree
of T . Similarly, the union of all the subtrees of the nodes p0, . . . , pl form a
(connected) subtree in T . Such a subtree contain X and Y and hence, any bag
on the path between them. So any bag between X and Y contain at least one
vertex pi of P . uunionsq
Similar to the Path-Cover algorithm introduced for trees in [22], GPC moves
its servers on the same trajectories as OPT moves its. Suppose that OPT uses a
server si to serve the requests
[
rai,1 , . . . , rai,ni
]
(i ≤ k, ni ≤ n). So, si is moved
on the unique path from its initial position to rai,1 , and then from rai,1 to rai,2 ,
and so on. Algorithm Path-Cover tends to move si on the same path as OPT .
For any node v in G, GPC treats one of the bags which contains v as the
representative bag of v. Moreover, it assumes an ordering of the the nodes in
each bag. Each node in G is addressed via its representative bag, and its index
among the nodes of that bag. A server si, located at a vertex v of G, is addressed
via a bag which contains v (not necessarily the representative bag of v) and the
index of v in that bag. Note that while there may be a unique way to address a
node, there might be several different ways to address a server.
Assume that for serving a request y, OPT moves a server si from a node x to
y in G. Let X and Y be respectively the representative bags of x and y, and Z
be the least common ancestor of X and Y in T . By Lemma 7, the shortest path
between x and y passes at least one node z in Z, and that node can be indicated
by dlog he + dlogαe bits of advice ( h denotes the height of the tree associated
with the tree decomposition), with dlog he bits indicating Z and dlogαe bits
indicating the index of the said node z in Z. After serving x, GPC moves si to z,
provided that the address of z is given as part of the advice for x. For serving
y, GPC moves si to y, provided that the address of si (address of z) is given as
part of the advice for y. In what follows, we elaborate this formally.
Before starting to serve an input sequence, GPC moves each server si from
its initial position x0 to a node z0 on the shortest path between x0 and the first
node rai,1 served by si in OPT ’s scheme. GPC selects z0 in a way that it will be
among the vertices in the least common ancestor of the representative bags of
x0 and rai,1 in the tree decomposition (by Lemma 7 such a z0 exists). To move
all servers as described, GPC reads (dlog he + dlogαe) × k bits of advice. After
these initial moves, GPC moves servers on the same trajectories of OPT as argued
earlier. Assume that x, y and w denote three requests which are consecutively
served by si in OPT ’s scheme. The advice for serving x contains dlog he+dlogαe
bits which represents a node z1, which lies on the shortest path between x and
y and is situated inside the least common ancestor of the respective bags in
T . GPC moves si to z1 after serving x. The first part of advice for y contains
dlog he + dlogαe bits indicating the node z1 from which si is moved to serve
y. The second part of advice for y indicates a node z2 on the shortest path
between y and w in the least common ancestor of their bags in T . This way,
2(dlog he + dlogαe) bits of advice per request are sufficient to move servers on
the same trajectories as OPT .
The above argument implies that an advice of size 2(dlog he+ dlogαe)×n+
(dlog he+ dlogαe)× k is sufficient to achieve an optimal algorithm. The value of
h (the height of the tree decomposition) can be as large as N , however we can
apply the following lemma to obtain height-restricted tree decompositions.
Lemma 8. [9,15] Given a tree decomposition with treewidth α for a graph G
with N vertices, one can obtain a tree decomposition of G with height O(logN)
and width at most 3α+ 2.
If we apply GPC on a height-restricted tree decomposition, we get the following
theorem.
Theorem 3. For any metric space of size N and treewidth α, there is an online
algorithm which optimally serves any input sequence of size n, provided with
O(n(logα+ log logN)) bits of advice.
3.2 Graphs with Small Number of Collective Tree Spanners
In this section we introduce an algorithm which receives an advice of almost
linear size and achieves constant competitive ratio for a large family of graphs.
Theorem 4. If a metric space of size N admits a system of µ collective tree
(q, r)-spanners, then there is a deterministic online algorithm which on receiving
O(n (logµ+ log logN)) bits of advice, achieves a competitive ratio of at most
q + r on any sequence of length n.
Proof. When there is only one tree T in the collection (i.e., µ = 1), we can
apply the PathCover algorithm of [22] on T to obtain the desired result. To be
precise, for the optimal algorithm OPT , we denote the path taken by it to serve
a sequence of requests with the server si to be PG =
[
xai,1 , xai,2 , . . . , xai,ni
]
.
PathCover algorithm moves si on the path PT =
[
xai,1 , . . . , xai,2 , . . . , xai,ni
]
in T . Since T is a spanner of G, the total length of PT does not exceed that of
PG by more than a factor of q + r for each edge in PG, and consequently the
cost of the algorithm is at most q + r times that of OPT ’s. Thus, the algorithm
is (q + r)-competitive.
After serving a request x with server si, PathCover can move si to the least
common ancestor of x and y, where y is the next request at which OPT uses si.
This requires dlog he bits of advice per request (h being the height of the tree).
Instead, the algorithm can use the caterpillar decomposition of T and move
servers on the same set of paths while using only O(log logN) bits of advice.
The main idea is the same, whether we use a rooted tree or the caterpillar
decomposition. Here for the ease of explanation, we will only argue for the rooted
tree, but the statement of the theorem holds when the caterpillar decomposition
is used.
We introduce an algorithm that mimics OPT ’s moves for each server, by
picking suitable trees from the collection to move the server through.The advice
provided with each request indicates which tree from the collection would best
approximate the edges traversed by the server in OPT ’s scheme to reach the next
node at which it is used. To this end, we look at the tree spanners as rooted trees.
If OPT moves a server si on the path PG =
[
xai,1 , xai,2 , . . . , xi,ni
]
, then for each
edge (xai,j , xai,j+1) on this path, our algorithm moves si on the shortest path
of (one of) the tree spanners which best approximates the distance between the
vertices xai,j and xai,j+1 . As explained below the selection of suitable spanners at
every step can be ensured by providing 2 dlogµe bits of advice with each request.
Let us denote the initial location of the k servers by z1, . . . , zk, and let
z′1, . . . , z
′
k respectively denote the first requested nodes served by them. Before
starting to serve the sequence, for any server si, the algorithm reads dlogµe +
dlog he bits of advice to detect the tree Tp(1 ≤ p ≤ µ) that preserves the distance
between zi and z
′
i in G, and moves si to the least common ancestor of zi and z
′
i.
Moreover, the algorithm labels si with index p. These labels are used to move
the correct servers on the trees in order to cover the same paths as OPT . Let w
and y be two vertices which are served respectively before and after x with the
same server in OPT ’s scheme. To serve the request to x the algorithm works as
follows:
– Find the spanner Tp which best approximates the length of the shortest
path between w and x in G. This can be done if provided with dlogµe bits
of advice with x.
– Read dlog he bits of advice to locate a server s labeled as p on the path
between node x and the root of Tp. Move s to serve x. In case of caterpillar
decomposition, the algorithm reads roughly log logN bits.
– After serving x, find the spanner Tq which best approximates the length of
the shortest path between x and y in G. This can be done if provided with
dlogµe bits of advice with x.
– Find the least common ancestor of x and y in Tq. This can be done by adding
dlog he bits of advice for x, where h is the height of Tq. In case of caterpillar
decomposition, this would require roughly log logN bits.
– Move s to the least common ancestor of x and y and label it as q.
Thus, since OPT moves the server si on the path PG = [xai,1 , xai,2 , . . . , xai,ni ],
our algorithm moves si from xai,j to xai,j+1 for each j (1 ≤ j ≤ ni − 1), on the
path in the tree which approximates the distance between these two vertices
within a multiplicative factor of q + r. The labels on the servers ensure that
the algorithm moves the ‘correct’ servers on the trees. i.e, the ones which were
intended to be used. Consequently, the cost of an algorithm for each server is
increased by a multiplicative factor, at most q + r. Therefore, the total cost of
the algorithm is at most (q + r) × OPT . The size of advice for each request
is 2dlogµe + O(log logN), assuming that the caterpillar decomposition is used.
Adding to that an additional k(logµ+O(log logN)) bits for the initial movement
of servers completes the proof. uunionsq
In recent years, there has been wide interest in providing collective tree span-
ners for various families of graphs, mostly in the context of message routing in
networks. The algorithms which create these spanners run in polynomial time
and in some cases linear time. For example, it any planar graph of size N has
a system of logN collective (3,0)-spanners [17]; every AT-free graph (including
interval, permutation, trapezoid, and co-comparability graphs) admits a system
of two (1,2)-spanners [12]; every chordal graph admits a system of at most logN
collective (1,2)-spanners [13]; and every Unit Disk Graphs admits a system of
2 log1.5 n+ 2 collective (3,12)-spanners [23].
Corollary 1 For metric spaces of size N and sequences of length n, O(n log logN)
bits of advice are sufficient to obtain I) a 3-competitive algorithm for planar
graphs II) a 3-competitive algorithm for AT-free graph (including interval, per-
mutation, trapezoid, and co-comparability graphs) III) a 3-competitive algorithm
for chordal graphs IV) a 15-competitive algorithm for Unit Disk Graphs.
Concluding Remarks
For path metric spaces, we showed any 1-competitive algorithm requires an ad-
vice of size Ω(n). This bound is tight as there is an optimal algorithm [22] which
receives O(n) bits of advice. The same lower bound applies for trees, however, the
best algorithm for tree receives an advice of O(n lg lgN). We conjecture that the
lower bound argument can be improved for trees to match it with upper bound,
and leave this as future work.
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