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STEPHAN OLBRICH, NILS JENSEN und GABRIEL GAUS
EVITA – Effiziente Methoden zur Visualisierung
in tele-immersiven Anwendungen
Ziel des von der Deutschen Forschungsgemeinschaft (DFG) geförderten Vorhabens und
HLRN1-Großprojekts „EVITA“2 ist die Weiterentwicklung und Erprobung des netzver-
teilten Simulations- und Visualisierungsframeworks DSVR (Distributed Simulation and
Virtual Reality Environment) im Kontext hochaufgelöster numerischer Simulationen zeit-
abhängiger Strömungen. Entsprechende Anforderungen liegen beispielsweise bei der Un-
tersuchung von turbulenten atmosphärischen oder ozeanischen Phänomenen, bei Pla-
nungsmaßnahmen im Städte- oder Hafenbau und bei der Entwicklung von Maschinen oder
Fahrzeugen vor. In vielen Fällen können dabei praktische Versuche aus Gründen der Wirt-
schaftlichkeit oder der Machbarkeit nicht durchgeführt werden und werden durch virtuelle
Experimentierumgebungen – z. B. einen virtuellen Windkanal – ersetzt.
 
Abb. 1: Interaktive Visualisierung mit DSVR: Simulation der Gebäudeumströmung in einem Stadtteil
von Tokio
1 Norddeutscher Verbund für Hoch- und Höchstleistungsrechnen (http://www.hlrn.de).
2 DFG-Zeichen: OL 241/1-1, Laufzeit: 1. April 2005 bis 31. März 2007 (2 WM); HLRN-Projektkennung
nik00015.
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Der bisherige Entwicklungsstand ermöglichte, die Eignung der verwendeten Lösungs-
ansätze in massiv-parallelen Anwendungen zu demonstrieren und im Produktionsbetrieb
einzusetzen. Es werden effiziente Algorithmen zur Aufbereitung von gebietszerlegt vor-
liegenden Simulationsergebnissen und Ergänzungen der Middleware entwickelt, die einer
zunehmenden Komplexität der Anwendungen gerecht werden, weitere Daten- und Gitter-
typen zulassen und zu Verbesserungen bei der Exploration komplexer Skalar- und Vektor-
felder führen:
(a) parallelisierte, eng verzahnte Realisierung der Isosurface-Extraktion aus Skalarfeldern
und der Simplifizierung der Polygonkomplexität sowie Varianten beim Rendering;
(b) Direct Volume Rendering von Skalardaten auf nicht-äquidistanten Gitterpunkten;
(c) Partitionierter Ansatz zur Strömungsvisualisierung durch Vorverarbeitung in Grafik-
und Metadatenelemente sowie eine interaktive, parametrisierte und adaptive 3-D-Dar-
stellung;
(d) effiziente netzverteilte Ansätze zur visuellen und haptischen3 Darstellung;
(e) Optimierung der Codierungs-, Transport- und Speicherungstechniken an den Schnitt-
stellen der partitionierten netzverteilten Visualisierungspipeline.
Die Verfahren zur Volumen- und Strömungsvisualisierung werden im Rahmen aufwän-
diger numerischer Simulationsanwendungen komplexer instationärer Phänomene evaluiert
und in Produktivläufen angewandt.
Stand der Forschung und eigene Vorarbeiten
Stand der Forschung
Eine hochaufgelöste Simulation instationärer Strömungsphänomene stellt hohe Anforde-
rungen an die numerischen Verfahren sowie an die Konzepte, Algorithmen und Techniken
zur dreidimensionalen Visualisierung bzw. zur Unterstützung der Exploration in mehreren
Stufen der Immersion. Entsprechend der darzustellenden skalaren und vektoriellen Ergeb-
nisdatentypen wird bei der Aufbereitung zwischen Volumen- und Strömungsvisualisie-
rung unterschieden. Interaktive Renderingverfahren nutzen geometrie- und voxelbasierte
Ansätze. Ergänzend zur visuellen wird die haptische Präsentation einbezogen. Typische
Verfahren sind in Tabelle 1 aufgeführt.
An den Modulen der Simulations- und Visualisierungspipeline (siehe auch Abb. 2) und
an deren Schnittstellen existieren technisch bedingte Engpässe, die die Komplexität der
darstellbaren Simulationsergebnisse einschränken:
• Rechenleistung: numerische Simulation, Visualisierungsfilter und -mapper;
• Datenvolumen/-raten: Rohdaten, aufbereitete Daten, Geometriedaten, Pixeldaten;
• Renderingleistung (Polygon- und Pixelraten): 3-D-Geometrie- und Voxel-Rendering.
Probleme können bei der Wahrnehmung und Interpretation komplexer Darstellungen
auftreten:
3 Bei der Haptik geht es hier um die Nutzung des Tastsinns, z. B. durch den Einsatz von Force-Feedback-
Geräten, so genannter haptic displays, in einer Virtual-Reality-Anwendungsumgebung.
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3-D-Geometrie-Rendering
(Polygone, Linien, Punkte)
Voxel-Rendering
(Direct Volume Rendering)
3-D-Skalarfelder
visuell
eingefärbte Schnittflächen, Iso-Oberflä-
chen (z. B. Marching-Cubes-Algorithmus)
Transferfunktion
(Skalar→ Farbe, Transparenz)
haptisch Transferfunktion (Schnittebene → Spring-
and-Mass-Materialmodell)
Transferfunktion
(Skalar → Viskosität)
3-D-Vektorfelder
visuell
Hedgehog, Strom-, Bahn-, Streichlinien,
Illuminated/Haloed/Transparent Lines,
Partikelverlagerung, Bänder
3-D-LIC
(Line Integral Convolution)
haptisch Bewegungsabdämpfung und -verstär-
kung
Tabelle 1: Kategorisierung von 3-D-Visualisierungsverfahren (Auswahl)
• Mehrdeutigkeiten bei vektoriellen 3-D-Darstellungen;
• Verdeckungseffekte, z. B.
– bei der Kombination von Iso-Oberflächen mit weiteren Verfahren;
– bei zu dichter Platzierung von Linienelementen im Raum;
– bei ungeeigneten Transferfunktionen (z. B. Opazität bei 3-D-LIC);
• Bewegtbild-Fehlinterpretationen durch ungenügende oder schwankende Bildraten.
Die Anforderungen an den Interaktions- und Automatisierungsgrad der Simulations-
und Visualisierungsmethoden sowie deren Parametrisierung (z. B. für Computational
Steering) hängen von den möglichen Betriebsmodi – Batch, Interaktion und Immersion –
ab.
In den verschiedenen, für den hier fokussierten Anwendungszweck verfügbaren Pro-
dukten und Forschungsanwendungen4 wurden so genannte Problem Solving Environments
bzw. Virtual Labs realisiert, die für das Gesamtsystem (a) eine möglichst generalisierte
Funktionalität bieten und (b) effizient ablaufen sollen. Teilweise widersprechen sich die
beiden letztgenannten Anforderungen, so dass Kompromisse eingegangen werden müssen.
Übersicht über netzverteilte Simulations- und Visualisierungsansätze
Zu den bekannten Lösungsansätzen zu den Aufgabenstellungen, die sich in netzverteilten
Simulations- und Visualisierungssystemen (insbesondere in High-Performance Comput-
ing and Networking-Kontexten) ergeben, gehören:
• geeignete Verteilung der Module der Visualisierungspipeline auf verschiedene spezia-
lisierte Rechner, die über ein Kommunikationsnetz und Speichersysteme – synchron
oder asynchron – gekoppelt betrieben werden;
• Skalierung und Latenzreduktion durch
– Parallelisierung (speziell der Visualisierung), inklusive Unterstützung von Cluster-
und Message-Passing-Architekturen (MPI); verfügbare Software ist dagegen oft
nur für Shared-Memory-Architekturen ausgelegt und unterstützt daher die im Hoch-
und Höchstleistungsrechnerbereich eingesetzten Clustertechnologien nicht;
4 Z. B. AMIRA, COVISE, DSVR, GeoFEM, pV3, SciRun, VIS-5D, VTK.
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Abb. 2: Visualisierungspipeline: Datenquelle, Filter, Mapper, Renderer, Display. Die unterschiedliche
Einfärbung der Module und Verbindungspfade soll die im Projekt verfolgte Partitionierung ver-
deutlichen.
– Pipelining5;
– optimierten Einsatz „schneller Netze“ (z. B. 10-Gbit/s-Ethernet);
• Reduktion des Datenvolumens bzw. der Anzahl von Grundprimitiven durch
– Datenextraktion mittels Visualization Filtering und Mapping;6
– Geometrie-Vereinfachung (Reduktion der Polygon-Komplexität);
– Kompression von 3-D-Szenendaten, z. B. durch MPEG4-BIFS;7
• hierarchische Ansätze, z. B. für Focus-and-Context-Visualisierung;
• automatisierte und adaptive Verfahren zur
– daten- und sichtabhängigen Platzierung bei Liniendarstellungen;
– Extraktion von Merkmalen zur Hervorhebung beim Direct Volume Rendering (z. B.
im Zusammenhang mit 3-D-LIC-Verfahren),
– Bereitstellung von Transferfunktionen und Schwellwerten;
• Nutzung von Multimedia- und Internet-Technologien
– zum netzverteilten WWW-integrierten Abruf von Animationen (Video-Streaming,
3-D-Streaming);
5 Daten in transit; Streaming, speziell „Streaming HDF5“ (vgl. http://hdf.ncsa.uiuc.edu/HDF5/ (23.10.2006)),
asynchrone I/O.
6 Subsampling, Iso-Oberflächen, Strom-, Bahn- und Streichlinien.
7 Vgl. ISO/IEC 14496-1 (1999).
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– zur entfernten Initiierung von Simulations- und Visualisierungsanwendungen
(Grid-Computing: Visualization Grid, Visualisierungsportal);
– zur Intra-Stream-Synchronisierung (konstante Update-Rate);
– zur Inter-Stream-Synchronisierung (zeitlich synchronisierte Komposition von 3-D-
Szenen).
Die im Rahmen früherer Projekte entwickelte Software DSVR unterstützt bereits meh-
rere der aufgeführten Ansätze. Im EVITA-Projekt werden weitere Punkte bearbeitet.
Besonderheiten bei der Darstellung dreidimensionaler Strömungsfelder
Die visuelle Darstellung komplexer instationärer Strömungen in drei Dimensionen ist nur
lückenhaft verstanden und erprobt.8 Bei der Aufbereitung von Ergebnissen aus Grand-
Challenge-Simulationen entstehen vor allem im Zusammenhang mit den gewünschten in-
teraktiven und explorativen Visualisierungsszenarien Probleme durch die Größe der Da-
tensätze. So resultiert eine Rechnung mit einer Auflösung von 1.0003 Gitterpunkten und
1.000 Zeitschritten bei Verwendung einer 64-bit-Genauigkeit in einem 3-D-Strömungs-
ergebnisdatensatz mit einem Datenvolumen von 24 Terabyte. Da diese Datenmenge nur
schwer handhabbar ist, wurden Ansätze entwickelt, die auf einer Datenextraktion unmit-
telbar an der Quelle der auf massiv-parallelen Rechnern gebietszerlegt vorliegenden Daten
beruhen und somit die parallele Rechnerarchitektur mit zur effizienten visuellen Aufbe-
reitung nutzen können. Darüber hinaus werden Streamingverfahren eingesetzt, um Verar-
beitungs- und Präsentationsmodule im Datenfluss zu koppeln, um letztlich die Zwischen-
speicherung großer Datensätze möglichst zu vermeiden und eine zeitnahe Aufbereitung zu
unterstützen.9
Eigene Vorarbeiten
Am Regionalen Rechenzentrum für Niedersachsen, Universität Hannover, (RRZN)10 wur-
den seit dem Jahr 1996 Virtual Lab-Komponenten realisiert, um aufwändige numerische
Simulationen in einer explorativen Visualisierungs- und Interaktionsumgebung ablaufen
zu lassen. Ziel war die Unterstützung der in Abbildung 3 dargestellten Szenarien:
• Client-Server-Beziehung: Präsentation und Exploration;
• Peer-to-Peer: Diskussion und Annotation;
• Sekundärnutzung: Capturing und Re-Play.
Es wurden auf technischer Seite Infrastruktur,11 Middleware12 und Anwendungen13 ent-
wickelt, installiert und erprobt. Basis der Softwareentwicklung ist DSVR. Diese Software
wurde vom Verein zur Förderung eines Deutschen Forschungsnetzes e.V. (DFN-Verein)
mit Mitteln des Bundesministeriums für Bildung und Forschung (BMBF) finanzierten Pro-
jekten „DFN-Expo“ (innovative Informationsdienste und Präsentationstechnologien) und
8 Vgl. Olbrich et al. (2001a).
9 Vgl. Ahrens et al. (2001), Jensen et al. (2002), Olbrich und Pralle (2001) sowie Olbrich et al. (2001b).
10 http://www.rrzn.uni-hannover.de.
11 High Performance Computing, Multimediaausstattung, 3-D-Betrachtung durch virtuelle Realität und Kommu-
nikationsnetze.
12 Netzdienste sowie Protokolle zur Daten- und Medienkommunikation.
13 Content-Erstellung, Ergänzung von Interaktionselementen und didaktische Einbindung.
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Abb. 3: Modellierung typischer Nutzungsszenarien – Präsentation, Exploration, Diskussion, Annotati-
on, Capturing und Re-Play – in einem verteilten System, hier mit zwei Clients und einer Server-
Infrastruktur
„Anwendung der Tele-Immersion in Weitverkehrsnetzen“ (Grid-Computing und virtuelle
Realität in Gigabitnetzen) entwickelt14 und inzwischen im Forschungszentrum L3S15 vom
originären E-Science-Anwendungsumfeld in E-Learning-Szenarien adaptiert.16
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Abb. 4: Drei netzverteilte Prozesse des DSVR-Visualisierungssystems: 3-D-Generator, 3-D-Server
und 3-D-Viewer.
DSVR implementiert netzverteilte Module der Visualisierungspipeline (Filter, Mapper,
Renderer und Display), wobei bis 2005 die Datenübertragung ausschließlich zwischen
14 Vgl. Meier et al. (2004), Olbrich und Pralle (2001), Olbrich und Pralle (1998), Olbrich und Pralle (1999),
Olbrich et al. (2001b), Olbrich et al. (2001a) sowie Olbrich et al. (2002).
15 Ehemals Learning Lab Lower Saxony (www.l3s.de).
16 Vgl. Einhorn et al. (2003), Jensen et al. (2002), Jensen et al. (2003a), Jensen et al. (2003b), Jensen (2004),
Jensen et al. (2004a), Jensen et al. (2004b) sowie Olbrich und Jensen (2003).
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dem so genannten Visualization Mapping und dem Rendering stattfand (siehe Abb. 4). Im
EVITA-Projekt wird die Datenübertragung durch clientseitige Filter und Mapper erweitert.
Zu den herausragenden Merkmalen gehören
• libDVRP: parallele Aufbereitung von gebietszerlegt vorliegenden Ergebnisdaten;
• Streaming: Erzeugung, Transport und Präsentation von 3-D-Daten im Pipelining;
• interaktive 3-D-Präsentation und -Navigation: WWW-integrierter Viewer;17
• Computational Steering: Rückkanal zur Steuerung laufender Simulationen.
Parallele Datenextraktion – libDVRP
Der Prozess der Aufbereitung von Simulationsergebnissen in geometrische Beschreibun-
gen von 3-D-Szenen wird als Visualization Mapping bezeichnet. Der Visualisierungspro-
zess beinhaltet den Transport von Rohdaten zu einem Mapping-Prozess, der auf einem
separaten Rechner läuft. Bedingt durch die anfallenden großen Datenmengen besteht an
dieser Stelle potenziell ein Engpass in Bezug auf verfügbare Datenkapazität und Übertra-
gungsrate. Außerdem kann der Rechenaufwand für das Mapping so hohe Anforderungen
stellen, dass zur zeitnahen Aufbereitung wiederum ein Hoch- bzw. Höchstleistungsrech-
ner verwendet werden müsste. Daher wird in DSVR der Ansatz verfolgt, die Verarbeitung
unmittelbar an der Datenquelle durchzuführen. In massiv-parallelen Simulationen kann
damit die Aufgabe der Datenextraktion (Filter und Mapper) gemäß der ohnehin vorge-
nommenen Gebietszerlegung ebenfalls parallelisiert ablaufen. Ein weiterer Vorteil dieser
Vorgehensweise ist, dass die aufbereiteten Ergebnisse, die visualisiert werden sollen, ein
wesentlich geringeres Datenvolumen aufweisen als die Simulationsergebnisse.
Der Ansatz der parallelen Datenextraktion wurde als Bibliothek von Visualisierungs-
funktionen implementiert, die eine Schnittstelle zu den Programmiersprachen Fortran oder
C besitzt. Die Methoden der libDVRP zur Ausgabe der 3-D-Szenensequenzen (a) erzeu-
gen lokal Daten, (b) übermitteln die Daten an einen ftp-Server oder (c) streamen die Daten
zu einem speziellen „3-D-Streaming-Server“.
Zur effizienten Codierung der 3-D-Szenen wurde ein binäres Datenformat „DVR“ ent-
wickelt. Das DVR-Format wurde anhand der folgenden Gesichtspunkte entworfen:
• möglichst schneller Transport der Daten;
• möglichst geringer Rechenaufwand bei der Decodierung der Datenströme;
• möglichst effiziente Unterstützung des 3-D-Renderingprozesses.
Über Aufrufe der libDVRP-Schnittstelle können diese Daten direkt generiert werden.
Damit ergibt sich eine deutliche Leistungssteigerung der gesamten Visualisierungspipeline
gegenüber der vorher üblichen Erzeugung und Weiterverarbeitung von Standardformaten
zur Beschreibung von 3-D-Szenen wie dem Klartextformat VRML (Virtual Reality Mod-
eling Language).18 Alternativ können jedoch bei Bedarf auch aus anderen Anwendungen
erzeugte VRML-Dateien durch eine separate Software in DVR-Dateien konvertiert wer-
den.
17 Browser-Plug-in oder javabasiert
18 Vgl. ISO/IEC 14496-1 (1999).
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Streaming
Zu den Engpässen beim Visualisieren zählt die Latenz beim Erzeugen, bei der Übertragung
und beim Einlesen von Zwischendateien. Diese Vorgänge werden optimiert, wenn der Ver-
arbeitungsprozess die Daten by reference bzw. über shared memory übermittelt bekommt
oder die Übertragung in einem Datenfluss (Streaming) ohne Zwischenspeicher stattfindet.
Die zuletzt genannte Methode ermöglicht auch die zeitlich überlappte Ausführung von
gekoppelten Verarbeitungsprozessen.
Das hier implementierte 3-D-Streaming-Verfahren arbeitet ähnlich dem Video-Stream-
ing und nutzt das Steuerungsprotokoll RTSP (Real-Time Streaming Protocol).19 An Stelle
der üblichen Pixelbildsequenzen überträgt es jedoch dreidimensionale geometrische Sze-
nenbeschreibungen. Ein spezialisierter „3-D-Streaming-Server“ stellt Funktionen bereit,
um derartige 3-D-Animationen zu speichern und auszuspielen.
Entsprechende Client-Funktionalitäten sind im „3-D-Generator“ (libDVRP) sowie im
„3-D-Viewer“ enthalten. Im Wiedergabemodus stehen aus dem Video-Streaming bekann-
te Funktionen (Play, Pause, Skip) zur Verfügung. Der Benutzer wird auf der 3-D-Viewer-
Seite visuell über den Fortschritt der Wiedergabe der 3-D-Sequenz informiert. Im Fall der
Online-Visualisierung, d. h. bei gleichzeitigem Ablauf von Simulationsrechung und Vi-
sualisierung, kann zudem der Fortschritt der Simulation abgelesen werden. Wiedergabe
und Simulation lassen sich durch die Option „track at end“ synchronisieren (Inter-Stream-
Synchronisation). Die maximale Update-Rate wird durch die Transport- und Rendering-
zeiten begrenzt. Die gewünschte Rate wird in einem Benutzerdialog vorgegeben. Sollte
diese Rate nicht erreicht werden, kann der Benutzer per Option zwischen den Alternativen
entscheiden, entweder die vollständige Sequenz auf Kosten der Bildrate zu betrachten oder
unter Beibehaltung der Intra-Stream-Synchronisation einzelne 3-D-Szenen zu übersprin-
gen.
 
Abb. 5: Interaktionsmenü zur Ausspielung von 3-D-Szenensequenzen
Interaktive 3-D-Präsentation und -Navigation
Der 3-D-Viewer des DSVR-Systems ist als Plug-in zur Einbindung in WWW-Browser
ausgelegt. Die Implementierung in C, die auf der 3-D-Grafikbibliothek OpenGL aufsetzt,
ermöglicht eine effiziente Multiplattformlösung, mit der unter den Betriebssystemen Mi-
crosoft Windows, Linux, SGI Irix, Sun Solaris und HP/UX gute Ergebnisse erzielt wurden.
Unterstützt werden auch geräte- und treiberspezifische Erweiterungen, etwa zur Perfor-
mance-Optimierung, zur Qualitätsverbesserung, zur stereoskopischen Darstellung und zur
Mehrflächenprojektion (z. B. Holobench im RRZN, siehe Abb. 6).
19 Vgl. Schulzrinne et al. (1999).
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Abb. 6: Holobench – Zweiflächen-3-D-Stereoprojektionstisch am RRZN (je 90 cm x 120 cm, 1.366 x
1.024 Pixel).
Der 3-D-Polygon-Renderer ist mit einer großen Anzahl von Darstellungsoptionen verse-
hen, die über Pop-up-Menüs jederzeit geändert werden können. Dies betrifft beispielswei-
se das Rendering von grafischen Grundprimitiven wie Punkten, Linien, Polygonen oder
Kugeln. In Abbildung 7 ist gezeigt, wie eine 3-D-Szene aus einer gemeinsam mit dem
Institut für Meteorologie und Klimatologie an der Universität Hannover durchgeführten
Strömungsvisualisierung mit verschiedenen Verfahren gerendert werden kann. So ist es
z. B. möglich, nachträglich die Transparenz von Bahnlinien zu verändern und Halos und
Beleuchtung hinzuzufügen. Außerdem können Kugelköpfe von Partikelbahnen mit wähl-
barer Auflösung als Punkte oder platonische Körper dargestellt werden. Schließlich sind
sowohl die Linienstärke als auch die Punktgröße – jeweils in Pixel – einstellbar.
Computational Steering
Bei der Betrachtung von Resultaten einer simultan ablaufenden Simulation (Co-Visuali-
zation) können Parameter interaktiv verändert werden. Die Spezifikation der steuerbaren
Parameter und auch die Auswertung der über den Rückkanal des netzverteilten Simula-
tions- und Visualisierungssystems vermittelten Informationen geschehen im Simulations-
programm mithilfe der Middleware-Schnittstelle libDVRP. Dafür kommen beliebige Para-
meter infrage. Darüber hinaus erlaubt dieser Mechanismus eine zeitweilige Unterbrechung
der Simulation, z. B. um eine Diskussion über die Zwischenergebnisse zu unterstützen.
Ziele und Arbeitsprogramm
Ziel von EVITA ist die Untersuchung, Entwicklung und Erprobung leistungsfähiger Tech-
niken zur multimodalen Exploration von Simulationsergebnissen. Die komplexen Ergeb-
nisse numerischer Simulationen, die auf parallelen Rechnerarchitekturen durchgeführt
werden, müssen dazu effizient aufbereitet und mittels visueller und haptischer Virtual-
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Abb. 7: Beispiele für den Einsatz verschiedener Renderingoptionen zur Strömungsvisualisierung in
der Anwendung „Atmosphärische Turbulenz“ (Simulation einer konvektiven Grenzschicht): (a)
Partikelverlagerung mit Kugeln und Bahnlinien als Illuminated Lines dargestellt; (b) Bahnlinien
mit nach hinten zunehmender Transparenz dargestellt; (c) Partikel als Punkte (statt der Kugeln)
dargestellt; (d) Bahnlinien als Haloed Lines dargestellt. Die Visualisierung der instationären
Strömung erfolgte mittels Partikelverlagerung und Bahnlinien (eingefärbt gemäß Temperatur),
die Visualisierung der Luftfeuchtigkeit (Wolken) mittels Isosurface.
Reality-Präsentations- und Interaktionstechniken möglichst zeitnah und intuitiv dargestellt
werden. Das Projekt dient vor allem zur Ergänzung von Projekten, in denen instationäre
(d. h. zeitabhängige) Strömungen in hoher Auflösung auf massiv-parallelen Supercompu-
tern simuliert werden. Exemplarisch sind hierzu die Projekte des Instituts für Meteoro-
logie und Klimatologie (z. B. „Stadt-LES“20 und „Konvektionsorganisation“21, Software:
PALM22)23 sowie des Instituts für Strömungsmechanik („Strömungssimulation von Ha-
fenbecken“24, Software: Telemac) an der Universität Hannover zu nennen. Dort wurde
20 Hochauflösende Grobstruktursimulationen turbulenter Strömungen im Einflussbereich von Gebäuden unter
Berücksichtigung thermischer Effekte (DFG-Zeichen: RA 617/6-1, HLRN-Projektkennung nik00008).
21 Untersuchung physikalischer Mechanismen zur Zellenverbreiterung und Organisation von Konvektion bei
Kaltluftausbrüchen mittels hochauflösender Grobstruktursimulationen (DFG-Zeichen: JA 1115/1-1, HLRN-
Projektkennung nik00011).
22 Parallel Large-Eddy Simulation Model, Institut für Meteorologie und Klimatologie, Universität Hannover.
23 Vgl. Raasch und Schröter (2001).
24 SEDYMO – Modelle für die Feinsedimentdynamik in Hafenbecken (HLRN-Projektkennung nii00006).
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Abb. 8: Interaktionsmenü zur Fernsteuerung der Simulationsrechnung
das am RRZN entwickelte DSVR-Visualisierungssystem bereits an vorhandene Simulati-
onssoftware angekoppelt und – z. B. zur Erkundung turbulenter Strömungen – praktisch
eingesetzt. Jedoch sind noch weitere Untersuchungen und Entwicklungen erforderlich, die
im Rahmen des Projekts durchgeführt werden.
A1 Produktionsmäßiger, möglichst komfortabler Einsatz verschiedener Szenarien zur netz-
verteilten Simulation und multimodalen Präsentation und Interaktion:
a) Batch-Simulation und -Datenextraktion mit asynchroner Präsentation;
b) Online-Präsentation gemäß Fortschritt der Simulationsrechnung;
c) interaktive Simulation und Präsentation, einschließlich der Simulationssteuerung.
A2 Hohe Skalierbarkeit der Simulationsanwendung hinsichtlich Prozessoranzahl, Gitter-
auflösung und Zeitschrittanzahl bei möglichst geringer Belastung des Simulationspro-
zesses durch die Aufbereitung für die multimodale Präsentation.
A3 Möglichst hoher Automatisierungsgrad der Datenextraktion für Volumen- und Strö-
mungsdaten aufgrund der meist als Batch-Prozess (siehe A1 a)) ablaufenden Simu-
lation.
A4 Unterstützung verschiedenartiger Datentypen, Gitterformen und Gebietszerlegungen.
Übersicht 1: Anforderungen im Projektkontext
Die Anforderungen A1 bis A4 stellen den Ausgangspunkt für die vorgesehenen Arbei-
ten dar:
• Untersuchungen zur visuellen und haptischen Darstellung in einem verteilten System:
– Ergänzung durch komplexe, zeitabhängige haptische Präsentationen;
– optimierte Codierung und Übertragung visueller und haptischer Repräsentationen;
– flexible Anpassung an Kommunikationsplattformen bis hin zur Offline-Nutzung;
• effiziente Algorithmen zur Aufbereitung gebietszerlegt vorliegender Daten:
– parallelisierte Isosurface-Extraktion mit integrierter Polygonsimplifizierung;25
– Direct Volume Rendering für Skalardaten auf nicht-äquidistanten Gittern;
– neuartige Ansätze zur Strömungsvisualisierung durch Liniendarstellungen.
25 Vgl. Jensen et al. (2003b).
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Die zu erwartenden Ergebnisse dieses Projekts sind:26
• Erkenntnisse bezüglich des Skalierungsverhaltens gekoppelter hochaufgelöster Simu-
lations- und Visualisierungsanwendungen auf massiv-parallelen Rechnern;
• Studien zur Untersuchung und Entwicklung neuer Algorithmen zur Datenextraktion
und -visualisierung hochaufgelöster, zeitabhängiger Skalar- und Vektorfelder;
• Programmpaket und Dokumentation zur anwendungs- und plattformübergreifenden
Unterstützung von massiv-parallelen Simulations- und Visualisierungsumgebungen;
• 3-D-Animationen aus Ergebnissen von Simulationsläufen, die im Rahmen der geplan-
ten gekoppelten Anwendungen erstellt werden.
Wissenschaftliche Integration
Bezüglich der Forschung, Entwicklung und Anwendung im Visualisierungsbereich beste-
hen bereits seit längerer Zeit Kontakte zwischen der Arbeitsgruppe und weiteren deut-
schen (z. B. im Deutschen Klimarechenzentrum (DKRZ), Höchstleistungsrechenzentrum
Stuttgart (HLRS), Konrad-Zuse-Zentrum für Informationstechnik Berlin (ZIB)) und inter-
nationalen Visualisierungsgruppen. So wurde gemeinsam mit dem ZIB das vom BMBF
geförderte DFN-Projekt „Anwendung der Tele-Immersion in Weitverkehrsnetzen“ (2001-
2003) durchgeführt.27 Darin wurden die Grundlagen für das DFG-Projekt „EVITA“ sowie
das HLRN-Großprojekt „EVITA“ gelegt.
EVITA wird am Forschungszentrum L3S und am Rechenzentrum der Heinrich-Heine-
Universität Düsseldorf durchgeführt. Das L3S ist eine Zentrale Einrichtung der Universität
Hannover und auf dem Gebiet innovativer Informations-, Lern- und Wissenstechnologien
international vernetzt.
Die Arbeitsgruppe arbeitet seit vielen Jahren mit verschiedenen Instituten zusammen,
die den bisherigen Stand der entwickelten Visualisierungsansätze bereits im Rahmen der
Erprobung sowie auch im Produktionsbetrieb angewandt haben. Dazu zählt vor allem die
Arbeitsgruppe von PD Dr. Siegfried Raasch im Institut für Meteorologie und Klimatolo-
gie (IMUK) an der Universität Hannover. Das bisher größte Szenario, das mit dem am
IMUK entwickelten PALM gerechnet wurde, hat eine Dimension von 2.304 x 2.304 x
500 Gitterpunkten und lief auf 192 CPUs einer NEC-SX6 am Deutschen Klimarechen-
zentrum (DKRZ). PALM wird auch in internationalen Kooperationen (z. B. Japan, Korea)
entwickelt und genutzt. Daher besteht weitreichendes Interesse an der DSVR-Software zur
Visualisierung von Ergebnissen aus PALM.
Ressourcenbedarf auf dem HLRN-Rechner
Im Rahmen der Entwicklungen, Skalierungstests und Parameterstudien – sowohl Simula-
tions- als auch Visualisierungsparameter – werden auf dem HLRN-Rechner im Wesent-
lichen zwei verschiedene PALM-Szenarien mit unterschiedlichen Auflösungen und Si-
mulationsbedingungen als Datenquelle für die Visualisierung atmosphärischer turbulenter
Konvektionsströmungen verwendet:
26 Der Begriff der Visualisierung steht hier für die verallgemeinerte multimodale Präsentation (visuell und hap-
tisch).
27 Vgl. Meier et al. (2004).
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(a) Small_cbl_p3d: 80 x 80 x 50 Gitterpunkte, 300 bis 4.500 Zeitschritte, bis zu acht
CPUs, ca. 150 MB Hauptspeicher;
(b) Large_cbl_p3d: 2.048 x 2.048 x 96 Gitterpunkte, 3.600 Zeitschritte, bis zu 128 CPUs,
ca. 150 GB Hauptspeicher, ca. 40 NPL28 Rechenzeitbedarf.
Obige Abschätzung ergibt sich aus Erfahrungen mit bereits durchgeführten Rechnungen
im Rahmen von HLRN-Großprojekten des Instituts für Meteorologie und Klimatologie,
z. B. nik00008 und nik00011. Der Rechenaufwand unter Einbindung der Visualisierungs-
software liegt dabei etwas über dem für die reine Simulation.29
Szenario (a) dient zur Weiterentwicklung der Visualisierungssoftware DSVR sowie zum
grundlegenden Testen von Funktionalitäten. Szenario (b) dient zur Erfassung des Ska-
lierungsverhaltens des gekoppelten PALM/DSVR-Systems hinsichtlich der rechnerbezo-
genen Aspekte CPU-Bedarf, Kommunikationsanteil und Effizienz bzw. Speed-up sowie
der auf die Visualisierung bezogenen Aspekte, wie die Variation des Iso-Oberflächen-
schwellwerts oder die Bewertung verschiedener Polygonreduktions- und Strömungsvisua-
lisierungsverfahren.
Eine hohe örtliche und zeitliche Szenenauflösung ist dabei nicht nur für korrekte Simu-
lationsergebnisse, sondern ebenso für eine Visualisierung in guter Qualität mit interaktiver
Wahl der Perspektive und exakter Beurteilungsmöglichkeit des Modellverhaltens von Be-
deutung. Eine flüssig ablaufende Darstellung einer Simulation erfordert ca. 25 Bilder pro
Sekunde; damit ergibt sich ein Bedarf von 1.500 Zeitschritten, um etwa eine Minute Prä-
sentation zu ermöglichen. Besonders zu Beginn einer Simulation ist in der Regel von einer
Visualisierung der Daten keine nennenswerte Information zu erwarten, da sich Turbulen-
zen, Strömungen und Temperaturverteilungen erst noch ausbilden müssen. Daher wird die
Möglichkeit genutzt, zunächst einige „vollständige“ Simulationsläufe durchzuführen und
deren Ergebnisse als Ausgangsszenarien für die Parameterstudien zu nutzen. Aufgrund
der großen Datenmengen ist ein Kompromiss zwischen Rechenzeit und Speicherkapazität
erforderlich.
Da die Visualisierungssoftware aus Effizienzgründen sehr eng in die Berechnungsläufe
eingebunden ist, ist es erforderlich, die Simulation von einem Startpunkt aus jeweils neu
zu berechnen. Einer der wesentlichen Gründe dafür ist, dass eine vollständige Speicherung
der PALM-Ergebnisdaten aufgrund der großen Datenvolumina30 und den daraus folgenden
Engpässen in Bezug auf Datenkapazitäten und Datenraten konzeptionell ausgeschlossen
ist.
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