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Einleitung
Zur Scha¨tzung der Nullstelle # einer unbekannten Regressionsfunktion f : R ! R ,
deren Funktionswert f(Xn) an der Stelle Xn nur mit einem zufa¨lligen Fehler Vn mittels
Yn = f(Xn) − Vn beobachtet werden kann, schlugen Robbins und Monro (1951) die
Rekursion
Xn+1 = Xn − a
n
Yn
mit einer Schrittweite a > 0 vor [24]. Dieses Verfahren wurde seitdem in die ver-
schiedensten Richtungen verallgemeinert, und die dabei entstehenden stochastischen
Prozesse zahlreichen Fragestellungen unterworfen. Viele Referenzen dazu ndet man
in den U¨bersichtsartikeln [25], [29] und den Monographien [11], [16].
Ein zentraler Grenzwertsatz fu¨r (Xn) gibt Auskunft u¨ber die Konvergenzgeschwin-
digkeit des stochastichen Prozesses, nicht jedoch u¨ber die Konvergenzgeschwindigkeit
der zugeho¨rigen Wahrscheinlichkeitsmae. Renz zeigte, da fu¨r den Robbins-Monro-
Proze ein Grenzwertsatz vom Berry-Esseen-Typ gilt [22]. Hinsichtlich der Konver-
genzgeschwindigkeit der U¨berdeckungswahrscheinlichkeiten von Kondenzintervallen
fu¨r den unbekannten Parameter # liefern diese Resultate jedoch nicht die theoretisch
erreichbaren Raten.
In der vorliegenden Arbeit werden Edgeworth-Entwicklungen des Robbins-Monro-
Prozesses vorgestellt, welche eine Approximation der Verteilungsfunktion mit Restter-
men der Ordnung o(1=
p
n) und o(1=n) ermo¨glichen.
Ausgehend von einer Idee von Walk [28] zur linearen Approximation des Robbins-
Monro-Prozesses wird die Rekursion in eine Summe von Multilinearformen in den Be-
obachtungsfehlern Vn aufgelo¨st. Die Gu¨ltigkeit dieser Darstellungen wird in Kapitel 1
fu¨r quasi- und sublineare Regressionsfunktionen nachgewiesen.
In Kapitel 2 werden die Entwicklungen der ersten vier Kumulanten der Darstel-
lungsformen ermittelt. Dadurch ist die Form der Edgeworth-Entwicklung bereits fest-
gelegt. Die dort gefundene asymptotische Entwicklung der Verzerrung ko¨nnte auch
fu¨r weitere stochastische Approximationsverfahren von Interesse sein, da sie eine Kor-
rektur des rekursiven Scha¨tzers erlaubt.
Zum Nachweis der Gu¨ltigkeit der Edgeworth-Entwicklungen der Darstellungsfor-
men mit Resttermen der Ordnung o(1=
p
n) und o(1=n) werden in Kapitel 3 die Me-
thode der charakteristischen Funktionen und das Smoothing Lemma von Esseen ver-
wendet. Der Beweis baut auf Ideen von Helmers [15], Callaert, Janssen und Veraver-
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beke [7] und Bickel, Go¨tze und van Zwet [6] auf, die Edgeworth-Entwicklungen fu¨r L-
und U-Statistiken untersucht haben.
In Kapitel 4 werden diese Ergebnisse auf den Robbins-Monro-Proze angewendet.
Damit kann die U¨berdeckungswahrscheinlichkeit von Kondenzintervallen fu¨r # mit ei-
nem Restterm der Ordnung O(1=n) angegeben werden. Weitere Folgerungen betreen
Cornish-Fisher-Entwicklungen der Quantilfunktion und eine Edgeworth-Korrektur der
Verteilungsfunktion. Schlielich wird beschrieben, wie der Proze (Xn) durch einen
in Potenzen von 1=
p
n und einer normalverteilten Zufallsvariablen denierten Proze
stochastisch entwickelt werden kann.
Ich bedanke mich sehr herzlich bei Herrn Professor Dr. H. Walk fu¨r seine grozu¨gige
Fo¨rderung, fu¨r Korrekturhinweise zur Schlufassung dieser Arbeit und fu¨r die Erstel-
lung des Hauptberichtes. Prof. Dr. V. Bentkus, Bielefeld, und Prof. Dr. V.V. Ulyanov,
Moskau, danke ich fu¨r ihre Diskussionsbereitschaft. Bei Prof. Dr. V. Fabian, East
Lansing, und Prof. Dr. U. Herkenrath, Duisburg, bedanke ich mich fu¨r ihre Arbeit als
Mitberichter. Frau R. Teichmann danke ich fu¨r den sorgfa¨ltigen LATEX-Schriftsatz.
Kapitel 1
Nichtrekursive Darstellungen des
Robbins-Monro-Prozesses
1.1 Nichtlineare Robbins-Monro-Prozesse
Nach Robbins und Monro (1951) kann die Nullstelle # einer unbekannten Regressi-
onsfunktion f : R ! R , deren Funktionswert f(Xn) an der Stelle Xn nur mit ei-
nem zufa¨lligen Fehler Vn durch Yn = f(Xn) − Vn beobachtbar ist, rekursiv mittels
Xn+1 = Xn − anYn gescha¨tzt werden [24]. Hierbei ist a > 0 eine geeignet zu wa¨hlen-
de Schrittweite. Im folgenden soll der durch diese Rekursion denierte stochastische
Proze (Xn) unter den folgenden Annahmen untersucht werden.
Voraussetzung 1.1 (Robbins-Monro-Proze). Die Regressionsfunktion f : R !
R sei mebar; V; V1; V2; : : : sei eine Folge unabha¨ngiger identisch verteilter reeller Zu-
fallsvariablen mit EV = 0, EV 2 = 2 und, fu¨r ein gewisses m  2, EjV jm < 1; X1
sei eine reelle Zufallsvariable mit EjX1jm < 1. Fu¨r ein festes a > 0 deniere die
Rekursion
Xn+1 = Xn − a
n
(f(Xn)− Vn); n 2 N ;
den stochastischen Proze (Xn).
Um geeignete nichtrekursiven Darstellungen zu erhalten, mu¨ssen an die Regressi-
onsfunktion f noch Regularita¨tsbedingungen gestellt werden. Diese betreen sowohl
das lokale Verhalten von f in einer Umgebung der Nullstelle # als auch das globale
Verhalten von f .
Voraussetzung 1.2 (lokale Glattheit). Fu¨r die mebare Funktion f : R ! R sei
mindestens eine der drei folgenden Bedingungen erfu¨llt: es gibt ein i 2 (0; 1], i 2
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f1; 2; 3g, und reelle Zahlen A, B, C und # mit
(R1+1) f(x) = A(x− #) +O(jx− #j1+1);
(R2+2) f(x) = A(x− #) +
B
2
(x− #)2 +O(jx− #j2+2);
(R3+3) f(x) = A(x− #) +
B
2
(x− #)2 + C
6
(x− #)3 +O(jx − #j3+3):
Voraussetzung 1.3 (Quasilinearita¨t). Fu¨r die mebare Funktion f : R ! R gelte
9
#2R
9
0<K1<K2<1
8
x2R
K1jx− #j  sign(x− #)  f(x)  K2jx− #j:
Voraussetzung 1.4 (Sublinearita¨t). Fu¨r die mebare Funktion f : R ! R gelte
9
#2R
9
K>0
8
">0
9
>0
8
jx−#j"
  sign(x− #)  f(x)  Kjx− #j:
Der Graph einer quasilinearen Funktion verla¨uft also zwischen zwei sich in (x; y) =
(#; 0) schneidenden Geraden mit positiver Steigung. Der Graph einer sublinearen
Funktion verla¨uft zwischen der x-Achse und einer diese in (#; 0) schneidenden Geraden
mit positiver Steigung. Daru¨berhinaus mu der Graph auerhalb eines noch so kleinen
Intervalls um x = # von der x-Achse einen positiven Abstand haben. Oensichtlich ist
jede quasilineare Funktion auch sublinear. Sublineare Funktionen ko¨nnen beschra¨nkt
sein; quasilineare Funktionen sind jedoch immer unbescha¨nkt.
Zur Herleitung von zentralen Grenzwertsa¨tzen fu¨r stochastische Approximations-
verfahren schlug Walk vor, die Rekursion in eine nichtrekursive Darstellung aufzulo¨sen
und diese dann durch ein gewichtetes Mittel Ln der Beobachtungsfehler V1; : : : ; Vn zu
approximieren [28]. Um daru¨ber hinausgehende Entwicklungen der Verteilungsfunk-
tion zu erhalten, mu der Proze mit einer ho¨heren Gu¨te approximiert werden. Dazu
werden zur Linearform Ln noch Bilinearformen Qn oder auch Trilinearformen Kn in
den Beobachtungsfehlern V1; : : : ; Vn hinzugenommen, welche den nichtlinearen Cha-
rakter der Regressionsfunktion widerspiegeln. Hierzu denieren wir
Ln :=
1
n
nX
i=1
un(i)Vi ;
Ln :=
1
n
nX
i=1
un(i)Vi ;
Qn :=
1
n2
nX
j=1
nX
k=1
vn(j; k)VjVk ;
Kn :=
1
n3
nX
j=1
nX
k=1
nX
l=1
wn(j; k; l)VjVkVl
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mit den in Voraussetzung 1.1 genannten unabha¨ngigen wie V verteilten Zufallsvaria-
blen V1; V2; : : : und mit Koezienten u

n(i), un(i), vn(j; k) und wn(j; k; l), gegeben
durch
un(i) = a

i
n
aA−1
;
un(i) = a

i
n
aA−1 
1 +

1
n
− 1
i

aA(aA− 1)
2

;
vn(j; k) = a
2 B
2A

jk
n2
aA−1 
1−

j _ k
n
−aA!
;
wn(j; k; l) = a
3

jkl
n3
aA−1(
B2
2A2

k _ l
n
−aA 
j _ k _ l
n
−aA
− 1
!
−

B2
4A2
+
C
12A
 
j _ k _ l
n
−2aA
− 1
!)
;
wobei i; j; k; l 2 f1; : : : ; ng. Diese Gewichte ha¨ngen durch A = f 0(#), B = f 00(#) und
C = f 000(#) von den Ableitungen der Regressionsfunktion f an der Stelle # ab. Das
Gewicht wn(j; k; l) ist nicht symmetrisch in den Argumenten j; k; l; es kann aber durch
das in (3.11) denierte symmetrische Gewicht wsn(j; k; l) ersetzt werden.
In den Abschnitten 1.2 und 1.3 wird der Robbins-Monro-Proze (Xn+1 − #) durch
Summen von linearen, quadratischen oder auch kubischen Termen
Sn := L

n +Qn ;
Tn := Ln +Qn +Kn
approximiert.
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1.2 Darstellungen bei quasilinearen Regressions-
funktionen
Der erste Satz gibt eine Entwicklung des Robbins-Monro-Prozesses in eine Summe der
in Abschnitt 1.1 denierten Linear- und Bilinearformen an. Die Abscha¨tzung (1.1)
wird in Abschnitt 4.1 von besonderem Interesse sein.
Satz 1.1. Seien 2 2 (0; 1] und p  1. Unter Voraussetzung 1.1 fu¨r m = 2p(1 + 2),
(R2+2) in Voraussetzung 1.2, Voraussetzung 1.3, aK1 >
1
2
und aA > 1 gilt
Xn+1 − # = Ln +Qn + n
mit Ejnjp = O

n−p(aA^
2+2
2
)(log n)p1(aA=
2+2
2 )

. Falls p > 1
2(aA−1) _ 12 , gilt
9
">0
8
"0>0
P

jpnnj  "0n−12−"

= o

1p
n

:(1.1)
Wird die Diagonale aus der symmetrischen Matrix (vn(j; k))1j;kn entfernt, la¨t
sich folgende Variante von Satz 1.1 formulieren:
Korollar 1.1. Unter den Voraussetzungen von Satz 1.1 gilt
Xn+1 − # = 1
n
nX
i=1
a

i
n
aA−1
Vi +
1
n2
nX
j=1
j−1X
k=1
a2B
A

jk
n2
aA−1 
1−

j
n
−aA!
VjVk
− 1
n
a3B2
2(aA− 1)(2aA− 1) + n
mit Ejnjp = O

n−p(aA^
2+2
2
)(log n)p1(aA=
2+2
2 )

.
Bemerkung 1.1. Oensichtlich sind die Erwartungswerte der Linearform als auch
der Bilinearform in der obigen Darstellung gleich Null. Die Existenz des asymptotisch
verschwindenden Bias-Terms − 1
n
a3B2
2(aA−1)(2aA−1) la¨t sich anschaulich begru¨nden. Ist
z.B. B = f 00(#) > 0 und n hinreichend gro, so werden die Pfade von (Xn; Xn+1; : : : )
um die Nullstelle # fluktuieren. Fu¨r ein kleines " > 0 wird dann E(Xn+1 −Xn j Xn =
# + ") (< 0) betragsma¨ig gro¨er sein als E(Xn+1 −Xn j Xn = # − ") (> 0). Dies
wu¨rde zu einem negativen Bias fu¨hren.
Der folgende Satz gibt eine Entwicklung des Robbins-Monro Prozesses bei zu-
grundeliegender quasilinearer Regressionsfunktion in Terme bis zu 3. Ordnung (in 1p
n
bezu¨glich OP ) an. Wir verwenden wieder die in Abschnitt 1.1 denierten Multilinear-
formen Ln, Qn und Kn. Die Abscha¨tzung (1.2) wird in Abschnitt 4.1 zur Herleitung
von Edgeworth-Entwicklungen des Robbins-Monro-Prozesses beno¨tigt.
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Satz 1.2. Seien 3 2 (0; 1] und p  1. Unter Voraussetzung 1.1 fu¨r m = 2p(2 + 3),
(R3+3) in Voraussetzung 1.2, Voraussetzung 1.3, aK1 >
1
2
und aA > 3
2
gilt
Xn+1 − # = Ln +Qn +Kn + n
mit Ejnjp = O

n−p(aA^
3+3
2
) (logn)p1(aA=
3+3
2
)

. Falls p > 1
aA−3=2 _ 23 , gilt
9
">0
8
"0>0
P
(jpnnj  "0n−1−" = o 1
n

:(1.2)
Bemerkung 1.2. Die vier Terme der Entwicklung in Satz 1.2 verhalten sich wie
OP
(
n−1=2

, OP (n−1), OP
(
n−3=2

bzw. oP
(
n−3=2

.
Lemma 1.1. Sei A > 0. Dann gilt gleichma¨ig fu¨r alle i; n 2 N mit 1  i  n
nY
j=i+1

1− A
j

=

i
n
A
1 +

1
n
− 1
i

A(A− 1)
2
+O

1
i2

:
Beweis. Unter Verwendung der Gammafunktion erha¨lt man fu¨r alle i; n 2 N mit
A− 1 < i  n
nY
j=i+1

1− A
j

=
nQ
j=i+1
(j − A)
nQ
j=i+1
j
=
Γ(n + 1− A)=Γ(i+ 1−A)
Γ(n+ 1)=Γ(i + 1)
:(1.3)
Nach [2], Seite 304 , gilt fu¨r z > 0
log Γ(z) =

z − 1
2

log z − z + γ +
Z 1
0
Ω1(t)
z + t
dt ;
wobei γ die Euler-Konstante ist. Dabei kann fu¨r das Integral die folgende Abscha¨tzung
gezeigt werden:
9
k>0
8
z>0

1Z
0
Ω1(t)
z + t
dt− 1
12
1
z
  Kz3 :
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Damit folgt
log

Γ(i+ 1)Γ(n + 1− A)
Γ(n + 1)Γ(i+ 1− A)

=

i+
1
2

log(i+ 1)− (i+ 1) + γ +
Z 1
0
Ω1(t)
i+ 1 + t
dt
−

n+
1
2

log(n+ 1) + (n+ 1) − γ −
Z 1
0
Ω1(t)
n+ 1 + t
dt
−

i+
1
2
−A

log(i+ 1− A)− (i+ 1− A) + γ +
Z 1
0
Ω1(t)
i+ 1−A+ t dt
−

n+
1
2
− A

log(n+ 1− A) + (n+ 1− A)− γ −
Z 1
0
Ω1(t)
n+ 1−A+ t dt

= A (log(i+ 1)− log(n+ 1)) +

i+
1
2
− A

(log(i+ 1) − log(i+ 1− A))
−

n+
1
2
− A

(log(n+ 1) − log(n + 1− A))
+
1
12

1
i+ 1
− 1
n+ 1
− 1
i+ 1− A +
1
n+ 1− A

+R
= A log

i+ 1
n+ 1

−

i+
1
2
− A

log

1− A
i+ 1

+

n+
1
2
− A

log

1− A
n + 1

+
A
12

1
(n+ 1)(n + 1− A) −
1
(i+ 1)(i+ 1− A)

+R;
wobei R = O

1
i3
+ 1
n3
+ 1
(i+1−A)3 +
1
(n+1−A)3

= O
(
1
i3

. Mehrfache Anwendung des
Satzes von Taylor liefert
Γ(i+ 1)Γ(n + 1− A)
Γ(n + 1)Γ(i+ 1− A)
=

i+ 1
n+ 1
A
1− A
i+ 1
−(i+12−A)
1− A
n+ 1
n+1
2
−A
 exp

A
12
1
(n+ 1)(n+ 1− A)

exp

−A
12
1
(i+ 1)(i+ 1− A)

exp

O

1
i3

= iA

1 +
A
i
+O

1
i2

 n−A

1− A
n
+O

1
n2

 eA

1− 1
i
A(A+ 1)
2
+O

1
i2

 e−A

1 +
1
n
A(A+ 1)
2
+O

1
n2



1 +
1
n2
A
12
+O

1
n3



1− 1
i2
A
12
+O

1
i3



1 +O

1
i3

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=

i
n
A
1 +

1
n
− 1
i

A(A− 1)
2
+O

1
i2

:
Mit (1.3) erhalten wir im Fall A− 1 < i  n
nY
j=i+1

1− A
j

=

i
n
A
1 +

1
n
− 1
i

A(A− 1)
2
+O

1
i2

:
Falls 1  i  A− 1 < n vorliegt, gilt fu¨r i0 = bA− 1c
nY
j=i+1

1− A
j

=
i0Y
j=i+1

1− A
j


nY
j=i0+1

1− A
j

= O

1
i2

O
 
i0
n
A!
=

i
n
A
O

1
i2

:
Damit ist die Behauptung des Lemmas gezeigt. 
Lemma 1.2. Es sei p  2. Fu¨r unabha¨ngige identisch verteilte reelle Zufallsvariablen
V; V1; V2; : : : mit EV = 0 und EjV jp <1 gilt
E

nX
i=m
ibVi

p
=
8>>><>>>:
O

np(b+
1
2
)

; falls b > −1
2
O

(logn)p=2

; falls b = −1
2
O

mp(b+
1
2
)

; falls b < −1
2
Beweis. Mit Rosenthals Ungleichung [19] folgt
E

nX
i=m
ibVi

p
 c(p)
0@ nX
j=m
ibp +
 
nX
i=m
i2b
! p
2
1A
= O(1)
8<: n
bp+1; falls bp > −1
log n; falls bp = −1
mbp+1; falls bp < −1
9=; +O(1)
8<:
n(2b+1)p=2; falls b > −1
2
(logn)p=2; falls b = −1
2
m(2b+1)p; falls b < −1
2
= O(1)
8<: n
p(b+1=2); falls b > −1
2
log n; falls b = −1
2
mp(b+1=2); falls b < −1
2
und damit die Behauptung des Lemmas. 
Bemerkung 1.3. Fu¨r bp > −1 (d.h. b > −1=p > −1=2) liefert die Momentenunglei-
chung fu¨r Martingale in [10] dieselbe Rate.
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Lemma 1.3. Seien p  1, a > 0, # 2 R und f : R ! R eine mebare Abbildung mit
9
0<K1<K2<1
8
x2R
K1jx− #j  sign(x− #)  f(x)  K2jx− #j :
Fu¨r die Zufallsvariablen X1; V1; V2; : : : gelte EjX1jp <1 und Ej 1pn
Pn
i=1 Vijp = O(1).
Ist K1 >
1
2a
, so erfu¨llt der durch
Xn+1 = Xn − a
n
(f(Xn)− Vn)
denierte stochastische Proze
Ejpn(Xn − #)jp = O(1):
Beweis. O.B.d.A. seien a = 1 und # = 0. Durch
An :=
(
f(Xn)
Xn
; falls Xn 6= 0
K1+K2
2
; falls Xn = 0
wird eine mebare Abbildung deniert, fu¨r die K1  An  K2 auf Ω gilt. Vollsta¨ndige
Induktion und partielle Summation liefern
Xn+1 =
nY
k=1

1− Ak
k

X1 +
1
n + 1
nX
i=1
Vi
−
nX
i=1
nY
k=i+2

1− Ak
k

1
i+ 1
− 1
i
+
1(i < n)
i(i+ 1)
Ai+1
 iX
j=1
Vj :
Fu¨r die Produkte gilt
nY
k=j

1− Ak
k
 =

dK2eY
k=j

1− Ak
k
 
nY
k=dK2e+1

1− Ak
k

 c
nY
k=dK2e+1

1− K1
k

 c
nY
k=j

1− K1
k

 c

j
n
K1
mit einer von j und n unabha¨ngigen Konstanten c. Damit erhalten wir
(
E
pnXn+1p 1p  pn O 1
n
K1
(E jX1jp)
1
p +
 
E
 1pn
nX
i=1
Vi

p! 1p
+
p
n
nX
i=1
O

i
n
K1 p
i
 
E

iX
j=1
Vj

p! 1p
= O(1) +O
0@ 1
n
nX
i=1

i
n
K1−32  
E
 1pi
iX
j=1
Vj

p!1p1A = O(1);
da K1 >
1
2
. 
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Lemma 1.4. Seien p  2, A > 1 und V; V1; V2; : : : unabha¨ngige identisch verteilte
Zufallsvariable mit EV = 0 und EjV jp <1. Dann gilt
E

iX
k=1
iX
l=1
(kl)A−1 (k _ l)−A VkVl

p
= O

ip((A−1)_
1
2)

:
Beweis. Wir denieren die Zufallsvariablen Ri und Si durch
iX
k=1
iX
l=1
(kl)A−1 (k _ l)−A VkVl
=
iX
k=1
iX
l=1
(kl)A−1
p
kl
−A
VkVl +
iX
k=1
iX
l=1
(kl)A−1

(k _ l)−A −
p
kl
−A
VkVl
=
 
iX
k=1
k
A
2
−1Vk
!2
+ 2
iX
k=1
k−1X
l=1
(kl)A−1

k−A − (kl)−A2

VkVl
=: Ri + 2Si :
Wegen E(Si j V1; : : : ; Vi−1) = Si−1 f.s. ist (Si) eine Martingaldierenzenfolge bezu¨glich
(F(V1; : : : ; Vi−1)). Fu¨r das durch i := Si − Si−1 = iA2 −1
Pi−1
l=1 l
A−1

i−
A
2 − l−A2

VlVi
denierte Martingal (i) gilt
γi :=E jijp  E jV jp  ip(A2 −1)E

iX
l=1
l
A
2
−1Vl

p
=O

ip(
A
2
−1)

O

ip(
A
2
−1
2
)

= O

ip(A−
3
2
)

nach Lemma 1.2. Wegen Γi :=
1
i
Pi
j=1 γj = O

ip((A−
3
2
)_0)

sichert die Momentenun-
gleichung fu¨r Martingale in [10]
E jSijp = O

i
p
2

Γi = O

ip((A−1)_
1
2 )

:
Eine weitere Anwendung von Lemma 1.2 liefert mit
E jRijp = E

iX
k=1
k
A
2
−1Vk

2p
= O
(
ip(A−1)

die Behauptung des Lemmas. 
Beweis von Satz 1.2. O.B.d.A. ko¨nnen wir # = 0 und a = 1 (also A > 3
2
) annehmen.
Durch
An :=
(
f(Xn)
Xn
; falls Xn 6= 0
A; falls Xn = 0
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wird eine Zufallsvariable An deniert, fu¨r die wegen (R3+3)
An − A = B
2
Xn +
C
6
X2n +O

jXnj2+3

gilt.
Mit vollsta¨ndiger Induktion ergibt sich
Xn+1 = Xn − 1
n
f(Xn) +
1
n
Vn = Xn − 1
n
AnXn +
1
n
Vn
=

1− A
n

Xn +
1
n
Vn − 1
n
(An − A)Xn
=
nY
k=1

1− A
k

X1 +
1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
Vi
− 1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
(Ai − A)Xi
=
nY
k=1

1− A
k

X1 +
1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
Vi
− 1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
B
2
X2i −
1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
C
6
X3i
+
1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
O

jXij3+3

=:
4X
j=0
Tj;n :
Abscha¨tzung von T0;n. Mit Lemma 1.1 ergibt sich
E jT0;njp 
 
nY
k=1
1− Ak

!p
E jX1jp = O
(
n−pA

:
Entwicklung des linearen Terms T1;n. Unter Beachtung von Lemma 1.1 erha¨lt man
1
n
nX
i=n
nY
k=i+1

1− A
k

i
n
−1
Vi
=
1
n
nX
i=1

i
n
A
1 +

1
n
− 1
i

A(A− 1)
2
+O
(
i−2
 i
n
−1
Vi
=
1
n
nX
i=1
un(i)Vi + n ;
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wobei fu¨r n =
1
n
nP
i=1
(
i
n
A−1
O(i−2) Vi nach Lemma 1.2 gilt
E jnjp = O
(
n−pA

E

nX
i=1
iA−3Vi

p
= O

n−p(A^
5
2
)(logn)p1(A=
5
2
)

:
Entwicklung des quadratischen Terms T2;n. Mit Lemmata 1.1 und 1.3 gilt
E
 1n
nX
i=1

nY
k=i+1

1− A
k

−

i
n
A

i
n
−1
B
2
X2i

p
= E
 1n
nX
i=1

i
n
A−1
O

1
i

X2i

p
=
 1n
nX
i=1

i
n
A−1
O
(
i−2

E
piXi2p 1p

p
= O
(
n−pA
 
nX
i=1
iA−3

p
= O

n−p(A^2) (log n)p1(A=2)

:
Es genu¨gt deshalb, statt T2;n den Term − 1n
nP
i=1
(
i
n
A−1 B
2
X2i zu entwickeln.
Im na¨chsten Schritt zeigen wir, da in dem letztgenannten Term die Zufallsvariable
Xi =
i−1Y
k=1

1− A
k

X1 +
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj −
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
B
2
X2j
+
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
O

jXj j2+3

durch
eXi := i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj −
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
B
2
X2j
ersetzt werden kann. Mit der Schwarzschen Ungleichung folgt na¨mlich
E
X2i − eX2i p  E Xi − eXi2p 12 E Xi + eXi2p 12 =: aibi = Oi−p 3+32  ;
da mit Lemma 1.3
ai  O
0@E 
i−1Y
k=1

1− A
k

X1

2p
1A 12 +O
0@E 
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
O

jXjj2+3

2p
1A 12
= O
(
i−pA

+
 
iX
j=1
O

j
i
A
j−1−
2+3
2

E
pjXj(2+3)2p 12!p
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= O
(
i−pA

+O
 
i−A
iX
j=1
jA−2−
3
2
!p
= O
(
i−pA

+O

i−p
2+3
2

= O

i−p
2+3
2

wegen A > 1 + 3
2
, und
bi  O
 (
E j2Xij2p
 1
2 +

E
Xi − eXi2p 12! = Oi−p2+Oi−p 2+32  = Oi−p2 :
Also ergibt sich
E
 1n
nX
i=1

i
n
A−1 B
2

X2i − eX2i 

p
=
 1n
nX
i=1

i
n
A−1
O

i−
3+3
2

p
= O

n−p(A^
3+3
2
) (log n)p1(A=
3+3
2
)

:
Da in der Denition von eXi die Zufallsvariable Xj durch
X j :=
i−1X
l=1
i−1Y
k=l+1

1− A
k

1
l
Vl
ersetzt werden kann, la¨t sich mit der Ho¨lderschen Ungleichung aus
E

"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j

Vj − B
2
X2j
#2
−
"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j

Vj − B
2
X
2
j
#2
p

 
E

i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
B
2
X2j −X2j 

pq!1q
O

E j[1. Term]jpq0
 1
q0
+

E j[2. Term]jpq0
 1
q0

= O

i−p
2+3
2

O

i−
p
2

= O

i−p
3+3
2

schlieen, da
E
X2j −X2j pq  E Xj −Xj2pq12 O(1)(E j2Xj j2pq 12 + E Xj −X j2pq 12
=: cjdj = O

j−pq
2+3
3

wegen
cj  O
0@E 
j−1Y
k=1

1− A
k

X1

2pq
1A 12 +O
0@E 
j−1X
l=1
j−1Y
k=l+1

1− A
k

1
l
O

jXlj1+3

2pq
1A 12
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= O
(
j−pqA

+O
 
j−A
jX
l=1
lA−1−
1+3
2
!pq
= O

j−pqA + j−pq
1+3
2

= O

j−pq
1+3
2

und
dj  O(1)
n(
E jXj j2pq
 1
2 +O(cj)
o
= O(1)
n
j−
pq
2 + j−
pq
2
(1+3)
o
= O

j−
pq
2

;
und da
E j[ 1. Term]jpq0
 1
q0
= O(1)
8><>:
0@E 
i−1X
j=1

j
i
A 1
j
Vj

pq0
1A 1q0 +
0@E 
i−1X
j=1

j
i
A 1
j
X2j

pq0
1A 1q0
9>=>; = O

i−
p
2

und

E j[2. Term]jpq0
 1
q0
= O
(
i−
p
2

. Fu¨r q wa¨hlen wir 2+3
1+3
und damit q0 = q
q−1 =
2 + 3. Man beachte, da unter den Voraussetzungen des Satzes das Lemma 1.3 die
mehrmals verwendete Momentenbedingung EjpjXj j2p(2+3) = O(1) sichert. Daraus
folgt schlielich
E
 1n
nX
i=1

i
n
A−1
B
2
 eX2i −
 
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j

Vj − B
2
X
2
j
!2
p
 O
 
n−A
nX
i=1
iA−1−
3+3
2
!p
= O

n−p(A^
3+3
2
) (logn)p1(A=
3+3
2
)

:
Hinsichtlich T2;n genu¨gt es also, den Ausdruck
− 1
n
nX
i=1

i
n
A−1 B
2
24 i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
0@Vj − B
2
 
j−1X
l=1
j−1Y
k=l+1

1− A
k

1
l
Vl
!21A352
= −1
n
nX
i=1

i
n
A−1 B
2
"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj
#2
+
1
n
nX
i=1

i
n
A−1
B
"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj
#

24 i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj
B
2
 
j−1X
l=1
j−1Y
k=l+1

1− A
k

1
l
Vl
!235
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− 1
n
nX
i=1

i
n
A−1 B
2
24 i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
B
2
 
j−1X
l=1
j−1Y
k=l+1

1− A
k

1
l
Vl
!2352
=: Sn;1 + Sn;2 + Sn;3
zu entwickeln.
Zur Entwicklung von Sn;1. Weil
E
 1n
nX
i=1

i
n
A−1 B
2
"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj
#2
−
"
1
i
i−1X
j=1

j
i
A−1
Vj
#2
p

 
1
n
nX
i=1

i
n
A−1 B
2
(
E j[1. Term]− [2. Term]j2p 12p  (E j[1. T.] + [2. T.]j2p 12p!p
=
0B@1
n
nX
i=1

i
n
A−1
B
2
0@E 1i
i−1X
j=1

j
i
A−1
O

1
j

Vj

2p
1A 12p Oi−12
1CA
p
=
 
1
n
nX
i=1

i
n
A−1
O

i−
3
2

O

i−
1
2
!p
= O

n−p(A^2) (logn)p1(A=2)

mit Lemmata 1.1 und 1.2, betrachten wir
1
n
nX
i=1

i
n
A−1B
2
"
1
i
i−1X
j=1

j
i
A−1
Vj
#2
=
1
n
nX
i=1

i
n
A−1
i−2A
B
2
i−1X
j=1
i−1X
k=1
(jk)A−1 VjVk
=
1
n2
n−1X
j=1
n−1X
k=1
(jk)A−1
B
2
 
n−1X
i=j_k
(i+ 1)−A−1
!
VjVk
=
1
n2
n−1X
j=1
n−1X
k=1

jk
n2
A−1 B
2A
 
j _ k
n
−A
− 1
!
VjVk
+
1
n2
n−1X
j=1
n−1X
k=1

jk
n2
A−1 B
2
j;k;nVjVk ;
wobei j;k;n :=
1
n
Pn−1
i=j_k
(
i+1
n
−A−1 − 1
A
(
j_k
n
−A − 1. Unter Verwendung des Tay-
lorschen Satzes gilt fu¨r m = j _ k
m;m;n =
1
n
n−1X
i=m

i+ 1
n
−A−1
− 1
A
m
n
−A
− 1

(1.4)
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= nA
 
nX
i=m+1
i−A−1 − 1
A
(
m−A − n−A!
= nA
 
nX
i=m+1
i−A−1 −
nX
i=m+1
Z i
i−1
t−A−1dt
!
= nA
nX
i=m+1
O
(
i−A−2

:
Also ist das p-te absolute Moment des letzten Summanden in der vorletzten Glei-
chungskette gleich
E
 1n2
n−1X
j=1
n−1X
k=1

jk
n2
A−1
nA
nX
i=j_k
O
(
i−A−2

VjVk

p
= E
 1n
n−1X
i=1

i
n
A−1
O(i−1)
"
1
i
iX
j=1

j
i
A−1
Vj
#2
p
=
0B@1
n
n−1X
i=1

i
n
A−1
O
(
i−1−2A
0@E 
iX
j=1
jA−1Vj

2p
1A 1p
1CA
p
=
 
1
n
n−1X
i=1

i
n
A−1
O
(
i−1−2A
 O(i2A−1!p
= O

n−p(A^2) (logn)p1(A=2)

:
Damit ergibt sich
Sn;1 =
1
n2
nX
j=1
nX
k=1
B
2A

jk
n2
A−1 
1−

j _ k
n
−A!
VjVk +OLp

n−(A^2) (log n)1(A=2)

:
Zur Entwicklung von Sn;2. Fu¨r
fi :=
1
i
i−1X
j=1
i−1Y
k=j+1

1− A
k

j
i
−1
Vj
gi :=
1
i
i−1X
j=1
i−1Y
k=j+1

1− A
k

j
i
−1 B
2
 
1
j
j−1X
l=1
j−1Y
k=l+1

1− A
k

l
j
−1
Vl
!2
folgt unter Verwendung von Argumenten zur Entwicklung von Tn;1 und Sn;1
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fi  gi =
 
1
i
i−1X
j=1

j
i
A−1 
1 +O

1
j

Vj
!

 
1
i2
i−1X
j=1
i−1X
k=1
B
2A

jk
i2
A−1 j _ k
i
−A
− 1
!
+
1
i
i−1X
j=1

j
i
A−1
O

1
j
 
1
j
jX
l=1

l
j
A−1
Vl
!21A
=
 
1
i
i−1X
j=1

j
i
A−1
Vj
! 
1
i2
i−1X
j=1
i−1X
k=1
B
2A

jk
i2
A−1 
j _ k
i
−A
− 1
!!
+
 
1
i
i−1X
j=1

j
i
A−1
O(1)Vj
!0@1
i
i−1X
j=1

j
i
A−1
O

1
j
 
1
j
jX
l=1

l
j
A−1
Vl
!21A
+
 
1
i
i−1X
j=1

j
i
A−1
O

1
j

Vj
!0@1
i
i−1X
j=1

j
i
A−1
O(1)
 
1
j
jX
l=1

l
j
A−1
Vl
!21A
=: ’iγi + i;1 + i;2 :
Mit der Ho¨lderschen Ungleichung ergibt sich fu¨r q = 3 und q0 = 3
2
E ji;1jp 
0@E 1i
i−1X
j=1

j
i
A−1
O
(
j0

Vj

3p
1A13

0BB@
0B@E
1i
i−1X
j=1

j
i
A−1
O
(
j−1
 1
j
jX
l=1

l
j
A−1
Vl
!2
3p
2
1CA
2
3p
1CCA
p
=
0@i−3pAE 
i−1X
j=1
O(jA−1)Vj

3p
1A 13

0B@i−A i−1X
j=1
O
(
j−A−2
0@E 
jX
l=1
lA−1Vl

3p
1A 23p
1CA
p
= O

i−3pA+3p(A−
1
2
)
 1
3 O
 
i−A
i−1X
j=1
j−A−2+2(A−
1
2
)
!p
= O

i−
p
2

O
 
i−A
i−1X
j=1
jA−3
!p
1.2 Darstellungen bei quasilinearen Regressionsfunktionen 21
= O

i−p(A^2+
1
2
) (log i)p1(A=2)

:
A¨hnlich wie eben zeigen wir
E ji;2jp 
0@E 1i
i−1X
j=1

j
i
A−1
O

1
j

Vj

3p
1A 13

0BB@
0B@E
1i
i−1X
j=1

j
i
A−1
O(1)
 
1
j
jX
l=1

l
j
A−1
Vl
!2
3p
2
1CA
2
3p
1CCA
p
=
0@i−3pAE 
i−1X
j=1
O
(
jA−2

Vj

3p
1A13

0B@i−A i−1X
j=1
O
(
j−A−1
0@E 
jX
l=1
lA−1Vl

3p
1A 23p
1CA
p
= O

i−
3p
2

O
 
i−A
i−1X
j=1
jA−2
!p
= O

i−p(A^1+
3
2
) (log i)p1(A=1)

= O

i−
5
2
p

:
Also gilt
Sn;2 = B
1
n
nX
i=1

i
n
A−1
fi  gi
= B
1
n
nX
i=1

i
n
A−1
’iγi +
1
n
nX
i=1

i
n
A−1
OLp

i−(A^2+
1
2
) (log i)1(A=2)

= B
1
n
nX
i=1

i
n
A−1 1
i
i−1X
j=1

j
i
A−1
Vj
!

 
1
i2
i−1X
j=1
i−1X
k=1
B
2A

jk
i2
A−1 j _ k
i
−A
− 1
!!
+OLp

n−(A^
5
2
) (logn)1(A=
5
2
)

=
B2
2A
1
n
nX
i=1

i
n
A−1 1
i3
i−1X
j=1
i−1X
k=1
i−1X
l=1

jkl
i3
A−1 k _ l
i
−A
− 1
!
VjVkVl
+OLp
(
n−(A^2)

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=
B2
2A
1
n
n−1X
j=k
n−1X
k=1
n−1X
l=1
(jkl)A−1 n1−A
n−1X
i=j_k_l
(i+ 1)−2A−1
 
k _ l
i+ 1
−A
− 1
!
VjVkVl
+OLp
(
n−(A^2)

=
B2
2A
1
n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1 1
n
nX
i=j_k_l+1

i
n
−2A−1 k _ l
i
−A
− 1
!
VjVkVl
+OLp
(
n−(A^2)

:
Wie in (1.4) zeigt man
1
n
nX
i=m+1

i
n
−2A−1 k _ l
i
−A
− 1
!
=

k _ l
n
−A 1
n
nX
i=m+1

i
n
−A−1
− 1
n
nX
i=m+1

i
n
−2A−1
=

k _ l
n
−A
nA
(
1
A
(
m−A − n−A+ nX
i=m+1
O
(
i−A−2
)
−n2A
(
1
2A
(
m−2A − n−2A+ nX
i=m+1
O
(
i−2A−2
)
und erha¨lt damit
Sn;2 =
B2
2A
1
n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1(
k _ l
n
−A
1
A
 
j _ k _ l
n
−A
− 1
!
− 1
2A
 
j _ k _ l
n
−2A
− 1
!)
VjVkVl
+
1
n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1(k _ l
n
−A 1
n2
nX
i=j_k_l+1
O

i
n
−A−2
+
1
n2
nX
i=j_k_l+1
O

i
n
−2A−2)
VjVkVl +OLp
(
n−(A^2)

:
Wir zeigen, da die zum ersten O-Term geho¨rende Vierfachsumme von der Ordnung
OLp
(
n−(A^2)

ist:
E
 1n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1 k _ l
n
−A 1
n2
nX
i=j_k_l+1
O

i
n
−A−2
VjVkVl

p
= E
n−A−3
nX
i=1
O
(
i−A−2
 i−1X
j=1

j
n
A−1
Vj
! 
i−1X
k=1
i−1X
l=1

kl
n2
A−1k _ l
n
−A
VkVl
!
p
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= E
n−A
nX
i=1
O
(
i−A−2
 i−1X
j=1
jA−1Vj
! 
i−1X
k=1
i−1X
l=1
(kl)A−1 (k _ l)−A VkVl
!
p
 n−pA
0B@ nX
i=1
O
(
i−A−2
0@E 
iX
j=1
jA−1Vj

3p
1A 13p

0@E 
i−1X
k=1
i−1X
l=1
(kl)A−1 (k _ l)−A VkVl

3
2
p
1A
2
3p
1CA
p
;
und weiter mit Lemmata 1.2 und 1.4
 n−pA
 
nX
i=1
O

i−A−2iA−
1
2 iA−1
!p
= n−pAO

np((A−
5
2
)_0) (logn)p1(A=
5
2
)

= O

n−p(A^
5
2
) (logn)p1(A=
5
2
)

:
A¨hnlich ergibt sich fu¨r die zum zweiten O-Term geho¨rende Summe in Sn;2:
E
 1n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1 1
n2
nX
i=j_k_l+1
O

i
n
−2A−2
VjVkVl

p
= E
n−A
nX
i=1
O
(
i−2A−2
 i−1X
j=1
i−1X
k=1
i−1X
l=1
(jkl)A−1 VjVkVl

p
=
0B@n−A nX
i=1
O
(
i−2A−2
0@E 
i−1X
j=1
jA−1Vj

3p
1A 1p
1CA
p
=
 
n−A
nX
i=1
O

i−2A−2i3(A−
1
2
)
!p
= n−pA
 
O
 
nX
i=1
iA−
7
2
!!p
= O

n−p(A^
5
2
) (logn)p1(A=
5
2
)

:
Also gilt die Darstellung
Sn;2 =
B2
2A
1
n3
nX
j=1
nX
k=1
nX
l=1

jkl
n3
A−1(k _ l
n
−A 1
A
 
j _ k _ l
n
−A
− 1
!
− 1
2A
 
j _ k _ l
n
−2A
− 1
!)
VjVkVl +OLp
(
n−(A^2)

:
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Zu Sn;3. Fu¨r
i :=
24 i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
 
j−1X
l=1
j−1Y
k=l+1

1− A
k

1
l
Vl
!2352
folgt mit den Lemmata 1.1 und 1.2
E jijp 
0B@ i−1X
j=1
O

j
i
A 1
j
0@E 
j−1X
l=1
O

l
j
A 1
l
Vl

4p
1A 12p
1CA
2p
=
 
i−A
i−1X
j=1
O
(
jA−1
 
j−4pAO

j4p(A−
1
2
)
 1
2p
!2p
= O
 
i−A
iX
j=1
jA−2
!2p
= O
(
i−2p

und damit
E jSn;3jp = E
 1n
nX
i=1

i
n
A−1
B
2
i

p
=
 
n−A
nX
i=1
O
(
iA−3
!p
= O

n−p(A^2) (log n)p1(A=2)

;
also Sn;3 = OLp

n−(A^2) (log n)1(A=2)

.
Entwicklung des kubischen Terms T3;n. Mit Lemma 1.3 folgt
E
 1n
nX
i=1
"
nY
k=i+1

1− A
k

−

i
n
A# i
n
−1 C
6
X3i

p
= E
 1n
nX
i=1

i
n
A−1
O

1
i

X3i

p
=
 
n−A
nX
i=1
iA−
7
2O(1)

E
piXi3p 1p!p
= O

n−p(A^
5
2
) (log n)p1(A=
5
2
)

:
Also genu¨gt es, statt T3;n die Summe − 1n
Pn
i=1(
i
n
)A−1 C
6
X3i zu entwickeln. Im na¨chsten
Schritt zeigen wir, da in diesem Ausdruck
Xi =
i−1Y
k=1

1− A
k

X1 +
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj +
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
O
(jXj j2
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durch eXi := Pi−1j=1Qi−1k=j+1 (1− Ak  1jVj ersetzt werden kann. Mit der Ho¨lderschen Un-
gleichung folgt
E
X3i − eX3i p  E Xi − eXi2p 12 O(E jXij4p12 + Ej eXij4p 12 =: aibi = O(i−2p);
da mit der Minkowskischen Ungleichung und Lemma 1.3
ai 
0@E 
i−1Y
k=1

1− A
k

X1

2p
1A 12 +
0@E 
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
O
(jXj j2

2p
1A 12
= O
(
i−pA
 (
E jX1j2p
 1
2 +
 
i−A
i−1X
j=1
jA−2O

E
pjXj4p 12p!p
= O
(
i−pA

+O
(
i−p

= O
(
i−p

und bi = O(i−p) gezeigt werden kann. Also gilt
E
 1n
nX
i=1

i
n
A−1
C
6

X3i − eX3i 

p

 
n−A
nX
i=1
iA−1O
(
i−2
!p
= O

n−p(A^2) (logn)p1(A=2)

:
A¨hnlich ergibt sich, da eXi noch durch Xi := Pi−1j=1 ( ji A 1jVj ersetzt werden kann, da
aus
Ej eX3i −X3i jp  Ej eXi −Xij2p12 OEj eXij4p12 + (EjXij4p 12

0@E 
i−1X
j=1

j
i
A
O

1
j2

Vj

2p
1A 12 0@E 
i−1X
j=1

j
i
A
O

1
j

Vj

4p
1A12
= O

i−
3
2
pA

O

i−
1
2
pA

= O
(
i−2pA

die Beziehung
E
 1n
nX
i=1

i
n
A−1 C
6
 eX3i −X3i

p
=
 1n
nX
j=1

i
n
A−1
O
(
i−2A

p
= O
(
n−pA

folgt. Es genu¨gt damit, den folgenden Ausdruck zu entwickeln:
− 1
n
nX
i=1

i
n
A−1 C
6
 
1
i
i−1X
j=1

j
i
A−1
Vj
!3
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= −n−AC
6
nX
i=1
i−2A−1
i−1X
j=1
i−1X
k=1
i−1X
l=1
(jkl)A−1 VjVkVl
= −n−AC
6
n−1X
j=1
n−1X
k=1
n−1X
l=1
(jkl)A−1
 
nX
i=j_k_l+1
i−2A−1
!
VjVkVl
= − 1
n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1
C
12A
 
j _ k _ l
n
−2A
− 1
!
VjVkVl
− 1
n3
n−1X
j=1
n−1X
k=1
n−1X
l=1

jkl
n3
A−1 C
6

"
1
n
nX
i=j_k_l+1

i
n
−2A−1
− 1
2A
 
j _ k _ l
n
−2A
− 1
!#
VjVkVl :
Wie in der Diskussion des Termes Sn;2 zeigt man, da die zweite Dreifachsumme hinter
dem letzten Gleichheitszeichen von der Ordnung OLp
(
n−(A^2)

ist, also vernachla¨ssigt
werden kann.
Abscha¨tzung des Restterms T4;n. Mit Lemma 1.3 folgt
E jT4;njp = E
 1n
nX
i=1

i
n
A−1
i−
3+3
2 O
piXi3+3

p
= O
 
n−A
nX
i=1
iA−
5+3
2
!p
= O

n−p(A^
3+3
2
) (logn)p1(A=
3+3
2
)

:
Damit ist der erste Teil des Beweises von Satz 1.2 abgeschlossen. Die Behaup-
tung (1.2) ergibt sich daraus mittels der Markovschen Ungleichung. 
Beweis von Satz 1.1. Dieser Beweis verla¨uft a¨hnlich wie der von Satz 1.2. Die
Zerlegung von Xn+1 in umfat jetzt aber nur drei Terme T0;n, T1;n, T2;n und einen
Restterm T3;n mit
T3;n =
1
n
nX
i=1
nY
k=i+1

1− A
k

i
n
−1
O

jXij2+2

:
Bei der Entwicklung des Produktes im linearen Term T1;n mu der erste fu¨hrende Term
verwendet werden, d.h.
T1;n =
1
n
nX
j=1
nY
k=i+1

1− A
k

i
n
−1
Vi =
1
n
nX
i=1

i
n
A−1
Vi + n :

1.2 Darstellungen bei quasilinearen Regressionsfunktionen 27
Beweis von Korollar 1.1. Die Behauptung folgt aus Satz 1.1, falls
Dn :=
nX
j=1
vn(j; j)V
2
j = −
1
n
B2
2(A− 1)(2A− 1) + n
mit n = OLp

n−(A^
2+2
2 ) (logn) 1(A=
2+2
2 )

gezeigt werden kann. Unter Verwendung
von Lemma 1.2 folgt fu¨r A > 1
EjDn − EDnjp
= O(n−2p)
 
E

nX
j=1

j
n
A−2
(Vj − 2)

p
+ E

nX
j=1

j
n
2A−2
(Vj − 2)

p!
= O

n−p(A^
3
2) (log n)
p
2
1(A=32)

:
Schlielich gilt
EDn = −1
n
B2
2A
 
1
n
nX
j=1

j
n
A−2
− 1
n
nX
j=1

j
n
2A−2!
= −1
n
B2
2A

1
A− 1 +O
(
n−((A−1)^1)
− 1
2A− 1 +O

1
n

= −1
n
B2
2(A− 1)(2A− 1) +O
(
n−(A^2)

:

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1.3 Darstellungen bei sublinearen Regressions-
funktionen
Ist die zugrundeliegende Regressionsfunktion schwa¨cher als linear wachsend oder so-
gar beschra¨nkt, so ist fu¨r den damit zusammenha¨ngenden Robbins-Monro-Proze
(Xn) die Folge (
p
n(Xn − #)) i.a. nicht L1-beschra¨nkt. Unter schwachen Bedingun-
gen kann leicht gezeigt werden, da die Folge (Xn) selber L1-beschra¨nkt ist (Lem-
ma 1.5). Wird der Proze
p
n(Xn − #) jedoch nur auf Mengen Mn 2 A betrachtet,
auf denen jXi − #j <  fu¨r alle i ab einem von n abha¨ngigen Index gilt, so kann
die L1-Beschra¨nktheit der Folge (
p
n(Xn−#)1(Mn)) erzwungen werden (Lemma 1.6).
Unter gewissen weiteren Voraussetzungen konvergiert das P -Ma dieser Mengen Mn
schnell gegen 1 (Lemma 1.7). Fu¨r die in den Darstellungssa¨tzen 1.3 und 1.4 auf-
tretenden Restterme n ko¨nnen damit Konvergenzraten bezu¨glich der stochastischen
Konvergenz gezeigt werden.
Satz 1.3. Seien 2 2 (0; 1], aA > 1, γ > a2A2=(2(aA− 1=2)(aA − 1)) und
p >
1
2(aA− 1)− a2A2
(aA−1
2
)γ
_ 1
2
:(1.5)
Unter Voraussetzung 1.1 fu¨r m = 2p(1 + 2), (R2+2) in Voraussetzung 1.2, Vorausset-
zung 1.4 und
8
>0
P

sup
in
jXi − #j  

= O(n−γ)(1.6)
gilt
Xn+1 − # = Ln +Qn + n
mit
9
">0
8
"0>0
P (jpnnj  "0n−12−") = o

1p
n

und Multilinearformen Ln und Qn wie in Abschnitt 1.1 deniert.
Bemerkung 1.4. Unter den Voraussetzungen von Lemma 1.7, welches insbesondere
beschra¨nkte Zufallsvariablen Vn fordert, ist die Annahme (1.6) fu¨r alle γ > 0 erfu¨llt.
Die Bedingung (1.5) reduziert sich dann zu p > 1
2(aA−1) _ 12 wie in Satz 1.1.
Korollar 1.2. Unter den Voraussetzungen von Satz 1.3 gilt dieselbe Darstellung wie
in Korollar 1.1, wobei aber die Folge (n) der Restterme hier nur P (jpnnj 
"0n−1=2−") = o(n−1=2) fu¨r ein geeignetes " > 0 erfu¨llt ("0 > 0 beliebig).
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Satz 1.4. Seien 3 2 (0; 1], aA > 3=2, γ > 2a2A2=((aA− 1=2)(aA − 3=2)) und
p >
1(
aA− 3
2
− 2a2A2
(aA−12)γ
_ 2
3
:(1.7)
Unter Voraussetzung 1.1 fu¨r m = 2p(2 + 3), (R3+3) in Voraussetzung 1.2, Vorausset-
zung 1.4 und
8
>0
P

sup
in
jXi − #j  

= O(n−γ )(1.8)
gilt
Xn+1 − # = Ln +Qn +Kn + n
mit
9
">0
8
"0>0
P (jpnnj  "0n−1−") = o

1
n

und Multilinearformen Ln, Qn und Kn wie in Abschnitt 1.1 deniert.
Bemerkung 1.5. Ist die Zufallsvariable V beschra¨nkt, so kann nach Lemma 1.7 fu¨r
die in (1.8) genannte Wahrscheinlichkeit ein schnelles Abklingen gezeigt werden. In
diesem Fall reduziert sich die Bedingung (1.7) zu p > 1
aA−3
2
_ 2
3
wie in Satz 1.2.
Lemma 1.5. Seien p  1, # 2 R , a > 0, f 2 M(R ; R ), Vn 2 M(Ω; R ) (n 2 N ),
X1 2M(Ω; R ), EjX1jp <1,
9
K2<1
8
x2R
0  sign(x− #)  f(x)  K2jx− #j ;
9
">0
E
 1n
nX
i=1
Vi

p
= O(n−"):(1.9)
Dann gilt fu¨r die durch Xn+1 = Xn − an(f(Xn)− Vn) erzeugte Folge (Xn)
EjXn − #jp = O(1) :
Beweis. Ohne Beschra¨nkung der Allgemeinheit seien a = 1 und # = 0. Fu¨r die durch
An :=
(
f(Xn)=Xn ; falls Xn 6= 0
0 ; falls Xn = 0
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denierten Zufallsvariablen gilt 0  An  K2 auf ganz Ω. Mittels vollsta¨ndiger Induk-
tion und partieller Summation erhalten wir
Xn+1 =
nY
k=1

1− Ak
k

X1 +
1
n + 1
nX
i=1
Vi
−
nX
i=1
nY
k=i+2

1− Ak
k

1
i+ 1
− 1
i
+
1(i < n)
i(i+ 1)
Ai+1
 iX
j=1
Vj :
Wegen
 nQ
k=i
(
1− Ak
k
 =
bK2cQk=i (1− Akk 
  nQk=bK2c+1 (1− Akk   c <1 auf ganz Ω und
fu¨r alle i und n mit 1  i  n, folgt
(E jXn+1jp)
1
p  c (E jX1jp)
1
p +
 
E
 1n
nX
i=1
Vi

p! 1p
+
nX
i=1
O
(
i−1
 
E
1i
iX
j=1
Vj

p!1p
= O(1)
wegen (1.9). 
Lemma 1.6. Seien p  1,  > 0, # 2 R , a > 0, f 2 M(R ; R ), Vn 2 M(Ω; R )
(n 2 N ), X1 2M(Ω; R ),
9
1
2a
<K1<K2<1
8
jx−#j
K1jx− #j  sign(x− #)  f(x)  K2jx− #j ;(1.10)
E
 1pn
nX
i=1
Vi

p
= O(1)
und Xn+1 = Xn− an (f (Xn)− Vn), n 2 N , erfu¨llt. Fu¨r l(n) := bnc mit  := 1− 12aK1 2
(0; 1) seien die mebaren Mengen Mn :=

! 2 Ω : supil(n) jXi(!)− #j  
}
deniert.
Dann gilt
En := sup
mn
E
pm(Xm − #) 1Mnp = O(1):
Bemerkung 1.6. Unter der Bedingung (R1+1) in Voraussetzung 1.2 und, falls aA >
1, ndet man immer ein K1(>
1
2a
) und ein K2 mit 1 < aK1 < aA < aK2 und ein  > 0
so, da Bedingung (1.10) erfu¨llt ist. In diesem Fall gilt  2 (1=2; (aA− 1=2)=(aA)).
Beweis. Ohne Beschra¨nkung der Allgemeinheit ko¨nnen wir a = 1, # = 0 und  = 1
annehmen. Die Zufallsvariablen An seien deniert durch
An :=
(
f(Xn)=Xn; falls Xn 6= 0
(K1 +K2)=2; falls Xn = 0:
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Damit kann gezeigt werden, da
Xm+1 = Xm − 1
m
f(Xm) +
1
m
Vm =

1− 1
m
Am

Xm +
1
m
Vm
=
mY
i=l(n)

1− Ai
i

Xl(n) +
1
m+ 1
mX
i=l(n)
Vi
−
mX
i=l(n)
mY
k=i+2

1− Ak
k

1
i+ 1
− 1
i
+
1(i < m)
i(i+ 1)
Ai+1
 iX
j=l(n)
Vj
fu¨r alle m  l(n). Da auf Mn 2 A die Relationen K1  Ai  K2 und jXij  1 fu¨r alle
i  l(n) gelten, folgt fu¨r m  n ( l(n))
(E jXm 1Mn jp)
1
p
 O

l(n)
m
K1 (
E
Xl(n) 1Mnp 1p +
0@E
 1m+ 1
mX
i=l(n)
Vi 1Mn

p1A 1p
+
mX
i=l(n)
O

i
m
K1
i−2
0@E

iX
j=l(n)
Vj 1Mn

p1A 1p
 O

n
m
K1
+
0@E
 1m+ 1
mX
i=l(n)
Vi

p1A
1
p
+
mX
i=l(n)
O

i
m
K1
i−2
0@E

iX
j=l(n)
Vj

p1A 1p
= O
 
nK1−
1
2
mK1
!
+O

m−
1
2

+O
0@m−K1 mX
i=l(n)
iK1−
3
2
1A
= O

1p
m
 n
m
K1−12
+O

m−
1
2

= O

m−
1
2

:
Dies beweist die Behauptung des Lemmas. 
Falls die Folge (Vn) der Beobachtungsfehler stochastisch beschra¨nkt ist, lassen sich
fu¨r den mit einer sub- oder quasilinearen Regressionsfunktion entstandenen Robbins-
Monro-Proze Konvergenzraten erzielen, die besser sind als jede Potenz von 1
n
. Das
folgende Lemma ist eine Folgerung aus einem von Revesz [23] stammenden Resultat.
Lemma 1.7. Es seien a > 0, " > 0 und # 2 R . Fu¨r die Zufallsvariablen Vn 2
M(Ω; R ) gelte EV1 = 0 und E(Vn j V1; : : : ; Vn−1) = 0 f.s. (n  2); ferner gebe es ein
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K > 0 so, da P (jVnj  K) = 1 fu¨r alle n 2 N . Die Regressionsfunktion f 2M(R ; R )
erfu¨lle
9
K1;K2>0
8
x2R
jf(x)j  K1jx− #j+K2 ;
9
>0
8
jx−#j "
2
  sign(x− #)  f(x) :
Dann gibt es fu¨r den durch ein X1 2 R und Xn+1 = Xn − an(f(Xn) − Vn); n 2 N ,
denierten stochastischen Proze (Xn) zwei Konstanten C1, C2 > 0 mit
P

sup
in+1
jXi − #j  "

 C1 exp
(−C2n=K :
Beweis. Ohne Beschra¨nkung der Allgemeinheit sei # = 0. Ferner seien K  
und m := dK=e − 1. Nach [23] gibt es eine Konstante C > 0 mit P (jXij  ") 
exp(−Ci(a)=(aK)) fu¨r alle i 2 N . Man wa¨hle ein n0 mit Cn=K0  1. Dann gilt fu¨r alle
n  n0
P

sup
in+1
jXij  "


1X
i=n+1
P (jXij  ") 
1X
i=n+1
exp(−Cn=K) 
1Z
n
exp(−Ct=K) dt
 K
C
1Z
Cn=K
e−yym dy = O(n) exp
(−Cn=K :
Hieraus kann man auf die Behauptung des Lemmas schlieen. Ist K < , so ist
P (jXij > ") = 0 fu¨r i hinreichend gro [23]. 
Lemma 1.8. Es seien γ; ;  > 0, p  1,  2 (0; 1), l(n) := bnc und Xn 2M(Ω; R )
(n 2 N ). Falls  2 [0; p+1
p
γ), A >  und
E jXnjp = O(1) ;(1.11)
E
pnXn 1
 
sup
il(n)
jXij  
!
p
= O(1) ;(1.12)
P

sup
in
jXij  

= O
(
n−γ

;(1.13)
dann gilt
8
<1
P
 
1p
n
nX
i=1

i
n
A−1
i− jXij  n−
!
= o
(
n−

;
wobei 1 =
p
p+1

(A−1
2
)γ
p
p+1
(A− )+γ ^
(
 + −1
2

:
1.3 Darstellungen bei sublinearen Regressionsfunktionen 33
Bemerkung 1.7. Hinreichende Bedingungen fu¨r (1.11), (1.12), (1.13) ndet man in
den Lemmata 1.5, 1.6 bzw. 1.7. Konvergiert P
(
supil(n) jXij  

schneller gegen Null
als jede Potenz von 1
n
, wie z.B. in der Behauptung von Lemma 1.7, so ist
1 =
p
p+ 1

A− 1
2

^

 +
− 1
2

:
Beweis. Ohne Beschra¨nkung der Allgemeinheit sei  = 1. Unter den Voraussetzungen
(1.11) - (1.13) gilt mit k(n) := bnc und einem noch zu bestimmenden  2 [0; 1]
P
 
n−A
nX
i=1
iA−1− jXij  n−−12
!
 P
0@n−A k(n)X
i=1
iA−1− jXij  n−−12
1A
+ P
0@n−A nX
i=k(n)
iA−1−−

2 jpiXij  n−−12 ; sup
il(k(n))
jXij  1
1A
+ P
 
sup
il(k(n))
jXij  1
!
= O

np(+
1
2
−A)

E

k(n)X
i=1
iA−1− jXij

p
+O

np(+
1
2
−A)

E

nX
i=k(n)
iA−1−−

2 j
p
iXij 1
 
sup
il(k(n))
jXij  1
!
p
+O
(
l(k(n))−γ

= O

np(+
1
2
−A)
8<:
0@k(n)X
i=1
iA−1−
1Ap +
0@ nX
i=k(n)
iA−1−−

2
1Ap9=;+O(n−γ
= O

np(+
1
2
−A)
n
np(A− ) + np(A−−

2
) (logn)p1(A=+

2
) 1

A   + 
2

+np(A−−

2
) 1

 < A <  +

2
o
+O
(
n−γ

=: "n :
Wir betrachten zuna¨chst den Fall A 2 (;  + 
2
). Damit "n = o(n−), mu p( +
1
2
− A+ (A−  )) < −, d.h.  < p
p+1
(A− (A−  )− 1
2
), und  < γ gelten. Das
optimale  ist dann
1 =
p
p + 1
A− 1
2
p
p+1
(A−  ) + γ :
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Wegen A >  und  − 1
2
< p+1
p
γ ist 1 2 (0; 1). Es gilt also "n = o(n−) fu¨r alle 
mit
 <
p
p + 1
(A− 1
2
)γ
p
p+1
(A−  ) + γ :(1.14)
Um " = o(n−) im Fall A   + 
2
zu erreichen, mu p( + 1
2
− A+ (A−  )) < −
und p(+ 1
2
−A+ (A−  − 
2
)) < − und  < γ gelten. Das optimale  ist wieder
1. Es gilt also "n = o(n−) fu¨r alle
 < 1 =
p
p + 1
 
(A− 1
2
)γ
p
p+1
(A−  ) + γ ^

 +
− 1
2
!
:(1.15)
Oensichtlich impliziert (1.15) die Relation (1.14). 
Beweis von Satz 1.4. Wir fu¨hren nur diejenigen Schritte aus, die sich vom Beweis
zu Satz 1.2 unterscheiden.
Entwicklung des quadratischen Terms T2;n. Eine Anwendung von Lemma 1.8 mit
 = 1 und  = 2 zeigt, da T2;n durch den Term − 1n
Pn
i=1
(
i
n
A−1 B
2
X2i ersetzt werden
darf. Jetzt zeigen wir, da in diesem Term anstelle von Xi der Ausdruck
eXi := i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
Vj −
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
B
2
X2j
verwendet werden kann. MitX2i − eX2i  = Xi − eXi  Xi + eXi

 
i−1Y
k=1

1− A
k

X1 +
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
O

jXj j2+2
!

 
2 jXij+

i−1Y
k=1

1− A
k

X1 +
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j
O

jXj j2+2

!
 O(1)
8<:i−A jX1j jXij+ i−2A jX1j2 +
 
i−1X
j=1

j
i
A 1
j
O

jXj j2+2
!2
+ jXij 
i−1X
j=1

j
i
A 1
j
O

jXjj2+2
)
erha¨lt man
P
  1pn
nX
i=1

i
n
A−1
B
2
X2i − eX2i 
  n−
!
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 P
  1pn
nX
i=1

i
n
A−1
O
(
i−A
 jX1j jXij
  n−4
!
+ P
  1pn
nX
i=1

i
n
A−1
O
(
i−2A
 jX1j2
  n−4
!
+ P
0@ 1pn
nX
i=1

i
n
A−1 i−1X
j=1

j
i
A
1
j
O

jXjj2+2
!2  n
−
4
1A
+ P
  1pn
nX
i=1

i
n
A−1
jXij
 
i−1X
j=1

j
i
A
1
j
O

jXj j2+2
!  n−4
!
=:
4X
i=1
pi;n :
Wegen A > 1 kann O(i−A) in p1;n durch O(i−1) ersetzt werden. Eine Anwendung von
Lemma 1.8 mit  = 1 und  = 2 zeigt, da p1;n = o(n−) fu¨r alle  mit
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
(A− 1) + γ ^
3
2
!
:(1.16)
Der Nachweis der Gu¨ltigkeit der Voraussetzung (1.11) und (1.12) mit X1Xn anstelle
von Xn kann mit der Schwarzschen Ungleichung durchgefu¨hrt werden.
Desweiteren gilt
p2;n = O

np(+
1
2
−A)
 nX
i=1
i−1−2A
(
E jX1j2p
 1
p
!p
= o
(
n−

fu¨r alle  mit
 <
p
p+ 1

A− 1
2

:(1.17)
Wir verwenden wieder Mn =

supil(n) jXij  1

. Mit den Lemmata 1.5 und 1.6
(fu¨r ein  2 (0; 1− 1
2A
)) erha¨lt man
p3;n  P
0@ 1pn
nX
i=1

i
n
A−10@k(n)X
j=1

j
i
A
1
j
O

jXj j2+2
1A2  n
−
8
1A
+ P
0@ 1pn
nX
i=k(n)

i
n
A−10@ iX
j=k(n)

j
i
A 1
j
O

jXj j2+2
1A2  n
−
8
; Mk(n)
1A
+ P
 
sup
il(k(n))
jXij  1
!
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= O

np(+
1
2
−A)
8<:
0@ nX
i=1
i−A−1
0@k(n)X
j=1
jA−1

E jXj j(2+2)2p
 1
2p
1A21Ap
+
0@ nX
i=k(n)
i−A−1
0@ iX
j=k(n)
jA−1

E jXj j(2+2)2p 1Mk(n)
 1
2p
1A21Ap9=;
+O(n−γ)
= O

np(+
1
2
−A)
8<:
0@ nX
i=1
i−A−1
0@k(n)X
j=1
jA−1
1A21Ap
+
0@ nX
i=k(n)
i−A−1
0@ iX
j=k(n)
jA−2−
2
2
1A21Ap9=; +O(n−γ)
= O

np(+
1
2
−A)

n2pA + np(A−2−2)
}
+O
(
n−γ

:
Wa¨hlen wir  = p
p+1
A−1
2
p
p+1
2A+γ
(2 (0; 1)), so erhalten wir p3;n = o(n−) fu¨r alle  mit
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
2A+ γ
^

3
2
+ 2
!
:(1.18)
Ganz a¨hnlich diskutieren wir das asymptotische Verhalten von p4;n:
p4;n
 P
0@ 1pn
k(n)X
i=1

i
n
A−1
jXij
0@k(n)X
j=1

j
i
A 1
j
O

jXj j2+2
1A  n
−
12
1A
+ P
0@ 1pn
nX
i=k(n)

i
n
A−1
jXij
0@k(n)X
j=1

j
i
A 1
j
O

jXj j2+2
1A  n
−
12
; Mk(n)
1A
+ P
0@ 1pn
nX
i=k(n)

i
n
A−1
jXij
0@ iX
j=k(n)

j
i
A 1
j
O

jXj j2+2
1A  n
−
12
; Mk(n)
1A
+ 2P
 
sup
il(k(n))
jXij  1
!
;
und unter Verwendung der Ho¨lderschen Ungleichung mit q = 3 + 2 und q0 = 3+22+2
= O

np(+
1
2
−A)

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
8<:
0@k(n)X
i=1
i−1

E jXijp(3+2)
 1
p(3+2)
0@k(n)X
j=1
jA−1

E jXjjp(3+2)
 2+2
p(3+2)
1A1Ap
+
0@ nX
i=k(n)
i−1

E
Xi 1Mk(n)p(3+2) 1p(3+2)

0@k(n)X
j=1
jA−1

E jXj jp(3+2)
 2+2
p(3+2)
1A1Ap
+
0@ nX
i=k(n)
i−1

E
Xi 1Mk(n)p(3+2) 1p(3+2)

0@ iX
j=k(n)
jA−1

E
Xj 1Mk(n)p(3+2) 2+2p(3+2)
1A1Ap9=; +O(n−γ)
= O

np(+
1
2
−A)
8<:
0@k(n)X
i=1
i−1
1Ap0@k(n)X
j=1
jA−1
1Ap +
0@ nX
i=k(n)
i−
3
2
1Ap0@k(n)X
j=1
jA−1
1Ap
+
0@ nX
i=k(n)
i−
3
2
iX
j=k(n)
jA−2−
2
2
1Ap9=; +O(n−γ)
= O

np(+
1
2
−A)
8<:(log(n))p npA + n−p2npA +
0@ nX
i=k(n)
i−
3
2
+A−1− 2
2
1Ap9=;
+O(n−γ)
= O

np(+
1
2
−A)

(logn)p npA + np(A−
3+2
2
) 1

A >
3 + 2
2

+O(n−γ) :
Mit  = p
p+1
(A−1
2
)
p
p+1
A+γ
folgt dann p4;n = o(n−) fu¨r alle  mit
 <
p
p+ 1
 
(A− 1
2
)γ
p
p+1
A+ γ
^

1 +
2
2
!
:(1.19)
Die Relation
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
2A+ γ
^

1 +
2
2
!
(1.20)
impliziert (1.16) { (1.19). Also gilt
P4
i=1 pi;n = o(n
−) fu¨r alle  mit (1.20).
1.3 Darstellungen bei sublinearen Regressionsfunktionen 38
Jetzt zeigen wir, da in der Denition von eXi der Term Xj durch
X j :=
j−1X
l=1
j−1Y
k=l+1

1− A
k

1
l
Vl
ersetzt werden darf. Dazu scha¨tzen wir folgende Dierenz ab: 1pn
nX
i=1

i
n
A−1 B
2
8<:
"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j

Vj − B
2
X2j
#2
−
"
i−1X
j=1
i−1Y
k=j+1

1− A
k

1
j

Vj − B
2
X
2
j
#29=;

=
1p
n
nX
i=1

i
n
A−1 B
2

i−1X
j=1
O

j
i
A 1
j
X2j −X2j 



i−1X
j=1
O

j
i
A 1
j

Vj +X
2
j +X
2
j
 ;
und wegen
X2j −X2j  = O(j−A jX1j+Pj−1l=1 O ljA 1l jXlj1+1(jXj j+ Xj wei-
ter mit
= O

n
1
2
−A
 nX
i=1
i−A−1
(
i−1X
j=1
j−1
"
jX1j+
j−1X
l=1
lA−1 jXlj1+1
#
 jXj j+ X j)


i−1X
j=1
jA−1

Vj +X
2
j +X
2
j
 :
In diesem Ausdruck diskutieren wir nur die beiden entscheidenden Terme:
R1;n := O

n
1
2
−A
 nX
i=1
i−A−1
(
i−1X
j=1
j−1
j−1X
l=1
lA−1 jXlj1+1 jXj j
)(
i−1X
j=1
jA−1X2j
)
;
R2;n := O

n
1
2
−A
 nX
i=1
i−A−1
(
i−1X
j=1
j−1
j−1X
l=1
lA−1 jXlj1+1 jXj j
)(
i−1X
j=1
jA−1Vj
)
:
Es gilt
P
(jR1;nj  n−  P R1;n 1Mk(n)  n−+ P
 
sup
il(k(n))
jXij  1
!
 npE
R1;n 1Mk(n)p +O(n−γ
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= O

np(+
1
2
−A)
 nX
i=1
i−A−1
i−1X
j=1
j−1
j−1X
l=1
lA−1
i−1X
k=1
kA−1


E

jXlj1+1 jXjj jXkj2 1Mk(n)
p 1pp
+O
(
n−γ

:
Fu¨r q = 4+1
1+1
, q0 = 4 + 1 und q00 = 2 + 12 gilt
1
q
+ 1
q0 +
1
q00 = 1. Setzen wir x;n :=
E
X 1Mk(n)p(4+1) 1p(4+1) ; so ko¨nnen wir aufgrund der Ho¨lderschen Ungleichung
fortfahren mit
= O

np(+
1
2
−A)
 nX
i=1
i−A−1
iX
j=1
j−1
jX
l=1
lA−1
iX
k=1
kA−1x1+1l;n xj;nx
2
k;n
!p
+O
(
n−γ

:
Nach Lemma 1.5 gilt supfx;n : ; n 2 N g <1. Lemma 1.6 sichert die Existenz einer
Konstanten C mit x;n  C−1=2 fu¨r alle ; n 2 N mit  > k(n). Damit setzen wir
obige Abscha¨tzung fort mit
= O

np(+
1
2
−A)
0@ nX
i=1
i−A−1
0@ iX
j=1
j−1xj;n
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(
n−γ

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3
2nA + jA−
4+1
2
!
 (nA + iA−1!p +O(n−γ
= O

np(+
1
2
−A)
 nX
i=1
i−A−1

nA log n+ iA−
2+1
2
 (
nA + iA−1
!p
+O
(
n−γ

= O

np(+
1
2
−A)

n2A logn + nA−
4+1
2 1

A >
4 + 1
2

+O
(
n−γ

:
Also ist P (jR1;nj  n−) = o(n−) fu¨r alle  mit  < pp+1
((
(1− 2)A− 1
2
 ^ 3+1
2
 ^
γ, d.h. fu¨r alle  mit
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
2A+ γ
^ 3 + 1
2
!
:(1.21)
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Jetzt betrachten wir
P
(jR2;nj  n−
= O

np(+
1
2
−A)
 nX
i=1
i−A−1
i−1X
j=1
j−1
j−1X
l=1
lA−1

 
E
 
jXlj1+1 jXj j

i−1X
k=1
kA−1Vk
 1Mk(n)
!p! 1p !p
+O(n−γ) :
Fu¨r q = 3+1
1+1
und q0 = q00 = 3+1 gilt 1q+
1
q0+
1
q00 = 1. Mit der Ho¨lderschen Ungleichung,
x;n := (EjX 1Mk(n)jp(3+1))
1
p(3+1) und (EjPik=1 kA−1Vkjp(3+1)) 1p(3+1) = O(iA−12 ) ergibt
sich fu¨r die rechte Seite der obigen Gleichung
O

np(+
1
2
−A)
 nX
i=1
i−
3
2
i−1X
j=1
j−1
j−1X
l=1
lA−1x1+1l;n xj;n
!p
+O
(
n−γ

:
Fahren wir fort wie in der Abscha¨tzung von R1;n, so erhalten wir P (jR2;nj  n−) =
o(n−) fu¨r alle , die (1.21) erfu¨llen.
Entwicklung des kubischen Terms T3;n. Unter Beachtung von Lemma 1.1 zeigt eine
Anwendung von Lemma 1.8 mit  = 1 und  = 3 zeigt, da
P
  1pn
nX
i=1

nY
k=i+1

1− A
k

−

i
n
A

i
n
−1 C
6
X3i
  n−
!
= P
  1pn
nX
i=1
O

i
n
A−1
i−1X3i
  n−
!
= o
(
n−

fu¨r alle  mit
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
(A− 1) + γ ^ 2
!
:
Deshalb genu¨gt es, statt T3;n den Ausdruck − 1n
Pn
i=1
(
i
n
A−1 C
6
X3i zu entwickeln. In
diesem Ausdruck darf Xi wieder durch eXi := 1i Pi−1j=1Qi−1k=j+1(1 − Ak ) ( ji −1 Vj ersetzt
werden:
P
  1pn
nX
i=1

i
n
A−1 C
6
X3i − eX3i 
  n−
!
 P
  1pn
nX
i=1

i
n
A−1
C
6
Xi − eXi X2i + eX2i 
  n−
!
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 P
  1pn
nX
i=1

i
n
A−1 C
6
 
i−1Y
k=1

1− A
k

X1
!
X2i
  n−4
!
+ P
  1pn
nX
i=1

i
n
A−1
C
6
 
i−1Y
k=1

1− A
k

X1
! eX2i
  n−4
!
+ P
  1pn
nX
i=1

i
n
A−1 C
6
 
i−1X
j=1

j
i
A 1
j
O

jXj j1+1

X2i
!  n−4
!
+ P
  1pn
nX
i=1

i
n
A−1 C
6
 
i−1X
j=1

j
i
A 1
j
O

jXj j1+1
 eX2i
!  n−4
!
=:
4X
i=1
pi;n :
Mit Lemma 1.8 ( = 1;  = 2) kann gezeigt werden, da p1;n = o(n−) fu¨r alle  mit
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
(A− 1) + γ ^
3
2
!
:
Dazu verwenden wir u.a.
E
X1X2n 1
 
sup
il(k(n))
jXij  
!
p
 (E jX1j3p 13p
0@E Xn 1
 
sup
il(k(n))
jXij  
!
3p
1A 23p :
Mittels der Markov-Ungleichung folgt p2;n = o(n−) fu¨r alle  mit
 <
p
p + 1

A− 1
2

^ 3
2

:
Den Term p3;n behandeln wir a¨hnlich wie oben:
p3;n = O(n
p(+1
2
−A))
(
nX
i=1
1
i
iX
j=1
jA−1

E

jXj j1+1 X2i 1Mk(n)
p 1p)p
+O
(
n−γ

und mit x;n :=

E
X 1Mk(n)p(3+1) 1p(3+1)
= O

np(+
1
2
−A)
 nX
i=1
i−1
 
iX
j=1
jA−1x1+1j;n
!
x2i;n
!p
+O
(
n−γ

= O

np(+
1
2
−A)
0@k(n)X
i=1
i−1
0@k(n)X
j=1
jA−1 +
iX
j=k(n)
jA−
3+1
2
1A
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+
nX
i=k(n)
i−2
0@k(n)X
j=1
jA−1 +
iX
j=k(n)
jA−
3+1
2
1A1Ap +O(n−γ
= O

np(+
1
2
−A)

npA logn+ np(A−
3+1
2
) 1

A >
3 + 1
2

+O
(
n−γ

= o
(
n−

fu¨r alle  mit  < p
p+1

(A−1
2
)γ
p
p+1
A+γ
^ 2+1
2

: Fu¨r den Term p4;n gilt dasselbe Resultat.
Damit erhalten wir P (jT3;nj  n−) = o(n−) fu¨r alle  mit
 <
p
p+ 1
 
(A− 1
2
)γ
p
p+1
(A− 1) + γ ^
2 + 1
2
!
:(1.22)
Abscha¨tzung des Restterms T4;n. Mit  = 0 und  = 3 + 3 zeigt Lemma 1.8, da
P (jT4;nj  n−) = o(n−) fu¨r alle  mit
 <
p
p + 1
 
(A− 1
2
)γ
p
p+1
A+ γ
^ 2 + 3
2
!
:(1.23)
Zusammenfassung. Fu¨r 1 := 2 := 3 impliziert
 <
p
p + 1
 (
A− 1
2

γ
p
p+1
2A+ γ
^

1 +
3
2
!
(1.24)
die Relationen (1.20), (1.21), (1.22) und (1.23) mit einem beliebigen  2 (0; 1− 1
2A

.
Bildet man das Supremum der rechten Seite in (1.24) bezu¨glich der Variablen , wird
man schlielich auf P (jpnnj  n−) = o(n−) fu¨r alle
 <
p
p + 1
 (
A− 1
2
2
γ
2p
p+1
A2 + (A− 1
2
)γ
^

1 +
3
2
!
(1.25)
gefu¨hrt. Um zu zeigen, da es ein " > 0 mit P (jpnnj  n−1−") = o
(
1
n

gibt, genu¨gt
es, da (1.25) fu¨r  = 1 erfu¨llt ist. Wegen γ > 2A2=(A − 1=2)(A − 3=2)) ist dies der
Fall, falls (1.7) erfu¨llt ist. Damit ist Satz 1.4 bewiesen. 
Ein Beweis von Satz 1.3 kann a¨hnlich wie der letzte Beweis gefu¨hrt werden. 
Kapitel 2
Asymptotische Entwicklung von
Momenten und Kumulanten
2.1 Momente des Robbins-Monro-Prozesses
Zur Formulierung von Edgeworth-Entwicklungen des Robbins-Monro-Prozesses wer-
den asymptotische Entwicklungen der Momente und Kumulanten der in Kapitel 1
hergeleiteten Darstellungen von (
p
n(Xn+1 − #)) beno¨tigt.
Ist die zugrundeliegende Regressionsfunktion f quasilinear, so stimmen die asym-
ptotischen Entwicklungen der Momente von (
p
n(Xn+1 − #)) und der Momente der
zu (
p
n(Xn+1 − #)) geho¨rigen nichtrekursiven Darstellung aus Abschnitt 1.2 bis auf
Restterme u¨berein. Bei sublinearen Regressionsfunktionen brauchen die Momente des
dazugeho¨rigen Robbins-Monro-Prozesses (
p
n(Xn+1−#)) nicht zu existieren. Im Hin-
blick auf asymptotische Entwicklungen der Verteilungsfunktion wird dies aber ohne
Bedeutung sein. Eine Erkla¨rung hierfu¨r liefert die in Abschnitt 4.1 verwendete Delta-
Methode.
Voraussetzung 2.1. Es gelten Voraussetzung 1.1 fu¨r ein m  2, Voraussetzung 1.2,
und, falls m  3 oder m  4, 3 := EV 3 bzw. 4 := EV 4. Ferner seien
9
K>0
8
x2R
0  sign(x− #)  f(x)  Kjx− #j ;(R0)
Ejpn(Xn − #)jm = O(1)(Mm)
erfu¨llt.
Bemerkung 2.1. Bedingung (Mm) ist nach Lemma 1.3 erfu¨llt, falls anstelle von (R0)
die scha¨rfere Eigenschaft der Quasilinearita¨t von f (Voraussetzung 1.3) und K1 >
1=(2a) vorausgesetzt werden.
Die Behauptungen (2.2), (2.4) und (2.6) im folgenden Satz wurden schon von
Schmetterer [26], S. 597, angegeben.
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Satz 2.1. Es sei  > 0. Unter Voraussetzung 2.1 gelten die folgenden Implikationen:
(aA > 1); (M2+); (R2+2) =) E(Xn+1 − #) =
1
n
M1 +O(n
−1−") ;(2.1)
(aA > 1
2
); (M2+); (R1+1) =) E(Xn+1 − #)2 =
1
n
M2 +O(n
−1−") ;(2.2)
(aA > 1); (M4+); (R2+2) =) E(Xn+1 − #)3 =
1
n2
M3 +O(n
−2−") ;(2.3)
(aA > 1
2
); (M4+); (R1+1) =) E(Xn+1 − #)4 =
1
n2
M4 +O(n
−2−") ;(2.4)
(aA > 1); (M6+); (R2+2) =) E(Xn+1 − #)5 =
1
n3
M5 +O(n
−3−") ;(2.5)
(aA > 1
2
); (M6+); (R1+1) =) E(Xn+1 − #)6 =
1
n3
M6 +O(n
−3−") ;(2.6)
(aA > 3+3
2
); (M3+); (R3+3)=) E(Xn+1 − #) =
1
n
M1 +O(n
−3+3
2 ) ;(2.7)
(aA > 1); (M4+); (R3+3) =) E(Xn+1 − #)2 =
1
n
M2;1 +
1
n2
M2;2(2.8)
+O(n−2−") ;
(aA > 3+3
2
); (M5+); (R3+3)=) E(Xn+1 − #)3 =
1
n2
M3 +O(n
−5+3
2 ) ;(2.9)
(aA > 1); (M6+); (R3+3) =) E(Xn+1 − #)4 =
1
n2
M4;1 +
1
n3
M4;2(2.10)
+O(n−3−") ;
wobei jeweils " > 0. Fu¨r a = 1 ergibt sich hierbei
M1 = − B
2
2(A− 1)(2A − 1) ;
M2;1 = M2 =
2
2A− 1 ;
M2;2 =
2(A− 1)
2(2A− 1) +
34(5A− 4)B2
4(A− 1)2(2A− 1)2(3A− 2) −
3B
2(A− 1)(3A − 2)
− 
4C
2(A− 1)(2A− 1)2 ;
M3 =
3
3A− 2 −
34(5A− 4)B
2(A− 1)(2A− 1)2(3A− 2) ;
M4;1 = M4 =
34
(2A− 1)2 ;
M4;2 =
36(100A2 − 169A + 72)B2
2(A− 1)2(2A− 1)3(3A− 2)(4A − 3) −
23(32A− 27)B
(A− 1)(2A− 1)(3A − 2)(4A − 3)
− 3
4(7A− 4)
(2A− 1)2(4A− 3) −
6(16A− 13)C
(A− 1)(2A− 1)3(4A− 3) +
4
4A− 3 ;
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M5 = − 15
6(7A− 6)B
2(A− 1)(2A − 1)3(3A− 2) +
1023
(2A− 1)(3A − 2) ;
M6 = 15
6
(2A− 1)3 :
Zur Bestimmung einer asymptotischen Entwicklung der Momente von (Xn+1) wird
die Rekursion fu¨r die Zufallsvariablen (Xn) in eine Rekursion fu¨r die Momente u¨ber-
gefu¨hrt. Der erste Teil des folgenden Lemmas ist eine Verscha¨rfung des Lemmas von
Chung [8] (mit einer Korrektur durch Fabian in [12]).
Lemma 2.1. (a) Seien a > 0, b 2 R ,  2 (0; 1],  2 (0; a + 1− ) und n = O(n−).
Dann gilt fu¨r die durch r1 2 R und
rn+1 =

1− a
n

rn + n
−(b+ n); n 2 N ;
denierte Rekursion
rn+1 = n
−(−1) b
a−  + 1 +O
(
n−(−1)−

:
(b) Seien a > 0, b; c 2 R ,  > 0,  2 (0; a) und n = O
(
n−−1

. Dann gibt es fu¨r die
durch r1 2 R und
rn+1 =

1− a
n

rn + n
−

b+
c
n
+ n

; n 2 N ;
denierte Rekursion ein " > 0 mit
rn+1 = n
−(−1) b
a−  + 1 + n
− 1
a− 

b
2 − (2a+ 1) + 2a
2(a−  + 1) + c

+O
(
n−−"

:
Beweis. (a) Mit vollsta¨ndiger Induktion und Lemma 1.1 zeigt man
rn+1 =
nY
i=1

1− a
i

r1 +
nX
j=1
nY
k=i+1

1− a
k

i−(b+ i)
= O
(
n−a

+ n−(−1)
1
n
nX
i=1

i
n
a (
1 +O
(
i−1
 i
n
−
b
(
1 +O
(
i−

= O
(
n−a

+ n−(−1)
1
n
nX
i=1

i
n
a−
b+ n−a
nX
i=1
O
(
ia−−

= O
(
n−a

+ n−(−1)

b
a−  + 1 +O
(
n−1

+O
(
n−1−a+

+O
(
n−(−1)−

= n−(−1)
b
a−  + 1 +O
(
n−(−1)−

;
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da a >  − 1 +  und  2 (0; 1].
(b) A¨hnlich wie in (a) gilt fu¨r ein hinreichend kleines " 2 (0; ], da
rn+1 =
nY
i=1

1− a
i

r1 +
nX
i=1
nY
k=i+1

1− a
k

i−

b+
c
i
+O
(
i−1−

= O(n−a) + n−(−1)
1
n
nX
i=1

i
n
a
1 +

1
n
− 1
i

a(a− 1)
2
+O
(
i−1−"
 i
n
−
b
+ n−
1
n
nX
i=1

i
n
a (
1 +O(i−")
 i
n
−−1
c
(
1 +O(i−)

= O(n−a) +

1 +
1
n
a(a− 1)
2

bn−(−1)
1
n
nX
i=1

i
n
a−
+

c− a(a− 1)
2
b

n−
1
n
nX
i=1

i
n
a−−1 (
1 +O(i−")

;
und da a > , ko¨nnen wir fortfahren mit
= O(n−−") + n−(−1)

1 +
1
n
a(a− 1)
2

b

1
a−  + 1 +
1
n
1
2
+O(n−1−")

+ n−

c− a(a− 1)
2
b

1
a−  +O(n
−")

+O(n−−")
= n−(−1)
b
a−  + 1 + n
−

b
2
− a(a− 1)b
2(a− )(a−  + 1) +
c
a− 

+O(n−−") :

Beweis von Satz 2.1. O.B.d.A. seien a = 1 und # = 0. In den folgenden Betrachtun-
gen erlauben wir, da " > 0 von Gleichung zu Gleichung seine Gro¨e a¨ndern darf. Die
Einzelbehauptungen werden nicht in Reihe nach aufsteigenden Potenzen vonXn+1−#
bewiesen, da eine o¨konomische Berechnung von z.B. E(Xn+1 − #) die Kenntnis von
E(Xn+1 − #)2 voraussetzt.
Nachweis von (2.2). Wegen (R1+1) ko¨nnen wir schreiben
EX2n+1 = EX
2
n −
2
n
E (Xnf(Xn)) +
1
n2
Ef (Xn)
2 +
2
n2
= EX2n −
2
n
E

AX2n +O

jXnj2+1

+
1
n2
E

A2X2n +O

jXnj2+1 + jXnj2+21

+
2
n2
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und wegen (M2+)
=

1− 2A
n

EX2n +
1
n2
2 +O

n−2−
1
2

=
1
n
2
2A− 1 +O
(
n−1−"

;
wobei nach Lemma 2.1 ein solches " > 0 existiert.
Nachweis von (2.1). Wegen (R2+2) gilt
EXn+1 = EXn − 1
n
Ef(Xn)
= EXn − 1
n
E

AXn +
B
2
X2n +O

jXnj2+2

und wegen (M2+) und der bereits bewiesenen Gu¨ltigkeit von (2.2)
=

1− A
n

EXn − 1
n2
B
2
(
M2 +O
(
n−"

+O

n−2−
2
2

= −1
n
B
2(A− 1)M2 +O
(
n−1−"

;
da wieder Lemma 2.1 mit  = 2 und a = A > 1 angewendet werden kann.
Nachweis von (2.4). Unter (R1+2) gilt
EX4n+1 = EX
4
n −
4
n
E
(
X3nf(Xn)

+
6
n2
(
E
(
X2nf (Xn)
2+ 2EX2n
− 4
n3
(
E
(
Xnf (Xn)
3

+ 32E (Xnf (Xn))− 3EXn

+
1
n2
O
(
Ef (Xn)
4 + 4

= EX4n −
4
n
(
E
(
AX4n

+ E
(
O
(jXnj4+"
+
6
n2
(
E
(
AX4n

+ E
(
O
(jXnj4+"+ 2EX2n
− 4
n3
(
E
(
O
(
X4n

+ 32E
(
O
(
X2n
− 3EXn
+
1
n4
E
(
O
(
X4n

+O(1)

;
und weiter mit (M4+) und (2.2)
=

1− 4A
n

EX4n +
6
n2
2EX2n +O
(
n−3−"

=

1− 4A
n

EX4n +
6
n3
2M2 +O
(
n−3−"

=
1
n2
3M22 +O
(
n−2−"

;
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wobei fu¨r den letzten Schritt Lemma 2.1 mit a = 4A, b = 62M2 und  = 3 2
(0; 4A+ 1) angewendet wurde.
Nachweis von (2.3). Mit (R2+2), (M4+), (2.1) und (2.4) folgt a¨hnlich wie oben
EX3n+1 = EX
3
n −
3
n

AEX3n +
B
2
EX4n +O
(
n−2−"

+
3
n2
(
A2EX3n +O
(
n−2
− 1
n3
(
A3EX3n +O
(
n−2

+
3
n2
2EXn +
3
n3
+
3
n3
2O

n−
1
2

=

1− 3A
n

EX3n +
1
n3

3 + 32M1 − 3B
2
M4 +O
(
n−"

=
1
n2
3 + 32M1 − 3B2 M4
3A− 2 +O
(
n−2−"

;
da Lemma 2.1 wieder angewendet werden kann.
Nachweis von (2.6). Eine geeignete Entwicklung von X6n+1 fu¨hrt mit (2.4) und
Lemma 2.1 auf
EX6n+1 =

1− 6A
n

EX6n +
1
n2
(
152EX4n +O
(
n−2−"

=

1− 6A
n

EX6n +
1
n4
152M4 +O
(
n−4−"

=
1
n3
15M32 +O
(
n−4−"

:
Nachweis von (2.5). Unter (M6+) und (R2+2) kann die folgende Entwicklung
gezeigt werden:
EX5n+1 = EX
5
n −
5
n
E
(
X4n (f (Xn)− Vn)

+
10
n2
E
(
X3n (f (Xn)− Vn)2

− 10
n3
E
(
X2n (f (Xn)− Vn)3

+
5
n4
E
(
Xn (f (Xn)− Vn)4

− 1
n5
E
(
(f (Xn)− Vn)5

=

1− 5A
n

EX5n −
1
n
5B
2
EX6n +
1
n2
102EX3n
+
1
n3
103EX2n +O
(
n−4−"

und unter Beachtung der bereits bewiesenen Behauptungen (2.2), (2.3) und (2.6) kann
fortgefahren werden mit
=

1− 5A
n

EX5n +
1
n4

−5B
2
M6 + 10
2M3 + 10
3M2

+O
(
n−4−"

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=
1
n3
−5B
2
M6 + 102M3 + 103M2
5A− 3 +O
(
n−3−"

;
Nachweis von (2.8). Wegen (M4+) und (R3+3) gilt
EX2n+1 = EX
2
n −
2
n
E (Xnf (Xn)) +
1
n2
Ef (Xn)
2 +
1
n2
2
= EX2n −
2
n

AEX2n +
B
2
EX3n +
C
6
EX4n +O
(
n−2−"

+
1
n2

A2EX2n +ABEX
3
n +
B2
4
EX4n +O
(
n−2−"

+
2
n2
=

1− 2A
n

EX2n +
1
n2
2 − 1
n
BEX3n −
1
n
C
3
EX4n +
1
n2
A2EX2n +O
(
n−3−"

und unter Beachtung von (2.2), (2.3) und (2.4)
=

1− 2A
n

EX2n +
1
n2
2 +
1
n3

−BM3 − C
3
M4 +A
2M2

+O
(
n−3−"

=
1
n
2
2A− 1 +
1
n2
1
2(A− 1)
(−2 +A2M2 −BM3 − CM22+O(n−2−"
wobei die vorletzte Identita¨t mit Lemma 2.1(b) fu¨r a = 2A und  = 2 folgt.
Nachweis von (2.7). Wegen (R3+3) gilt
EXn+1 = EXn − 1
n
Ef(Xn)
= EXn − 1
n
E

AXn +
B
2
X2n +
C
6
X3n +O

jXnj3+3

und wegen (M3+) und der bereits bewiesenen Gu¨ltigkeit von (2.3) und (2.8)
=

1− A
n

EXn − 1
n2
B
2
(
M2 +O
(
n−1

+O

n−
5+3
2

= −1
n
B
2(A− 1)M2 +O

n−
3
2
−"

;
da Lemma 2.1(a) mit a = A > 3+3
2
,  = 2 und  = 1+3
2
angewendet werden kann.
Nachweis von (2.10). Beachten wir (M6+) und (R3+3), so la¨t sich folgende
Entwicklung angeben:
EX4n+1 =

1− 4A
n

EX4n −
1
n
2BEX5n −
1
n
2C
3
EX6n +
1
n2
6A2EX4n
+
1
n2
62EX2n −
1
n3
12A2EX2n +
1
n3
43EXn +
1
n4
4 +O
(
n−4−"

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=

1− 4A
n

EX4n +
1
n3
62M2;1
+
1
n4

62M2;2 − 2BM5 − 2C
3
M6 + 6A
2M4 − 12A2M2;1 + 43M1 + 4

+O
(
n−4−"

=
1
n2
3M22 +
1
n3
1
4A− 3
 
− 62M2;1 8A− 3
4A− 2 + 6
2M2;2 − 2BM5
− 10CM32;1 + 6A2M4 − 12A2M2;1 + 43M1 + 4
!
+O
(
n−3−"

:
Die letzte Identita¨t ergibt sich aus einer Anwendung von Lemma 2.1(b) mit a = 4A
und  = 3.
Nachweis von (2.9). Mit (R3+3) und (M5+) folgt
EX3n+1 = EX
3
n −
3
n

AEX3n +
B
2
EX4n +
C
6
EX5n +O

n−
5+3
2

+
3
n2
(
A2EX3n +O
(
n−2
− 1
n3
(
A3EX3n +O
(
n−2

+
3
n2
2EXn +
3
n3
+
3
n3
2O
(
n−1

und weiter, da (2.7) und (2.10) bereits bewiesen,
=

1− 3A
n

EX3n +
1
n3

3 + 32M1 − 3B
2
M4 +O

n−
1+3
2

=
1
n2
3 + 32M1 − 3B2 M4
3A− 2 +O

n−
5+3
2

;
weil Lemma 2.1(b) mit a = 3A > 5+3
2
,  = 3 und  = 1+3
2
angewendet werden kann.

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2.2 Momente der Darstellungen
In Kapitel 1 wurde der Robbins-Monro-Proze (Xn+1−#) approximiert durch Summen
von linearen, quadratischen und auch kubischen Termen, na¨mlich durch Sn = Ln+Qn
bzw. Tn = Ln + Qn + Kn. Zur Berechnung der ersten drei oder vier Kumulanten
von Sn bzw. von Tn ist die Kenntnis der ersten drei bzw. vier Momente von Sn bzw.
Tn erforderlich. Eine direkte Berechnung der Momente ist aber sehr aufwendig. Die
Beweise der beiden folgenden Sa¨tze verwenden die Sa¨tze 2.1 und 1.1 bzw. 1.2 zur
Identizierung dieser Momente.
Satz 2.2. Es seien aA > 1 und EjV j6 <1. Dann gibt es ein " > 0 mit
E(Ln +Qn) =
1
n
M1 +O(n
−1−") ;
E(Ln +Qn)
2 =
1
n
M2 +O(n
−1−") ;
E(Ln +Qn)
3 =
1
n2
M3 +O(n
−2−") ;
wobei die Zahlen M1, M2 und M3 wie in Satz 2.1 zu wa¨hlen sind.
Satz 2.3. Es seien aA > 3
2
und EjV j12 <1. Dann gibt es ein " > 0 mit
E(Ln +Qn +Kn) =
1
n
M1 +O(n
−3
2
−") ;(2.11)
E(Ln +Qn +Kn)
2 =
1
n
M2;1 +
1
n2
M2;2 +O(n
−2−") ;(2.12)
E(Ln +Qn +Kn)
3 =
1
n2
M3 +O(n
−5
2
−") ;(2.13)
E(Ln +Qn +Kn)
4 =
1
n2
M4;1 +
1
n3
M4;2 +O(n
−3−") ;(2.14)
wobei die Zahlen M1, M2;1, M2;2, M3, M4;1 und M4;2 wie in Satz 2.1 zu wa¨hlen sind.
In Kapitel 3 wird noch folgendes Korollar beno¨tigt.
Korollar 2.1. (a) Es seien aA > 1 und EjV j3 <1. Dann gibt es ein " > 0 mit
ELn = 0 ; E(L

n)
2 =
1
n
M2 +O(n
−1−") ; E(Ln)
3 =
1
n2
M3 +O(n
−2−") :
(b) Es seien aA > 3
2
und EjV j4 <1. Dann gibt es ein " > 0 mit
ELn = 0 ;
EL2n =
1
n
M 2;1 +
1
n2
M2;2 +O(n
−2−") ;
EL3n =
1
n2
M 3 +O(n
−5
2
−") ;
EL4n =
1
n2
M 4;1 +
1
n3
M4;2 +O(n
−3−") :
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Fu¨r a = 1 haben die Koezienten die Form M 2 = M 2;1 =
2
2A−1 , M2;2 =
(A−1)2
2(2A−1) ,
M3 =
3
3A−2 , M4 = M4;1 =
34
(2A−1)2 und M 4;2 =

4A−3 − 3(7A−4)
4
(2A−1)2(4A−3) .
Lemma 2.2. Seien a = 1, m  2 und EjV jm <1. Dann gilt:
8
p2[1;m]
8
A>1
2
EjL()n jp = O

n−
p
2

;
8
p2[1;m
2
]
8
A>1
EjQnjp = O
(
n−p

;
8
p2[1;m
3
]
8
A>3
2
EjKnjp = O

n−
3p
2

:
Beweis. Mit b = A− 1 > −1
2
liefert Lemma 1.2 EjL()n jp = O
(
n−
p
2

. Wegen j _ k p
jk gilt
jvn(j; k)j = O(1)

jk
n2
A−1 j _ k
n
−A
= O(1)

j
n
A
2
−1k
n
A
2
−1
und deshalb
EjQnjp = O(1)E
 1n
nX
j=1

j
n
A
2
−1
Vj

2p
= O(n−p)
nach Lemma 1.2 mit b = A
2
− 1 > −1
2
, da A > 1. Wegen j _ k _ l  j 23 k 16 l 16 folgt
jwn(j; k; l)j  O(1)

jkl
n3
A−1 
k _ l
n
−A
j _ k _ l
n
−A
= O

jkl
n3
A
3
−1
und damit
EjKnjp = O(1)E
 1n
nX
j=1

j
n
A
3
−1
Vj

3p
= O

n−
3
2
p

;
da wegen A > 3
2
Lemma 1.2 mit b = A
3
− 1 > −1
2
angewendet werden kann. 
Lemma 2.3. Seien p 2 N und X und Y zwei Zufallsvariablen mit EjXjp < 1 und
EjY jp <1. Dann gibt es eine Konstante c = c(p) mit
jEXp − EY pj  c (E jX − Y jp) 1p

(E jXjp) p−1p + (E jY jp) p−1p

:
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Beweis. Sei p 2 f2; 3; : : : g. Mit
jXp − Y pj  jX − Y j
pX
i=1
jXjp−ijY ji−1  jX − Y j (jXj+ jY j)p−1
liefert eine Anwendung der Ho¨lderschen Ungleichung fu¨r q = p
p−1 und q
0 = p
jE(Xp − Y p)j  (EjX − Y jp) 1p (E (jXj+ jY j)p) p−1p
 c (EjX − Y jp) 1p

(EjXjp) p−1p + (EjY jp)p−1p

;
wobei die letzte Zeile eine Konsequenz der cp-Ungleichung ist [17]. 
Beweis von Satz 2.3. Seien wieder O.B.d.A. a = 1 und # = 0. Die durch
f0(x) :=

Ax+
B
2
x2 +
C
6
x3

1(x 2 [−1; 1]) ;
f−1(x) := (x+ 1 + f0(−1))1(x 2 (−1; 1)) ;
f1(x) := (x− 1 + f0(1))1(x 2 (1;1))
denierte Funktion f(x) := f−1(x) + f0(x) + f1(x), x 2 R , erfu¨llt die Vorausset-
zungen von Satz 1.2. Der mittels f und X1  0 denierte Robbins-Monro-Proze
(Xn) besitzt dann nach Satz 1.2 die Darstellung Xn+1 = Ln + Qn + Kn + n mit
Ejnjp = O

n−p(
3
2
+")

, p 2 f1; 2; 3; 4g, fu¨r ein hinreichend kleines " > 0.
Andererseits sind die Voraussetzungen von Satz 2.1 erfu¨llt. Dabei kann die Bedin-
gung (M6+) in Voraussetzung 2.1 durch Lemma 1.3 gesichert werden. Also gilt
EXn+1 =
1
n
M1 +O(n
−3
2
−") ;(2.15)
EX2n+1 =
1
n
M2;1 +
1
n2
M2;2 +O(n
−2−") ;(2.16)
EX3n+1 =
1
n2
M3 +O(n
−5
2
−") ;(2.17)
EX4n+1 =
1
n2
M4;1 +
1
n3
M4;2 +O(n
−3−") :(2.18)
Eine Anwendung von Lemma 2.3 fu¨r p = 1 zeigt, da
jEXn+1 − E(Ln +Qn +Kn)j  O(1)Ejnj = O

n−
3
2
−"

:
Mit (2.15) folgt daraus E(Ln +Qn +Kn) =
1
n
M1 +O(n−
3
2
−"), d.h. (2.11).
Eine weitere Anwendung von Lemma 2.3 fu¨r p = 2 zeigt, da
jEX2n+1 − E(Ln +Qn +Kn)2j  O(1)Ejnj

(EjXn+1j2) 12 + (EjLn +Qn +Knj2) 12

 O(n−3−2") O(n−12 ) = O(n−72 ) ;
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da EjXn+1j2 = O
(
1
n

nach Lemma 1.3 und da EjLn + Qn + Knj2 = O
(
1
n

nach
Lemma 2.2. Mit (2.16) erhalten wir (2.12). Ganz a¨hnlich beweist man mit (2.17) und
(2.18) die Beziehungen (2.13) und (2.14). 
Der Beweis von Satz 2.2 verla¨uft analog zum Beweis von Satz 2.3. 
Beweis von Korollar 2.1. Wir rechtfertigen nur Teil (b) fu¨r a = 1. A¨hnlich wie im
Beweis zu Satz 2.1 zeigt man fu¨r die Rekursion Xn+1 = Xn − AnXn + 1nVn mit X1  0
unter Verwendung von Lemma 2.1 nacheinander
EXn+1 = 0 ;
EX2n+1 =
1
n
M2;1 +
1
n2
M2;2 +O(n
−2−") ;
EX3n+1 =
1
n2
M 3 +O(n
−5
2
−") ;
EX4n+1 =
1
n2
M 4;1 +
1
n3
M4;2 +O(n
−3−") :
Andererseits gilt mit Lemma 1.1
Xn+1 =
nX
i=1
nY
k=i+1

1− A
k

1
i
Vi =
nX
i=1

i
n
A
1 +

1
n
− 1
i

A(A− 1)
2
+O(i−2)

1
i
Vi
Da es ein " > 0 mit A > 3=2+" gibt, sichert Lemma 1.2 fu¨r p = 4 und b = A−2−" >
−1=2 die Abscha¨tzung
E
Xn+1 − 1n
nX
i=1
un(i)Vi

4
= n−4AE

nX
i=1
O(ib)Vi

4
= O
(
n−4(3=2+")

:
Mit den Lemmata 2.2 und 2.3 folgt daraus Korollar 2.1(b). 
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2.3 Kumulanten der Darstellungen
Zur Herleitung einer formalen Edgeworth-Entwicklung einer geeigneten Folge von Zu-
fallsvariablen Zn genu¨gt es, eine asymptotische Entwicklung der beno¨tigten Kumulan-
ten von Zn zu kennen. Sei
Ψn(t) = logE(itZn); t 2 R ;
die kumulantenerzeugende Funktion von Zn. Die -te Kumulante von Zn ist dann
deniert durch die formale Gleichung
cum(Zn) := ;n :=
1
i
Ψ()n (0);  2 N :
Die -te Ableitung der charakteristischen Funktion von Z an der Stelle t = 0 exi-
stiert, falls das -te Moment von Z existiert. Also existieren die Kumulanten bis zur
Ordnung , falls EjZj <1. Mittels einer Reihenentwicklung von Ψ()n und anschlie-
endem Koezientenvergleich kann man zeigen, da fu¨r die ersten vier Kumulanten
1;n = EZn ;
2;n = EZ
2
n − (EZn)2 = var(Zn) ;
3;n = E(Zn − EZn)3 = EZ3n − 3EZ2nEZn + 2(EZn)3 ;
4;n = E(Zn − EZn)4 − 3(var(Zn))2
= EZ4n − 4EZ3nEZn − 3(EZ2n)2 + 12(EZ2n)(EZn)2 − 6(EZn)4
gilt [14].
In Verbindung mit den Sa¨tzen 2.2 und 2.3 und Korollar 2.1 zur Entwicklung der
Momente von Sn, Tn und L
()
n erhalten wir die beiden folgenden Korollare zur Ent-
wicklung der Kumulanten von Sn=(Sn), Tn=(Tn) und L
()
n =(L
()
n ). Dazu verwenden
wir, da cum(rZ) = rcum(Z) fu¨r eine beliebige reelle Zahl r gilt.
Korollar 2.2. (a) Unter den Voraussetzungen von Satz 2.2 gelten fu¨r die ersten drei
Kumulanten von Sn=(Sn) die folgenden Entwicklungen
1;n =
1p
n
k1;2 +O(n
−1
2
−"); 2;n = 1; 3;n =
1p
n
k3;1 +O(n
−1
2
−"):
(b) Unter den Voraussetzungen von Satz 2.3 gelten fu¨r die ersten vier Kumulanten
von Tn=(Tn) die folgenden Entwicklungen
1;n =
1p
n
k1;2 +O(n
−1−");
2;n = 1;
3;n =
1p
n
k3;1 +O(n
−1−");
4;n =
1
n
k4;1 +O(n
−1−"):
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Hierbei sind " > 0 eine hinreichend kleine Zahl und
k1;2 = − B
(A− 1)p2A− 1 ;
k3;1 =
(2A− 1)3=2
3A− 2
3
3
− Bp
2A− 1(3A− 2) ;
k4;1 =
(2A− 1)2
4A− 3
4
4
− 3 4A
2 − 1
4A− 3 +
36B22
(2A− 1)(3A − 2)(4A− 3)
− 12(2A− 1)B
(3A− 2)(4A − 3)
3
2
− 4C
2
(2A− 1)(4A− 3) :
Korollar 2.3. (a) Unter den Voraussetzungen von Korollar 2.1(a) gelten fu¨r die er-
sten drei Kumulanten von Ln=(L

n) die folgenden Entwicklungen
1;n = 0; 2;n = 1; 3;n =
1p
n
k3;1 +O(n
−1
2
−"):
(b) Unter den Voraussetzungen von Korollar 2.1(b) gelten fu¨r die ersten vier Kumu-
lanten von Ln=(Ln) die folgenden Entwicklungen
1;n = 0; 2;n = 1; 3;n =
1p
n
k3;1 +O(n
−1−"); 4;n =
1p
n
k4;1 +O(n
−1−"):
Hierbei sind " > 0 eine hinreichend kleine Zahl und
k3;1 =
(2A− 1)3=2
3A− 2
3
3
und k4;1 =
(2A− 1)2
4A− 3
4
4
− 3 4A
2 − 1
4A− 3 :
Kapitel 3
Edgeworth-Entwicklungen fu¨r
Summen von Multilinearformen
Formale Entwicklungen von Verteilungsfunktionen wurden um 1900 von Tschebyschev
und Edgeworth eingefu¨hrt. Mit Cramer begannen die Untersuchungen nach den Vor-
aussetzungen, unter denen eine formale Edgeworth-Entwicklung gilt. Ausgehend von
Summen unabha¨ngiger identisch verteilter reeller Zufallsvariablen wurden seitdem Ver-
allgemeinerung in den verschiedensten Richtungen durchgefu¨hrt (siehe z.B. [1], [3], [5]
oder [14]).
Die in Abschnitt 1.1 denierte Statistik Sn = Ln+Qn hat eine gewisse A¨hnlichkeit
mit Darstellungen, die im Zusammenhang mit L- und U-Statistiken auftreten. Edge-
worth-Entwicklungen hierfu¨r wurden u.a. von Helmers [15] bzw. Callaert, Janssen und
Veraverbeke [7] und Bickel, Go¨tze und van Zwet [6] untersucht. Einige Ideen dieser
Arbeiten haben Eingang in die Beweise dieses Kapitels gefunden.
Wie z.B. in [14], [15] oder [19] beschrieben, suchen wir in Abschnitt 3.1 zuna¨chst mit
formalen Argumenten nach einer Entwicklung der Verteilungsfunktionen von Sn=(Sn)
und Tn=(Tn).
Die Sa¨tze 3.1 und 3.2 in Abschnitt 3.2 formulieren dann hinreichende Bedingungen,
unter denen diese Entwicklungen gelten.
3.1 Formale Edgeworth-Entwicklungen
Seien (Zn) eine Folge von Zufallsvariablen und (n) eine Folge positiver reller Zahlen
mit der Eigenschaft, da var(Zn=n) ! 1 fu¨r n ! 1. Eine formale Entwicklung der
logarithmierten charakteristischen Funktion von Zn=n fu¨hrt auf
E exp

it
Zn
n

= exp
 1X
j=1
j;n
1
j!
(it)j
!
;(3.1)
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wobei j;n die j-te Kumulante von Zn=n bezeichne (siehe Abschnitt 2.3). Ko¨nnen die
ersten vier auftretenden Kumulanten in der Form
1;n =
1p
n
k1;2 +O
(
n−1−"

;
2;n = 1 +
1
n
k2;2 +O
(
n−1−"

;
3;n =
1p
n
k3;1 +O
(
n−1−"

;
4;n =
1
n
k4;1O
(
n−1−"

dargestellt werden, fu¨hrt eine Umordnung und eine weitere formale Entwicklung von
(3.1) auf
E exp

it
Zn
n

= exp

−1
2
t2 +
1p
n

k1;2it+
1
3!
k3;1 (it)
3

+
1
n

1
2!
k2;2 (it)
2 +
1
4!
k4;1 (it)
4

+ : : :

= e−
t2
2
(
1 +
1p
n

k1;2it+
1
6
k3;1 (it)
3

+
1
n
 
1
2
k2;2 (it)
2 +
1
24
k4;1 (it)
4 +
1
2

k1;2it+
1
6
k3;1 (it)
3
2!
+ : : :
)
:
Eine formale Fourier-Inversion dieser Reihe ergibt
P

Zn
n
 x

= (x) + (x)

1p
n
p1(x) +
1
n
p2(x) + : : :

;
wobei
p1(x) = −

k1;2 +
1
6
k3;1(x
2 − 1)

;
p2(x) = −x

1
2
(k2;2 + k
2
1;2) +
1
24
(k4;1 + 4k1;2k3;1)(x
2 − 3) + 1
72
k23;1(x
4 − 10x2 + 15)

;
und  und  die Verteilungsfunktion bzw. Dichte einer standardnormalverteilten Zu-
fallsvariablen bezeichnen. Weitere Details hierzu ndet man z.B. in [14].
3.2 Entwicklungen mit Resttermen o
(
1p
n

und o
(
1
n

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3.2 Entwicklungen mit Resttermen o
(
1p
n

und o
(
1
n

Die beiden folgenden Sa¨tze sichern eine Edgeworth-Entwicklung der den Robbins-
Monro-Proze approximierenden Darstellungen Sn = Ln+Qn und Tn = Ln+Qn+Kn
aus Kapitel 1.
Satz 3.1. Seien aA > 1 und EjV j2p <1 fu¨r ein p > (2 _ 2aA−1
aA−1

. Dann gilt fu¨r die
in Abschnitt 1.1 denierten Zufallsvariablen Ln und Qn
P

1
n
(Ln +Qn)  x

= (x) +
1p
n
p1(x)(x) + o

1p
n

gleichma¨ig in x 2 R . Hierbei sind n = (Ln + Qn) und das Polynom p1 deniert
wie in Abschnitt 3.1 mit den in Korollar 2.2 gefundenen Koezienten k1;2 und k3;1.
Satz 3.2. Seien aA > 3
2
und EjV j3p <1 fu¨r ein p >

2 _ 2aA−1
aA−3=2

. Dann gilt fu¨r die
in Abschnitt 1.1 denierten Zufallsvariablen Ln, Qn und Tn
P

1
n
(Ln +Qn +Kn)  x

= (x) +
1p
n
p1(x)(x) +
1
n
p2(x)(x) + o

1
n

gleichma¨ig in x 2 R . Hierbei sind n = (Ln +Qn +Kn) und die Polynome p1 und
p2 deniert wie in Abschnitt 3.1 mit den in Korollar 2.2 gefundenen Koezienten k1;2,
k3;1, k4;1, und k2;2 = 0.
Bemerkung 3.1. Ist Zn das arithmetische Mittel unabha¨ngiger identisch verteilter
Zufallsvariablen V1; : : : ; Vn, wird zum Nachweis der Gu¨ltigkeit einer Edgeworth-Ent-
wicklung fu¨r Zn der Ordnung 1 oder ho¨her neben einer Voraussetzung an die Momente
noch eine weitere Bedingung, z.B. die Cramer-Bedingung
lim
jtj!1
jE exp(itV )j < 1;(C)
beno¨tigt [5], [19]. Bedingung (C) ist nach dem Lemma von Riemann-Lebesgue erfu¨llt,
falls die Verteilung von V eine nichtverschwindende absolut stetige Komponente be-
sitzt. (C) gilt nicht, falls V eine gitterfo¨rmige Verteilung hat.
Zum Beweis der Sa¨tze 3.1 und 3.2 wird die Cramer-Bedingung nicht beno¨tigt. Die
Voraussetzung aA > 1 schliet z.B. die zum arithmetischen Mittel Xn+1 =
1
n
Pn
i=1 Vi
fu¨hrende Rekursion mit a = 1 und
Xn+1 = Xn − 1
n
(Xn − Vn); n 2 N ; X1 := 0;
aus, da hier die Regressionsfunktion f(x) = x mit A = 1 (und B = C = 0) zugrunde
liegt.
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Ist B = C = 0, dann la¨t sich auch im Fall aA 2 (1
2
; 1] eine Edgeworth-Entwicklung
fu¨r Tn = Ln =
1
n
Pn
i=1 un(i)Vi angeben, falls die Cramer-Bedingung vorausgesetzt wird.
Denn dann gibt es ein 1 2 (0; 1) und 2 > 0 so, da jE exp(itV )j < 1− 1 fu¨r alle t
mit jtj > 2 erfu¨llt ist. Damit la¨t sich ein " > 0 nden, fu¨r dasE expit Ln(Ln)
  nY
i=bn=2c
E expit un(i)n(Ln)Vi
  (1− 1)bn=2c
fu¨r alle jtj  "pn gilt. Diese Relation kann zum Nachweis von (3.3) verwendet werden.
Eine Edgeworth-Entwicklung fu¨r Ln la¨t sich natu¨rlich auch aus Sa¨tzen fu¨r Sum-
men von unabha¨ngigen, aber nicht identisch verteilten Zufallsvariablen ableiten (z.B.
aus Theorem 20.6 in [5], Theorem VI. 4.7 in [18] oder Theorem 3 in [30]).
Im Hinblick auf eine Anwendung bei Robbins-Monro-Prozessen ist eine Edgeworth-
Entwicklung von Ln fu¨r aA 2 (12 ; 1] nicht von Interesse, da die Startzufallsvariable X1
eine Sto¨rung von Xn mit der Gro¨enordnung O(n−aA) verursacht (siehe Beweis von
Satz 1.2).
Satz 3.2 behauptet, da die durch Fn(x) := P ((Ln +Qn +Kn)=n  x) und bFn :=
(x)+p1(x)(x)=
p
n+p2(x)(x)=n denierten Funktionen Fn und bFn in einem gleich-
ma¨igen Sinne nahe beieinanderliegen. Um dies zu beweisen, zeigen wir, da ihre
Fourier-Stieltjes-Transformierten in einem gewichteten L1- Sinne nahe beieinanderlie-
gen. Diese Vorstellung kann z.B. durch das beru¨hmte smoothing lemma von Esseen
(1945) pra¨zisiert werden (Satz 5.2 in [19]).
Lemma 3.1. Seien M 2 (0;1), F eine Verteilungsfunktion auf R und bF eine dif-
ferenzierbare Funktion auf R mit beschra¨nkter Variation, bF (−1) = 0, bF (1) = 1
und supx2Rj ddx bF (x)j M . Die dazugeho¨rigen Fourier-Stieltjes-Transformierten seien
gegeben durch ’(t) =
R1
−1 exp(itx)F (dx) und b’(t) = R1−1 exp(itx)bF(dx). Dann gibt
es eine Konstante c 2 (0;1) so, da
8
T>0
sup
x2R
jF (x)− bF (x)j  1

Z T
−T
’(t)− b’(t)t
 dt+ cMT :
Beweis von Satz 3.2. Die Fourier-Stieltjes-Transformierte von
bFn(x) = (x) + 1p
n
p1(x)(x) +
1
n
p2(x)(x)
ist gegeben durch
b’n(t) = e− t22 (1 + 1p
n

k1;2it +
1
6
k3;1(it)
3

+
1
n
 
1
24
k4;1(it)
4 +
1
2

k1;2it+
1
6
k3;1(it)
3
2!)
:
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Ferner sei ’n(t) := E exp(itTn=(Tn)).
Nach Lemma 3.1 gibt es ein c 2 (0;1) so, da
sup
x2R
jFn(x)− bFn(x)j  1

n lognZ
−n logn
’n(t)− b’n(t)t
 dt+ cMn log n
mit M = sup
x2R
 ddx bFn(x) <1.
Um die Behauptung des Satzes zu beweisen, genu¨gt es, zwei Zahlen , " > 0 zu
nden, fu¨r die die BeziehungenZ
jtj"n
’n(t)− b’n(t)t
 dt = o 1n

;(3.2)
Z
"njtjn logn
’n(t)t
 dt = o 1n

;(3.3)
Z
"njtjn logn
 b’n(t)t
 dt = o 1n

(3.4)
gelten. Relation (3.4) gilt oensichtlich fu¨r alle , " > 0. 
Nachweis von (3.2). Unter Verwendung der Entwicklung
8
2[0;1]
eix −
mX
=0
(ix)
!
  2m! jxjm+(3.5)
aus [6] zeigt man fu¨r ein beliebiges  2 (0; 1]
E

exp

it
Tn
n

= E

exp

it
Ln
n

1 + it
Qn +Kn
n
+
(it)2
2
(Qn +Kn)
2
2n

+O
(jt=nj2+EjQn +Knj2+
= E

exp

it
Ln
n

+
it
n

E

exp

it
Ln
n

Qn

+ E

exp

it
Ln
n

Kn

+
1
2

it
n
2
E

exp

it
Ln
n

Q2n

+O

n−1−

2 jtjP (t)

;
wobei P (t) ein Polynom in t ist. Im folgenden darf P von Geichung zu Gleichung
variieren. Zur Begru¨ndung des letzten Gleichungszeichen wurden die Abscha¨tzungen
EjQnj2+ = O(n−(2+)) und EjKnj2+ = O(n−32 (2+)) aus Lemma 2.2 verwendet.
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Entwicklung der charakteristischen Funktion E exp(itLn=n). Wir entwickeln zu-
na¨chst E exp(itLn=(Ln)). Eine Anwendung von Theorem 9.9 in [5] (dort mit  = 0,
k = 1, s = 5) zeigt, da
E exp

it
Ln
(Ln)

= e−
t2
2

1 +
1
3!
3;n(it)
3 +
1
4!
4;n(it)
4

+ c1 5(n)n
−3
2 (jtj5 + jtj9)e− t
2
4
fu¨r alle t mit jtj  dn ^ c2pn 5(n)−13 . Hierbei sind 3;n und 4;n die dritte bzw. vierte
Kumulante von Ln=(Ln); ferner sind c1 und c2 Konstanten,
5(n) :=
1
n
nP
i=1
Ejun(i)Vij5
1
n
nP
i=1
u2n(i)
2
5=2 

max
1in
u3n(i)

1
n
nP
i=1
u2n(i)EjV j5
1
n
nP
i=1
u2n(i)
5=2
5
=
max
nin
u3n(i)
1
n
nP
i=1
u2n(i)
3=2 EjV j52 = O(1)
und
dn := sup

a > 0 j t2  a2 =) 8
i2f1;::: ;ng
E expit 1n(Ln)un(i)Vi

− 1
  12

:
Wir zeigen, da dn = O(
p
n). Sei t2  a2 und i 2 f1; : : : ; ng. Dann giltE expit 1n(Ln)un(i)Vi

− 1

=
E expit 1n(Ln)un(i)Vi

− 1− E

it
1
n(Ln)
un(i)Vi

 E
expit 1n(Ln)un(i)Vi

− 1− it 1
n(Ln)
un(i)Vi

und mit Abscha¨tzung (3.5)
 E
t2 u2n(i)n22(Ln)V 2i
  a2 (2A− 1)A4 1n

1 +O

1
n

:
Oensichtlich gibt es ein "0 > 0 so, da fu¨r alle n und alle a  "0pn die rechte Seite
der Ungleichungskette kleiner als 1
2
bleibt. Damit ist dn = O(
p
n). Unter Beachtung
von Korolllar 2.3(b) gilt fu¨r alle t mit jtj  "0pn
E exp

it
Ln
(Ln)

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= e−
t2
2
 
1− ip
n
k3;1
6
t3 +
1
n
 
k4;1
24
t4 − k
2
3;1
72
t6
!!
+O

n−1−" jtP (t)j e− t
2
4

:
Man setze tn := tn(t) :=
(Ln)
n
t =
(
1 + 1
n
q
2
+O(n−1−")

t. Hierbei ist q :=
M2;2−M2;2+M21
M2;1
mit M1, M2;1 und M2;2 aus Satz 2.1 und M2;2 aus Korollar 2.1. Dann gibt es ein "00 > 0
so, da fu¨r alle jtj  "00pn
E exp

it
Ln
n

= E exp

itn
Ln
(Ln)
(3.6)
= e−
t2
2
(
1− ip
n
k3;1
6
t3 +
1
n
 
−q
2
t2 +
k4;1
24
t4 − k
2
3;1
72
t6
!)
+O

n−1−" jtP (t)j e− t
2
4

= e−
t2
2
(
1− ip
n
t3
3(2A− 1)3=2
36(3A− 2)
+
1
n
t2
1
4(A− 1)

2(6A− 5)B2
(A− 1)(2A − 1)(3A − 2) −
3(2A− 1)B
2(3A− 2) −
2C
(2A− 1)

+
1
n
t4

4(2A− 1)2
244(4A− 3) −
3(4A2 − 1)
24(4A − 3)

− 1
n
t6
6(2A− 1)3
726(3A− 2)2
)
+O

n−1−" jtP (t)j e− t
2
4

mit k3;1 und k4;1 aus Korollar 2.3.
Sei k 2 N fest. Werden aus der Summe Ln die Summanden mit den Indizes
j1; : : : ; jk herausgenommen, gilt die spa¨ter noch beno¨tigte Relation
E
0B@exp
0B@it 1
nn
nX
j=1
j =2fj1;::: ;jkg
un(j)Vj
1CA
1CA(3.7)
= E

exp

it
Ln
n
 kY
l=1
E

exp

it
1
nn
un(jl)Vjl
!−1
= E

exp

it
Ln
n

1 +O

t2
n

:
Entwicklung von E(exp(itLn=n)itQn=n). Da vn(j; k) symmetrisch ist, ko¨nnen
wir Qn auch in der Form
Qn =
2
n2
nX
k=1
nX
j=k+1
vn(j; k)VjVk +
1
n2
nX
j=1
vn(j; j)V
2
j(3.8)
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darstellen. Da die Zufallsvariablen (Vn) unabha¨ngig sind, gilt
E

exp

it
Ln
n

Qn

=
2
n2
nX
k=1
nX
j=k+1
vn(j; k)E

VjVk exp

it
n
(un(j)Vj + un(k)Vk)

 E exp
0B@ it
n
nX
l=1
l=2fj;kg
un(l)Vl
1CA
+
1
n2
nX
j=1
vn(j; j)E

V 2j exp

it
n
un(j)Vj

E
8><>:exp
0B@ it
n
nX
l=1
l6=j
un(l)Vl
1CA
9>=>;
=: t1;n + t2;n :
Mit Ungleichung (3.5) erhalten wir fu¨r  2 (0; 1]
E

VjVk exp

it
nn
(un(j)Vj + un(k)Vk)
(3.9)
= E

VjVk

exp

it
nn
un(j)Vj

− 1− it
nn
un(j)Vj



exp

it
nn
un(k)Vk

− 1− it
nn
un(k)Vk

+
it
nn
un(j)Vj

exp

it
nn
un(j)Vj

− 1− it
nn
un(j)Vj +
1
2
t2
1
n22n
un(j)Vj

+
it
nn
un(k)Vk

exp

it
nn
un(k)Vk

− 1− it
nn
un(k)Vk +
1
2
t2
1
n22n
un(k)Vk

− 1 + exp

it
nn
un(j)Vj

+ exp

it
nn
un(k)Vk

− 1
2
it3
1
n33n
un(j)u
2
n(k)VjV
2
k −
1
2
it3
1
n33n
u2n(j)un(k)V
2
j Vk
− t
2
n22n
un(j)un(k)VjVk

= E

−1
2
i
t3
n33n
un(j)u
2
n(k)V
2
j V
3
k −
1
2
i
t3
n33n
u2n(j)un(k)V
3
j V
2
k −
t2
n22n
un(j)un(k)V
2
j V
2
k

+ E
"
jVjVkjO

t
nn
un(j)Vj
2
O

t
nn
un(k)Vk
2#
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+ E
"
jVjVkjO
 tnnun(j)Vj
O
  tnnun(j)Vj
2+
!#
+ E
"
jVjVkjO
 tnnun(k)Vk
O
  tnnun(k)Vk
2+
!#
= −i t
3
n33n
1
2
(
un(j)u
2
n(k) + u
2
n(j)un(k)

32 − t
2
n22n
un(j)un(k)
4
+O
 tnn
4 +O tnn
3(2+) :
Mit (3.7) und (3.9) folgt dann
t1;n =
2
n2
nX
k=1
nX
j=k+1
vn(j; k)E

VjVk exp

it
nn
(un(j) + un(k))

 E exp
0B@ it
nn
nX
l=1
l=2fj;kg
un(l)Vl
1CA
=
2
n2
nX
k=1
nX
j=k+1
vn(j; k)
(
− i
2

t
nn
3 (
un(j)u
2
n(k) + u
2
n(j)un(k)

3
−

t
nn
2
un(j)un(k)
4 +O
  tpn
4 +  tpn
3(2+)
!)


e−
t2
2

1− ip
n
k3;1
6
t3

+O

1
n
jtP (t)j e− t
2
4

:
Da fu¨r A > 3
2
2
n2
nX
k=1
nX
j=k+1
vn(j; k)
(
un(j)u
2
n(k) + u
2
n(j)un(k)

=
−B
(2A− 1)(3A− 2)(4A− 3) +O
(
1
n

2
n2
nX
k=1
nX
j=k+1
vn(j; k)un(j)un(k) =
−B
2(2A − 1)2(3A− 2) +O
(
1
n

gilt, erhalten wir schlielich
t1;n =
1
n
e−
t2
2 t2
1
n2n
4B
2(2A− 1)2(3A− 2) +
i
n3=2
e−
t2
2


−t5 1
n2n
4B
(2A− 1)2(3A− 2)
k3;1
12
+ t3
1
(
p
nn)3
23B
2(2A − 1)(3A− 2)(4A− 3)

+O

1
n2
jtP (t)j e− t
2
4

:
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Beachten wir nochmals (3.7) und (3.9), so ko¨nnen wir zeigen, da
E

exp

it
Ln
n

V 2j

= E

V 2j exp

it
nn
un(j)Vj

E exp
0B@ it
nn
nX
l=1
l6=j
un(l)Vl
1CA
=

2 +
it
nn
un(j)
3 +O

t2
n

e−
t2
2

1− ip
n
k3;1
6
t3

+O

1
n
jtP (t)j e− t
2
4

= e−
t2
2

2 +
ip
n

3p
nn
un(j)t− k3;1
6
2t3

+O

1
n
jtP (t)j e− t
2
4

fu¨r jtj  "00pn. Ferner gilt fu¨r A > 3
2
1
n
nX
j=1
vn(j; j) = − B
2(A− 1)(2A− 1) +O

n−
1
2
−"

;
1
n
nX
j=1
vn(j; j)un(j) = − B
4(A− 1)(3A− 2) +O(n
−") :
Damit ergibt sich
t2;n =
1
n2
nX
j=1
vn(j; j)e
− t2
2

2 +
ip
n

3p
nn
un(j)t− k3;1
6
2t3

+O

1
n2
jtP (t)j e− t
2
4

=
1
n
e−
t2
2
 −B2
2(A− 1)(2A− 1)
+
ip
n

− 
3
p
nn
B
4(A− 1)(3A − 2) t+
k3;1
6
B2
2(A− 1)(2A − 1)t
3

+O

n−
3
2
−" jtP (t)j e− t
2
4

:
Zusammenfassend erhalten wir
it
n
E

exp

it
Ln
n

Qn

=
1p
n
e−
t2
2

−it B
2(A− 1)p2A− 1 + it
3 B
2
p
2A− 1(3A− 2)

+
1
n
e−
t2
2

t2
3(2A− 1)B
42(A− 1)(3A− 2) − t
4 
3(2A− 1)(10A − 9)B
122(A− 1)(3A− 2)(4A− 3)
+t6
3(2A− 1)B
122(3A− 2)2

+O

n−1−" jtP (t)j e− t
2
4

(3.10)
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fu¨r alle t mit jtj  "00pn.
Entwicklung von E(exp(itLn=n)itKn=n). Sei (j; k; l) die Menge aller 3! Permu-
tationen von (j; k; l). Durch
wsn(j; k; l)(3.11)
:=
1
3!
X
(j0;k0;l0)2(j;k;l)
wn(j
0; k0; l0)
=

jkl
n
A−1( B2
2A2
1
3
"
k _ l
n
−A
+

j _ k
n
−A
+

j _ l
n
−A#

 
j _ k _ l
n
−A
− 1
!
+

C
12A
+
B2
4A2
 
1−

j _ k _ l
n
−2A!)
kann der Kern der Trilinearform Kn symmetrisiert werden:
Kn =
1
n3
nX
j=1
nX
k=1
nX
l=1
wsn(j; k; l)VjVkVl :
Damit denieren wir fu¨r 1  l  k  j  n
bwn(j; k; l) :=
8>>><>>>:
6wsn(j; k; l); falls j > k > l
3wsn(j; j; l); falls j = k > l
3wsn(j; k; k); falls j > k = l
wsn(j; j; j); falls j = k = l
(3.12)
=
8>>>>>><>>>>>>:
(
jkl
n3
A−1 nB2
A2
h(
k
n
−A
+ 2
(
j
n
−Ai ( j
n
−A − 1+  C
2A
+ 3B
2
2A2

1− ( j
n
−2Ao(
j
n
2A−2 ( l
n
A−1 n B2
2A2
3
(
j
n
−A ( j
n
−A − 1+  C
4A
+ 3B
2
4A2

1− ( j
n
−2Ao(
j
n
A−1 ( k
n
2A−2n B2
2A2
h(
k
n
−A
+ 2
(
j
n
−Ai( j
n
−A − 1+ C
4A
+ 3B
2
4A2

1−( j
n
−2Ao(
j
n
3A−3 n B2
2A2
(
j
n
−A ( j
n
−A − 1+  C
12A
+ B
2
4A2

1− ( j
n
−2Ao
;
wobei fu¨r die zweite Gruppe von Fallunterscheidungen dieselben Bedingungen wie fu¨r
die erste Gruppe verwendet werden. Wegen Kn =
1
n3
Pn
l=1
Pn
k=l
Pn
j=k bwn(j; k; l)VjVkVl
erhalten wir
E

exp

it
Ln
n

Kn

=
1
n3
(
n−2X
l=1
n−1X
k=l+1
nX
j=k+1
bwn(j; k; l)EexpitLn
n

VjVkVl

+
n−1X
l=1
nX
j=l+1
bwn(j; j; l)EexpitLn
n

V 2j Vl

3.2 Entwicklungen mit Resttermen o
(
1p
n

und o
(
1
n

68
+
n−1X
k=1
nX
j=k+1
bwn(j; k; k)EexpitLn
n

VjV
2
k

+
nX
j=1
bwn(j; j; j)EexpitLn
n

V 3j
)
:
A¨hnlich wie oben kann man zeigen, da
E

exp

it
Ln
n

VjVkVl

=

it
nn
3
un(j)un(k)un(l)
6e−
t2
2 +O

1
n2
jtP (t)j e− t
2
4

;
E

exp

it
Ln
n

V 2j Vl

=
it
nn
un(l)
4e−
t2
2 +O

1
n
jtP (t)j e− t
2
4

;
E

exp

it
Ln
n

VjV
2
k

=
it
nn
un(j)
4e−
t2
2 +O

1
n
jtP (t)j e− t
2
4

;
E

exp

it
Ln
n

V 3j

= O

e−
t2
4

;
wobei j; k und l paarweise verschieden sind.
Eine la¨ngere Rechnung fu¨hrt schlielich zu
E

exp

it
Ln
n

it
n
Kn

(3.13)
=
1
n
e−
t2
2

t2

2C
4(A− 1)(2A− 1) −
2B2(5A− 4)
4(A− 1)2(2A− 1)(3A− 2)

+t4

2B2
2(2A− 1)(3A− 2)(4A− 3) −
2C
6(2A − 1)(4A− 3)

+O

n−1−" jtP (t)j e− t
2
4

fu¨r jtj  "00pn.
Entwicklung von (1=2)E
(
exp (itLn=n) (itQn=n)
2 : Unter Verwendung von (3.8)
betrachten wir die folgende Zerlegung
1
2
E
 
exp

it
Ln
n

it
n
Qn
2!
= − t
2
22n
8<:E
0@expitLn
n
 
2
n2
X
1j<kn
vn(j; k)VjVk
!21A
+ E
 
exp

it
Ln
n

2
 
2
n2
X
1j<kn
vn(j; k)VjVk
! 
1
n2
nX
j=1
vn(j; j)V
2
j
!!
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+ E
0@expitLn
n
 
1
n2
nX
j=1
vn(j; j)V
2
j
!21A9=;
= − t
2
2n2n
(
4
n3
n−1X
j=1
nX
k=j+1
v2n(j; k)E

V 2j V
2
k exp

it
Ln
n

+
8
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; k)vn(j; l)E

V 2j VkVl exp

it
Ln
n

+
8
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; k)vn(k; l)E

VjV
2
k Vl exp

it
Ln
n

+
8
n3
n−2X
j=1
n−1X
l=j+1
nX
k=l+1
vn(j; k)vn(l; k)E

VjV
2
k Vl exp

it
Ln
n

+
8
n3
n−3X
j=1
n−2X
k=j+1
n−1X
l=k+1
nX
m=l+1
vn(j; k)vn(l;m)E

VjVkVlVm exp

it
Ln
n

+
8
n3
n−3X
j=1
n−2X
l=j+1
n−1X
k=l+1
nX
m=k+1
vn(j; k)vn(l;m)E

VjVkVlVm exp

it
Ln
n

+
8
n3
n−3X
j=1
n−2X
l=j+1
n−1X
m=l+1
nX
k=m+1
vn(j; k)vn(l;m)E

VjVkVlVm exp

it
Ln
n

+
4
n3
n−1X
j=1
nX
k=j+1
vn(j; k)vn(j; j)E

V 3j Vk exp

it
Ln
n

+
4
n3
n−1X
j=1
nX
k=j+1
vn(j; k)vn(k; k)E

VjV
3
k exp

it
Ln
n

+
4
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; j)vn(k; l)E

V 2j VkVl exp

it
Ln
n

+
4
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; l)vn(k; k)E

VjV
2
k Vl exp

it
Ln
n

+
4
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; k)vn(l; l)E

VjVkV
2
l exp

it
Ln
n

+
2
n3
n−1X
j=1
nX
k=j+1
vn(j; j)vn(k; k)E

V 2j V
2
k exp

it
Ln
n

3.2 Entwicklungen mit Resttermen o
(
1p
n

und o
(
1
n

70
+
1
n3
nX
j=1
v2n(j; j)E

V 4j exp

it
Ln
n
)
:
Sind die Zahlen j; k; l;m 2 f1; : : : ; ng paarweise verschieden, so kann man zeigen, da
E

VjVkVlVm exp

it
Ln
n

=
1
n2
t4e−
t2
2
8
40
un(j)un(k)un(l)un(m) +O

n−
5
2 jtP (t)je− t
2
4

;
E

V 2j VkVl exp

it
Ln
n

= −1
n
t2e−
t2
2
6
20
un(k)un(l) +O

n−
3
2 jtP (t)je− t
2
4

;
E

V 3j Vk exp

it
Ln
n

=
ip
n
te−
t2
2
23
0
un(k) +O

1
n
jtP (t)je− t
2
4

;
E

V 2j V
2
k exp

it
Ln
n

= 4e−
t2
2 +O

1p
n
jtP (t)je− t
2
4

;
E

V 4j exp

it
Ln
n

= O

e−
t2
4

:
Damit erhalten wir
1
2
E
 
exp

it
Ln
n

it
n
Qn
2!
=
1
n
e−
t2
2
(
−t2 2
4
20
1
n2
n−1X
j=1
nX
k=j+1
v2n(j; k)
+ t4
46
40
1
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; k)vn(j; l)un(k)un(l)
+ t4
46
20
1
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; k)vn(k; l)un(j)un(l)
+ t4
46
20
1
n3
n−2X
j=1
n−1X
l=j+1
nX
k=l+1
vn(j; k)vn(l; k)un(j)un(l)
− t6 4
8
60
1
n4
n−3X
j=1
n−2X
k=j+1
n−1X
l=k+1
nX
m=l+1
vn(j; k)vn(l;m)un(j)un(k)un(l)un(m)
− t6 4
8
60
1
n4
n−3X
j=1
n−2X
l=j+1
n−1X
k=l+1
nX
m=k+1
vn(j; k)vn(l;m)un(j)un(k)un(l)un(m)
− t6 4
8
60
1
n4
n−3X
j=1
n−2X
l=j+1
n−1X
m=l+1
nX
k=m+1
vn(j; k)vn(l;m)un(j)un(k)un(l)un(m)
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− it3 2
23
30
1p
n
1
n2
n−1X
j=1
nX
k=j+1
vn(j; k)vn(j; j)un(k)
− it3 2
23
30
1p
n
1
n2
n−1X
j=1
nX
k=j+1
vn(j; k)vn(k; k)un(j)
+ t4
26
40
1
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; j)vn(k; l)un(k)un(l)
+ t4
26
40
1
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; l)vn(k; k)un(j)un(l)
+ t4
26
40
1
n3
n−2X
j=1
n−1X
k=j+1
nX
l=k+1
vn(j; k)vn(l; l)un(j)un(k)
−t2
4
20
1
n2
n−1X
j=1
nX
k=j+1
vn(j; j)vn(k; k)
)
+O

n−2t2e−
t2
4
 1
n
nX
j=1
v2n(j; j) +O

n−
3
2 jtP (t)je− t
2
4

:
Wertet man diese Riemannsummen aus, werden wir auf die Darstellung
1
2
E
 
exp

it
Ln
n

it
n
Qn
2!(3.14)
=
1
n
e−
t2
2

−t2 
2(5A− 4)B
8(A− 1)2(2A− 1)(3A − 2) + t
4 
2(8A− 7)B2
4(A− 1)(2A − 1)(3A − 2)(4A − 3)
−t6 
2B2
8(2A − 1)(3A− 2)2

+O

n−1−"jtP (t)je− t
2
4

fu¨r alle t mit jtj  "00pn gefu¨hrt.
Die Entwicklungen (3.6), (3.10), (3.13), und (3.14) und die Wahl  2

0; 
2(2+)

ergeben schlielichZ "n
−"n
’n(t)− b’n(t)t
 dt = Z "n−"n O

n−1−

2 jtj1+

+O

n−1−"jP (t)je− t
2
4

dt
= O

n−1−

2
+(2+)

= o

1
n

und damit Beziehung (3.2). 
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Lemma 3.2. Es seien V; V1; V2; : : : eine Folge unabha¨ngiger identisch verteilter Zu-
fallsvariablen mit EV = 0 und EjV j3 < 1, (n) eine Folge positiver Zahlen mit
limn!1
p
nn > 0 und  2 N 0. Dann gilt fu¨r A > 12
9
m0>
9
";>0
8
m;n2N
m0mn
8
t2R
jtj"pn(mn )
1−A
max
If1;::: ;mg
jIj=n−
E exp
 
it
1
nn
X
i2I
u()n (i)Vi
!  exp

−t
2
3
m
n
2A−1


;
wobei u
()
n (i) wie in Abschnitt 1.1 gewa¨hlt wird.
Beweis. Nach Theorem 8.9 in [5] gilt
8
jtj (EV 2)3=2
2EjV j3
E expit VpEV 2
  exp−t23

und damit fu¨r q = EV
2
2EjV j3 , 
2 = EV 2 und beliebigem x 6= 0
8
jtj qjxj
jE exp(itxV )j  exp

−t
2
3
x22

oder auch fu¨r x =
un(i)
nn
8
jtj nn
un(i)
q
E expitun(i)nn Vi
  exp−t23 u2n(i)n22n 2

:
Man wa¨hle jetzt m1 >  und ", e > 0 so, da
"
p
n
m
n
1−A
 nn
un(i)
q und e  2
n2n
fu¨r alle m; i; n 2 N mit m1  m  i  n:
Dann gilt fu¨r fu¨r alle m;n 2 N mit m1  m  n
8
jtj"pn(mn )
1−A
E exp
 
it
1
nn
X
i2I
un(i)Vi
!  exp
 
−t
2
3
2
n22n
X
i2I
u2n(i)
!
 exp
 
−t
2
3
e 1
n
m−X
i=1

i
n
2A−2
1 +O

1
i
!
:
Es ist leicht zu sehen, da es eine natu¨rliche Zahl m0  m1 und ein  > 0 gibt, so da
8
m0mn

m
n
2A−1
 e 1
n
m−X
i=1

i
n
2A−2 
1 +O

1
i

:
Zusammen mit der vorletzten Ungleichung beweist dies das Lemma. 
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Nachweis von (3.3). Zu den Multilinearformen Ln, Qn und Kn denieren wir
verku¨rzte Varianten durch
Ln(m) :=
1
n
mX
i=1
un(i)Vi ;
Qn(m) :=
1
n2
mX
k=1
nX
j=k
bvn(j; k)VjVk ;
Kn(m) :=
1
n3
mX
l=1
mX
k=l
nX
j=k
bwn(j; k; l)VjVkVl
fu¨r m 2 f1; : : : ; ng. Hierbei seien
bv(j; k) := (2vn(j; k); falls 1  k < j  n
vn(j; j); falls j = k
fu¨r 1  k  j  n, und bwn(j; k; l) deniert wie in (3.12).
Fu¨r p  2 zeigen wir
E jQn(m)jp = n−pAO

mp((A−1)_
1
2
)

:(3.15)
Unter Verwendung der cp-Ungleichung gilt
E jQn(m)jp  cpE
 1n2
mX
k=1
nX
j=m+1
bvn(j; k)VjVk

p
+ cpE
 1n2
mX
k=1
mX
j=k+1
bvn(j; k)VjVk

p
+ cpE
 1n2
mX
k=1
bvn(k; k) (V 2k − 2

p
+ cp
 1n2
mX
k=1
bvn(k; k)2

p
=: cp
4X
i=1
E jQn;i(m)jp ; m 2 f1; : : : ; ng :
Aufgrund der Unabha¨ngigkeit der Vi kann man mit Lemma 1.2 schlieen, da
E jQn;1(m)jp  B
A
E
 1n
mX
k=1

k
n
A−1
Vk

p
 E
 1n
nX
j=m+1

j
n
−1
Vj

p
= n−pAO

mp(A−
1
2
)

O

m−
p
2

= n−pAO
(
mp(A−1)

:
Mit Lemma 1.4 wird E jQn;2(m)jp = n−pAO

mp((A−1)_
1
2
)

gezeigt.
Da E jV j2p <1, kann zur Begru¨ndung von
E jQn;3(m)jp = n−pAO

mp((A−
3
2
)_0) (logm)
p
2
1(A=3
2
)

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wieder Lemma 1.2 verwendet werden.
Mit
E jQn;4(m)jp 
 
B
2A
1
n2
mX
k=1

k
n
A−2
2
!p
= n−pAO
(
mp(A−1)

ist der Nachweis von (3.15) abgeschlossen.
Wie in Lemma 2.2 kann gezeigt werden, da es eine Konstante const > 0 mit
jbwn(j; k; l)j  const ( jkln3 A3 −1 fu¨r 1  l  k  j  n gibt. Damit kann EjKn(m)jp
leicht nach oben abgescha¨tzt werden:
EjKn(m)jp  cpE
 1n3
mX
l=1
mX
k=l
mX
j=k

jkl
n3
A
3
−1
VjVkVl

p
+ cpE
 1n3
mX
l=1
mX
k=l
nX
j=m+1

jkl
n3
A
3
−1
VjVkVl

p
=: cpEjKn;1(m)jp + cpEjKn;2(m)jp = n−32pO
m
n
 2
3
p(A−3
2
)

;
(3.16)
da Lemma 1.2 fu¨r A > 3
2
und EjV j3p <1 die Beziehungen
EjKn;1(m)jp  E
 1n
mX
j=1

j
n
A
3
−1
Vj

3p
= n−
3
2
pO
m
n
3p(A
3
−1
2
)

EjKn;2(m)jp  E
 1n
nX
j=m+1

j
n
A
3
−1
Vj

p
 E
 1n
mX
k=1

k
n
A
3
−1
Vk

2p
= O

n−
p
2

O

n−p
m
n
 2
3
p(A−3
2
)

= n−
3
2
pO
m
n
 2
3
p(A−3
2
)

sichert.
Sei Tn(m) := Ln(m) + Qn(m) + Kn(m) fu¨r m 2 f1; : : : ; ng. Verwenden wir eine
Taylor-Entwicklung fu¨r exp(it(Qn(m) +Kn(m))=n), so ko¨nnen wir schreibenE expitTnn

=
brcX
=0
1
!
jtj−n
EexpitLn(m)n

exp

it
Tn − Tn(m)
n

(Qn(m) +Kn(m))


+O

E
tQn(m) +Kn(m)n
r
fu¨r ein noch zu spezizierendes r > 0.
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Aufgrund der Unabha¨ngigkeit der beiden Zufallsvariablen Ln(m) und Tn − Tn(m)
kann fu¨r den Erwartungswert des zu  = 0 geho¨renden Summanden mit Lemma 3.2
gezeigt werden, da
8
jtj"pn(mn )
1−A
EexpitLn(m)n

exp

it
Tn− Tn(m)
n


E expitLn(m)n
  exp−t23 mn 2A−1 

;
wobei " > 0 und  > 0.
Jetzt diskutieren wir die Erwartungswerte der zu  2 f1; : : : ; brcg geho¨renden
Summanden:E expitLn(m)n

exp

it
Tn− Tn(m)
n

(Qn(m) +Kn(m))


=
X
(1;::: ;)
EexpitLn(m)n

exp

it
Tn − Tn(m)
n

T1;::: ;
 ;
wobei die Summation u¨ber alle Multiindizes (1; : : : ; ) zu erfolgen hat, die in der
Summendarstellung des Produktes (Qn(m) +Kn(m)) auftauchen. T1;::: ; bezeichne
denjenigen Summanden, der das Produkt V1  : : :  V beinhaltet. Oensichtlich gilt
 2 f2; : : : ; 3g. Nun greifen wir einen Multiindex (1; : : : ; ) heraus und halten
ihn fu¨r einen Augenblick fest. Sei  := (1; : : : ; ) die Menge aller verschiedenen
Indizes unter 1; : : : ; . Ferner sei 1 := f1; : : : ;mg \ und 2 := f1; : : : ;mgn.
Fu¨r j 2 2 taucht also die Zufallsvariable Vj in der Summe Ln(m) auf, nicht jedoch
in dem Produktterm T1;::: ;. Es gilt 1  j1j  3 und m− 3  j2j  m− 1.
Beachten wir die stochastische Unabha¨ngigkeit von gewissen Ausdru¨cken, so kann
in der letzten Gleichung fortgefahren werden mit

X
(1;::: ;)
E exp
 
it
1
n
1
n
X
i22
un(i)Vi
!  E jT1;::: ;j
 max
2
Y
i22
E exp

it
1
nn
un(i)Vi
 max2f1;::: ;3g EjV j

 
1
n2
mX
k=1
nX
j=k
jbvn(j; k)j+ 1
n3
mX
l=1
mX
k=l
nX
j=k
jbwn(j; k; l)j!
= exp

−t
2
3
m
n
2A−1


O
m
n

2
A
fu¨r t 2 R mit jtj  "pn (m
n
1−A
und n hinreichend gro. Die Existenz positiver
Zahlen " und  ist wegen Lemma 3.2 gewa¨hrleistet. Die angegebene Ordnung der
3.2 Entwicklungen mit Resttermen o
(
1p
n

und o
(
1
n

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letztgenannten Doppel- und Dreifachsummen folgt elementar unter Verwendung der
bereits mehrfach gebrauchten oberen Schranken fu¨r jbvn(j; k)j und j bwn(j; k; l)j.
Mit einem noch zu bestimmenden M > 0 wa¨hlen wir
m = mn(t) =
$
n

M
logn
t2
 1
2A−1
%
+ 1
fu¨r jtj  n ( > 0). Dann gilt oensichtlich
1  m  n
 
M
logn
n2
 1
2A−1
+
1
n
!
 n
fu¨r hinreichend groe n. Da die Ungleichung
jtj  "2A−1(M log n)1−AnA−12
die Relation jtj  "pn

mn(t)
n
1−A
impliziert, sind mit (3.15), (3.16) und A > 3
2
folgende Abscha¨tzungen fu¨r hinreichend groe n mo¨glich:
n lognZ
jtj=n
1
jtj
E expitTnn
 dt

brcX
=0
n lognZ
jtj=n
jtj−1 exp

−t
2
3
m
n
2A−1


O

n

2
m
n

2
A

dt
+
n lognZ
jtj=n
jtjr−1n r2O

n−r
m
n
r(A−1)
+ n−
3
2
r
m
n
 2
3
r(A−3
2
)

dt

brcX
=0
n lognZ
jtj=n
jtj−1n−M3 O
 
n

2

M
logn
t2
 A
2(2A−1)
!
dt
+
n lognZ
jtj=n
jtjr−1n r2O
 
n−r

M
log n
t2
r A−1
2A−1
!
dt
+
n lognZ
jtj=n
jtjr−1n r2O
 
n−
3
2
r

M
logn
t2
r 2A−3
3(2A−1)
!
dt :
Jetzt wa¨hlen wir M > 0 so gro, da das erste Integral der rechten Seite in der obigen
Ungleichungskette fu¨r alle  2 f0; : : : ; brcg von der Ordnung o( 1
n
) ist. Die beiden
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(
1p
n

und o
(
1
n

77
na¨chsten Integrale sind von der Ordnung
O

n
−r 2A−3
2(2A−1) (logn)2r

bzw. O

n−r
2(2A−3)
3(2A−1) (logn)2r

:
Wa¨hlen wir die Zahl r mit r > 2(2A−1)
2A−3 , so sind diese beiden O-Terme auch von der
Ordnung o( 1
n
). Damit ist (3.3) bewiesen. 
Beweis von Satz 3.1. Sei Fn die Verteilungsfunktion von Sn=(Sn) und ’n die
zugeho¨rige charakteristische Funktion. Die Fourier-Stieltjes-Transformierte von
bFn = (x) + 1p
n
p1(x)(x)
ist
b’n(t) = e− t22 1 + 1p
n

k1;2it+
1
6
k3;1(it)
3

:
A¨hnlich wie im letzten Beweis verwendet man Lemma 3.1 und geeignete Abscha¨tz-
ungen, um zu zeigen, da die Beziehung
sup
x2R
jFn(x)− bFn(x)j  1

p
n lognZ
−pn logn
’n(t)− b’n(t)t
 dt+O 1pn logn

= o

1p
n

gilt. 
Kapitel 4
Asymptotische Entwicklungen des
Robbins-Monro-Prozesses
Robbins-Monro-Prozesse (Xn+1−#), die von quasi- oder sublinearen Regressionsfunk-
tionen generiert werden, lassen sich nach Kapitel 1 als Summen Sn = Ln + Qn bzw.
Tn = Ln + Qn + Kn von Multilinearformen L
()
n , Qn, Kn und gewissen Resttermen
darstellen (mit den Bezeichnungen aus Abschnitt 1.1). Fu¨r die Statistiken Sn und Tn
wurden in Kapitel 3 Edgeworth-Entwicklungen mit Fehlertermen o(1=
p
n) und o(1=n)
hergeleitet. Unter Verwendung der Delta-Methode [1], [14] lassen sich jetzt leicht ent-
sprechende Resultate fu¨r den Robbins-Monro-Proze erzielen (Abschnitt 4.1). Diese
ko¨nnen dann als Ausgangspunkt fu¨r eine Reihe weiterer interessanter Entwicklun-
gen dienen, wie z.B. der Cornish-Fisher-Entwicklung der Quantilfunktion oder der
Edgeworth-Korrektur der Verteilungsfunktion (Abschnitt 4.2). Aber nicht nur die
Verteilungsfunktion von
p
n(Xn+1 − #) la¨t sich entwickeln, sondern auch der stocha-
stische Proze (Xn+1 − #) selber | na¨mlich in eine Summe von Termen, bestehend
aus Potenzen von 1=
p
n und einer normalverteilten Zufallsvariablen (Abschnitt 4.3).
4.1 Edgeworth-Entwicklungen
Grenzwertsa¨tze vom Berry-Esseen-Typ wurden fu¨r den Robbins-Monro-Proze von
Renz [22] beschrieben. Unter der Voraussetzung aA > 1 (und weiteren relativ schwa-
chen Voraussetzungen an die Beobachtungsfehler) wird dort fu¨r den zentralen Grenz-
wertsatz die Darstellung
P

Xn+1 − #
n
 x

= (x) +O

1p
n

erzielt. Durch Hinzunahme von Entwicklungstermen p1(x)(x)=
p
n oder zusa¨tzlich
noch p2(x)(x)=n kann die Approximationsgu¨te nach Satz 4.1 bzw. 4.2 unter der Vor-
aussetzung aA > 1 oder aA > 3=2 auf o(1=
p
n) bzw. o(1=n) verbessert werden.
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Satz 4.1. Es seien neben aA > 1 alle Voraussetzungen von Satz 1.1 oder Satz 1.3
erfu¨llt. Daru¨berhinaus gelte EjV jm <1 fu¨r ein m  6 mit m > 2(2aA−1)=(aA−1).
Dann gilt fu¨r den dadurch gegebenen Robbins-Monro-Proze
P

Xn+1 − #
n
 x

= (x)− 1p
n

k1;2 +
1
6
k3;1(x
2 − 1)

(x) + o

1p
n

gleichma¨ig in x 2 R , wobei 2n = M2=n und die Konstanten M2, k1;2 und k3;1 wie in
Satz 2.1 bzw. Korollar 2.2 deniert sind.
Satz 4.2. Es seien neben aA > 3=2 alle Voraussetzungen von Satz 1.2 oder Satz 1.4
erfu¨llt. Daru¨berhinaus gelte EjV jm <1 fu¨r ein m  12 mit m > 3(2aA − 1)=(aA −
3=2). Dann gilt fu¨r den dadurch gegebenen Robbins-Monro-Proze
P

Xn+1 − #
n
 x

= (x) +
1p
n
p1(x)(x) +
1
n
p2(x)(x) + o

1
n

gleichma¨ig in x 2 R , wobei
p1(x) = −

k1;2 +
1
6
k3;1(x
2 − 1)

;
p2(x) = −x

1
2
k21;2 +
1
24
(k4;1 + 4k1;2k3;1)(x
2 − 3) + 1
72
k23;1(x
4 − 10x2 + 15)

;
2n =
1
n
M2;1 +
1
n2
M2;2 und die Konstanten M2;1, M2;2, k1;2, k3;1 und k4;1 wie in Satz 2.1
bzw. Korollar 2.2 deniert sind.
Bemerkung 4.1. (a) Zur Regularita¨tsvoraussetzung. Bei Schrittweiten an = a=n
ist die Folge (
p
n(Xn+1 − #)) nur unter der Regularita¨tsvoraussetzung aA > 1=2
asymptotisch N(0; a22=(2aA − 1))-verteilt. Nur im Fall aA = 1 nimmt die Vari-
anz der asymptotischen Verteilung ihr Minimum an. Da in der Anwendung A = f 0(#)
meist nicht bekannt ist, wurden adaptive Verfahren vorgeschlagen, die A im Laufe
der Iteration scha¨tzen [27]. Eine andere Methode, diese Schwierigkeiten zu umgehen,
wurde von Polyak und Ruppert vorgeschlagen [20], [25]. Anstelle von Schrittweiten
an = a=n werden langsamer abklingende Schrittweiten, z.B. an = a=n,  2 (1=2; 1),
gewa¨hlt. Man betrachtet jedoch nicht den daraus resultierenden Proze (Xn ), fu¨r den
n=2(Xn+1 − #) asymptotisch N(0; 2=A)-verteilt ist, sondern den gemittelten Proze
X

n :=
1
n
Pn
i=1X

i . Nach Polyak und Juditsky [21] ist
p
n(X

n+1 − #) fu¨r beliebige
a > 0 und A > 0 asymptotisch N(0; 2=A)-verteilt. Es ist zu erwarten, da eine
Edgeworth-Entwicklung dieses komplizierteren Prozesses
p
n(X

n+1 − #) auch unter
der schwachen Voraussetzung a > 0 und A > 0 gu¨ltig sein wird.
(b) Zur Momentenvoraussetzung. Die in den Sa¨tzen 4.1 und 4.2 geforderte Ord-
nung existierender Momente scheint im Hinblick auf die in [4] und [22] erzielten Re-
sultate abschwa¨chbar zu sein.
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Die Zufallsvariable N sei N(0; 1)-verteilt. Die zu den Verteilungsfunktionen von N
und jN j geho¨rigen -Quantile z und x ( 2 (0; 1)) sind deniert durch P (N 
z) =  und P (jN j  x) = . Aus den Sa¨tzen 4.1 und 4.2 ko¨nnen jetzt leicht
Entwicklungen fu¨r die U¨berdeckungswahrscheinlichkeiten der durch
I1;n() := (Xn+1 − nz; 1) ;
I2;n() := (Xn+1 − nx; Xn+1 + nx)
denierten ein- und zweiseitigen Kondenzintervalle fu¨r # abgeleitet werden. Da p1(x)
und (x) gerade Funktionen sind, verschwindet der zu 1=
p
n geho¨rige Term aus der
das symmetrische Intervall I2;n() betreenden Entwicklung.
Korollar 4.1. Unter den Voraussetzungen von Satz 4.1 gilt gleichma¨ig in  2 (0; 1):
P (# 2 I1;n()) = − 1p
n

k1;2 +
1
6
k3;1(z
2
 − 1)

(z) + o

1p
n

;
P (# 2 I2;n()) = + o

1p
n

:
Korollar 4.2. Unter den Voraussetzungen von Satz 4.2 gilt gleichma¨ig in  2 (0; 1):
P (# 2 I1;n()) =  − 1p
n
p1(z)(z) +
1
n
p2(z)(z) + o

1
n

;
P (# 2 I2;n()) =  + 2
n
p2(x)(x) + o

1
n

:
Beweis von Satz 4.2. O.B.d.A. sei a = 1. Unter den Voraussetzungen von Satz 1.2
oder Satz 1.4 gilt fu¨r die dort auftretenden Restterme n
P
nn
  n−1−" = o1n

;(4.1)
falls " > 0 hinreichend klein gewa¨hlt wird.
Jetzt wenden wir die Delta-Methode [14] an und schlieen unter Beachtung von
Relation (4.1) auf
P

Xn+1 − #
n
 x

= P

Tn
n
+
n
n
 x

 P

Tn
n
 x+ n−1−"

+ P
nn
 > n−1−"
= P

Tn
n
 x

+ o

1
n

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und wegen
P

Tn
n
 x− n−1−"

 P

Tn
n
 x− n
n
;
nn
  n−1−"+ P nn
 > n−1−"
 P

Tn
n
+
n
n
 x

+ P
nn
 > n−1−"
auch auf
P

Xn+1 − #
n
 x

 P

Tn
n
 x− n−1−"

− P
nn
 > n−1−"
= P

Tn
n
 x

+ o

1
n

:
Zum Nachweis der Relation P (Tn=n  x  n−1−") = P (Tn=n  x) + o(1=n) kann
eine Taylor-Entwicklung der Edgeworth-Terme in Satz 3.2 verwendet werden. Eine
Anwendung von Satz 3.2 liefert schlielich die Behauptung. 
Der Beweis von Satz 4.1 stu¨tzt sich auf die Sa¨tze 1.1, 1.3 und 3.1. 
4.2 Cornish-Fisher-Entwicklungen
Ist (Xn−#)=n eine beliebige asymptotisch standardnormalverteilte Statistik, so wird
die durch
Qn() = inf

x 2 R : P

Xn − #
n
 x

 

denierte Quantilfunktion Qn : [0; 1]! R nach Cornish und Fisher formal durch
Qn() = 
−1() +
1p
n
q1(
−1()) +
1
n
q2(
−1()) + : : :
nach Potenzen von 1=
p
n entwickelt. Unter Verwendung einer Edgeworth-Entwicklung
fu¨r (Xn − #)=n la¨t sich formal zeigen, da
q1(x) = −p1(x) = k1;2 + 1
6
k3;1
(
x2 − 1
gelten mu [14]. Das Polynom p1 und die Konstanten k1;2, k3;1 wurden in Abschnitt 3.1
eingefu¨hrt.
Satz 4.3. Existiert fu¨r den (beliebigen) Prozess (Xn) die Edgeworth-Entwicklung
P

Xn − #
n
 x

= (x) +
1p
n
p1(x)(x) + n(4.2)
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gleichma¨ig in x 2 R mit n = o(1=pn), so gilt fu¨r alle " 2
(
0; 1
2

Qn() = 
−1() − 1p
n
p1(
−1()) +O

jnj+ 1
n

(4.3)
gleichma¨ig in  2 ("; 1− ").
Bemerkung 4.2. (a) Unter den Voraussetzungen von Satz 4.1 oder 4.2 ist der Rest-
term in (4.3) von der Ordnung o(1=
p
n) bzw. O(1=n).
(b) Die Entwicklung (4.3) kann nicht gleichma¨ig auf dem ganzen Intervall [0; 1]
gelten. Falls z.B. p1(−1())!1 fu¨r !1, wu¨rde die linke Seite von (4.3) gegen1
konvergieren, die rechte Seite aber gegen −1.
In Ermangelung einer geeigneten Referenz fu¨r einen strengen Beweis des letzten
Satzes, fu¨hren wir diesen der Vollsta¨ndigkeit wegen hier aus.
Beweis. Sei z := 
−1() das -Quantil der N(0; 1)-Verteilung und
q;n = z − 1p
n
p1(z) + rn(z)
das -Quantil der Verteilung von (Xn−#)=n. Also genu¨gt es zu zeigen, da rn(z) =
O
(jnj+ 1n. Dazu setzen wir q;n in (4.2) ein und entwickeln nach Taylor
 = 

z − 1p
n
p1(z) + rn(z)

+
1p
n
p1

z − 1p
n
p1(z) + rn(z)



z − 1p
n
p1(z) + rn(z)

+ n
= 

z − 1p
n
p1(z)

+ rn(z) ((n; z))
+
1p
n

p1

z − 1p
n
p1(z)

+ rn(z)p
0
1((n; z))



z − 1p
n
p1(z) + rn(z)

+ n :
Fu¨r ln(z) := ((n; z)) gilt
inf fln(z) :  2 ("; 1− "); n 2 N g =: l > 0 :(4.4)
Ferner ist sup fjp01((n; z))j :  2 ("; 1− "); n 2 N g <1. Mit einer weiteren Taylor-
Entwicklung kann in der Gleichungskette fortgefahren werden mit
= (z)− 1p
n
p1(z)(z) +
1
n
p21(z)
0((n; z)) + rn(z)ln(z)
+
1p
n

p1(z) +
1p
n
p1(z)p
0
1((n; z)) + rn(z)O(1)

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 

z − 1p
n
p1(z) + rn(z)

+ n ;
und, da supfjp21(z)0((n; z))j :  2 ("; 1 − "); n 2 N g < 1 und supfjp1(z)
p01((n; z))j :  2 ("; 1− "); n 2 N g <1,
= (z)− 1p
n
p1(z)(z) +O

1
n

+ rn(z)ln(z)
+
1p
n
n
p1(z)

(z − 1pnp1(z)) + rn(z)0( (n; z))

+O

1p
n

+ rn(z)O(1)
o
+ n ;
und, da supfj0( (n; z))j :  2 ("; 1 − "); n 2 N g < 1 und (z − 1pnp1(z)) =
(z) +O(1=
p
n), gelangen wir schlielich zu
= +O

1
n

+ rn(z)

ln(z) +O

1p
n

+ n
oder
rn(z) = −
O( 1
n
) + n
ln(z) +O(
1p
n
)
= O

jnj+ 1
n

;
wegen (4.4). 
Eine Edgeworth-Entwicklung kann auch zur Korrektur der Verteilungsfunktion ei-
ner asymptotisch normalverteilten Statistik (Xn−#)=n verwendet werden, um damit
ho¨here Konvergenzraten im zentralen Grenzwertsatz zu erreichen. Der folgende Satz
kann a¨hnlich wie der letzte mittels Taylor-Entwicklung der Edgeworth-Entwicklung
bewiesen werden.
Satz 4.4. Liegt fu¨r den (beliebigen) Proze (Xn) die Edgeworth-Entwicklung
P

Xn − #
n
 x

= (x) +
1p
n
p1(x)(x) + n(4.5)
gleichma¨ig in x 2 R vor, so gilt fu¨r jedes kompakte Intervall I  R
P

Xn − #
n
 x− 1p
n
p1(x)

= (x) +O

jnj+ 1
n

(4.6)
gleichma¨ig in x 2 I.
Bemerkung 4.3. (a) Die Bemerkung 4.2(a) trit hier auch zu.
(b) Da die in n und p1 auftretenden Parameter meist nicht bekannt sind, wa¨re
eine zu (4.6) analoge Aussage interessant, in der die unbekannten Parameter durch
geeignete Scha¨tzer ersetzt werden. Dieses Problem wurde von Hall fu¨r Statistiken
vom Typ f
(
1
n
Pn
i=1 Vi

mit hinreichend glatter Funktion f in [13] untersucht.
4.3 Stochastische Entwicklungen 84
4.3 Stochastische Entwicklungen
In Kapitel 1 wurde gezeigt, da der Robbins-Monro-Proze (Xn+1 − #) durch die
Summe Ln + Qn + n einer Linear- und einer Bilinearform der Beobachtungsfehler
und einem Restterm n der Ordnung oP (1=n) oder OP (n−3=2) dargestellt werden kann.
Die Verteilung von (Xn+1 − #) la¨t sich nach Abschnitt 4.1 durch eine Edgeworth-
Entwicklung approximieren. Mit Satz 4.5 kann die quadratische Form Qn in der Weise
durch die quadrierte Linearform L2n und eine Bias-Korrektur ersetzt werden, da die
Verteilungen von Xn+1 − # und c0=n + c1Ln + c2L2n + n fu¨r geeignete c0, c1, c2 2 R
u¨bereinstimmen. Unter den Voraussetzungen der Sa¨tze 4.1 oder 4.2 la¨t sich damit
leicht eine stochastische Entwicklung von (Xn+1−#) im Sinne von [1] oder [9] folgern,
die nur in Potenzen von 1=
p
n und einer N(0; 1)-verteilten Zufallsvariablen N deniert
ist. Denn mit Korollar 4.3 gibt es Zahlen d0, d1, d2 2 R so, da
Xn+1
D
=

#+
d0
n

N0 +
d1p
n
N +
d2
n
N2 + n
mit n = oP (1=n) bzw. n = OP
(
n−3=2

.
Satz 4.5. Es seien EjV j4 < 1 und aA > 1. Fu¨r den (beliebigen) Prozess (Xn)
existiere die Edgeworth-Entwicklung
P

Xn − #
n
 x

= (x)− 1p
n

k1;2 +
1
6
k3;1(x
2 − 1)

(x) + n(4.7)
gleichma¨ig in x 2 R mit n = o(1=pn) oder, falls aA > 3=2, n = O(1=n). Dann gilt
Xn − #
n
D
=
p
n
0
Ln +
1p
n
b2
p
n
0
Ln
2
+
1p
n
b0 + n ;(4.8)
wobei 20 = 
2=(2A − 1), b2 = (k3;1 − (=0)3=(3A − 2)) =6, b0 = k1;2 − b2, und n =
OP (n).
Korollar 4.3. Unter den Voraussetzungen von Satz 4.5 gilt
Xn − #
n
D
= N +
1p
n
k3;1
6
N2 +
1p
n

k1;2 − 1
6
k3;1

+ n
mit n = OP (n).
Beweis von Satz 4.5. Es sei wieder o.B.d.A. a = 1. Wegen EjV j4 <1 und A > 1
kann fu¨r Ln =
1
n
Pn
i=1
(
i
n
A−1
Vi eine Edgeworth-Entwicklung angeben werden | ohne
da fu¨r V die Cramer-Bedingung angenommen werden mu (siehe Bemerkung 3.1 und
Beweis von Satz 3.2). Die Kumulanten von Ln=(L

n) lauten
1;n = 0
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2;n = 1
3;n =
1p
n


3 (2A− 1)3=2
3A− 2 +O
(
n−3=2

=:
1p
n
k3;1 +O
(
n−3=2

:
Also gilt
P

Ln
(Ln)
 x

= (x)− 1p
n
1
6
k3;1(x
2 − 1)(x) +O

1
n

gleichma¨ig in x 2 R . Dieselbe Entwicklung gilt auch fu¨r P (pnLn=0  x).
Die Funktion f : R ! R sei deniert durch f(x) := x + b2x2. Die ersten bei-
den Terme der letztgenannten Edgeworth-Entwicklung stellen die Verteilungsfunktio-
nen zweier signierter Mae P0 und P1 auf (R ;B) dar. Wird das Intervall In(y) :=
z 2 R : n1=2f(n−1=2z)  y} um n =1 entwickelt, ergibt sich
P
p
nf

Ln
0

2 In(y)

= P0(In(y)) + P1(In(y)) +O

1
n

=
Z
z2In(y)
d(x)− 1p
n
1
6
k3;1
Z
z2In(y)
d((x2 − 1)(x)) +O

1
n

=
Z
(−1;y]
d

(x)− 1p
n
b2(x)

− 1p
n
1
6
k3;1
Z
(−1;y]
d((x2 − 1)(x)) +O

1
n

:
Wir diskutieren nur die Entwicklung von P0(In(y)) fu¨r b2 > 0. Der Term P1(In(y))
kann a¨hnlich behandelt werden.
Wir stellen fest, da
In(y) =
"
−
p
n
4b2
;
2
1 +
p
1 + 4b2y=
p
n
y
#
=: [zn; zn] :
Oensichtlich gilt (zn) = o
(
1
n

.
Wir betrachten zuna¨chst y 2 (0; 2 log n). Fu¨r n hinreichend gro folgt 2
3
y  zn 
2y. Damit kann der Restterm in der folgenden Taylor-Entwicklung abgescha¨tzt wer-
den:
(zn) = 

y − 1p
n
b2y
2 +O

y3
n

(4.9)
= (y)−

1p
n
b2y
2 +O

y3
n

(y)
+
1
2

1p
n
b2y
2 +O

y3
n
2
O
 
sup
2[ 2
3
y;2y]
j()j
!
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= (y)− 1p
n
b2y
2(y) +O

1
n

+O

1
n
jyj5 + 1
n2
jyj7



2
3
y

= (y)− 1p
n
by2(y) +O

1
n

:
Fu¨r y  2 log n und n hinreichend gro gilt py  zn  y, also j(zn) − (y)j 
jzn − yj supf() :  > png = O
(
1
n

.
Ist y 2 (−2 log n; 0) und n hinreichend gro, folgt 2y < zn < y und damit wie
in (4.9) (zn) = (y)− 1pnb2y2(y) +O
(
1
n

.
Der Fall y 2
h
−
p
n
4b2
; −2 log n
i
impliziert fu¨r n hinreichend gro 2y  zn < y und
damit j(zn)− (y)j  jzn − yj supf() :  < −2 log ng = O
(
1
n

.
Fu¨r y < −
p
n
4b2
ist In(y) = ;, also P (n1=2f(n−1=2(n1=2Ln=0)) 2 In(y)) = 0 . Mit
(y) = O
(
1
n

ist dann die Untersuchung von P0(In) abgeschlossen.
Eine weitere Taylor-Entwicklung fu¨hrt schlielich auf
P

n1=2f

Ln
0

+ n−1=2b0  x

(4.10)
= (x)− 1p
n

b0 + b2x
2 +
1
6
k3;1(x
2 − 1)

(x) +O

1
n

gleichma¨ig in R .
Wa¨hlen wir b0 = k1;2− 16(k3;1− k3;1) und b2 = 16(k3;1− k3;1), so stimmen die beiden
Entwicklungen (4.7) und (4.10) (bis auf den Restterm) u¨berein. Mit
p
n(Ln) =
0 +O
(
1
n

und
p
nLn = OP (1) folgt daraus
p
nf

Lnp
n(Ln)

+
1p
n
b0 =
p
n
0
Ln +
1p
n
b2
p
n
0
Ln
2
+
1p
n
b0 + OP

1
n

:
Damit ist (4.8) bewiesen. 
Beweis von Korollar 4.3. Wa¨hlt man fu¨r die Folge (Vn) unabha¨ngige N(0; 1)-
verteilte Zufallsvariable, so folgt die Behauptung unmittelbar aus Satz 4.5, da in diesem
Fall  = 0 und
p
nLn=0 N(0; 1)-verteilt ist. 
Bezeichnungen
(Ω;A; P ) Wahrscheinlichkeitsraum
M(Ω; R ) Menge der mebaren Funktionen f : Ω! R
(x), (x) Verteilungsfunktion bzw. Dichte der Standardnormalverteilung
X
D
= Y die Zufallsvariablen X und Y besitzen dieselbe Verteilung
Xn = OP (an) lim
R!1
lim
n
P (jXn=anj  R) = 0
Xn = oP (an) 8 R > 0 lim
n
P (jXn=anj  R) = 0
Xn = OLp(an) lim
n
EjXn=anjp <1
Xn = oLp(an) lim
n
EjXn=anjp = 0
2(Xn) var(Xn)
2 EV 2
3 EV 3
4 EV 4
" falls nicht anders gefordert, kann " > 0 als eine generische Kon-
stante von Auftritt zu Auftritt ihren Wert a¨ndern
dxe kleinste ganze Zahl, die gro¨er oder gleich x ist
bxc gro¨te ganze Zahl, die kleiner oder gleich x ist
x ^ y Minimum der reellen Zahlen x und y
x _ y Maximum der reellen Zahlen x und y
sign(x) Vorzeichen von x 2 R , wobei sign(0) := 0
1(A) Indikatorfunktion zu dem logischen Ausdruck A
1M(!) Indikatorfunktion zu der Menge M , d.h. 1(! 2M)
jM j Ma¨chtigkeit der Menge MQ
i2; ai := 1 Produkt mit leerem Indexbereich
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