iii PEFACE This Memorandum is a product of research being conducted at RAND on the design and operation of simulation models for studying management policies and other problems that involve complex systems of random variables.
Simulation techniques are being used increasingly in management studies, for instance, in examining supply and maintenance policies;
and it is desirable to make the technique more rigorous. The tables cover a wide range of inventory policy parameters; the inventory models used include the zero procurement lead-time case, plus the non-zero procurement cases of 2-, 5-, and 10-period lead-times with exponential demand.
To compute these tables, we had to make several important assumptions that could affect the accuracy realised in simulations based on these sample sizes, compared with that expected from statistical theory. We undertook this current study to determine how well realized and expected accuracy might agree.
The test consisted of applying, to 1000 independent samples, the sampling procedure described in RM-3242, using several inventory policies and the four procurement lead-time cases mentioned.
(Even though we could solve the zero lead-time case completely by mathematical analysis, we examined it to obtain an absolute test of the statistical method.
In addition, the non-zero procurement lead-time cases were tested, using We therefore present a statistical method applicable to both zero and non-zero procurement lead-time cases, for computing the expected or mean value of shortages and overages per period. Then we apply the method to these cases. Our intent in applying this statistical procedure to the zero case, despite our ability to solve it analytically, is to check whether the method produces estimates of the true mean value which have some precision and confidence. We check this approach by applying the statistical method to a very large number of independent trials and make an estimate of mean shortages and overages each time. The frequency distribution of these estimates can then be used to evaluate the extent to which the specified precision and confidence are realized through use of the statistical method.
We have also used a similar approach with the non-zero procurement We first consider an inventory model with a zero procurement leadtime governed by (S,s) policies. We assume that a particular set of values (S,s) has been selected, so that whenever the stock level x falls to or below s, positive ordering is immediately enacted to raise the level to S upon delivery. When the quantity of goods in supply x exceeds s, then no ordering is done.
We allow x to assume any possible real value. A negative stock level should be interpreted as the amount owed to consumption. Thus, all demand will be ultimately satisfied, and it is therefore meaningful to refer to negative stock levels. We also assume that the density of demand f(ý) is known, so that in each time period, a demand ý has probability f(f) of occurring. Then, if x = stock level at end of period n, we have:
For this model, if we assume f(Q) = Xe"*, exponential demand,
we can obtain the following analytic results: we have:
For yn' we have the following analytic results:
Since yn is not a Markov process, we cannot infer pyny , p = 2, 3, ynn+p from ynyn+l, as we could with xn.
The term "overage", refers to the positive amount of stock left at the end of the period before ordering. If vn -overage in n-th period, then:
For vn, we have the following results: true far each n:
coy (v~vl --(XS + e-XS -1).(XS + e-%s 1 )
The expressions given above for Coy (V, Vn+l) and Var(vn) can then be substituted in Pv nvn+ to get an explicit solution for pvnvn+l in terms of X, s, and A. Here, too, v is not a Markov process so that we cannot infer the behavior of pvnvn+p, P 2, 3... from Pvnvn+I.
To summarize, the analytic derivation of results for the zero procurement lead-time case with exponential demand is complete for xn in that we can compute exactly the mean, variance, covariances for all time lags, and the corresponding correlation coefficients. For Yn and vn, however, we can compute analytically only the mean and variance, and the covariance and correlatien coefficient for only one period lag.
III. ANALYTIC RESULTS DERIVED FOR THE NON-ZERO PROCUREMENT LEAD-TIME CASE
Anal2tically, we can say much less about the properties of the non-zero procurement lead-time case.
We have been able to do the following.
If we let z = sum of on-order plus on-hand stock in n-th n period, before ordering, we then can show that zn for the non-zero procurement lead-time case is equivalent to xn for the procurement leadtime case. We can thus compute exactly, for zn, its mean, variance, covariance for all time. lags, and the corresponding correlation coefficients. Also, the expressions are identical with those given above for Xn, replacing x by zn.
We can say further that if: xn on-hand stock level at end of period n (which can assume any real number value), t = procurement lead-time, measured in number of time periods from order to delivery, then the following relation holds:
where ýn = demand in n-th period.
If we then specialize this relation to the case of t = 2, we obtain Xn+1 = zn -•.
For this 2-period procurement lead-time case, we can derive the following results analytically:
Covn(z z +XS -S -Xs
These results are meager indeed, so we therefore explored the possibility of using computing techniques to augment and extend them.
In the following sections, we present the statistical technique and the results obtained with it.
IV. LESCRIPTION OF STATISTICAL TECHNIQUE*
We would like to compute estimates of the mean number of shortages and overages occurring in an inventory model operating under (Ss)
policies. We consider both the zero and the non-zero procurement lag cases.
We present the zero lag case to provide an absolute assessment of the statistical method which we are compelled to use to obtain the properties of the non-zero lag cases.
ZERO FROCUREMNT LEAD-TIM MODEL
We are interested in calculating the sample sizes needed to assure We can now calculate a_ and a. using the following formulas: 
2
As stated above, we can compute ay and av analytically and have therefore used their analytical values in computing min (n y) and min (nv). We cannot, however, compute pp'y and p v analytically.
Instead, we have to estimate them with Monte Carlo techniques, thereby deriving rp'y as an estimate of pp,y and rp,v as an estimate of Ppv"
The technique by which the calculations of rPy and r were done in py p,v a particular study and the resulting average sample sizes with their standard deviations are presented in Tables 1 and 2 of RM-3242.
NON-ZERO FROCUREWNT LEAD-TIME MODEL
The approach taken to compute the sample sizes for this model is the same as that used for the zero procurement lead-time model. The main problem in using the formulas for min (ny) and min (nv) is that we cannot derive the exact values a 2 and a2 analytically. Instead, y v 2 2 2 2 we have to estimate ay by Sy,2 and av by S2. The procedure for doing this in computing sample sizes is also described in RM-3242. This procedure was applied to compute sample sizes for the non-zero procurement cases of 2-, 5-, and 10-period lead-times. The relevant average sample sizes with their standard deviations are given in RM-3242: Tables V.  TEST OF STATISTICAL TECNIQUW To make the sample size calculations, it was necessary, in effect,
to create a statistical model of the sampling process. This was primarily represented by the formulas specified for computing min (ny ) and min (n.). To apply these formulas we had to make three decisions.
FIrst, we had to choose an appropriate value of p, the truncation point; and second, we had to select large enough Monte Carlo samples to ensure reasonably valid estimations of the covariances and variances used in the formulas. Third, although theoretically in the case of exponential demand distributions the sample size computations are independent of the value of X used, we wished to use one value of X in the exponential demand distribution, and have it apply to the range of values used for s and A. We chose the value of X = 1. Also, we were assuming that the normal distribution assumption could be used in computing confidence intervals for Y and V, and that this assumption would also hold for computing values for min (n y) and min (nv) that would result in the specified precision and confidence levels. Thus, a number of fairly significant but subtle assumptions and decisions were required to establish the basis for utilizing the formulas given above for min (ny) and min (nv).
TEST OF ZERO PROCUREMENT LEAD-TIME CASE
To evaluate the statistical technique, we then reversed the procedure used in RM-3242 to compute min (ny) and min (n v). We used the limiting density for x = stock level, given by:
For specific values of k, A, and s, cp(x) is defined. Using this density function, a value of x was selected randomly, and set equal to x 0 . Then, using the value of X = 1, a specified number ky of random samplings of §n was made using the demand density function f(g) = e"-, so that go, ... Ck -1 were obtained. The sample size ky was selected so that it would be equal to the mean sample size as given in Table 1 of RM-3242, for the specified s and A.
Then, using the transition equations:
we calculated the random variables xi... We repeated the process to compute the mean number of overages, V.
From Table 2 , we obtained the requisite mean sample size k v. If ky a kv,
we used the first k random samplings of qn: to, .' _l, taken from starting value x 0 drawn from cp(x). We could thus obtain x 1 l ... xk v from which vn could be computed by means of:
This gave vll ... vk , from which we computed
And this, in turn, gave the mean number of overages, V, in that particular sample.
To test the precision and confidence such a statistical procedure would give, we repeated the above procedure 1000 times, selecting x 0 from y(x) and a sample of F-n values for each of these 1000 random samples.
We thus obtained 1000 values of Y and V for the specified sample sizes of ky and kv, respectively. In RM-3242, ky and kv were computed to produce sample estimates of mean shortages and overages differing no Table 1 in which we show two interesting statistics:
first, the confidence levels actually achieved (with 95-per-cent confidence expected), and, second, the comparison of the true mean values for shortages and overages with the estimate obtained from averaging the sample means over the 1000 samples computed.
To be more precise,
*These values of Y and V are given in RM-3242, Tables 3 and 4 respectively. Table 1 .
From Table 1 , we see that the percentage of confidence actually attained in the test came reasonably close to the desired 95-per-cent value, the results for the shortages ranging from 94.3 to 97.6 per cent, and for the overages ranging from 95.6 to 99.9 per cent. Of the 7 values, 6 exceeded 95 per cent in the case of the shortages; all 7
exceeded that figure for the case of overages. A partial explanation for the tendency of the confidence level to exceed 95 per cent is that in selecting min (n y) and min (nv) from Tables 1 and 2 respectively of RM-3242, the values given there were rounded upward in all instances.
Thus, if n was 35.4 in Table 2 , then 36 was used. The effect of rounding would be greatest with the smaller sample sizes, and may help explain the relatively higher confidence values found for the overage cases when samples of 2 and 1 were used.
Relatively good agreement was also found between the true mean shortage values Y and those estimated from the 1000 sample values of •.
We note that the agreement was better, the larger the sample size used to estimate 7. A similar finding occurred in comparing the true value of mean overages V and the mean overage value estimated from the 1000 sample values of V.
Thus, from the data contained in Table 1 , we would infer that the statistical procedure tends to do what it was devised to accomplish:
it produces estimates of the mean value of shortages and overages within 100 per cent of the true value, with 95-per-cent confidence.
TEST OF NON-ZERO PROCURENENT LEAD-TIME CASES
A procedure similar to that described for the zero procurement lead-time case was followed for the non-zero procurement lag models of In addition, if x = the amount of stock on hand at start of n period n, including stock delivered in period n, and n = demand in n-th period, and t = procurement lead-time in number of time periods from order to delivery, then, as stated in Sec. III:
Xn+t-1 = Zn -ýn -"'" -n+t-2' for t > 2.
We thus could select z 0 from c0(z), then select the appropriate series of q values, and derive the series: yl The results of these calculations for selected inventory policies are given in Table 2 for the 2-period lead-time case, in Table 3 for the 5-period lead-time case, and in Table 4 for the 10-period lead-time case.
The results found in each of thea non-zero lead-time cases seem to agree well with those for the zero lead-time case. That is, the confidence actually attained with the computed sample size is not far from the expected value of 95 per cent, with most of the confidence values exceeding that figure.
The highest confidence values tend to 
