In the Intensive Care Unit of a hospital (ICU), weaning can be defined as the process of gradual reduction in the level of mechanical ventilation support. improvement of 37% in the error rate regarding the physician decision. This result shows that the joint use of the NCD and MDS efficiently discriminates heterogeneous time series.
Introduction
In daily routine of a hospital Intensive Care Unit (ICU), patients are often assisted with mechanical ventilation, which replaces or collaborates with the spontaneous breathing of a patient with respiratory problems. The process of discontinuing mechanical ventilation is usually called weaning, and it consists in a gradual removal of the mechanical respiratory support (Tobin, 2006) .
Although current mechanical ventilators are sophisticated devices capable of stabilizing the respiratory conditions of a patient, the decision about the exact time of withdrawal mechanical support (extubation) is under the responsibility of a physician and has several problems. On the one hand, a premature extubation can increase the patient distress, causing difficulty in reestablishing artificial airways and compromising gas exchange (MacIntyre, 2004) . On the other hand, an unnecessary delay in the discontinuation of mechanical ventilation brings other problems, such as pneumonia or airway trauma, as well as an increase in the hospital economic cost (MacIntyre, 2001) . Hence, two main questions have to be taken into account in the weaning setting, specifically, how can the physician decide the best extubation instant, and which information can be used to support this decision.
Nowadays, physicians use their knowledge and own experience to start the patient weaning and select the most appropriate procedure (Blackwood et al., 2011) . Currently, the most used method for weaning consist in assessing the patient's respiratory status by observing either his spontaneous breathing through a T-Tube circuit (T-Tube Test) or his breathing while assisted by a low pressure support. If the patient tolerates the test and the physician considers the weaning is appropriate, the patient is extubated. An example of an alternative method is presented in (Scheinhorn et al., 2001) , where a therapist-implemented protocol was used to extubate patients from prolonged mechanical ventilation for reducing the weaning duration. However, the disconnection strategy seemed to be strongly dependent on the patients and their circumstances (Bruton et al., 1999) , and it often required a reintubation. Since reintubation may cause serious problems and even exitus, many researchers have tried to identify the physiological factors affecting the weaning. Scientific evidence has shown that the risk of death increases when the patient suffers a failed weaning (Tobin, 2006) .
To determine the extubation optimal instant is a nontrivial decision. The current reintubation rate is still in the range of 15-30% and indices for extubation instant prediction are still under active investigation (Tobin, 2006) .
In the last decade, several authors have proposed different methods for data analysis and model inference using only respiratory parameters, such as inspiratory and expiratory time, breath duration, or tidal volume (Casaseca-de-la Higuera et al., 2006; Giraldo et al., 2006; Arizmendi et al., 2009; Casasecade-la Higuera et al., 2009; Preciado and Giraldo, 2011) . Other authors have proposed similar methods combining the aforementioned parameters with other physiological (age, sex, or blood pressure), biochemical (creatinine, albumin, or hemoglobin) (Burns et al., 2012) , and pathological (such as multiple-organ failure, traumas, or medical scores) data (Jiin-Chyr et al., 2007; Hao-Yung et al., 2008; Yung-Fu et al., 2009 ).
Most of the previous methods propose a prediction model for weaning outcome, working with a limited number of cases and an homogeneous set of variables. Giraldo et al. (2006) and Hao-Yung et al. (2008) employ Support Vector Machines (SVM) for constructing a predictive model of weaning outcome. Arizmendi et al. (2009) propose cluster analysis together with feature selection algorithms and neural networks to determine the weaning outcome. Preciado and Giraldo (2011) use a linear discriminant and logistic regression to estimate the probability of failed weaning.
In ICU, a vast amount of data are usually measured and stored in an hetero-geneous way: time series are usually acquired at different time instants, what represents an heterogeneity in terms of sampling period and number of samples; similar considerations can be done for clinical tests. In addition, missing and occasionally incorrect values have to be dealt with.
Classical statistics and machine learning techniques usually require feature extraction and selection stages, which are mostly unable to deal with heterogeneous time series. In this setting, we propose the joint use of two unsupervised statistical learning tools: Normalized Compression Distance (NCD) (Li et al., 2004) and Multidimensional Scaling (MDS) (Jolliffe, 2002) . The NCD technique comes from Information Theory and has been successfully applied to a number of descriptive and predictive applications (Cilibrasi and Vitányi, 2007; Axelsson, 2010; Pinho and Ferreira, 2011) . By using the compression length, the NCD technique provides a similarity measure between two sequences (in terms of their mutual information), regardless of their sampling frequency and number of samples. In this work, the NCD technique is used to identify patterns in the time series of the weaning variables. MDS is applied to locate each sequence as a point in an N -dimensional space, which is the input of a subsequent classifier for predicting the weaning outcome. In this work different classifiers have been benchmarked for this purpose. Best performance was provided by Partial Least Squares (PLS) (Rosipal and Krämer, 2006) . The remaining of the paper is organized as follows. Next section presents the techniques and proposed methodology to predict the weaning outcome from heterogeneous time series variables. Results with real-world data using classical tools and those proposed in this paper are shown in Section 3. Conclusions are presented in Section 4.
Methodology and statistical methods
Let us consider a given set of w labeled time sequences {(s i , t i )} w i=1 , with s i being the i-th sequence of a time series weaning variable, and t i its associated label {f ailure, success}. The aim is to infer a weaning outcome prediction model from the w labeled time sequences. For this purpose, a procedure of three stages (graphically represented in Fig. 1 ) has been proposed:
Stage 1: The NCD technique is applied to the set of w sequences {s i } w i=1 . A matrix of size w ×w (the named NCD matrix) is obtained, whose elements are a dissimilarity measure d ij between pairs of sequences s i and s j .
Stage 2: The NCD matrix is projected onto an N -dimensional space by applying the MDS technique. The result of this stage is a set of points
N , each point associated to a different sequence.
Stage 3: The points yielded in Stage 2 are used, together with labels {t i } w i=1 of original sequences, to design a classifier to distinguish between successful and failed weanings. Since conventional classification techniques (such as Neural Networks or SVM) have been described in the weaning outcome prediction literature (HaoYung et al., 2008; Arizmendi et al., 2009 ), we present here the PLS technique (Rosipal and Krämer, 2006) , which has been shown extremely useful when the number of explanatory variables N exceeds the number of instances w (a common scenario in clinical studies with a reduced number of instances). In this work, a description of the NCD, MDS and PLS techniques is complemented with a synthetic example, in order to get a better understanding of the proposed methodology.
Normalized Compression Distance
The aim of the first stage is to obtain a measure, in terms of distance, for (Bennett et al., 1998) as:
where K(s i , s j ) is the length of the shortest program producing the concatenated pair s i and s j . Bennett et al. (1998) 
NID expresses the similarity between every pair of strings on a scale from zero to one (Cilibrasi and Vitányi, 2007) .
In the practical use, data compressors can be applied to approximate the Kolmogorov complexities K(s i ), K(s j ) and K(s i , s j ). Thus, for a given compressor C, C(s i ) denotes the length, in bits, of the compressed version of the string s i . Using this approximation in (2), the Normalized Compression Distance (NCD) is achieved:
which is a non negative number on a scale from zero to one: values of NCD close to zero represent similar strings, while values close to one correspond to different strings. In practice, NCD values can be slightly higher than 1 for real-world compressors (Li et al., 2004) .
The first stage of the proposed procedure provides us with an almost symmetric NCD matrix (of size w×w) with entries almost null in the main diagonal.
In practice, we force the NCD matrix to be symmetric and have zero values in the main diagonal (see Fig. 1 ). The gzip compressor has been used in our experiments, though other real-world compressors can be used (e.g. zip, bzip2, LZMA or PPMZ ).
Multidimensional Scaling
The second stage takes the NCD matrix an projects it onto a N -dimensional space using the Multidimensional Scaling (MDS) technique (see Fig. 1 ), also known as Principal Coordinates Analysis (Jolliffe, 2002) . This is an exploratory technique for representing a dissimilarity matrix and visualizing the proximity of the sequences in a low-dimensional space.
Let us consider the symmetric matrix M ncd containing the pairwise dissimilarities of a set of w instances. The MDS technique searches an orthogonal
that dissimilarities among these points are as close as possible to the dissimilarities provided by the elements of matrix M ncd . Mathematically, this is equivalent to minimize the following cost function (MDS criterion) (Jolliffe, 2002) :
where · 2 denotes the Euclidean norm. In general, it is not possible to find a configuration providing exactly the same dissimilarities. However, approximations can be found (as N increases, approximations are closer to the actual dissimilarities). A representation in a low-dimensional space will allow us to understand data structure, for instance, proximity between sequences, groups or outliers.
Partial Least Squares
Partial Least Squares (PLS) techniques are used for modeling relations between blocks of variables (e.g., a block of N explanatory variables and another block of M response variables), as well as for dimension reduction (Rosipal and Krämer, 2006) . PLS techniques assume that the observed data are generated by a process driven by a small number of latent (not directly observed) components. PLS extracts orthogonal 1 latent vectors (also called score vectors) by maximizing the covariance between blocks of variables; then PLS projects the observed data (MDS points in our case) to its latent structure and use the latent vectors to perform regression of the response variables.
PLS decomposes the zero-mean (w × N ) matrix of explanatory variables P and the the zero-mean (w × M ) matrix of response variables Y into the form:
where
containing the v extracted latent vectors of P and Y respectively, and R P and R Y are matrices of residuals. Loading matrices S = {s 1 , s 2 , . . . , s v } and Q = {q 1 , q 2 , . . . , q v } contain correlations between P and C; and between Y and L, respectively. Assuming a linear relationship between latent vectors c and , it is possible to express L as:
where D is a diagonal matrix and R D is a matrix of residuals. Replacing (6) in the second equality of (5),
is a residual matrix. Equation (7) is the decomposition of Y using Ordinary Least Squares with orthogonal vectors C, and reflects the assumption that latent vectors of P are good predictors of Y.
The conventional way to find latent vectors is based on the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm (Wold, 1966) , which provides
where cov(c, ) is the sample covariance between vectors c and . Weighting vectors w and u can also be found with algorithms based on eigenvector decomposition (Höskuldsson, 1988) , or using other approaches as SIMPLS (Jong, 1998) . After the extraction of the score vectors c and , the loading vectors s and q can be computed as coefficients of regressing P on c and Y on , respectively (Rosipal and Krämer, 2006) . Using the relationship C = PW(S T W) −1 (Wold, 1966) , it is possible to rewrite (7) in terms of the explanatory variables
Note that values of B denote the influence of each explanatory variable on the response variables. A high absolute value in an entry of B indicates that the associated explanatory variable has a high covariance with the associated response variable.
Since originally PLS is a regression technique and the weaning problem has been defined as a classification task, a procedure for thresholdingŶ has been established. The threshold is selected as the one providing the highest accuracy (percentage of correctly classified weanings) after performing the two resampling methods revised in Section 2.5.
Synthetic Example
Let us consider a binary classification problem where each class (success and The NCD technique was applied to the sequences artificially generated, and a NCD matrix of size 100 × 100 was obtained (gzip compressor was used in this case). Subsequently, the MDS technique was applied to the NCD matrix and 100 points of N = 99 dimensions were obtained (each point associated to a different sequence). Finally, the PLS algorithm was applied for prediction outcome (99 explanatory variables and 1 response variable), and the corresponding regression coefficients are shown in Fig. 3 .
For visualization purposes, in Fig. 4 the MDS points are depicted on a plane using the most influential dimensions according to the PLS algorithm (2nd and 3rd dimensions, see Fig. 3 ). Though in this example classification can be easily performed using a linear classifier, this is not the typical case with non-synthetic sequences, with usually require a learning stage to design non-linear classifiers. 
Performance Evaluation and Validation Methods
Accuracy is the most common merit figure for evaluating performance in binary classification problems. The term baseline accuracy is used in this paper to denote the accuracy obtained by classifying all instances as the majority class.
In problems with imbalanced datasets, a deeper analysis of performance can be provided through the sensitivity and specificity. Both measures can be related w are conditionally independent given X w and follow the same empirical distribution as x. Let us assume now that we estimate an statistic θ of x (e.g. mean) using an estimator ϕ(·), whereθ w = ϕ(X w ) represents an estimation of θ from X w . If ϕ(·) is applied to the bootstrap resamples X w are obtained. The properties ofθ w can be assessed using statistics (such as standard deviation or confidence interval) of the bootstrap estimations. In this work, bootstrap resampling is used to select the PLS classification threshold and assess the empirical distribution of the obtained merit figures.
Experiments and Results

Weaning Data
We selected Table 1 ). A description of these variables can be found in (Ferreira et al., 2001; Tobin, 2006; Woodrow, 2012) . From a clinical point of view, these variables are potentially influential in the weaning outcome. 
TS CLP GD
Heart rate Albumin APACHE3 In the CLP group of variables, each variable had a reduced number of measures (up to seven, depending on the weaning), and the mean value was computed as the representative value; variables with no values (missing data) were imputed to zero. Regarding GD variables, they just have one value per variable and it can be numerical (e.g. APACHE3 index) or categorical (e.g. sex).
Conventional Tools
Three rounds of experiments were performed, two of which included some schemes proposed in other studies, such as (Giraldo et al., 2006; Hao-Yung et al., 2008; Arizmendi et al., 2009 ). (Benjamini and Hochberg, 1995) should have been applied, as we are performing 187 tests, we omitted this step as our aim was to rank features for their discrimination ability (perhaps allowing some false rejections) instead of knowing whether a feature is significant or not. The second feature selection procedure is a variant of a bootstrapped backward search using a SVM-RBF classifier. Baseline accuracy was not exceeded using selected feature sets with the three classifiers.
In the second round of experiments, each set of variables (TS, CLP and GD) were considered for predicting the weaning outcome. We included the TS trend to the previous TS statistics (i.e., the total number of features for TS was 9 × 18 = 162). The procedure used in the first round of experiments was applied to evaluate the performance of the same three classifiers with each set of variables. Baseline accuracy was only exceeded when TS variables were considered, yielding an accuracy of 85.57% and a BER of 47% with a linear SVM with C = 11, what represents an improvement of one instance over baseline accuracy.
In the third round of experiments, other selection and classification tools available in the WEKA software (Hall et al., 2009) Regarding experiments with TS variables, an accuracy 2 of 88.5% and a BER of 29% was obtained. It is interesting to remark that just four features were selected, namely interquartile range of variables heart rate, compliance and systolic blood pressure; and mean of the compliance variable, with a filter selection method based on correlation, and classified subsequently with Adaboost M1
using Decision Stump as base classifier.
From previous experiments it is clear that predicting the weaning outcome from heterogeneous data is not a simple task. Furthermore, in the above experiments, temporal reference in TS variables has not been taken into consideration.
In order to deal with the raw data while maintaining the temporal reference, an investigation was made with heterogeneous TS variables, leading to the procedure proposed in Section 2.
Proposed Procedure
The NCD technique described in Section 2.1 was applied to each one of the TS variables indicated in Section 3. Fig. 7 shows the result of applying this procedure to the diastolic blood pressure TS variable.
Note that both accuracy and BER change with the PLS threshold, reaching its maximum and minimum value, respectively, for a threshold of 0.99. Table 2 shows the AUC, a global merit figure directly obtained from the PLS predictions of each TS variable.
Best performance (boldface in Table 2 ) was obtained with the diastolic blood pressure variable: median accuracy of 90.4% (lower limit of the 95% CI is the baseline accuracy) and BER of 28.7% (upper limit of the 95% CI is lower than 50%). Note that this is the only case where the lower limit of the CI is at least 3 According to the range of the corresponding PLS predictions. equal to the baseline accuracy. The confusion matrix associated to the best performance is shown in Table 3 : since the dataset is imbalanced, the SW class has a stronger influence on the PLS predictions, making it difficult classification of the FW weanings (9 false positives and 1 false negative). and 10d -FW class-, it is not straightforward to find the dissimilarity between patterns of different classes. On the other hand, sequences 67 and 71 (SW class) and sequences 11 and 15 (FW class) are in the middle of the cloud and it is expected that they have similar patterns; however, as it is shown in Figs. 10e and 10g -SW class-and in Figs. 10f and 10h -FW class-, it is difficult to assign similar patterns to each class. Though classification of these sequences is not evident, the proposed framework is able to detect similarities not easily captured by the naked eye neither in two nor in three dimensions, providing a reasonable solution.
Conclusions
A number of variables for weaning outcome prediction have been analyzed using schemes proposed in other studies. Experiments with real-world weaning data were performed using several feature selection techniques and classifiers such as decision trees, k-NN, MLP, SVM and Adaboost.
Since results with previous experiments scarcely improved the baseline accuracy, a general procedure to deal with heterogeneous time series regardless of the sampling frequency and the number of samples has been proposed in this paper. The joint use of NCD and MDS allows us to provide a compact input space to design a statistical classifier. Additionally, the only parameters to be tuned are the classifier ones (in our case, the PLS threshold). Our procedure achieved the best result with the diastolic blood pressure TS variable: accuracy of 90.4% and BER of 28.7%. This represents an error rate of 9.6%, i.e. an improvement of 37% if it is compared to the physician error rate (100 -baseline accuracy = 15.4%) who classified all weanings as successful ones.
Even though previous result was achieved by analyzing TS variables one by one, its extension for considering simultaneously several TS variables is straightforward. This work has been mainly focused on time series variables, however we conjecture that performance might be enhanced by feeding the classifier with other type of variables providing complementary information for weaning outcome prediction. 
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