We study secondary invariants associated to metrics of uniformly positive scalar curvature on complete spin manifolds. We exhibit product formulas for the (higher) ρ-invariant of a metric with uniformly positive scalar curvature as well as for the (higher) relative index of two metrics with uniformly positive scalar curvature. To unify the treatment of both, we introduce "partial" secondary invariants associated to metrics which have uniformly positive scalar curvature outside a prescribed subset and establish a general product formula for them. As an application, we deduce several incarnations of the principle "Boundary of Dirac is Dirac" in the context of secondary invariants. The main technical novelty is that we use Yu's localization algebras in combination with a certain description of K-theory for graded C * -algebras due to Trout. This formalism allows direct definitions of all the invariants we consider in terms of the functional calculus of the Dirac operator. It enables us to give concise proofs of the product formulas.
Introduction
Let X be an n-dimensional complete spin manifold equipped with a Riemannian metric g of uniformly positive scalar curvature. The coarse assembly map of Higson and Roe µ : K * (X) → K * (C * (X)), from locally finite K-homology of X into the K-theory of the Roe algebra, fits into a long exact sequence,
where S n (X) is the analytic structure group (which also can be realized as the K-theory of a certain C * -algebra). The spinor Dirac operator D on X can be used to construct a K-homological "fundamental class" [X] ∈ K n (X), and Ind(D) = µ ([X]) ∈ K n (C * (X)) is the coarse index of D in the sense of Roe [Roe96] . It is a well-known consequence to zero as t → ∞. There is a surjective evaluation homomorphism ev 1 : C * L (X) → C * (X). The main feature is that there exists an isomorphism Ind L : K n (X) → K n (C * L (X)), called the "local index map", such that the coarse assembly map factors as µ = (ev 1 ) * • Ind L . We will refer to the image under the local index map of the K-homological fundamental class of X as the local index class Ind L (D) of the Dirac operator. Moreover, there is an exact sequence, 0 → C *
where C * L,0 (X) is the kernel of ev 1 , and the K-theory group K * (C * L,0 (X)) is a suitable model for the structure group S * (X). Finally, the long exact sequence in K-theory associated to this short exact sequence yields the desired Higson-Roe sequence after identifying K-homology with the K-theory of C * L (X).
Main results
In the context of Yu's localization algebras, a proof of the product formula (1.1) using KK-theory is provided by Xie-Yu [XY13b, pp. 14-15]. Our approach is inspired by their work, however instead of appealing to the full power of KK-theory, we combine the localization algebras with the "spectral picture" of K-theory of Trout [Tro00] and Guentner-Higson [HG04] . That is, we view the K 0 -group of a (Z 2 -graded) C * -algebra A as the set of homotopy classes of graded * -homomorphisms S → A ⊗K, where S is equal to C 0 (R) but graded into even and odd functions. This formalism allows almost tautological definitions of the local index class as well as of the secondary invariant in terms of the functional calculus of Dirac operator (cf. Sections 4.1 to 4.4). Furthermore, in order to treat all dimensions at once, we introduce a Cl n -linear variant of the localization algebras (cf. Section 3) and consistently work with the Clifford-linear Dirac operator. Thus, our approach can be generalized directly to the setting of real K-theory in order to obtain the finer real invariants. Using this setup we give a concise and mostly selfcontained proof of the product formulas (cf. Section 4.5). Here we greatly benefit from the fact that this description of K-theory is well adapted to products.
To deal with both (1.1) and (1.2) in a unified way, we consider metrics which have positive scalar curvature outside a prescribed subset Z ⊂ X. In this situation Roe has observed that the coarse index can be "localized" to the subset Z, cf. [Roe96; Roe12] . We show that Roe's work implies that the local index class lifts to a particular element Ind L,Z (D) ∈ K n (C Theorem (cf. Theorem 4.7). Let X = X 1 ×X 2 be a product of two complete Riemannian spin manifolds. Consider the spinor Dirac operators D i and D on X i , i = 1, 2, and X, respectively. Suppose that the metric g 1 on X 1 has uniformly positive scalar curvature outside a closed subset Z 1 ⊂ X 1 , and g = g 1 +g 2 has uniformly positive scalar curvature outside Z = Z 1 ×X 2 ⊂ X 1 × X 2 . Then, using a suitable external product, we can write,
From this we deduce (1.1) and (1.2) as well as the classical product formula for the fundamental classes (i.e. in our setup, local index classes), cf. Corollaries 4.8 and 4.11. For example, observe that in the localization algebra picture the local index class Ind L (D 2 ) is just the element corresponding to the fundamental class [X 2 ]. Thus, setting Z = ∅ and interpreting ρ(g) as Ind L,∅ (D), we obtain precisely (1.1).
A different approach to the product formula (1.1) can be found in the thesis of Siegel [Sie12a] , where a construction of the structure group in terms of a customized notion of Kasparov cycles is used. As noted in [Sie12a, p. 139] , it is crucial for applications such as partitioned manifold index theorems that the external product is compatible with (Mayer-Vietoris) boundary maps. In our construction this is the case because the external product we use is induced by the external product in K-theory, where compatibility with boundary maps can be checked abstractly.
As a consequence of the compatibility with boundary maps, we thereby obtain a new proof of a result of Piazza-Schick [PS12] and Xie-Yu [XY13b] stating that the MayerVietoris boundary map associated to the cover X × [0, ∞) ∪ X × (−∞, 0] of W = X × R maps the ρ-invariant ρ(g+ dt 2 ) to the ρ-invariant ρ(g) (cf. Corollary 5.6). In addition, we prove an analogous claim for the relative index of two positive scalar curvature metrics (cf. Corollary 5.7). As in our approach to the product formulas, we deduce both from a more general statement concerning the partial secondary invariants Ind L,Z (D), cf. Theorem 5.5.
Applications and outlook
As mentioned earlier, the main application of these secondary invariants is to distinguish metrics with positive scalar curvature. Product formulas allow in certain geometric situation to extend these applications from one manifold to another ("bigger") manifold. For instance, if g 0 and g 1 are two complete metrics of uniformly positive scalar curvature (in the same bi-Lipschitz class) on X such that their (equivariant) ρ-invariants differ, ρ(g 0 ) ρ(g 1 ), then we can deduce that on X × R,
since taking the external product with the fundamental class on R is an isomorphism. That means, if the ρ-invariant can distinguish these two metrics on X, it can still distinguish them on X × R. An analogous statement applies to the relative index. The product X × R is a special case of a partitioned manifold, that is, a manifold W which contains two codimension 0 submanifolds W 1 , W 2 with common boundary X such that W = W 1 ∪ W 2 and W 1 ∩ W 2 = ∂W 1 = ∂W 2 = X. We call X a partitioning hypersurface. In such a situation, one can ask whether the Mayer-Vietoris boundary map associated to the cover W = W 1 ∪ W 2 takes the ρ-invariant ρ(g W ) of a metric g W on W (with uniform positive scalar curvature) to ρ(g X ), where g X is the induced metric on W . Here we implicitly assume that g W has product structure on a tubular neighborhood of the partitioning hypersurface X, in particular so as to ensure that the metric g X has uniform positive scalar curvature. The answer to this question is positive and this can be considered as a partitioned manifold index theorem for ρ-invariants in analogy with Roe's partitioned manifold index theorem for coarse indices [Roe96, Theorem 4.4]. Similar as above, this implies that whenever the ρ-invariant can distinguish metrics on the partitioning hypersurface X, it can do so on the whole manifold W .
Indeed, for the product case W = X × R = X × [0, ∞) ∪ X × (−∞, 0], the partitioned manifold index theorem is a consequence of the product formula for the ρ-invariant. This is deduced in [XY13b, and in Corollary 5.6 here. A direct proof in the product case for odd-dimensional X has been established by Piazza-Schick [PS12, Section 4.5]. Finally, the general case of the partitioned manifold index theorem for ρ-invariants can be reduced to the product situation. This can be proved by adapting the arguments of Piazza-Schick [PS12, Section 4.2] as well. Moreover, we expect that it will be possible to carry out an analogous program for the partial secondary invariant Ind L,Z (D) using our general product formula (Theorem 4.7) and the corresponding result for the MayerVietoris boundary map (Theorem 5.5). This will yield a unified approach for proving different kinds of partitioned manifold index theorems related to positive scalar curvature. In particular, we will obtain a partitioned manifold index theorem for the relative index of two positive scalar curvature metrics. We plan to address the details of these applications in future work.
Outline of the paper
In Section 2, which contains nothing new, we present a description of K-theory for Z 2 -graded C * -algebras following Trout and Guentner-Higson. In Section 3, we recapitulate Yu's definition of the localization algebras and introduce a Cl n -linear variant thereof. The central part of this paper is Section 4, where we give our definitions of the local index classes and (partial) secondary invariants as well as prove the product formulas. In Section 5, we revisit Mayer-Vietoris sequences in the context of localization algebras and then prove that the (partial) secondary invariants are well-behaved with respect to the boundary map corresponding to the cover
In the Appendix A, we show that our definition of the local index classes and ρ-invariants is equivalent to Xie-Yu's [XY13b] .
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Prerequisites on K-Theory for graded C * -algebras
We use the approach to K-theory for graded C * -algebras as described in the lecture notes of Higson-Guentner [HG04] , but see also Trout [Tro00] . As a slight variation, we will work with Real C * -algebras, whereas Higson-Guentner only consider the complex case. The reader may "complexify" this section by simply ignoring the Real structure.
Basic facts
A Real C * -algebra is a complex C * -algebra A together with a "complex conjugation" map A → A, a →ā which satisfies a + λb =ā +λb, ab =āb andā = a for all a, b ∈ A, λ ∈ C. We require * -homomorphisms ϕ : A → B between Real C * -algebras to preserve the Real structure, that is, ϕ(ā) = ϕ(a) for all a ∈ A.
A grading on a C * -algebra A is a * -automorphism α : A → A such that α 2 = id. A C * -algebra together with a grading is called a graded C * -algebra. Alternatively, a grading may be viewed as a direct sum decomposition
where A (i) is the (−1) i -eigenspace of α, i ∈ Z 2 . Moreover, all * -homomorphisms ϕ : A → B between graded C * -algebras shall preserve the grading in the sense that ϕ • α = α • ϕ. Note that any C * -algebra can be trivially graded by setting α = id.
Henceforth, all C * -algebras we consider will be Real and graded, where we require that the grading automorphism is an automorphism in the category of Real C * -algebras.
The Real C * -algebra of continuous functions on the real line which vanish at infinity admits a grading defined by the reflection map f → (x → f (−x)). In the following, we will denote this graded Real C * -algebra by S .
Let H = H (0) ⊕ H (1) be a fixed graded Real Hilbert space, where H (0) = H (1) is countably infinite dimensional. Let K denote the Real C * -algebra of compact operators on H, graded by the decomposition into diagonal and off-diagonal matrices. Such a grading into diagonal and off-diagonal matrices is known as a standard even grading.
Given two graded C * -algebras A and B, we denote their maximal graded tensor product by A ⊗B. We will always use maximal tensor products unless specified otherwise.
We will extensively deploy Clifford algebras, see e.g. [LM89, Chapter I] for a general reference. We use the following notation conventions. The Clifford algebra Cl n,m is the Real C * -algebra generated by real, odd generators {e 1 , . . . , e n , ε 1 , . . . , ε m } subject to the relations e i e j + e j e i = −2δ ij ,
As shorthands we denote Cl n,0 by Cl n and Cl 0,n by Cl * n . Recall that there is a canonical isomorphism Cl n,m ⊗Cl n ′ ,m ′ = Cl n+n ′ ,m+m ′ . Moreover, Cl n,n is isomorphic to the matrix algebra M 2 n (R). Here "R" denotes the Real algebra C endowed with the standard complex conjugation. For n > 0, the algebra Cl n,n is endowed with a standard even grading using an identification Cl n,n M 2 n (R) = M 2 (M 2 n−1 (R)). In particular, we have an isomorphism Cl n,n ⊗K K for all n 0.
Let A, B be C * -algebras, then we denote by [A, B] the set of homotopy classes of * -homomorphisms A → B (of course, homotopies should respect the given Real structure and grading). In other words, [A, B] = π 0 (Hom (A, B) ), where Hom(A, B) denotes the space of * -homomorphisms A → B endowed with the point-norm topology. The homotopy class of a * -homomorphism ϕ : A → B will be denoted by [ϕ] .
Definition 2.1. Let A be a graded Real C * -algebra. The K-groups of A are defined in terms of homotopy groups,
where K(A) = Hom(S , A ⊗K) with the zero map as base-point. If A is a trivially graded algebra, we use the symbol K * (A) synonymously with K * (A). This is justified because for trivially graded algebras this agrees with ordinary K-theory of C * -algebras defined in terms of projections. Explicit isomorphisms for the complex case are explained in the Appendix A.1.
One can directly verify that the n-fold loop space of K(A) is homeomorphic to K(Σ n A).
where C 0 (R n ) is endowed with the trivial grading. In particular, we have,
where we use an embedding K ⊕ K ⊂ K coming from the diagonal embedding K ⊕ K ⊂ M 2 (K) and an even unitary isomorphism H⊕H H. The choice of such does not matter up to homotopy. It can be shown that this defines a commutative H-group structure on K(A), thereby turning K n (A) = π n (K(A)) into an abelian group for all n 0. By a general principle in homotopy theory, this agrees with the homotopy group structure on π n for n 1. It is possible to turn K(A) into a spectrum (in the sense of stable homotopy theory) so that its (stable) homotopy groups are precisely the K-theory groups we have just defined, cf. [Del+11] .
Remark 2.2. Any graded * -homomorphism ϕ : S → A defines an element [ϕ] := [ϕ ⊗e 11 ] ∈ K 0 (A), where e 11 is an even rank 1 projection in K.
Comultiplication on S
There is a comultiplication,
given by the functional calculus of the unbounded multiplier x ⊗1 + 1 ⊗x. The comultiplication △ is coassociative and counital (with counit η : 2 .
An alternative construction of △ not depending on the theory of unbounded multipliers is indicated in [HG04, Section 1.3]. From that description we immediately obtain the following lemma.
Lemma 2.3. Let ε > 0 and denote by S (−ε, ε) the graded ideal in S consisting of those functions vanishing outside the interval (−ε, ε). Then the comultiplication △ preserves S (−ε, ε) in the sense that
We explicitly note the following elementary lemma and a direct corollary because both are quite essential to our discussion of secondary invariants in Section 4.2. Proof. Let 0 < r ′ < r and choose an odd, monotonically increasing homeomorphism ϑ : (−r, r) → R which satisfies ϑ(s) = s for all s ∈ (−r ′ , r ′ ). Then ϑ * : S → S (−r, r) is a graded * -homomorphism which is a graded homotopy inverse to ι : S (−r, r) ֒→ S .
To obtain a homotopy inverse to S (−r, r) ⊗S (−r, r) ֒→ S ⊗S , we can just use ϑ * ⊗ϑ * . 
External Product
There is an external product [HG04, Section 1.7],
which is induced by the map,
Here we implicitly use a fixed isomorphism K ⊗K K coming from an even unitary isomorphism H ⊗H H. As in the case of the direct sum, the choice of such an identification does not matter up to homotopy. A ⊗B (the rank 1 projections take care of themselves because e 11 ⊗e 11 ∈ K ⊗K K is again an even rank 1 projection).
Bott periodicity
In this subsection, we briefly sketch a variant of the "Dirac-dual-Dirac" approach to Bott periodicity using Clifford algebras. 
defined by the graded * -homomorphism,
where "f (v)" denotes the application of f on v ∈ R n ⊆ Cl * n via the functional calculus in Cl * n .
Although not central to this paper, we will occasionally use asymptotic morphisms and ideas from E-theory. For general references see e.g. [GHT00; HG04] . This first surfaces in the following, where we use that an asymptotic morphism α : S ⊗A B induces a map on K-theory α * :
There is also an asymptotic morphism α :
It is the inverse of the dual Dirac element in the sense that the induced homomorphism
. Employing a variant of Atiyah's rotation trick, one can conclude that the Bott map,
is an isomorphism for any graded C * -algebra A and all n ∈ N.
In particular, there is a natural isomorphism
where the second isomorphism follows from the fact that Cl n ⊗Cl * n = Cl n,n M 2 n (R) with a standard even grading.
Moreover, Cl 8 M 16 (R) with a standard even grading, which together with (2.3) implies 8-fold Bott-periodicity of real K-theory. Similarly, in the complex case, we get 2-fold periodicity due to Cl 2 M 2 (C).
Long exact sequences
Let 0 → I → A → A/I → 0 be short exact sequence of graded C * -algebras. Then the induced map K (A) → K(A/I) is a Serre fibration with fiber K(I). Thus, there is a long exact sequence of homotopy groups which yields the natural long exact sequence in K-theory,
Using Bott periodicity one can also define K-theory for negative degrees and extend the exact sequence to the right. In fact, it then becomes the usual 24 term (respectively 6 term in the complex case) cyclic exact sequence in K-theory.
The long exact sequence is compatible with the external product. Indeed, if B is another graded C * -algebra, then the sequence 0 → I ⊗B → A ⊗B → A/I ⊗B → 0 is exact 1 and we have a commutative diagram as follows, 
In addition, there is a Mayer-Vietoris sequence in K-theory of graded C * -algebras. Here we consider a graded C * -algebra A and two closed two-sided graded ideals I 1 , I 2 A such that I 1 + I 2 = A. Then the long exact Mayer-Vietoris sequence reads as follows,
To construct this sequence, one considers the auxiliary C * -algebra Ω(A; I 1 , I 2 ) which consists of paths f : [−∞, ∞] → A such that f (−∞) ∈ I 1 and f (+∞) ∈ I 2 . The inclusion I 1 ∩ I 2 ֒→ Ω(A; I 1 , I 2 ) sending b ∈ I 1 ∩ I 2 to the constant path at b is a K-isomorphism, see e.g. [Sie12b, Lemma 3.1]. Then there is a short exact sequence,
which induces a long exact sequence,
which becomes precisely of the form (2.4). Similarly as before, the Mayer-Vietoris sequence is compatible with the external product. For, if B is another graded C * -algebra, then I 1 ⊗B + I 2 ⊗B = A ⊗B and I 1 ⊗B ∩
So we obtain a commutative diagram,
Yu's localization algebras
Yu [Yu97] has introduced the localization algebras C * L (X) to provide an alternative model for the K-homology of a proper metric space X. In fact, there is an isomorphism
, called the "local index map". This can be proved for simplicial complexes using a Mayer-Vietoris argument [Yu97] , or alternatively, the general case can be reduced to Paschke duality [QR10] .
In this section, we review the definition of the localization algebras and introduce a Cl n -linear version thereof.
Cl n -linear localization algebras
Let X be a proper metric space endowed with an isometric, free and proper action of a discrete group Γ.
A Γ-equivariant X-module, or simply (X, Γ)-module, is a Hilbert space H together with a * -representation ρ : C 0 (X) → B(H) and a unitary representation U : Γ → U (H) such that ρ(f )U γ = U γ ρ(γ * f ) for all γ ∈ Γ and f ∈ C 0 (X). If Γ is the trivial group we refer to it just as an X-module.
A Cl n -linear Γ-equivariant X-module, or simply (X, Γ, Cl n )-module, is defined analogously but we replace the Hilbert space H by a graded Hilbert Cl n -module H and require that the representations are by even bounded Cl n -linear operators 2 .
An (X, Γ)-module H is called ample if the representation ρ is non-degenerate and ρ(f ) is not a compact operator for all f ∈ C 0 (X), f 0. In the Cl n -linear setting, we say an (X, Γ, Cl n )-module is ample if it is isomorphic to H ⊗Cl n , where H is an ample (X, Γ)-module.
, where X and Y are proper metric spaces with corresponding modules H X and H Y . The support of T is the subset supp(T ) ⊆ Y ×X such that (y, x) supp(T ) precisely when there exists f ∈ C 0 (X) and g ∈ C 0 (Y ) such that gT f = 0 but f (x) 0 g(y). In the expression "gT f " we have suppressed the representations of the function algebras to simplify the notation.
The propagation of an operator
Let A ⊂ X be a subspace. We say that
Definition 3.1. Let H be a fixed ample (X, Γ, Cl n )-module. Let A ⊂ X be a closed Γ-invariant subset.
(1) Denote by C * (X; Cl n ) Γ the Cl n -linear Γ-equivariant Roe algebra, that is, the C * -algebra generated by all the Γ-equivariant, Cl n -linear operators on H which are locally compact and of finite propagation.
(2) The closure of the set of all operators supported near A with properties as in (1) 
, that is, the C * -algebra generated by the bounded and uniformly continuous functions L :
is finite for all t 1 and tends to zero as t → ∞.
2 In the case of Cl n , an operator is bounded and Cl n -linear iff it is an adjointable Hilbert-module map.
(5) Evaluation at 1 yields a surjective * -homomorphism ev 1 : C * L (X; Cl n ) Γ → C * (X; Cl n ) Γ , the kernel of which we denote by C * L,0 (X; Cl n ) Γ . More generally, we define C * L,A (X; Cl n ) Γ to be the preimage of C * (A ⊂ X; Cl n ) Γ under ev 1 .
Remark 3.2 (Notation). If we wish to emphasize which (X, Γ, Cl n )-module is used, we write e.g. C * L (X, H; Cl n ) Γ . However, since the K-theory of these algebras does not depend on the choice of ample module (cf. Section 3.2), we will usually not do so.
There are also the simpler versions of the Roe and localization algebras where there is no group action or no Clifford algebra present (i.e. take Γ = 1 or n = 0). We denote these variants by dropping the group or the Clifford algebra in our notation, e.g. C *
The most important feature of the ideals such as C * L (A ⊂ X) is that their K-theory agrees with the K-theory of the corresponding algebra associated with the subspace A, see Lemma 3.7 below.
In addition, we will occasionally need the structure algebra D * (X) Γ , which is defined to be C * -algebra generated by all Γ-equivariant, pseudo-local operators of finite propagation. We also have the corresponding localization algebra version, D * L (X) Γ .
Functoriality of localization algebras
The K-theory of the localization algebra is functorial with respect to proper Lipschitz maps. Recall that in the context of Roe algebras (and similarly, in the Paschke duality picture of K-homology), the induced map on algebra level is always given by conjugation with an isometry which in a suitable sense "covers" the original map on space level. Detailed treatments of these ideas can be found in e.g. [HR00, Chapters 5 and 6], [Roe96; Sie12b] . In the case of localization algebras, functoriality is implemented by an appropriate family of covering isometries [Yu97; QR10] . In this section, we review this concept in a way that is adapted to the Γ-equivariant and Cl n -linear setting.
Let X and Y be proper metric spaces with endowed with free and proper Γ-actions. Fix an ample (X, Γ, Cl n )-module H X and an ample (Y , Γ, Cl n )-module H Y . The main observation is the lemma below, which can be proved by applying an equivariant and Cl n -linear version of the construction explained in [Yu97, p. 313]. 
Lemma 3.3 ([Yu97]). Let f : X → Y be a Γ-equivariant proper Lipschitz map. Then there exists a uniformly continuous family of even
The induced map on K-theory, Ad In particular, the K-theory of C * L (X; Cl n ) Γ does not depend on the choice of the ample (X, Γ, Cl n )-module.
Hence the map f induces a well-defined map on K-theory of the localization algebras, and we will incorporate this fact in our notation by writing f * = (Ad V t ) * .
Restricting Ad V t to the ideal C * L,0 (X; Cl n ) Γ clearly yields functoriality for K * C * L,0 (X; Cl n ) Γ . In addition, if A ⊆ X and B ⊆ Y are closed Γ-invariant subsets such that f (A) ⊆ B, we may employ the same procedure to obtain an induced map,
Moreover, for a family of isometries V t which covers f , the isometry V 1 covers f in the coarse sense. Hence, the induced maps on K-theory of the localization algebras are in the obvious way compatible with the induced maps on K-theory of the Roe algebras.
Remark 3.6. Let H be an ample (X, Γ)-module. Using the ample (X, Γ, Cl n )-module
This means that we have a canonical identification on the level of K-theory,
where the latter identification is due to the Bott map from Section 2.4. 
all of which induce isomorphisms on K-theory.
Proof. This has been proven for the Roe algebra in [HRY93] . For the localization algebra C * L (A), this has been directly established in [Yu97] in the special case of metric simplicial complexes. However, one can reduce the general case for C * L (A) Γ to the corresponding statement in (equivariant) K-homology. Indeed, if we use very ample modules, it is shown in [QR10] that we have isomorphisms,
Similarly, we obtain isomorphisms,
where the ideals D * (A ⊂ X) Γ and D * L (A ⊂ X) Γ are defined analogously as their counterparts in the setting of Roe algebras, however, with the additional condition that the all operators should be locally compact on the complement of A. Furthermore, we observe that Ad V t intertwines these two sequences of isomorphisms, so it would suffice if
induced isomorphisms on K-theory. This, however, is just the corresponding statement in the Paschke duality picture of K-homology which is proved in [HR00, Chapter 5], see also [Sie12b, Proposition 3.8].
Having established the isomorphisms for C * (A) Γ and C * L (A) Γ , one can deduce from five lemma that the map
Γ must also be an isomorphism on K-theory. Finally, the last statement follows similarly from a five lemma argument by considering the short exact sequence 0 → C *
Local index classes, ρ-invariants and product formulas
In this section, we combine the Cl n -linear localization algebras with the picture of K-theory from Section 2 in order to prepare a setup for a particularly simple definition of the (equivariant) local index classes associated to the spinor Dirac operators on complete spin manifolds. Indeed, an element of K 0 (C * L (X; Cl n )) may be defined by a * -homomorphism S → C * L (X; Cl n ). Our definition of the local index class is essentially the * -homomorphism given by the functional calculus of the Cl n -linear spinor Dirac operator, see (4.1) below. A slight modification to this idea allows to define the (partial) secondary invariants in almost the same fashion, see Section 4.2.
The local index class
Let X be a spin manifold together with a fixed complete Riemannian metric g. Suppose that X is equipped with a free and proper action of a discrete group Γ by spin structure preserving isometries. Let D the Cl n -linear Dirac operator acting on the Cl nspinor bundle S(X). That is, S(X) = P Spin(n) (X) × l Cl n , where P Spin(n) (X) is the principal Spin(n)-bundle of X and l is the representation of Spin(n) by left-multiplication on Cl n . Right multiplication induces an action of Cl n on S(X). This turns sections of S(X) into a right Cl n -module and the space of L 2 -sections L 2 (S(X)) into a Hilbert Cl n -module. Moreover, L 2 (S(X)) is equipped with a unitary Γ-action such that it is a (X, Γ, Cl n )-module. Using local trivializations of S(X) one can show that L 2 (S(X)) is isomorphic to L 2 (X) ⊗Cl n , whence it is ample. In the following, we consider the localization algebra to be formed on L 2 (S(X)).
Consider the graded homomorphism,
By an approximation argument all of this implies that
Definition 4.1. The equivariant local index class of the Dirac operator D is defined to be graded K-theory class represented by the * -homomorphism ϕ D above,
Remark 4.2 (cf. [QR10, Section 4], [Dum05, Section 3]).
There is an asymptotic morphism,
Using a suitable E-theory product, this induces a homomorphism,
which (at least for trivial Γ) is an isomorphism by [QR10] . Moreover, the class γ * (Ind L (D)) is explicitly represented by the following Γ-equivariant asymptotic morphism α :
which is precisely the asymptotic morphism representing the K-homology fundamental class defined in [Dum05, Section 3]. In particular, specializing to X = R n , we observe that γ * (Ind L (D R n )) is precisely the Dirac element from Section 2.4.
Partial secondary invariants and localized indices
We now assume, in addition to the previous setup, that the Riemannian metric g on X has uniformly positive scalar curvature outside a Γ-invariant closed subset Z ⊂ X. Based on the Schrödinger-Lichnerowicz formula, one obtains the following: 
In other words, the restriction of ϕ D to S (−ε, ε) takes values in C * L,Z (X; Cl n ) Γ . Since the inclusion of S (−ε, ε) into S is a homotopy equivalence, this means that the local index class Ind L 
To implement this idea, we fix a graded * -homomorphism ψ : S → S (−ε, ε) which is homotopic to the identity when composed with the inclusion S (−ε, ε) ֒→ S , cf. Lemma 2.4. 
where ψ : S → S (−ε, ε) and ε > 0 are chosen as above. We note that the image of Ind 
By Lemma 2.4, such a ψ exists and is unique up to homotopy (it is just a homotopy inverse to the inclusion S (−ε, ε) ֒→ S ), whence Ind
Γ L,Z (D) under (ev 1 ) * : K n (C * L,Z (X) Γ ) → K n (C * (Z ⊂ X) Γ ), denote it by Ind Γ Z (D),
The ρ-invariant of a positive scalar curvature metric
If the Riemanian metric g has uniformly positive scalar curvature on all of X, then by the previous subsection, we obtain a lift of the local index class to an element Ind
L,0 (X) Γ , and we take this element to be the ρ-invariant associated to the metric g. Definition 4.5. The equivariant ρ-invariant of the metric g is,
for appropriate ψ : S → S (−ε, ε) and ε > 0 as in Definition 4.4.
Note that all we need to define such a secondary invariant in K n (C * L,0 (X)) is that the spectrum of D does not contain zero.
The relative index of two positive scalar curvature metrics
Let g 0 , g 1 be two complete Γ-invariant metrics of uniformly positive scalar curvature on X. Suppose furthermore that the identity map on X is a bi-Lipschitz equivalence between the metrics induced by the Riemannian metrics g 0 and g 1 . If this is the case, we say that g 0 and g 1 are in the same bi-Lipschitz class. This latter assumption is vacuous if Γ acts cocompactly. However, in the general case it is needed to ensure that the Roe-and localization algebras do not depend on which of the metrics we choose. Then one can construct a relative index Ind Γ rel (g 0 , g 1 ) ∈ K n+1 C * (X) Γ . Indeed, choose a smooth metric h on W = R×X which is in the same bi-Lipschitz class as dt 2 + g i , i = 1, 2, and restricts to dt 2 + g 1 on [1, ∞) × X and to dt 2 + g 0 on (−∞, 0] × X. Then h has uniformly positive scalar curvature outside Z = [0, 1] × X. Construct the Dirac operator D W on W using the product spin structure on R × X and the metric h. By Section 4.2, we obtain a partial secondary local index class and a localized coarse index,
Since the canonical projection pr X : [0, 1] × X → X is a coarse equivalence, there is an isomorphism
After these preparations, we are ready to define the relative index.
Definition 4.6. The equivariant relative index associated to the pair of metrics g 0 , g 1 is,
Product formulas
Suppose that X i , i ∈ {1, 2}, are n i -dimensional spin manifolds endowed with complete Riemannian metrics g i and Γ i -actions. Consider their product X = X 1 × X 2 which is an n := n 1 + n 2 -dimensional spin manifold. A principal Spin(n)-bundle covering the SO(n)-frame bundle of X may be obtained as the bundle associated to P Spin(n 1 ) (X 1 ) × Z 2 P Spin(n 2 ) (X 2 ) via the inclusion Spin(n 1 ) × Z 2 Spin(n 2 ) ֒→ Spin(n). In view of the isomorphism Cl n 1 ⊗Cl n 2 Cl n , this implies that we may identify the Cl-spinor bundles as follows S(X) = pr * 1 S(X 1 ) ⊗ pr * 2 S(X 2 ), where pr i : X 1 × X 2 → X i are the obvious projection maps. On the level of L 2 -sections, this means that we have an identification L 2 (S(X 1 )) ⊗L 2 (S(X 2 )) = L 2 (S(X)). The Cl-linear Dirac operators D i and D on S(X i ) and S(X), i ∈ {1, 2}, respectively, satisfy the relation
Moreover, there is a canonical * -homomorphism,
If Z 1 ⊂ X 1 is a Γ 1 -invariant closed subset, then t restricts to a map
Theorem 4.7 (Product formulas). Let X = X 1 ×X 2 be as above. Consider the Cl-linear Dirac operators D i and D on S(X i ) and S(X), i ∈ {1, 2}, respectively. Suppose that the metric g 1 on X 1 has uniformly positive scalar curvature outside a closed Γ 1 -invariant subset Z 1 ⊂ X 1 , and g = g 1 + g 2 has uniformly positive scalar curvature outside
If we wish to lighten the notation, we may suppress the map t * in (4.2) above. Then it becomes precisely of the form (1.3) as in the introduction. Moreover, setting Z 1 = X 1 and Z 1 = ∅, we immediately deduce:
Corollary 4.8. In particular,
If both of the Riemannian metrics g 1 on X 1 and g = g 1 +g 2 on X 1 ×X 2 have uniformly positive scalar curvature, then
The main part of the proof of Theorem 4.7 consists of some standard computations which we include in the following two lemmas for convenience of the reader. for all t ∈ [1, ∞].
2 ))) , and similarly,
2 ))) . Then we have for t ∈ [1, ∞),
, and,
Hence, by (4.6), F = F and G = G, as required.
Proof of Theorem 4.7. By the assumptions we can find
Choose a graded * -homomorphism ψ : S → S (−ε, ε) homotopy inverse to the inclusion ι : S (−ε, ε) ֒→ S (as in Definition 4.5).
We then have Ind
. Thus, to prove the product formula, we need to show that the following diagram commutes up to homotopy,
Indeed, the left square commutes up to homotopy by Corollary 2.5. The right square strictly commutes as it is a restriction of the diagram from Lemma 4.10. and using the product formula (4.2),
Compatibility with boundary maps
The goal of this section is to show that the (partial) secondary invariants behave as expected with respect to Mayer-Vietoris boundary maps. This amounts to an application of the principle "Boundary of Dirac is Dirac".
Localization algebras and Mayer-Vietoris sequences
Let X = X 1 ∪ X 2 be a cover of a proper metric space by two closed subspaces. We wish to construct Mayer-Vietoris sequences relating the K-theory of the localization algebras of the spaces X, X 1 , X 2 and X 1 ∩ X 2 . To do this, the general principle is to employ the ideals associated to subspaces from Definition 3.1 and then to try to apply the abstract Mayer-Vietoris sequence we have discussed in Section 2.5. For the Roe algebra this has been implemented in [HRY93] , a recent treatment which also deals with the structure algebra can be found in [Sie12b] . In this section, we sketch how to carry out this program for localization algebras. In the context of metric simplicial complexes, this has been done by Yu [Yu97] .
Definition 5.1. We say a cover X = X 1 ∪ X 2 by two closed Γ-invariant subsets X 1 , X 2 is (metrically) uniformly exicive if there exists a function C : R >0 → R >0 with C(r) → 0 as r → 0 such that
This is a slightly stronger requirement than coarse exiciveness (or ω-exiciveness in the terminology of [Sie12b] ), which is the same condition except that one does not require C(r) → 0 as r → 0. However, if the cover X = X 1 ∪ X 2 is coarsely exicive with X 1 , X 2 closed and X 1 ∩ X 2 is Γ-cocompact, then a compactness argument shows that it is uniformly exicive. Moreover, if X is a geodesic metric space, then any cover by two closed subsets is automatically uniformly exicive.
Lemma 5.2 ([HRY93]). If
The analogous statements for C * and C * L,0 are also true. Proof. We only consider the statement for the localization algebra C * L (X) Γ , since the other cases are proven analogously. The first claim is true since for each T ∈ C * L (X) Γ , we have 1
where the first equality is a general fact concerning ideals in C * -algebras, and the latter follows from uniform exiciveness by general properties of the support of an operator, cf. [HR00, Lemma 6.3.6].
In view of Lemmas 5.2 and 3.7, the abstract Mayer-Vietoris sequence from Section 2.5 gives compatible Mayer-Vietoris sequences for C * , C * L and C * L,0 associated to a uniformly exicive decomposition. In addition, we have the following slightly more general version:
Corollary 5.3. Let X = X 1 ∪ X 2 be uniformly exicive as above and
Consequently, there is a long exact Mayer-Vietoris sequence as follows:
"Boundary of Dirac is Dirac"
Lemma 5.4. The Mayer-Vietoris boundary map
is the dual Dirac element, cf. Section 2.4, and ϕ D R : S → C * L (R) ⊗Cl 1 is defined as in Section 4.1. Now observe that the following diagram commutes,
K are the asymptotic morphisms mentioned in Section 2.4 and Remark 4.2. In particular, we obtain γ * (Ind L (D R )) = α * (b) = 1.
The Mayer-Vietoris boundary map is induced by the inclusion
. We will use the symbol Ω as a shorthand to denote the latter C * -algebra. We observe that it is equal to the following sum of ideals inside C *
which, by (5.1), restricts to an asymptotic morphismγ : Ω K(L 2 (R)). We obtain the following commutative diagram of (asymptotic) morphisms,
all of which induce isomorphisms on K-theory. By definition, the Mayer-Vietoris boundary map is the the map 
Proof. As usual, the proof of such a theorem is just a formal reduction to Lemma 5.4 using the product formula (4.2). Indeed, by Theorem 4.7, we have Ind L,Z×R (
Moreover, by the discussion of MayerVietoris sequences in Section 2.5, we have a commutative diagram as follows.
In view of this diagram, it suffices to observe that 
Proof. We work with W = R × X = R × M × R and consider a metric on W which restricts to ds 2 + g 0 + dt 2 on (−∞, 0] × M × R and to ds 2 + g 1 + dt 2 on [1, ∞) × M × R. Thus we obtain a localized index Ind
which is used to construct the relative index Ind Alternatively, we could deduce this corollary from the product formula in Corollary 4.11 by mimicing the proof of Theorem 5.5.
A. Local index classes and rho invariants via projections and unitaries
Yu [Yu97] and define the local index class and higher rho invariant using ordinary complex K-theory defined in terms of projections and unitaries. Depending on the parity of the dimension, these classes are elements of the complex K 0 or K 1 groups of the localization algebras of the manifold. This is very similar in spirit to Roe [Roe96] and his definition of the coarse index of Dirac operators on complete manifolds.
The goal of this appendix is to demonstrate that (the complexified version of) our construction agrees with their definitions.
A.1. Trivially graded algebras
In this section we focus solely on the complex case. At first, we need an explicit isomorphism between (the complex version of) the picture of K-theory explained in Section 2 and ordinary complex K-theory for trivially graded algebras defined in terms of projections and unitaries.
Let A be a trivially graded complex C * -algebra and denote by K 0 (A) and K 1 (A) the complex K-theory groups defined in terms of projections and unitaries. Then there are isomorphisms K 0 (A) K 0 (A) and K 0 (A ⊗Cl 1 ) K 1 (A) as follows [HG04, p. 149f] .
For each graded * -homomorphism ϕ : S → A ⊗K, consider the unitary in the unitalization,
and observe that U ϕ is equal to the identity modulo A ⊗K. Since A is trivially graded, the ungraded tensor product A ⊗ K coincides with A ⊗K when we neglect the grading. We will use the symbol A⊗K if we wish to consider it as an ungraded algebra, and A ⊗K if we want to emphasize the grading. Using this convention, the graded C * -algebra A ⊗K can be identified with the matrix algebra M 2 (A ⊗ K), where the grading automorphisms is conjugation with the multiplier,
The complex conjugate of 
is an isomorphism of abelian groups.
Note that we use the opposite sign for the isomorphism than [HG04] . Our convention ensures that the element of K 0 (C) defined by the * -homomorphism S → K,
is an odd self-adjoint operator with compact resolvents,
For the isomorphism K 0 (A ⊗Cl 1 ) K 1 (A), we need an explicit description of Cl 1 . Indeed, the Clifford algebra Cl 1 is isomorphic to C ⊕ C with grading given by the automorphisms (λ 1 , λ 2 ) → (λ 2 , λ 1 ). Thus, the grading on Cl 1 ⊗K K ⊕ K is given by (A 1 , A 2 ) → (ǫA 2 ǫ, ǫA 1 ǫ). If we are given a graded * -homomorphism ϕ : S → A⊗(Cl 1 ⊗K), we now may form the unitary
where pr 2 : A ⊗ (Cl 1 ⊗K) → A ⊗ K be the projection onto the second factor. Again, U ϕ,2 is equal to 1 modulo A ⊗ K, and hence represents an element of K 1 (A ⊗ K) = K 1 (A).
We could also have used U ϕ,1 , which is defined in the same way as U ϕ,2 but using the projection onto the first factor of A ⊗ (Cl 1 ⊗K) = A ⊗ K ⊕ A ⊗ K. This would only change our isomorphism by a sign, since by the same argument as for (A.1), we have
A.2. Equivalence of different definitions
In this subsection, we prove that our construction of local index classes and (higher) rho invariants of spinor Dirac operators agrees with Xie-Yu [XY13b] up to the isomorphisms Θ 0 and Θ 1 .
Indeed, let us consider the general setup of Section 4.1, that is, let X be a complete spin manifold of dimension n. As a slight simplification of notation, we drop the group Γ although everything works the same way in the equivariant case. Instead of working with the Cl n -linear Dirac operator D, we now consider the spinor Dirac operator D acting on the spinor bundle S(X) = P Spin(n) × Spin(n) S(n), where S(n) is an irreducible Cl n -left-module. From here on the discussion proceeds separately for the even and odd dimensional cases.
A.2.1. Even dimensional case
Fix dim(X) = n = 2k and suppose that n > 0. Then S(n) = S + (n) ⊕ S − (n) is a graded module, where S ± (n) is the ±1-eigenspace of the action of ω C = i k e 1 · · · e n on S(n). Hence the spinor bundle S(X) = S + (X) ⊕ S − (X) is also graded. Moreover, left multiplication by any unit vector in C n provides a linear isometry S + (n) → S − (n).
Consider the spinor Dirac operator D acting as an unbounded essentially self-adjoint operator on L 2 (S(X)) and choose a normalizing function χ : R → [−1, 1]. That is, χ is an odd non-decreasing function with lim x→±∞ χ(x) = ±1. Then the function,
with respect to the grading L 2 (S(X)) = L 2 (S − (X)) ⊕ L 2 (S + (X)). Clifford multiplication with a measurable 1-form η of unit length everywhere provides a unitary isomorphism (η·) :
It follows from the description of the local index map in [QR10] that Ind L (D) agrees with the local index class as it has been defined by Yu [Yu97] respectively Xie-Yu [XY13b] . If 0 σ(D), then we may choose a normalizing function χ which on the spectrum σ(D) only takes values in {±1}. Then t → (η·) * L D+ (t) as above is actually a unitary modulo C * L,0 (X, L 2 (S + (X))), and again taking the boundary, we obtain,
Again this agrees with the rho invariant as defined by Xie-Yu [XY13b] .
Recall that in our description the complex version of the local index class Ind L (D) (associated to the Cl n -linear Dirac operator on
To compare this to Ind L (D), we use that Cl n is isomorphic (as a complex graded C * -algebra) to the matrix algebra M 2 k (C) with a standard even grading. Together with Proposition A.1 it follows that we have a chain of isomorphisms,
for the composition of which we also use the symbol Θ 0 by slight abuse of notation. Analogous isomorphisms exists when C * L is replaced by C * L,0 . If 0 is not contained in the spectrum of D, we may use the same construction as in Sections 4.2 and 4.3 to obtain a ρ-class ρ(D)
Note that this includes the case, where ρ(D) is a ρ-invariant of a metric with uniform positive scalar curvature.
Proof. Before starting with the actual computations, we make several preparatory remarks. First we identify S(n) = S + (n) ⊕ S − (n) with
. The latter just means that Cl n = M 2 k (C) with a standard even grading given by conjugation with ǫ = 1 0 0 −1 , where each block has dimensions 2 k−1 ×2 k−1 .
Since we are only interested in the spaces of L 2 -sections of our spinor bundles, there is no loss in assuming that our bundles are in fact trivial (e.g. choose a measurable global cross section of P Spin(n) (X)). That means S(X) = X × C 2 k and S(X) = X × M 2 k (C), and Since τ = χ − i √ 1+x 2 , it follows that V D is equal to L D modulo M 2 k C * L (X, L 2 (X)) . In particular, 
A.2.2. Odd dimensional case
Fix dim(X) = n = 2k + 1. In this case, the spinor bundle S(X) = P Spin(n) × Spin(n) S(n) is not Proof. We make the same kind of simplifying assumptions as in the proof of Proposition A.3. The identifications now read as follows, S(X) = X×C 2 k , S(X) = X×(M 2 k (C) ⊕ M 2 k (C))),
The isomorphism K 1 (C * L (X, L 2 (X))) K 1 (C * L (X, L 2 (S(X)))) is again just the standard sta- 
