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Abstract 
Simos, T.E., Explicit two-step methods with minimal phase-lag for the numerical integration of special 
second-order initial-value prob!ems and their application to the one-dimensional Schriidinger equation, 
Journal of Computational and Applied Mathematics 39 (1992) 89-94. 
Two-step sixth-order methods with phase-lag of order eight, ten and twelve are developed for the numerical 
integration of the special second-order initial-value problem. An application to the one-dimensional Schrodi- 
nger equation on the resonance problem indicates that these new methods are generally more accurate than 
methods developed by Chawla, Rao and Neta (this journal, 1986, 19871. 
Keywords.- Schrodinger equation, resonance problem, phase-lag. 
1. Introduction 
For the numerical integration of the second-order initial-value problems 
Y”=f(& Y), Y(q)) =y,, Y’(-qJ =Y;,, (1 1) . 
Numerov’s method is the most popular method. Although, Numerov’s method has phase-lag of 
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order four. Recently Chawla et al. [3-51 developed explicit methods with algebraic order four 
and six which, when applied in the test equation 
y” = -k’y, k > G, \ (1 21 . 
have phase-lag of order six and eight. It is therefore natural to ask if we can obtain explicit 
sixth-order methods with phase-lag larger than eight. 
We start with the sixth-order discretization for y” =flx, y) given in [2]. Chawla and Rao [4] 
have adapted this formula for constructing a sixth-order method with phase-lag of order eight. 
The purpose of this paper is, based on the same idea as in [4], to developed two-step 
sixth-order methods with minimal p lase lag, i.e., with phase-lag of order eight, ten and twelve. 
An application of the methods proposed in [3-S] and the methods developed in this paper to 
the Schriidinger equation, on the resonance problem, shows that these new methods are more 
accurate than previously developed ex;)licit finite-difference methods. 
2. Basic theory 
When we apply an explicit two-step method to the test equation y” = - k*y, we obtain, 
setting H = kh, the polynomial 
P(h) = A2 - 2AiH)h + 1. ( 1) 2. 
The polynomial (2.1) is called stability poZyr;omiaZ and the equation ?(A) = 0 is called 
characteristic equation. A( H ) is a polynomial of H = kh. 
Definition P (Lambert and Watson [8]). The interval (0, Hi) is an interval of periodic@ of a 
method with stability polynomial (2.1) if the roots of this Golynomial are of the form 
A l.z = em( + i@( H)L (2 ) 3 ._ 
for all Hz E (0, H,‘), where O( H 1 is real. 
Definition 2 (van der PIouwen and Sommeijer [ll]). For any method corresponding to the 
characteristic equation P’, A) = 0, the quantity 
T(H)=H-cos-*[/I(H)] (2 3) . 
is called the dispersion (or phase-error or phase-lag). If T(H) = O( HP+ ‘) as H + 0, the order 
of dispersion is p. 
Remark 3 (Coleman [6]). If the order of dispersion is p = 2q, so that 
T(H~=cH’@~+O(H*~+~), 
the11 
cos(M) -A(H) = cos( H) - cos[ H - T(H)] = cH*~+* + O( H24+4). 
SO, it is easy to see that the phase-lag is the leading term in the expansion of 
cos( H) -A(H) 
HZ ’ 
(2.4) 
(2 5) . 
(2 6) . 
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Theorem 4. An explicit two-step method with the stability polynomial given by (2.1) has a izonzero 
interval of periodic@ (0, Hi) ‘f 
[l +A(H)][l -A(H)] > 0, for all H2 E (0, Hi). (2 7) . 
Proof. To have the explicit two-step method with stability polynomial given by (2.1), purely 
imaginary roots must be 
4[ A2( H) - l] < 0, (2 8) . 
which means 
[l +A(H)][l -A(H)] > 0. 0 
3. Derivation of explicit sixth-order methods with minimal phase-lag 
For the numerical integration of the second-order initial-value problem (1.1) consider the 
three-parameter family of explicit two-step sixth-order methods, which is der,oted as 
MbTH,(a, 6, c): 
Yn+, = 2y,, -yn-, + h2f,, (3 1) . 
El+1 = 2y, -yn_, + _iih’@+, + 1Ofn +f,-,), (3 21 . / 
Y, =Yn -ah2(L+1 - 2f, +f,- l), (3 3) . 
L+ l/2 = $,(s;~+, + 146y, - 47y,_,) + &h”( -59fn+, + 1438f, + 2=f,-,), (3.4) 
h-l/2 = $(3Fn+, + 2oy, + 29y,_1) + &h2(41fn+1 - 682f, - 271f,_,), (3 5) - 
;,=y,-- 2 
= 
bh [(f n -k 1 - 2f,, +fn-1) - 4(L+1,2 - 2frl +L-1,2)] 9 (3 6) . 
in=yn-ch2 ;r,+, 
I 
- 2in +f,-1) - 4(fn+,,2 - Tin +L,2)]* (3 7) . 
Then, for n > 1, our three-parameter family of sixth-order discretization for y” = f(x, y) is 
given by 
y,,, - ZY,, +Y,-, = &h2 ;r,+, + 26 +f,-, + 16(L+1,2 +m,,l,]. (3 8) . 
where 
$, =f(x,, Y,), f,+, =f(X,+,9 j;in+,)9 .Fn+, ‘f(X,+,T yn+l)y -6 =f(xny Fn)T 
fn+,,2=f(x -- n+l/29 Yn+l/2 ), fn_,,2=f(X,_,,2, L,2)9 ;n =-f(Xn9 Fn), 
and a, b and c free parameters and 
LTE = - &h8[65Y,s + 483Y,“(fY),+, i- m94ocy,bi fv), + Q60y,4(fY),_ ,] 
+ O(h*‘). (3 9) . 
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Method 1 Method 2 Method 3 
13 13 169~ 
Q -- -p-p 
10584 10584 252 
13c 1 
b 0 0 --+- 
12 294840~ 
C u 0.00134645356161 L 
Phase-lag 
Internal of 
periodicity 
H* H 10 H” 
-- -- 
lo! iz- 14! 
4.63 3.09 5.54 
If we apply these methods to the test equation y” = --k ‘y, we have the stability polynomial 
(2.1). Cth 
A(H)=1 - !H’ + &H4 - &Jib - &H8(252a + 169~) 
+ &H %(2la - 13b) + %H 12abc. (3 .lO) 
Based on (3.10) and from Definition 2 and Remark 3 we have 
cos(H) -A(H! 
H’ 
= &H6[13 + 10584a + 7098c] 
- &H8[1 + 476280ac - 29484Obc] 
+ AH I’[ 1 - 377213760abcl - &H 12. 
From (3. lo), (3.11) and from Theorem 4 it is easy to see that we have Table 1. 
(3.11) 
umerical illustration 
In recent years there has been considerable interest in the numerical solution of the 
one-dimensional Schriidinger equation [1,7,9,10] 
y”(r) = 
l(l+ 1) 
r2 + V(r)-k’ y(r), 
1 -1 
(4 1) . 
where one boundary condition is y(0) = 0 and the other boundary condition is specified at 
r = 00. Equations of this type occur frequently in theoretical chemistry, astrophysics, laser 
physics, pollution of the atmosphere, nuclear reaction, etc., and there is a need to be able to 
solve them both efficiently and reliably by numerical methods. In (4.1) the function 1(Z + l)/r2 
+ V(r) is the effcztive potential which tends to zero with increasing r, and k2 is a real number 
denoting the energy. Boundary value methods art: not very popular for the solution of (4.11 due 
to the fact that the problem is posed on an infinite interval and shooting methods need to take 
into account the fact that v ‘(r) is very large near r = 0. It is therefore inappropriate to use 
standard library packages for the solution of (4.1? and, as a result, many alternative methods 
have been proposed in an attempt to solve (4.1) efficiently. 
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In this section we present some numerical results to illustrate the performance of our 
methods on a problem of practical interest. We consider the numerical integration of the 
Schriidinger equation 
y”(r) = (V(P) -E)Y(r) 
in the well-known case where the potential V(Y) is the Wood-Saxon potential 171: 
W(r)=V(r)=& uot 
w(1 + t)* ’ 
(4 2) . 
(4 3) . 
with t = exp((r - R,)/w), u. = -50, w = 0.6 and R, = 7.0. In order to solve this problem 
numerically we need to approximate the true (infinite) range of integration [0, 00) by the finite 
range. For th .,e purpose of our numerical computation we take the domain of integration as 
0 < r < 15. The problem we consider is the so-called resonance problem. That is, we wish to 
find those eigenenergies Ej of E in the range 1 < E < 1000 for which the phase shift 6( Ej) is 
. 
equal to $. 
In our numerical example we shall use, for convenience, the exact eigenenergies Ej with six 
decimal digits accuracy, and we shall successively compute the phase shifts by the next 
algorithms: 
ALGl: the method developed 
ALG2: the method developed 
ALG3: the method developed 
ALG4: Method 2 of Table 1; 
AL65 Method 3 of Table 1. 
by Chawla and Rao [3]; 
by Chawla et al. [S]; 
by Chawla and Rao [4]; 
Table 2 
Deviations of the computed phase-shifts from the exact value $T, in 10eh units for various choices of step-size 
shown in the second column 
h ALGl ALG2 ALG3 ALG4 ALGS 
53.588872 I Ti 13553 11815 144 108 66 
I iii 241 199 0 0 0 
1 
32 6 4 0 0 l-r 
163.215341 I ii 235964 191019 4114 2996 2887 
I iii 2696 3454 1 1 0 
1 3T 46 58 0 0 0 
341.495874 
989.701916 
I 
ii - 252122 41625 29114 
I iiT 27012 33940 296 99 42 
1 E 373 571 1 0 0 
I 
ii - 960826 36929 
I iz - 65095 3979 1940 
I 55 13502 19566 135 10 1 
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The deviations of the computed phase-shifts from the exact value +P are presented in Table 
2. The empty areas indicate that the corresponding variations are larger than the format 
allowed in the table. 
From the results obtained we conclude that all new methods are more accurate than 
previous methods with minimal phase-lag. 
We note that ALG2 is an implicit method while ALGl, ALG3, ALG4 and ALGS are explicit 
methods. 
All computations were carried out on a Micro-Vax II computer of the Department of 
athematics of the Nation.11 Technical University of Athens, using double-precision arithmetic 
with 16 significant digits accuracy. 
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