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The communication complexity of a quantum channel is the minimal amount of classical com-
munication required for classically simulating the process of preparation, transmission through the
channel, and subsequent measurement of a quantum state. At present, only little is known about
this quantity. In this paper, we present a procedure for systematically evaluating the communica-
tion complexity of channels in any general probabilistic theory, in particular quantum theory. The
procedure is constructive and provides the most efficient classical protocols. We illustrate this pro-
cedure by evaluating the communication complexity of a quantum depolarizing channel with some
finite sets of quantum states and measurements.
Quantum communication has proved to be much more
powerful than its classical counterpart. Indeed, quantum
channels can provide an exponential saving of commu-
nication resources in some distributed computing prob-
lems [1], where the task is to evaluate a function of data
held by two or more parties. A natural measure of power
of quantum communication in a two-party scenario is
provided by the communication complexity of a quantum
channel, which is defined as the minimal amount of classi-
cal communication required for classically simulating the
process of preparation, transmission through the channel,
and subsequent measurement of a quantum state. In-
deed, it is clear that a quantum channel cannot replace
an amount of classical communication greater than its
communication complexity. Thus, this quantity sets an
ultimate limit to the power of quantum communication
in a two-party scenario in terms of classical resources.
At present, only little is known about the communica-
tion complexity of quantum channels. Toner and Bacon
proved that two classical bits are sufficient to simulate the
communication of a single qubit [2]. In the case of par-
allel simulations, the communication can be compressed
so that the asymptotic cost per simulation is about 1.28
bits [3]. Simulating the communication of n qubits re-
quires an amount of classical communication greater than
or equal to 2n − 1 bits [4]. However, no upper bound is
known.
In this paper, we present a general procedure for sys-
tematically evaluating the communication complexity of
channels in any general probabilistic theory, in partic-
ular quantum theory. The procedure relies on the re-
verse Shannon theorem [5] and a strategy discussed in
Refs. [3, 6]. There, it was shown that any classical simu-
lation protocol can be turned into a protocol with com-
munication cost equal to the classical mutual information
between the quantum state and the communicated vari-
able of the parent protocol. A similar role of the mutual
information is played in the context of classical simula-
tions of measurements [7]. We illustrate the procedure
by evaluating the communication complexity of a quan-
tum channel with some finite sets of quantum states and
measurements.
A protocol simulating a quantum channel actually sim-
ulates a process of preparation, transmission through
the channel and subsequent measurement of a quantum
state. For the sake of simplicity, we will focus on quan-
tum channels, but the following discussion can be easily
generalized to any probabilistic theory, as pointed out
later. The simulated quantum scenario is as follows. A
party, say Alice, prepares n qubits in some quantum state
|ψ〉〈ψ| ≡ ρˆ according to an unknown probability distribu-
tion ρ(ψ). Then, she sends the qubits to another party,
say Bob, through a quantum channel with associated su-
peroperator L. Finally, Bob generates an outcome by
performing a measurementM = {Eˆ1, Eˆ2, . . . }, where Eˆi
are positive semidefinite self-adjoint operators labeling
events of the measurement M. The quantum probabil-
ity of getting the w-th outcome Eˆw, given |ψ〉 and M,
is
PL(w|ψ,M) ≡ Tr
[
EˆwL(ρˆ)
]
. (1)
In a classical simulation, the quantum channel between
Alice and Bob is replaced by classical communication. A
classical protocol is as follows. Alice sets a variable, say k,
according to a probability distribution ρ(k|y, ψ) that de-
pends on the quantum state |ψ〉 and, possibly, a random
variable y shared with Bob. Thus, there is a mapping
from the quantum state to a probability distribution of
k,
|ψ〉 y−→ ρ(k|y, ψ). (2)
Alice sends k to Bob, who simulates a measurement
M by generating an outcome Eˆw with a probability
P (w|k, y,M). The protocol exactly simulates the quan-
tum channel if the probability of Eˆw given |ψ〉 is equal
to the quantum probability, that is, if
∑
k
∫
dyP (w|k, y,M)ρ(k|y, ψ)ρ(y) = PL(w|ψ,M),
(3)
where ρ(y) is the probability density of the random vari-
able y. Let us denote by ρ(k|y) ≡ ∫ dψ∑ ρ(k|y, ψ)ρ(ψ)
the marginal conditional probability of k given y. As de-
fined in Ref. [6], the communication cost, say C, of the
2classical simulation is the maximum, over the space of
distributions ρ(ψ), of the Shannon entropy of the distri-
bution ρ(k|y) averaged over y, that is,
C ≡ max
ρ(ψ)
H(K|Y ), (4)
where H(K|Y ) ≡ − ∫ dyρ(y)∑k ρ(k|y) log2 ρ(k|y).
Shannon’s source coding theorem [8] establishes an op-
erational meaning of C, as discussed in Ref. [6]. Indeed,
suppose that N independent simulations of N quantum
channels are performed in parallel. Let ki be the vari-
able prepared with probability ρ(ki|y, ψi), where |ψi〉 is
the quantum state prepared for the i-th quantum chan-
nel. Instead of communicating directly the variables ki,
we can encode them into a global k, so that the average
number of communicated bits per simulation approaches
C with vanishing error as N goes to infinity. The quan-
tity C is the minimal compression rate for the worst case
distribution ρ(ψ). Furthermore, it is possible to show
that there is an compression code that is optimal for the
worst case and has a compression rate independent of the
actual distribution ρ(ψ) and equal to C.
We define the communication complexity [denoted by
Cmin(L)] of a quantum channel L as the minimal amount
of classical communication C required by an exact clas-
sical simulation of the quantum channel, given any mea-
surement M (in a possible alternative definition, only
projective measurements would be allowed). Let S ≡
{|ψ1〉, . . . , |ψS〉} and M ≡ {M1, . . . ,MM} be a set of S
quantum states and M measurements, respectively. We
define the communication complexity, say Cmin(G), of
the quantum game (L,S,M) ≡G as the minimal amount
of classical communication required to simulate the quan-
tum channel L with the restriction that the quantum
states and the measurements are elements of S and M,
respectively. The quantities Cmin(L) and Cmin(G) are
functionals of L and G, respectively.
Let us consider the case of N quantum channels. In
a general parallel simulation, the communicated vari-
able k is generated according to a probability distribu-
tion ρ(k|y, ψ1, ψ2, . . . , ψN ) depending on the whole set
of N prepared quantum states |ψ1〉, . . . , |ψN 〉. Thus, the
single-shot map (2) is replaced by
{|ψ1〉, . . . , |ψN 〉} y−→ ρ(k|y, ψ1, ψ2, . . . , ψN ). (5)
The asymptotic communication cost, say Casym, is equal
to limN→∞ Cpar/N , Cpar being the cost of the parallelized
simulation. The definition of Cpar is similar to that of C,
with the difference that the maximization is made over
the space of the distributions ρ(ψ1, . . . , ψN ). We define
the asymptotic communication complexity, Casymmin (L), of
a quantum channel L as the minimal asymptotic com-
munication cost required for simulating the channel. The
asymptotic communication complexity Casymmin (G) of the
game G is similarly defined.
Given a game G = (L,S,M), let w = {w1, . . . , wM}
be anM -dimensional array whose m-th element is one of
the possible outcomes of the m-th measurement Mm ∈
M. We denote by s = 1, . . . , S and m = 1, . . . ,M dis-
crete indices labelling the elements of S and M, respec-
tively. The summation over every index in w but the
m-th one, which is set equal to w, is concisely written as
follows,
∑
w1,...,wm−1,wm=w,...,wM
→
∑
w,wm=w
(6)
Definition. Given a game G = (L,S,M), the set V(G)
contains any conditional probability ρ(w|s) over the se-
quence w = {w1, . . . , wM} whose marginal distribution
of the m-th variable is the quantum distribution of the
outcome wm given the quantum state s and the mea-
surement m, for any s, m. In other words, the set V(G)
contains any ρ(w|s) satisfying the constraints
∑
w,wm=w
ρ(w|s) = PG(w|s,m), ∀s,m and w, (7)
where
PG(w|s,m) ≡ PL(w|ψs,Mm)
is the quantum probability of getting the w-th outcome
of the measurementMm given the quantum state |ψs〉.
The set V(G) is surely non-empty. A function in V(G)
is ρ(w|s) = PG(w1|s, 1)× · · · ×PG(wM |s,M), where the
variables w1, . . . , wM are uncorrelated. The definition of
V(G) can be easily extended to any general probabilistic
theory, where PG(w|s,m) is replaced by different con-
ditional probabilities. For the sake of concreteness, we
will refer to the quantum case, but the following discus-
sion does not rely on any precise form of PG(w|s,m) and
applies to more general theories.
A pivotal classical protocol for the quantum game G
is as follows.
Master protocol. Alice generates the array w accord-
ing to a conditional probability ρ(w|s) ∈ V(G). Then,
she sends w to Bob. Bob simulates the measurement
Mm by outputting the outcome wm.
The definition of V(G) implies that this protocol exactly
simulates the quantum gameG. A classical channel from
a variable x1 to x2 is defined by the conditional probabil-
ity of getting x2 given x1. Its capacity is the maximum
of the mutual information between x1 and x2 over the
space of probability distributions ρ(x1) [8]. Using the
strategy discussed in Ref. [3] and the reverse Shannon
theorem [5], it is possible to prove that a master protocol
can be turned into a child protocol for parallel simula-
tions whose asymptotic communication cost is equal to
the capacity of the classical channel ρ(w|s).
3Lemma 1. Given a conditional probability ρ(w|s) ∈
V(G), there is a child protocol, simulating in parallel
N quantum games G, whose asymptotic communication
cost per game is equal to the capacity of the channel
ρ(w|s) as N goes to infinity.
Proof. In a parallel simulation of N games G through N
master protocols, Alice sends an array w to Bob for each
game. This array is generated with probability ρ(w|s).
Let C(W|S) be the capacity of the channel T : s → w.
The child protocol is as follows. Instead of sending w,
Alice sends an amount of information, say C(N), that
allows Bob to generate w for every game G according
to the probability ρ(w|s). The reverse Shannon theorem
states that this can be accomplished with a cost C(N)
such that limN→∞ C(N)/N = C(W|S), provided that
the receiver and sender share some random variable. 
A constructive proof of the reverse Shannon theorem and
its one-shot version were provided in Ref. [9]. This gives
an explicit procedure for deriving the child protocol as-
sociated with ρ(w|s).
The first main result is the following theorem about
the asymptotic communication complexity. Later on, we
will consider the single-shot case.
Theorem 1. The asymptotic communication complex-
ity of the game G = (L,S,M) is the minimum of the
capacity of the classical channels ρ(w|s) in the set V(G).
Theorem 1 states that the asymptotic communication
complexity of the game G is equal to the quantity
D(G) ≡ min
ρ(w|s)∈V(G)
(
max
ρ(s)
I(W;S)
)
, (8)
where I(W;S) is the mutual information between the
stochastic variablesw and s. This theorem and Lemma 1
provide a constructive method for deriving the best pro-
tocol with communication cost equal to D(G). It is suffi-
cient to evaluate the conditional probability ρ(w|s) that
solves the minimax problem stated in Eq. (8) and to
use the procedure in Ref. [9] for deriving the associated
child protocol. The proof of the theorem is provided
in the appendix. It relies on Lemma 1 and the data-
processing inequality [8]. Lemma 1 implies that there
is a protocol whose communication cost is D(G), that
is, Casymmin (G) ≤ D(G). Furthermore, the communica-
tion cost of any simulation cannot be strictly smaller
than D(G). This is proved by showing through the data-
processing inequality that any simulation protocol with
communication cost C induces a master protocol with as-
sociated capacity C(W|S) smaller or equal to C. Thus,
Casymmin (G) = D(G).
Theorem 1 and Lemma 1 have their one-shot versions.
Lemma 2 (One-shot version of Lemma 1). Given a
conditional probability ρ(w|s) ∈ V(G), there is protocol
simulating a quantum game G such that
Cch ≤ C ≤ Cch + 2 log2(Cch + 1) + 2 log2 e,
where C and Cch are the communication cost of the sim-
ulation and the capacity of the channel ρ(w|s).
The proof is similar to that of Lemma 1 and relies on the
one-shot version of the reverse Shannon theorem proved
in Ref. [9].
Theorem 2 (One-shot version of Theorem 1). The
communication complexity Cmin(G) of the game G sat-
isfies the inequalities
D(G) ≤ Cmin(G) ≤ D(G) + 2 log2[D(G) + 1] + 2 log2 e,
where D(G) is given by Eq. (8) and it is equal to the
asymptotic communication complexity of the game G
(Theorem 1).
The first inequality is a trivial consequence of Theorem 1,
as the asymptotic communication complexity cannot be
larger than the communication complexity. The second
inequality comes from Lemma 2.
Thus, the communication complexity of a quantum
channel is about equal to the asymptotic communication
complexity, apart from a possible additional cost that
does not grow more than the logarithm of the asymp-
totic communication complexity. The asymptotic com-
munication complexity of a quantum channel is obtained
in the limit S,M → ∞ with the sets S and M densely
covering the space of quantum states and measurements,
respectively.
To illustrate these results, we have evaluated the com-
munication complexity of the following game G for a bi-
nary quantum depolarizing channel. The channel is a
map from a Bloch vector ~v to γ~v, where 0 ≤ γ ≤ 1. The
channel is noiseless or completely erasing if γ = 1 or 0, re-
spectively. Let us denote by ~vx the tridimensional vecto-
rial function
(
cos pixM , sin
pix
M , 0
)
, where x is a real number.
The measurements are projections in a two-dimensional
Hilbert space. The eigenvectors of the m-th measure-
ment in M correspond to the Bloch vectors ±~vm with
m = 1, . . . ,M and outcomes w = ±1. The set S contains
all the 2M eigenvectors, that is, ~vs with s = 1, . . . , 2M .
the quantum probability of getting w given s and m is
PG(w|s,m) = 1
2
{
1 + wγ cos
[ π
M
(s−m)
]}
. (9)
Since PG is invariant under the transformation s→ s+1
andm→ m+1, the distribution ρ(s) solving the minimax
problem in Eq. (8) is, by symmetry, uniform. Thus the
minimax problem is reduced to a minimization problem.
We have evaluated algebraically the asymptotic commu-
nication complexity up to M = 4. The distributions
ρ(w|s) ∈ V(G) with minimal capacity for M = 2, 3, 4 are
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FIG. 1: Asymptotic communication complexity for γ = 1
(solid line) and γ = 0.95 (dashed-dot line) as a function of the
numberM of measurements (the lines interpolate the data as
a guide to the eyes). The dot line represents the asymptotic
limit of the solid line for M → ∞. The dashed line is the
communication cost of the model in Ref. [3], working for any
projective measurement on the qubit and noiseless channel.
summarized by the analytical equation
ρ(w|s) =
2M∑
k=1
P (w|k)ρ(k|s) (10)
with
P (w|k) =
M∏
m=1
θ
(
wm~vm · ~vk+p/2
)
, (11)
ρ(k|s) = f(k, s) +
√
λ+ f(k, s) (12)
where p = 0 (1) if M is odd (even), λ is a constant
determined by the normalization
∑2M
k=1 ρ(k|s) = 1 and
f(k, s) ≡ γ
2
sin
( π
2M
)
~vk+p/2 · ~vs. (13)
It is easy to prove that ρ(w|s) is an element of V(G)
for any M ≥ 2. For γ = 1 (noiseless channel), these
equations are the discrete version of the Kochen-Specker
model [10] with the constraint that the hidden variable
~vk+p/2 is a vector lying on a plane.
Since P (w|k) is a noiseless channel, the capacity of
ρ(w|s) is equal to the capacity of ρ(k|s). Thus, the
asymptotic communication complexity is
Casymmin (G) = max
ρ(s)
I(k; s) (14)
In particular, for a noiseless channel
Casymmin (G) = N
M−1
2∑
n= 1−M
2
cos
(πn
M
)
log
[
2MN cos
(πn
M
)]
,
(15)
where N = sin ( pi2M ). Note that the sum index n is not
an integer when M is even. We have numerically verified
the validity of the analytical equations for M up to 20
and some values of γ. The simulations are in agreement
with Eqs. (12,13,14) within the machine precision. The
numerical data for γ = 1 and 0.95 are reported in Fig. 1.
If we extrapolate Eq. (15) to arbitrary M , we have
limM→∞ Casymmin (G) = 1 + log2 pie ≃ 1.2088 (dot line in
Fig. 1). This value is the asymptotic communication
complexity of a noiseless quantum channel with the con-
straint that the quantum states and the eigenstates of
the measurements correspond to Bloch vectors lying on
a plane. In Ref. [3], we found a protocol for any quantum
state and projective measurements with communication
cost equal to log2(4/
√
e) ≃ 1.2786, which is about 6%
higher (dashed line in Fig. 1). It is not known if this
value is actually the asymptotic communication complex-
ity of the quantum channel for general projective mea-
surements.
In conclusion, we have presented a general procedure
for evaluating the communication complexity of channels
in any general probabilistic theory, in particular quantum
theory. This procedure, which relies on the reverse Shan-
non theorem and a strategy introduced in Refs. [3, 6], is
constructive and provides a method to derive the most ef-
ficient protocol that classically simulates a channel. More
explicitly, given a quantum channel, we have defined a
set V of classical channels and proved that the minimal
classical capacity in V is the asymptotic communication
complexity of the quantum channel. Thus, the problem
of evaluating the communication complexity is reduced
to a minimax problem. The channel in V with minimal
capacity can be turned into the most efficient classical
protocol for simulating the quantum channel. We have
illustrated this procedure by evaluating the asymptotic
communication complexity of a binary quantum depolar-
izing channel for some finite for sets of quantum states
and measurements. The procedure is numerically very
stable, but the computational time of the minimax rou-
tine can grow exponentially with the number of quantum
states and measurements. Thus, specific strategies reduc-
ing the computational complexity need to be devised in
the case of a high number of states and measurements.
At the present, it not known if the communication
complexity of noiseless quantum channels is finite, unless
the quantum channel capacity is 1 qubit. Our method
can help to solve this open problem and, furthermore,
to construct explicit simulation protocols. As discussed
in Ref. [3], the existence of finite classical communica-
tion protocols is also deeply related to the existence of
ψ-epistemic theories, which are being object of recent in-
tense study.
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Appendix
Proof of Theorem 1. Lemma 1 implies that
Casymmin (G) ≤ D(G). We show that Casymmin (G) is actu-
ally equal to D(G) by proving that the asymptotic com-
munication cost cannot be smaller than D(G). Let C0
be the asymptotic communication cost of a parallel sim-
ulation of the game G. We denote by N the number
of games G that are simulated in parallel. In the sim-
ulation, Alice sends a variable k generated with condi-
tional probability ρ(k|y, s1, . . . , sN ), where si is an in-
dex labelling the quantum state of the i-th game (here-
after superscripts label the game). Bob simulates the
measurements Mm1 , . . . ,MmN by generating the out-
comes w1, . . . , wN according to a conditional probabil-
ity P (w1, . . . , wN |k, y,m1, . . . ,mN ). Let us denote by
P i(wi|k, y,m1, . . . ,mN ) the marginal probability of the
outcome of the i-th game. We introduce the conditional
probabilities
P i(w1, w2, . . . , wM |k, y) ≡∏M
m=1 P
i(wm|k, y, 1, 1, . . . ,mi = m, . . . , 1), (16)
We will concisely denote P i(w1, w2, . . . , wM |k, y) by
P i(w|k, y). Note that we have multiplied over the in-
dex mi and set the other indices equal to 1. For our
purposes, any other choice of the values of the N − 1
indices would be fine. We use P i(w|k, y) to build the
conditional probability
P (w1, . . . ,wN |k, y) =
∏
i
P i(wi|k, y). (17)
Finally, from this distribution and ρ(k|y, s1, . . . , sN), we
build the conditional probability
ρ(w1, . . . ,wN |s1, . . . , sN ) =∑
k
∫
dyρ(y)P (w1, . . . ,wN |k, y)ρ(k|y, s1, . . . , sN ).
(18)
From the data-processing inequality [8], we have
that the capacity, say C(W1, . . . ,WN |S1, . . . , SN ), of
ρ(w1, . . . ,wN |s1, . . . , sN ) is smaller than or equal to the
communication cost N C0 + o(N), that is,
C(W1, . . . ,WN |S1, . . . , SN ) ≤ N C0 + o(N). (19)
By construction, we have the constraints
∑
w1,...,wN ,wi
m
=w
ρ(w1, . . . ,wN |s1, . . . , sN ) = PG(w|si,m),
(20)
the left-hand side being the marginal distribution of the
variable wim (renamed w) given s
1, . . . , sN . Let ρ0(w|s)
be the probability distribution in V(G) with minimal ca-
pacity D(G). Then, it is easy to realized that the prob-
ability distribution
ρmin(w
1, . . . ,wN |s1, . . . , sN ) ≡
∏
i
ρ0(w
i|si), (21)
is the channel satisfying constraints (20) with minimal
capacity. The minimum is equal to N D(G). Thus,
N D(G) ≤ C(W1, . . . ,WN |S1, . . . , SN). (22)
From this inequality and Inequality (19) we have that
ND(G) ≤ NC0 + o(N). (23)
The theorem is proved. 
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