Novel Method for Measuring Structure and Semantic Similarity of XML Documents Based on Extended Adjacency Matrix  by Zhang, Xue-Liang et al.
Physics Procedia 24 (2012) 1452 – 1461
1875-3892 © 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization Committee.
doi:10.1016/j.phpro.2012.02.215
 
Available online at www.sciencedirect.com
 
Physics
Procedia 
          Physics Procedia  00 (2011) 000–000 
www.elsevier.com/locate/procedia
 
 
2012 International Conference on Applied Physics and Industrial Engineering 
A Novel Method for Measuring Structure and Semantic 
Similarity of XML Documents Based on Extended Adjacency 
Matrix 
Xue-Liang Zhang, Ting Yang, Bao-Quan Fan, Xu Wang, Jin-Mao Wei* 
College of Information Technical Science 
NanKai University 
Tianjin,China 
Abstract 
Similarity measurement of XML documents is crucial to meet various needs of approximate searches and 
document classifications in XML-oriented applications. Some methods have been proposed for this 
purpose. Nevertheless, few methods can be elegantly exploited to depict structure and semantic 
information and hence to effectively measure the similarity of XML documents. In this paper, we present 
a new method of computing the structure and semantic similarity of XML documents based on extended 
adjacency matrix(EAM). Different from a general adjacency matrix, in an EAM, the structure information 
of not only the adjacent layers but also the ancestor-descendant layers can be stored. For measuring the 
similarity of two XML documents, the proposed method firstly stores the structure and semantic 
information in two extended adjacency matrices 1 2( , )M M . Then it computes similarity of the two 
documents through 1 2cos( , )M M . Experimental results on bench-mark data show that the method holds 
high efficiency and accuracy. 
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1.  Introduction  
Nowadays, data of network have been being proliferated. At present, most data on Internet are semi-
structured, and their structure is similar to a graph or a tree which is referred to as labeled digraph. How to 
find the interesting information we need in those abundant data and how to figure out the hidden 
information which we have not acknowledged has become a new research branch[1]. The key of the 
research is to quantize the similarity, especially the structure and semantic similarity, between two different 
HML documents. Some methods, e.g. Edit Distance, have been proposed for this purpose. Nevertheless, 
few methods can be elegantly exploited to depict structure and semantic information and hence to 
effectively measure the similarity of documents. 
© 2011 Published by Elsevier B.V. Selection and/or peer-review under responsibility of ICAPIE Organization 
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As a markup language, XML[2] has become a standard of data expression and data transformation on 
Internet. Especially, it plays a vital role in the E-commerce[3]. XML is in fact a cross-platform and an 
Internet contents based technology. It is a simple data storage language, describing data with a 
series of simple tags which can be produced in a convenient way. The very feature of XML is 
that its tags are semantic, defined by users and able to reflect certain meanings of data. Besides, 
XML is also easy to use, extend, develop, standardize and so on. 
XML can describe not only structured data, but also semi-structured data. It is a very efficient tool to 
deal with structural document at present. According to the features above, we will introduce the depiction 
of the structure and semantics of XML documents, and discuss how to compute the similarity of 
documents based on extended adjacency matrix(EAM), in which, the structure information of not only the 
adjacent layers but also the ancestor-descendant layers can be stored. The experimental results on some 
bench-mark data sets will show the feasibility of the proposed method. 
2. Related Research 
2.1 Edit Distance 
In recent years, many researchers have done abundant research in computing the similarity of XML 
documents. Among them, the first and applied most method is related to edit distance approach. In the 
process of calculating the edit distance, the procedure requires transforming an original tree into a target 
tree by edit operations of updating, deleting, and inserting between two trees. Tai[4] firstly used edit 
distance approach to compute the similarity between two documents. His essential idea was to define the 
distance between two trees as the cost in transforming one of them into the other by edit operations. 
Formally, the following three operations are called edit operation, usually abbreviated to ED: 
1) Update (u, v), update node u to v; 
2) Delete (u), delete node u and insert all of its children nodes to parent nodes; 
3) Insert (x, u), insert node u under node x and make its children nodes into children of node u. 
Every edit operation has a cost. So that γ is a cost function, which provides a non-negative integer value 
to each operation, denoted as γ (u→v). γ satisfies the following three conditions: 
1) γ( u →v) >=0 , γ( u →u) = 0; 
2) γ( u →v) =γ( v →u); 
3) γ( u →v) +γ( v →w)>=γ( u →w) 
For easy to understand, we suppose that all of edit operation costs are set equal to 1. S represents 
operation series of edit distance from tree T1 to tree T2. The edit distance of the two trees T1 and T2 is 
defined as the minimum cost of transforming T1 (or T2) to T2 (or T1). Edit distance is an effective 
approach in calculating the similarity of two XML Documents. In recent years, researchers have employed 
the approach of edit distance in various ways and have substantially improved the performance of their 
algorithms. However, the approach of edit distance has its inherent limitation. For illustrating such 
limitation, we take the three XML documents shown in Figure 1 as an example. If transforming the first 
document to the second one, we need to exchange the third node and the fourth node. If transforming the 
third document to the second one, we need to exchange the first node and the third node. Apparently, if we 
use edit distance approach, we only need two steps for the transformation. By investigating into the three 
documents we can find, however, the root of the first document is the same as that of the second document. 
Hence, in a general sense, the similarity degree between them tends to be higher than that between the 
second document and the third document. 
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Figure 1: Edit Distance 
In the other papers about similarity measurement of XML documents[5,6,7,8,9,10,11], Andrew 
Nierman and H. V. Jagadish[5] calculated the edit distance between two documents via general edit 
operations, and then calculated the similarity between two documents. In his paper[6], Chawathe mainly 
focused on hierarchically structured data (for example, XML data). He defined the hierarchical change 
detection as a problem of finding the “minimum-cost edit script” that transforms one data tree to another, 
and presented efficient algorithms for computing such an edit script. In Sergio Flesca et al’s paper[7], they 
proposed a technique for detecting the similarity in the structure of XML documents. The technique was 
based on the idea of considering the structure of an XML document as a time series, in which each 
occurrence of a tag corresponds to a given impulse. In Dennis Shasha and JasonWang’s paper[8], they also 
used edit distance method, but their edit operations permitted to insert, update, delete on every node not 
just limited to the leaf nodes. 
2.2  Adjacency Matrix[12] 
In mathematics, an adjacency matrix is introduced for representing which vertices of a graph are 
adjacent to which other vertices. The adjacency matrix provides an advantage of describing a graph. 
Give a graph G, V(G) is a set of vertices of G, E(G) is a set of edges relationship of G. Suppose that 
there are n vertices v1, v2, v3...vn,  *( )ij n nA a=  is adjacency matrix, where 
1 ( )
, 1, 2, ,
0 ( )
i j
ij
i j
v v E G
a i j n
v v E G
     ∈⎧⎪=           =⎨     ∉⎪⎩
"  
The adjacency matrix of a finite graph G of n vertices is an n × n matrix where the off-diagonal entry aij 
is the number of edges from vertex i to vertex j, and the diagonal entry aii, depending on the convention, is 
either once or twice the number of edges (loops) from vertex i to itself. Undirected graphs often use the 
former convention of counting loops twice, whereas directed graphs typically use the latter convention. 
There exists a unique adjacency matrix for each graph (up to permuting rows and columns), which is not 
the adjacency matrix of any other graph. In the special case of a finite simple graph, the adjacency matrix 
is a (0,1)-matrix with zeros on its diagonal. If the graph is undirected, the adjacency matrix is symmetric. 
3. The similarity Computing Method Based on Extended Adjacency Matrix 
We suppose the structure of an XML document as a tree and the attribute of a certain node in this tree 
as its children nodes. Then, an XML document can be regarded as a tree expanded from top to bottom. A 
tree transferred from an XML document is shown in Figure 2. We encode this tree with the method of 
Depth-First-Search. That is, we travel the whole tree through Depth-First-Search and encode these nodes as 
1, 2, 3, 4…… in turn until the last one. This procedure is defined as node encoding. The level in tree is 
counted from the end, that’s to say the level of leaf nodes is denoted as first level, then the level up in turn 
is denoted as second level, third level until the root node. 
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This model of an XML document is called ordered, labeled tree model. Based on this mode, we 
compute the similarity between two documents in this paper. 
3.1 Basic Definition 
In this paper, there are several special definitions, including pattern document, data-source document, 
pattern extended adjacency matrix, data-source extended adjacency matrix. Hereunder, we will review the 
definitions. 
Definition 3.1 [Pattern document]    A pattern document is an ordered, labeled document which is 
provided by users. We need to compare it with other data-source documents in the process of calculating 
similarity. 
Definition 3.2 [Data-source document]    A data-source document is an ordered, labeled document 
which is acquired from large data resource, and it will be compared with pattern documents in the process 
of calculating similarity. 
Definition 3.3 [Pattern extended adjacency matrix]    A pattern extended adjacency matrix is an 
extended adjacency matrix which represents the structural and semantic information of pattern document. 
Definition 3.4 [Data-source extended adjacency matrix]   A data-source extended adjacency matrix 
is an extended adjacency matrix which represents the structural and semantic information of data-source 
documents. 
In the model shown in Figure 2, each node includes different kinds of information. In order to generate 
an extended adjacency matrix of this document, we need to extract four important pieces of information 
from them, including level information, label information, parent information and encoding information of 
each node. These kinds of information are shown in Figure 2: 
1) Level information. Level information informs which level the node is in the model. It is of great 
importance to calculation the structural information of documents. 
2) Label information. Label information informs the semantic, the most important information of a node. 
3) Parent information. Parent information stores the information of the parent nodes of different nodes. 
With such information, we can find out the ancestor of any node. 
4) Encoding information. Encoding information conveys the information of the code that is encoded by 
Depth-First-Search approach, and the code is non-repeating in a certain document. 
 
Figure 2: Node information of a document 
3.2 Extended Adjacency Matrix 
From the content above, we know that the structure of an XML document can be seen as a tree 
expanded from top to bottom from the perspective of the tree, and as a directed graph which possesses n 
vertices from the perspective of the graph. Then we could store the structural and semantic information of 
documents in an adjacency matrix. There are two values of 0 and 1 in a traditional adjacency matrix. If 
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there is an edge between two vertices, their structure information is 1. Oppositely, if no edge between two 
vertices, their structure information is 0. When addressing the computation of structural similarity of two 
trees, the methods based on traditional adjacency matrix may have some deficiencies as follows: 
1) Semantic information of nodes in the tree or graph cannot be represented in an adjacency matrix. 
2) For a tree structure, adjacency matrix just shows the relationship of parent-son. The information of 
ancestor-child cannot be represented. 
3) Adjacency matrix can’t precisely depict the difference of positions of different nodes. Value 1 is used 
to merely indicate that there is a link between two nodes, which is not able to distinguish different 
situations. For example, in Figure 2, it is easy to accept that contribution of the edge between node 1 
and node 2 is more than that of the edge between node 4 and node 5. Nevertheless, both links 
correspond to 1 in the adjacency matrix, which cannot inform the further information about the 
difference of position of the nodes. 
Due to the deficiencies in depicting a tree structure, we will extend adjacency matrix on the basis of 
traditional adjacency matrix in this paper, which is named extended adjacency matrix. 
Definition 3.5 [Extended Adjacency Matrix] In a tree G, V (G) is a set of nodes of G, E(G) is a set 
of ancestor-child relationship of G. We suppose that there are n nodes v1, v2, v3...vn, 1 2cos( , )M M   is 
extended adjacency matrix, then 
/ ( ),
0 ( ), , 1, 2, ,
( ),
j i i j
ij i j
i j
f f v v E G i j
a v v E G i j i j n
v v E G i jθ
⎧       ∈ ≠
⎪=               ∉ ≠           =⎨
⎪               ∉ =⎩
"
 
jf represents the level value of jv , if  represents the level value of iv , θ  represents the similarity 
degree of semantics. 
According to the definition above, the extended adjacency matrix has following characteristics: 
1) The scale of pattern extended adjacency matrix and data-source extended adjacency matrix is n×n. n1 
is supposed to be a set of nodes of pattern tree, and n2 is a set of nodes of data-source tree, then 
n= 1 2n n∪ . 
2) The structure information of tree is stored in the upper right elements of upper left to lower right 
diagonal, namely 1+2+...+(n-1)=n(n-1)/2 elements. 
3) The semantic information of tree is showed in the elements of upper left to lower right diagonal. 
4) The value of elements representing the structural information of tree adheres to the following rules: 
a) If two nodes possess the relationship of parent-son or ancestor-child, the value of element ijE  
is: ( )
( )ij
l sE
l p
= . 
s,p represent the son node and ancestor node respectively. ()l  represents the function computing 
the level value of node. 
b) If two nodes don’t possess the relationship of parent-son or ancestor-child, the value of element 
ijE  is 0. 
c) If one of the two nodes is empty node (empty node means it does not exist in the tree), and if two 
nodes possess the relationship of parent-son or ancestor-child, the value of element ijE  is 0. 
5) If a node belongs to the pattern tree, the semantic value of the relevant element in pattern extended 
adjacency matrix is 1, otherwise 0. The semantic values of elements in data-source extended 
adjacency matrix can be acquired according to the similarity degree of relevant element in pattern tree 
in the scale of 0-1(In this paper, if they are the same, the value is 1, otherwise 0). 
The extended adjacency matrix is defined based on the traditional adjacency matrix. It does not only 
show structural information in a matrix as a traditional one, but also includes semantic information. 
However, for the distinctions between a tree structure and a graph structure, they have some difference in 
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describing structural information. Specifically, the tree structure possesses the notion of level, the 
relationship of parent-son or ancestor-child, but these mean noting in graph. 
Two documents are shown in Figure 3. Document 1 is a pattern document and document 2 is a data-
source document. We calculate the extended adjacency matrix of two documents in turn. 
 
Figure 3: The Example of Document 
From reference Table 2, we know that the n of pattern extended adjacency matrix and data-source 
extended adjacency matrix is 7 in Figure 3, so two matrixes are all 7×7 symmetric matrix. For illustrating 
exactly and conveniently, firstly we show the extended adjacency matrix with tables, the pattern extended 
adjacency matrix and data-source extended adjacency matrix are respectively shown in table 1 and table 2. 
In the tables, the first column and row represents nodes of 1 2n n∪ , other cells represent the value of the 
relationship of nodes in the relevant row and column with this cell. Secondly, comparing node 
i(i=1,2,3,4,5,6,7) and node j(j=1,2,3,4,5,6,7), there are two cases: 
1) i=j. i=j means the node i(or j) of 1 2n n∪  compares with itself. The value may be 0 or 1. In Table 1, if 
the node i(or j) belongs to pattern document, the value of the cell is 1, otherwise 0. In Table 2, if the 
node i(or j) belongs to data-source document, the value of the cell is 1, otherwise 0. 
2) i≠j. there are four cases:  
a) if the encoding value of node i is larger than the encoding value of node j, P[i][j]=0; 
b) if the encoding value of node i is less than the encoding value of node j and node i or node j is 
empty node, P[i][j]=0; 
c) if the encoding value of node i is less than the encoding value of node j and node i and node j are 
not empty nodes and node i is not an ancestor of node j, P[i][j]=0; 
d) if the encoding value of node i is less than the encoding value of node j and node i and node j are 
not empty nodes and node i is an ancestor of node j, P[i][j]= ( )
( )
l j
l i
. 
For example, the value of the cell in the second row the fourth column represents the structure 
information of root node “INVENTORY” and node “BOOK”, because the level of root node 
“INVENTORY” is the third level and the level of node “BOOK” is the second level, the value 12E of the 
cell  is: 12 ( ) 2
( ) 3
l BOOKE
l INVENTORY
= = . 
Then, like 12E , when all of cells in the table 1 and table 2 have been filled values, we acquire pattern 
extended adjacency matrix and data-source extended adjacency matrix, which are shown in Table 1 and 
Table 2: 
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TABLE I. DATA-SOURCE DOCUMENT 
 
 
 
 
 
 
PATTERN EXTENDED ADJACENCY MATRIX: 
1 2 / 3 2 / 3 1 / 3 1 / 3 2 / 3 0
0 1 0 0 0 0 0
0 0 1 1 / 2 1 / 2 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
⎛ ⎞⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎝ ⎠
 TABLE II. DATA-SOURCE DOCUMENT 
 
 
 
 
 
DATA-SOURCE EXTENDED ADJACENCY MATRIX: 
1 2 / 3 2 / 3 1 / 3 0 0 2 / 3
0 1 0 0 0 0 0
0 0 1 1 / 2 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
⎛ ⎞⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟
⎜ ⎟⎝ ⎠
 
Pattern document  INVENTORY ID BOOK TITLE AUTHOR TELE DATE 
INVENTORY 1 2/3 2/3 1/3 0 0 2/3 
ID  1 0 0 0 0 0 
BOOK  1 1/2 0 0 0 
TITLE   1 0 0 0 
AUTHOR    0 0 0 
TELE     0 0 
DATA      1 
  INVENTORY ID BOOK TITLE AUTHOR TELE DATE 
INVENTORY 1 2/3 2/3 1/3 1/3 2/3 0 
ID  1 0 0 0 0 0 
BOOK   1 1/2 1/2 0 0 
TITLE    1 0 0 0 
AUTHOR     1 0 0 
TELE      1 0 
DATE       0 
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In the following subsection, we will discuss the computing approach of the similarity of XML 
documents. 
3.3 Computing the Similarity of XML Documents 
If each cell of extended adjacency matrix is seen as a dimension of the vector, then starting from the 
first row of end to end each row, we can get two n×n-dimensional vectors 1P  2P , and the similarity of two 
documents can be expressed as the cosine between the two vectors 1 2cos( , )P P . According to the 
characteristic of vector, we can know that: 
1 2
1 1
1 2
2 2
1 2
1 1 1 1
co s( , )
n n
ij ij
i j
n n n n
ij ij
i j i j
P P
P P
P P
= =
= = = =
=
∑ ∑
∑ ∑ ∑ ∑
 
In the formula, i represents the row of matrix, j represents the column of matrix, n represents the 
number of rows and columns, because two matrixes are symmetric matrix， the number of rows is the 
same as that of columns. 
According to the formula, the similarity of two documents in figure 3 is 0.7149. 
4. Experiment and Results 
In real applications, most XML documents have a relevant DTD or Schema. Documents which are 
corresponding to the DTD or Schema belong to one class, with a higher similarity. For validating the 
efficiency and advantage of our approach, we firstly conducted an experiment, which was the same as that 
conducted by Andrew Nierman and H. V. Jagadish et al[5] who clustered XML documents generated from 
different DTDs. Then we employed the standard hierarchical clustering method in spss17.0[13] to cluster 
XML documents which were generated by different DTDs. Secondly, we compared the clustering results 
with that reported by Nierman and H. V. Jagadish et al’s. 
We conducted experiments on both real and synthetic data sets. In real data sets, we used XML data 
obtained from ACM SIGMOD Record1999[14]. We chose documents from each of the following DTDs: 
Proceedings Page.DTD, IndexTermsPage.DTD, and OrdinaryIssuePage.DTD. There were 17 documents 
corresponding to ProceedingsPage.DTD, 920 documents to IndexTermsPage.DTD (200 documents are 
used in our experiment), 51 documents to OrdinaryIssuePage.DTD. In synthetic data sets, we obtained the 
data by the following methods: Firstly, 8 real DTDs are selected, in which 7 DTDs[15] are the same as that 
used by Nierman and H. V. Jagadish et al’s work, the other is xwork-1.1.1.DTD. Secondly, an XML 
generator[16] that accepts the DTDs as input was used to generate the documents. The XML generator has 
two key parameters. MaxRpeats is the maximum number of times a child element node will appear as a 
child of its parent node (when the * and + option is used in the DTD). Attribute Occurrence Probability is 
the probability that an optional attribute will occur. In our paper, we design the following four data sets: 
Data Set1：MaxRepeats=4，ProbAttribute=0.75； 
Data Set2：MaxRepeats=4，ProbAttribute=1； 
Data Set3：MaxRepeats=8，ProbAttribute=0.75； 
Data Set4：MaxRepeats=8，ProbAttribute=1； 
The data sets in this paper were generated in the same way as that Nierman and H. V. Jagadish et al’s 
generated the data sets in their experiments. By generating in this way, we aim to demonstrate why our 
approach is more competent when compared with Nierman and H. V. Jagadish et al’s works. In this paper, 
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8 real DTDs have more differences intuitively, but there still exist the same nodes in them. Moreover, 
whether different DTD or the same DTD, the size of documents generated from DTD are very different, 
the maximum size could reach to 10KB and the minimum size is less than 1KB, which shows that the 
structure of documents generated from DTDs has obvious differences, making clustering more difficult. 
Each data set consists of documents generated from the 8 DTDs. With different MaxRepeats and Attribute 
Occurrence Probability, each DTD generates 100 documents. Hence, each data set is composed of 800 
documents generated from 8 DTDs. 
In the process of clustering, firstly we exploited our approach to calculate the similarity of every two 
documents in each data set (640000 times for each data set). Then we clustered through hierarchical 
clustering method in spss 17.0. In this paper, the clustering results were assessed in terms of “Mis-
Clusterings”. The number of mis-clustering is equal to the minimum number of documents in the 
dendrogram that would have to be moved, so that all documents from the same DTD are grouped together. 
The number of mis-clustering is smaller means the result is more precise. For example, in figure 4, our 
approach and Andrew Nierman and H. V. Jagadish’s approach have no mis-clusterings, while 
Chawathe’s[6] approach has three mis-clusterings. 
 
Figure 4: Sample clustering result for SIGMOD records 
The clustering results are shown in Table 3. The results show that our approach is more precise in the 
similarity computation of XML documents, and has no mis-clusterings. 
TABLE III. NUMBER OF MIS-CLUSTERINGS FOR EACH APPROACH 
 
Data 
Set1 
Data 
Set 2
Data 
Set 3
Data 
Set 4
ACM 
SIGMOD 
Our Approach 0 0 0 0 0 
Andrew Nierman 10 2 11 9 0 
Chawathe 16 8 30 25 3 
Shasha 16 9 32 39 3 
Tag Frequency 22 21 35 40 3 
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5. Conclusion 
The research of computing the similarity between XML documents has been going on for many years. 
Many researchers have presented various methods, which continually seek improvement in calculation 
speed and accuracy. Based on previous works, we present an approach of computing the similarity between 
XML documents, which is different from the work before. Our approach makes reference to adjacency 
matrix in graph theory, and extends adjacency matrix, making it more precise in representing the structure 
and semantics of XML documents. By efficiently storing the information of nodes and their relationship in 
the document in extended adjacency matrix, we can calculate the similarity between two documents more 
rapidly and accurately. The experiment results show that our approach is much competent when dealing 
with the real data sets and the synthetic data sets. 
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