Abstract. We consider a magnetic Schrödinger operator H h = (−ih∇ − A) 2 with the Dirichlet boundary conditions in an open set Ω ⊂ R 3 , where h > 0 is a small parameter. We suppose that the minimal value b 0 of the module | B| of the vector magnetic field B is strictly positive, and there exists a unique minimum point of | B|, which is non-degenerate. The main result of the paper is upper estimates for the low-lying eigenvalues of the operator H h in the semiclassical limit. We also prove the existence of an arbitrary large number of spectral gaps in the semiclassical limit in the corresponding periodic setting.
Preliminaries and main results

Main assumptions.
We would like to analyze the asymptotic behavior, in the semiclassical regime, of the low-lying eigenvalues of the Dirichlet realization of the magnetic Schrödinger operator in an open set Ω in R 3 :
where A = (A 1 , A 2 , A 3 ) ∈ C ∞ (Ω, R 3 ) is a magnetic potential and h > 0 is a small parameter. We will denote the coordinates in R 3 as X = (X 1 , X 2 , X 3 ) = (x, y, z) . Let B = rot A = (B 1 , B 2 , B 3 ) be the corresponding vector magnetic field:
Put b 0 = min{| B(X)| : X ∈ Ω}. We assume that there exist a (connected) bounded domain Ω 1 ⊂⊂ Ω and a constant ǫ 0 > 0 such that
We also assume that:
and that there exists a unique minimum X 0 ∈ Ω such that | B(X 0 )| = b 0 , which is non-degenerate: in some neighborhood of X 0 (2m + 1) + ν − C m h 9/4 .
History of the problem.
May be at the level of the mathematical problem, the starting reference for the spectral analysis of self-adjoint realizations of the magnetic Schrödinger operator is the paper by Avron-Herbst-Simon [1] where the role of the module of the magnetic field in the three-dimensional case appears for the first time. Further investigations were inspired by R. Montgomery [14] , who was asking "Can we hear the locus of the magnetic field" (by analogy with the celebrated question by M. Kac). In [14] , this question was studied for the two-dimensional magnetic Schrödinger operator.
Motivated by the question of R. Montgomery, the first author and Mohamed in [12] investigated the asymptotic behavior of the low-lying eigenvalues of the Dirichlet realization of the magnetic Schrödinger operator in the case when the magnetic field vanishes. This study was continued more recently in [15, 7, 9, 3] (see also [8] ). The case when the magnetic field never vanishes was analyzed in detail for the Dirichlet realization in the two-dimensional case in [13] and more recently in [10, 11] . Moreover, there is a big literature devoted to the spectral analysis of the Neumann realization because of its connection with problems in superconductivity (see [4] and the references therein). Finally, we do not also give a complete description of the semi-classical results obtained in the case when an electric potential V is creating the main localization and refer to [5] and [2] for a presentation and references therein. The paper is organized as follows. In Section 2, we make some simplifications of the operator H h , using linear changes of variables and gauge transformations, and present the normal form appearing in the generic situation. Section 3 is devoted to the analysis of the action of the metaplectic group on our models and to the introduction of a suitable rescaling of the problem. In Section 4 we construct approximate eigenfunctions of the operator H h , completing the proof of Theorem 1.2. In Section 5 we consider the case when the magnetic field is periodic. We combine the constructions of approximate eigenfunctions given in Sections 4 with the results of [6] to prove the existence of arbitrary large number of gaps in the spectrum of the periodic operator H h in the semiclassical limit.
2. Preliminaries for the proof: Normal form In this section, we make some simplifications of the operator H h , using linear changes of variables and gauge transformations.
Without loss of generality we will assume that X 0 = (0, 0, 0) and the magnetic field B at X 0 is (0, 0, b 0 ) . Thus, we can write the Taylor expansion up to order 4 at (0, 0, 0) of the magnetic field:
where ℓ j ∈ R 3 , j = 1, 2, and Q j , C j and R j , j = 1, 2, 3, are the terms of order 2, 3 and 4, respectively.
By assumption (1.3), we have
We also have
With the notation,
the first line of (2.3) gives (2.4)
We can assume without lost of generality that (2.5)
Indeed, either it is already the case, either β 3 = 0 and we can exchange the role of x and y, or α 3 = 0 and β 3 = 0 and a rotation around the z-axis permits to obtain the cancellation of α 3 . With the notation
c ij X i X j , the second line of (2.3) reads
With this notation, (1.3) is equivalent to saying that the matrix is positive definite. We will denote the elements of Q by {q ij } i,j=1,2,3 . Without loss of generality, we can, after possibly a gauge transformation, assume that:
With this assumption, we get an equation for A 2 by writing:
and without loss of generality, we can, after possibly a gauge transformation assume that
This implies (2.9) A 2 (x, y, z)
whereX = (x, y, z) . Similarly, we get an equation for A 3 by writing:
and without loss of generality we can, after possibly a gauge transformation (keeping the previous properties) assume that
This implies
10) whereX = (x, y, z) and a 3 (y, z) = A 3 (0, y, z) satisfies
From (2.9) and (2.10), we obtain, using the definition of B 1 ,
and using (2.3), we obtain
On the other hand, comparing with (2.1), we obtain
Thus, we obtain, having (2.11) in mind,
Coming back to (2.9), we have
Similarly, coming back to (2.10) and using (2.12), we obtain
Finally, what we have got is the following normal form:
. Using only linear change of variables and gauge transformations, we can assume that
Moreover:
Preliminaries for the proof: Metaplectic transformations
In this section, we make further simplifications of the operator H h , using metaplectic transformations. First, we introduce a suitable h-dependent rescaling of the problem and expand the resulting operator in fractional powers of h. 3.1. Rescaling. Let us make a change of variables
We will only apply our operator H h on functions which are a product of cut-off functions localized in a neighborhood of (0, 0, 0) ∈ R 3 with linear combinations of terms like
with w in S(R 3 ). These functions are consequently O(h ∞ ) outside a fixed neighborhood of (0, 0, 0). We will start by doing the computations formally in the sense that everything is determined modulo O(h ∞ ), and any smooth function will be replaced by its Taylor's expansion at (0, 0, 0) . We introduce
We will also need the coefficient of z 4 in R j :
We have
where
Now, using (2.13), we expand the operator in fractional powers of h. First, we compute
Using these formulae and omitting the tilda's, we obtain (in the dilated coordinates)
3.2. Partial Fourier transform and gauge transform. Now we are going to apply some metaplectic transformations. We recall that these transformations are unitary and therefore preserve the spectrum of the operators. First, we make a partial Fourier transform in y:
Next, we make a translationx = x − η b0 (and forget the "check"):
Finally, we make a gauge transformation (by exp(−i β3 2b0 ηz 2 )):
.
Construction of approximate eigenfunctions
In this section, we complete the proof of Theorem 1.2. We start with a formal construction. We will construct an approximate eigenfunction of the operator P h in the form
corresponding to an approximate eigenvalue
We will express the cancelation of the coefficients of h ℓ/4 (ℓ ∈ N) in the formal expansion of (P h − λ h )u h , starting with ℓ = 0 . 4.1. The first equations. The first equations read (here we omit tilda's):
and we now show how to solve them successively.
Main equation.
The first equation (4.1) reads
We arrive at the eigenvalue problem for the harmonic oscillator (4.6)
Recall that its eigenvalues have the form
An eigenfunction of h 1 associated with the eigenvalue µ k is given by
where H k is the Hermite polynomial:
2 dt) , which is given by
Some well-known formulae, concerning to the Hermite functions, which we need in the paper, are gathered in the appendix. We will take λ 0 as the k-th eigenvalue of h 1 (4.7) λ 0 = (2k + 1)b 0
and will look for a solution u 0 to (4.1) in the form We look for a solution u 1 to (4.2) in the form (4.9)
with v 1 ∈ S(R 2 ) to be determined in the next steps, and take . In order to solve the equation (4.3), we find as a necessary condition that, for any z we should have,
with ·, · x denoting the scalar product in L 2 (R x ). Using that φ 2 k is even, we obtain that 1 12) where (4.13)
Thus, the condition (4.11) can be rewritten as (4.14)
This determines λ 2 and Ψ 0 . We take λ 2 as the j-th eigenvalue eigenvalue of h 3 : Observe that
To find u 2 , from (4.3) we obtain that
Therefore, using the identity
and v 2 ∈ S(R 2 ) has to be determined in the next steps. 4.5. Fourth equation: coefficient of h In order to solve the equation (4.4) , we find as a necessary condition that, for any (z, η) we should have
For the first term in the left-hand side of (4.17), since φ 2 k is even, we have 1
where P + 3 is the even part of P 3 as a differential operator in x. As a sum of homogeneous components in (η, D η ), the operator P + 3 is written as P
Now we compute:
For the second term in the left-hand side of (4.17), as in (4.12), we obtain
Thus, the condition (4.17) can be written as an equation with respect to v 1 in the form
In order to solve (4.19), as a necessary condition, we should have Using (4.18) and the identity
we find a solution to (4.19) in the form
1 , where
With such a choice of v 1 , the orthogonality condition (4.17) holds, and a solution u 3 to (4.4) exists. Substituting (4.21) in (4.9), we find u 1 . 4.6. Fifth equation: coefficient of h. The necessary condition for solvability of (4.5) reads
Using (4.16) and (4.12), we get 1
Therefore, the condition (4.22) can be rewritten as an equation with respect to v 2 in the form
The necessary condition for solvability of (4.23) is given by 
and
whereᾱ,β, γ 0 , γ 1 and γ 2 are some explicit constants.
The proof of Lemma 4.1 is given by a long routine computation and will be omitted.
By Lemma 4.1, λ 4 is an eigenvalue of the second order differential operator 
This operator is a globally elliptic operator in R. Therefore, it has discrete spectrum in L 2 (R), which is described by the next lemma.
Lemma 4.2. The eigenvalues of the operator
are given bŷ
Proof. The operator H can be written as
and we have
Therefore, the lemma is immediately proved by following a well-known computation of the spectrum of the harmonic oscillator by means of creation and annihilation operators.
For h 5 , we have 
=ν 22 (2k + 1) 2 + ν 11 (2j + 1) 2 + ν 0 , with ν 22 = γ 2 , ν 0 = γ 0 , and Taking λ 4 as the m-th eigenvalue of h 5 and χ 0 as the corresponding eigenfunction, we obtain that the condition (4.24) holds. Therefore, we can find a solution v 2 to (4.23). Then the condition (4.22) holds, that allows us to find a solution u 4 to (4.5).
Thus, for any j, k, m ∈ N, we have proved the existence of a solution u ℓ , ℓ = 0, 1, 2, 3, 4, to the system of equations The functions u 0 for different j, k and m are orthogonal. Since each change of variables, which we use, is unitary, this implies the condition (1.4).
Periodic case and spectral gaps
In this section, we apply the previous results to the problem of existence of gaps in the spectrum of a periodic magnetic Schrödinger operator. For related results on spectral gaps for periodic magnetic Schrödinger operators, see [8] and references therein.
Consider the Schrödinger operator with magnetic potential in the entire Euclidean space R 3 H h = (hD X1 − A 1 (X)) 2 + (hD X2 − A 2 (X)) 2 + (hD X3 − A 3 (X)) 2 .
We assume that the vector magnetic field B = (B 1 , B 2 , B 3 ) is Γ-invariant for some cocompact lattice Γ ⊂ R We will consider the operator H h as an unbounded self-adjoint operator in the Hilbert space L 2 (R 3 ). Using the results of [6] , one can immediately derive from Theorem 1.2 the following result on existence of gaps in the spectrum of H h in the semiclassical limit. 
