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The operator Lμ : f →
∫ f (x)− f (y)
x−y dμ(y) is, for a compactly sup-
ported measure μ with an L3 density, a closed, densely deﬁned
operator on L2(μ). We show that the operator Q = pL2μ − qLμ has
polynomial eigenfunctions if and only if μ is a free Meixner distri-
bution. The only time Q has orthogonal polynomial eigenfunctions
is if μ is a semicircular distribution. More generally, the only time
the operator p(Lν Lμ) − qLμ has orthogonal polynomial eigenfunc-
tions is when measures μ and ν are related by a Jacobi shift.
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1. Introduction
The Meixner class of orthogonal polynomials, and the corresponding family of distributions—
Gaussian, Poisson, gamma, binomial, negative binomial, and hyperbolic secant—has a number of
combinatorial and probabilistic characterizations. For example, in the original paper [22], Meixner
showed that this class consists exactly of all orthogonal polynomials whose exponential generating
functions have the special form A(z)exB(z) . For probabilistic characterizations, see for example [20,34].
This class also plays an important role in statistics, under the name of quadratic exponential families,
see [23,24,17].
On the other hand, historically, the most important class of orthogonal polynomials, often called
the “classical orthogonal polynomials” [1], has consisted of the Hermite, Laguerre, and Jacobi families.
This class also has numerous characterizations, notably the following one in terms of second-order
differential equations [19, Chapter 20].
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p(x)y′′ + q(x)y′
has a family of eigenfunctions consisting of orthogonal polynomials if and only if these eigenfunctions are
Hermite, Laguerre, or Jacobi. In this case p is a polynomial of degree at most 2, and q a polynomial of degree at
most 1.
In all of these cases, the operator is symmetric with respect to the inner product induced by the
orthogonality measure of the polynomials. This orthogonality measure has a density w determined
by
w ′
w
= q − p
′
p
.
The class of probability densities with w
′
w = linearquadratic is larger than the Bochner class, and is known in
statistics as the Pearson class [18]; the corresponding operator has polynomial eigenfunctions, which
however are not necessarily orthogonal on the real line. See Remark 1 for more details, and [21] for
a probabilistic version of these results. Note that all measures in this class have continuous densities,
while the Meixner class includes purely atomic measures such as the Poisson distribution.
With motivation from free probability [33,26], in [2] I introduced the free Meixner distributions
as all the probability measures whose orthogonal polynomials have the ordinary generating function
of the special form A(z) 11−xB(z) . The free Meixner class also has an explicit description, and is in fact
quite simple, simpler than the classical Meixner class [13]. Nevertheless, the majority of character-
izations of the classical Meixner class have their counterparts—some straightforward, some not—for
the free Meixner class [8,3,11,10]. The goal of this paper is to investigate the free version of the
Bochner/Pearson class. We will show that, in the appropriate framework, the Bochner-type character-
ization holds for the free Meixner class itself, quite unlike in the classical situation.
What is the “free version” of the derivative operator? Unfortunately (or, perhaps, fortunately), there
is no classical-free theory dictionary. However, Voiculescu (in [31,32] and subsequent work) has shown
that some roles played by the derivative operator are played in free probability by the difference
quotient operator,
∂ : C (1)(R) → C(R×R), (∂ f )(x, y) = f (x) − f (y)
x− y .
It is hard to talk about differential equations in the difference quotient operator, since its domain and
range are not the same. One modiﬁcation of it is the single variable operator
D0 f (x) = f (x) − f (0)
x
,
which is the q = 0 version of the q-derivative operator from special function theory. The answer for
the Bochner-type question for the q-derivative Dq is known, see [1] or [19, Chapter 20]. However, for
q = 0, all these classes of polynomials reduce simply to monomials (with the exception of the degree
one polynomial), and so are quite uninteresting. Other questions of this type involve the Askey–Wilson
operator Dq , and the difference operator. In the latter case, the corresponding orthogonal polynomi-
als are Charlier, Meixner and Krawtchouk (that is, the discrete measures in the Meixner class), but
also the Hahn polynomials. Note that the Meixner–Pollaczek polynomials belong to the Meixner class
without satisfying either a differential or a (real) difference equation.
Instead of the choices above, we will consider the following single variable operator: for a mea-
sure μ,
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∫
R
f (x) − f (y)
x− y dμ(y).
So this is really an integral operator, but we will think of it as an analog of the derivative operator.
Of course, the big difference from the derivative or the D0 operator is that it depends on μ. (Note,
however, that D0 = Lδ0 .) Our Bochner-type question is: for which μ can a second-order operator in
Lμ with polynomial coeﬃcients have polynomial eigenfunctions? And when are these eigenfunctions
orthogonal?
Here is the summary of the main results of this paper. Section 2 contains, in particular, the detailed
description of the Bochner and Pearson classes on one hand, and of the free Meixner class on the
other, as a convenient reference. In Section 3, we show that an operator
pL2μ + qLμ
has polynomial eigenfunctions if and only if μ has a free Meixner distribution (given μ, the choice
of p,q is unique). On the other hand, if p = 1 and q = −Hμ , the conjugate variable for μ, then the
operator pL2μ +qLμ is symmetric. Hμ is a polynomial of degree one exactly when μ is a semicircular
distribution, which are also the only cases when the polynomial eigenfunctions are orthogonal with
respect to μ. Finally, in Section 4 we look at operators of the form p(Lν Lμ)+qLμ which depend on a
pair of measures. We classify pairs (μ,ν) which correspond to polynomial eigenfunctions. For any μ,
if ν is a Bernoulli distribution, one can choose the coeﬃcients in the operator so that it will have
polynomial eigenfunctions. On the other hand, for any ν , if μ is a “Jacobi shift” of ν , the operator has
polynomial eigenfunctions. Finally, we show that the eigenfunctions are orthogonal with respect to μ
if and only if the pair (μ,ν) is of the latter type; in that case, the operator is also symmetric.
2. Preliminaries
Notation 1. A polynomial system is a family of polynomials {Pn: n 0} with deg Pn = n.
We start with a more detailed description of Bochner’s theorem, to be compared with the results
that follow it.
Remark 1 (Bochner–Pearson classiﬁcation). If the operator
y → (p(x)y′)′ + q(x)y′
has a polynomial system of eigenfunctions, then p is a polynomial of degree at most 2, and q a
polynomial of degree at most 1, and the operator is symmetric with respect to the inner product
induced by the measure dμ(x) = w(x)dx with the density determined by
w ′
w
= q
p
.
By aﬃne transformations, one can reduce the analysis to the following cases.
(a) w
′
w = −αx. Then α > 0 (and can be taken α = 1), and the Hermite polynomials are eigenfunctions,
orthogonal with respect to the Gaussian distribution 12π e
−x2/2.
(b) w
′
w = α−1x − β . Then β > 0 (and can be taken β = 1), α > 0, and the Laguerre polynomials are
eigenfunctions, orthogonal with respect to the gamma distribution 1
Γ (α) x
α−1e−x on (0,∞).
(c) w
′
w = α−1x − β−11−x . Then α,β > 0, and the Jacobi polynomials are eigenfunctions, orthogonal with
respect to the beta distribution Γ (α+β)
Γ (α)Γ (β) x
α−1(1− x)β−1 on (0,1).
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′
w = − 1+αx + βx2 , α > 0, β > 0 so take β = 1, and the measure is 1Z x−1−αe−1/x on (0,∞) (Z will
always denote the appropriate normalization constant). Bessel polynomials, orthogonal in the
complex plane, are eigenfunctions.
(e) w
′
w = − (1+α)xx2+1 + βx2+1 , α > 0, and the measure is 1Z (x2 + 1)−(1+α)/2eβ tan
−1(x) . For β = 0, these are
the t-distributions.
Remark 2. While there is, in general, no relation between the Pearson and Meixner distributions,
some parallels between these classes can be explained by the following observation. As mentioned
above, for μ in the Pearson class, dμ(x) = w(x)dx with
w ′(x)
w(x)
= d + ex
1+ bx+ cx2 .
On the other hand, let {Pn(x, t)} be the monic orthogonal polynomials for the measure μ (t is the
convolution parameter), and denote by F their exponential generating function:
F (x, t, z) =
∞∑
n=0
1
n! Pn(x, t)z
n.
μ is in the Meixner class if and only if
∂z F
F
= x− tz
1+ bz + cz2 .
Notation 2. For a probability measure μ, its Cauchy transform is
Gμ(z) =
∫
R
1
z − x dμ(x).
Recall that μ can be recovered from it as the weak limit
dμ(x) = − 1
π
lim
ε→0+
ImGμ(x+ iε)dx.
The Hilbert transform of μ, deﬁned Lebesgue almost everywhere, is the function
H[μ](x) = 1
π
lim
ε→0+
ReGμ(x+ iε).
If μ has a density in Lp(R,dx), p > 1, then H[μ] ∈ Lp(R,dx) [30, Chapter 4].
The R-transform of μ is determined by
Gμ
(
R(z) + 1
z
)
= z;
it is an analytic function on a domain, but in this paper we will identify it with its power series
expansion.
Throughout most of the paper, μ (and later, also ν) will be a compactly supported probability
measure. In particular, its moments
M. Anshelevich / Advances in Applied Mathematics 46 (2011) 25–45 29mn = μ
[
xn
]
are ﬁnite, and we will also consider μ as a linear functional on polynomials. In this case, its moment
generating function is
M(z) = Mμ(z) =
∞∑
n=0
mnz
n.
Remark 3. For a compactly supported probability measure μ with an L3(R,dx) density, its renormal-
ized Hilbert transform
Hμ = 2πH[μ]
is well deﬁned and is in L2(μ). Moreover, for f ∈ L2(μ),
(μ ⊗ μ)[∂ f ] = μ[Hμ f ].
In other words, Hμ is the conjugate variable for μ; see [31] for more details. As explained there,
the conjugate variable is the free analog of the classical score function − w ′w of a probability measure
w(x)dx.
Remark 4 (Free Meixner distributions). The normalized free Meixner distributions μb,c are probability
measures with Jacobi parameter sequences
J (μb,c) =
(
0, b, b, b, . . .
1, 1+ c, 1+ c, 1+ c, . . .
)
,
for b ∈ R, c  −1. The general free Meixner distributions are aﬃne transformations of these. More
explicitly, the distribution with parameters b, c is
1
2π
·
√
(4(1+ c) − (x− b)2)+
1+ bx+ cx2 dx+ 0,1, or 2 atoms.
Unfortunately, none of the descriptions of these measures in [13,29,11], including our own [2], are
complete, so we provide a detailed description here. By aﬃne transformations, the situation can be
reduced to the following six cases. For future reference, we also record their conjugate variables.
(i) b = c = 0,
dμ(x) = 1
2π
√(
4− x2)+ dx.
This is the semicircular distribution. Conjugate variable x.
(ii) c = 0, b = 0, α > 0,
1
2π
√
((1+ √α)2 − x)(x− (1− √α)2)+
x
dx+max(1− α,0)δ0.
These are the Marchenko–Pastur distributions. Conjugate variable 1−αx + 1.
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1
2π
√
(4α(1− x) − (α + 1− (α + β)x)2)+
x(1− x) dx+max(1− α,0)δ0 +max(1− β,0)δ1.
These are the free binomial distributions, including the Bernoulli distributions for c = −1, α +
β = 1. Conjugate variable 1−αx − 1−β1−x .
(iv) c = 0, b2 − 4c = 0, α > 0,
1
2π
√
((1+ √α + 1)2 − αx)(αx− (1− √α + 1)2)+
x2
dx.
Conjugate variable 2+αx − 1x2 .
(v) c > 0, b2 − 4c < 0, α > 0, β ∈ R,
1
2π
√
(α2x2 − 2β(2+ α)x+ 4(β2 − 1− α))+
1+ x2 dx.
Conjugate variable (2+α)x
1+x2 − β1+x2 .
(vi) c > 0, b2 − 4c > 0, α + β < 0, αβ < 0,
1
2π
√
(4α(1− x) − (α + 1− (α + β)x)2)+
x(x− 1) dx
+ ((1− α)δ0 for 0 < α < 1)+ ((1− β)δ1 for 0 < β < 1);
note that since α + β < 0, at most one atom may appear. Conjugate variable 1−αx − 1−β1−x .
Using the (b, c) parametrization, and either the orthogonal polynomials [3] or the Laha–Lukacs [8]
characterization, the corresponding classical Meixner classes are (i) Gaussian, (ii) Poisson, (iii) bino-
mial, (iv) gamma, (v) hyperbolic secant, (vi) negative binomial. The only difference is that in the
binomial case, − 1c ∈ N, but for the free binomial one can take any −1 c < 0. See also Remark 8.
Another description of the free Meixner distributions [8,3], again with a slightly different nor-
malization, is in terms of the R-transform: for the distribution with parameters b, c, mean m and
variance t ,
R(u) −m
u
= t + b(R(u) −m)+ (c/t)(R(u) −m)2. (1)
Note that the second paper quoted above uses the combinatorial R-transform R(u) = uR(u).
Remark 5. The main object in this paper is the operator
Lμ[ f ] = (I ⊗ μ)[∂ f ] =
∫
R
f (x) − f (y)
x− y dμ(y).
We will consider three versions of it. First, Lμ is an operator on the vector space of polynomials,
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[
xn
]= n−1∑
k=0
mn−k−1xk.
Like other deformations of the derivative operator, it lowers the degree by 1. See also Lemma 7.
Second, Lμ is a linear operator on the vector space of continuously differentiable functions, map-
ping it to continuous functions,
Lμ : C (1)(R) → C(R).
On this space, it has eigenfunctions
Lμ
[
1
z − x
]
= μ
[
1
z − x
]
1
z − x = Gμ(z)
1
z − x .
For real z, the eigenvalue is πH[μ](z), where H is the Hilbert transform, whenever this quantity is
ﬁnite.
The third version is described in the following proposition. See also Lemma 5.
Proposition 1. Let μ be a compactly supported measure with density w ∈ L3(R,dx). Then
Lμ[ f ] = π f (x)H[μ](x) − πH[ fμ](x).
The operator Lμ is a bounded operator from L2(μ) to L1(μ) and from L∞(μ) to L2(μ). It is a (possibly)
unbounded, densely deﬁned, closed linear operator on L2(μ).
Proof. Denoting the Lp norm of the Hilbert transform operator ‖H‖Lp(R,dx)→Lp(R,dx) = Cp , we have
μ
[
H[μ]2]= ∥∥H[μ]2w∥∥1  ∥∥H[μ]∥∥23‖w‖3  C23‖w‖33.
So for f ∈ L2(μ),
μ
[∣∣ f H[μ]∣∣]√μ[ f 2]μ[H[μ]2] C3‖w‖3/23 μ[ f 2]1/2.
Also,
μ
[∣∣H[ fμ]∣∣]= ∥∥H[ fμ]w∥∥1  ∥∥H[ fμ]∥∥3/2‖w‖3  C3/2‖ f w‖3/2‖w‖3.
But
‖ f w‖3/2 =
∥∥| f |3/2|w|3/2∥∥2/31  ∥∥| f |3/2w3/4∥∥2/34/3∥∥w3/4∥∥2/34
= ∥∥ f 2w∥∥1/2∥∥w3∥∥1/6 = μ[ f 2]1/2‖w‖1/23 .
Thus
μ
[∣∣H[ fμ]∣∣] C3/2‖w‖3/23 μ[ f 2]1/2.
It follows that all the quantities in the following equation are well deﬁned,
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and ‖Lμ‖L2(μ)→L1(μ)  π(C3 + C3/2)‖w‖3/23 . Similarly, for f ∈ L∞(μ),
μ
[
H[ fμ]2]1/2 = ∥∥H[ fμ]2w∥∥1/21  ∥∥H[ fμ]2∥∥1/23/2‖w‖1/23 = ∥∥H[ fμ]∥∥3‖w‖1/23  C3‖ f ‖∞‖w‖3/23
and ‖Lμ‖L∞(μ)→L2(μ)  2πC3‖w‖3/23 .
Finally, let fn → f in L2(μ) and gn = Lμ[ fn] → g in L2(μ). Then gn → Lμ[ f ] in L1(μ), so g =
Lμ[ f ], and Lμ : L2(μ) → L2(μ) is closed. 
3. The free Meixner characterization
Theorem 2. For μ with all moments ﬁnite, consider a “Sturm–Liouville”-type operator of the form
Qμ = p(x)L2μ + q(x)Lμ,
where p(x),q(x) are polynomials. It has a polynomial system of eigenfunctions only if μ is a free Meixner
distribution. In that case, the conjugate variable for μ is − q(x)p(x) .
Proof. Clearly
Q [x] = q(x).
Thus to have a polynomial eigenfunction of degree 1, we need q to have degree at most 1. This
implies that p has degree at most 2. Thus denote
p(x) = a + bx+ cx2
and
q(x) = d + ex.
Next, we compute
Q [1] = 0,
Q [x] = (d + ex)
and
Q
[
xn
]= (a + bx+ cx2)(xn−2 + · · ·)+ (d + ex)(xn−1 + · · ·)= (c + e)xn + · · · .
Thus the eigenvalues (if any) are 0 for n = 0, e for n = 1, and c+e for n 2. Therefore the polynomial
system of eigenfunctions can be taken to be
{
1, x+ α, xn + βnx+ γn, n 2
}
for some α,βn, γn . We compute
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thus
eα = d. (2)
Similarly, for n 2
Q
[
xn + βnx+ γn
]= (a + bx+ cx2) n−2∑
k=0
xk
n−k−2∑
i=0
mimn−k−i−2 + (d + ex)
(
n−1∑
k=0
xkmn−k−1 + βn
)
= (c + e)(xn + βnx+ γn).
Comparing coeﬃcients, we get for k = 0
a
n−2∑
i=0
mimn−i−2 + dmn−1 + dβn = (c + e)γn, (3)
for k = 1
a
n−3∑
i=0
mimn−i−3 + b
n−2∑
i=0
mimn−i−2 + dmn−2 + emn−1 + eβn = (c + e)βn, (4)
while for 2 k n − 1
a
n−k−2∑
i=0
mimn−k−i−2 + b
n−k−1∑
i=0
mimn−k−i−1 + c
n−k∑
i=0
mimn−k−i + dmn−k−1 + emn−k = 0.
Here the empty sums are understood to be zero. Changing variables from n − k to n, we see that for
n 1
a
n−2∑
i=0
mimn−i−2 + b
n−1∑
i=0
mimn−i−1 + c
n∑
i=0
mimn−i + dmn−1 + emn = 0. (5)
Note that for n = 0, the corresponding term is c + e. In terms of the moment generating function
M(z) of μ, Eq. (5) gives
az2M(z)2 + bzM(z)2 + cM(z)2 + dzM(z) + eM(z) = c + e.
In terms of the Cauchy transform
Gμ(z) =
∫
R
1
z − x dμ(x) =
1
z
Mμ(1/z)
(treated as a formal power series if necessary) the relation is
(
a + bz + cz2)Gμ(z)2 + (d + ez)Gμ(z) − (c + e) = 0. (6)
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Gμ(z) = −(d + ez) −
√
(d + ez)2 + 4(c + e)(a + bz + cz2)
2(a + bz + cz2) .
This means that on the support of μ
{
x: (d + ex)2 + 4(c + e)(a + bx+ cx2) 0}∪ {x: a + bx+ cx2 = 0},
the conjugate variable of μ is
− d + ex
a + bx+ cx2 .
On the other hand, in terms of the R-transform determined by
Gμ
(
R(z) + 1
z
)
= z,
Eq. (6) states that
cuR(u)2 + (bu + (2c + e))R(u) + (au + b + d) = 0,
or
−(2c + e) R(u)
u
− b + d
u
= a + bR(u) + cR(u)2, (7)
which is Eq. (1).
For future reference, we also compute the eigenfunctions. Denoting
B(z) =
∞∑
n=2
βnz
n,
we get from Eq. (4) that
cB(z) = az3M(z)2 + bz2M(z)2 + dz2M(z) + ez(M(z) − 1)= (c + e)z − czM(z)2 − ez,
so either c = 0 or
B(z) = z(1− M(z)2).
Similarly, for
C(z) =
∞∑
n=2
γnz
n,
we get
(c + e)C(z) = az2M(z)2 + dz(M(z) − 1)+ dB(z) = zM(z)(azM(z) + d(1− M(z)))
if c = 0. 
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operator Q from Theorem 2 has polynomial eigenfunctions for the unique (up to a factor) choice of
p(x) = 1+ bx+ cx2, q(x) = −(b + (1+ 2c)x).
If c = − 12 , we additionally require that b = 0.
Proof. By shifting and re-scaling the measure, we may assume that m1 = 0, m2 = 1. From Eq. (5),
b + 2m1c + d +m1e = 0
and
a + 2m1b +
(
2m2 +m21
)
c +m1d +m2e = 0.
So under this normalization,
b + d = 0, a + 2c + e = 0.
In Eq. (7), this corresponds to
a
R(u)
u
= a + bR(u) + cR(u)2.
If a = 0, then R(u)(b + cR(u)) = 0, which corresponds to constant R(u) and μ being a delta measure.
If a = 0, we may assume without loss of generality that a > 0. In this case
R(u)
u
= 1+ (b/a)R(u) + (c/a)R(u)2,
which is Eq. (1) in standard form (for mean zero and variance one). In particular, we know that R(u)
is an R-transform of a positive measure for any b and for c/a−1, in other words for
a + c  0.
Note that this implies the eigenvalue c + e = −(a + c)  0, while e = −(a + 2c) may be positive,
negative, or zero.
For e = −(a + 2c) = 0, Eq. (2) additionally implies that b = −d = 0 as well. 
Example 1. We thus get a correspondence between operators
(
py′
)′ + qy′
and
pL2μ + qLμ
having polynomial eigenvalues, given by
q = w
′
= −Hμ.p w
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also that the parameter ranges in parameterizations in Remarks 1 and 4 coincide in some but not all
cases, and that classically, there is no analog of the restriction at the very end of the proof above.
The special classes of measures are: semicircular for
Q = L2μ − xLμ
with eigenvalue −1, Marchenko–Pastur for
Q = (a + bx)L2μ − (b + ax)Lμ
with eigenvalue −a, Bernoulli for
Q = (a + bx− ax2)L2μ − (b − ax)Lμ
with eigenvalues a,0 and for general a + c  0,
Q = (a + bx+ cx2)L2μ − (b + (a + 2c)x)Lμ.
If a + 2c = 0, or in other words (c/a) = − 12 , then also b = 0 from the condition eα = d. The corre-
sponding distribution is the arcsine law, with
Q = (2− x2)L2μ
and eigenvalues 0,− 12 . More generally, in category (iii) of Remark 4, the only values of α,β with
α + β = 2 producing polynomial eigenfunctions are α = β = 1. Note that classically, these parameter
values correspond to the uniform distribution, and Legendre polynomials.
Remark 6. A very different characterization of the free Meixner class in terms of certain operators
mapping polynomials to themselves appears in [10]. It would be interesting to see if there is a relation
to our results. Note however that the classical version of the results of that paper involves the Meixner
and not the Bochner class.
Proposition 4. The only operators of the type in Theorem 2 with polynomial eigenfunctions orthogonal with
respect to μ correspond to the semicircular distributions.
Proof. By re-scaling, we may assume that μ has mean zero and variance one. If the eigenfunction
polynomials are orthogonal with respect to μ, in particular they are centered with respect to it. So
μ[x+ α] =m1 + α =m1 + (d/e) = 0
implies α = 0, and from (2), 0 = d = −b. Also
μ
[
x2 + β2x+ γ2
]=m2 +m1β2 + γ2 =m2 − 2(c/c)m21 + a − dm1c + e = 0,
so a = −(c + e) and c = 0. Thus μ is the semicircular distribution. 
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onal polynomials and the Bochner scheme. Interestingly, exactly the three classes corresponding to
these under Theorem 2, and not the rest of the free Meixner distributions, have an interpretation in
free probability theory. The semicircle law is the “free Gaussian”, since it appears as the limit in the
free central limit theorem. Similarly, the Marchenko–Pastur law appears as the limit distribution in
the free version of the Poisson limit theorem. Finally, the free binomial distribution is the sum of
freely independent Bernoulli variables. See [33] for more details.
Remark 8 (Random matrices). Let V be a potential such that
V ∈ C (2)(R), V is convex,
∫
R
e−V (x) dx < ∞. (8)
Let X be a Hermitian n × n random matrix [16] distributed according to
1
Z
e− tr V (X) dX . (9)
Then as n → ∞, the spectral distribution of X converges to a compactly supported measure μ such
that
V ′ = 2πH[μ]. (10)
So if w(x)dx = e−V (x) dx, then − w ′w = Hμ , the conjugate variable for μ. Of course, this was one of the
original motivations for Voiculescu’s deﬁnition of the conjugate variable.
As shown above, this is also exactly the correspondence between the Pearson and the free Meixner
classes, although the relevant ranges of parameters do not coincide in all cases. V with V ′(x) =
d+ex
a+bx+cx2 satisﬁes condition (8) only if it is an aﬃne transformation of V = x2/2, and if X is in the
Gaussian unitary ensemble
1
Z
e− tr(X2/2) dX,
then its spectral distribution converges to the semicircular distribution. But also, for α  1,
−(α − 1) log x+ x satisﬁes (8) on (0,∞), and if X is in the Wishart ensemble [25]
1
Z
det Xα−1e− tr(X)10X dX
(note that in the n = 1 case, this is the gamma distribution), then its spectral distribution converges to
the Marchenko–Pastur law with parameter α. Similarly, for α,β  1, (α − 1) log x+ (β − 1) log(x− 1)
satisﬁes (8) on (0,1), and if X is in the Jacobi ensemble [12,14]
1
Z
det(I − X)α−1 det Xβ−110XI dX
(which is a matrix version of the beta distribution), the spectral distribution converges to a free
binomial law with parameters α,β . Note that these parameter values correspond precisely to the dis-
tributions being absolutely continuous. Finally, the remaining two distributions in the Pearson class
do not correspond to convex potentials, but still satisfy the hypothesis of Theorem 1.3 of [28, Chap-
ter I], and so have a unique equilibrium measure, which however is not necessarily determined by
Eq. (10).
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projection matrix of rank k n, and X be a GUE matrix as above. Then the matrix
W = X P X
has the Wishart distribution with parameters n,k, and as n → ∞ while kn → α, the spectral distribu-
tion of W converges to the Marchenko–Pastur distribution with parameter α, 0 α  1 [25]. More-
over, if W1,W2 are Wishart matrices with parameters n,k1 and n,k2, respectively, with k1,k2  n,
k1 + k2  n, then
(W1 + W2)−1/2W1(W1 + W2)−1/2
is well deﬁned, and as n → ∞, k1n → α, k2n → β , its spectral distribution converges to the free bino-
mial distribution with parameters 0 α,β  1, α + β  1 [12]. There is also another model for this
distribution involving a product of random projections [14].
While there exist abstract characterizations of, for example, the Wishart distribution [7], we are
not aware of a Bochner type characterization for these matrix distributions for 2 n < ∞.
We close the section with the following analog of the operator i(y′ + 12 w
′
w ) being self adjoint with
respect to w(x)dx; note the absence of boundary conditions.
Lemma 5. For μ with density in L3(R,dx), the operator A = i(Lμ − 12 Hμ) is a self-adjoint operator on L2(μ)
with dense domain D = { f ∈ L2(μ): A[ f ] ∈ L2(μ)}.
Proof. By Proposition 1, the operator A maps L∞(μ) to L2(μ), so the domain D is dense. Suppose
that there are g,h ∈ L2(μ) such that for all f ∈ D,
μ
[
A[ f ]g]= μ[ f h].
For all f ∈ L∞(μ),
μ
[
L[ f ]g]= (μ ⊗ μ)[(g ⊗ I)∂ f ]= (μ ⊗ μ)[∂(g f ) − (I ⊗ f )∂ g]
= μ[Hμg f ] − (μ ⊗ μ)
[
(I ⊗ f )∂ g]
= μ[Hμg f ] − (μ ⊗ μ)
[
( f ⊗ I)∂ g]= μ[Hμg f ] − μ[ f L[g]].
This implies that the operator A is symmetric and, for such f ,
μ[ f h] = μ[A[ f ]g]= μ[ f A[g]].
Here we have also used the fact that A maps L2(μ) to L1(μ). It follows that h = A[g] in L1(μ), so
A[g] ∈ L2(μ) and g ∈ D. Therefore A is self-adjoint. 
4. Extensions
4.1. Higher-order operators
The operator
Q =
n∑
pk(x)L
k
μk=0
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pk(x) = akxk + · · ·
has polynomial eigenfunctions if and only if
n∑
k=0
pk(z)Gμ(z)
k =
n∑
k=0
ak.
However, unlike in the second-order case, where the complete description of free Meixner distribu-
tions is available, it is not clear which solutions of this equation are Cauchy transforms of positive
measures. Such analysis is related to the study of free exponential families, see [11].
4.2. The two measure case
Remark 9. In [4], with motivation from the two-state free probability theory (also called the c-free
theory), we introduced the c-free conjugate variable Hμ,ν : for a pair of measures μ,ν , Hμ,ν (which
may not exist) is determined by
(μ ⊗ ν)[∂ f ] = μ[Hμ,ν f ].
Explicitly, under appropriate conditions on μ,ν ,
Hμ,ν = πH[ν] + πH[μ] dν
dμ
;
note however that Hμ,ν may be deﬁned even if Hμ , Hν are not.
Lemma 6. For any μ,ν for which Hμ,ν is well deﬁned, the operator
Lν Lμ − Hμ,ν Lμ
is symmetric with respect to the inner product induced by μ.
Proof.
μ
[(
Lν
[
Lμ[ f ]
]− Hμ,ν Lμ[ f ])g]= (μ ⊗ ν)[(∂Lμ[ f ])(g ⊗ I)]− μ[Hμ,ν Lμ[ f ]g]
= −(μ ⊗ ν)[(I ⊗ Lμ[ f ])∂ g]= −ν[Lμ[ f ]Lμ[g]]. 
Remark 10. Deﬁne the map Φβ,γ : ν → μ to be the right shift on the Jacobi parameter sequences of
the measure:
J (ν) =
(
β0, β1, β2, . . .
γ1, γ2, γ3, . . .
)
→ J (μ) =
(
β, β0, β1, β2, . . .
γ , γ1, γ2, γ3, . . .
)
,
and so is an inverse of “coeﬃcient stripping” [15]. Equivalently,
M−1μ (z) = 1− βz − γ z2Mν(z)
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Gμ(z) = 1
z − β − γ Gν(z) .
The map Φ = Φ0,1 was deﬁned in [6]. In particular, the free Meixner distributions are exactly the
image under Φ of general semicircular distributions. One can express Φβ,γ [ν] through Φ[ν] using
the operation of boolean convolution, see [5].
Lemma 7. A monic polynomial family {An} such that
Lν [An] = An−1
is orthogonal with respect to some μ if and only if ν is a semicircular distribution and μ = Φβ,γ [ν] is a free
Meixner distribution.
This result is also the “free Sheffer characterization” from Section 5 of [9].
Proof of Lemma 7. For any μ,ν , there is a unique monic polynomial family such that Lν [An] = An−1
and μ[An] = 0 for n 1. These are the c-free Appell polynomials Aμ,νn investigated in [4], where the
statement about their orthogonality was also proved. 
Lemma 8. μ = Φ[ν] if and only if Hμ,ν = x. More precisely, for compactly supported μ,ν , for any continu-
ously differentiable f ,
(ν ⊗ μ)[∂ f ] = μ[xf ]
if and only if μ = Φ[ν]. More generally, Hμ,ν = 1γ (x− β) if and only if μ = Φβ,γ [ν].
Proof. This result was proved in [4] for polynomial f . Here is a more direct analytic proof. If μ =
Φ[ν], then
Gν(z) = z − 1
Gμ(z)
.
Therefore
(ν ⊗ μ)
[
∂
1
z − x
]
= ν
[
1
z − x
]
μ
[
1
z − x
]
=
(
z − 1
Gμ(z)
)
Gμ(z)
= zGμ(z) − 1 = μ
[
z
z − x
]
− μ[1] = μ
[
x
1
z − x
]
. (11)
Since μ,ν are compactly supported, this implies that for any n, (ν ⊗μ)[∂xn] = μ[xn+1]. By the Weier-
strass theorem, R[x] is dense in C (1)[supp(μ)] with the uniform norm on f ′ . Note that if P ′n → f ′
uniformly on a compact set, by adjusting the constant term we can arrange to have Pn → f uniformly.
Now take f continuously differentiable. The functional f → (ν ⊗ μ)[∂ f ] is continuous with respect
to the uniform norm on f ′ , and the functional f → μ[xf ] is continuous with respect to the uniform
norm on f . Therefore they coincide on any continuously differentiable function. The converse follows
by running equation (11) backwards, and the proof of the more general statement is similar. 
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Q = p(x)Lν Lμ + q(x)Lμ
has a polynomial system of eigenfunctions if and only if
(
az2 + bz + c)Mμ(z)Mν(z) + (dz + e)Mμ(z) = c + e,
where p(x) = a + bx + cx2 , q(x) = d + ex, and Mμ(z), Mν(z) are the moment generating functions of μ,ν ,
respectively.
The proof is similar to that of Theorem 2.
Remark 11. The conclusion of Proposition 9 is equivalent to
(c + e)Rμ,ν(u) = cRν(u) − du − au2 − buRν(u) − cRν(u)2,
where Rν is the combinatorial R-transform of ν , and Rμ,ν is the R-transform in the two-state free
probability theory [4].
Example 2. If b = c = 0, and taking without loss of generality e = −1, we get
Mμ(z)
−1 = 1− dz − az2Mν(z),
in other words μ = Φd,a[ν]. Recall that by Lemma 8 these are exactly the cases when Hμ,ν is a
polynomial of degree one. Thus for arbitrary ν , one can choose a positive μ so that Q has polynomial
eigenfunctions. Moreover, in this case the eigenfunctions are orthogonal. In particular, this is the case
for ν a shifted semicircular distribution and μ the corresponding free Meixner distribution.
Proposition 10. Forμ = Φβ,γ [ν], the monic orthogonal polynomials Pμn with respect toμ are eigenfunctions
for the operator
Q = Lν Lμ − γ −1(x− β)Lμ
with eigenvalue −γ −1 for n 0. A posteriori, this operator is simply
Q [ f ] = γ −1(− f + μ[ f ]).
Proof. It is a classical result about monic orthogonal polynomials of the ﬁrst and second kind that
Lμ
[
Pμn
]= (I ⊗ μ)[∂ Pμn ]= Pνn−1.
So using Lemma 6,
μ
[(
Lν
[
Lμ
[
Pμn
]]− Hμ,ν Lμ[Pμn ])Pμk ]= −ν[Lμ[Pμn ]Lμ[Pμk ]]= −ν[Pνn−1Pνk−1]
= −δnk
∥∥Pνn−1∥∥2ν .
But using notation from Remark 10,
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so we conclude that
μ
[(
Lν
[
Lμ
[
Pμn
]]− Hμ,ν Lμ[Pμn ])Pμk ]= −γ −1δnk∥∥Pμn ∥∥2μ
and
Lν
[
Lμ
[
Pμn
]]− Hμ,ν Lμ[Pμn ]= −γ −1Pμn
for n 1. 
The following corollary is already known to the experts, see Eq. (4.1) in [27].
Corollary 11. Let μ be a measure with Jacobi parameters
J (μ) =
(
β, β0, β1, β2, . . .
γ , γ1, γ2, γ3, . . .
)
,
ν the “once-stripped” measure with Jacobi parameters
J (ν) =
(
β0, β1, β2, . . .
γ1, γ2, γ3, . . .
)
,
and τ the twice-stripped measure with Jacobi parameters
J (τ ) =
(
β1, β2, . . .
γ2, γ3, . . .
)
.
Then the corresponding monic orthogonal polynomials satisfy
xPνn (x) = Pμn+1(x) + β Pνn (x) + γ P τn−1(x).
Example 3. If ν is a Bernoulli distribution,
ν = α1δβ1 + α2δβ2
with α1 + α2 = 1, then
Mν(z) = α1
1− β1z +
α2
1− β2z =
1− (α1β2 + α2β1)z
1− (β1 + β2)z + β1β2z2 .
Now take e = −1, d = α1β2 + α2β1, c = 1, b = −(β1 + β2), a = β1β2, so that
(
az2 + bz + c)Mν(z) + (dz + e) = 0 = c + e.
It follows from Proposition 9 that for Bernoulli ν , for any μ there is an operator of the form
Q = (a + bx+ x2)Lν Lμ − (x− d)Lμ
with polynomial eigenfunctions.
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sition 10 have orthogonal eigenfunctions.
Proof. By re-scaling, we may assume that μ has mean zero and variance one. Denoting by {mνk } the
moments of ν , it follows from Proposition 9 that
b + cmν1 + d = 0 (12)
and
a + bmν1 + c + cmν2 + e = 0. (13)
Also, using the notation from the proof of Theorem 2,
cB(z) = cz(1− Mμ(z)Mν(z))
and
(c + e)C(z) = zMμ(z)
(
azMν(z) + d
(
1− Mν(z)
))
.
Thus
μ[x+ α] =mμ1 + α =mμ1 + (d/e) = 0
implies α = 0, so d = 0 and b = −cmν1 . Also
μ
[
x2 + β2x+ γ2
]=mμ2 +mμ1 β2 + γ2 =mμ2 − (c/c)mμ1 (mμ1 +mν1)+ a − dmν1c + e = 0,
so a = dmν1 − (c + e) = −(c + e). It follows from Eq. (13) that bmν1 + cmν2 = 0 = c(mν2 − (mν1)2), so
unless ν is a delta measure, c = 0 and b = 0.
If ν = δξ with Mν(z) = 11−ξ z , then using Proposition 9 and the calculations above,
(−(c + e)z2 − cξ z + c
1− ξ z + e
)
Mμ(z) = c + e
and
Mμ(z) = (c + e)(1− ξ z)−(c + e)z2 − cξ z + c + e − eξ z =
1− ξ z
1− ξ z − z2 .
It follows that μ is a (Bernoulli) free Meixner distribution, μ = μξ,−1 = Φ[δξ ] = Φ[ν]. 
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