Channel attention mechanisms, as the key components of some modern convolutional neural networks (CNNs) architectures, have been commonly used in many visual tasks for effective performance improvement. It is able to reinforce the informative channels and to suppress useless channels of feature maps obtained by CNNs. Recently, different attention modules have been proposed, which are implemented in various ways. However, they are mainly based on convolution and pooling operations, which are lack of intuitive and reasonable insights about the principles that they are based on. Moreover, the ways that they improve the performance of the CNNs is not clear either. In this paper, we propose a Gaussian process embedded channel attention (GPCA) module and interpret the channel attention intuitively and reasonably in a probabilistic way. The GPCA module is able to model the correlations from channels which are assumed as beta distributed variables with Gaussian process prior. As the beta distribution is intractably integrated into the end-to-end training of the CNNs, we utilize an appropriate approximation of the beta distribution to make the distribution assumption implemented easily. In this case, the proposed GPCA module can be integrated into the end-to-end training of the CNNs. Experimental results demonstrate that the proposed GPCA module can improve the accuracies of image classification on four widely used datasets.
Introduction
Deep neural networks have attracted great attention and pushed the performance of various computer vision and image processing tasks from academic to industry including image classification [Simonyan and Zisserman, 2015; He et al., 2016; Huang et al., 2017] , image retrieval Xu et al., 2018a; Xu et al., 2018b] , object detection [Liu et al., 2016; Ren et al., 2015] , and semantic segmentation * Under review.
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[ Badrinarayanan et al., 2017; Chen et al., 2018] . Convolutional neural networks (CNNs) as well-known deep neural network architectures are able to effectively capture the discriminative nonlinear patterns from images, extract feature representations, and generate multi-channel feature maps. This phenomena are mainly due to their deep and wide structures and introduction of additional network components including dropout [Hinton et al., 2012] and attention [Vaswani et al., 2017] . Attention mechanisms as the key components of modern CNN architectures are generally located behind some specifical convolutional layers, such as the last layers in each residual block of ResNet [He et al., 2016] . They have been utilized for feature recalibration with attention weights and widely applied to effectively improve the performance of the CNNs learned from large-scale datasets [Hu et al., 2018b] . Previous literatures [Jaderberg et al., 2015; Woo et al., 2018; Hu et al., 2018b] have studied the significance of the attention mechanisms. Attention can not only inform the CNNs about their concentrations on a image or features extracted by them, but also develop the feature representation of the image [Woo et al., 2018] .
Channel attention, which is a significant part of the attention mechanisms, aims to improve the quality of feature representations by precisely modelling the correlations between the channels of the convolutional feature maps [Hu et al., 2018b] . It is able to enhance the informative and discriminative feature maps and suppress the useless and unhelpful ones simultaneously by learning the attention weights for each channel which are optimized in an implicit way.
Relevant works [Hu et al., 2018b; Hu et al., 2018a; Woo et al., 2018; Luo et al., 2019; Lopez et al., 2019] have proposed different attention modules in different implementation ways. However, all these works are based on the convolutional operations and pooling which are lack of intuitive and reasonable explanations about why they work well and how they can improve the performance of CNNs remarkably.
In this paper, we propose an attention mechanism, so-called Gaussian process embedded channel attention (GPCA), to clarify the channel attention mechanism intuitively and reasonably in a probabilistic way. We assume the channel attention masks are drawn from or follow inde- pendent beta distributions with [0, 1] bound, which is a common boundary condition of traditional attentions. Given that a channel attention module learns the weights of channels by computing their correlations precisely within end-to-end training, Gaussian process [Bishop, 2006] , which is a popular Bayesian learning framework and usually used for extracting relationship between one sample and others, is integrated into the GPCA module as the prior of the beta distributed variables. This is for the purpose of learning the correlations among different channels in an explicit way. In this case, the informative channels can be emphasised by large values of attention masks, extracted by the GPCA module based on the channels. Experimental results show that the proposed GPCA module can considerably improve the accuracies on four image classification datasets.
Related Work
Attention mechanisms are well-known and play important roles in image classification task [Hu et al., 2018b; Hu et al., 2018a; Woo et al., 2018; Luo et al., 2019; Lopez et al., 2019; Li et al., 2019] . Most of the aforementioned works discuss what is the most effective way for introducing the attention mechanisms in their models. These works concentrate on driving CNNs to focus on informative channels and/or regions of convolutional feature maps. To this end, squeeze-and-excitation network (SENet) [Hu et al., 2018b] , which has been widely used in various network architectures, was proposed to investigate the channel relationship by squeezing and exciting the channels, and yielded significant improvements of performance. In addition, gather-excite network (GENet) [Hu et al., 2018a] introduced a parametric gather-excite operator pair into the residual blocks in ResNet [He et al., 2016] , which aggregated the feature responses across the spatial neighbourhoods in a feature map and redistributed the local features via nearest neighbour interpolation. In addition, stochastic region pooling (SRP) [Luo et al., 2019] , a channel attention module, randomly selected square regions from feature maps to extract the channel descriptors and forcing them to be more representative and less homogeneous. Then, it excited the channel descriptors in a similar way as the SENet to produce the channel attention masks.
Spatial attention is commonly combined with the channel attention in CNNs to further regularize the feature maps. Bottleneck attention module (BAM) created two separate and parallel pathways, i.e., the channel-wise and the spatial-wise ones, to construct channel and spatial attentions. It combined them together as an element-wise attention. Meanwhile, different from the BAM, convolutional block attention module (CBAM) [Woo et al., 2018] inferred the element-wise attention maps by the cascade-connected channel and spatial attentions for adaptive refinement of the intermediate feature maps.
There are still other attention-related works which integrate channel attention mechanisms for special motivations. The work in [Lopez et al., 2019] captured the channel attentions after each convolutional block for rectifying the output likelihood distributions of the whole CNN, rather than the corresponding feature maps in the blocks. This can be considered as an output attention (OA) mechanism. In addition, the channel attention mechanism has been utilized for convolutional kernel selection. Selective kernel network (SKNet) [Li et al., 2019] was proposed to dynamically adjust the receptive field sizes of convolutional layers in CNNs by weighting the parallel convolutional kernels with different kernel sizes in a convolutional layer.
Gaussian Process Embedded Channel Attention (GPCA)
A Gaussian process embedded channel attention (GPCA) module can learn the correlations between channels in CNNs via a Gaussian process [Bishop, 2006] and calibrate the input feature maps by multiple channel-wise masks. We define the input feature maps by X ∈ R C×W ×H as shown in Figure 1 , where C, W , and H are the channel number, the width and the height of feature maps, respectively. Meanwhile, the final output Y ∈ R C×W ×H of the GPCA module is obtained by scaling X with the attention mask vector
where Y c and X c are the c th channel of Y and X, respectively, and c = 1, · · · , C.
Here, the element v c of the attention mask vector V is commonly set as a [0, 1]-bounded variable [Hu et al., 2018b; Hu et al., 2018a; Woo et al., 2018; to scale the input feature maps with the normalized importance weights. Thus, we assume that the elements in V follow independent beta distributions to represent the importance of the channels. The probability density function (PDF) of the beta distribution is defined as
where B(α, β) = Γ(α)Γ(β) Γ(α+β) and Γ(·) is the Gamma function. The beta distribution, as a member of the exponential family, is defined in a bounded interval, i.e., [0, 1], which is consistent with the definition of the channel attention. Meanwhile, the beta distribution is used for describing the statistical behavior of percentages and proportions in Bayesian learning like certainty or importance. This further satisfies the principles of the attention modelling. In addition, it has flexible shapes (i.e., bell, U, and uniform shapes) depending on the values of the parameters α and β, which makes it suitable for the channel attention learning in general.
However, although the beta PDF is differentiable in the interval of (0, 1), the beta distribution is unfeasible to be directly extended in the CNN training, as discussed in [Xie et al., 2019] . Thus, we introduce an approximated beta distribution q(α, β), named the Sigmoid-Gaussian assumption. A random variable v ∼ q(α, β) following the distribution assumption can be generated by transferring a Gaussian dis-
and parameters α and β can be estimated by solving equations of moment matching as
where φ(·) and φ 1 (·) are the digamma and trigamma functions, respectively. 1 As it can be easily proven that the integration 1 0 q(v; α, β)d v is equal to 1, the elements v c ∼ q(α c , β c ) = q(µ c , σ c ), c = 1, · · · , C of V are the random variables which all follow normalized distributions, respectively. To demonstrate the effectiveness of the Sigmoid-Gaussian assumption, we conduct several groups of experiments with different parameters of Gaussian distribution and calculate the Kullback-Leibler (KL) divergences from the PDFs q of the Sigmoid-Gaussian assumption to the estimated beta PDFs p with parameters α and β from q in each group, as shown in Figure 2 . It can be observed that the q yield reasonable and accurate approximation to the corresponding p with small KL divergences, which can clearly show that the effectiveness of this approximation.
Then, we introduce a Gaussian process prior GP(·) with input X for U as U ∼ GP(X). Here we consider the channels in X as the samples in GP(·). Although we cannot obtain any exact targets of attention masks in CNNs, we are able to learn the channel correlations in X by a * and a * c ∈ R 1×C * (C * = C − 1) for the c th channel to others, which is defined as
1 Please refer to https://en.wikipedia.org/wiki/Beta distribution. where x c represents the c th channel of X, X i =c represents the other channels of X except x c , δ represents the precision of the Gaussian assumption in the Gaussian process which is set as one in practice, and I C * is an C * × C * identity matrix. K is the Gram matrix in the Gaussian process [Bishop, 2006] with elements K c,c , c, c = 1, · · · , C, as
where k(x c , x c ) is a kernel function with nonnegative hyperparameters Θ = {θ 0 , θ 1 , θ 2 , θ 3 } and consists of a Gaussian kernel, a linear kernel, and a bias. K xc,X i =c and K X i =c ,X i =c are parts of K. Due to the correlation calculated between a vector itself equal to 1, we modify a * c to a c ∈ R C , c = 1, · · · , C as
Then, we assume the importance weight vector U ∈ R C for each channel in Figure 1 following independently Gaussian distributions as
where A c , B c are the mean and the variance of u c , respectively. They can be calculated as 
Here, we define the mapping f (·) in Figure 1 for learning U from K as U = f (K). In practice, the expectation of the random variable v c is considered as the final GPCA mask of the c th channel, which can be calculated by [Bishop, 2006] 
Datasets
We evaluate the proposed GPCA module on four image classification datasets, including Cifar-10/-100 [Krizhevsky, 2009] 
Implementation Details
For the Cifar-10 and the Cifar-100 datasets, VGG16 [Simonyan and Zisserman, 2015] and ResNet50 [He et al., 2016] models were used as the base models for the proposed GPCA and other referred modules. Adopting the stochastic gradient descent (SGD) optimizer, we trained each model 300 epochs with batch size of 256, and the initial learning rates were set as 0.1 and decayed by a factor of 10 at the 150 th and the 225 th epochs. The momentum and the weight decay values were kept as 0.9 and 5 × 10 −4 , respectively. All the methods were conducted three times with random initialization and the means of the classification accuracies are reported. For the miniImageNet and the ImageNet-32×32 datasets, the VGG16, the ResNet18, and the ResNet34 models were used as the base models for all the methods, and the settings of the optimizers and the initial learning rates were same with the other two datasets. We trained each model 300 and 100 epochs with batch sizes of 128 and 256 on the two datasets, respectively. Meanwhile, the learning rate on the miniImageNet dataset was decayed by a factor of 10 at the 150 th and the 225 th epochs, which were the 50 th and the 75 th epochs on the other dataset. The parameters Θ are optimized during training. To investigate the effectiveness of the optimization, the classification accuracies of the fixed-parameter version (model name+GPCA-fixed) are also reported as ablation study, in which the optimal parameter Θ are manually selected.
All the attention modules were added in each residual block in the ResNets, but they were only applied after the last convolutional layer of the VGG16 model. Note that in a VGG16 model, the output size of feature maps of the last convolutional layer was 512×1×1 while the size of input images was 3 × 32 × 32 (i.e., the Cifar-10, the Cifar-100, and the ImageNet-32×32 datasets), and the BAM, the CBAM, and the SRP cannot work in this case. However, the channel attention of the CBAM can be separately applied in a VGG16 model, named CBAM-S. In addition, the OA needed to be used in multiple blocks and cannot be implemented in the VGG16 model either on all the datasets.
Performance on Cifar-10/-100 Datasets
From Table 2 , the proposed GPCA module performs the best among the other methods with both VGG16 and ResNet50 models on both Cifar-10 and Cifar-100 datasets. Firstly, on the Cifar-10 dataset, the proposed GPCA module achieves the classification accuracies at 94.51% and 94.93% based on the VGG16 and the ResNet50 models, respectively, and outperforms the fixed-parameter version slightly. Meanwhile, the proposed GPCA module with the VGG16 and the ResNet50 models exceed their own base models, i.e., the VGG-16 and Similarly on the Cifar-100 dataset, the proposed GPCA module achieves the classification accuracies at 74.65% and 73.93% on the VGG16 and the ResNet50 base models, respectively, with the fixed-parameter version at 74.59% and 73.84%. It performs best among the referred methods as shown in Table 2 . The GPCA-based VGG16 and ResNet50 models have moderate improvements compared with the corresponding base models at more than 1% and 2%, respectively. In addition, they also gain about 0.3% and 0.6% improvements compared with the best referred models, i.e., the CBAM-S module with the VGG16 (74.31%) and the BAM module with the ResNet50 (73.36%) models, respectively.
Performance on MiniImageNet Dataset
In Table 3 , the proposed GPCA module obtained the best results with VGG16, ResNet18 and ResNet34 models among the referred methods on the miniImageNet dataset, which achieves the classification accuracies at 82.78%, 78.87%, and 80.14%, respectively. Applying the VGG16 model as the Table 4 : Top-1 and top-5 test accuracies (acc., %) on the ImageNet-32×32 dataset. Note that the best and the second best results of each base model are marked in bold and italic fonts, respectively.
Model
Top-1 acc. base model, the classification accuracy of the GPCA with the VGG16 model is larger than 82.5%; however, the accuracies obtained by the other referred models are all smaller than 82%. It outperforms the base model at about 1.4% and the best referred method, the SRP with the VGG16 model, at more than 0.8%. Furthermore, the ResNet-based GPCA models also have improvement on classification accuracies on the miniImageNet dataset. Compared with their base models, the GPCA with the ResNet18 and the ResNet34 models increase their accuracies about 1.7% and 2.1%, respectively, which are considerable performance improvements. Meanwhile, they respectively surpass the CBAM-S with the ResNet18 (78.02%) and the SRP with the ResNet34 (78.99) models more than 0.8% and 1.1%, respectively.
Performance on ImageNet-32×32 Dataset
In base model, the GPCA-based model has considerable performance improvements compared with the base model and the second best model as well. Compared with the base model, the proposed GPCA with the ResNet18 model achieves 1.8% and 2.4% improvements on top-1 and top-5 accuracies, respectively. Moreover, it improves the accuracies at 0.7% on top-1 and 1.3% on top-5 than the best referred model, the SRP module with the ResNet18 model. Meanwhile, with the ResNet34 model, the proposed GPCA module achieves the best accuracies on both top-1 and top-5, although the fixedparameter version obtains a slight drop compared with the best referred method on top-1 accuracy.
Role of the GPCA Module
To investigate the role of the GPCA module in CNNs, we illustrate the distribution of the values of the attention masks learned by the GPCA module for different classes. We selected five classes, termed goldfish, spoonbill, airship, pinwheel, and washbasin, from the ImageNet-32 × 32 dataset and drew the averaged values of the attention masks on each channel of all the test samples in the corresponding classes, as shown in Figure 3 . The ResNet18 model was used as the base model. It can be obversed that the GPCA masks for different classes are distinct in most of the channels at the shallower blocks such as GPCA 1 1 and GPCA 2 2, which means that different channels focus on different texture patterns. Meanwhile, we observe that different channels have diverse importance weights at the shallower stages (stage 1 and 2). This indicates that some channels with smaller attention values are less significant for classification and can be pruned, for example, channel 10 in GPCA 1 1.
In addition, for the deeper blocks in a ResNet18 model such as GPCA 3 1, GPCA 3 2 and GPCA 4 2, the GPCA masks converge towards the same values. An interesting tendency can be found that some deeper blocks such as GPCA 3 1, GPCA 3 2 and GPCA 4 2 tend to learn the attention masks close to one on most of the channels with the outliers approaching zero. This suggests that most of the chan-nels provide semantic information with same significance in the classes for classification and different classes require to be classified by using all the information.
Thus, The effectiveness of the GPCA module can be clarified since the GPCA modules perform as channel-wise feature selectors and play distinct and important roles in different depths of the ResNet18 model. In addition, similar phenomena can be also observed on the other datasets, and in the VGG16 and the ResNet34 models, respectively.
Discussions
In this section, we will discuss how the GPCA module works. To model the attention masks of the GPCA module, we assume them following independent beta distributions with [0, 1] bound, which is a common boundary condition of traditional attentions. Training a channel attention module for the outputs of a specific convolutional layer can be defined as a regression task implicitly targeted the outputs of the whole CNN model, given that the correlations of channels are learned by the network itself according to the gradients of backpropagation without any explicit targets of the correlations. Gaussian process [Bishop, 2006] is competent to do this job due to its capability of correlation computation between samples. In this case, we introduce the Gaussian process prior to the beta assumption for extracting the relationship between the channels of convolutional layers based on the global channel information from the feature maps in an explicit way and obtain the importance weights of each channel to emphasise the informative channels.
Conclusions
In this paper, we proposed a Gaussian process embedded channel attention (GPCA) module to learn the correlations from the channels in CNNs. In the proposed GPCA module, the output channel attention masks are assumed as beta distributed variables with a Gaussian process prior. In this case, the proposed GPCA module can be intuitively and reasonably clarified in a probabilistic way. Although the beta dis-
