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Abstract
In this paper we prove the existence of positive solutions to some nondivergent elliptic
equations with indeﬁnite nonlinear boundary conditions. The proof is based on a new
Liouville-type theorem about the nonnegative solutions to some canonical indeﬁnite elliptic
equations, which is also proved in this paper by the method of moving planes.
r 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Let OCRn ðnX2Þ be a bounded smooth domain. We study the following elliptic
problems:
Lu ¼ 0; u40 in O;
njajkuxk þ mðxÞu ¼ bðxÞhðuÞ on @O;
(
ð1:1Þ
where L is an uniformly elliptic linear operator:
L ¼ aijðxÞ @
2
@xi @xj
þ biðxÞ @
@xi
þ cðxÞ;
with aijðxÞAC2ð %OÞ; biðxÞAC1ð %OÞ; cðxÞ and mðxÞALN and
c0jxj2paijðxÞxixjpC0jxj2; 8xARn; 8xAO;
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for some c0; C040; n ¼ ðn1;y; nnÞ denotes the exterior unit normal on @O; and bðxÞ
is a given C1 continuous function on @O: We are interested in the case that bðxÞ
changes sign.
As in [2], throughout this paper, we always assume that h is a C1 function on Rþ
with
hð0Þ ¼ h0ð0Þ ¼ 0 and hðsÞ40 for s4s140: ð1:2Þ
And we assume that h has precise power-like growth at inﬁnity:
lim
s-N
hðsÞ
sq
¼ l40 ð1:3Þ
for q41; thus the nonlinearity of hðsÞ is superlinear.
We assume that bðxÞAC1ð@OÞ is indeﬁnite, that is, both
@Oþ :¼ fxA@O: bðxÞ40g and @O
 :¼ fxA@O: bðxÞo0g
are nonempty. Further, we assume
rbðxÞa0; 8xAG :¼ @Oþ-@O
: ð1:4Þ
The analogous Dirichlet problems (or with linear Neumann boundary condition)
were studied by Berestycki et al. [2,3], Alama and Tarantello [1], Ouyang [14],
Tehrani [15], Chen and Li [5,6], Zhu [16], Lin [11] and others. The most general
equations with more restrict exponent were treated in [2], where a new Liouville-type
theorem on a canonical indeﬁnite elliptic equations was obtained. Such a new
Liouville-type theorem was extended later by Zhu [16] (with no condition on solution
but strong restriction on the exponent) and Lin [11] (with no condition on exponent
and for bounded solutions) on the upper half-space. Lin’s results are more general
from the view point of applications.
One motivation to study indeﬁnite elliptic equations is due to the study of
prescribing sign-changing scalar curvature problem, see more details in [5]. From this
point of view, our problems is corresponding to prescribing sign-changing mean
curvature problem, in particular, it is related to the following one:
Dgu ¼ 0; u40 on M;
@gu
@n ¼ n
22 fuq on @M;
(
ð1:5Þ
where ðM; gÞ denotes a smooth compact Riemannian manifold with boundary.
Among the results obtained in [7], Escobar claimed that (1.5) has a solution under
the condition that q41; f changes sign and
R
M
fo0: Later it is found out that there
is a gap in his proofs (for instance, the proof of Lemma 6.6 carried some
computational errors). It is unclear how to construct a subsolution to (1.5). In [16],
we proposed to establish corresponding Liouville theorems on some canonical
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elliptic equations with indeﬁnite nonlinear boundary condition and to prove the
existence via degree theory. We are going to complete such study in this paper.
One of the canonical elliptic equations is the following:

Du ¼ 0; uX0 in Rnþ;
@u
@xn
¼ 
x1uq on @Rnþ;
(
ð1:6Þ
where Rnþ ¼ fðx1;y; xnÞ: xn40g and @Rnþ ¼ fðx1;y; xnÞ: xn ¼ 0g: Using the
standard moving plane method and some new ideas developed by Lin [11], we
ﬁrst prove in this paper the following.
Theorem 1.1. If q41; then there is no bounded solutions to (1.6).
Based on the above theorem, we are able to obtain some existence results to (1.1).
Let l1ð
LmÞ be the principle eigenvalue of the operator
L in O under the boundary
condition njajkuxk þ mðxÞu ¼ 0; that is: there is a positive function c satisfying
ðLþ l1Þc ¼ 0 in O;
njajkcxk þ mðxÞc ¼ 0 on @O:
(
The main existence result is
Theorem 1.2. Assume that l1ð
LmÞ40: If hðsÞ satisfies (1.2) and (1.3), bðxÞ satisfies
(1.4), and 1oqon=ðn 
 2Þ for nX3 or 1oqoN for n ¼ 2; then there is at least one
solution to problem (1.1).
The proof of Theorem 1.2, in the same spirit of [2], relies on Leray–Schauder
degree theory. To do so, it is essential to obtain some a prior LN estimates for
solutions to a perturbed equation. The standard way for a nondivergence and
superlinear equation is to do the ‘‘blow-up’’ analysis, and Liouville-type results like
Theorem 1.1 are key points in such an argument.
If l1ð
LmÞ ¼ 0; we can obtain existence via a standard bifurcation argument
based on Lyapounoff–Schmidt decomposition. For simplicity, we exhibit this by
treating the following simple equation:
Du ¼ 0; u40 in O;
@u
@n ¼ bðxÞhðuÞ on @O:
(
ð1:7Þ
We have
Theorem 1.3. Assume that hðsÞ satisfies (1.3), bðxÞ satisfies (1.4), and q is subcritical
(that is 1oqon=ðn 
 2Þ for nX3; 1oqoþN for n ¼ 2). Assume further that
lim
s-0
hðsÞ
sd
¼ aa0 for some d41 ð1:8Þ
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and
a
Z
@O
bðxÞo0; ð1:9Þ
then problem (1.7) has one solution.
Remark 1.1. If hðsÞ satisﬁes (1.3) and (1.8), it automatically satisﬁes (1.2).
Remark 1.2. Theorem 1.3 could also be proved by the variational method. But the
method we present here is valid for nondivergent form equations, and the condition
on bðxÞ would be similar to that in Theorem 2 in [2]. We leave these details to
interested readers.
The paper is organized as follows. We ﬁrst prove the Liouville-type theorem
(Theorem 1.2) in Section 2, then we derive the a priori estimates in Section 3.
Based on a priori estimates we use degree theory to obtain existence result in last
section.
2. Liouville-type theorem
We prove Theorem 1.1 in this section by using the method of moving planes.
We argue it by contradiction. Suppose that there is a nontrivial solution uðxÞ
to (1.6). From the strong maximum principle and the boundary condition in (1.6),
we know that uðxÞ40 in Rnþ,fxn ¼ 0g:
For any lAR; we deﬁne
Sl ¼ fxARnþjx1olg; Tl ¼ fxARnþ j x1 ¼ lg;
xl ¼ f2l
 x1; x2;y; xng;
ulðxÞ ¼ uðxlÞ; wlðxÞ ¼ ulðxÞ 
 uðxÞ:
Easy to check that wlðxÞ satisﬁes

Dwl ¼ 0 in Sl;
@wl
@xn
¼ x1uq 
 xl1uql on @Rnþ-Sl;
(
ð2:10Þ
where xl1 ¼ 2l
 x1:
Proposition 2.1. For any lAR; wlðxÞX0 in Sl:
Proof. We prove the proposition in two steps.
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Step 1: For lp0; wlðxÞX0 in Sl:
Let gðxÞ ¼Pnj¼2 ln½ð2
 x1Þ2 þ x2j : One easily checks that for lp0;
Dg ¼ 0; g40 in Sl; @g
@xn
¼ 0 on @Rnþ-Sl:
Also for lp0; %wlðxÞ ¼ wlðxÞ=gðxÞ is well deﬁned in Sl and satisﬁes the following
equation
D %wl þ 2rgg  r %wl ¼ 0 in Sl;
@ %wl
@xn
¼ 1
g
 ðx1uq 
 xl1uqlÞ on @Rnþ-Sl:
(
ð2:11Þ
If %wlðxÞo0 at some point in Sl; then infSl %wlðxÞ is attained at x0ASl; since
%wlðxÞ-0 as jxj-N: If x0A@Rnþ-fx1olg; then @ %wl=@xnðx0ÞX0: However, from
(2.11) we have @ %wl=@xnðx0Þp1g  x01  ðuqðx0Þ 
 uqlðx0ÞÞo0 (where x01 is the ﬁrst
component of x0; less than zero when lp0), contradiction; If x0ASl; then %wl ¼ 0 by
the maximum principle, this contradicts the fact that inf %wlðxÞo0: Therefore for
lp0; %wlðxÞX0 in Sl; so is wlðxÞ:
Deﬁne
l0 ¼ supfl: wmðxÞX0 in Sm for mplg:
It is clear from Step 1 that l0X0:
Step 2: l0 ¼ þN: We show this by contradiction. Suppose that l0oþN: It is
obvious that wl0a0; thus
wl040 in Sl0 ;
@wl0
@x1
40 for xATl0-Sl0 : ð2:12Þ
At any corner point z0ATl0-@Rnþ; we have the following lemma:
Lemma 2.1. Assume that wl0 satisfies (2.10) and wl040 in Sl0 : If %xATl0-@Rnþ; then
@wl0
@x1
ð %xÞ40: ð2:13Þ
The proof of Lemma 2.1 is a slight modiﬁcation of the proof of Lemma 3.4 in [16].
We shall omit details here.
Let gðxÞ ¼Pni¼2 ln½ð2þ l0 
 x1Þ2 þ x2i  and %wl ¼ wl=g: Easy to see that %wl
satisﬁes (2.11). Since for a ﬁxed l; %wlðxÞ-0 as jxj-þN; we know from the
deﬁnition of l0 and the maximum principle that there are sequences lj4l0 and
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x jA %Slj-@Rnþ; such that lj-l0 as j-N and
%wlj ðx jÞ ¼ infSlj %
wlj ðxÞo0:
It follows that
%wlj
@x1
ðx jÞ ¼ 0 and %wlj
@xn
ðx jÞ40:
But this contradicts the following lemma.
Lemma 2.2. Let lj4l0 and lj-l0 as j-N: If x jA %Slj-@Rnþ with
@ %wlj
@x1
ðx jÞ ¼ 0 and %wlj ðx jÞo0;
then there is a j0 sufficiently large such that
@ %wlj
@xn
ðx jÞo0; 8j4j0:
To complete the proof of Proposition 2.1, we only need to prove the above lemma.
Proof of Lemma 2.2. By contradiction. Suppose not, then there are sequences
lj4l0 ðlj-l0Þ; x jA %Slj-@Rnþ and %wlj such that
@ %wlj
@x1
ðx jÞ ¼ 0 and %wlj ðx jÞo0; but
@ %wlj
@xn
ðx jÞX0: ð2:14Þ
Let x
j
1 be the ﬁrst component of x
j and x
jlj
1 ¼ 2lj 
 x j1 : From
@ %wlj
@xn
ðx jÞX0; we have
that x
j
1u
qðx jÞ 
 x jlj1 uqlj ðx jÞX0: Since l0X0; we know x
j
140; thus x
j
1Að0; ljÞ:
Noticing that x jA@Rnþ; we can write x
j ¼ ðx j1 ; x˜ j ; 0Þ; where x˜ j ¼ ðx j2 ;y; x jn
1Þ:
If x j is bounded (i.e. x˜ j is bounded), without loss of generality, we can assume
that x j-x0A@Rnþ- %Sl0 : Noticing
@ %wl0
@x1
ðx0Þ ¼
%
lim
j-N
@ %wlj
@x1
ðx jÞ ¼ 0;
we know from (2.13) and (2.14) that x0eTl0 and %wl0ðx0Þ ¼ 0: Therefore
@ %wl0
@xn
ðx0Þ ¼ 1
gðx0Þ  ½x
0
1u
qðx0Þ 
 x0l01 uql0ðx0Þo0:
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On the other hand,
@ %wl0
@xn
ðx0Þ ¼
%
lim
j-N
@ %wlj
@xn
ðx jÞX0
by (2.14). Contradiction!
It follows that there is a subsequence of x˜ j (without loss of generality, we can
assume that it is the whole sequence) such that jx˜ j j-þN:
Let
u jðxÞ ¼ uðx1; x˜ þ x˜ j ; 0Þ;
where x˜ ¼ ðx2;y; xn
1Þ: Since u jðxÞ are uniformly bounded, by elliptic estimates we
know that u jðxÞ-u˜ðxÞ in C2locðRnþÞ as j-N; where u˜ðxÞ satisﬁes

Du˜ ¼ 0; u˜X0 in Rnþ;
@u˜
@xn
¼ 
x1u˜q on @Rnþ:
(
ð2:15Þ
We claim that u˜ðxÞ ¼ 0:
Let w˜l0 :¼ u˜l0 
 u˜: Due to (2.12) we know that w˜l0ðxÞX0 in Sl0 : From (2.14), we
have
w˜lj ðx j1 ; 0; 0Þo0 and @w˜lj=@xnðx j1 ; 0; 0Þ ¼ g
@ %wlj
@xn
ðx j1 ; x˜ j ; 0ÞX0:
If x
j
1-x
0
1ol0; then @w˜l0=@xnðx01; 0; 0ÞX0 and w˜l0ðx01; 0; 0Þ ¼ 0: From the boundary
condition, we know that
@w˜l0
@xn
ðx01; 0; 0Þ ¼ x01uqðx01; 0; 0Þ 
 x0l01 uql0ðx01; 0; 0Þo0
unless that uðx01; 0; 0Þ ¼ ul0ðx01; 0; 0Þ ¼ 0: But uðx01; 0; 0Þ ¼ 0 implies that uðxÞ ¼ 0;
contradiction. Therefore x
j
1-x
0
1 ¼ l0: If u˜ðxÞa0; then w˜l040 in Sl0 : It follows from
a similar argument to Lemma 2.1 that @w˜l0=@x140 on Tl0 : However,
@w˜l0=@x1ðx01; 0; 0Þ ¼ limj-N@wlj=@x1ðx jÞ ¼ 0: Contradiction! We hereby obtain
the above claim.
It then follows from the claim that u jð%0Þ-0 as j-N: Let v jðxÞ ¼ u jðxÞ=u jð%0Þ:
From Harnack inequality we know that v jðxÞ is bounded in any compact subset of
Rnþ: Thus from the standard elliptic theory we know that v
jðxÞ-vðxÞ in C2locðRnþÞ as
j-N; where vðxÞX0 satisﬁes
Dv ¼ 0 in Rnþ; @v=@xn ¼ 0 on @Rnþ and vð%0Þ ¼ 1:
It is easy to see that vðxÞ ¼ 1: This implies: for any R40; e40 and xABþRðx j1 ; 0; 0Þ;
jrv jðxÞjpe as j-N:
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We then obtain from Harnack inequality that for any e40; there is a j0; such that for
jXj0 and xABþRðx j1 ; 0; 0Þ;
jru jðxÞjpeu jð%0ÞpCe inf
Bþ
R
ðx j
1
;0;0Þ
u jðxÞ;
where C ¼ CðR;maxuðxÞ; l0Þ; Especially
jruðxÞjpeCuðxÞ for x ¼ ðt; x˜ j; 0Þ;
where tAð0; l0 þ RÞ:
Therefore, if we choose e sufﬁciently small (thus j0 is sufﬁciently large), for x ¼
ðt; x˜ j; 0Þ; tAð0; l0 þ RÞ;
@ðx1uqÞ
@x1
¼ uq þ qx1uq
1 @u
@x1
¼ uq
1 u þ qx1 @u
@x1
 
40:
Thus, for jXj0;
@ %wlj
@xn
ðx jÞ ¼ 1
g
 fx j1uq 
 x jlj1 uqljgo0:
This contradicts (2.14)! We thereby complete the proof of Lemma 2.2. Thus
Proposition 2.1 is proved. &
Let LR ¼ fðx1; x˜; xnÞ: ðx1 
 RÞ2 þ jx˜j2o1; and 0oxno1g be a cylindric domain
and fðxÞ ¼ ðe

ﬃﬃﬃ
l01
p
xn 
 e

ﬃﬃﬃ
l01
p
Þfðx0Þ; where fðx0Þ is the ﬁrst eigenfunction of 
D in
fx0 ¼ ðx1; x˜Þ ¼ ðx1; x2;y; xn
1Þ: ðx1 
 RÞ2 þ jx˜j2o1g; that is fðx0Þ satisﬁes

Df ¼ l01f; f40 in ðx1 
 RÞ2 þ jx˜j2o1;
f ¼ 0 on ðx1 
 RÞ2 þ jx˜j2 ¼ 1:
(
It is clear that l01 is independent of R: Thus fðxÞ40 satisﬁes
Df ¼ 0 in LR;
@f
@xn
¼ 

ﬃﬃﬃ
l01
p
1
e

ﬃﬃﬃ
l0
1
p f on @LR-fxn ¼ 0g;
f ¼ 0 on @LR\fxn ¼ 0g:
8>><
>>:
Suppose that there is a positive solution uðxÞ to (1.6). From Proposition 2.1 we
know that for R42 and xALR;
x1u
q
1XðR 
 1Þmq
10 ;
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where m0 ¼ maxxAL1uðxÞ40: Thus uðxÞ satisﬁes

Du ¼ 0 in LR;
@u
@xn
p
 ðR 
 1Þmq
10 u on @LR-fxn ¼ 0g;
u40 on @LR\fxn ¼ 0g:
8><
>:
If we choose R sufﬁciently large so that ðR 
 1Þmq
10 4
ﬃﬃﬃ
l01
p
1
e

ﬃﬃﬃ
l0
1
p ; then c ¼ f=u40
satisﬁes
Dcþ 2rc  r
u
u ¼ 0 in LR;
@c
@xn
XC0c on @LR-fxn ¼ 0g;
c ¼ 0 on @LR\fxn ¼ 0g;
8><
>:
where C040: It follows from the maximum principle and Hopf Lemma that c ¼ 0
thus f ¼ 0 in LR: Contradiction! We thus complete the proof of Theorem 1.1.
3. A priori estimates
In this section, we derive a uniform (independent of parameter r) LN estimate for
positive solutions to the following perturbed problem:
Lu ¼ 0; u40 in O;
njajkuxk þ mðxÞu ¼ bðxÞhðuÞ þ r on @O;
(
ð3:16Þ
where rX0 is a parameter.
The main theorem of this section is
Theorem 3.1. Assume that jjmðxÞjjNpm0oþN and l1ð
LmÞ40: If hðsÞ satisfies
(1.2) and (1.3) and q is subcritical (that is 1oqon=ðn 
 2Þ for nX3; 1op; qoþN for
n ¼ 2), then there is a constant %C independent of rX0 such that
0puðxÞp %C; 8xA %O; ð3:17Þ
for all C2ð %OÞ solution uðxÞ to (3.16).
To prove the above theorem, we need the following lemma.
Lemma 3.1. Assume that jjmðxÞjjNpm0oþN and l1ð
LmÞ40: If hðsÞ satisfies
(1.2) and (1.3), then there is a constant C independent of r; such that
rpC max
%O
uðxÞ
for all C2ð %OÞ solutions uðxÞ to (3.16).
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Proof. Choosing a cone Sþ with its vertex at @Oþ and Sþ-@OC@Oþ: Noticing that
bðxÞX0 on %Sþ-@O; we can easily check that uðxÞ satisﬁes:
Lu ¼ 0; u40 in Sþ-O;
njajkuxk þ m0uX
 C1 þ r on %Sþ-@O;
uX0 on @Sþ-O;
8><
>:
where C1 ¼ 
jjbjjN minuX0 hðuÞ:
Let s be a solution of
Ls ¼ 0 in Sþ-O;
njajksxk þ m0s ¼ 1 on %Sþ-@O;
s ¼ 0 on @Sþ-O:
8><
>:
Since l1ð
Lm0ÞXl1ð
LmÞ40; we know from the maximum principle (see, e.g. [4])
that s40: For r42C1; we obtain from the comparison and boundary condition that
uX1
2
rs in Sþ: Thus
rp2u
C2
;
where C2 ¼ max %Sþ- %O s; this yields the lemma. &
Proof of Theorem 3.1. Our proof is based on the standard blowup analysis and
Liouville type theorem (see, for example, [8]). For simplicity, we consider the case
when L ¼ Dþ cðxÞ and njajkuxk ¼ @u=@n; the general case can be handled in the
same spirit. We argue by contradiction. Suppose not, then there exist sequences
mjðxÞ with jjmjjjNpm0; rjX0; and a sequence of solution ujAC2ð %OÞ; such that
Duj þ cðxÞuj ¼ 0; uj40 in O;
@uj
@n þ mjðxÞuj ¼ bðxÞhðujÞ þ rj on @O
(
ð3:18Þ
and
Mj :¼ max
%O
ujðxÞ-N as j-N: ð3:19Þ
We can assume that Mj ¼ ujðxjÞ for some xjA %O: From the maximum principle, we
know that xjA@O (without loss of generality, we can assume that cðxÞp0; otherwise,
we can consider uj=f where f is a ﬁrst eigenfunction of 
Lmj in a slight larger
domain contains O). Up to some subsequence, we can assume that xj-x0A %O:
We introduce the following scaling variables:
y ¼ x 
 xj
mj
;
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where mj-0
þ as j-0; which later will be precisely given according to different cases
later. Accordingly, we deﬁne
vjðyÞ ¼ M
1j ujðmjy þ xjÞ; 8yAOj :¼
O
 xj
mj
: ð3:20Þ
Direct computation shows that vj satisﬁes
Dvj þ m2j cðmjy þ xjÞvj ¼ 0 in Oj;
@vj
@n þ mjmjðmjy þ xjÞvj ¼ mjM
1j bðmjy þ xjÞhðMjvjÞ þ mjM
1j rj on @Oj :
(
ð3:21Þ
We discuss in two cases which depend on the location of x0:
Case 1: x0A@O and bðx0Þa0: We choose mj ¼ M1
qj : Noticing that Oj tends to Rnþ;
hðsÞ satisﬁes (1.3) and rj=MjpC par Lemma 3.1, we have, via standard elliptic
estimates, that vj-v in C
2
locðRnþÞ; where 0pvðxÞp1 satisﬁes
Dv ¼ 0; vð0Þ ¼ 1 in Rnþ;
@v
@n ¼ bðx0Þlvq on @Rnþ:
(
On the other hand, it is known (see, for example, [9,10,12,13]) that the above
equation has no solutions. Contradiction!
Case 2: x0AG :¼ @Oþ-@O
: This is the case in which we need to use our new
Liouville type result Theorem 1.1.
Set
dj :¼ distðxj;GÞ ¼ jxj 
 zj j for some zjAG and zj-x0:
Since rbðzjÞa0 by (1.4), we know that
dj ¼
rbðzjÞ
jrbðzjÞj  ðxj 
 zjÞ if xjA@O
þ;

rbðzjÞjrbðzjÞj  ðxj 
 zjÞ if xjA@O

:
8<
:
It then follows from Taylor expansion that
bðmjy þ xjÞ ¼ þjrbðzjÞjdj þ mjrbðzjÞ  y þ Oðm2j jyj2 þ d2j Þ:
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Thus the boundary condition in (3.21) becomes
@vj
@n
þ mjmjðmjy þ xjÞvj
¼ mjM
1j fþjrbðzjÞjdj þ mjrbðzjÞ  y þ Oðm2j jyj2 þ d2j ÞghðMjvjÞ
þ mjM
1j rj on @Oj :
We consider three subcases:
Subcase 1: Up to a subsequence of dj;
dj
M
ð1
qÞ=2
j
-0 as j-N:
We choose mj ¼ Mð1
qÞ=2j : Noticing that Oj tends to Rnþ; hðsÞ satisﬁes (1.3)
and rj=MjpC par Lemma 3.1, we have, via standard elliptic estimates, that vj-v in
C2locðRnþÞ; where 0pvðxÞp1 satisﬁes
Dv ¼ 0; vð0Þ ¼ 1 in Rnþ;
@v
@n ¼ rbðx0Þ  ylvq on @Rnþ:
(
After a suitable rotation and rescaling, it becomes
Dzv ¼ 0; vð0Þ ¼ 1 in Rnþ ¼ fðz1;y; znÞ: zn40g;
@zv
@zn
¼ 
z1vq on @Rnþ ¼ fðz1;y; znÞ: zn ¼ 0g:
(
But from our Theorem 1.1, we know that the above equations have no solutions.
Contradiction!
Subcase 2: Up to a subsequence of dj;
dj
M
ð1
qÞ=2
j
-N as j-N:
We choose mj ¼ d
1j M1
qj ; thus mj-0 and m2j Mq
1j ¼ d
2j M1
qj -0: Noticing that
Oj tends to Rnþ; hðsÞ satisﬁes (1.3) and rj=MjpC par Lemma 3.1, we have, via
standard elliptic estimates, that vj-v in C
2
locðRnþÞ; where 0pvðxÞp1 satisﬁes
Dv ¼ 0; vð0Þ ¼ 1 in Rnþ;
@v
@n ¼ þjrbðx0Þjlvq on @Rnþ:
(
It is known (see, for example, [9,10,12,13]) that above equation has no solutions.
Contradiction!
Subcase 3: Up to a subsequence of dj;
dj
M
ð1
qÞ=2
j
-d0 as j-N:
We choose mj ¼ Mð1
qÞ=2: Noticing that Oj tends to Rnþ; hðsÞ satisﬁes (1.3)
and rj=MjpC par Lemma 3.1, we have, via standard elliptic estimates, that
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vj-v in C
2
locðRnþÞ; where 0pvðxÞp1 satisﬁes
Dv ¼ 0; vð0Þ ¼ 1 in Rnþ;
@v
@n ¼ fþjrbðx0Þjd0 þrbðx0Þ  yglvq on @Rnþ:
(
After a suitable shifting, rotation and rescaling, it becomes
Dzv ¼ 0; vð0Þ ¼ 1 in Rnþ ¼ fðz1;y; znÞ: zn40g;
@zv
@zn
¼ 
z1vq on @Rnþ ¼ fðz1;y; znÞ: zn ¼ 0g:
(
But again from our Liouville-type Theorem 1.1, we know that above equations have
no solutions, contradiction! We thus obtain the a priori estimates.
4. Existence via degree theory
We ﬁrst prove Theorem 1.2.
Assume that l1ð
LmÞ40: We know from Theorem 3.1 that
0puðxÞp %C; 8xA %O ð4:22Þ
for all positive solutions of
Lu ¼ 0; u40 in O;
njajkuxk þ mðxÞu ¼ bðxÞhðuþÞ þ r on @O:
(
ð4:23Þ
Lemma 4.1. If l1ð
LmÞ40 and uðxÞ is a solution to (4.23), then uðxÞ40 in %O:
Proof. Notice that at the points where up0; hðuþÞ ¼ 0: Applying the maximum
principle and boundary condition to u=f (where f is a ﬁrst eigenfunction of 
Lm in
a slight larger domain containing O), we immediately obtain that u40: &
Lemma 4.2. Assume that l1ð
LmÞ40: There is a r0 such that (4.23) has no solution
for r4r0:
Proof. This directly follows from Lemma 3.1 and (4.22). Actually, we can choose
r0 ¼ C %C:
Since l1ð
LmÞ40; we know that for any fALNðOÞ there is a unique wðxÞ
satisfying:
Lw ¼ 0; in O;
njajkwxk þ mðxÞw ¼ f on @O:
(
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We denote this as w ¼L
1ð f Þ: Thus, we can rewrite (4.23) as
u ¼L
1ðbðxÞhðuþÞ þ rÞ :¼ TrðuÞ:
If we use BR to represents the set fuACð %OÞ: jjujjLNoRg; then the Leray–Schauder
degðId 
 Tr; B2 %C; 0Þ is well deﬁned and independent of rX0 due to (4.22).
For r4r0; (4.23) has no solution par Lemma 4.2, therefore the degree is zero. On
the other hand, since hðsÞ is superlinear as s-0; we know from the Implicit Function
Theorem (or see, for example, Section 1 in [17]) that for r ¼ 0; u ¼ 0 is an isolated
solution to u ¼ T0ðuÞ: Thus, there is a e0 such that
degðId 
 T0; Be; 0Þ ¼ þ1 for eoe0:
Therefore, there must be another ﬁxed point for Id 
 T0; which is a solution to
(4.23). For r ¼ 0 this is a solution to (1.1) par Lemma 4.1. We hereby complete the
proof of Theorem 1.2.
We now turn to the proof of Theorem 1.3. Under condition (1.2)–(1.4), we know
that for t40; the following problem
ð
Dþ tÞu ¼ 0; u40 in O;
@u
@n ¼ bðxÞhðuÞ on @O
(
has a solution ut: Easy to see from the proof of Theorem 3.1 that utoCðt0Þ for
tpt0: Thus, from standard elliptic estimates we know that ut-u0 in C2ð %OÞ as t-0
and u0X0 is a solution to (1.7). We still need to show that u0a0: We only need to
show that there is a constant c40 such that jjutjjLN4c for sufﬁciently small t: We
argue this by contradiction.
Let us assume that there is a subsequence t-0 such that
jjutjjLN-0: ð4:24Þ
We decompose ut by
ut ¼ t þ vt with
Z
O
vt ¼ 0:
So t ¼ RO ut-0þ as t-0; and jjvtjjLN-0 as t-0:
Notice that v satisﬁes
ð
Dþ tÞvt þ tt ¼ 0 in O;
@vt
@n ¼ bðxÞhðt þ vtÞ on @O:
(
ð4:25Þ
Standard elliptic estimates show:
jjvtjjLNpCðjjttjjLN þ jjbðxÞhðt þ vtÞjjLNÞ:
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Since hðsÞ satisﬁes (1.8) and jjvtjjLN-0 as t-0; we have
jjvtjjLNpC1ðtt þ tdÞ: ð4:26Þ
From (4.25), we have
tt  jOj ¼ 

Z
O
ð
Dþ tÞvt
¼
Z
O
Dvt
¼
Z
@O
@vt
n
¼
Z
@O
bðxÞhðt þ vtÞ
¼ ðaþ oð1ÞÞ
Z
@O
bðxÞjjt þ vtjjdLN ;
where oð1Þ-0 as t-0: Combining this with (4.26), we have
tt  jOj ¼ ðaþ oð1ÞÞ
Z
@O
bðxÞtdð1þ oð1ÞÞ:
However, since tt40 and a
R
@O bðxÞo0; we have a contradiction! &
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