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２遺伝的プログラミング１はじめに
現在、インターネットの爆発的は普及により、さまざ
まな情報が簡単に手に入るようになった。しかし、こ
れらの'情報の中から自分のほしい上を探すのは簡単で
はない。多量の文献のなかから自分の欲しい文献を検
索する時の効率は、各文献に付与されているキーワー
ドの品質に大きく左右される。効率の高い文献検索を
実現するためには、与えられた文献から高品質のキー
ワードを自動抽出する必要がある。今までにいくつか
のキーワード抽出法が提案されているが、各キーワー
ド抽出法は文献に応じて精度に違いがあり、パラメー
タチューニングなども大変である。
この問題に対して、文献をカテゴリーごとに分類し、
遺伝的プログラミングを用いてカテゴリーごとにキー
ワード抽出法を自動選択し、キーワードの抽出を行う
システムを提案した。(1)提案したシステムでは､１手
法のみを用いたキーワード抽出しか行えなかった。そ
こで本研究では、それを複数のキーワード抽出法を同
時に組み合わせてキーワード抽出が行えるように拡張
する。これにより、提案手法では複雑なキーワード抽
出アルゴリズムの組み合せが行えるシステムを構築可
能になる。
提案した手法の検証のため、キーワード抽出実験を
行い、その評価を行った。
遺伝的プログラミング(GeneticPmgramming:GP)は、
生物進化論の考えに基づいた学習法であり、そのアル
ゴリズムの流れは遺伝的アルゴリズム(GeneticAlgo‐
rithm:GA）と同様である。Ｉ２ｌその特徴は染色体表現
がＧＡと異なり、
表現ができるよう
は、関数ノードと
関数ノードと終端ノード
文章の構造をもとに解析するものなどがあ
を用い構造
る。ＧＰでに拡張してあるこ とであ
－
主に形態素解析を用いるものに
ＧＰでは、個体評価に適応度関数を用いる。適応度
関数には、個体の精度、大きさ、計算時間など複数の
指標を総合して組み込むことが可能である。
３キーワード抽出法
キーワード抽出法として、さまざまなものが提案され
ている。提案されているキーワード抽出法を大きく分
けると、形態素解析を用いるもの、形態素解析を用い
ついて検討した。
?
ないもの、
る。［3]本論文では、
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司
ｔ､f･f〃法を用いることにより、多数の文章に多く含
まれる一般的なキーワードの重要度を下げ、特定の文
章中に多く含まれるキーワードの重要度をあげること
3.1形態素解析
形態素解析とは、入力文を言語学的に意味をもつ最小
単位である形態素に分割し、各形態素の品詞を決定す
るとともに、活用などの語変形化をしている形態素に
対しては原形を割り当てることである。１４１形態素解
析で分割された単語を要素単語という。要素単語に分
けることにより、頻度解析や特定品詞へのフィルタリ
ングが行えるようになる。
列を取り出す方法で、Ｎには２や３などの数をとるこ
とができる。Ｎ-グラムのアルゴリズムでは１文字ずつ
ずらしながら、連続するＮ文字を取り出し、取り出し
た文字列の出現頻度を調べ、その集合の中で出現頻度
の高い語をキーワードとして抽出するというものであ
る。［5ｌあらかじめ文章に形態素解析による単語分け
を行う必要がなく、任意の数の文字数を設定すること
ができる。
しかし、単語分けを行わないで解析すると、単語の
一部分を含んだ文字列を大量にキーワードとして抽出
する恐れがる。これを改善するために､･本論文では形
態素解析を行い、要素単語に分けた後で、その要素単
語の連続を調べる手法も検討した。
3.2出現頻度による抽出
形態素解析で分割された各要素単語の出現回数(頻度）
を調べる。出現頻度の高い要素単語をキーワードとし
て抽出する。出現頻度の高い要素単語をキーワードと
して抽出するため、どんな文章からも最適なキーワー
ドを抽出しやすい手法である。しかし、助詞などのキー
ワードとして適切でない語を抽出する傾向があるため、
抽出後のフィルタリングが重要になる。単純な頻度を
使わずに、が．＃〃を用いることもできる。これは、以
下の式で定義される。
3.5相関ルール
文章中に現れる文字や単語の相関から、キーワードを
抽出することが考えられる。これを相関ルールと呼び、
ﾙｰ ﾙはいくつかの文字(または単語)からなり、どれだ
け同時に現れやすいのか(相関があるか)が評価対象と
なる。相関ルー ルを高速に抽出する手法として、apriori
アルゴリズムがある。｛61相関ルー ルの探索では、支
持度(supportvalue）と確信度(confidencevalue）と
いう２つの指標を用いて相関ルールを評価する。本論
文では、相関ルールの支持度(s”)は全データに対す
る構成要素が含まれる割合､確信度(con,ｆ)はある構成
要素が含まれたときに他の構成要素が含まれる割合の
平均であると定義する。
相関ルール探索は、Ｎ-グラムを用いたアルゴリズム
と同様に、形態素解析を行わなくてもキーワードを抽
出することが可能である。しかしこれも、単語の一部分
のみを抽出する可能性を減らすため、本論文では形態
素解析を行った後に要素単語間の相関ルールからキー
ワードも作成することを考える。
スコア＝が×j〃（１）
ただし、
が：あるキーワードがその対象文章中に含まれる出現
回数(亜rmErequency）
j〃＝log(jV/”)：（InverseDocumentnequency）
Ｎ：全文章数
n：そのキーワードを含むファイル数
各キーワード抽出法には、対象文章に得意・不得意が
あると考えられる。構造化した文章には構造を解析し
ながらキーワードを抽出することができるが、あまり
構造化されていない文章では同じ解析を行うことは難
しい。メールなどの短く、あまり構造化されていな文
章と、論文などのある程度の長さがあり、構造のはっ
きりした文章では、異なるキーワード抽出法を用いる
方が効果的と考えられる。また、それぞれのキーワー
ド抽出法において、パラメータを対象文章にあわせて、
一
?
４ＧＰによるキーワード抽出手法の組み合わせができる。
3.3連続名詞の抽出
情報検索の世界では名詞概念をキーワードとして抽出
する傾向が強い。｛５１一般的には、形態素解析を用い
て名詞を抜粋し、キーワードの抽出をおこなう。
3.4Ｎ-グラム
構文解析を行わない方法の１つとして、Ｎ-グラム(n‐
gram)法がある。Ｎ-グラムは長い文字列から部分文字
－８１６－
ように、ＡＮＤと
表１：ＡＮＤノードとＯＲノード 表２：ＧＰのパラメータ
とした。の
???
チューニングする必要もある。
そこで以前、ＧＰを用いて、各‘情報カテゴリーをも
ステム利用者の評価により行う対話的なキーワード抽
出システムも考えられる。しかし、ＧＰの適応度計算が
個体数やノード数に依存して増加してしまうので、対
とにして各キーワード抽出法を選択し、その時のキー
ワード抽出法の正答率を求め、正答率が一番高い‘情報
カテゴリーとキーワード抽出法の組み合わせを見つけ
話的に学習をさせようとすると待ち時間が長くなって
しまう。そこで、システム利用者からの評価入力待ち
時間やシステムが利用されていない時間などを使って、
評価と平行して学習するなどの工夫を行うことにより、
る手法を提案した。この手法では、ＧＰを用いることで
情報カテゴリーに適したキーワード抽出法を自動選択
し、キーワードの抽出を行うことが出来る。また、適応
度関数の設計時に、キーワードの精度や数、抽出まで
の時間などを考慮することが可能となる。また、キー
ワード抽出法のパラメータも同時に学習させることが
可能である。提案した定義では、関数ノードはどのカテ
ゴリーの文章なのかの条件判断をあらわし、終端ノー
ドはどのキーワード手法を用いるのかをあらわすよう
にした。
しかしこの定義では、選択る手法は１つになってし
まう。そこで、本論文では、複数の手法が選択できる
実時間での学習に対応させることが可能であると考え
られる。
提案手法で前提となるカテゴリー分けに関しても、
以前と同様に、 文章を自動的にカテゴリー分けする手
法は含まず、 カテゴリーは使用者により指定されるも
＝
りキーワードを抽出し、これを正解とした。
５検証実験
???
ＯＲの関数ノードの定義を追加した。 提案手法の有効性を検証するために、複数カテゴリの
文章から複数手法を用いてキーワード抽出を行った。文
章のカテゴリとして、論文、ニュース、社説、マニュア
ル、メールを用いた。まず、それぞれから手作業によ
(表１参照）
以前の定義では、
(if-newsassociaﾕe-宵_key
（if-editoria1connect-noun-key
（迂一maiユassociate-w-keyngr皿-Ｗ_key))）
のような出力が得られたが、ＡＮＤとＯＲを追加する
ことにより、
???
(迂一newsassociate-w-key
（i2-editorial
（andconnect-noun-keyassociate-w-key）
（if-maユユassociate-W-key
（orngram-w-keyconnect-noun-key)))）
キーワー
出、文字ド抽出手法として、頻度解析、連続名詞の抽
をもとにしたＮ-グラム法、単語をもとにしたＮ-グラ
ム法、単語をもとにした相関ルールを用いた。
ＧＰのパラメータは、以下のものを用いた。（表２参
照)適応度は､正答率から求めた｡個体評価の際､毎回
キーワード抽出を行うと時間がかかるので、実験では
あらかじめ各キーワード抽出法でキーワード抽出を行
い、正答率を求めてからＧＰ学習を行った。以前の実
験では正答率にあまり差がない場合にうまく学習が行
えなかった。そこで、今回の実験では、正答率の差が
適応度の大きく影響するように正答率に重み付けをお
こなった。ＡＮＤとＯＲに関して、あらかじめ個別の手
法での正答率が得られているので、とりあえず表３の
ように定義した。
まず、ＡＮＤとＯＲを含まない場合のＧＰを用いた
カテゴリーを元にした各キーワード抽出法の学習では、
のような出力が得られるようになる。
適応度は、以前と同様にＧＰの個体により情報カテ
ゴリーからキーワード抽出法を選択し、そのキーワー
ド抽出法によって得られてキーワードの正答率を求め、
これをもとにした。これにより正答率が一番高い個体
が適応度の高い個体となる。キーワードの抽出数や抽
出時間なども適応度計算として定義することにした。
ＧＰを用いたキーワード抽出システムの欠点として、
実時間での学習が難しい点が考えられる。適応度をシ
－８１７－
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関数ノード
(ＡＮＤＡＢ）
(OＲＡＢ）
哉霞
定義バハー鮎バッ，
ＡとＢを評価し、両方に含まれてい
るキーワードの割合を出力する
ＡとＢを評価し、少なくともどちら
か一方に含まれているキーワードの
割合を出力する
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各カテゴリー２５文章ずつ、合計１２５文章
白〃ずfｶバ
いるＡＮＤ,ＯＲによるキーワード選択時の正答率を、
を行うシステムを、複数のキーワード抽出法を同時に
表３：関数ノード
組み合わせてキーワード抽出が行えるよるように拡張した。
張のため、ＡＮＤとＯＲを関数ノードとして定義し
･提案した手法の有効性を検証するために、キーワー
際に複数手法でキーワードを抽出した時のキーワードカテゴリーがマニュアルなら引数１
を、違うなら引数２を評価する
字
拡 ため、表示 意味
引数１と引and
た
小さい方を返す
』
ド抽出実験を行い、 その評価を行った。引数１と引ｏｒ
大きい方を返す
その結果、ＡＮＤとＯＲを用いたＧＰで、用いないもカテゴリーが論文なら引数１を、違
うなら引数２を評価する
ｉｆpaper
のよりも高い正答率を得ることができた。
カテゴリーがニュースなら引数１を、iｆＴ１ｅｗｓ
今後は、単に引数の最大、最小を返す実装になって
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ifQditoriRl
宮
実
??
つぎに、
iｆｍＲｍｌＲＩ
数に応じたものになるよ うに変更し、提案手法が実際
カテゴリーがメールなら引数１を、
◆
違うなら引数２を評価する
ifLmail
に使えるかどうか検討する予定である。
参考文献
表４：終端ノード
Iま、以下の結果を得た。
たカテゴリーを元にし
以下の結果を得た。この場合の平均正答率は０．６５で
あった。
(垂ェaユユassocえate-百一key
（迂一ne賀ｓ（迂一ne曹sassociate-曹一key
ngram-c-key）
（if-newsconnect-noun-key
connect-noun-key))）
－８１８－
本論文では、以前提案した文献をカテゴリーごとに分
類し、遺伝的プログラミングを用いてカテゴリーごと
にキーワード抽出法を自動選択し、キーワードの抽出
提案したＡＮＤとＯＲを含んだＧＰを用
一 た各キーワード抽出法の学習
い
で
６おわりに
この場合の平均正答率は0.656
であった。
(迂一maiユ（迂_manuaユngram-c-key
（orassociate-w-key
蚕rec-key)）
（迂一newsassociate-w-key
connect-noun-key)）
得られたキーワード選択はほぼ同じであるが、カテ
ゴリーがメールのときに相関ルール抽出と同時に頻度
分析を用いるようになり、平均正答率がわずかではあ
るが上昇した。
表示
frec-key
connect-noun-key
ngram戸c-key
ngram-w-key
廷
ｅｗ－ｋｅｙ
意味
出現頻度による抽出法を用いる
連続名詞による抽出法を用いる
文字をもとにしたN-gramによる抽
出法を用いる
単語をもとにしたＮ畠gramによる抽
出法を用いる
単語をも
る抽出法
とにした相関ルール抽出よ
を用いる
