It is crucial to identify and extract the weak transient features embedded in the vibration signals for bearing health monitoring and fault diagnosis. However, due to the macro-structural disturbance and background noise interference, it is not easy to mine the transient features, especially at the apparent failure stage. Meanwhile, the actual mechanism of bearing fault detect can be not simply expressed by the formulated theory models without consideration of the actual physical collision process. To overcome these issues, motivated by the merits of time-frequency manifold (TFM), this paper proposes a new transient feature extraction method, called parallel time-frequency manifold (PTFM) filtering, by simultaneously using TFM-based reconstruction with TFM-based filter in parallel for transient feature extraction. First, to improve the computational efficiency of TFM, two-dimensional discrete wavelet transform is employed on the raw time-frequency distribution (TFD) with image compression. TFM learning is later used to mine the principle manifolds from those approximation sub-images. Then, the amplitudes of the raw time-frequency image can be reconstructed by TFM feature bases while the desired location of time-frequency feature can be captured by TFM morphology filter in a process of image morphology. With raw time-frequency phases in a series of inverse processes, the de-noised signal can be finally synthesized from these filtered images. The proposed method accomplishes a natural manifold feature denoising by combining the sparse theory with image morphology, and demonstrates attractive prospects in the following three aspects: signal de-noising with a self-learning mode in the view of image morphology processing combined with sparse theory, fault diagnosis with in-band noise/close interference removal, and machine health monitoring with capability in capturing sensitive failure information. Simulations and experiments confirmed the effectiveness of the proposed PTFM filtering method in noise suppression and feature enhancement, which is valuable for bearing health monitoring and diagnosis applications.
I. INTRODUCTION
Bearings have been widely used in rotating machines of modern industry. They are easily damageable parts where The associate editor coordinating the review of this manuscript and approving it for publication was Jun Shi . mechanical faults may develop and cause significant economic losses. Bearing health monitoring and diagnosis is vital in ensuring safety, minimizing breakdowns and reducing the production costs [1] - [3] . Some techniques have been developed to monitor and diagnose the bearing faults, such as temperature monitoring, current signature analysis, oil VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ analysis, vibration analysis, etc. Among them, vibration analysis has been one of the most effective and reliable methods [4] - [8] . In the acquired vibration signals, the periodic transient impulses often reflect important physical information related to the defective bearing dynamics. However, the defect-induced transient impulses could be too weak to be distinguished in the complex vibration data corrupted by a large amount of background noise. It is of great importance to extract intrinsic fault characteristics and identify the bearing faults at early stages for bearing health monitoring and diagnosis [8] - [11] . To extract the transient features, many signal processing methods have been proposed in the area of bearing health monitoring and diagnosis [5] , [7] , [11] - [15] , such as orthogonal matching pursuit (OMP) [12] , band-pass filtering [13] . Meanwhile, another two feature extraction methods, wavelet transform (WT) [14] and time-frequency analysis (TFA) [15] , are widely used in signal denoising as famous time-frequency (TF) domain denoising methods, which combine time and frequency information together. Many scholars have attempted to reduce the noise in TF plane with a synthetic consideration of both kinds of information [14] - [21] . WT is a multi-resolution analysis method and has the capability of detecting transient components submerged in a signal [14] . The TFA represents the TF information in a two-dimensional domain so that it has the merits of TF properties in denoising. The crucial issue in TFA-based denoising methods is how to correctly distinguish the fault characteristics from the noise.
In the previous work, we have shown that time-frequency manifold (TFM) [17] can extract the intrinsic nonlinear structure hidden in the TF domain. Due to the merits of noise suppression in TF domain, two TFM-based signal de-noising approaches combined with sparse representation [18] , [19] have been developed. The denoising approach has shown good effectiveness for signal denoising and fault diagnosis. However, there are still some problems remained to be solved to deliver a perfect de-noising effect. For instance, the signal information cannot be accurately restored in the signal reconstruction due to its incomplete reconstruction theory. Secondly, transient model-based representation is limited to the real impact response with the model being set in advance. Thirdly, the analysis is not efficient in analyzing a relatively long signal (more than one thousand data points) or multiple signals in machine health monitoring. In addition, there still exists some interference noise recovered from the raw signal. Therefore, an efficient representation technique should be explored to solve the above shortcomings. Specifically, as discussed in the previous study [17] , [20] , from the scatter plots of the first two time-frequency image (TFI), the first TFM basically shows a monotonic increasing trend while the second TFM has a convex distribution. This further illustrates that the desired features present the same upward convexity on these first two TFI whereas the other areas on them distribute the opposite directions, and the noise components can be utilized to enhance the desired features. Wang. [24] employed this characteristic to obtain a more noiseless timefrequency ridge.
Motived by the merits and characteristic of TFMs in TFI structure enhancement, this paper proposes an idea of TFI denoising based on TFM combined with sparse theory and image morphology processing. First, sparse representation indicates that a signal can be expressed as a linear combination of a few atoms to achieve signal denoising [12] , [21] , [22] . Many related works have been carried out, e.g., matching pursuit based on dictionary or over-complete dictionary [12] , threshold denoising in the reconstruction of a composite dictionary multi-atom matching decomposition [21] , and a double-side asymmetric transient model built for signal representation [22] . Actually, due to the various operation conditions, it is not easy and effective to depict real transient impulses for practical signals based on the fixed transient models. Secondly, as proposed in the reference [17] , the timefrequency image structure can be well mined and there exists a mutual inhibition effect for the first two principle manifolds. Motivated by these favorable properties, it can be foreseen that a digital image filtering can be used to divide the desired transient structure from the noise components in the view of image segmentation. As introduced in studies [23]- [25] , the fault feature can be processed via image morphology with several image seeds acquiring procedures. In this manner, the meaningful feature distribution can be located through a binary image template. By considering sparse representation [21] , [22] and image morphology filtering [23] - [25] , this paper aims to realize signal reconstruction by combining TFM base reconstruction with TFM base filtering in a self-learning way. Different from the atoms built by the designed transient models [21] , [22] , the atoms in this study are directly learned from the raw signal, which can maintain the significant details of the raw transient feature. Here the extracted TFMs from a signal are taken as the dictionary atoms to analyze the signal. Then, the image reconstruction can be realized by sparse representation using the TFM bases. Meanwhile, a TFM filter with the first two principle manifold is simultaneously built to filter the image via region growing. This approach is thus called parallel time-frequency manifold filtering. Since the TFMs represent the intrinsic transient components with the merit of noise suppression, the PTFM-based signal will thus have good denoising performance. This merit could capture sensitive failure information in monitoring and diagnosis of bearings. Moreover, in order to improve the computational efficiency, two-dimensional discrete wavelet transform (2-D DWT) [26] , [27] is introduced in this paper to realize efficient TFM learning and reconstruction. Simulations and experimental results demonstrate the effectiveness of the proposed approach in bearing health monitoring and diagnosis.
The rest of this paper is organized as follows. Section II provides the theoretical background of the proposed method. In Sec. III, the performance of the proposed method on signal denoising is verified by simulations. Sec. IV investigates the effectiveness of the proposed PTFM filtering method in bearing transient feature extraction. Finally, Sec. V draws conclusions.
II. THEORETICAL BACKGROUND
In this section, an approach of transient signal analysis by parallel time-frequency filtering based on TFM signature is presented, which is called as PTFM filtering. There exist two significant issues about the proposed method. One issue is how to achieve a theoretical reconstruction with an efficient TFM learning process since the conventional technique is quite time-consuming with a nonlinear learning. Another crucial issue is how to efficiently employ the local merits of TFM into the global signal with the manifold morphology structure remained. The following sections mainly focus on these two issues.
A. TFM LEARNING
To learn the TFM [17] , the manifold of a signal should be firstly reconstructed in a high-dimensional phase space by the phase space reconstruction (PSR) technique. For a signal x(t) with N t data points, the ith phase point vector in an mdimensional phase space is
, m is the embedding dimension, and τ is the time delay [20] . Aligning the vectors {X m i |i = 1, 2, . . . , n} in the order of time, a time-dependent data matrix P = [X m 1 , X m 2 , . . ., X m n ] T R m×n (τ = 1, n = N t -(m-1)) is constructed in the phase space, where P(j, k) = x k+(j−1)τ and j [1, m] , k [1, n] . The phase space trajectory is then represented in the TF domain by conducting short-time Fourier transform (STFT). Each row of the data matrix P is analyzed by the discrete STFT to provide a TFD.
where L is the discrete frequency point number, k and v are the location of time axis and frequency axis, and w(k) is a short-time analysis window. Therefore, m TFIs (the amplitude matrix A j (j [1, m])) with their corresponding phase part θ j (the raw phase), represented by m matrices with the size of L× n (L is the frequency points, n is the time points), can be generated from the complex matrix S j (k, v). The TFM is then calculated in the reconstructed phase space by inputting the above TFIs into a manifold learning algorithm. The Local Tangent Space Alignment (LTSA) algorithm [27] was employed to calculate d (d is far less than m) TFM T with a size of L × n, which is a similar structure to the input TFI. It can be seen that TFM learning is a nonlinear process. On one hand, the computation cost mainly concentrates on two aspects, including the local neighbor calculations and the corresponding local coordinate calculation for each data point, which means that the computational complexity is O(N 2 ) in this algorithm calculation process. Thus, the size of the TFI input or the length of the samples will directly decide the whole computation cost. On the other hand, due to the constraint condition TT T = I d for manifold uniqueness [27] , the TFM signature that is organized from the global coordinates T will loss the amplitude information as compared to the TFI of the original signal. These two weaknesses will limit its application in on-line bearing fault diagnosis and actual transient feature extraction.
B. EFFICIENT TFM LEARNING
The calculation of TFM is inefficient as the TFD matrix has a high dimension, which prohibits the use of the TFM for analyzing a long signal in diagnosis or multiple signals in monitoring. To improve the computational efficiency of TFM, this study proposes an efficient TFM learning technique by using the 2-D DWT. The aim of this technique is to reduce the dimensionality of TFD matrix by regarding the TFD as an image. The DWT has been widely applied in the field of image processing because of its flexibility in representing non-stationary image signals and ability in adapting to human visual characteristics. The 2-D DWT consists of decomposing an input image into space/resolution domain. From the point of view of the multiresolution analysis theory, an image can be considered as the superposition of a low resolution ''approximation'' image (i.e. smoothed version of the original image) and several ''detail'' images in different directions (horizontal, vertical, and diagonal). The mathematical formulas of 2-D DWT are defined as [26] :
where J is the decomposition level, g(m) and h(n) are the impulse responses of the low-pass filter G(z) and the highpass filter H (z) with the filter length p and q, respectively. The 2-D DWT can be realized by means of the fast Mallat's algorithm [27] , where the details for this process is illustrated in Fig. 1 . The presented efficient TFM is to learn the TFM as given in Sec. 2.1 from the approximation sub-TFDs (called ATFD). With the 2-D DWT, the size of ATFD in level J is only one over 2 J of the original TFD in both length and width, hence the dimension can be greatly reduced and the computational efficiency will be greatly improved.
According to the process of J -level 2-D DWT, the ATFD Z j can be obtained from the TFD A j (j [1, m] ) in Sec. 2.1. The LTSA algorithm is applied later to calculate the TFMs based on the ATFDs. The achieved optimal eigenvectors are denoted by T e , which also satisfies the constraint condition
has the similar structure to the input ATFD Z j , which is applied in the next section. Specifically, it can be easily found that, via a process of 2D-DWT, the order of calculation cost for the manifold learning will be reduced as O(N 2 /4 J ), where J is the decomposition level.
C. TFM RECONSTRUCTION
It is known that the compressed sensing offers a suitable frame for sparse expression and reconstruction of a finitedimensional signal which contains lots of redundancy information. Since the raw signal acquired by the sensors is always disturbed by the background noise, the noiseless signal X R L×1 can be fit into a model that express sparsely as a linear combination of K independent atoms. The sparse model of a noisy observation S R L×1 can be basically expressed as [21] :
where N is the noise, Y R L×K with K L is the dictionary or principal sparse components and β R K ×1 is the corresponding sparse coefficient of the actual signal X.
Motivated by the benefits of TFM, the elements of T e can be applied as the principal sparse components, which are unit orthogonal vectors orderly corresponding to the d smallest eigenvalues in the LTSA algorithm. The manifold T e represents the nonlinear structure pattern of the original signals. Thus, this paper proposes a TFM sparse expression approach for signal representation. The basic idea of TFM sparse expression is that the TFD is represented by the achieved TFM patterns. It indicates that the principal TF sparse components of the raw signal can be learned by TFM. Hence, the sparse representation of the ATFDs can be realized by a few learned TF bases of T e as follows:
whereZ j is the approximate expression of the j st Z j in m-dimension phase space, M l e is the lst manifold corresponding to the vector component T l e and c j,l is the corresponding sparse coefficient. Due to the constraint condition T e T T e = I d , the sparse coefficient c j,l can be calculated as:
where (·, ·) defines an inner product operation for two matrixes (sum of dot product of two matrixes). With TFM reconstruction, the original ATFD Z j is represented by an approximate expressionZ j , where the intrinsic TF pattern is well maintained. Then the original signal can be recovered later by using the approximation sub-imageZ j . The TFM sparse expression introduces a mergence of TFM and sparse representation into the signal representation field. In the mergence, the TF bases are directly learned by TFM from the raw signal in TF domain. This provides a possible solution for signal reconstruction that is to represent the original TFD by the TFM. According to our former works [17] - [19] , the fault information is mainly concentrated in the first several TFMs for the defect-induced vibration signals. With the first several TFM patterns, the essence of transient impulses can be kept effectively to the maximum extent.
D. TFM FILTERING
The basic idea of TFM reconstruction is to use the principle manifolds as sparse basis. In this manner, the time-frequency nature of analyzed signal can be well reconstructed. However, as demonstrated in Fig. 2 , some noise with pseudo impulsive features still remain (marked in red circles), which may disturb the denoising effect for accurate fault feature identification. Meanwhile, considering our previous researches [17] , [20] , there exist two issues to be solved. On one hand, for the first two TFMs, the fault-related features present the same upward convexity on TFI whereas the other areas on them present an opposite distribution direction [20] . This can be further validated in Fig. 2 . On the other hand, for the first two TFMs, there exist a ratio coefficient c for time-frequency transient structure enhanced as [17] 
A synthetic TFM signature is obtained, and c is the ratio coefficient calculated as follow
where the coordinate values of the TFM scatter plot [21] denoted as (t 1 TFM 1 , t 2 TFM 1 ) and (t 1 TFM 2 , t 2 TFM 2 ). To overcome these two issues, TFM filtering is introduced in this study to import the principle of image corrosion and expansion into the TFM image, where a time-frequency transient structure can be captured via region growing from synthetic timefrequency seed points.
For a TFM filtering process, there mainly exist three image manipulation steps. First, as illustrated in Fig. 2 and pointed out in Eqs. (6)∼(7), a synthetic TFM signature M e can be obtained with accurate location of impulsive feature and noiseless image. This synthetic image in Fig. 2 (marked in red circle) is translated into a binary image M b , where the value area represents the distribution of the desired information. Secondly, this binary image M b will be further continuously processed by image corrosion and expansion techniques as follows [24] 
where M c , M p and B are respectively the etched image, expanded image and the structural element. Here, a block element is employed. For image corrosion, the useless pixels in M b will be reduced and an effect of boundary contraction is achieved. For image expansion, boundary expansion is done for a more effective coverage. Such process can be called as an open operation for image pixels enhancement, which will reduce outliers, burrs and small objects for a clear image, defined as
where M o is the final output binary image, and the valued area represents the principle impulsive feature location. Thirdly, considering the characteristics of M o , the region growing is used to filter the binary image of TFM reconstruction imageZ as calculated in Eq. (5). Image Z is first transformed into a binary imageZ g . The synthetic timefrequency points from the binary image M o are later used as the seed points for region growing on the binary imageZ g as
where image F g is the final obtain TFM filter and R(,) is the operation of region growing with the time-frequency seed points. It can be seen that a TFM filter image F g with the same size of TFM reconstructed imageZ can be reached via the previously mentioned image morphology processing techniques, where the transient feature location in time-frequency domain can be well described as plotted in Fig. 2 . This TFM filter can be further used to filter the TFM reconstructed image for a better transient structure denoising, which can be represented as
where the filter TFM imageZ g is the final output And this synthesized process is called as PTFM filtering. As shown in Fig. 2 , with simultaneously combing TFM reconstruction and TFM filtering, it can be found that the filtered TFM shows a much better feature distribution as compared with the synthesized TFM provided by TFM reconstruction.
E. PROCEDURE OF THE PROPOSED PARALLEL TIME-FREQUENCY MANIFOLD FILTERING METHOD
The proposed PTFM filtering method enhances the merits of TFM combining sparse representation in the view of image filtering. Specifically, the filtered signal will have good TF characteristics with an accurate transient feature retained and useless noise information discarded. This is an ideal purpose of signal processing in bearing health monitoring and diagnosis.
In practice, the following PTFM filtering based on TFM reconstruction and TFM filtering mainly contains three inverse transform processes. Specifically, the procedure of the proposed method is described as follows: 1) Given a signal x(t) with N data points denoted by [x 1 , x 2 , . . . , x N ], calculate the data matrix P of size m×n (n = N −m+ 1) by the PSR technique.
2) S j (k, v) ( j = 1, 2, . . . , m) is obtained through STFT via Eq. (1). Calculate the amplitude A j and the corresponding phase part θ j .
3) Calculate the ATFD Z j at J st level from the TFD A j through J -level 2-D DWT via Eq. 
Here, all the other detail sub-images including horizontal, vertical and diagonal sub-images are set to null matrixes in each inverse transform. Then the original TFD A j can be recovered by means of convolution with corresponding high and low synthesis filters separately and up-sampling in the cyclic reconstruction. For details on the 2-D IDWT technique, readers can refer to [26] , [27] . 7) TF synthesis: The reconstructed m TFDs Â gj are used to replace the original TFDs in the phase space while keeping relative amplitude (the peak value in Â gj is equal to that in A j ). Combining the reconstructed Â gj with the original phase part θ j , j = 1, 2, . . . , m, the complex formŜ j (k, v) of the STFT results is then updated. Then a new data matrixP j of size m×n in phase space is generated by TF synthesis according to the following Equation:
8) PSR synthesis: The reconstructed signal y(t) is finally reconstructed by PSR synthesis.
where {I i (j, k)} is the subscript set of the signal elements that satisfy the equation of k+ (j− 1)τ = i(k [1, N t − (m− 1)τ ]), and C i is the number of elements in {I i (j, k)}.
III. SIMULATION STUDY
The proposed PFTM filtering-based sparse theory and image morphology processing indicates merits in retaining good TF characteristics and removing noise inference, especially for the defective bearing vibration signal. Therefore, the filtered signal hopefully has good effect of denoising in bearing health monitoring and diagnosis. The performance of the proposed method in signal denoising is verified in the following by using simulation experiments. It should be noted that, for the sake of analysis, the parameters of LTSA for all cases in this study are set to be identical, where the neighbor parameter k and the dimension d are 12 and 2, respectively. m and τ for PSR are set to 11 and 1 [17] . Generally, once a defect happens in a rolling element bearing, a series of signals with periodic transient impulses will be generated. Unfortunately, in practical the defect-induced transient impulses are always corrupted by heavy background noise. Hence, the noisy simulation signal is constructed as follows:
where f 0 = 1000 Hz being the center frequency, ξ = 0.01 being the damping ratio, a = [1, 1, 1, 1] indicates the varying initial magnitude, p = 0.02 s being the period of the impulse signal and n G (t) is the additive Gaussian noise defined by the signal-to-noise ratio (SNR). It is easy to know that the fault characteristic frequency f d equals 50 Hz in this simulation. Fig. 3(a) shows the waveform and power spectrum of the noiseless impulse signal with the sampling frequency 10 kHz. Fig. 3 (b) and Fig. 3(c) shows the simulated signal and its TFD corrupted by −10 dB white noise. It can be seen that the periodic transient impulses are heavily corrupted by the noise in the waveform and TFD, and the fault characteristic frequency f d cannot be identified in the power spectrum at all.
A. PERFORMANCE ON COMPUTATIONAL EFFICIENCY
Based on the process of TFM learning [17] , it can be known that m TFDs with the size of L × n are put into the manifold learning algorithm, where L is the number of frequency points and n is the number of time points. Although the effectiveness of TFM has been proved, the computational efficiency of TFM is still a crucial problem for practical application in bearing fault diagnosis due to the non-linear process. As mentioned above, a noisy transient impulsive signal with -10dB of size 1024 is analyzed. Then the time point n is 1015. The L is usually set to be 128, then it can be easily known that the size of each TFD i (i = 1, 2, . . . , m) is 10 6 of magnitude. If the data is used as input for manifold learning without pretreatment, it will take a long calculation time (more than 12 hours) to obtain the TFM. Note that these experiments were tested in Matlab 2009a under 64bit operating system, with a CPU clock of 3.4 GHz and 6G of RAM. According to the prior knowledge of the fault frequency, the resonance frequency band is selected to reduce the input TFD data size for manifold learning in our previous works [17] - [20] . The band contains the resonance information of interest. Here the selected frequency band of interest is from 580 Hz to 1560 Hz (corresponding to 15 and 40 in the 128 frequency points). This means that the length L of the data is nearly one fifth of the original one. However, it also needs 16.2 min to learn the TFM based on the band selected. Since the number n is fixed, this pretreatment way cannot effectively improve the efficiency of manifold learning indeed.
To overcome the computational efficiency of TFM for practical application, a technique called 2D-DWT is applied here to reduce the dimensionality of TFD matrix by regarding the TFD as an image as introduced in Section II. Both numbers of L and n are decimated with a factor of two in each decomposition level of 2D-DWT. In this case, 2-level 2D-DWT was employed, so the size of original data, 1015×128, is reduced to 254×32 (which is nearly one sixteenth of the original one). Only 59.4 s is needed for TFM learning. As listed in Table 1 , the time cost is greatly reduced by 2D-DWT due to the decimation in both frequency domain and time domain. Therefore, the proposed efficient TFM learning is available for practical application of TFM in bearing fault diagnosis.
B. PERFORMANCE ON SIGNAL DENOISING
The simulated noisy signal with -10 dB as shown in Fig. 3(b) is firstly analyzed to investigate the performance of the proposed PTFM filtering method in signal denoising. Three other traditional denoising methods are also applied here for comparison, including the band-pass filtering method, the DWT-based denoising method, and the MP method. The results are shown in Fig. 4 . As seen in Fig. 4(a) , there still exists heavy in-band noise compared to the original signal for the band-pass filtering result. Although the DWT-based denoising result in Fig. 4(b) shows a good characteristic with many harmonics in the power spectrum, the natural impulse characteristics are seriously lost. It can be found from Fig. 4(c) that, some incorrect atoms belonging to the noise are selected in the MP-based reconstructed signal (15 atoms are applied here), so there are still extra noise components left which corrupt the nature of the signal. As demonstrated in Eqs. (6)∼(10), the TFM filter can be reached via an operation of region growing, where the ratio coefficient is taken as c s = −0.389. Thus the final filtered signal can be reached by combining TFM reconstruction and TFM filtering in parallel. The results of this proposed PTFM filtering method are shown in Fig. 4(d) . It can be seen in Fig. 4(d) that the filtered signal has a good denoising effect with much clearer periodic transient impulses as seen in both the waveform and the TFD. Moreover, the characteristic frequency can be easily identified in the power spectrum with several harmonics. Compared to the other three traditional methods, the PTFM filtering method is more effective in signal denoising. In the following, VOLUME 7, 2019 we also provided the quantitative assessment results by using SNR indexes.
To quantify the improvement of the proposed method, two indexes of SNR are calculated from waveform and power spectrum, respectively. First, the index SNR t means the dimensionless ratio of the signal power to the noise power contained in the waveform is defined as follows:
SNR t = 10 log 10 P S P N = 10 log 10 P S P X − P S (18) where P X is the power of the measured signal, P S and P N correspond to the power of the original noiseless signal and noise. According to the equation, the SNR t in the waveforms of Fig. 2(b) and Fig. 4(a)-(d) are -10dB, -2.09dB, 1.62dB, -0.29dB and 4.30dB, respectively. It reflects that the PTFM filtering method outperforms the other three methods in reconstructing the natural clean fault impulses. Meanwhile, the other index SNR f is calculated from the power spectrum. It could be easily found that the frequency f d appears in all the power spectra, but only the PTFM-based result is most similar to the original noiseless signal. Therefore, considering the frequency f d with its real available harmonics information, we define the index SNR f as follows:
where P(f ) is the power spectrum of the measured signal at frequency f and P is the total power. According to the definition, the SNR f of Fig. 2(b) and Fig. 4 (a)-(d) are -9.31dB, 1.06dB, -1.22dB, 2.34dB and 3.40dB, respectively. It indicates that the proposed method is more reliable than the other three ones in revealing the natural harmonics.
To further confirm the effectiveness of the proposed denoising method, a simulation is proceeded to show the denoising effect when varying the SNR of input signals. Specifically, the simulated signal mentioned above is generated by increasing the noise intensity. The results are displayed in Fig. 5(a) , where it can be seen that the output SNR t reduces when the input SNR decreases. However, the curve of the PTFM filtering method is always above that of the other three denoising methods, which means that the denoising effect of the proposed method is superior to the other three denoising methods. As the proposed method reveals good sparse property of impulses, the reconstructed signal could extract a better transient waveform based on the well-captured TF structure. This property will be beneficial to bearing fault diagnosis. The other index SNR f is further calculated and shown in Fig. 5(b) . Note that the SNR f of the noiseless simulated signal is 5.80dB as displayed by the horizontal dashed line in Fig. 5(b) . It can be seen that the proposed method also shows the best results. This confirms that PTFM filtering-based method can not only benefit signal denoising but also be quite suitable for bearing health monitoring and diagnosis.
IV. APPLICATION IN BEARING TRANSIENT FEATURE EXTRACTION A. BEARING DEFECT DIAGNOSIS
This paper focuses on employing the TFMs as the bases for signal reconstruction and morphology filtering in parallel, which can effectively extract the fault signature embedded in the noisy bearing signals. As analyzed above, the proposed method has satisfactory denoising effects. To verify the effectiveness of the proposed PTFM filtering method for practical fault diagnosis, two cases of bearing defect diagnosis are analyzed as follows.
The experimental data were collected by an experimental setup as shown in Fig. 6 from Case Western Reserve University Bearing Data Center [28] . Single point faults were set on the testing drive-end bearings (deep groove ball bearing with the Type 6205-2RS JEM SKF) separately at the rolling element and outer raceway using electric discharge machining method. The resulting vibration from the motor was measured by accelerometers being mounted to the motor's shell with magnetic bases, at a sampling frequency of 12 kHz. In this case study, the single-fault bearing with rollingelement defect is analyzed. The accelerometer was placed at the 12 o'clock position for the rolling-element defective bearing with the rotating speed 1796 rev/min. The defect is single point (0.11 inches diameter) ones with 0.021 inches depth, respectively. The defective characteristic frequency can be calculated to be 141.1 Hz for rolling-element defect case and 104.5 Hz for out-race defect case. Figure 7 show the waveform, spectrum and TFD of the raw signals with points of 380 and 630. It can be seen that in the waveform there are a series of periodic impulses submerged in the noise. Although the TFD presents a combination of time and frequency information, the noise corruption exists in a wide frequency band. This will influence the diagnostic performance as shown in the power spectrum in Fig. 7 .
To reduce the noise inference, the proposed PTFM filtering method is then applied to the signals of the rolling-element defective and outer-race defective bearing, respectively. Following Eqs. (6)∼ (7) , the TFM filter of the rolling-element defective signal and the outer-race defective signal are acquired by taking c r = 0.3498 and c o = 0.3776 respectively. Based on the principle of PTFM filtering, as shown in Figs. 8(d) and Fig. 9(d) , the waveform of the PTFM-based signal has much less noise and the periodic impulses could be identified effectively, which shows a good sparse property of periodic impulses. Meanwhile, the natural TF structure of the impulses is very well retained with the in-band noise being greatly reduced in the TFD of the reconstructed signal. The result confirms that the PTFM filtering method can maintain the original periodic impulse structure while reducing noise. An outstanding diagnostic results are shown in the spectra of Figs. 8 and 9 .
For comparison, the results of band-pass filtering, DWTbased denoising and MP reconstruction are also provided as shown in Figs. 8(a) The band-pass filtering results still have plenty of in-band noise as shown in Fig. 8(a) and Fig. 9(a) . The result from fig. 8(b) provided a wrong distribution of the fault characteristics. And from Fig. 9(b) , it can be seen that the DWTbased denoising method mainly retains the time locations of impulses but sacrifices the frequency resolution as shown in the TFI, hence the intrinsic time-frequency structure of the impulses cannot be maintained. The MP method reconstructs the original signal with some useless noise recovered, so there is still some in-band noise in different extent. Therefore, the denoising effect of the PTFM filtering method is superior to these three traditional methods. The diagnostic results based on the spectra of these three traditional methods are also worse than those based on the PTFM filtering method.
To quantitatively characterize the diagnostic performance based on the spectra as shown in Figs. 7-9 , the parameter SNR f defined in Eq. (12) is calculated. The results are listed in Table 2 . It can be seen that raw signals show rather worse results because the defective frequency f d is corrupted by other obvious frequency components in the power spectrum. The band-pass filtering and MP reconstruction bring about a little improvement for highlighting the characteristic frequency. The DWT-based denoising does not make more contribution as this method can introduce other interfering components inside the results. The proposed PTFM filtering method makes a bigger improvement than the three traditional methods due to its good denoising effects in in-band noise reduction. Therefore, the PTFM filtering method shows an excellent diagnostic performance for bearing defect diagnosis.
B. BEARING HEALTH MONITORING
The property of the proposed PTFM filtering method brings benefits to bearing defect diagnosis due to its capability in revealing the defective TF characteristics, and this will be also beneficial to bearing health monitoring as verified as follows. For bearing health monitoring, it is important to have a suitable health index to indicate the condition degradation trend along the bearing failure development process. Mostly, there are four stages in bearing failure progresses, including pre-failure, early failure, near failure, and near catastrophic failure stages [29] . Failures are expected to be identified as early as possible to provide sufficient time for maintenance decision. Actually, the size of the bearing defect grows in the health degradation process. Meanwhile, the impulses caused by the defect will become more obvious and the periodicity of the signal will be also intensified. The proposed method is capable of strengthening the impulses via denoising and will hence provide a sensitive health index for bearing health monitoring.
To validate the effectiveness of the proposed PTFM filtering for revealing the natural periodic impulses in the early stage, a case of bearing run-to-failure experiment was analyzed in this study. The experimental data were downloaded from Prognostics Center Excellence (PCE) through prognostic data repository contributed by Intelligent Maintenance System (IMS), University of Cincinnati [30] . There are four test Rexnord ZA-2115 double row bearings on the shaft of the bearing test rig as shown in Fig. 10 . The bearing has 16 rollers (pitch diameter: 2.815 inches; roller diameter: 0.331 inches; tapered contact angle: 15.17 • ). A PCB 353B33 High Sensitivity Quartz ICP accelerometer was installed on each bearing housing for data acquisition. The shaft was driven by an AC motor and coupled by rub belts. A radial load of 6000 lbs was added to the shaft and bearing by a spring mechanism with the rotation speed constantly kept at 2000 rpm. The data sampling rate was 20 kHz and the data length was 20480 points. The bearing 1 of testing 2 is implemented in this study, where there is an outer-race failure occurred in bearing at the bearing run-to-failure experiment as shown in Fig. 10 . The corresponding theoretical ball pass frequency over the outer-race defect (f BPFO ) is 236.4 Hz and the impulse period is approximately equal to 0.00423 s. The time domain feature RMS (Fig. 11) shows that there is a long stable running period for the bearing and the time duration of failure occurrence and development is relatively short within the whole lifespan of the bearing [29] . These mean that an improved approach is demanded to identify the degradation at the early fault stage to guarantee maintenance schedule and minimize machine downtime.
In this study, we assume that the fault information, the impulsive signature, possesses a growing proportion in the original signals. We took five signals corresponding to different stages (the time points are 335, 535, 635, 835, 980 respectively in Fig. 11.) in the analysis. These signals were first preprocessed with a method of mean-variance standardization (zero mean and unit variance) as shown in Figs. 12(a)-(e).
Then these five signals were processed by the proposed PTFM filtering method. As shown in Figs. 12(g)-12(j), the reconstructed signals display strengthened impulses and much clearer periodicity in the failure development process. Figure 12 (g) indicates no periodic impulses as the time point 335 is in the healthy stage of the bearing. In the initial failure stage, such as at time point 535, the reconstructed signal shows regular impulses with an interval 0.00426 s between each two adjacent impulses, which is nearly equal to the theoretical fault period 1/ f BPFO = 0.00423 s. In the following three time points, the periodic impulses become more and more obvious. The RMS values are re-calculated by using the reconstructed signals. As shown in Fig. 13 , it can be seen that an obvious growing trend appears for these five signals. It can be also found in the reconstructed signals that the signal amplitude clearly increases and the impulsive periodicity becomes more distinct. This means that the fault information increases in the bearing health degradation process as the noise has been reduced in the reconstructed signals. Therefore, the PTFM filtering method is confirmed to be able to identify the existence of the transient impulses from the noisy signal, which can contribute sensitive information as a reliable basis for bearing health monitoring decisionmaking.
V. CONCLUSION
This paper presents a new signal denoising method called PTFM filtering by combining TFM basis reconstruction and TFM morphology filtering to extract transient characteristics embedded in noisy signals for bearing health monitoring and diagnosis. The PTFM filtering introduces a mergence of TFM learning and sparse representation into the image morphology filtering field. In this study, different from the designed transient impulse models, the principal sparse components are directly learned by TFM from the raw signal in time-frequency domain and the synthesized TFI is simultaneously filtered by a TFM filter built from TFM image morphology processing. The PTFM filtering shows the merits of keeping good natural structure and their amplitude information for the transient impulses, which benefits signal denoising and sensitive fault detection. The 2-D DWT greatly improves the computational efficiency of TFM learning, and thus makes PTFM filtering suitable for health monitoring. The proposed approach indicates the merits of retaining good time-frequency characteristics with excellent in-band noise removal performance in signal denoising and transient fault diagnosis, which has been verified by simulations and the experimental results. The good performance in bearing health monitoring also indicates the capability of the proposed method in capturing sensitive failure information, which is beneficial to timely finding early fault information and monitoring its development. As a result, the proposed PTFM filtering method automatically exhibited merits in noise suppression and feature enhancement via a data driven way, which is valuable for bearing health monitoring and diagnosis.
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