A numerical compositional simulator (Multiphase Multicomponent Nonisothermal Organics Transport Simulator (M2NOTS)) has been developed for modeling transient, three-dimensional, nonisothermal, and multiphase transport of multicomponent organic contaminants in the subsurface. The governing equations include (1) advection of all three phases in response to pressure, capillary, and gravity forces; (2) interphase mass transfer that allows every component to partition into each phase present; (3) diffusion; and (4) transport of sensible and latent heat energy. Two other features distinguish M2NOTS from other simulators reported in the groundwater literature: (1) the simulator allows for any number of chemical components and every component is allowed to partition into all fluid phases present, and (2) each phase is allowed to completely disappear from, or appear in, any region of the domain during a simulation. These features are required to model realistic field problems involving transport of mixtures of nonaqueous phase liquid contaminants, and to quan.tify performance of existing and emerging remediation methods such as vacuum extraction and steam injection.
INTRODUCTION
The contaminants most commonly disposed off into the ground, but also encountered in spills and leaks, are petroleum hydrocarbons and halogenated aliphatic compounds that are widely used as industrial solvents. These organic liquids are commonly referred to as nonaqueous phase liquids (NAPLs) in the groundwater literature.
The potential for groundwater contamination by NAPLs is significant because of their physical and chemical properties.
Although these organic liquids are designated as "nonaqueous," i.e., immiscible with water, their solubilities in water are, in fact, sufficient to render large quantities of groundwater unfit for human use. Trichloroethylene (TCE), for example, has a solubility of 1100 mg/L of water at 20øC, whereas the established allowable level of TCE in drinking water is 5 txg/L. Therefore groundwater contacting a separate phase TCE will remain contaminated above the allowable drinking water level for a long time and over a large distance downgradient, despite dispersion. In addition, many NAPLs have high vapor pressures at ambient temperature, partition strongly into the surrounding gas phase, and form a gas-phase contaminant plume that spreads due to molecular diffusion and, in some cases, advection. The contaminants transported in the gas phase may partition into groundwater beyond the extent of the groundwater plume associated with NAPL dissolution.
A NAPL released into the subsurface may migrate as a separate nonaqueous phase. The extent of this migration is governed by the density and viscosity of the NAPL, its l Now at Exxon Production Research Company, Houston, Texas.
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0043-1397/93/93WR-01957505.00 quantity, and the rate of release. When introduced into the subsurface, the NAPL migrates downward through the unsaturated zone; lateral spreading caused by capillarity and soil heterogeneity may also accompany this vertical migration. As the NAPL moves through the unsaturated zone, it leaves residual liquid trapped in the pore space by capillary forces. If the NAPL is released in a sufficient quantity and/or at a sufficient rate, some of it will reach the water table. At this point further movement of the NAPL is determined largely by its density. NAPLs which are less dense than water (e.g., gasoline and other petroleum distillates) will remain above the water table and continue to flow laterally in a direction determined by the dip of the water table. NAPLs which are denser than water will continue their downward migration through the saturated zone, until they encounter a low permeability layer. These NAPLs will then accumulate and migrate downdip on top of such a layer. One should remember, however, that the downward migration will occur only if the NAPL reaches a displacement pressure sufficient to overcome the capillary pressure at the liquid-liquid interfaces.
Two conclusions can be drawn immediately from the foregoing discussion.
1. Once released into the subsurface, a volatile organic compound may be transported as a solute in groundwater, vapor, or constituent of a NAPL, whose chemical composition varies with time and distance from the spill. Therefore assessment of the potential hazard to groundwater and evaluation of remediation alternatives may require a multiphase model which accounts for interphase mass transfer of the chemical components. We refer to such a system as a compositional multiphase system. 2. The threat posed to groundwater may persist even if the NAPL is immobile. The primary challenge in groundwater cleanup is to remove the NAPL that serves as a subsurface source and causes the groundwater and gas phase plumes to grow and persist; it is not enough to remove the contaminants dissolved in the groundwater.
In situ NAPL recovery techniques commonly used today include free product recovery, pump and treat, and vacuum extraction [e.g., American Petroleum Institute, 1989; Conner, 1988; Johnson et al., 1990] . For denser than water NAPLs below the water table, free product recovery can be extremely ditficult unless the location of the NAPL pool is known. However, even in situations where free product is "successfully" recovered, a substantial volume of NAPL remains trapped in soil by capillary forces. Presently, almost all remediation schemes to remove contamination trapped below the water table rely on pumping the affected zone to purge it of contaminants. These schemes are ineffective because even a small quantity of an almost insoluble NAPL in the subsurface will provide a continuous source of contamination and greatly prolong the pumping time relative to those cases where only dissolved contaminants are present. Indeed, experience has shown that remediation by pump and treat has been very long and expensive at many sites [Mackay and Cherry, 1989] .
Even though at present no proven technology exists to recover NAPLs trapped below the water Coats, 1974 Coats, , 1978 Coats, , 1980 Young and Stephenson, 1983 ] and it appears that some of these codes could also be used to study NAPL contamination problems.
However, usually this is not the case because oil recovery and NAPL transport/recovery are dominated by different mechanisms. For example, reservoir engineers are generally not interested in the relatively insignificant quantity of oil dissolved in the water phase; neither is diffusion considered important. On the other hand, dissolution and transport of organic compounds in the water phase and diffusion of organic vapors in the gas phase may be quite important in NAPL contamination/remediation studies. Also, because oil reservoirs are generally deep and confined, oil industry simulators usually assume no-flux boundaries for a modeled domain. In subsurface contamination problems, we are generally dealing with shallow systems and are usually interested in evaluating the exchange of contaminants between the subsurface and the atmosphere. Yet another example of how the differences in emphasis enter into code formulation is the treatment of appearance and disappearance of phases. Most oil reservoir codes assume that the oil phase cannot completely disappear from a grid block. This is justifiable because most crude oils contain heavy, nonvolatile components. In contrast, the goal of many NAPL contamination cleanup efforts is to completely remove the NAPL. Therefore codes used to study transport of NAPLs need to be more flexible in dealing with the appearance and disappearance of phases.
The primary objective of this work is to develop a numerical simulator which is more general than those listed above in its applicability to contaminant transport and remediation problems. The numerical simulator developed in this study, Multiphase Multicomponent Nonisothermal Organics Transport Simulator (M2NOTS), accounts for flow of all three fluid phases in response to viscous, gravity, as well as capillary forces, and can be used to model transport in one, two, or three space dimensions and arbitrary geometry.
M2NOTS is fully compositional. Therefore the NAPL phase may consist of any number of user-specified chemical components, and each component is allowed to partition into all other phases present. The partitioning of a component among the phases is calculated from the assumption of local equilibrium. Mechanisms of interphase mass transfer include evaporation and condensation of NAPL components and wa•ter, dissolution of NAPL into the water phase, and Henry's law partitioning of chemical components between the water and gas phases. Adsorption of NAPL components on the solid grains is also included. M2NOTS is nonisothermal; therefore heat transport may occur by advection of the fluid phases and conduction. Heat exchange due to multicomponent diffusion is also accounted for.
The issue of phase appearance and disappearance is important for the types of systems being considered. A typical application will generally have regions in which only one or two phases are present. For example, three phases will be present in the unsaturated zone below a contaminant source. At the same time, a NAPL might be present, along with water below the water table near the source (a twophase condition). Away from the source, the NAPL might not be present above or below the water table, implying a two-phase condition above the water table and a one-phase condition below it in this part of the system. In addition, while it is true that capillary forces (residual saturation) will prevent the complete disappearance of a phase due solely to mechanical forces, interphase mass transfer mechanisms such as evaporation and dissolution make the complete disappearance of a phase possible. The present approach to the appearance and disappearance of phases is more rigorous than previous attempts [Abriola and Pinder, 1985b; Falta et al., 1992a , b l, which were inherently susceptible to poor convergence [Forsyth and Sammon, 1984] . The algorithm used in this work allows for any grid block to contain any single phase, any combination of two phases, or all three phases at any time during the simulation, i.e., any of the phases is allowed to completely disappear.
The starting point for the present work is the TOUGH2 simulator developed by Pruess [1987 Pruess [ , 1991 The new EOS module in M2NOTS handles a three-phase system (gas, water, and NAPL) with water, air, and any number of user-specified hydrocarbons as components. In addition to providing values of all thermophysical parameters to the flow module, the EOS module must (1) recognize the phases present in each grid block and (2) diagnose the appearance or disappearance of these phases in each grid block and take an appropriate action after each NewtonRaphson iteration. 3. Molecular diffusion in the water phase and the NAPL is described by constant effective diffusion coefficients. The molecular diffusion coetficients of gas components are assumed to be equal to their respective binary diffusion coefficients in air. This is done only for expediency; calculation of multicomponent diffusion coefficients is complicated and it is not clear at all that such calculations will improve the accuracy of simulations. However, there is nothing intrinsic in the current development that requires these simplifications. The general theory of diffusion in multicomponent gases is covered by Cussler [1984] and Hirschfelder et al. [1954] . Diffusion in liquid mixtures is discussed by Ghai et al. [1973, 1974] . 
where T is the temperature; C pr is the rock grain specific heat capacity; h is the effective thermal conductivity tensor of the porous medium; U t3 is the molar internal energy of the phases; H t3 is the molar enthalpy of the phases; and q heat is the heat generation rate per unit volume of porous medium.
For a nonisothermal system with N chemical components, there is one equation ( ] that thermal conductivity of a fluid-saturated rock is dominated by that of the rock matrix, followed by those of liquids, and gas contribution to the conductivity is usually negligible (thermal conductivity of a liquid is 10-100 times larger than that of a gas). Equation (13) may be easily modified to permit a more general relationship. 10. Tortuosity of gas flow is a function of porosity and gas saturation: rg(qb, Sg)= • 1/3S7/3 g (14) estimated from the Millington and Quirk [1961] model. Both liquid phase to•uosities are currently assumed to be adjustable parameters to be specified by the user.
Thermophysical Properties
A multiphase, compositional, and nonisothermal simulator cannot function without a robust PVT and transport property package. In the current implementation, we use a cubic equation of state to handle the thermodynamic properties of the gas phase, International Steam Tables [Interna- tional Formulation Committee, 1967] to handle the properties of the aqueous phase, and the method of corresponding states to describe the properties of the oil phase. We have tried to make as few simplifying assumptions as possible, and therefore we should be able to model a broad range of pressure and temperature conditions of a system at hand.
2.3.1. Gas phase. Thermodynamic behavior of the gas phase is described by the cubic $oave [1972] is the real gas departure enthalpy; f rrref Cf dT is the enthalpy of an ideal gas; C• is the ideal gas heat capacity; and hH2o is the molar enthalpy of water vapor. As (17) indicates, the enthalpy of a gas mixture is treated as consisting of two parts: the enthalpy of water vapor on one hand and the enthalpy of the gaseous mixture of air and hydrocarbon vapors on the other hand. A weighted average based on the mole fractions of these two parts is used to calculate the enthalpy of the entire gas mixture. Based on the SRK EOS, the departure enthalpy of the gas minus water vapor is calculated as 
The choice of Tre f is arbitrary as long as it is used
consistently; here it is taken to be 0øC. In a multiphase system however, the temperature alone cannot specify a unique reference state; the distinction between a gaseous state and a liquid state is important. The reference state used here is a liquid state at Tref; that is, a liquid substance has a zero enthalpy at 0øC. The term multiplying the summation term in (17) is the enthalpy of the mixture (minus water vapor) relative to an ideal gas state at Tre f. It has to be corrected for the enthalpy of an ideal gas at Tre f relative to the adopted reference state which is a liquid state at Tre f.
This involves calculating the enthalpy of vaporization which is discussed later together with oil phase properties.
The ideal gas heat capacity C• for a pure component i is 
Water phase. It is assumed that the dissolved contaminants do not affect the thermodynamic properties of the water phase. This is a reasonable assumption considering

Space and Time Discretization
The integral finite difference method (IFDM) is used to discretize the flow domain into arbitrarily shaped polyhedrons, constructed by drawing perpendicular bisectors to lines connecting the nodal points. The ability to accomodate arbitrarily shaped grid blocks derives from the fact that the IFDM does not make reference to any global coordinate system, so that there is no predetermined limit on the number of neighbors that a grid block can have. In this respect, the IFDM has the flexibility of the finite element method. In fact, it may be shown [Dalen, 1979] The simulator employs upstream weighting to calculate these interface terms except for intrinsic permeability which is based on harmonic weighting, and the mass density in the gravity term which is calculated from an arithmetic average. Experience has shown that upstream weighting is required for multiphase flows in order to avoid convergence to nonphysical solutions [e.g., Aziz and Settari, 1979] . It has also been proven [Sammon, 1988] ing discussion to illustrate the discretization procedure; a similar procedure is followed for the energy equation. For isothermal problems, however, the energy balance is omitted, thus saving memory and computer time. For a flow region discretized into NB volume elements, the result is a system of NB(N + 1) coupled, nonlinear algebraic equations.
Primary Variables and Variable Substitution
In section 2 it was shown that there are as many governing equations and constitutive relations as unknowns. In principle therefore the system is closed and can be solved. Let us consider the number of independent variables that are needed to completely specify the thermodynamic state of a flow system consisting of N components which are distributed among NPH phases. From Gibbs' phase rule, the number of thermodynamic degrees of freedom in such a system is F -N + 2 -NPH. This equation applies only to intensive properties of the system, but not to the relative amounts of phases present in the system. Information about the latter is contained in the phase saturations, and since only (NPH -1) of these saturations are independent, the total number of degrees of freedom is F' -N + 2 -NPH + NPH-1 -N + 1. Note that F' is independent of the number of phases present and is fully determined by the number of chemical components in the system. This implies that from all the unknowns one can choose a set of (N + 1) variables for every grid block, use the constitutive relations to express the remaining unknowns in terms of this set, and then solve the algebraic equations given above for the NB such sets. The (N + 1) variables chosen for each grid block are called the primary variables there. The choice of primary variables for a given grid block is not arbitrary; it depends on the phases present. In a multiphase system where phases are allowed to appear and disappear, some grid blocks may contain only one phase, some two phases, and others three. A choice of primary variables that is appropriate for one of these cases may be inappropriate for the others.
Consider the following example of a four-component system: water, air, and two hydrocarbon components that will be labeled HC1 and HC2. From the above discussion, there are five primary variables for this system. To fully specify the condition of a three-phase grid block, two saturations are required, say, S w and S a. Pressure and temperature are also chosen as primary variables. If the mole fraction of HC1 in the oil phase is chosen as the fifth primary variable, it is possible to solve for the mole fraction of all components in all phases by (1) using the equilibrium constants to express the mole fraction of the components in the water and gas phases in terms of their mole fractions in the oil phase; (2) imposing the three constraint equations
•'i Xiw = •'i Xio = •'i Xifl = 1; and (3) solving the resulting set of three simultaneous equations. In the case of a grid block that contains only two phases, say, water and gas, only one saturation is independent. Again, pressure and temperature are chosen as primary variables. Here, two mole fractions in either of the phases may be chosen as primary variables. The two remaining mole fractions can then be calculated by using the equilibrium constants and the two constraint equations, 5'.i Xiw = Y'.i xia = 1.
For a system in which up to three phases may be present, there are seven possible phase combinations: (1) water only, (2) oil only, (3) gas only, (4) water and oil, (5) water and gas, (6) oil and gas, and (7) water, oil and gas. As is shown above, different sets of primary variables apply to each of these cases.
3.3.
Two-and Three-Phase
Capillary Pressures
In a two-phase oil-water system, when oil saturation is low, capillary pressure is also low and can be neglected. In the special case of drying a two-or three-phase gas-liquid (air, water, and/or oil) system (such as in pressure cycling of an electrically heated contaminated aquifer), we continue to use the capillary pressure at the irreducible liquid saturation even as the actual water or oil saturation falls below its irreducible value. This is acceptable because regardless of the pressure gradient, one can not flow a liquid below its ireducible saturation; however, the liquid droplets can still evaporate. The initial time step size is specified by the user. For every time step for which convergence is achieved in fewer than a user-specified number of iterations, the size of the next time step is doubled. If, for a time step, convergence is not achieved within a specified number of iterations (say, 8), the time step is reduced by a user-specified factor. Any failure in solving the linear equations will also result in automatic reduction in time step size. It is easier to recognize the disappearance of a phase than it is to recognize the appearance of one. This is because those phase saturations which are primary variables contain the information necessary to identify when a phase has disappeared from a grid block. For example, consider a grid block that contains water and gas at the conclusion of the kth iteration. For this grid block, water saturation is one of the primary variables. After the Newton-Raphson changes for the (k + 1)th iteration, AX[, are calculated, the water saturation will be greater than unity if the gas phase is to disappear or it will be less than zero if the water phase is to disappear. The appearance of a phase is more complicated and generally involves checking if a thermodynamic criterion is satisfied. For example, a gas phase will evolve in a hitherto single-phase water grid block if the sum of partial pressures (at the grid block temperature) of the components in the water phase exceed the grid block pressure. A similar criterion involving the sum of mole fractions in a "would be" NAPL phase is used to identify the evolution of a NAPL phase in a grid block that previously contained only a wa•ter 3.7.1. Specified injection rates. The simplest case of fluid injection is to specify a constant rate or a table of time-dependent rates of injection of chemical components into a grid block. This is equivalent to specifying a constant rate or a table of time-varying rates of injection for a fluid phase whose composition is also specified. For example, a NAPL can be injected into a grid block at a specified mass rate but the mole fractions of all chemical components in the NAPL must also be given. Injection of water that contains a small amount of air is handled in a similar fashion. The temperature of the injected fluid is also specified by the user.
Solution of Discretized Equations
In these cases, the value of the source term q i in each of the conservation equations (42) for grid block I is known a priori and that value is simply used when the residual of i in I is being calculated.
3.7.2. Bottomhole pressure-constrained wells. A more general and perhaps more realistic way of specifying fluid injection or production is based on the injectivity index or productivity index model [Coats, 1978; Peaceman, 1978] .
Many petroleum reservoir simulators [e.g., Coats, 1980; Modine et al., 1992 ] make provision for a well to be either on a rate constraint (Neumann boundary condition) or on a bottomhole pressure constraint (Dirichlet boundary condition). These codes also allow for the possibility to switch from one constraint to another in different time periods. For example, a rate or Neumann condition may exist for a certain period of time, after which it becomes a Dirichlet condition. This may occur in a pressure-constrained well which is produced at a constant volumetric rate, provided that the bottomhole pressure does not drop below a limiting value. When this value is reached, the simulator automatically maintains that pressure and the well produces at the maximum (but time dependent) rate possible under that condition. The well is then said to be on deliverability.
In the present version of M2NOTS, the bottomhole pressures specified by the user are always enforced. The specified bottomhole pressures can be time dependent; i.e., wells can be injected into, produced from, or shut in according to arbitrary user-specified schedules. There is no provision for a well to switch from pressure constraint to rate constraint. Thus a multilayer injection well or production well is always on deliverability. Future work will enhance this aspect of the code, making it more flexible.
CONCLUSIONS
The primary objective of this study was to develop a numerical simulator that can be used to (1) examine the migration of nonaqueous phase contaminants in the subsurface and (2) predict the response of a NAPL-contaminated subsurface system to various cleanup techniques, especially steamflooding.
An integral finite difference numerical simulator M2NOTS, presented in this paper, is capable of simulating multiphase transport of multicomponent organic compounds and heat in porous media. The starting point for the present work was the TOUGH2 simulator, developed by Pruess [1987, 1991] . TOUGH2 is a three-dimensional code for simulating coupled heat and multiphase fluid transport in porous and fractured media. The main extension to TOUGH2 in the present study is the addition of a general and efficient EOS module that handles a three-phase system (gas, water, and NAPL) in which the components are water, air, and an arbitrary number of user-specified hydrocarbon 
