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POSITIVE MASS THEOREM FOR SOME ASYMPTOTICALLY
HYPERBOLIC MANIFOLDS
BERND AMMANN AND NADINE GROßE
Abstract. We prove a positive mass theorem for some noncompact spin manifolds that
are asymptotic to products of hyperbolic space with a compact manifold. As conclusion
we show the Yamabe inequality for some noncompact manifolds which are important to
understand the behaviour of Yamabe invariants under surgeries.
1. Introduction
Let (M, g) be a Riemannian manifold of dimension m ≥ 3. For compactly supported smooth
functions u : M → R we define
Q∗M (u) :=
∫
M uLgu dvolg
‖u‖2p
and Q∗(M, g) := inf
u
Q∗M (u)
where p = 2mm−2 and Lg = am∆g + scalg is the conformal Laplacian, am = 4
m−1
m−2 . The
quantity Q∗(M, g) is a conformal invariant – the well-known Yamabe constant that was
defined in order to tackle the Yamabe problem: Does every compact Riemannian manifold
admit a conformal metric with constant scalar curvature?
One of the main step in the solution of the Yamabe problem is to prove the inequality
Q∗(Mm) < Q∗(Sm) for compact manifolds not conformally diffeomorphic to the standard
sphere. For m ≥ 6 and M not conformally flat, this was proven with a test function
supported in an arbitrarily small ball around a point with non-vanishing Weyl curvature,
see [5, p. 292]. This argument also holds for noncompact manifolds that are not conformally
flat in the case m ≥ 6.
The remaining cases for compact M were solved by Schoen in [11] using the positive mass
theorem [12, 13]. It is natural to ask whether this also holds for noncompact manifolds. The
special case of Sn ×Hk+1c was needed in [3]. In the present article we prove
Corollary 1.1. Let m = n+ k + 1, m ≥ 3, k > 0, and c ∈ [0, 1). Then
Q∗(Sn ×Hk+1c , σn + gc) < Q∗(Sm, σm).
To prove this corollary we have to establish for such manifolds with m = 3, 4, 5 a positive
mass theorem.
Theorem 1.2. Let (Zm = Nn × Hk+1c , g = gN + gc) where (Hk+1c = Sk × [0,∞), gc =
sinhc(r)
2σk + dr2) with sinhc(r) :=
1
c sinh(cr) for c > 0, sinh0(r) := r and σ
k denotes the
standard metric on Sk. Assume that Nn is a closed Riemannian spin manifold with constant
scalar curvature and assume that m = 3, 4, 5. Assume that
scalN > c
2k
n− 1
m− 2 . (1)
Then the mass of (Z, g) is nonnegative.
Moreover, if the mass of (Z, g) is zero, then (Z, g) = Sm−1c ×R or (Z, g) = Sm−k−1c ×Hk+1c ,
k > 0 and c ∈ (0, 1], where Snc is the rescaled standard sphere with sectional curvature c2.
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In Theorem 5.1 we prove a more general version of the theorem above where we allow that
are asymptotic to manifolds Z as above assuming a certain symmetry and for arbitrary
dimension m ≥ 3. The basic idea of the proof follows Witten’s arguments for proving the
positive mass theorem for compact spin manifolds. In the proof we need some decay esti-
mates for the Green functions which will be given in Section 4.
Acknowledgment. Most of the work on this article was done during the second author’s
stay at the University of Regensburg supported by the Graduiertenkolleg ’Curvature, Cycles,
and Cohomology’. The second author thanks the institute for its hospitality.
2. Preliminaries
2.1. Notations. In the article a spin manifold always means a manifold admitting a spin
structure together with a fixed choice of spin structure. The notion of spin structures can
be defined for arbitrary oriented manifolds, but as soon as we have a Riemannian metric it
yields a spin structure in the sense of Spin(n)-principal bundles.
For a Riemannian spin manifold (M, g) we will always write ΣM for the spinor bundle. The
Dirac operator on (M, g) is denoted by Dg.
Moreover, B¯r(x) denotes the closed ball around x ∈M of radius r w.r.t. the metric g.
Furthermore, Sk always denotes the sphere with sectional curvature 1 and the corresponding
metric is denoted by σk.
2.2. Green functions and ADM mass. In this section, we collect existence results for
the Green function of the conformal Laplacian and the Dirac operator and give the definition
of the mass which essentially goes back to Arnowitt, Deser and Misner.
Theorem 2.1. Let (Mm, g) be a complete Riemannian spin manifold with positive injec-
tivity radius. Assume that for an r > 0 that is smaller than the injectivity radius there are
constants C1, C2 > 0 with C1 ≤ vol(Br(x), g) ≤ C2 for all x ∈ M . Let the Dirac operator
Dg be invertible. Then, Dg posesses a unique Green function, i.e., there is a smooth section
G : M ×M \∆→ ΣM ⊠ Σ∗M that is locally integrable and for any x ∈M , ψ0 ∈ ΣM |y, and
ϕ ∈ C∞c (ΣM ) ∫
M
〈G(y, x)ψ0, Dgϕ(y)〉dy = 〈ψ0, ϕ(x)〉.
Here ∆ := {(x, x) ∈M ×M} is the diagonal in M ×M .
Proof. For a reference see [2, Prop. 3.6]. In the proof therein of the existence of a Green
function we use the assumption of bounded geometry only for uniform volume bounds and
the positive injectivity radius which we directly put in here as an assumption. 
Theorem 2.2. Let (Mm, g) be a complete Riemannian manifold with positive injectivity
radius. Assume that for an r > 0 that is smaller than the injectivity radius there are
constants C1, C2 > 0 with C1 ≤ vol(Br(x), g) ≤ C2 for all x ∈ M . Let the conformal
Laplacian Lg be invertible. Then Lg admits a unique Green function Γ: M ×M \∆ → R
such that Γ(x, .) ∈ L2(M \ Br(x)) ∩ C∞(M \ Br(x)) for all x ∈ M and all r > 0, i.e., for
all v ∈ C∞c (M) ∫
M
Γ(x, y)Lgv(y) dy = v(x).
Moreover, Γ is everywhere positive.
If we assume additionally that on an open subset U the metric g is conformally flat and
p0 ∈ U , then the Green function has the following expansion in conformal normal coordinates
as x→ p0
Γ(x, p0) =
1
(m− 2)ωm−1rm−2 +mp0 + o(1), (2)
where r = distg(x, p0), ωm−1 is the volume of Sm−1, and mp0 ∈ R.
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Proof. The proof for existence of the Green function is done analogously as for the Dirac
operator, cf. [2, Prop. 3.6]. For the expansion of the Green function in normal coordinates
see [9, Prop. 2.1]. 
Definition 2.3. The constant mp0 in (2) is called the mass at p0.
Fix p0 ∈M and ψ0 ∈ ΣM |p0 . For the rest of the article we set
u(.) := Γ(., p0) and ψ(.) := G(., p0)ψ0.
2.3. Symmetries. In this section we introduce the manifolds MZ we merely want to con-
sider in this paper. Moreover, we collect the implications of the symmetry assumptions on
MZ on the Green functions.
Definition 2.4 (Model spaces at infinities). Let (Nn, gN) be a closed Riemannian spin
manifold of dimension n ≥ 0, and let f : [a,∞) → R be a smooth positive function such
that f(r)→∞ and f−1(r)f ′′(r)→ c2 as r →∞ for some c ≥ 0. Set
(Zm, gZ) = (N × Sk × (a,∞), gN + f(r)2σ + dr2)
with m = n+ k + 1.
Remark 2.5. Analogously as in [2, Sect. 4.2] the action of SO(k + 1) on Sk induces an
isometric action on Z such that it lifts to a Spin(k + 1)-action on the spinor bundle.
Example 2.6. For f(r) = sinh(r) and a = 0 we obtain Z = Hk+1 × N with c = 1. For
f(r) = r and a = 0 we get c = 0 and Z = Rk+1 ×N .
Remark 2.7. The conditions f(r) → ∞ and f−1(r)f ′′(r) → c2 imply f ′(r)f−1(r) → c as
r → ∞. In order to see this, we rewrite this as a first order ODE system and use Theo-
rem 2.11. Thus, by scalg = scalN + f(r)
−2scalSk −n(n− 1)f(r)−2(∂rf(r))2 − 2nf(r)−1∂2rf ,
cf. [7, Thm. 2.1], scalg → s := scalN − k(k + 1)c2 as r → ∞. Moreover, the unnormalized
mean curvatures of N × Sk and Sk in Z are both given by H(r) = f ′(r)f−1(r).
Notation 2.8. From now on assume that (MZ , g) is anm-dimensional connected Riemann-
ian spin manifold with an isometric SO(k + 1)-action with a lift to a Spin(k + 1)-action on
the spinor bundle. Moreover,MZ shall be Spin(k+1)-equivariantly spin isometric to (Z, gZ)
outside a compact subset.
Remark 2.9. Note that by f−1f ′′ → c2 and f →∞, the manifold has positive injectivity
radius and its curvature tensor is uniformly bounded. Thus, by comparison theorems we have
the uniform volume bounds required in the results on the Green function in Subsection 2.3.
Lemma 2.10. Let the conformal Laplacian on MZ be positive, and let the Dirac operator
on MZ be invertible. Then, the Green function Γ of the conformal Laplacian on MZ is
SO(k + 1)-equivariant and, thus, u|Z , cf. Definition 2.3, is only a function in r. Moreover,
the Green function of the Dirac operator on MmZ is Spin(k+1)-equivariant. Then, we have
(DS
k
)2ψ|Z = k24 ψ|Z for ψ as in Definition 2.3 and where the DS
k
is the Dirac operator
along the Sk component in Z.
Proof. Since the Green function and the conformal Laplacian are both SO(k+1)-invariant,
it follows by the uniqueness of the Green function that u|Z is only a function of r.
The claim for ψ is proven completely analogously to [2, Lem. 5.3]. 
2.4. Perturbation of linear systems of ODE. In order to estimate the Green functions
in Section 4 we need the asymptotic behaviour for certain perturbed differential equations.
We cite here a result that can be found in more general versions, e.g. in [8, I.2 Thm. (*)],
[10, Satz 13].
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Theorem 2.11. Let x(t) denote a function in t ∈ [t0,∞) with values in Cd. Let J ∈Md(C),
let G : [t0,∞) → Md(C) be continuous where Md(C) denotes the sets of d × d complex
matrices. Moreover let G(t)→ 0 as t→∞. Let r1, . . . , rd be the real parts of the eigenvalues
of J – listed with multiplicities. Then the differential equation
x′ = (J +G(t))x
has linearly independent solutions x1(t), . . . , xd(t) with the following property: For all ε > 0
there is t1 such that for all t ≥ t1
|xi(t1)|e(ri−ε)(t−t1) ≤ |xi(t)| ≤ |xi(t1)|e(ri+ε)(t−t1).
3. Positive mass theorem and decay of the Green functions
In [14] E. Witten gave a proof of the positive mass conjecture for spin manifolds. A simplified
version of this proof was given by E. Humbert and the first author in [4]. In this section we
examine conditions such that the result remains true for general noncompact spin manifolds.
For that we need to assume decay conditions for the involved Green functions in order to
show convergence of some integrals at infinity.
Theorem 3.1. Let (M, g), p0 ∈M , u and ψ as in Definition 2.3. Assume that if dim ≥ 6
the metric is conformally flat in a neighbourhood of p0. Let K be a compact subset of M ,
and R : M \ K → (0,∞) be a smooth proper function such that for all r > 0 the set
Sr := {x ∈ M \K | R(x) = r} is a smooth hypersurface in M and Br := K ∪
⋃
r′≤r Sr′ is
a compact subset of M with boundary Sr. Let ν be the outer normal of Sr = ∂Br. Assume
that there are constants Ci > 0 (i = 1, 2, 3), r0 > 0, α1 ≥ α2 > 0, β > 0 such that for all
x ∈ Sr with r > r0 we have
|u(x)| ≥ C1e−α1r |∂νu(x)| ≤ C2e−α2r
and
|ψ(x)| ≤ C3e−βr |∇νψ(x)| ≤ C3e−βr
and
m
m− 2α1 − α2 < 2β. (3)
Then, the mass at p0 is nonnegative. If the mass is zero, then M \ {p0} carries a conformal
metric that is flat and admits a basis of parallel spinors.
Proof. We use the notations given in Subsection 2.2 and follow the idea of the proof of [4,
Thm. 2.2]. Note that in the published version of [4] a small term was omitted, see the arXiv
version.
Set g˜ = u
4
m−2 g and ψ˜ = u−
m−1
m−2ψ. Then (M \ {p0}, g˜) has zero scalar curvature and
D˜ψ˜ = 0 onM \{p0}. Thus, by the Schrödinger-Lichnerowicz formula ∇˜∗∇˜ψ˜ = 0. Moreover,
∂ν˜ = −u− 2m−2 ∂ν has length one w.r.t. g˜.
As in [4, Proof of Thm. 2.2], using ∇˜∗∇˜ψ˜ = 0 and partial integration we obtain
2
∫
M\Bp(ε)
|∇˜ψ˜|2dvolg˜ =
∫
Sp0(ε)
∂ν˜ |ψ˜|2dsg˜ + lim
r→∞
∫
Sp0(r)
∂ν˜ |ψ˜|2dsg˜.
If limr→∞
∫
Sp0(r)
∂ν˜ |ψ˜|2dsg˜ = 0, then the nonnegative mass follows as in the compact case,
see [4, Proof of Thm. 2.2 and Sect. 3]. Here we restrict to prove the vanishing of the limit
from above: We have∫
Sp0(r)
∂ν˜ |ψ˜|2dsg˜ =−
∫
Sp0(r)
u2∂ν |u−
m−1
m−2ψ|2dsg
=−
∫
Sp0(r)
u−
2
m−2 ∂ν |ψ|2dsg + 2m− 1
m− 2
∫
Sp0(r)
u−
m
m−2 |ψ|2∂νudsg.
Using the decay estimates we obtain
4
∣∣∣∣∣
∫
Sp0(r)
u−
2
m−2 ∂ν |ψ|2dsg
∣∣∣∣∣ ≤ Ce( 2m−2α1−2β)r
and ∣∣∣∣∣
∫
Sp0(r)
u−
m
m−2 |ψ|2∂νudsg
∣∣∣∣∣ ≤ Ce( mm−2α1−α2−2β)r.
Since mm−2α1 − α2 < 2β implies that 2m−2α1 < 2β, both integrals go to zero as r → ∞.
Thus, the mass at p0 is nonnegative.
Assume now that the mass is zero, then as in the compact case ∇˜ψ˜ = 0, cp. [4, Thm. 2.2].
Moreover, since the choice of ψ0 in the definition of ψ is arbitrary, we again obtain a basis of
parallel spinors on (M \{p0}, g˜). Thus, (M \{p0}, g˜) is flat, and (M \{p0}, g) is conformally
flat. 
4. Green function estimates for MZ.
We consider a spin manifold (MmZ , g) as introduced in Notation 2.8. The aim of this section is
to provide estimates for the corresponding Green functions as required to apply Theorem 3.1.
4.1. Estimating the Green function of Lg.
Lemma 4.1. Let (MmZ , g) be as in Notation 2.8. Let the conformal Laplacian Lg of (MZ , g)
be invertible. We use the definitions and notations from Subsection 2.2.
Then for every ε > 0 there is an r0 > 0 such that for all x = (xN , xS, r) ∈ N × Sk × [r0,∞)
we get
u(x) ≥ C0e−α+r and |∂ru(x)| ≤ C1e−α−r,
where
α± =
kc
2
± ε+Re
√
k2c2
4
+
scal± − c2k(k + 1)
am
,
scal+ = supN scalN , scal− = infN scalN , and C0, C1 > 0.
Proof. On M \ {p0} we have Lgu = 0 which reads
∂2
∂2r
u−∆Nu− 1
f(r)2
∆S
k
u+ k
f ′(r)
f(r)
∂
∂r
u− scalg
am
u = 0 (4)
where scalg = scalN + f(r)
−2scalSk − n(n− 1)f(r)−2(∂rf(r))2 − 2nf(r)−1∂2rf , cf. [7, Thm.
2.1]. Note that by the assumptions on f and its derivatives we have scalg → scalN − k(k +
1)c2 := s as r →∞.
We decompose the space of smooth functions on N × Sk into minimal subspaces which
are generated by common eigenfunctions of the commuting operators ∆N and ∆S
k
. If we
extend those eigenfunctions constant in r-direction, we obtain a decomposition of the space
of smooth functions on N × Sk × [a,∞). In that sense we decompose u = ∑i,l ui,l where
∆Nui,l = µiui,l and ∆
S
k
ui,l = λlui,l where 0 = µ0 < µ1 ≤ . . . and 0 = λ0 < λ1 ≤ . . .. Then,
(4) decomposes into the equations
∂2
∂2r
ui,l + k
f ′(r)
f(r)
∂
∂r
ui,l −
(
µi + λlf(r)
−2 +
scalg
am
)
ui,l = 0. (5)
which can be written as
∂
∂r
(
ui,l
∂
∂r
ui,l
)
=
((
0 1
µi +
s
am
−kc
)
︸ ︷︷ ︸
=:J
+
(
0 0
s−scalg
am
+ f(r)−2λl k
(
c− f ′(r)f(r)
))
︸ ︷︷ ︸
=:R(r)
)(
ui,l
∂
∂r
ui,l
)
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Since u ∈ L2, each ui,l ∈ L2 as well. Multiplication of (5) with ui,l and partial integration
shows that ∂rui,l ∈ L2.
Moreover, note that J is constant and that R(r) → 0 as r → ∞. The matrix J has the
eigenvalues αi,± = −kc2 ±
√
k2c2
4 + µi +
s
am
. Fix ε > 0. Thus, by Theorem 2.11 and since
ui,l and ∂rui,l are L
2 we obtain an r0 > 0 such that for all r ≥ r0
|ui,l(r0)|e(Re αi,−−ε)(r−r0) ≤ |ui,l(r)| ≤ |ui,l(r0)|e(Re αi,−+ε)(r−r0)
and the analogous estimate for ∂rui,l.
By Lemma 2.10 only l = 0 appears. Thus, only the different eigenvalues in N -direction
need to be taken into account. Set ui := ui,0. Note that
∫
N
ui = 0 for all i > 0. But
since u is everywhere positive this implies that u0 cannot be identically zero. Setting α+ :=
supN (−Reα0,−), this concludes the proof of the first estimate.
For the second estimate we first use that ∂ru ∈ L2 and set α−i = supN Reαi,− to obtain
∞ >
∫
Z
|∂ru|2 ≥C
∑
i
∫ ∞
r0
|∂rui|2(f(r))kdr
≥C′
∑
i
∫ ∞
r0
|∂rui(r0)|2e(ck+2α
−
i −2ε)(r−r0)dr
≥C′′
∑
i
|∂rui(r0)|2 1−2α−i − ck + 2ε
> 0
for positive constants C, C′, C′′.
Now we can estimate ∂ru by using the triangle inequality, Cauchy-Schwarz inequality und
the estimates from above:
|∂ru| ≤
∑
i
|∂rui(r0)|e(α
−
i +ε)(r−r0)
≤
(∑
i
|∂rui(r0)|2 1−2α−i − ck + 2ε︸ ︷︷ ︸
<∞
) 1
2
(∑
i
(−2α−i − ck + 2ε)e(2α
−
i +2ε)(r−r0)
) 1
2
≤Ce2(α−0 +ε)r
(∑
i
(−2α−i + 2ε)− e2(α
−
i −α−0 )(r−r0)
︸ ︷︷ ︸
=:A
) 1
2
.
If we can show that A is bounded, then the upper bound is established for −α− := α−0 :
Since α−i > α
−
0 for all i > 0, it is enough to bound
∑
i(−2α−i + 2ε)e2α
−
i (r−r0).
Let N(x) := |{l | λl ≤ x}|. Then, N(µi− 1) ≤ i ≤ N(µi). Together with Weyl’s asymptotic
law there is an i0 > 0 and an δ > 0 such that for all i ≥ i0, x ≥ µi0 we have
2
√
µi ≥ −α−i ≥
√
µi and |N(x)x−k/2 − c| ≤ δ
(where c depends on the geometry of Sk). Thus, (c − δ)µk/2i ≤ N(µi) ≤ i + 1 ≤ 2i and
(c+ δ)µ
k/2
i ≥ N(µi) ≥ i and we obtain for r > r1 > r0∑
i≥i0
(−2α−i + 2ε)e2α
−
i (r−r0) ≤ 2
∑
i≥i0
(2
√
µi + ε)e
−2√µi(r1−r0) ≤ c0
∑
i≥i0
(i1/k + c1)e
−c2i1/k
where c0, c1, c2 are positive constants. The last sum converges since the integral
∫∞
R
(x
1
k +
c1)e
−c2x
1
k dx is finite for R > 0. Thus, for r ≥ r1 the term A is bounded. 
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4.2. Green function of the Dirac operator. Similarly as in the last subsection we want
to estimate the Green function of the Dirac operator on (MZ , g). Again we use the notations
and definitions of Subsection 2.2.
As in [2, Sect. 6] we decompose the space of spinors restricted to N × Sk × {r1} into
complex subspaces of minimal dimensions which are invariant under DN , DS
k
, and ∂r·.
Such spaces have a basis of the form ψ, ∂r ·ψ, Pψ, and ∂r ·Pψ, where ψ satisfies DNψ = λψ,
(DS
k
)2ψ = ρ2ψ, and P := DS
k
/ρ with λ, ρ ∈ R. All these operations commute with parallel
transport in r-direction, so by applying parallel transport in r-direction we obtain spinors
ψ, ∂r · ψ, Pψ, and ∂r · Pψ on Z = N × Sk × [a,∞) with similar relations, and the space of
all spinors of the form
ϕ = ϕ1(r)ψ + ϕ2(r)∂r · ψ + ϕ3(r)Pψ + ϕ4(r)∂r · Pψ
is preserved under the Dirac operator D on Z.
Then the operators discussed above restricted to such a minimal subspace are represented
by matrices and the equation Dϕ = 0 on Z reads as, cp. [2, Proof of Prop. 6.2],
Φ′λ,ρ(r) =
(
A− kc
2
Id︸ ︷︷ ︸
=:J
+
k
2
(
c− f
′(r)
f(r)
)
Id +
ρ
f(r)
B︸ ︷︷ ︸
:=G(r)
)
Φλ,ρ(r).
where Id is the identity matrix and
A :=

0 λ 0 0
λ 0 0 0
0 0 0 −λ
0 0 −λ 0
 , B :=

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ,
The eigenvalues of J are βλ,± = −kc2 ± λ – both of them have multiplicity two. Thus, by
Theorem 2.11 and since Φλ,ρ is L
2, for each ε > 0 there is r0 > 0 such that
|Φλ,ρ(r0)|e(Reβλ,−−ε)(r−r0) ≤|Φλ,ρ(r)| ≤ |Φλ,ρ(r0)|e(Reβλ,−+ε)(r−r0).
By Lemma 2.10 only ρ2 = k
2
4 occurs, i.e., ρ = ±k2 . Thus, we can proceed completely
analogously as for the estimate of ∂ru in the proof of Lemma 4.1 in order to obtain the
upper decay of ψ and ∂rψ. Then, in total we obtain the following
Lemma 4.2. Let (MmZ , g) be as in Notation 2.8. Let the Dirac operator D
g of (MZ , g) be
invertible, and let λ2N , λN ≥ 0, be the lowest Dirac eigenvalue for the square of the Dirac
operator (DN )2 on (N, gN ). Then for ε > 0 and r large enough we get for x = (xN , xS, r) ∈
Z the estimates (using Definition 2.3)
|ψ(x)| ≤ C0e−βr and |∇rψ(x)| ≤ C1e−βr,
where β = kc2 + λN .
5. Proof of Theorem 1.2
With the preparations on the Green function decay on (MZ , g) in the last two subsections
we are now ready to apply Theorem 3.1.
Theorem 5.1. Let (MmZ , g) be a Riemannian spin manifold as described above, for a precise
Definition see Notation 2.8. If m ≥ 6, assume additionally that there is a point p ∈M such
that (MZ , g) is conformally flat on a neighbourhood of p. We assume that the conformal
Laplacian and the Dirac operator on (MZ , g) are invertible. Furthermore, let
kc(3−m)
m− 2 +
m
m− 2Re
√
b+
supN scalN
am
− Re
√
b+
infN scalN
am
< 2λN (6)
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where λ2N , λN ≥ 0, is the smallest eigenvalue of the square of the Dirac operator, and
b :=
kc2(1− n)
4(m− 1) .
Then the mass of (MZ , g) is nonnegative.
Moreover, if the mass of (MZ , g) is zero, then (MZ , g) is conformally equivalent to S
m−k−1×
Hk+1.
Proof. First we note that n > 1, since otherwise Lg cannot be invertible. By Lemmata 4.1
and 4.2 we can apply Theorem 3.1 for
α1 =
kc
2
+ ε+Re
√
k2c2
4
+
supN scalN − c2k(k + 1)
am
α2 =
kc
2
− ε+Re
√
k2c2
4
+
infN scalN − c2k(k + 1)
am
β =
kc
2
+ λN .
Since ε can be chosen arbitrarily small, (6) is exactly the condition assumed in (3). Thus,
we obtain that the mass at p0 is nonnegative.
Assume now that the mass is zero. Then, by Theorem 3.1 M \ {p0} is conformally flat. By
Lemma A.1 one of the following cases occurs (where G is always finite):
N Z
1. Rn/G (Rn/G× Sk × (a,∞), gE + c2r2σk + dr2) c ∈ [0, 1], n > 1
2. Snc /G (S
n
c /G× Sk × (a,∞), σnc + sinhc(r)2σk + dr2) n > 1, c > 0
3. Sm−1c /G S
m−1
c /G× (a,∞) c > 0
4. Hm−1c /G H
m−1
c /G× (a,∞) c > 0
The first and fourth case are excluded since in that case the conformal Laplacian on MZ is
not invertible.
We now consider the second case: Z = Snc /G× (Hk+1c \ B¯a(0)) for G finite, n > 1 and c > 0.
Let (Mˆ = Snc × (Hk+1c \ B¯a(0)), gˆ) be the G-cover of M . The corresponding projection is
denoted by pi : Mˆ →M . Then, Mˆ still fulfills the assumptions in Theorem 2.2 and, thus, Lgˆ
possesses a Green function Γˆ. Since λN = λSn , [6, p. 62], Mˆ also fullfills the assumptions
of this theorem. Thus, from above we know that the mass of Mˆ at pˆ0 with pi(pˆ0) = p0
is nonnegative. On the other hand together with [13, Prop. 4.3] we obtain for nontrivial
G that 0 = mp0 > mpˆ0 ≥ 0 which gives a contradiction. Hence, G is the trivial group.
Analogously, we obtain in the third case that G is trivial. Summarizing we know that
Z = Snc × (Hk+1c \ B¯a(0)) with c > 0, n > 1 and k ≥ 0 or Z = Sm−1c × [a,∞) for c > 0.
In all those cases (MZ , g) is conformally compactifiable to a manifold (M˜, g˜) by considering
g˜ = h2g where h(r) = cosh−1(r) for r ≥ a, cp. [1, Prop. 3.1], and where M˜ \MZ is a totally
geodesic Sk. Note that on a neighbourhood U of the Sk the metric g˜ is the standard metric
on Sm. Set s = distg˜(., S
k). Then, cosh−1(r) = sin s for r ≥ a.
Let u˜ = h−
m−2
2 u. Then, Lg˜u˜ = δp0 on M˜ \ Sk. Since u ∈ L2(Z, g),
∫
Z
1
sin2 s u˜
2 dvolg˜ =∫
Z u
2 dvolg < ∞ and, hence,
∫
Z
1
s2 u˜
2 dvolg˜ < ∞. Thus, analogously as in [3, Lem. 7.3] we
can remove the singularity. Thus, u˜ is the Green function of (M˜, g˜) around p0 and the mass
of (M˜, g˜) is zero. It follows that (M˜ \ {p0}, u˜ 4m−2 g˜) is flat, complete and asymptotically
Euclidean. Thus, it has to be Rm. Thus, M is conformally equivalent to Sm, i.e., there is a
diffeomorphism ϕ : M\ → Sm with ϕ∗σm = f2g for some f ∈ C∞(M,R>0). By Liouville’s
theorem ϕ|U : U ⊂ Sm → ϕ(U) ⊂ Sm is the restriction of a conformal transformation
ψ : Sm → Sm. Then, the diffeomorphism ψ−1 ◦ ϕ : M → Sm is the identity on U . Thus, on
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U we have σm = f2σm and, hence, f |U = 1. Summarizing we obtain thatMZ is conformally
equivalent to Sm−k−1 ×Hk+1. 
Example 5.2. Let (MmZ = N
n × Hk+1c , g = gN + gc) where (Hk+1c = Sk × R, gc =
sinhc(r)
2σk + d r2) where sinhc(r) :=
1
c sinh(cr) for c > 0 and sinh0(r) := r. Moreover,
we assume that scalN is constant, and that N is closed.
Then, Lg = ∆N + ∆Hk+1c +
scalN−c2k(k+1)
am
. Since the scalar curvature of MZ is constant,
we get that the spectrum of Lg is given by [d,∞) with d := c2k24 + scalN−c
2k(k+1)
am
. Thus,
Lg is invertible if and only if d > 0 which is equivalent to (1). In particular, if n > 1, then
scalN > 0, and if n ∈ {0, 1} this is not possible. Let now n > 1. Since the whole real line
is the spectrum of the Dirac operator Hk+1c , the Dirac operator on MZ is invertible if and
only if the Dirac operator on N is. This is automatically fulfilled since scalN > 0. Hence, if
kc(3−m)
m− 2 +
2
m− 2
√
b+
scalN
am
< 2λN with b =
kc2(1− n)
4(m− 1)
is fulfilled, then Theorem 5.1 applies to MZ = N ×Hk+1c . Since m ≥ 3 and b ≤ 0, we always
have
kc(3−m)
m− 2 +
2
m− 2
√
b+
scalN
am
≤ 2
m− 2
√
scalN
am
≤ 2√
(m− 2)(m− 1)λN < 2λN
where the second inequality uses the Schrödinger-Lichnerowicz formula for N .
In particular, for M = Hk+1c × Sn, n > 1, and m ≥ 3, all the assumptions of Theorem 5.1
are fulfilled.
Proof of Theorem 1.2. Theorem 1.2 follows directly from Theorem 5.1 and Example 5.2. 
6. Application to the Yamabe invariant
Lemma 6.1. Let (MmZ , g) be as in Subsection 2.2 and we use the notations therein. As-
sume that the Dirac operator on (N, gN ) is invertible. Let m = 3, 4 or 5. Let Lg be an
invertible operatora and assume that (6) holds. Then, Q∗(MZ , g) < Q∗(Sm, σm) unless MZ
is conformally equivalent to Sn ×Hk+1.
Proof. By Theorem 1.2 the mass is positive. In order to obtain Q∗(MZ) < Q∗(Sm) we then
use the test function ϕ that was constructed by Schoen out of Γ, cp. [11, p. 482]. Since
Γ ∈ H21 , the calculation remains completely the same. 
Note that the conformal Laplacian of Sn ×Hk+1 is invertible only if n > 1.
Corollary 1.1. Let m = n+ k + 1, m ≥ 3 k > 0, and c ∈ [0, 1). Then
Q∗(Sn ×Hk+1c , σn + gc) < Q∗(Sm, σm).
Proof. For m ≥ 6, c ∈ [0, 1) and n > 1 the manifold Sn × Hk+1c is not conformally flat.
Thus, Aubin’s construction mentioned in the introduction yields the result in this case. For
n > 1 and m = 3, 4, 5 this follows from Theorem 6.1 together with Example 5.2. For the
remaining case n = 1 the claim follows from Q∗(S1 ×Hm−1c , σn + gc) = c
2
mQ∗(Sm, σm), cp.
[3, Rem. 9.9]. 
Appendix A. Conformally flat Riemannian products
Lemma A.1. Let (Mm = Mm11 ×Mm22 , g1 + g2) be a product manifold. Let m1,m2 ≥ 1
and m = m1 +m2 ≥ 3.
Then, M is conformally flat if and only if M1 and M2 both have constant sectional curvature
and in case that m1,m2 > 1 these sectional curvature have the same magnitude and opposite
sign.
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Proof. For the only if direction we start with m ≥ 4. Recall, that an m ≥ 4-dimensional
manifold is conformally flat if and only if its Weyl tensor
W = Rg +
scalg
2(m− 1)(m− 2)g 7 g −
1
m− 2Ricg 7 g
vanishes. We denote the scalar, Ricci, and Riemannian curvature of Mi by scali, Ric
i, and
Ri, respectively. Let X ∈ TM1 and Y ∈ TM2. We compute W (X,Y,X, Y ) and obtain
0 =
scal1 + scal2
(m− 1)(m− 2) −
1
m− 2
(
Ric1(X,X)
‖X‖2 +
Ric2(Y, Y )
‖Y ‖2
)
. (7)
Summation over a basis of TM1 and TM2 gives
0 = m2(m2 − 1)scal1 +m1(m1 − 1)scal2.
Thus, ifm1,m2 > 1, then scali is constant for i = 1, 2 and scal2 =
m2(m2−1)
m1(m1−1) scal1. Moreover,
then by (7) the Mi’s have constant Ricci curvature. Taking now X,Y ∈ TMi, i = 1
or 2, such that X ⊥ Y , we obtain by considering W (X,Y,X, Y ) that Ri(X,Y,X, Y ) =
const gi 7 gi(X,Y,X,Y). Thus, both Mi even have constant sectional curvature.
In casem1 = 1, then the curvatures ofM1 vanish and we obtain from (7) thatM2 is Einstein.
If, moreover, we take X,Y ∈ TM2 and obtain for W (X,Y,X, Y ) that R2(X,Y,X, Y ) =
scal2
2m(m−1)g2 7 g2(X,Y,X, Y ) and, thus, that the sectional curvature is constant. Thus we
conclude the only if direction of the claim for m ≥ 4.
It remains the case, that m = 3. Then, M is conformally flat if and only if its Cot-
ton tensor vanishes. The Cotton tensor is given by Cijk = ∇k
(
Ricgij − 12(m−1) scalggij
)
−
∇j
(
Ricgik − 12(m−1) scalggik
)
. W.l.o.g. let m1 = 1 and m2 = 2. Then, scalg = scal2,
Ricg = Ric2 = 12 scal2g2. Let {∂i = ∂j , ∂k} be a local orthonormal frame of M2. Then
0 = Cijk =
1
4∂kscal2. Thus, scal2 is constant.
The if-direction is checked analogously. 
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