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Seznam uporabljenih kratic
V pricˇujocˇem zakljucˇnem delu so uporabljene naslednje kratice:
LBP krajevni dvojiˇski vzorci
HOG histogram orientiranih gradientov
PCA analiza glavnih komponent
LDA linearna diskriminantna analiza
PCA+LDA izpeljanka transformacije LDA, ki temelji na predhodnem
zmanjˇsanju dimenzije vzorcev s pomocˇjo transformacije PCA
ASM aktivni model oblike
ROC krivulja, ki se uporablja za prikaz uspesˇnosti delovanja algoritmov
AUC povrsˇina pod ROC krivuljo
EER napaka enakega razvrsˇcˇanja
KLT Karhunen - Loe´vejeva transformacija
FLD Fisherjeva linearna diskriminanta
OpenBR odprtokodna knjizˇnica za biometricˇno razpoznavanje
IDE integrirano razvojno okolje
FAR napaka potrditve lazˇne osebe
FRR napaka zavrnitve prave osebe
Tabela 1: Uporabljene kratice
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xx Seznam uporabljenih kratic
Povzetek
Razpoznavanje obrazov je postalo v zadnjih letih eno najpomembnejˇsih in
hkrati najuspesˇnejˇsih podrocˇij analize in razumevanja slik. Za diplomsko delo
smo izdelali dve aplikaciji, ki opravljata funkcijo potrjevanja identitete oseb na
podlagi slik njihovih obrazov. Prva aplikacija je namenjena primerjanju dveh slik
bodisi istih bodisi razlicˇnih oseb, druga aplikacija pa je uporabljena kot pametna
prijava v sistem, kjer se slika zajeme preko kamere in primerja z dolocˇeno sliko
uporabnika.
Razpoznavanje obrazov v grobem izvedemo v sˇestih korakih: zajetje slike,
lokalizacija obraza na sliki, popravljanje slike (rotacija, skaliranje, popravljanje
osvetlitve), predstavitev slike, lusˇcˇenje znacˇilk in projiciranje v podprostor ter
racˇunanje ujemanja. V teoreticˇnem delu diplomskega dela smo opisali postopke,
ki jih uporablja algoritem za ucˇenje lastnega modela in postopke, ki jih algoritem
uporablja za odlocˇanje in racˇunanje ujemanja med slikami.
Z uporabo knjizˇnice OpenBR in njenih dveh razlicˇicah 4SF algoritma smo
naucˇili dva lastna modela, s pomocˇjo katerih smo izvedli evalvacijo na desetih
razlicˇnih podatkovnih zbirkah. Poleg dveh lastnih modelov, smo izvedli evalvacijo
za zˇe obstojecˇi model, naucˇen s strani avtorjev knjizˇnice. Model, ki je dosegel
najboljˇse rezultate pri evalvaciji, smo nato uporabili v obeh aplikacijah.
Kljucˇne besede: razpoznavanje obrazov, OpenBR, 4SF algoritem, PCA, LDA
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2 Povzetek
Abstract
In recent years face recognition became one of the most prominent and success-
ful areas of image analysis and understanding. For the purpose of this thesis two
applications were developed for identity verification using face images. The first
application compares two images from either the same or different person. The
second application is used as a smart login into a system, where the image is
taken by camera and then compared with a specific photo of a user.
Face recognition is roughly divided into six steps: image capturing, face loca-
lization and allignment, image correction (rotation, scaling, fixing illumination),
representation, feature extraction and projection into subspace and matching
computation. In the theoretical part of the thesis we described the procedures
used by the algorithm for training a new model and the procedures used for
decision making and for computation of matching between images.
Using OpenBR library and its two versions of the 4SF algorithm we trained
two models by which the evaluation on ten different datasets was conducted.
In addition, we conducted the evaluation of the existing model, trained by the
OpenBR library authors. The model, which has achieved the best results during
the evaluation, has been used in both applications.
Key words: Face Recognition, OpenBR, 4SF algorithm, PCA, LDA
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1 Uvod
Razpoznavalnik obrazov je vrsta sistema racˇunalniˇskega vida, ki na podlagi slik
obrazov izvede avtentikacijo ali identifikacijo oseb. Pri avtentikaciji gre za potr-
ditev, cˇe je oseba res ta, za katero se izdaja. Pri identifikaciji pa se primerja obraz
z obrazi v dolocˇeni zbirki. Kot rezultat identifikacije smatramo identiteto osebe,
katera nam ob primerjavi z obrazi iz zbirke vrne najvecˇji rezultat ujemanja.
S podrocˇjem samodejnega razpoznavanja obrazov se ukvarjajo razisko-
valci na razlicˇnih znanstvenih in varnostnih podrocˇjih: razpoznavanje vzorcev,
racˇunalniˇski vid, obvesˇcˇevalno-varnostne sluzˇbe in mnoga druga.
Prednost pred ostalimi biometricˇnimi metodami identifikacije, kot sta razpo-
znavanje na podlagi sˇarenice ali prstnih odtisov, predstavlja veliko lazˇja prido-
bitev tesnih naborov slik. Slike obrazov je mogocˇe zajeti z daljˇse razdalje, na
primer z nadzorno kamero. V veliko primerih pa kamere sploh ne opazimo, kar
jih naredi primerne za iskanje pogresˇanih otrok ali izsleditev kriminalcev na begu
[1].
V zadnjih dveh desetletjih so raziskovalci dosegli precejˇsen napredek v samo-
dejnem prepoznavanju obrazov. Najsodobnejˇsi komercialni sistemi lahko primer-
jajo slike obrazov s potnih listov, vozniˇskih dovoljenj in osumljencev, katerih slike
pridobiva policija, s skoraj popolno natancˇnostjo. Posledicˇno Zvezni preiskovalni
urad (angl. Federal Bureau of Investigation – FBI) in mnogi drugi drzˇavni in
lokalni organi pregona za identifikacijo osumljencev uporabljajo tehnologije raz-
poznavanja obrazov. Uspesˇnost razpoznavanja pa zmanjˇsajo razni dejavniki, kot
so osvetljenost okolice, razlike v pozah, letih in izrazih na obrazu [2].
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1.1 Cilji diplomske naloge
Glavni cilj pricˇujocˇega dela je izgradnja razpoznavalnika oseb, ki bo temeljil na
aktualnih in konkurencˇnih metodah razpoznavanja obrazov. Pred opisom izgra-
dnje aplikacije se bomo spoznali s podrocˇjem razpoznavanja obrazov, kjer bom
opisal teoreticˇno ozadje algoritmov ter njihovo delovanje pri razpoznavanju obra-
zov in ucˇenju modelov na razlicˇnih ucˇnih mnozˇicah. Bezˇno se bomo dotaknili
vpliva demografije ucˇne mnozˇice na uspesˇnost razpoznavanja.
Dodatni cilj dela je dolocˇiti sˇe uspesˇnost algoritma Spectrally Sampled Struc-
tural Subspace Features (v nadaljevanju 4SF) pri razpoznavanju obrazov, izpo-
staviti njegove pomankljivosti in predlagati morebitne izboljˇsave. Delo vkljucˇuje
evalvacijo treh modelov naucˇenih s pomocˇjo 4SF algoritma na razlicˇnih ucˇnih
mnozˇicah. Na podlagi rezultatov smo se odlocˇili, kateri model bo uporabljen v
razpoznavalniku oseb.
1.2 Struktura dela
Diplomsko delo je razdeljeno na vecˇ poglavij in podpoglavij. V prvem poglavju
bralca uvedemo v tematiko dela, predstavimo znacˇilnosti in mozˇnosti uporabe
razpoznavanja obrazov.
V drugem poglavju predstavimo teoreticˇno ozadje razpoznavanja obrazov.
Opiˇsemo postopek detekcije obrazov z uporabo Viola-Jones detektorja, ASEF
filtre, krajevne dvojiˇske vzorce (angl. Local Binary Pattern – LBP), SIFT in
HOG deskriptorje. V tem poglavju opiˇsemo tudi tehnike poravnavanja slik za
uspesˇnejˇse razpoznavanje ter metode za projekcijo v podprostor. Pri metodah
za projekcijo v podprostor se podrobno posvetimo analizi glavnih komponent
(angl. Principal Component Analysis – PCA), linearno diskriminantni analizi
(angl. Linear Discriminant Analysis – LDA) in postopku PCA+LDA. Pri teh-
nikah poravnavanja smo opisali metodo strjevanja, metodo lijakaste poravnave,
strjevanje s SIFT deskriptorji ter globoko ucˇenje. Na koncu opiˇsemo postopek
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racˇunanja podobnosti dveh slik in odlocˇanje na podlagi izracˇunov.
V tretjem poglavju je opisana knjizˇnica Open Source Biometric Recognition,
okrajˇsano OpenBR. Opisane so funkcije knjizˇnice, podrobneje pa sta opisani dve
razlicˇici algoritma, ki je implementiran v OpenBR, tj. algoritma 4SF. Opisan je
tudi postopek ucˇenja lastnega modela na poljubni ucˇni mnozˇici. Bezˇno se dota-
knemo vpliva demografije ucˇnih in testnih mnozˇic na uspesˇnost razpoznavanja.
Cˇetrto poglavje je razdeljeno na dve podpoglavji. Prvo podpoglavje opisuje
razvoj aplikacije za razpoznavanje oseb, koncˇni izgled in funkcionalnosti. Drugo
podpoglavje opisuje razvoj in koncˇni izgled aplikacije za pametno prijavo v sistem
na operacijskem sistemu Windows 7.
V petem poglavju je opisan postopek evalvacije. Opisali smo k-kratno precˇno
preverjanje, ROC krivulje, povrsˇino pod ROC krivuljo in uporabljene zbirke.
Na koncu smo opisali vse uporabljene zbirke, tako za evalvacijo kot za ucˇenje
modelov.
V sˇestem poglavju so predstavljeni rezultati postopka evalvacije na desetih
zbirkah. Na sˇtirih razlicˇicah smo primerjali dva modela, za ostalih sˇest zbirk pa
smo primerjali tri razlicˇne modele. Pri prvih sˇtirih zbirkah so podani rezultati za
vseh 10 precˇnih preverjanj, medtem ko so za ostalih sˇest zbirk podani le rezultati
za nakljucˇno preverjanje. Rezultati so v obliki ROC krivulj, izracˇunana je tudi
napaka enakega razvrsˇcˇanja (angl. Equal Error Rate – EER) in povrsˇina pod
ROC krivuljo (angl. Area Under the ROC Curve – AUC). Med seboj smo pri-
merjali rezultate uspesˇnosti delovanja na originalni zbirki v primerjavi z rezultati
dosezˇenimi na zbirki s poravnanimi slikami. Na koncu poglavja smo primerjali
dosezˇene rezultate z ostalimi objavljenjimi na spletni strani LFW.
V sedmem poglavju smo podali primere tipicˇnih napak, ki jih dela algoritem
4SF. Podali smo tudi mnenje zakaj je temu tako in kako bi algoritem izboljˇsal,
da do napak ne bi prihajalo.
V osmem in hkrati zadnjem poglavju so predstavljene sklepne ugotovitve di-
plomske naloge.
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cˇemer bomo opisali razdalje Minkovskega (Evklidova, Cˇebiˇsejeva...). Dodatno
bomo opisali sˇe postopke poravnavanja slik za cˇim uspesˇnejˇse razpoznavanje.
2.1 Detekcija obrazov
Detekcija obrazov je postopek, s katerimi na vhodni digitalni sliki poiˇscˇemo enega
ali vecˇ obrazov.
Detekcija objektov z uporabo drsecˇega okna je popularna tehnika za iden-
tifikacijo in lokalizacijo objektov na sliki. Pristop vkljucˇuje najprej skeniranje
slike s pravokotnim oknom fiksne velikosti, nato pa uporabo razvrsˇcˇevalnika na
regijah slike, ki jih dolocˇi pravokotno okno. Razvrsˇcˇevalnik izlusˇcˇi znacˇilne tocˇke
iz oznacˇenih regij in vrne verjetnost, da je okno meja dolocˇenega objekta. Po-
stopek se ponavlja na zaporedoma pomanjˇsanih kopijah slike, zato da se zazna
objekte vseh velikosti. V tem razdelku se bomo podrobneje posvetili detektorju
Viola-Jones, ki je uporabljen v nasˇem algoritmu.
Detektor Viola-jones je detektor objektov, ki se dandanes najvecˇ uporablja
za lokalizacijo obrazov na digitalnih 2D slikah. Javnosti je bil prvicˇ predstavljen
leta 2001 s strani Paula Viole in Michaela Jonesa [3]. Odlikujejo ga preprostost,
hitrost in uspesˇnost.
Medtem ko cˇlovek z lahkoto prepozna obraz, racˇunalnik potrebuje tocˇna ”na-
vodila”in omejitve. Viola-Jones za razpoznavanje potrebuje slike celotnega spre-
dnjega dela obraza, kljub temu pa so male rotacije in nagibi obrazov (vertikalno
in horizontalno do 45◦) za razpoznavanje sprejemljivi.
Postopek Viola-Jones uporablja tri pomembne prispevke pri zaznavanju obra-
zov. Najprej bom vsakega opisal na kratko, v podrazdelkih 2.1.1, 2.1.2 in 2.1.3
pa vsakega sˇe podrobno.
Prvi prispevek je predstavitev slik imenovana integralna slika (angl. integral
image), ki omogocˇa zelo hitro izracˇunavanje znacˇilk. Uporablja se nabor znacˇilk,
ki spominja na Haarove temeljne funkcije. Integralna slika se izracˇuna s slike z
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uporabo preprostih operacij na vsakem slikovnem elementu slike. Ko je enkrat
izracˇunana, se lahko vsaka znacˇilka kakrsˇnekoli velikosti ali lokacije izracˇuna s
konstatno hitrostjo [28].
Drugi prispevek je preprost in ucˇinkovit razvrsˇcˇevalnik, ki z uporabo Ada-
Boost [34] iz velike zbirke znacˇilk izbere majhno sˇtevilo pomembnih. Znotraj
vsakega podokna slike je skupno sˇtevilo znacˇilk dosti vecˇje od sˇtevila slikovnih
elementov slike. Da zagotovimo hitro razvrsˇcˇanje, mora ucˇni proces izkljucˇiti
veliko vecˇino znacˇilk in se posvetiti le majhnemu sˇtevilu kriticˇnih. Izbira znacˇilk
se dosezˇe s pomocˇjo ucˇnega algoritma AdaBoost z omejevanjem vsakega sˇibkega
razvrsˇcˇevalnika, da se zanasˇa na zgolj eno znacˇilko. Vsaka stopnja ojacˇenja (angl.
boosting), ki izbere nov sˇibek razvrsˇcˇevalnik, je videna kot proces izbire znacˇilke.
Tretji prispevek je metoda za kombiniranje kompleksnejˇsih razvrsˇcˇevalnikov
v kaskadne strukture, kar drasticˇno povecˇa hitrost detektorja s fokusiranjem na
obetajocˇa podrocˇja slike.
2.1.1 Znacˇilke in integralne slike
Detektor obrazov razvrsti slike na podlagi vrednosti preprostih znacˇilk. Najbolj
pomemben razlog za uporabo znacˇilk namesto direktnih slikovnih elementov je
mnogo hitrejˇse delovanje. Uporabljamo tri vrste znacˇilk. Vrednost znacˇilke dveh
pravokotnih oken (angl. two-rectangle feature) je razlika med vsotami slikovnih
elementov znotraj obeh pravokotnih regij. Regije so enakih velikosti ter oblik in so
si vertikalno ali horizontalno sosednje. Vrednost znacˇilke treh pravokotnih oken
(angl. three-rectangle feature) je vsota zunanjih dveh pravokotnikov, odsˇteta
od vsote notranjega pravokotnika. Vrednost znacˇilke sˇtirih pravokotnih oken je
razlika med vrednostmi diagonalnih parov pravokotnikov. Primer pravokotnih
oken znacˇilk prikazuje slika 2.2.
Vsota slikovnih elementov znotraj belih pravokotnih oken se odsˇteje od vsote
slikovnih elementov znotraj sivih pravokotnih oken. Znacˇilke dveh pravokotnih
oken prikazujeta (A) in (B), (C) prikazuje znacˇilke treh pravokotnih oken in (D)
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Slika 2.2: Primer pravokotnih oken znacˇilk. [3]
znacˇilke sˇtirih pravokotnih oken.
Znacˇilke znotraj pravokotnih oken racˇunamo hitro z uporabo predstavitve
slik, imenovane integralna slika. Integralna slika na lokaciji x, y vkljucˇuje vsoto
slikovnih elementov levo in zgoraj od x, y:
ii(x, y) =
∑
x′≤x,y′≤y
i(x′, y′) , (2.1)
kjer je ii(x, y) integralna slika in i(x, y) prvotna slika. Z uporabo spodnjih dveh
ponovitev lahko izracˇunamo integralno sliko iz prvotne slike v enem koraku:
s(x, y) = s(x, y − 1) + i(x, y) , (2.2)
ii(x, y) = ii(x− 1, y) + s(x, y) , (2.3)
kjer je s(x, y) sesˇtevek vsot vsake vrstice, s(x,−1) = 0 in ii(−1, y) = 0.
Z uporabo integralne slike se lahko vsota posameznega pravokotnega okna
izracˇuna s sˇtirimi referencˇnimi vrednostmi, kot prikazuje slika 2.3.
Vrednost integralne slike na lokaciji 1 je vsota vseh slikovnih elementov znotraj
pravokotnega okna A. Vrednost na lokaciji 2 je vsota pravokotnih oken A in B,
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Slika 2.3: Vsota slikovnih elementov znotraj pravokotnega okna D se lahko
izracˇuna s sklicevanjem na sˇtiri vrednosti ogliˇscˇ. [3]
na lokaciji 3 vsota oken A in C, na lokaciji 4 pa vsota vseh sˇtirih pravokotnih
oken A, B, C in D. Vsota znotraj D lahko izracˇunamo tudi z enacˇbo 4+1-(2+3).
Dodaten razlog za uporabo integralnih slik izhaja iz cˇlanka [5], kjer avtorji
poudarijo, da je lahko v primeru linearnih operacij, katerakoli obrnljiva linearna
operacija izvedena na f ali g, cˇe je inverzna vrednost izvedena na rezultatu. Cˇe v
primeru konvolucije, odvajamo sliko in jedro, moramo rezultat dvakrat integrirati:
f ∗ g =
∫∫
(f ′ ∗ g′) . (2.4)
Obrnljiva linearna operacija je izvedena na f , cˇe je na g izveden njen inverz:
(f ′′) ∗ (
∫∫
g) = f ∗ g . (2.5)
Integralna slika je v bistvu dvojni integral prvotne slike (prvi integral po vrsticah
in drugi integral po stolpcih). Drugi odvod pravokotnega okna (prvi odvod po
vrsticah in drugi po stolpcih) pa nam vrne sˇtiri delta funkcije na vsakem robu
pravokotnega okna.
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2.1.2 AdaBoost
Kljub temu, da je racˇunanje vsake znacˇilke zelo ucˇinkovito, pa racˇunanje znacˇilk
za celotno mnozˇico postane nedopustno. Resˇitev tega problema je iskanje majh-
nega sˇtevila znacˇilk, katere lahko zdruzˇimo v ucˇinkovit razvrsˇcˇevalnik.
V originalni izvedbi je AdaBoost ucˇljiv algoritem, uporabljen za povecˇanje
uspesˇnosti razvrsˇcˇanja preprostega ucˇljivega algoritma (recimo preprostega per-
ceptrona). To stori z zdruzˇenjem sˇibkih razvrsˇcˇevalnih funkcij, s cˇimer tvori mocˇni
razvrsˇcˇevalnik. Perceptronov algoritem za ucˇenje tako preiˇscˇe celotno mnozˇico
mozˇnih perceptronov in vrne perceptron z najnizˇno napako razvrsˇcˇanja. [3]
Da je sˇibki ucˇenec lahko pospesˇen (angl. boosted), mora resˇiti zaporedje ucˇnih
problemov. Po prvi rundi ucˇenja, se primere ponovno utezˇi, zato da poudarijo ne-
pravilno razvrsˇcˇene s strani sˇibkega razvrsˇcˇevalnika. Koncˇen mocˇni razvrsˇcˇevalnik
ima obliko perceptrona, utezˇeno kombinacijo sˇibkih razvrsˇcˇevalnikov, katerim
sledi prag (angl. threshold). [3]
AdaBoost je agresiven mehanizem za izbiranje majhnih mnozˇic dobrih
razvrsˇcˇevalnih funkcij, katere pa imajo pomembne raznolikosti. Kljub temu, da je
Adaboost proces dokaj efektiven, je mnozˇica sˇibkih razvrsˇcˇevalnikov zelo velika.
Ker je po en sˇibek razvrsˇcˇevalnik za vsako izrazito kombinacijo znacˇilka-prag, ob-
staja KN sˇibkih razvrsˇcˇevalnikov, kjer je K sˇtevilo znacˇilk in N sˇtevilo primerov.
Katerakoli pragova, ki lezˇita med istim parom razvrsˇcˇenih primerov, sta si enaka.
To pomeni, da je skupno sˇtevilo izrazitih pragov enako N. Pri podanih N=20000
in K=160000 tako obstaja 3.2 miljarde izrazitih binarnih sˇibkih razvrsˇcˇevalnikov.
Kljucˇna prednost AdaBoost mehanizma pred ostalimi metodami, pa je hitrost
ucˇenja. [3]
Prva znacˇilka meri razliko v intenzivnosti med podrocˇjem ocˇi in podrocˇjem
med obema licˇnicama, druga pa razliko v intenzivnosti med ocˇesnimi in nosnimi
podrocˇji, kot prikazuje slika 2.4.
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Slika 2.4: Prve in druge znacˇilke, ki jih izbere AdaBoost. [3]
2.1.3 Kaskadni razvrsˇcˇevalniki
V tem razdelku bomo predstavili algoritem za izgradnjo kaskade razvrsˇcˇevalnikov,
s cˇimer dosezˇemo hitrejˇso zaznavanje obraza ob tem pa zmanjˇsujemo cˇas
racˇunanja.
Preprosti razvrsˇcˇevalniki se uporabijo za zavrnitev vecˇine podoken predno
nastopijo kompleksnejˇsi razvrsˇcˇevalniki za doseganje nizke stopnje napacˇno potr-
jenih dogodkov.
Sˇtevilo podoken, ki potrebujejo nadaljnje obdelave, lahko razvrsˇcˇevalnik bi-
stveno zmanjˇsa z uporabo naslednjih operacij:
• Evalvacija pravokotnih znacˇilk (zahteva med 6 in 9 referencˇnih vrednosti
(angl. array references) na znacˇilko)
• Izracˇun sˇibkega razvrsˇcˇevalnika za vsako znacˇilko (zahteva eno upragovlja-
nje na znacˇilko)
• Zdruzˇevanje sˇibkih razvrsˇcˇevalnikov (zahteva eno mnozˇenje, zbiranje in
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2.2 Iskanje znacˇilnih tocˇk
2.2.1 Average of Synthetic Exact Filters (ASEF)
V tem razdelku bomo predstavili namen ASEF filtrov, razliko med ASEF in
prejˇsnjimi razlicˇicami filtrov za zaznavanje ocˇi ter postopek lokalizacije ocˇi.
ASEF filtri predstavljajo korelacijske filtre, ki se v 4SF algoritmu, katerega
bomo predstavili v naslednjem poglavju, uporabljajo za zaznavanje ocˇi na obrazih.
Razlika med ASEF filtrom in drugimi korelacijskimi filtri je v tem, da z upo-
rabo teorema konvolucije poenostavi preslikavo med vhodno sliko in korelacijsko
ravnino. V Fourierevi domeni korelacija postane mnozˇenje, vsak ustrezen Fouri-
erev koeficient pa je obdelan neodvisno [6].
2.2.1.1 Izgradnja ASEF filtra
Ucˇna mnozˇica ASEF filtrov je sestavljena iz parov za ucˇenje {fi, gi}, kjer je fi
ucˇna slika in gi z njo povezan zˇeleni korelacijski izhod. Korelacijska slika gi je
dvo-dimenzionalna Gaussova funkcija, sinteticˇno generirana s svetlo piko na sliki
s koordinatami (xi, yi) in radijem σ, medtem ko ostala podrocˇja slike ostanejo
cˇrna, kar matematicˇno zapiˇsemo s spodnjo enacˇbo:
gi(x, y) = e
−
(x− xi)
2 + (y − yi)
2
σ2 , (2.6)
kjer sta x in y spremenljivki, ki oznacˇujeta polozˇaj danega slikovnega elementa,
xi in yi koordinati ocˇesa ter σ radij tocˇke.
Povezavo med ucˇno sliko in sinteticˇnim izhodom definira naslednja enacˇba:
gi(x, y) = fi(x, y) ∗ hi(x, y) , (2.7)
kjer je ∗ operacija konvolucije. Postopek izgradnje ASEF filtra prikazuje slika
2.6.
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linearna operacija, lahko povprecˇje vseh filtrov izracˇunamo v Fourierjevi ali pro-
storski domeni:
H∗µ(ω, ν) =
1
N
N∑
i=1
H∗i (ω, ν) , (2.10)
hµ(x, y) =
1
N
N∑
i=1
hi(x, y) . (2.11)
Kjer sta Hµ in hµ koncˇna ASEF filtra. Vecˇ kot je vhodnih korelacijskih filtrov,
vecˇja je kakovost koncˇnega ASEF filtra.
Z dobljenim koncˇnim filtrom pomnozˇimo preostale slike v frekvencˇnem pro-
storu, izvedemo inverzno Fourierjevo transformacijo in tako dobimo cˇrno sliko z
belim podrocˇjem. Maksimum tega podrocˇja predstavlja iskan polozˇaj ocˇesa [6].
2.3 Deskriptorji in znacˇilke za opis slike
V naslednjih treh izdelkih bomo opisali tri deskriptorje, ki jih OpenBR uporablja
za opis slik, in sicer LBP, SIFT in HOG deskriptorje.
2.3.1 LBP
Krajevni dvojiˇski vzorci (angl. Local Binary Pattern – LBP) so preprosti in hkrati
zelo ucˇinkoviti strukturni operatorji, ki opisujejo okolico slikovnih elementov z
upragovljanjem sosedov vsakega slikovnega elementa, kot rezultat pa izpiˇsejo bi-
narno sˇtevilo. Prvicˇ sta jih predstavila T. Ojala in M. Pietika¨inen, leta 1999 [11].
Najbolj pomembna lastnost LBP je robustnost pri spremembah sivih odtenkov
slike (nihanje osvetlitve). Druga pomembna lastnost je racˇunska preprostost, kar
omogocˇa analizo slik v zahtevnih okoljih v realnem cˇasu [12]. Slika 2.7 predstavlja
sosesko 3×3 slikovnih elementov.
Vrednosti slikovnih elementov v upragovljeni soseski so pomnozˇene z za vsak
slikovni element ustrezno podanimi utezˇmi. Vrednosti osmih slikovnih elementov
so nato sesˇtete, s cˇimer pridobimo vrednost LBP za to sosesko. LBP je v definiciji
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2.3.2 SIFT
Scale Invariant Feature Transform (SIFT) so pogosto uporabljeni lokalni deskrip-
torji, ki se najpogosteje uporabljajo za dolocˇanje ujemanja objektov na slikah.
Invariantni so na razlicˇne spremembe v sliki, kot so velikost, translacija in rota-
cija. Postopek izracˇuna deskriptorja je sestavljen iz sˇtirih korakov:
• Iskanje ekstremov v prostoru meril: Prvi korak izracˇuna je iskanje poten-
cialno zanimivih tocˇk, katere so invariantne na skaliranje in orientacijo, z
uporabo DoG prostora locˇljivosti.
• Lokalizacija znacˇilnih tocˇk: Ko enkrat lokaliziramo potencialne znacˇilne
tocˇke, sledi postopek izlocˇevanja dolocˇenih z namenom pridobitve na-
tancˇnejˇsih rezultatov. Pri tem izlocˇimo znacˇilne tocˇke z nizkim kontrastom
in znacˇilne tocˇke na robnih slikovnih elementih slike.
• Dolocˇitev orientacije znacˇilne tocˇke: Zˇelimo, da so deskriptorji invariantni
na rotacije objektov na sliki, zato za vsako znacˇilno tocˇko dolocˇimo orien-
tacijo lokalnih gradientov in v skladu z njo normiramo podatke.
• Dolocˇitev deskriptorja: V zadnjem koraku zˇelimo dolocˇiti deskriptor, ki
poleg dolocˇenega (invariantnost na translacije, rotacije, velikost) zagotavlja
sˇe invariatnost na svetlobne razmere in 3D perspektivo na objekte slike.
V naslednjih razdelkih bomo podrobneje opisali vse sˇtiri korake za izracˇun
SIFT deskriptorja.
2.3.2.1 Iskanje ekstremov v prostoru meril
V prvem koraku odkrivanja znacˇilnih tocˇk je potrebno ugotoviti katere lokacije
in merila se lahko vecˇkrat dolocˇijo istemu objektu pod razlicˇnimi perspektivami.
Detekcija lokacij, ki so invariantne na spremembe meril slike, je lahko dosezˇena
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2.3.2.2 Lokalizacija znacˇilnih tocˇk
Ko na slikah najdemo znacˇilne tocˇke, je potrebno nekatere odstaniti, bodisi za-
radi nizkega kontrasta (obcˇutljivost na sˇum), bodisi zaradi lege na robovih slike.
Najprej bomo predstavili izlocˇanje znacˇilnih tocˇk z nizkim kontrastom.
Postopek izlocˇanja znacˇilnih tocˇk z nizkim kontastom je bil predstavljen v
cˇlanku [17], in sicer aproksimiramo okolico znacˇilne tocˇke x s kvadratno Taylorjevo
vrsto DoG prostora meril D(x,y,σ):
D(x) = D +
∂DT
∂x
+
1
2
xT
∂2DT
∂x2
x , (2.16)
kjer so D in njegovi odvodi ocenjeni na podlagi vzorcˇne tocˇke in x = (x,y,σ)T
odmik od te tocˇke. Lokalni maksimum in z njim natancˇnejˇsi polozˇaj znacˇilne
tocˇke izracˇunamo s pomocˇjo spodnje enacˇbe:
xˆ = −
∂2D−1
∂x2
∂D
∂x
. (2.17)
Vrednost funkcije v ekstremu D(xˆ) se uporablja za izlocˇanje nestabilnih ek-
stremov z nizkim kontrastom. To storimo tako, da enacˇbo (2.17) vnesemo v
enacˇbo (2.16), pri cˇemer dobimo:
D(xˆ) = D +
1
2
∂DT
∂x
.xˆ (2.18)
Za eksperimente v cˇlanku [16], po katerem je povzeto poglavje o SIFT de-
skriptorjih, je uporabljena mejna vrednost 0.03. To pomeni, da izlocˇimo znacˇilno
tocˇko, cˇe je vrednost ekstrema |D(xˆ)| manjˇsa od 0.03.
Ko izlocˇimo znacˇilne tocˇke z nizkim kontrastom, sledi izlocˇanje znacˇilnih tocˇk
na robnih slikovnih elementih slike.
Slabo definiran vrh DoG funkcije bo imel veliko ukrivljenost na robu ter
majhno ukrivljenost v pravokotni smeri. Glavno ukrivljenost izracˇunamo z upo-
rabo Hessove matrike parcialnih odvodov okolice dane znacˇilne tocˇke:
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H =

Dxx Dxy
Dxy Dyy

 . (2.19)
Slika 2.11 je sestavljena iz sˇtirih delov. (a) prikazuje vhodno sliko, (b) pri-
kazuje zaznane znacˇilke tocˇke z vsemi ekstremi DoG, (c) in (d) pa prikazujeta
znacˇilne tocˇke po tem, ko odstranimo tiste z nizkim kontrastom in tiste, ki lezˇijo
na robovih slikovnih elementov.
Slika 2.11: (a) prikazuje vhodno sliko, (b) prikazuje 832 znacˇilnih tocˇk z vsemi
ekstremi DoG, (c) prikazuje 729 preostalih znacˇilnih tocˇk, po tem ko izlocˇimo tiste
z vrednostjo |D(xˆ)| manjˇso od 0.03, (d) prikazuje preostale znacˇilke, ko izlocˇimo
tocˇke na robnih slikovnih elementih. [16]
Lastne vrednosti (angl. eigenvalues) matrike H so proporcionalne glavnim
ukrivljenostim D. Ker nas zanima zgolj medsebojno razmerje lastnih vrednosti,
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se lahko izognemo eksplicitnemu racˇunanju le teh. Naj bo α lastna vrednost z
najvecˇjo amplitudo in β lastna vrednost z manjˇso amplitudo od α. Vsoto lastnih
vrednosti izracˇunamo kot sled matrikeH (vsota elementov na diagonali matrike):
Tr(H) = Dxx +Dyy = α + β . (2.20)
Produkt lastnih vrednosti pa izracˇunamo iz determinante:
Det(H) = DxxDyy − (D
2
xy) = αβ . (2.21)
V primeru, da ima determinanta negativno vrednost, ima ukrivljenost negati-
ven predznak, pri cˇemer se znacˇilno tocˇko samodejno zavrzˇe, ker ni ekstrem. Naj
bo r razmerje med najvecˇjo in manjˇso amplitudo lastne vrednosti, tako, da velja
α =rβ. Razmerje med kvadratom vsote lastnih vrednosti in produktom lastnih
vrednosti lahko zapiˇsemo zgolj z razmerjem med amplitudami lastnih vrednosti:
Tr(H)2
Det(H)
=
(α + β)2
αβ
=
(rβ + β)2
rβ2
=
(r + 1)2
r
, (2.22)
pri cˇemer vrednost temelji zgolj na odvisnosti razmerja in ne posameznih
vrednostih.
(r + 1)2
r
je najmanjˇsa, ko sta si dve lastni vrednosti enaki in se
povecˇuje z r-jem. Da preverimo ali je razmerje glavnih ukrivljenosti pod nekim
pragom r, izracˇunamo:
Tr(H)2
Det(H)
<
(r + 1)2
r
. (2.23)
V cˇlanku [16] je vrednost praga r nastavljena na 10, s cˇimer se izlocˇijo znacˇilne
tocˇke, ki imajo razmerje med glavnimi ukrivljenostmi vecˇje od 10. Efektivnost
operacije prikazuje prehod iz (c) na (d) na sliki 2.10 [16, stran 12].
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2.3.2.3 Dolocˇitev orientacije znacˇilne tocˇke
Za glajeno sliko L(x,y,σ), kjer je σ merilo dane znacˇilne tocˇke, se izracˇuna am-
plituda in smer gradienta:
m(x, y) =
√
((L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2) ,
(2.24)
Θ(x, y) = tan−1
(L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
. (2.25)
Znacˇilni tocˇki se pripiˇse orientacija, ki ustreza maksimumu glajenega histo-
grama. Za izracˇun orientacije se uporabi najviˇsji vrh histograma, ter vsi ostali
vrhi, ki dosegajo vsaj 80 odstotkov najviˇsjega. Na lokacijah, kjer je vecˇ vrhov s
podobno amplitudo, se ustvari vecˇ znacˇilnih tocˇk v istem merilu, vendar z dru-
gimi orientacijami. Zgolj 15 odstotkom vseh tocˇk se priredi vecˇ orientacij, katere
pa bistveno prispevajo k stabilnosti ujemanja. Za konec se s parabolo povezˇejo
tri vrednosti histograma, ki so najblizˇje posameznemu vrhu, s cˇimer se dosezˇe
vecˇja natancˇnost [16, stran 13].
2.3.2.4 Dolocˇitev deskriptorja
V prejˇsnjih korakih smo poiskali lokacije znacˇilnih tocˇk pri dolocˇenemu merilu in
dodeljenih orientacijah. S tem smo zagotovili invarianco na lokacijo slike, merilo
in rotacijo. Sedaj zˇelimo izracˇunati deskriptor za vsako znacˇilno tocˇko tako, da
je deskriptor dobro prepoznaven in hkrati delno neobcˇutljiv na preostale motnje,
kot sta kontrast slike in 3D vidik.
Sedaj iz amplitude in orientacije vzorcev velikosti 16×16 izracˇunamo niz ori-
entacijskih histogramov, tako da vsak histogram vsebuje vzorce iz 4×4 slikovnih
tocˇk velike regije. Deskriptor tako postane vektor vseh vrednosti vseh histo-
gramov. Ker je 4×4 = 16 histogramov in ker vsak vsebuje 8 polj, ima vektor
128 elementov. Za konec deskriptor normiramo na dolzˇino ena, kar izlocˇi vpliv
kontrasta na vrednost deskriptorja [16]. Opisano prikazuje slika 2.12.
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Slika 2.12: Deskriptor sestavimo iz 128 relativnih frekvenc vseh 16 histogramov.
[16]
2.3.3 HOG
Histogram orientiranih gradientov (angl. Histogram of Oriented Gradients –
HOG) je deskriptor znacˇilk, ki se uporablja v racˇunalniˇskem vidu in procesi-
ranju slik za zaznavanje objektov. Ideja HOG deskriptorja je, da so lokalne pred-
stavitve objektov lahko opisane s porazdelitvijo svetilnosti gradientov ali robnih
smeri. Slika se razdeli v majhna povezana obmocˇja, ki jih imenujemo celice, sli-
kovne elemente znotraj vsake celice pa predstavlja histogram gradientnih smeri.
HOG deskriptor dobimo tako, da zdruzˇimo vse histograme. Za izboljˇsano na-
tancˇnost lahko kontrastno normiramo lokalne histograme, tako da izracˇunamo
svetilnost za vecˇje podrocˇje imenovano blok, nato pa z uporabo te vrednosti nor-
miramo vse celice znotraj bloka. To normiranje se odrazˇa v boljˇsi invariantnosti
na spremembe osvetlitve in sencˇenja slike.
Izracˇun HOG deskriptorja poteka v sˇtirih korakih:
• Izracˇun gradienta
• Razporeditev gradientov v polja
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• Bloki deskriptorja
• Normiranje blokov
2.3.3.1 Izracˇun gradienta
Prvi korak pri izracˇunu deskriptorjev znacˇilk je ponavadi zagotovitev normirane
barve in gama popravkov (angl. gamma correction). Kot sta Dalal in Triggs
dokazala v cˇlanku [18] pa lahko ta korak izpustimo, saj s poznejˇsim normiranjem
dosezˇemo enak rezultat.
Prvi korak izracˇuna HOG deskriptorjev je tako izracˇun gradientov. Najpogo-
steje uporabljena metoda je uporaba 1-dimenzionalne centrirane diskretne maske
v horizontalni in vertikalni smeri. Natancˇneje metoda zahteva filtiriranje sive
slike z dvemi jedri: Dx = [-1 0 1] in Dy = [-1 0 1]
T . Naslednji enacˇbi uporabimo
za izracˇun odvodov X in Y podane vhodne slike I:
IX = DX ∗ I , (2.26)
IY = DY ∗ I . (2.27)
Amplituda gradienta:
|G| =
√
I2X + I
2
Y . (2.28)
Orientacija gradienta:
Θ = arctan
IY
IX
. (2.29)
Dalal in Triggs [18] sta ovrednotila tudi dosti kompleksnejˇse maske (npr. 3x3
Sobel in 2x2 diagonalne maske), vendar so se pri zaznavanju oseb na slikah odre-
zale slabsˇe od preproste 1D maske. Slika 2.13 prikazuje vhodno sliko I, slika 2.14
pa njuna X in Y odvoda.
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Slika 2.13: Vhodna slika I. [19]
Slika 2.14: X odvod vhodne slike (levo) in Y odvod vhodne slike (desno). [19]
2.3.3.2 Razporeditev gradientov v polja
V drugem koraku izracˇuna ustvarimo histograme slikovnih elementov v celicah.
Vsak slikovni element izracˇuna utezˇen glas za robno usmerjen histogram, glede
na predhodno izracˇunane vrednosti gradienta. Glasovi so shranjeni v polja preko
lokalnih podrocˇij, ki jih imenujemo celice. Same celice so lahko pravokotne ali
radialne oblike. Polja so enakomerno porazdeljena med 0 in 360 stopinjami ali
med 0 in 180 stopinjami, odvisno od tega, ali je gradient predznacˇen ali ne.
Kar se ticˇe utezˇi glasu je prispevek posameznega slikovnega elementa lahko sama
amplituda gradienta ali katera funkcija amplitude (kvadrat amplitude ali koren
2.3 Deskriptorji in znacˇilke za opis slike 31
amplitude) [18].
Slika 2.15 prikazuje amplitudo gradienta na podlagi vhodne slike 2.13, slika
2.16 primer razdelitve slike na celice, slika 2.17 pa HOG deskriptorje, normirane
znotraj vsake celice.
Slika 2.15: Amplituda gradienta. [19]
Slika 2.16: Primer razdelitve slike na celice. [19]
Slika 2.17: HOG deskriptorji (normirani znotraj vsake celice). [19]
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2.3.3.3 Bloki deskriptorja
Za uposˇtevanje sprememb v osvetljenosti in kontrastu, moramo mocˇ gradienta
lokalno normirati, kar zahteva grupiranje vecˇ celic v velike, prostorsko povezane
bloke. HOG deskriptor je tako vektor komponent normiranih celicˇnih histogra-
mov preko vseh podrocˇij blokov. Ti bloki se tipicˇno prekrivajo, kar pomeni,
da vsaka celica vecˇ kot enkrat prispeva h koncˇnemu deskriptorju. Obstajata dve
blocˇni geometriji: pravokotni R-HOG bloki in krozˇni C-HOG bloki. Bloki R-HOG
so tipicˇno kvadratne mrezˇe, predstavljene s tremi parametri: sˇtevilo celic vsakega
bloka, sˇtevilo slikovnih elementov vsake celice in sˇtevilo kvantizacijskih nivojev
za vsak histogram v celici. Bloki C-HOG so predstavljeni s sˇtirimi parametri:
sˇtevilo oglatih in radialnih polj, radij sredinskega polja v slikovnem elementu in
faktor narasˇcˇanja za naslednje radije [18].
Bloki R-HOG so zelo podobni SIFT deskriptorjem glede na zasnovo, vendar
so R-HOG bloki izracˇunani iz gostih mrezˇ, pri enotnem merilu in brez poravnave
orientacije, medtem ko so SIFT deskriptorji izracˇunani na redkih, locˇljivostno
invariantnih znacˇilnih tocˇkah slike, s poravnano orientacijo.
2.3.3.4 Normiranje blokov
Za normiranje blokov poznamo vecˇ razlicˇnih metod. Naj bo v ne-normiran vektor,
ki vsebuje vse histograme dolocˇenega bloka, ‖νk‖njegov k-ti cˇlen za k = 1,2 in e
neka majhna konstanta (njena vrednost na rezultat ne vpliva). Faktor normiranja
f lahko izracˇunamo po eni od naslednjih enacˇb (od zgoraj navzdol, L2-norm, L1-
norm, L1-sqrt):
f =
ν√
‖ν‖22 + e
2
, (2.30)
f =
ν√
‖ν‖21 + e
, (2.31)
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f =
√
ν
‖ν‖1 + e
. (2.32)
2.4 Postopki poravnavanja slik za cˇim uspesˇnejˇse razpo-
znavanje
Cevovod razpoznavanja obrazov je v grobem sestavljen iz treh korakov: zazna-
vanje obraza, poravnava in identifikacija. Boljˇsa kot je poravnava obraza, boljˇsi
bodo rezultati identifikacije, kar poudarja vlogo postopkov za samodejno porav-
navanje. Kljub temu, da obstajajo sˇtevilne aplikacije za zaznavanje in razpozna-
vanje, menimo, da odstotnost celovitega sistema, ki bi bil sposoben ucˇinkovitega
razpoznavanja v poljubnih situacijah, v veliki meri predstavlja tezˇavnost pri po-
ravnavanju slik [32, str. 1].
V sledecˇem podpoglavju bomo opisali sistem, ki ob dani zbirki slik, samodejno
generira postopek za poravnavanje slik dane zbirke.
Napravo za poravnavanje bomo v nadaljevanju imenovali slikovni lijak (angl.
image funnel). Kot vhod sprejme grobo poravnano sliko iz zbirke, vrne pa dobro
poravnano. Prednost tega sistema je samodejno delovanje, pri katerem ne ra-
bimo oznacˇiti delov objektov na slikah, niti ne rabimo identificirati zacˇetne poze.
Pomembno je le, da so objekti na zacˇetku vsaj grobo poravnani. Izraz porav-
nava se ne nanasˇa na lokalizacijo obrazih znacˇilk, ampak na postavitev obrazov
v kanonicˇno pozo [32, str. 2].
V sledecˇih razdelkih bomo opisali postopke, ki smo jih evalvirali: postopek
strjevanja (angl. congealing), porazdelitveno polje (angl. distribution field), po-
stopek lijakaste poravnave (angl. funneling), postopek strjevanja s SIFT deskrip-
torji in postopek globokega strjevanja (angl. deep congealing).
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2.4.1 Postopek strjevanja
Pri postopku strjevanja je kljucˇnega pomena porazdelitveno polje (angl. distri-
bution field). Naj bo X = {1,2,...,M} mnozˇica vseh mozˇnih vrednosti znacˇilk
nekega slikovnega elementa. Na primer uporaba svetilnosti vrednosti znacˇilk, pri
dvo-bitni slikiM = 2, pri sivi slikiM = 256. Porazdelitveno polje je porazdelitev
skozi celotno mnozˇico M , kar pri dvobitni sliki predstavljata vrednosti {0,1} za
vsak slikovni element tocˇke [32, str. 3].
Drug koncept kljucˇnega pomena pri strjevanju je sklad slikovnih tocˇk (angl.
pixel stack). Sestavljen je iz mnozˇice vrednosti z domeno X na tocˇno dolocˇeni
lokaciji slikovne tocˇke skozi celotno zbirko slik. Tako je empiricˇna porazdelitev
na dani slikovni tocˇki porazdelitvenega polja dolocˇena s skladom slikovne tocˇke
na tisti slikovni tocˇki [32, str. 3].
Strjevanje nadaljuje s ponavljanjem racˇunanja empiricˇnega porazdelitvenega
dela, definiranega na zbirki slik, nato pa za vsako sliko izbere transformacijo,
ki zmanjˇsuje entropijo porazdelitvenega polja. Bistvo tega postopka je, da je
zmanjˇsanje entropije ekvivalentno povecˇanju verjetnosti, da je sliko generiralo
porazdelitveno polje [33].
Na kratko povzeto delovanje postopka strjevanja je naslednje: izracˇuna se
empiricˇno porazdelitveno polje dane zbirke slik, poiˇscˇe se transformacija vsake
slike, tako da zmanjˇsamo entropijo in hkrati povecˇamo verjetnost, da je sliko
generiralo porazdelitveno polje, nato pa ponovno izracˇunamo porazdelitveno polje
glede na transformirane slike. Izvajanje ponavljamo do konvergence.
Ko enkrat izvedemo strjevanje na dolocˇeni mnozˇici slik (npr. ucˇni mnozˇici),
nadaljujemo s postopkom lijakaste poravnave, s katero poravnamo dodatne slike
(npr. testna mnozˇica). S tem se izognemo postopku, kot je ponovna uporaba
algoritma za strjevanje, za vsako dodano sliko v ucˇno mnozˇico. Lijakasta porav-
nava tako predstavlja efektivnejˇsi in hitrejˇsi postopek poravnave dodatnih slik.
Postopek izvajamo tako, da ohranimo vrstni red porazdelitvenih polj za vsako
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ponovitev strjevanja.
2.4.2 Postopek lijakaste poravnave
Zaporedje porazdelitvenih polj se pricˇne z visoko entropijo, ker so slike prvotno
neporavnane, nato pa se entropija med postopkom strjevanja zmanjˇsuje. Pri urav-
navanju novih slik v skladu z zaporedjem porazdelitvenih polj se slika izostruje
iz zacˇetne “sˇiroke” porazdelitve do koncˇne ozke porazdelitve. Naucˇeno zaporedje
porazdelitvenih polj imenujemo slikovni lijak, poravnavo novih slik glede na sli-
kovni lijak pa bomo v delu imenovali lijakasta poravnava (angl. funneling) [32].
Znana zbirka, poravnana s postopkom lijakaste poravnave, je LFW (funneled),
na podlagi katere so sˇtevilni algoritmi dosegli boljˇse rezultate razpoznavanja v
primerjavi z originalno zbirko LFW.
2.4.3 Strjevanje s SIFT deskriptorji
Scale Invariant Feature Transform (SIFT) so pogosto uporabljeni lokalni deskrip-
torji, ki se najpogosteje uporabljajo za dolocˇanje ujemanja objektov na slikah.
Strjevanje s SIFT deskriptorji opisuje kako uporabimo postopek strjevanja
na zbirki slik. Medtem ko strjevanje zmanjˇsa entropijo z izvajanjem vzpenja-
nja (angl. hill-climbing) v transformacijskih parametrih, pa je glavni faktor za
uspeh strjevanja v gladkosti optimizacijskega podrocˇja. Pri SIFT deskriptorjih se
gladkost dosezˇe s pomocˇjo lastnosti SIFT deskriptorjev. Natancˇneje, za izracˇun
deskriptorja je gradient izracˇunan na vsaki lokaciji slikovnega elementa, nato pa
dodan na utezˇen histogram pri dolocˇenem sˇtevilu kotov [34].
Ker je vsak SIFT deskriptor v primeru strjevanja 32 dimenzionalen vektor, kar
zavzame prevecˇ prostora za oceno entropije, je v implementaciji izracˇunan SIFT
deskriptor za vsak slikovni element vsake slike v zbirki, nato pa razvrsˇcˇen s cen-
troidi (angl. K-means clustering), kar ustvari majhne roje (angl. clusters). Z dru-
gimi besedami, porazdelitveno polje sestavljajo porazdelitve preko vseh mozˇnih
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rojev posameznega slikovnega elementa.
Strjevanje s postopkom grobih delitev (angl. hard assignments) slikovnih ele-
mentov na roje prisili, da vsak slikovni element privzame dolocˇeno vrednost roja,
kar bi privedlo do lokalnih vrhov v optimizacijskem podrocˇju. V najpreprostejˇsem
primeru bi postopek grobih delitev dveh rojev vodil do enakih lokalnih minimu-
mov. V izogib temu problemu, so bili SIFT deskriptorji modelirani kot mesˇanica
Gaussovih modelov, kjer je vsak Gaussov model lokaliziran v centru posameznega
roja ter σi za vsak roj, ki povecˇa verjetnost oznacˇevanja. Nato za vsak slikovni
element izvedemo vecˇ nominalnih porazdelitev, z velikostmi enakimi sˇtevilu ro-
jev, kjer je verjetnost izhodne vrednosti i, enaka verjetnosti, da slikovni element
pripada roju i. Tako imamo namesto svetlosti informacije vsakega slikovnega
elementa, kot v primeru obicˇajnega strjevanja, vektor verjetnosti za vsak slikovni
element [32, str. 3].
Ideja obravnavanja vsakega slikovnega elementa kot mesˇanico vecˇ rojev je
motivirano s strani analogije sivih slikovnih elementov v primeru binarnih slik.
Pri binarnih slikah siv slikovni element interpretiramo kot mesˇanico belih in cˇrnih
“slikovnih podelementov” (angl. subpixel) [33].
Uspesˇnejˇse od klasicˇnega strjevanja je globoko strjevanje, katerega pa v tem
delu ne bomo opisovali. Omeniti velja le, da temelji na nevronskih mrezˇah. Upo-
rablja se za poravnavo slik pri zbirki LFW (deep funneled) [5]. Vecˇ o globokem
ucˇenju, Boltzmannovih strojih in globokih nevronskih mrezˇah pa v cˇlankih [35,
36, 37].
2.5 Metode za projekcijo v podprostor
Ob uporabi na videzu temeljecˇih metod sliko velikosti N×M slikovnih elementov
po navadi predstavimo kot vektor v N×M dimenzionalnem prostoru, v praksi
pa je N×M dimenzionalen prostor prevelik za hitro in robustno razpoznavanje
obrazov. Za odpravo tega problema se pogosto uporabljajo metode za zmanjˇsanje
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Slika 2.19: Rdecˇa cˇrta prikazuje mejo med razredoma A in B. [20]
2.5.1.1 Dolocˇitev transformacijske matrike in izracˇun znacˇilk metode
PCA
Naj bo slika obraza I(x, y) dvo-dimenzionalna matrika velikosti N×N. Sliko si
lahko predstavljamo kot vektor dimenzij N2, tako da slika velikosti 256×256
slikovnih elementov postane vektor 65536 dimenzij, oziroma tocˇka v 65536-
dimenzionalnem prostoru.
Glavna ideja PCA je poiskati vektorje, ki najbolje predstavljajo porazdelitev
slik obrazov znotraj celotnega prostora obrazov. Ti vektorji predstavljajo pod-
prostor obraznih slik, ki smo ga zˇe prej poimenovali prostor obrazov. Vsak vektor
dimenzije N2 se lahko predstavi kot linearna kombinacija baznih vektorjev. Ker
so ti vektorji lastni vektorji (angl. eigenvectors) kovariancˇne matrike in ker je
njihov izgled podoben obrazom, jih imenujemo lastni obrazi (angl. eigenfaces)
[21].
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Naj bo ucˇna zbirka slik sestavljena iz M slik, vsaka od katerih je predstavljena
v obliki vektorja Γj, j = 1,2,..., M . Povprecˇen obraz zbirke je tako definiran kot:
Ψ =
1
M
M∑
j=1
Γj . (2.33)
Od povprecˇnega pa se vsak razlikuje za vektor:
Φj = Γj −Ψ . (2.34)
Lastna vrednost i-tega vektorja je definirana kot:
λi =
1
M
N∑
n=1
(eTi Φj)
2 . (2.35)
Vektorji ei in skalarji λi so lastni vektorji in lastne vrednosti kovariancˇne
matrike. S pomocˇjo normiranih vektorjev Φj definiramo kovariancˇno matriko:
K =
1
M
M∑
j=1
ΦjΦ
T
j . (2.36)
Ker je izracˇun po zgornji enacˇbi cˇasovno precej zahteven, se v praksi uporablja
poenostavljena enacˇba matrike:
K = AAT , (2.37)
kjer je A matrika vektorjev Φj, definirana kot A = [Φ1,Φ2,. . . ,Φj].
Transformacijsko matriko W , ki minimizira srednjo kvadratno napako, sesta-
vimo iz n vektorjev koordinatnih osi ej, j = 1,2, ..., n, ki so urejeni po padajocˇem
vrstnem redu lastnih vrednosti matrike K.
W = [e1, e2, ..., er] , (2.38)
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kjer ej, j = 1,2, ..., n ustrezajo cˇlenom zaporedja:
λ1 ≥ λ2... ≥ λn ≥ ...λr (2.39)
Cˇe je sˇtevilo tocˇk v prostoru slike manjˇse od sˇtevila dimenzij prostora (M < N2),
bo (M – 1) namesto N2 pomembnih lastnih vektorjev (preostali vektorji bodo
imeli lastne vrednosti enake 0). Na srecˇo lahko najprej izracˇunamo lastne vek-
torje matrike M×M (tj. matrika 16×16 namesto 16384×16384) nato pa vzamemo
primerne linearne kombinacije slik obrazov Φj. Lastni vektorji ei kovariacˇne ma-
trike K morajo ustrezati spodnji enacˇbi:
A
T
Aei = λiei . (2.40)
Obe strani pomnozˇimo z matriko A:
AA
T
Aei = Aλiei . (2.41)
Iz cˇesar je razvidno, da so Aei lastni vektorji matrike K = AA
T . Sledi
rekonstrukcija matrike L velikosti M×M:
L = AAT , (2.42)
kjer je LMM = Φ
T
j Φj. Nato poiˇscˇemo M lastnih vektorjev ei v matriki L.
Ti vektorji dolocˇajo linearne kombinacije ucˇne mnozˇice obraznih slik M , s cˇimer
tvorijo lastne obraze ej:
ej =
M∑
k=1
ejiΦi, j = 1, 2, ...,M . (2.43)
Povezane lastne vrednosti nam omogocˇajo razvrstitev lastnih vektorjev glede
na njihovo uporabnost pri razvrsˇcˇanju variacij med slikami.
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Iz n lastnih vektorjev, ki pripadajo n najvecˇjim lastnim vrednostim, sedaj
sestavimo transformacijsko matriko W PCA:
W PCA = [e1, e2, ..., en] . (2.44)
Sedaj lahko poljubno sliko zapisano v slikovnem prostoru pretvorimo v sliko
zapisano v prostoru obrazov s pomocˇjo enacˇbe:
ΩTk = W PCA
T (Γk −Ψ) . (2.45)
Postopek PCA smo povzeli po [21] in [22].
2.5.2 LDA
Postopek linearne diskriminantne analize, pogosto imenovan fisherjeva linearna
diskriminanta (angl. Fisher Linear Discriminant – FLD), je tehnika zmanjˇsevanja
dimenzionalnosti, ki se uporablja kot predkorak pri razvrsˇcˇanju vzorcev in aplika-
cijah strojnega ucˇenja. Cilj metode je projekcija mnozˇice v manj-dimenzionalen
prostor ob hkratni zagotovitvi dobre locˇljivosti med razlicˇnimi razredi vzorcev.
Razliko med dobro in slabo projekcijo v podprostor na primeru dveh razredov
ponazarja slika 2.20.
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Slika 2.20: Cilj postopka LDA je poiskati smer projekcije, ki maksimizira razdaljo
med projiciranimi srediˇscˇi dveh razredov in minimizira razdaljo znotraj vsakega
projiciranega razreda. [61]
Naj bo mnozˇica x = {x1,x2,. . . ,xk} sestavljena iz k d-dimenzionalnih vzorcev,
ki pripadajo dvema razlicˇnima razredoma C1 in C2. Poiskati zˇelimo vektor w,
ki projicira k vzorcev v podprostor tako, da so le-ti dobro locˇeni [21]. Cˇrto, ki
najbolje locˇuje ta dva vzorca, definiramo kot:
y = wTx . (2.46)
Kot mero locˇljivosti projiciranih tocˇk si izberemo razdaljo med srednjima vre-
dnostima projiciranih vzorcev. Predno lahko izracˇunamo ti srednji vrednosti pa
moramo definirati srednjo vrednost d-dimenzionalnih vzorcev posameznih razre-
dov:
mi =
1
ni
∑
x∈Ci
x , (2.47)
kjer je mi srednja vrednost razreda i, ni sˇtevilo vzorcev razreda i in x mnozˇica
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vzorcev razreda i.
Razdalja med srednjima vrednostima projiciranih tocˇk mora biti cˇim vecˇja,
saj si zˇelimo cˇim boljˇso locˇljivost projiciranih tocˇk, kar je tudi glavna prednost
postopka LDA. Definiramo srednje vrednosti projiciranih tocˇk:
mˆi =
1
ni
∑
y∈Yi
y . (2.48)
Ker velja enacˇba (2.46), lahko enacˇbo (2.48) zapiˇsemo tudi drugacˇe:
1
ni
∑
y∈Yi
wTx = wTmi . (2.49)
Ugotovili smo, da je povprecˇna vrednost projiciranih vzorcev enaka projekciji
tocˇke mi. To pomeni, da lahko s skaliranjem w poljubno spreminjamo razdaljo
med mˆ1 in mˆ2 in tako neposredno vplivamo na locˇljivost razredov [21].
Sedaj definiramo razprsˇenost projiciranih tocˇk vzorcev obeh razredov:
sˆ2i =
∑
y∈Yi
(y − mˆi)
2 . (2.50)
Razprsˇenost obeh razredov v naslednjem koraku uporabimo za izracˇun vari-
ance in znotraj-razredne (angl. within-class) razprsˇenosti projiciranih vzorcev.
Varianca je tako definirana kot:
σ2 =
1
k
(sˆ21 + sˆ
2
2) . (2.51)
Totalna znotraj-razredna razprsˇenost pa kot:
sw = sˆ
2
1 + sˆ
2
2 . (2.52)
Vektor w nato dolocˇimo kot argument, ki maksimizira kriterijsko funkcijo
J(w). Dolocˇimo ga tako, da je razdalja med srednjimi vrednostmi mˆ1 in mˆ2
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najvecˇja.
J(w) =
|mˆ1 − mˆ2|
2
sˆ21 + sˆ
2
2
. (2.53)
Za izracˇun vektorja w, potrebujemo zapis kriterijske funkcije J(w) v ekspli-
citni obliki, za kar moramo prej definirati sˇe matriko razprsˇenosti Si, matriko
znotraj-razredne razprsˇenosti SW in matriko med-razredne (angl. between-class)
razprsˇenosti SB.
Si =
∑
x∈Ci
(x−mi)(x−mi)
T , (2.54)
SB = (m1 −m2)(m1 −m2)
T , (2.55)
SW = S1 + S2 , (2.56)
kjer sta matriki S1 in S2 matriki razprsˇenosti posameznih razredov [21].
Razprsˇenost projiciranih tocˇk vzorcev obeh razredov lahko sedaj zapiˇsemo
kot:
Sˆ
2
i =
∑
x∈Ci
(wTx− wTmi) =
∑
x∈Ci
wT (x−mi)(x−mi)
Tw = wTSiw . (2.57)
Iz tega sledi:
sˆ21 + sˆ
2
2 = w
T
SWw , (2.58)
(mˆ1 − mˆ2)
2 = wTSBw . (2.59)
Koncˇno lahko zapiˇsemo kriterijsko funkcijo J(w) kot eksplicitno funkcijo vek-
torja w:
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J(w) =
wTSBw
wTSWw
. (2.60)
Z uporabo omejitve wTSWw=1 lahko zapiˇsemo maksimizacijo s pomocˇjo La-
grangeove funkcije:
L(w, λ) = wTSBw − λ(w
T
SWw − 1) . (2.61)
Zgornjo enacˇbo lahko sedaj resˇimo na nacˇina (2.62) ali (2.63), pri cˇemer
koncˇno izracˇunamo vektor w, ki maksimizira kriterijsko funkcijo J(w):
SBw = λSWw , (2.62)
SW
−1
SBw = λw , (2.63)
pri cˇemer mora biti matrika SW nesingularna. Nesingularna matrika je taka
matrika S−1W , ki pri mnozˇenju z matriko SW daje enotsko matriko. Resˇitev zgoraj
opisanega problema lastne vrednosti (angl. eigenvalue problem) je lastni vektor
w, ki ga imenujemo tudi Fisherjeva linearna diskriminanta (FLD) [21].
V praksi imamo ponavadi opravka z vzorci, ki pripadajo vecˇjemu sˇtevilo ra-
zredov, zato moramo zgoraj opisane enacˇbe posplosˇiti tako, da bodo primerne za
uporabo taksˇnih mnozˇic vzorcev.
Naj bo mnozˇica x = {x1,x2,. . . ,xk}, sestavljena iz k d-dimenzionalnih vzor-
cev, ki tokrat pripadajo C razlicˇnim razredom C1,C2,. . . ,CC . Tokrat iˇscˇemo tako
matrikoW , ki bo preslikala vzorce iz d-dimenzionalnega prostora v d′ = (C-1) di-
menzionalni prostor, pri cˇemer bo preslikava ponovno zagotovila dobro locˇljivost
projiciranih vzorcev posameznih razredov. Da bo preslikava izvedljiva, mora ve-
ljati d ≥ C [21].
Najprej posplosˇimo znotraj-razredno matriko razprsˇenosti:
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SW =
C∑
i=1
Si , (2.64)
kjer je Si matrika razprsˇenosti definirana z enacˇbo (2.54).
Preden se posvetimo posplosˇitvi med-razredne matrike razprsˇenosti SB, mo-
ramo dolocˇiti srednji vektor za celotno mnozˇico vzorcev:
m =
1
k
L∑
i=1
kimi , (2.65)
kjer je mi srednji vektor razreda i, k sˇtevilo vseh vzorcev in ki sˇtevilo vzorcev
razreda i, za katerega velja
∑C
i=1 ki = k.
Ob uposˇtevanju, da je totalna matrika razprsˇenosti ST definirana kot vsota
matrik SW in SB, lahko matriko ST razstavimo na dva dela (SW in SB):
ST =
∑
x
(x−m)(x−m)T = SW +
C∑
i=1
ni(mi −m)(mi −m)
T , (2.66)
kjer drugi cˇlen izraza predstavlja matriko SB:
SB =
C∑
i=1
ni(mi −m)(mi −m)
T . (2.67)
Projekcijo iz d-dimenzionalnega prostora v (C-1)-dimenzionalni prostor sedaj
dosezˇemo s (C-1) diskriminantnimi funkcijami:
yi = w
T
i x . (2.68)
Cˇe sestavimo vektor y kot y = (y1,y2,. . . ,yC−1) in matriko W kot W =
[w1,w2,. . . ,wC−1] lahko enacˇbo (2.68) preoblikujemo v:
y = W Tx . (2.69)
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Manjka nam sˇe posplosˇitev kriterijske funkcije J(w), za izracˇun katere moramo
najprej definirati srednji vektor mˆi in totalni srednji vektor mˆ:
mˆi =
1
ki
∑
y∈Yi
y , (2.70)
mˆ =
1
k
C∑
i=1
kimˆi . (2.71)
Koncˇno lahko izpeljemo znotraj-razredno matriko SˆW in med-razredno ma-
triko SˆB:
SˆW =
C∑
i=1
∑
y∈Yi
(y − mˆi)(y − mˆi)
T = W T SˆWW , (2.72)
SˆB =
C∑
i=1
ki(mˆi − mˆ)(mˆi − mˆ)
T = W T SˆBW . (2.73)
Definiramo kriterijsko funkcijo J(W ):
J(W ) =
|SˆB|
|SˆW |
=
|W TSBW |
|W TSWW |
, (2.74)
kjer je matrika W , ki kriterijsko funkcijo maksimizira definirana kot:
WLDA = argmax
W
=
|W TSBW |
|W TSWW |
. (2.75)
Dobljena matrika je sestavljena iz posplosˇenih lastnih vektorjev, ki ustrezajo
najvecˇjim lastnim vrednostim enacˇbe:
SBwi = λSWwi , (2.76)
kjer je i = 1,2,..,d′ in d′ ≤ C − 1 [21].
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Postopek LDA v primeru majhne ucˇne mnozˇice ni izvedljiv, zato smo v nasˇem
sistemu uporabili modifikacijo postopka LDA, ki omogocˇa ucˇinkovito izvedbo po-
stopka ne glede na sˇtevilo slik v ucˇni mnozˇici. V naslednjem razdelku bomo
predstavili razsˇiritev PCA+LDA, ki je velikokrat poimenovana kar postopek fi-
sherjevih obrazov (angl. fisherfaces).
2.5.3 PCA+LDA
Singularnost zgoraj definirane matrike SW je problem, ki se pojavi ob majhni ucˇni
mnozˇici vzorcev, tj. kadar je dimenzija posameznega vzorca d (v nasˇem primeru
je d sˇtevilo slikovnih elementov, d = 18496) veliko vecˇja od sˇtevila ucˇnih slik.
Da ne bi bili vedno odvisni od velikosti ucˇne mnozˇice, pa uporabljamo postopek
PCA+LDA, ki slike iz ucˇne mnozˇice prevede v ortogonalni podprostor, nato pa
na njih izvede sˇe linearno diskriminantno analizo. Prvi korak pomeni zmanjˇsanje
dimenzije vzorcev iz vrednosti d na M −C (M je sˇtevilo vseh slik v ucˇni mnozˇici,
C pa sˇtevilo razlicˇnih razredov oz. klientov), v drugem koraku pa iz M − C na
C − 1 [21]. PCA+LDA tako zdruzˇuje prednosti obeh postopkov: PCA – zadrzˇi
cˇimvecˇjo varianco v podatkih, LDA – zadrzˇi cˇimvecˇjo razlocˇnost med razredi.
Matrika W postopka PCA+LDA je definirana kot:
W
T
PCA+LDA = W
T
LDAW
T
PCA (2.77)
oziroma:
W PCA+LDA = argmax
W
|W TW TPCASBW PCAW |
|W TW TPCASWW PCAW |
. (2.78)
Transformirano matriko znotraj-razredne razprsˇenosti definiramo z naslednjo
enacˇbo:
SWW = W
T
PCASWW PCA , (2.79)
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kjer je matrika W PCA definirana z enacˇbo (2.44).
Transformirano matriko med-razredne razprsˇenosti pa z naslednjo enacˇbo:
SBB = W
T
PCASBW PCA . (2.80)
Ker pa matrika SWW tokrat ni singularna, lahko s pomocˇjo enacˇbe (2.81)
poiˇscˇemo lastne vektorje, ki sestavljajo transformacijsko matriko W LDA:
SBBwi = λSWWwi . (2.81)
Iz (C − 1) lastnih vektorjev, ki smo jih dobili po uporabi enacˇbe (2.81) lahko
transformacijsko matriko W LDA definiramo kot:
W LDA = [w1, w2, ..., wC−1] . (2.82)
Matriko W PCA+LDA sedaj izracˇunamo tako, da zmnozˇimo matriki v skladu z
enacˇbo (2.77) [21].
2.5.3.1 Dolocˇitev transformacijske matrike in izracˇun znacˇilk metode
PCA+LDA
Podobno kot pri metodi PCA, tudi tokrat predpostavimo, da imamo opravka z
ucˇno zbirko slik sestavljeno iz M slik klientov Γ1,Γ2,. . . ,ΓM , pri cˇemer pripada
posameznemu klientu Ci slik. Vektor povprecˇnega obraza je tako definiran z
enacˇbo (2.33), vse vektorje povprecˇnih slik posameznih klientov Ψi pa definiramo
kot:
Ψi =
1
Ci
Ci∑
j=1
Γij , (2.83)
kjer je Γij j-ta slika i-tega klienta.
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Med-razredno matriko razprsˇenosti definiramo kot:
SB = ΦΦ
T , (2.84)
kjer je matrika Φ = [Φ1,Φ2,. . . ,ΦM ] in je Φi definirana z naslednjo enacˇbo:
Φi =
√
Ci
M
(Ψi −Ψ) . (2.85)
Znotraj-razredno razprsˇenost SW definiramo kot:
SW =
C∑
i=1
∑
Γ∈Ci
(Γ−Ψi)(Γ−Ψi)
T . (2.86)
Sedaj lahko na podlagi enacˇbe (2.81) dolocˇimo lastne vektorje wi, ki sesta-
vljajo transformacijsko matriko W LDA. Pri tem so vektorji wi izbrani tako, da
ustrezajo (C − 1) najvecˇjim lastnim vrednostim [21].
Transformacijsko matriko W PCA+LDA na koncu dolocˇimo s pomocˇjo enacˇbe
(2.77). Podobno kot matrika W PCA je tudi matrika W PCA+LDA sestavljena
iz vektorjev, katerih dolzˇina ustreza dolzˇini vhodnih slik in katerih slike zopet
spominjajo na obraze. Vektorje matrike W PCA+LDA zato pogosto imenujemo
fisherjevi obrazi (angl. fisherfaces) [21].
Sedaj lahko poljubno sliko zapisano v slikovnem prostoru preslikamo v prostor
znacˇilk. Omenjeno preslikavo izvedemo na osnovi naslednje enacˇbe:
ΩTk = W
T
PCA+LDA(Γk −Ψ) , (2.87)
kjer je Γk vektorska postavitev k-tega izreza obraza, Ψ povprecˇni obraz ucˇne
mnozˇice klientov in ΩTk vektor znacˇilk k-tega obraza, ki je dolocˇen kot Ω
T
k =
(ωk1,ωk2,. . . ,ωkn), kjer so vrednosti ωki vrednosti posameznih znacˇilk.
Postopek PCA+LDA smo povzeli po [21], [22] in [23].
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Za izracˇun podobnosti dveh vektorjev izracˇunamo razdaljo med njima. Mero te
razdalje imenujemo razdalja Minkovskega [48, stran 214-215]. Definira jo spodnja
enacˇba:
D(xk, xl) = (
n∑
j=1
|xk,j − xl,j|
s)
1
s , (2.88)
kjer sta xk = (xk,1,. . . ,xk,n )
T in xl = (xl,1,. . . ,xl,n )
Tvektorja znacˇilk. Najbolj
pogosto uporabljene razdalje Minkovskega so naslednje:
• s = 1; razdalja “City Block” ali “Manhattan”,
• s = 2; Evklidova razdalja (uporabljena za izracˇun podobnosti v nasˇem sis-
temu),
• s →∞; Cˇebiˇsejeva razdalja.
Ko je razdalja med obema vektorjema znacˇilk izracˇunana, se program odlocˇi
ali vektorja znacˇilk pripadata isti osebi ali ne. To stori tako, da razdaljo primerja
s pragom, ki smo ga nastavili sami. Cˇe je razdalja vecˇja od vrednosti praga,
vektorja znacˇilk pripadata isti osebi, v primeru, da je razdalja manjˇsa od vrednosti
praga, pa pripadata razlicˇnima osebama.
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3 Open Source Biometric Recognition
Kljub vse vecˇji uporabi biometrije v varnostnih in zabavnih aplikacijah, danes
obstaja le nekaj odprtokodnih ogrodij, ki so na voljo raziskovalcem zunaj la-
boratorijev ali varnostnih sluzˇb. Eden takih je ogrodje Open Source Biometric
Recognition (okrajˇsano OpenBR). OpenBR je ogrodje zasnovano izrecno za po-
trebe biometricˇne skupnosti. Vsebuje orodja za oblikovanje in ovrednotenje novih
biometricˇnih algoritmov ter vmesnik za implementacijo biometricˇnih tehnologij
v aplikacije koncˇnih uporabnikov. Vsebuje funkcije za ucˇenje modelov, upravlja-
nje galerij, evalvacije algoritmov, precˇna preverjanja in jedrnato sintakso za opis
algoritmov. Slika 3.1 prikazuje pregled funkcionalnosti ogrodja OpenBR.
OpenBR omogocˇa razpoznavanje obrazov, oceno starosti in spola. V nadalje-
vanju se bomo posvetili samo rapoznavanju obrazov, kar je tudi tema te naloge.
OpenBR je bil razvit znotraj korporacije The Mitre Corporation iz potrebe po
racionalizaciji postopka izdelave prototipov in vrednotenja algoritmov. Projekt
je bil kasneje objavljen kot odprtokoden pod Apache2 licenco, kar pomeni, da je
brezplacˇen za akademsko in komercialno rabo. Za delovanje OpenBR potrebuje
knjizˇnico racˇunalniˇskega vida OpenCV, aplikacijsko ogrodje Qt in sistem CMake
za insˇtalacijo na razlicˇnih operacijskih sistemih.
Najpomembnejˇsi dosezˇek projekta je jezik uporabljen za opis algoritmov.
Vsaka beseda v algoritmu ustreza dolocˇenemu vticˇniku, ki izvede dolocˇeno trans-
formacijo na sliki, s cˇimer omogocˇimo locˇen razvoj posameznih korakov algoritma.
Te besede so zdruzˇene v opis algoritma. Vticˇniki so podrobno opisani v nasle-
dnjem razdelku.
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Slika 3.1: Pregled funkcionalnosti OpenBR. [24]
Prednost OpenBR je uporaba ukazov tako preko ukazne vrstice kot uporaba
v programih kot je Visual Studio. Tako lahko vse ukaze, ki smo jih napisali v
programskem jeziku C++ in nato uporabil v lastni aplikaciji, ki je opisana v
cˇetrtem poglavju, izvajamo kar preko ukazne vrstice. Primer ukaza, s katerim
naucˇimo lasten model, prikazuje spodnja slika.
Slika 3.2: Primer ukaza v ukazni vrstici za ucˇenje novega modela
Kjer je FaceRecognition uporabljen algoritem za ucˇenje, C:/DB lokacija ucˇne
mnozˇice in Model ime naucˇenega modela, pod katerim ga shranimo. Privzet
algoritem bomo poimenovali in opisali kasneje.
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3.1 Arhitektura OpenBR
OpenBR je sestavljen iz sˇtirih podatkovnih struktur in sˇestih abstraktnih vme-
snikov, ki skupaj tvorijo sistem vticˇnikov.
3.1.1 Podatkovni strukturi FILE in TEMPLATE
OpenBR je visokonivojski programski vmesnik (angl. Application Program In-
terface – API), kjer so vhodni in izhodni parametri ponavadi datoteke na disku.
Podatkovna struktura File (datoteka) se uporablja za predstavitev teh argumen-
tov. To stori tako, da shrani pot datoteke in tabelo vrednosti pripadajocˇih me-
tapodatkov. Koncˇnica datoteke igra kljucˇno vlogo, saj dolocˇa kateri vticˇnik bo
datoteko interpretiral.
Template (predloga) so biometricˇni podatki, ki so predstavljeni z uporabo
OpenCV matrik in pripadajocˇe datoteke. Predloge predstavljajo datoteke in
njihove podatke med vpisom (angl. enrollment) in primerjavo (angl. compare),
sluzˇijo pa tudi kot vhodni in izhodni parametri OpenBR-jevega vgrajenega jezika
za razpoznavo slik.
Na voljo sta sˇe FileList in TemplateList kot razreda za delo s seznami datotek
in predlog.
3.1.2 Vticˇniki
Za vecˇino raziskovalcev so vticˇniki edini razredi, ki jih morajo zasnovati, cˇe zˇelijo
implementirati in ovrednotiti nov algoritem. OpenBR lahko razsˇirimo z zgolj
dodajanjem izvorne kode vticˇnika v openbr/plugins in ponovnim prevajanjem.
OpenBR vsebuje sˇest abstraktnih vmesnikov, kar omogocˇa razsˇiritve ogrodja
na razlicˇne nacˇine. Vmesniki Format (format), Gallery (galerija) in Output (iz-
hod) se uporabljajo za implementacijo novih formatov datotek. Format predsta-
vlja predlogo pred ali po vpisu. Razlicˇne koncˇnice datotek kot so slike, videi in
56 Open Source Biometric Recognition
Matlab matrike, se interpretira s pomocˇjo teh vticˇnikov. Galerija predstavlja se-
znam predlog, podobno kot format, pred ali po vpisu. Izhod predstavlja rezultate
primerjave dveh galerij.
Vmesnika Transform (transformacija) in Distance (razdalja) sta mehanizma
za izvedbo novih tehnik vpisa predlog in primerjav. Transformacija na vsaki pre-
dlogi, ki jo dobi, uporabi algoritem za procesiranje slike ali numericˇno analizo.
Lahko je ucˇljiva (LDA) ali neucˇljiva (LBP). Prav tako je mogocˇe sledenje objek-
tom na videu, s pomocˇjo cˇasovno spremenljivih transformacij. Razdalja primerja
dve predlogi in vrne rezultat podobnosti.
Vmesnik Initializer (inicializator) omogocˇa dodeljevanje (angl. allocation) in
sprosˇcˇanje (angl. deallocation) staticˇnih virov ob zacˇetku in koncu izvajanja
programa.
3.2 Algoritem 4SF za razpoznavanje obrazov
V tem razdelku bomo opisali ucˇljiv OpenBR algoritem Spectrally Sampled Struc-
tural Subspaces Features (v nadaljevanju 4SF). Na kratko 4SF uporablja vecˇ
diskriminatornih podprostorov za izvedbo razpoznavanja. V naslednjih podraz-
delkih bom opisali postopek razpoznavanja po korakih, povzetek po cˇlanku [24].
Opisana razlicˇica algoritma je 1.0.
3.2.1 Detekcija
Za detekcijo obraza je uporabljen Viola-Jones detektor predmetov knjizˇnice
OpenCV. S sintakso ga ponazorimo Cascade(FrontalFace). Za detekcijo ocˇi se
uporabljajo posebni ASEF filtri, naucˇeni za lociranje ocˇi, imevanovani ASEFE-
yes.
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3.2.2 Normiranje
Obraze se registrira s pomocˇjo zaznanih lokacij obeh ocˇes, nato se izvede toga
rotacija in skaliranje z ukazom Affine(128,128,0.25,0.35). Velikost obraza na sliki
postane velikosti 128×128 slikovnih elementov, ocˇesa pa se nahajta na poziciji 35
odstotkov od obeh stranskih robov in 25 odstotkov od vrha slike. Po geometrij-
skem normiranju se izvede popravljanje osvetlitve s pomocˇjo korekcijskega filtra
predstavljenega v cˇlanku [25].
3.2.3 Predstavitev
Algoritem uporablja krajevne dvojiˇske vzorce in SIFT deskriptorje vzorcˇene preko
obraza. Histogrami LBP so izlusˇcˇeni v 8×8 slikovnih elementov veliko drsno okno
(angl. sliding window) s korakom po 6 slikovnih elementov. Sto SIFT deskrip-
torjev je vzorcˇenih z mrezˇe velikosti 10×10 slikovnih elementov, z radijem de-
skriptorja 12 slikovnih elementov. Slike obrazov so nato predstavljene s pomocˇjo
histogramov krajevnih dvojiˇskih vzorcev. Na vsakem popravku obraza se izvede
PCA, tako da se zadrzˇi 95 odstotkov variance. Deskriptorji se nato projicirajo
v lasten prostor (angl. eigenspace) in normirajo vektor na enotsko dolzˇino v L2
[24].
3.2.4 Lusˇcˇenje vzorcev in racˇunanje ujemanja
Na podani ucˇni mnozˇici se izvede vecˇ stopenj utezˇenega nakljucˇnega vzorcˇenja,
kjer so za utezˇenje uporabljene spektralne gostote (lastne vrednosti – angl. eigen-
values) vsakega popravka obraza. Algoritem izlusˇcˇi 12 vzorcev, kjer vsak vzorec
ustreza petim odstotkom celotnega prostora znacˇilk. Za vsak nakljucˇen vzorec se
izvede LDA, s katerim se naucˇi podprostore, kar izboljˇsa razlocˇevanje med vek-
torji obraznih znacˇilk. Sledi projekcija LBP predstavitve obraznih slik v PCA
podprostore, nato pa v vsak naucˇen LDA podprostor [24].
V naslednjem koraku se sestavljeni deskriptorji preracˇunajo v normiran vektor
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L1, kar bistveno izboljˇsa natancˇnost razpoznavanja obrazov. Vsota Evklidske
razdalje v vsakem podprostoru je enaka razlicˇnosti dveh slik obrazov.
3.3 4SF razlicˇica 1.1
OpenBR je leta 2015 izdal posodobljeno razlicˇico 4SF algoritma. Gre za nadgra-
dnjo zgoraj opisanega algoritma. V nadaljevanju bomo oznako 4SF uporabljali za
novejˇso razlicˇico algoritma, ki je v literaturi imenovana 4SF 1.1. Razpoznavanje
obrazov z novo razlicˇico je bistveno boljˇse kot v cˇlanku [24], kar bomo potrdili z
rezultati evalvacije v sˇestem poglavju. Celotno definicijo algoritma 4SF prikazuje
slika 3.3.
Slika 3.3: Celotna definicija 4SF algoritma, razlicˇica 1.1
Sama definicija algoritma 4SF 1.1 je sestavljena iz klicev drugih algoritmov,
v katerih so zapisane transformacije. Algoritem za razpoznavanje uporablja tako
lokalne kot globalne znacˇilke. Ko zazna obraz, iz njega izlusˇcˇi podrocˇja ocˇi, obrvi,
nos in usta, nato pa iz posameznih izlusˇcˇenih vzorcev sestavi celoten obraz.
3.3.1 Modeli ASM
V tem podrazdelku bomo opisali kaj so ASM (angl. Active Shape Models - ASM),
podrobneje pa se bomo posvetili knjizˇnici Stasm, ki jo uporablja nasˇ algoritem
za lociranje obraznih znacˇilnih tocˇk.
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3.3.1.1 ASM
Aktivni modeli oblike (angl. Active Shape Models - ASM) so statisticˇni modeli
oblike objekta, ki se iterativno deformirajo tako, da se prilegajo objektu na sliki.
Prvicˇ sta jih predstavila Cootes in Taylor [62] leta 1992.
Slika 3.4: Iterativno iskanje “mocˇnih” tocˇk na obrazu z uporabo ASM. [9]
ASM deluje v dveh korakih. V prvem koraku generira predlagano obliko z
opazovanjem okolice tocˇk za vsako tocˇko posebej, nato pa predlaga boljˇso pozi-
cijo za vsako od teh tocˇk. Ta postopek se izvede s “profilnim modelom”, ki iˇscˇe
izrazite robove ali pa uporabi Mahalanobisovo razdaljo za ujemanje sˇablone mo-
dela s tocˇko. Mahalanobisova razdalja je mera za racˇunanje ujemanja med tocˇko
P in porazdelitvijo D. V drugem koraku se predlagana oblika prilagodi modelu
porazdelitve tocˇk (angl. Point Distribution Model - PDM), za katerega v nasˇem
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primeru uporabljamo kar izraz “model oblike”. Opisana koraka se izmenicˇno
ponavljata [62].
Slika 3.4 prikazuje razliko med izbranimi “mocˇnimi” tocˇkami po dveh, sˇestih
in osemnajstih iteracijah.
3.3.1.2 C++ knjizˇnica Stasm
Stasm [7] je C++ knjizˇnica, ki se uporablja za lociranje obraznih znacˇilnih tocˇk
na slikah obrazov. Kot vhod sprejme sliko, vrne pa sliko z oznacˇenimi znacˇilnimi
tocˇkami na obrazu. Za zaznavanje obraza uporablja Viola-Jones detektor, po-
drobneje opisan v podpoglavju 2.1. Slika 3.5 prikazuje 77 oznacˇenih znacˇilnih
tocˇk.
Slika 3.5: 77 oznacˇenih znacˇilnih tocˇk na obrazu z uporabo C++ knjizˇnice Stasm.
[8]
Stasm za delovanje potrebuje knjizˇnico racˇunalniˇskega vida OpenCV.
OpenBR vkljucˇuje Stasm zˇe v privzeti obliki, saj ga za zaznavanje znacˇilk na
obrazu uporablja algoritem 4SF, razlicˇica 1.1.
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Obstajata dve razlicˇici Stasm knjizˇnice, razlicˇica 3 in 4. Razlikujeta se po
hitrosti zaznavanja vseh znacˇilnih tocˇk, sˇtevilu zaznanih znacˇilnih tocˇk, zacˇetnih
koordinatah iskanja znacˇilk (Stasm 3 zacˇne na sredini slike, Stasm 4 zacˇne v
levem zgornjem robu slike). V vseh omenjenih lastnostih prevlada razlicˇica 4.
Ker je obraz velikokrat na robu slike (malce odrezano cˇelo, licˇnica, brada...),
se dogaja, da detektor obraza ne zazna. Kot resˇitev tega problema, Stasm doda
za 10 odstotkov velikosti slike dodatne robove. To zaznavanje upocˇasni, saj je
slika za 44 odstotkov vecˇja (1.2×1.2), je pa posledicˇno zaznavanje uspesˇnejˇse.
Opisano resˇitev prikazuje slika 3.6.
Slika 3.6: Uporaba dodatnih robov pri slikah, kjer so obrazi blizu roba slike,
dodatno povecˇuje uspesˇnost zaznavanja obraza. [8]
Stasm temelji na modelu ASM, ki sta ga razvila Cootes in Taylor in je po-
drobno opisan v cˇlanku [9]. Za primerjanje predlog uporablja HAT deskriptorje
(angl. Histogram Array Transform). HAT deskriptorji so nezasukani SIFT de-
skriptorji s fiksno skalo. Uporabni so zaradi dosti hitrejˇsega lociranja znacˇilnih
tocˇk v primerjavi s SIFT deskriptorji. Stasm skalira obraz na fiksno razdaljo 100
slikovnih elementov med usti in ocˇesoma, nato pa obraz zasuka tako, da sta ocˇesa
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horizontalna [8].
V OpenBR vkljucˇeni Stasm modeli so naucˇeni na zbirki MUCT [10] s 77
oznacˇenimi znacˇilnimi tocˇkami.
3.3.2 Delovanje algoritma 4SF 1.1 po korakih
Sledijo opisi posameznih algoritmov, ki skupaj tvorijo 4SF 1.1. algoritem. Defi-
nicijo prvega algoritma predstavlja slika 3.7.
Slika 3.7: Algoritem FR Detect, del algoritma 4SF 1.1
V prvem koraku se izvede detekcija obraza z uporabo detektorja predmetov
Viola-Jones. Sledi iskanje 77 obraznih znacˇilnih tocˇk z uporabo zgoraj opisane
knjizˇnice Stasm. S pomocˇjo zaznanih znacˇilnih tocˇk se izvede skaliranje z ukazom
Affine(136, 136, 0.35, 0.35). Velikost obraza na sliki postane velikosti 136×136
slikovnih elementov, kjer se ocˇesa nahajata na poziciji 35 odstotkov od obeh stran-
skih robov in 25 odstotkov od vrha slike. Definicijo drugega algoritma predstavlja
slika 3.8.
Slika 3.8: Algoritem FR Eyes
Na podlagi za vsako oko dolocˇenih devetih znacˇilk pridobimo pozicijo in
barvno informacijo ocˇi. Tretji del algoritma je definiran z ukazi, ki jih prika-
zuje slika 3.9.
Slika 3.9: Algoritem FR Represent
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Ukaz DenseHOG deluje po principu HOG deskriptorjev (opisano v razdelku
2.3.3), in sicer na podlagi izlusˇcˇenih znacˇilk shrani barvno informacijo v histo-
grame v 8×8 slikovnih elementov veliko drsno okno. Skozi celotno sliko se de-
skriptor premika z majhnimi koraki, da so informacije cˇim gostejˇse. Z ukazom
DenseLBP se najprej izvede popravljanje osvetlitve z uporabo korekcijskega filtra,
nato pa za vsak slikovni element pregleda sosednje vrednosti (opisano v razdelku
2.3.1) in v srednji slikovni element zapiˇse vrednost LBP. Histogrami LBP se nato
shranijo v 8×8 slikovnih elementov veliko drsno okno.
S postopkom PCA se zadrzˇi 98 odstotkov variance, vhod pa se nato projicira
v naucˇene LDA podprostore. Sledi normiranje vektorja na enotsko dolzˇino v L2.
Po enakem postopku kot dolocˇanje pozicije ocˇi, sledi dolocˇanje pozicije obrvi,
nosa in ustnic. Ko so dolocˇena vsa sˇtiri lokalna podrocˇja, se sestavi globalna
slika celotnega obraza. S korakom LDA(768) se izmed vseh izracˇunanih dimenzij,
zadrzˇi le prvih 768 baznih vektorjev. V zadnjem koraku se razdalje normirajo na
enotsko dolzˇino v L2.
Algoritem 1.1 za razliko od algoritma 1.0, obraz razbije na sˇtiri lokalna po-
drocˇja (ocˇi, obrvi, ustnice, nos), nato pa sestavi globalno sliko celotnega obraza.
Poleg tega za zaznavanje znacˇilk uporablja knjizˇnico Stasm, ki zazna kar 77
znacˇilk na obrazu. Seveda je lokalizacija znacˇilk odvisna od svetilnosti slike in
kota pod katerim je bila slika zajeta, kar povzrocˇi napacˇno ali zamaknjeno loka-
lizacijo dolocˇenih znacˇilk. Posledicˇno se zmanjˇsa ucˇinkovitost razpoznavalnika.
Pred ucˇenjem algoritmov na raznih zbirkah, smo se morali odlocˇiti katera
razlicˇica algoritma je najustreznejˇsa, zato smo najprej naucˇili dva modela z obema
razlicˇicama algoritma na isti ucˇni zbirki. Nato smo izvedli evalvacijo na zbirki
LFW [26]. ROC krivulji prikazuje slika 3.10.
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OpenBR v privzeti obliki zˇe vsebuje model naucˇen s pomocˇjo 4SF algoritma
razlicˇica 1.1 na ucˇni mnozˇici sestavljeni iz slik 50.000 neslavnih oseb. Tocˇna ucˇna
mnozˇica za model ni podana. V nadaljevanju ga bomo oznacˇevali 4SF-BR. Posto-
pek ucˇenja z omenjenim algoritmom smo izvedli za ucˇenje dveh lastnih modelov.
Primer ucˇenja s pomocˇjo ukazne vrstice prikazuje slika 3.11. En model je naucˇen
na zbirki LFW [26] in lastni zbirki, sestavljeni iz 2100 slik 250 posameznikov.
Model bom v nadaljevanju oznacˇeval s 4SF-Seba. Ker na LFW naucˇen model ne
moremo uporabiti za evalvacijo algoritma na razlicˇicah zbirke LFW, smo naucˇili
sˇe dodaten model. Naucˇen je na zbirkah PUT [27] in CFD [28]. V nadaljevanju
ga bomo oznacˇevali 4SF-Test.
3.4 Vloga demografije pri ucˇenju in testiranju modelov
Uposˇtevanje demografske informacije pri ucˇni in testni mnozˇici algoritmov ima
lahko velik vpliv na pohitritev in izboljˇsanje razpoznavanja. Za dolocˇenega
ubezˇnika, za katerega se poznajo priblizˇna starost, rasa in spol, lahko upora-
bimo model naucˇen na zbirki s podobnimi lastnostmi in tako izboljˇsamo nasˇe
mozˇnosti, da ga nasˇ program razpozna. Vloga demografske informacije je opi-
sana v cˇlanku [29], kjer so avtorji glede na starostni interval, raso in spol naucˇili
vecˇ razlicˇnih modelov, kasneje pa jih uporabili pri testiranju na razlicˇnih zbirkah.
Ker so testne zbirke, na katerih bom izvedel evalvacijo, sestavljene iz oseb obeh
spolov, razlicˇnih starosti in ras, smo za ucˇenje modelov izbrali temu primerne ucˇne
mnozˇice.
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avtentikacijo
Vecˇina razpoznavalnikov obrazov je na voljo brezplacˇno samo v preizkusnih
razlicˇicah z omejeno funkcionalnostjo, kar je bil povod za idejo o razvoju lastne
aplikacije.
Glavni cilj naloge je razvoj brezplacˇne aplikacije, ki deluje na podlagi kon-
kurencˇnega algoritma 4SF. Dodatno smo razvili aplikacijo za pametno prijavo
v sistem, katera ponazarja uporabnost razpoznavalnikov obrazov pri sistemski
varnosti.
Obe aplikaciji sta razviti za operacijske sisteme Windows. Razvoj je potekal v
dveh fazah: programiranje v programskem jeziku C++ in izdelava uporabniˇskega
vmesnika v programskem jeziku C#. Za celoten razvoj smo uporabili razvojno
okolje Microsoft Visual Studio Express 2013 for Desktop.
4.1 Razvojno okolje Microsoft Visual Studio Express 2013
for Desktop
Microsoft Visual Studio Express 2013 for Desktop je integrirano razvojno okolje
(angl. Integrated Development Environment – IDE) od Microsofta. Gre za zelo
znano razvojno okolje, ki je na voljo brezplacˇno za neodvisne razvijalce, sˇtudente,
mala podjetja in ostale, ki ne razvijajo poslovne aplikacije. Potrebna je zgolj re-
gistracija na njihovi spletni strani. Razvojno okolje omogocˇa izdelavo namiznih
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aplikacij za Windows operacijske sisteme v treh programskih jezikih: C#, Visual
Basic in C++. Glavni razlog za razvoj obeh aplikacij v Visual Studiu je prepro-
sta uporaba zunanjih knjizˇnic racˇunalniˇskega vida OpenCV in Qt aplikacijskega
ogrodja, saj ju OpenBR potrebuje za delovanje. Slika 4.1 prikazuje uporabljeno
razvojno okolje.
Slika 4.1: Razvojno okolje Microsoft Visual Studio Express 2013 for Desktop.
4.2 Razvoj razpoznavalnika oseb
Glavna ideja diplomske naloge je bila izgradnja aplikacije, ki omogocˇa razpozna-
vanje oseb. Prvi korak je bil razvoj dveh C++ podprogramov, ki smo ju nato
implementirali v uporabniˇski vmesnik.
4.2.1 Razvoj v programskem jeziku C++
Najprej smo v jeziku C++ sprogramirali podprogram za ucˇenje lastnega modela.
Podprogram sprejme dva vhodna paramtera. Prvi parameter je lokacija ucˇne
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mnozˇice slik oseb, na podlagi katere se lasten model naucˇi. Drugi parameter je
ime modela. Dolocˇiti smo morali tudi algoritem, na podlagi katerega bo potekalo
ucˇenje. Izbrali smo algoritem 4SF. Podprogram omogocˇa ucˇenje modela na lastni
zbirki, z namenom boljˇsega razpoznavanja uporabnikov aplikacije. Podprogram
smo poimenovali “Trening.exe” (v nadaljevanju “Trening”).
Drugi podprogam omogocˇa primerjavo dveh slik oseb, na podlagi naucˇenega
modela. Kot vhodna parametra prejme osebni sliki, za kateri izracˇuna in izpiˇse
razdaljo ujemanja. Podprogram smo poimenovali “Compare.exe” (v nadaljevanju
“Primerjava”). Slika 4.2 prikazuje del kode podprograma “Primerjava”, katerega
kasneje klicˇemo v aplikaciji.
Slika 4.2: Podprogram “Primerjava”.
4.2.2 Razvoj uporabniˇskega vmesnika
Uporabniˇski vmesnik je bil v celoti razvit v programskem jeziku C#. Koncˇna
verzija aplikacije omogocˇa:
• ucˇenje modela za razpoznavanje na podlagi lastne ucˇne zbirke slik oseb,
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• zajemanje slike s kamero in dodajanje osebe v bazo,
• primerjavo zajete slike s kamero in slike iz baze,
• primerjave dveh slik iz baze,
• pregled oseb v podatkovni bazi,
• prikaz imen vseh oseb v bazi,
• imensko iskanje oseb v bazi.
Slika 4.3: Zacˇetni zaslon uporabniˇskega vmesnika aplikacije
Ko odpremo aplikacijo se nam odpre program prikazan na sliki 4.3. Ob pri-
tisku na gumb “Ponovno ucˇenje algoritma” klicˇemo podprogram “Trening”, ki
pricˇne z ucˇenjem modela na lastni zbirki, ki mora biti locirana na lokalnem c
disku v mapi DB. Aplikacija presˇteje sˇtevilo slik v zbirki in nam vrne priblizˇno
oceno trajanja ucˇenja.
Ob pritisku na gumb “Zazˇeni razpoznavalnik” se nam odpre nov obrazec, ki
je prikazan na slikah 4.4 in 4.5.
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Slika 4.4: Prvi zavihek aplikacije.
Slika 4.5: Drugi zavihek aplikacije.
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Aplikacija omogocˇa izbiranje med dvema zavihkoma: primerjanje zajete slike
s sliko iz baze in primerjanje dveh slik iz baze. Prvi zavihek nam poleg pregleda
baze, prikazovanja imen vseh oseb v bazi, iskanja osebe v bazi ter preverjanja
identitete, omogocˇa sˇe izbor kamere za zajemanje slike ter poimenovanje osebe
na sliki. V primeru da oseba, katere sliko smo zajeli s kamero, ni v bazi, jo s
pritiskom na gumb “Shrani novo osebo” shranimo v bazo pod poljubnim imenom.
Slika 4.6 prikazuje gumbe za iskanje oseb po bazi.
Slika 4.6: Gumbi za iskanje oseb po bazi.
Ob kliku na gumb “Preglej podatkovno bazo” se odpre novo okno, kar po-
nazarja slika 4.7. Ob kliku na gumb “Prikazˇi imena vseh oseb v bazi” se izbirni
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seznam napolni s potmi vseh map v podatkovni bazi. Ob kliku na pot, se odpre
mapa, kjer vidimo vse slike te osebe. Ob kliku na sliko se desno slikovno polje
napolni s to sliko. Do slik dolocˇene osebe se pride tudi z vnosom imena osebe
v vnosno polje. Ob kliku na gumb “Isˇcˇi” program preveri izbirni seznam in v
primeru ujemanja se odpre mapa s slikami osebe.
Slika 4.7: Pregled podatkovne baze.
Ob pritisku na gumb “Preveri ID” klicˇemo podprogram “Primerjava”, ki
izracˇuna ujemanje med slikama. Za mejo ujemanja smo izbrali vrednost 0.5.
Vrednost ujemanja manjˇsa od 0.5 ponazarja neujemanje med slikama in v aplika-
ciji izriˇse rdecˇ krizˇec, medtem ko vrednost vecˇja ali enaka 0.5 ponazarja ujemanje
med slikama in v aplikaciji izriˇse zeleno kljukico. Kljukica pomeni, da sliki pri-
padata isti osebi, krizˇec pa pomeni, da sliki pripadata razlicˇnima osebama. Sliki
4.8 in 4.9 prikazujeta zajem slike s kamero in preverjanje identitete.
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Slika 4.8: Primer uporabe prvega zavihka, kjer se osebi ujemata.
Slika 4.9: Primer uporabe prvega zavihka, kjer se osebi ne ujemata.
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Drugi zavihek nam omogocˇa primerjanje dveh slik iz baze. Preverjanje iden-
titete prikazujeta sliki 4.10 in 4.11.
Slika 4.10: Primer uporabe drugega zavihka, kjer se sliki ujemata.
Slika 4.11: Primer uporabe drugega zavihka, kjer se sliki ne ujemata.
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4.3 Pametna prijava v sistem
Danes se da vse vecˇ storitev izvesti kar preko racˇunalnika. S pomocˇjo digitalnih
potrdil lahko podpisujemo dokumente, izvajamo transakcije in dostopamo do
osebnih podatkov.
Da lahko izvajamo omenjena opravila, moramo imeti dostop do sistema.
Do sistema zˇelimo dostopati hitro in preprosto, pri cˇemer pa mora biti zago-
tovljena dolocˇena stopnja varnosti. Dostop do sistema je ponavadi omogocˇen
preko vnesˇenega gesla, sodobne tehnologije pa omogocˇajo varnejˇse dostopanje s
pomocˇjo biometricˇnih lastnosti oseb. Najbolj pogosto uporabljeni pametni nacˇini
prijave so na podlagi prstnih odtisov ter obrazne ali ocˇesne biometrije. S tem je
zmanjˇsana mozˇnost, da bi priˇslo do zlorabe sistema s strani tretje osebe.
Z namenom izboljˇsanja varnosti lastnega sistema smo izdelali preprosto apli-
kacijo, s katero se prijavimo v sistem. Aplikacija preverja pristnost uporabnika s
pomocˇjo zajete slike s kamere za prijavo v operacijski sistem Windows 7. Lahko
jo uporabimo poleg ali namesto gesla za dodatno varnost sistema.
Slika 4.12 prikazuje zaslon, ki se nam odpre ko prizˇgemo racˇunalnik.
Slika 4.12: Prijava v Windows 7.
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Aplikacija omogocˇa izbiro kamere za zajemanje slike, gumbe “Kamera”, “Di-
sketa” in “Nadaljuj”. Ob kliku na ikono kamere pricˇnemo z zajemanjem slike
iz kamere, ki smo jo izbrali s seznama kamer. Ob kliku na ikono diskete shra-
nimo trenutno sliko na zacˇasno lokacijo. Slika se nato ob kliku na ikono nadaljuj
primerja z mojo sliko v bazi. Primerjanje je izvedeno s podprogramom “Pri-
merjava”, ki primerja sliki med sabo in vrne razdaljo ujemanja. Cˇe je ujemanje
vecˇje ali enako 0.5, je prijava uspesˇna, odpre se nam namizje, zajeta slika pa se
izbriˇse iz zacˇasne lokacije. Brisanje slike iz zacˇasne lokacije izvedemo zato, da
ne bi ob naslednji prijavi samo kliknili gumb nadaljuj in zˇe bi se nam odprlo
namizje. S tem preprecˇimo prijavo v sistem brez preverjanja pristnosti osebe za
racˇunalnikom. Cˇe je ujemanje manjˇse od 0.5 se nam izpiˇse sporocˇilo “Poskusite
ponovno!”. Slika 4.13 prikazuje namizje, ki se nam odpre ob uspesˇni avtentikaciji.
Slika 4.13: Ob uspesˇni avtentikaciji se nam odpre namizje.
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5 Evalvacija
Evalvacija je bila izvedena na desetih, za raziskovalce prosto dostopnih, podat-
kovnih zbirkah. Primerjali smo uspesˇnost razvrsˇcˇanja treh modelov: 4SF-BR,
4SF-Seba in 4SF-Test. Kot merilo za primerjavo smo pri vsaki zbirki uporabili
nakljucˇno 10-kratno precˇno preverjanje. Za sˇtiri zbirke smo izvedli test na vseh
desetih razdelkih, medtem ko smo za ostalih sˇest zbirk izvedli test le na enem
izmed desetih razdelkov za oba modela. Pred interpretacijo rezultatov sledi opis
k-kratnega precˇnega preverjanja, opis ROC krivulj kot postopek za ocenjevanje
delovanja razlicˇnih algoritmov, opis povrsˇine pod ROC krivuljo ter uporabljene
zbirke in njihove lastnosti.
5.1 K-kratno precˇno preverjanje
V k-kratnem precˇnem preverjanju (angl. k-fold cross validation), vcˇasih imenova-
nem ocena rotacije (angl. rotation estimation), zbirko podatkov nakljucˇno razde-
limo na k podmnozˇic priblizˇno enakih velikosti (angl. stratified cross-validation).
Vsako od podmnozˇic uporabimo enkrat za testiranje, preostale podmnozˇice pa
za ucˇenje. Ta postopek ponovimo k-krat. Ocena tocˇnosti precˇnega preverjanja
je skupno sˇtevilo pravilnih razvrstitev deljeno s sˇtevilom preverjanj v zbirki po-
datkov [30]. Ucˇinek nakljucˇja pri k-kratnem razbitju lahko zmanjˇsamo tako, da
k-kratno preverjanje ponovimo vecˇkrat ter izracˇunamo povprecˇen rezultat.
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kjer je TP sˇtevilo pravilno potrjenih primerov in P sˇtevilo vseh pozitivnih
primerov.
Stopnjo napacˇno potrjenih dogodkov (angl. False Positive Rate, false alarm
rate) izracˇunamo po enacˇbi:
FPR =
FP
N
, (5.2)
kjer je FP sˇtevilo vseh napacˇno potrjenih primerov in N sˇtevilo vseh negativnih
primerov.
ROC krivuljo nariˇsemo tako, da izriˇsemo stopnjo pravilno potrjenih (TPR)
dogodkov proti stopnji napacˇno potrjenih (FPR) dogodkov pri razlicˇnih nastavi-
tvah praga.
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Slika 5.2: ROC krivulja z oznacˇeno EER (0.22).
Vrednost, kjer imata napaki FPR (angl. False Positive Rate) in FNR (angl.
False Negative Rate) enako vrednost, imenujemo napaka enakega razvrsˇcˇanja
(angl. Equal Error Rate – EER). Odcˇitamo jo lahko tudi kot vrednost na krivulji,
kjer je FNR enak 1-TPR, ali kot tocˇko, kjer ROC krivulja seka cˇrto, ki poteka iz
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tocˇke (0,1) do tocˇke (1,0). Primer ROC krivulje z oznacˇeno EER ponazarja slika
5.2.
Za generiranje ROC krivulj smo uporabili funkcijo perfcurve programskega
paketa Matlab. Enacˇba (5.3) prikazuje Matlab kodo za izracˇun vrednosti, na
podlagi katerih se izriˇse ROC krivulja in izpiˇse vrednost AUC:
[X, Y, T,AUC] = perfcurve(labels, scores, posclass) . (5.3)
Pri cˇemer so labels oznake napovedi razvrsˇcˇevalnika, scores rezultati ujema-
nja, posclass pa oznaka razreda, kjer je vzorec pravilno razvrsˇcˇen.
5.3 Povrsˇina pod ROC krivuljo
Povrsˇina pod ROC krivuljo (angl. Area Under the ROC Curve – AUC) je mera
uspesˇnosti razvrsˇcˇevalnika. Pri primerjanju razvrsˇcˇevalnikov zˇelimo eno ska-
larno vrednost, ki predstavlja uspesˇnost razvrsˇcˇanja. Obicˇajna metoda je izracˇun
povrsˇine pod ROC krivuljo, okrajˇsano AUC. Vrednost povrsˇine pod krivuljo je
vedno med 0 in 1, ker pa nakljucˇno ugibanje izriˇse cˇrto med tocˇkama (0,0) in
(1,1), pricˇakujemo za vse realne razvrsˇcˇevalnike uspesˇnost razvrsˇcˇanja nad 0,5.
Vrednost AUC je enaka verjetnosti, s katero bo razvrsˇcˇevalnik pravilno razvrstil
nakljucˇen vzorec [31].
5.4 Uporabljene podatkovne zbirke
Pri ucˇenju in evalvaciji modelov 4SF-BR, 4SF-Seba in 4SF-Test so bile upora-
bljene zbirke iz naslednje tabele.
V naslednjih podpoglavjih so opisane znacˇilnosti vsake uporabljene zbirke ter
primer dveh slik za isto osebo.
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Bazi PUT in CFD nismo uporabili za evalvacije, saj sta bili uporabljeni za
ucˇenje modela 4SF-Test.
6 Rezultati evalvacije
V naslednjih razdelkih bomo prikazali rezultate evalvacij za vseh 11 zbirk. Za vse
razlicˇice LFW zbirke bodo podane krivulje za vseh 10 precˇnih preverjanj, med-
tem ko bomo pri ostalih sedmih zbirkah podali le krivuljo pri nakljucˇo izbranem
precˇnem preverjanju. Poleg grafov krivulj bodo podane tudi povrsˇine pod ROC
krivuljami (AUC) in napake enakega razvrsˇcˇanja (EER). Rezultate evalvacij na
zbirkah LFW bomo primerjali z rezultati objavljenimi na spletni strani LFW.
6.1 Zbirka LFW
Slika 6.1 prikazuje vse ROC krivulje 10-kratnega precˇnega preverjanja, slika 6.2
pa zgolj povprecˇni ob uporabi 4SF-BR in 4SF-Test.
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Slika 6.1: ROC krivulje pri 10-kratnem precˇnem preverjanju.
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Slika 6.2: Povprecˇni ROC krivulji za 10-kratno precˇno preverjanje.
Vrednosti UAC in EER za vsako preverjanje vsebuje tabela 6.1, za povprecˇni
ROC krivulji pa tabela 6.2.
Model 1 2 3 4 5 6 7 8 9 10
4SF-BR AUC 0.8401 0.8214 0.8290 0.7827 0.8036 0.8723 0.8486 0.8017 0.8375 0.8511
EER 0.2367 0.2333 0.2333 0.2667 0.2633 0.21 0.2267 0.27 0.23 0.2233
4SF-Test AUC 0.8484 0.8367 0.8191 0.8011 0.8335 0.8354 0.8660 0.8267 0.8418 0.8609
EER 0.2233 0.24 0.2433 0.2567 0.2467 0.2233 0.2067 0.24 0.23 0.22
Tabela 6.1: Tabela vrednosti UAC in EER za 10 precˇnih preverjanj.
Model Rezultati
4SF-BR AUC 0.8286± 0.0269
EER 0.2403± 0.0203
4SF-Test AUC 0.8367± 0.0191
EER 0.2323± 0.0149
Tabela 6.2: Tabela vrednosti UAC in EER za povprecˇni ROC krivulji vseh pre-
verjanj.
Model 4SF-Test dosega za slab odstotek boljˇse rezultate od modela 4SF-BR.
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6.2 LFW (funneled)
Slika 6.3 prikazuje vse ROC krivulje 10-kratnega precˇnega preverjanja, slika 6.4
pa zgolj povprecˇni ob uporabi 4SF-BR in 4SF-Test.
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Slika 6.3: ROC krivulje pri 10-kratnem precˇnem preverjanju.
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Slika 6.4: Povprecˇni ROC krivulji za 10-kratno precˇno preverjanje.
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Vrednosti UAC in EER za vsako preverjanje vsebuje tabela 6.3, za povprecˇni
ROC krivulji pa tabela 6.4. Iz rezultatov je razvidno, da boljˇse rezultate dosega
model 4SF-Test. Delovanje obeh se sicer razlikuje zgolj za dober odstotek.
Model 1 2 3 4 5 6 7 8 9 10
4SF-BR AUC 0.8473 0.8303 0.8046 0.8067 0.8181 0.8606 0.8537 0.8062 0.8226 0.8708
EER 0.2333 0.2367 0.28 0.26 0.27 0.2167 0.22 0.2467 0.2533 0.2033
4SF-Test AUC 0.8461 0.8533 0.8288 0.8291 0.8279 0.8387 0.8798 0.8312 0.8263 0.8649
EER 0.2367 0.23 0.2333 0.2367 0.2533 0.25 0.2033 0.2367 0.2367 0.1967
Tabela 6.3: Tabela vrednosti UAC in EER za 10 precˇnih preverjanj.
Model Rezultati
4SF-BR AUC 0.8318± 0.0233
EER 0.2437± 0.0246
4SF-Test AUC 0.8425± 0.0183
EER 0.2310± 0.0181
Tabela 6.4: Tabela vrednosti UAC in EER za povprecˇni ROC krivulji vseh pre-
verjanj.
6.3 LFW (deep funneled)
Slika 6.5 prikazuje vse ROC krivulje 10-kratnega precˇnega preverjanja, slika 6.6
pa zgolj povprecˇni ob uporabi 4SF-BR in 4SF-Test.
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Slika 6.5: ROC krivulje pri 10-kratnem precˇnem preverjanju.
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Slika 6.6: Povprecˇni ROC krivulji za 10-kratno precˇno preverjanje.
Vrednosti UAC in EER za vsako preverjanje vsebuje tabela 6.5, za povprecˇni
ROC krivulji pa tabela 6.6. Za boljˇsega se je zopet izkazal model 4SF-Test.
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Model 1 2 3 4 5 6 7 8 9 10
4SF-BR AUC 0.8369 0.8316 0.8136 0.8032 0.8523 0.8536 0.8628 0.8303 0.8276 0.8670
EER 0.2233 0.23 0.2667 0.2633 0.22 0.23 0.2167 0.2433 0.2467 0.21
4SF-Test AUC 0.8382 0.8357 0.8259 0.8235 0.8485 0.8490 0.8757 0.8366 0.8222 0.8624
EER 0.2333 0.2167 0.2433 0.2467 0.2367 0.2333 0.2 0.2433 0.2467 0.2033
Tabela 6.5: Tabela vrednosti UAC in EER za 10 precˇnih preverjanj.
Model Rezultati
4SF-BR AUC 0.8377± 0.0209
EER 0.2393± 0.0194
4SF-Test AUC 0.8419± 0.0174
EER 0.2313± 0.0175
Tabela 6.6: Tabela vrednosti UAC in EER za povprecˇni ROC krivulji vseh pre-
verjanj.
6.4 LFW-a
Slika 6.7 prikazuje vse ROC krivulje 10-kratnega precˇnega preverjanja, slika 6.8
pa zgolj povprecˇni ob uporabi 4SF-BR in 4SF-Test.
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Slika 6.7: ROC krivulje pri 10-kratnem precˇnem preverjanju.
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Slika 6.8: Povprecˇni ROC krivulji za 10-kratno precˇno preverjanje.
Vrednosti UAC in EER za vsako preverjanje vsebuje tabela 6.7, za povprecˇni
ROC krivulji pa tabela 6.8. Tudi tokrat je model 4SF-Test dosegel najboljˇse
rezultate.
Model 1 2 3 4 5 6 7 8 9 10
4SF-BR AUC 0.8575 0.8492 0.8198 0.8017 0.8402 0.8574 0.8555 0.8346 0.8214 0.8664
EER 0.2233 0.23 0.2567 0.2733 0.2433 0.2233 0.2167 0.2367 0.2433 0.2133
4SF-Test AUC 0.8720 0.8761 0.8387 0.8517 0.8539 0.8423 0.8754 0.8453 0.8349 0.8836
EER 0.2033 0.1933 0.2333 0.2333 0.2333 0.2367 0.1933 0.2167 0.23 0.1867
Tabela 6.7: Tabela vrednosti UAC in EER za 10 precˇnih preverjanj.
Model Rezultati
4SF-BR AUC 0.8402± 0.0208
EER 0.2353± 0.0208
4SF-Test AUC 0.8573± 0.0178
EER 0.2187± 0.0199
Tabela 6.8: Tabela vrednosti UAC in EER za povprecˇni ROC krivulji vseh pre-
verjanj.
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6.5 FEI
Slika 6.9 prikazuje ROC krivulje za nakljucˇno preverjanje z uporabo 4SF-BR,
4SF-Seba in 4SF-Test.
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Slika 6.9: ROC krivulje pri nakljucˇnem preverjanju.
Tabela 6.9 prikazuje vrednosti UAC in EER pri nakljucˇnem preverjanju. Naj-
boljˇse rezultate je dosegel model 4SF-Test, cˇeprav so razlike minimalne.
Model Rezultati
4SF-BR AUC 0.9652
EER 0.0466
4SF-Seba AUC 0.9883
EER 0.0133
4SF-Test AUC 0.9885
EER 0.02
Tabela 6.9: Tabela vrednosti UAC in EER
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6.6 MEDS II
Slika 6.10 prikazuje ROC krivulje za nakljucˇno preverjanje z uporabo 4SF-BR,
4SF-Seba in 4SF-Test.
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Slika 6.10: ROC krivulje pri nakljucˇnem preverjanju.
Tabela 6.10 prikazuje vrednosti UAC in EER pri nakljucˇnem preverjanju.
Najboljˇse rezultate je dosegel model 4SF-Test.
Model Rezultati
4SF-BR AUC 0.9309
EER 0.108
4SF-Seba AUC 0.9326
EER 0.112
4SF-Test AUC 0.9334
EER 0.116
Tabela 6.10: Tabela vrednosti UAC in EER
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6.7 PICS – Aberdeen
Slika 6.11 prikazuje ROC krivulje za nakljucˇno preverjanje z uporabo 4SF-BR,
4SF-Seba in 4SF-Test.
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Slika 6.11: ROC krivulje pri nakljucˇnem preverjanju.
Tabela 6.11 prikazuje vrednosti UAC in EER pri nakljucˇnem preverjanju.
Model 4SF-Test je zopet dosegel najboljˇse rezultate.
Model Rezultati
4SF-BR AUC 0.9272
EER 0.1133
4SF-Seba AUC 0.9308
EER 0.1133
4SF-Test AUC 0.9347
EER 0.1
Tabela 6.11: Tabela vrednosti UAC in EER
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6.8 Caltech
Slika 6.12 prikazuje ROC krivulje za nakljucˇno preverjanje z uporabo 4SF-BR,
4SF-Seba in 4SF-Test.
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Slika 6.12: ROC krivulje pri nakljucˇnem preverjanju.
Tabela 6.12 prikazuje vrednosti UAC in EER pri nakljucˇnem preverjanju.
Tokrat je najboljˇse rezultate dosegel model 4SF-Seba, ki je za kar 2 odstotka
premagal model 4SF-Test.
Model Rezultati
4SF-BR AUC 0.9265
EER 0.14
4SF-Seba AUC 0.9296
EER 0.1133
4SF-Test AUC 0.9096
EER 0.1467
Tabela 6.12: Tabela vrednosti UAC in EER
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6.9 PICS – Iranian women
Slika 6.13 prikazuje ROC krivulje za nakljucˇno preverjanje z uporabo 4SF-BR,
4SF-Seba in 4SF-Test.
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Slika 6.13: ROC krivulje pri nakljucˇnem preverjanju.
Tabela 6.13 prikazuje vrednosti UAC in EER pri nakljucˇnem preverjanju.
Zopet se je najbolje odrezal model 4SF-Seba.
Model Rezultati
4SF-BR AUC 0.9604
EER 0.12
4SF-Seba AUC 0.9692
EER 0.12
4SF-Test AUC 0.9450
EER 0.14
Tabela 6.13: Tabela vrednosti UAC in EER
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6.10 PICS – Utrecht
Za zbirko PICS – Utrecht ne bomo podali ROC krivulj, saj so vsi trije modeli
dosegli sto odstotno delovanje. Prav tako ni potrebna tabela rezultatov, saj sta
AUC in EER pri vseh modelih enaki, in sicer AUC = 1, EER = 0.
6.11 Interpretacija rezultatov
V tem razdelku bomo med sabo primerjali rezultate vseh treh modelov. Za
zacˇetek bomo primerjali rezultate modelov 4SF-BR in 4SF-Test na vseh sˇtirih
razlicˇicah LFW zbirke, v naslednjem razdelku pa sˇe z rezultati s spletne strani
LFW. Rezultati evalvacije modela 4SF-Seba niso uporabni kot dokaz uspesˇnosti
delovanja algoritma 4SF, saj je bil model naucˇen na zbirki LFW.
Slika 6.14 prikazuje ROC krivulje za oba modela pri vseh sˇtirih razlicˇicah
zbirke.
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Slika 6.14: Primerjava 4SF-BR in 4SF-Test na vseh razlicˇicah zbirke LFW.
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Slika 6.15 prikazuje ROC krivulje v okolici tocˇke, kjer merimo napako enakega
razvrsˇcˇanja.
Slika 6.15: ROC krivulje v tocˇkah, kjer odcˇitavamo EER.
Kot je razvidno iz slik 6.14 in 6.15 model 4SF-Test na vseh sˇtirih razlicˇicah
LFW zbirke dosega boljˇse rezultate kot privzet model OpenBR knjizˇnice.
Rezultati v razdelkih 6.1, 6.2, 6.3 in 6.4 dokazujejo, da igra poravnava slik pri
razpoznavanju veliko vlogo. Na zbirkah poravnanih slik (LFW (funneled), LFW
(deep funneled) in LFW-a) sta modela 4SF-BR in 4SF-Test do 3 % uspesˇnejˇsa
kot pri razpoznavanju oseb na slikah v originalni zbirki LFW. Najboljˇsi rezul-
tati so bili dosezˇeni na zbirki LFW-a, ki vsebuje slike poravnane s komercialno
programsko opremo.
Pri evalvaciji zbirk FEI, MEDS II in Aberdeen je bil najbolj uspesˇen mo-
del 4SF-Test, cˇeprav so bile razlike med rezultati minimalne, v rangu 0.5 % pri
povrsˇini pod ROC krivuljo.
Pri evalvaciji zbirk Caltech in Iranian women se je najbolj odrezal model
4SF-Seba, sledil je 4SF-BR in na koncu 4SF-Test. Menim, da je bil problem v
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razlicˇnih svetilnostih testnih slik, saj ucˇna mnozˇica za ucˇenje modela 4SF-Test ni
vsebovala nobene slike, kjer bi bile slike zasencˇene.
Pri zbirki Utrecht so vsi modeli razvrstili slike s stoodstotno natancˇnostjo, saj
zbirka vsebuje zgolj slike prednje strani obrazov na enolicˇni modri podlagi.
6.12 Primerjava rezultatov evalvacije z drugimi algoritmi
s spletne strani LFW
Sledi tabela s spletne strani LFW, v kateri so zapisani rezultati evalvacij 28
razlicˇnih algoritmov s strani, poleg katerih smo dodali rezultate evalvacij modelov
4SF-BR in 4SF-Test. Rezultati so urejeni v narasˇcˇajocˇem vrstnem redu.
Algoritem Rezultat Algoritem Rezultat
MERL 0.7052± 0.0060 MERL+Nowak, funneled 0.7618± 0.0058
LDML, funneled 0.7927± 0.0060 NReLU 0.8073± 0.0134
Single LE + holistic 0.8122± 0.0053 DML-eig SIFT, funneled 0.8127± 0.0230
4SF-BR 0.8286± 0.0269 4SF-BR, funneled 0.8318± 0.0233
4SF-Test 0.8367± 0.0191 4SF-BR, deep funneled 0.8377± 0.0209
Hybrid, aligned 0.8398± 0.0035 4SF-BR, aligned 0.8402± 0.0208
4SF-Test, deep funneled 0.8419± 0.0174 4SF-Test, funneled 0.8425± 0.0183
LARK supervised, aligned 0.8510± 0.0059 Hybrid on LFW3D 0.8563± 0.0053
4SF-Test, aligned 0.8573± 0.0178 TSML with OCLBP 0.8710± 0.0043
Pose Adaptive Filter (PAF) 0.8777± 0.0051 CSML+SVM, aligned 0.8800± 0.0037
SFRD+PMML 0.8935± 0.0050 LM3L 0.8957± 0.0153
Spartans 0.8969± 0.0036 Sub-SML 0.8973± 0.0038
TSML with feature fusion 0.8980± 0.0047 DDML 0.9068± 0.0141
VMRS 0.9110± 0.0059 HPEN+HD-LBP+DDML 0.9257± 0.0036
HPEN+HD-Gabor+DDML 0.9280± 0.0047 MSBSIF-SIEDA 0.9463± 0.0095
Tabela 6.14: Rezultati razlicˇnih algoritmov v primerjavi z OpenBR. Pri rezultatih
je prvi del natancˇnost razvrsˇcˇanja, drugi pa standardna deviacija.
Pri evalvacijah smo uporabili vse razlicˇice zbirke LFW. Z odebeljeno pisavo
106 Rezultati evalvacije
smo oznacˇili rezultate lastnih evalvacij na LFW. Dodatne infromacije o upora-
bljenih algoritmih pri ostalih evalvacijah so dostopne na spletni strani LFW [47].
Rezultati so pricˇakovani in hkrati dokazujejo konkurencˇnost algoritma 4SF
ostalim algoritmom.
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Do zgoraj opisanih tezˇav seveda ne bi prihajalo, cˇe bi algoritem uporabljali v
kontroliranem okolju, kjer bi bile poleg enolicˇnega ozadja, slike zajete s prednjega
profila. To hipotezo potrjuje evalvacija na zbirki Utrecht.
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8 Zakljucˇek
V diplomskem delu smo razvili dve aplikaciji za rapoznavanje oseb na podlagi
digitalnih fotografij njihovih obrazov. Obe aplikaciji delujeta na operacijskem
sistemu Windows. Prva aplikacija omogocˇa ucˇenje lastnega modela za razpo-
znavanje in razpoznavalnik oseb, kjer lahko primerjamo katerikoli dve sliki iz
poljubne zbirke, lahko pa sliko zajamemo tudi preko kamere racˇunalnika. Drugo
aplikacijo smo razvili kot primer uporabe prve aplikacije, in sicer sluzˇi kot prijava
v sistem. Prijavo izvedemo tako, da preko kamere racˇunalnika zajamemo sliko
obraza in s klikom na gumb “Nadaljuj” preverimo ali se identiteta uporabnika
ujema z zajeto sliko.
Ker nam sama aplikacija ne pomeni nicˇ, cˇe ne vemo, kako dobro deluje, smo
izvedli kar nekaj evalvacij. Najprej smo s pomocˇjo knjizˇnice OpenBR naucˇili dva
lastna modela na skupno sˇtirih razlicˇnih podatkovnih zbirkah. Prvega, OpenBR-
Seba, smo naucˇili na lastni zbirki in zbirki LFW [26], drugega, OpenBR-Test,
pa na zbirkah PUT [27] in CFD [28]. Ker knjizˇnica OpenBR zˇe vsebuje naucˇen
model, smo pri evalvaciji uporabili tudi tistega. Evalvacijo smo izvedli na desetih
razlicˇnih zbirkah. Za najboljˇsi model se je izkazal OpenBR-Seba, ki smo ga
posledicˇno uporabili v obeh razvitih aplikacijah.
Eden od ciljev diplomskega dela je bilo dokazati, da so knjizˇnica OpenBR in
njeni algoritmi eni redkih odprtokodnih programskih paketov, ki so konkurencˇni
v primerjavi s komercialnimi sistemi, kar mi je tudi uspelo.
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A Navodila za reproduciranje
rezultatov
Delu prilozˇen disk vsebuje arhiv z izvorno kodo uporabljeno pri izdelavi dela. V
korenskem direktoriju se nahaja 5 map.
Mapa VS Projekti vsebuje 6 projektov z izvorno kodo uporabljeno za razvoj
dveh aplikacij: Razpoznavalnik oseb in SmartLoginDemo. Za dva projekta smo
uporabili programski jezik C#, za sˇtiri projekte pa programski jezik C++. Pod-
programi, ki se jih v C# aplikaciji samo klicˇe, so v mapi.
V mapi DB je zbirka LFW, primarna zbirka, na kateri smo naucˇili model
4SF-Seba. Mapo prenesite na lokalni disk C.
V mapi SeblFR so vse potrebne datoteke za uporabo rapoznavalnika oseb.
Mapo prenesite na lokalni disk C.
V mapi SmartLoginDemo je program, ki omogocˇa pametno prijavo v sistem.
Celotno mapo prenesite na C disk. V mapi se nahaja podmapa imenovana Test.
V tej mapi se nahaja slika, s katero se primerja zajeta slika s kamero. Cˇe zˇelite
poskusiti delovanje pametne prijave, zamenjajte obstojecˇo sliko s svojo. Slika
mora biti jpg formata z imenom Slika2.
V mapi Evalvacija so datoteke, s pomocˇjo katerih smo izvedli evalvacije mo-
delov na razlicˇnih zbirkah. Vsebuje Python programe za izracˇun podobnosti med
slikami, tekstovne datoteke z vhodnimi potmi za primerjave, rezultate primerjav
ter grafe evalvacij. V Matlab datotekah so zˇe vneseni rezultati primerjav tako, da
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se grafe izriˇse s pritiskom na gumb F5. V primeru da imate namesˇcˇen OpenBR,
lahko evalvacije ponovite. Uporabljene podatkovne zbirke zaradi velikosti niso na
disku, lahko pa se jih pridobi brezplacˇno na spletu.
B Seznam prevodov
Naslednja tabela vsebuje prevode terminov. Tabelo smo dodali zato, ker izrazi
do sedaj sˇe niso bili prevedeni v slovensˇcˇino.
Izraz Prevod
image funnel slikovni lijak
funneling postopek lijakaste poravnave
deep congealing postopek globokega strjevanja
pixel stack sklad slikovnih tocˇk
rotation estimation ocena rotacije
Tabela B.1: Seznam prevodov.
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