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on the very limited assumptions for the considering users preference
producesalmostirrelevantresults.
Therefore,theinteligentagentisnecessarytosupportapersonalized
searching function forthepersonaland active evaluation oftheusers
preference.Italso should supportsemanticaly related information by
analyzingcorrelationoftheinformation.
In this thesis,association rules and case-based reasoning method
suchthatcananalyzeactionsandcharacteristicsofeachuserandextract
individualbehavior pattern rules by repetitive learning for supporting
reasoningaresuggested.Theassociationrulesandcase-basedreasoning
method used in the data mining field can measure the degree of
verification of the related data depending on the supportability and
reliability,andcanevaluatethedegreeoftherelevancebyitsevaluation.
Therefore,therecal ratio and theprecision ratio can beimproved by
applyingtheserulesforverifyingtherelevanceamongwebdocuments.
The grouping rule formation algorithm for the relevance rule
searching method and a recognized probability model for the
implementation ofthe case-based reasoning method is presented.The
formercalculatessupportabilityandreliabilitytomeasuretheverification
ratio,andthelatterevaluatesrelevancebymeasuringtherelativity.
The learning through the user modeling properly feedbacks the
cleaned information of case presented level,and have expanded and
adaptivefunction oftheknowledgeby persistently changing theusers
categorygroup.









and the case-based reasoning method statisticaly based on the users
searchingbehaviorshowedsuperiorresultsbothontherecalratioandthe
precisionratiocomparetotheanyotherexistingsearchingengines.
제 1장 서 론
1.1연구의 배경
최근 기업,단체 및 개인에 이르기까지 많은 정보 제공자들이 웹을 통하여
정보를 제공함에 따라 웹을 통한 정보의 검색 또한 점점 일반화되고 있고 웹
상의 정보 양도 급속히 증가하고 있다.현재 웹 상에서 색인 가능한 문서의
수가 25억 개를 넘었고,동적으로 생성되는 웹 페이지의 수는 5,500억개 정도
이며,하루에 새롭게 생겨나는 웹 문서도 백 만개를 넘어서고 있다.[1]정보검
색에서 정보량의 급속한 증대는 자신에게 유용한 정보를 찾는데 점점 더 많은
시간을 투자해야 하고 범용검색엔진의 문서 처리 시간을 지연시키고 있다.문
서의 양적 증가로 인한 처리지연 외에도 웹 문서의 분류나 표현규칙이 아직
표준화되어 있지 않아 특정 주제에 대한 사용자의 정보 요구를 정확하게 인식
하지 못해 사용자의 선호도나 검색 목적에 따라 개인화된 정보를 제공하지 못
하는 질적인 문제도 있다.[2]
범용검색엔진은 수많은 웹 문서로부터 다양한 주제와 풍부한 관련 정보를
제공할 수 있는 이점이 있지만 자원발견 단계,정보추출 단계,색인화 단계,
정보유지 단계,정보제공 단계 등에서 다음과 같은 문제점이 있다.[3][4]먼저 자
원발견 단계에서는 급증하는 웹 문서를 수용하기 위해 발견적(heuristic)인 탐
색방법을 사용하지 않고 너비우선탐색법과 같은 단순한 방법으로 링크 그래프
를 방문하기 때문에 검색 효율이 낮고 반복적으로 동작하는 검색 로봇은 네트
워크 트래픽을 증가시킨다.정보추출 단계에서는 의미망(semanticnetwork)을
구성하지 못한 색인데이터베이스는 사용자에게 유용한 핵심 지식의 창출 및
개인별 정보 가공을 하지 못한다.또한 색인화 단계에는 단어의 출현빈도(TF
:term frequency)에만 근거하여 단순빈도와 상대빈도를 구분하지 않고 역문
헌빈도(IDF:inversedocumentfrequency)도 고려하지 않으므로 색인어 분류
의 정확도를 향상시키지 못하고 있다.정보유지 단계에서는 동적으로 변하는
웹의 성질 때문에 웹 문서들을 주기적으로 검색해서 변화된 정보를 색인데이
터베이스(indexdatabase)에 반영하는 검색 주기의 즉시성도 낮은 편이다.정
보제공 단계에서는 주어진 질의어와 색인데이터베이스의 색인어들을 단순 패
턴 비교를 통해 일치하는 정보를 검색하는 기법을 사용함으로써 검색 효율이
매우 낮다.
이러한 문제를 부분적으로 해결하기 위해 특정 영역에 관한 세부적이고 전
문적인 내용이나 전문용어 혹은 이와 유사한 용어에 대해 특화된 정보를 제공
하는 전문검색엔진이 개발되고 있다.전문검색엔진은 특정분야의 전문지식을
디렉토리 서비스 형태나 로컬 데이터베이스 기반의 웹 서비스형태로 제공한
다.분야별 전문검색엔진의 다양화는 외국에서는 이미 대중화된 인터넷 서비
스 중 하나로 미국만 해도 1,800여 개의 전문검색엔진이 사용되고 있다.[5][6]예
를 들어 뉴스의 헤드라인만 검색해 주는 사이트(www.moreover.com),연방법
과 정부의 웹사이트만 전문적으로 검색해 주는 사이트(www.findlaw.com),과
학기술과 관련된 정보만 제공하는 사이트(www.biolinks.com)등으로 특성화
되어 가고 있고 국내에서도 교육정보만을 전문적으로 제공해주는 에듀인포 사
이트(eduinfo4k.wo.to)가 있다.그러나 전문검색엔진에서 제공되는 정보는 질의
어와 관련성이 깊고 주제별로 집약된 정보이지만 정보의 양과 수준은 전문지
식을 필요로 하는 사용자의 기대보다 대부분 미흡한 경우가 많다.특히 에듀
인포 사이트는 신뢰성 검사기능과 사용자 프로파일에 기초한 정보 필터링 기
능이 부족하여 상황에 따른 선별적 추출기능이 미약한 편이다.[7]이것은 검색
엔진이 해당 질의어에 대해 디렉토리 검색이나 로컬 데이터베이스만을 검색함
으로써 한정된 영역의 정보를 사용하고 질의어와 연관성 있는 정보도 함께 제
공하지 못하는 정보획득 및 추출의 한계성 때문이다.[8]
1.2연구의 목적 및 내용
거대한 가상공간을 대상으로 하는 정보검색에서는 신속한 검색이나 풍부한
자료의 제공 못지 않게 사용자의 의도를 정확히 파악하여 개인화된 전문 지식
을 제공하거나 사용자의 선호도를 고려하는 지능형 에이전트가 필요하다.지
능형 에이전트는 문서의 의미를 분석하여 카테고리 그룹을 분류하거나 특정한
응용영역에 대한 경험적 지식을 재활용하는 학습(learning)기능을 제공하고
검색을 요청하는 사용자의 선호도에 따라 다른 검색 결과를 제시한다.이러한
에이전트의 지능적 행위는 범용검색엔진과 전문검색엔진의 문제점과 한계성을
극복하는 대안이 될 수 있다.
사용자의 관심도를 정보 검색에 이용하는 지능형 에이전트 기술은 여러 분
야에서 활발히 연구되고 있지만 웹 에이전트 연구의 주요 모델이 되는 시스템
은 다음과 같다.먼저 PersonalWebWatcher시스템은 TF-IDF와 베이지안
확률을 이용한 학습방법을 이용하여 사용자가 관심을 가지는 문서들의 형태와
내용에 대한 개념 모델을 만들고 사용자가 정보 검색 시에 이 개념 모델을 이
용하여 관심 문서를 예측하여 제안한다.[9][10]Letizia시스템은 클라이언트형 에
이전트로 기계학습 접근법을 이용하여 사용자의 행동을 관찰하고 수집된 행동
패턴을 분석하여 무감독 학습방법을 통해 사용자의 관심 문서를 예측한다.[11]
WiseWire는 감독 학습방법과 무감독 학습방법을 함께 사용하는 혼합형 학습
방법을 지니며 보조적으로 다른 사람의 행동 패턴도 함께 고려하는 협력학습
(colaborativelearning)기능도 제공한다.또한 행동 패턴을 묵시적으로 학습
하는 방법외에 사용자에게 문서의 관심 정도를 0에서 10까지 세분화된 수치
값을 입력하도록 하는 명시적 학습방법도 제공하고 있다.[12]SMART 시스템은
벡터공간모델 이론에 기초하여 군집파일(clusteredfile)을 색인으로 사용하여
사용자의 질의 유사도를 측정하고 있으며[13]GlOSS시스템은 정보저장소의 위
치를 지시해 주는 메타데이터를 이용하며 문서빈도나 용어가중치의 합과 같은
통계치를 기반으로 관련도를 측정한다.[14]SavvySearch시스템은 강화학습방
법(reinforcementlearningmethod)으로 관련성을 측정하고 분산된 환경에서
능동적 적응성을 특성으로 가지고 있다.[15]Amalthaea시스템은 복잡한 영역의
문제 해결을 위하여 여러 에이전트가 상호 협동하는 멀티에이전트 시스템으로
구성되며 관련성 측정을 위해서 진화론(ecosystem)적 학습방법이 이용되고 있
다.[16]
그러나 SMART 시스템과 GlOSS 시스템 같은 일부 지능형 에이전트들은
사용자별 선호도를 고려할 때 매우 제한적인 가정(assumption)에 의존하여 검
색함으로써 관련성 낮은 결과를 제공하거나 사용자별로 개인화된 정보를 제공
하지 못하는 경우가 종종 있다.따라서 본 논문에서는 사용자별로 개인화되고
연관성 있는 정보를 제공하기 위해 웹 검색 에이전트에 데이터마이닝의 연관
규칙 탐사(associationrules)기법과 사례기반 추론(case-basedreasoning)기
법의 적용을 제안한다.
연관규칙탐사 기법은 항목집합으로 표현된 트랜잭션에서 각 항목간의 연관
성을 찾아 데이터간의 관계 규칙을 발견하는 기법이며 사례기반 추론은 주어
진 문제를 해결하기 위해 과거의 유사한 사례를 문제의 상황에 맞게 응용하여
새로운 해를 발견하는 기법이다.연관규칙 탐사 알고리즘의 구현을 위해
Apriori알고리즘을 검색엔진의 특성에 맞게 변형한 ‘그룹화 규칙 생성
(groupingruleformation)알로리즘’을 개발하였다.이 알고리즘은 순서적 의
미를 갖는 두 요소 항목 집합의 조합에서 첫 요소 항목을 빈발항목 생성과 지
지도 계산에 기준 요소로 선정하여 첫 요소 항목을 중심으로 그룹화하여 연관
규칙의 신뢰도를 평가한다.사례기반 추론 알고리즘의 구현은 ‘인지적 확률모
델(recognizedprobabilitymodel)기반의 사례추론 알고리즘’을 개발하여 주어
진 질의어의 관련 정보 카테고리를 결정하도록 하였다.인지적 확률모델이란
질의어를 의미론적으로 해석하기 위해 확률적으로 관심 빈도가 높은 카테고리
에 속하는 색인어가 그 질의어와 관련성이 높다는 이론에 기초한다.
연관규칙 탐사와 사례기반 추론 기법은 지지도와 신뢰도에 따라 연관자료의
확신도를 측정하고 유사도에 따라 관련성 정도를 평가하기 때문에 기존의 검
색 방법에 비해 자료의 재현률과 정확율을 개선할 수 있다.지지도와 신뢰도
의 평가는 불린 연산에 의해 축적된 연관지식을 이용하고 유사도 측정은 사용
자의 과거 검색행위와 관련된 경험적 지식을 사례로 활용한다.연관규칙 탐사
와 사례기반 추론 기법이 적용된 에이전트에서는 학습과 추론 기능을 통해 관
련성 높은 카테고리 그룹의 정보를 제공하며 질의어와 관련된 연관어도 함께
제공한다.
다른 전문검색엔진이나 범용검색엔진과의 성능평가 실험에서는 본 논문에서
개발한 AI-SEA 시스템이 적용 기법에 따라 차이는 있지만 전문검색엔진에
비해 정확율과 재현률이 높고 범용검색엔진에 비해서는 정확율이 높은 결과를
나타내었다.
본 논문은 7장으로 구성된다.2장은 일반적인 범용검색엔진의 구성 및 지능
형 검색 에이전트에 대해 살펴보고 3장은 지능적 웹 검색을 위한 이론과 방법
에 대해 기술한다.4장은 본 논문에서 구현한 시스템의 지능적 추론을 위한
질의어 처리 알고리즘을 설계하고 5장은 지능형 에이전트 시스템의 구현 방법
에 대해 기술한다.6장은 실험 결과에 대해 고찰하고 7장은 결론으로 끝을 맺
는다.
제 2장 범용검색엔진 및 지능형 검색 에이전트의
고찰
정보검색 에이전트는 사용자를 대신하여 인터넷에 산재해 있는 정보들에 대
하여 정보검색과 정보여과 등의 기능을 자동적으로 수행하는 소프트웨어를 말
한다.정보검색 에이전트가 지니는 공통적인 특징은 자율성과 협동성,그리고
적응성이다.자율성은 사용자의 직접적인 개입 없이 자율적으로 행동하는 성
질을 말하며 협동성은 주어진 작업을 수행하기 위해 다른 에이전트나 사용자
와 협력하는 성질을 의미한다.적응성은 변화하는 환경에 따라 에이전트가 학
습할 수 있는 능력을 의미하며 에이전트의 수행 효율 정도를 평가하는 기준이
된다.따라서 자율성이나 협동성,적응성 등의 성질을 만족하지 못하는 범용검
색엔진은 에이전트라고 볼 수 없다.
2.1범용검색엔진의 구현 기술
인터넷상에 산재하는 정보를 검색하는 범용검색엔진은 일반적으로 그림 2.1













검색 로봇은 자동으로 웹 문서의 하이퍼링크 구조를 따라 다니며 문서를 추
출하고 다시 그 웹 문서에서 참조되는 다른 웹 문서들을 순환적으로 탐색하여
관련 정보를 추출하는 프로그램이다.검색 로봇은 인터넷에 있는 각각의 웹서
버에 직접 접근하여 웹 문서에서 URL을 추출하고 페이지들을 모아 인덱서에
전달한다.
1)탐색공간 항해전략
검색 로봇의 기본 동작은 정보를 추출하기 위해 초기 URL로 주어진 특정
한 웹사이트로부터 시작하여 하이퍼링크를 따라 연결된 다른 모든 웹 페이지
들을 방문한다.하나의 페이지가 선정되면 페이지내의 모든 링크주소들을 큐
(queue)속에 저장하고 다음 URL을 큐에서 선택하여 웹 페이지를 가져오는
작업을 반복한다.이때 하나의 문서를 기점으로 그 문서에 연결된 여러 링크
를 어떤 순서로 방문할지 고려해야한다.이것을 항해전략(traversalstrategies)
이라 하며 일반적으로 항해전략은 그림 2.2와 같은 사이트 맵에서 (V1,V2,
V4,V8,V5,V6,V3,V7)순으로 링크를 탐색하는 깊이우선 탐색과 (V1,V2,
V3,V4,V5,V6,V7,V8)순으로 링크를 탐색하는 너비우선 탐색 방법이 있다.
깊이우선 탐색은 특별한 전략이 없다면 하나의 사이트에 너무 오래 머물게
되어 넓은 영역의 정보 수집이 어려울 뿐만 아니라 한 서버의 URL만을 계속
적으로 접근하여 그 서버에 부하를 가중시키거나 기능을 마비시키기도 한다.
따라서 대부분의 검색 로봇이 너비우선 탐색 방법을 선택한다.이외에도 발견
적 탐색 방법 중의 하나인 최적우선 탐색 방법이 고려될 수 있다.이 방법은
경험적 탐색기법을 통해 URL의 길이를 비교하여 길이가 짧은 링크를 우선적
으로 방문한다.이것은 URL의 길이가 짧을수록 특정 사이트의 상위 레벨의
위치를 나타낼 가능성이 높으므로 좀더 넓은 영역의 정보수집이 가능하기 때
문이다.
항해전략에 따라 약간의 차이점은 있지만 범용검색엔진의 공통적인 문제점
은 단순질의에 대한 검색결과가 지나치게 많고 정확도가 떨어진다는 것이다.
또한 검색 로봇의 근본적인 로봇문제(robotproblem)로서 로봇이 링크 URL의
특성을 인식하지 못하는 문제가 있다.즉,내부 데이터베이스 연동 URL이나
일시적인 링크에 대해서는 색인화 할 필요가 없지만 로봇은 이를 판단하지 못
한다.이를 해결하기 위해 ‘robots.txt’라는 파일을 이용한 로봇 배제 표준안
(robotexclusionstandard)이 제안되었다.[17]이 파일은 웹서버에 대한 접근 정
책정보를 미리 제공하여 로봇이 색인화할 필요가 없는 문서를 명시함으로써
검색 로봇이 불필요한 URL의 접근으로 인해 발생하는 속도 저하 문제는 방
지 할 수 있지만 이 표준안을 따르지 않는 정보 사이트에는 적용되지 못하는





V4 V5 V6 V7
V8
그림 2.2검색 로봇의 탐색공간 그래프
2)검색 로봇의 동작과정
검색 로봇은 그림 2.3과 같이 주기적으로 혹은 비 주기적으로 웹 공간을 자
동 항해하면서 관련 정보를 수집한다.검색 로봇의 동작 과정은 다음과 같다.
•단계 1:초기에 방문할 URL주소를 주고 검색 로봇을 실행한다.
•단계 2:호스트 이름에 따라 ‘http://host_name/robots.txt’에 접근한다.
•단계 3:‘robots.txt’파일의 내용을 받는다.
•단계 4:‘robots.txt’파일의 내용을 분석해 자신이 들어갈 수 있는 사이
트인지 아닌지 확인한다.
•단계 5:자신을 배제하는 사이트가 아니면 다시 사이트에 접근한다.
•단계 6:접근한 사이트의 문서를 전달받아 임시 파일로 저장한다.
•단계 7:저장된 임시 파일을 분석해 사이트의 URL을 추출하고 URL테
이블에 저장한다.
•단계 8:저장된 임시 파일을 분석해 키워드를 추출하고 필요한 정보를
색인데이터베이스에 저장한다.
•단계 9:URL테이블에서 다음에 방문할 URL을 받고 단계 2 또는 단
계 5에서 단계 8까지의 과정을 반복한다.
URL저장과 관련하여 단계 7에서 추출된 모든 URL은 상대 URL이 아닌
절대 URL로 변환해야한다.즉,웹 문서의 링크 패스인 ‘/dir/index.html’과 같
은 상대 URL은 ‘http://host_name/dir/index.html’과 같은 절대 URL로 바꾼다.
추출한 URL은 나중에 참조할 수 있도록 URL테이블에 저장하며,이때 몇 개
의 URL을 추측해 함께 저장하기도 한다.
예를 들어 ‘http://host/dir/subdir/file.html’이 저장할 URL이라면 이것 외에
도 ‘http://host/dir/subdir/’,‘http://host/dir/’,‘http://host/’도 내용을 갖고 있다
웹 서버
검색 로봇 ③ robots.txt 데이터 접근
④  robots.txt 
    데이터 분석
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 URL URL
 URL
그림 2.3검색로봇의 동작 과정
고 추측할 수 있다.그리고 추출한 URL을 URL테이블에 저장할 때는 이미
등록된 것인지 아닌지 검사해 중복되지 않도록 한다.
2.1.2인덱서
인덱서는 검색 로봇이 추출한 정보를 색인데이터베이스에 저장하기 위해 한
단어(색인어)가 어떤 문서에 출현했는지를 신속하게 알 수 있도록 구조화하는
부분이다.인덱서가 색인화하는 방법에는 비트맵 색인화,역파일 색인화
(invertedfileindexing),요약파일 색인화(signaturefileindexing)기법이 있
지만 빠른 검색을 위해 역 파일 색인화 기법을 주로 사용한다.[18][19]
1)역파일 색인화
역파일 색인화란 비트맵 색인화 기법에서 좌표 변환된 역파일의 비트맵에서
값이 1인 항목만을 리스트 구조로 표현한 것이다.비트맵 색인에서 축 변환된
배열을 저장한 파일을 넓은 의미에서 역파일이라고 부른다.여기에서 사용되
는 이진배열을 비트 벡터라고 한다.비트 벡터는 가장 단순한 형태로 문서들
을 표현하는 방법이며,문서와 단어들을 배열 안의 위치정보만 가지고 찾아낼
수 있다는 점에서 가장 쉽게 프로그래밍 할 수 있는 구조이지만 배열의 크기
가 너무 크고 추가 및 삭제연산을 수행할 때 비트벡터를 이동시켜야 하는 단
점이 있다.
역파일 색인화 처리 과정은 다음과 같다.
•단계 1:문서로부터 단어들을 추출하고 문서 Di와 단어 Wi들을 다음 표
2.1과 같은 2차원 배열인 비트맵 색인으로 구성한다.
     단어
문서
W1 W2 W3 … Wm
D1 0 1 0 … 1
D2 0 0 1 … 0
D3 0 1 1 … 0
… … … … … …
Dn 1 0 0 … 0
표 2.1단어와 문서의 배열(비트맵 색인)
•단계 2:문서를 기준으로 추출된 단어는 색인 구조로 저장될 때 단어를
기준으로 저장하는 것이 활용도가 높으므로 표 2.2와 같이 배열
의 가로와 세로축을 바꾸는 좌표축 변환 작업을 수행하여 비트
벡터를 생성한다.
     문서
단어
D1 D2 D3 … Dn
W1 0 0 0 … 1
W2 1 0 1 … 0
W3 0 1 1 … 0
… … … … … …
Wm 1 0 0 … 0
표 2.2축 변환 후 배열(비트벡터)






•단계 4:검색에 거의 영향을 미치지 않는 일반적인 단어들인 불용어
(stopword)를 제거한다.불용어의 제거는 색인의 크기를 큰
폭으로 줄일 수 있기 때문에 역파일 기법에서 불용어는 반드시
고려되어야 한다.
•단계 5:각 단어가 각 문서에서 출현한 빈도 수를 산출하여 리스트 구조
로 표현한다.여기에 단어들이 문서 내에서 나타난 위치정보까
지 표현하면 보통 상용 검색엔진에서 사용되는 정도의 정보표현






대부분의 검색엔진은 로봇이 추출한 문서전체의 내용을 색인화하는 전문
색인화(ful-textindexing)방법을 선택하고 색인화는 특정 단어와 각 문서들
의 관계로 연관성의 정도가 결정된다.하나 이상의 문서가 같은 단어와 관계
가 있을 경우 어느 문서가 더 관련성이 높은지 구별할 필요가 있다.각 문서
에 대한 특정 단어의 관련성 정도를 판별하는데는 주로 TF-IDF알고리즘을
이용한다.문서내 출현빈도(TF)는 한 단어가 한 문서 내에서 등장하는 횟수를
나타내고 문헌빈도(DF:documentfrequency)는 한 단어가 N개의 문서의 집
합 중에서 몇 개의 문서에서 나타나는 가를 의미한다.한 단어가 한 문서에서
여러 번 나타난다면 그 문서는 관련성이 높은 문서라고 판단 할 수 있지만 여
러 문서에 걸쳐 나타난다면 그 단어에 대한 중요도는 낮다고 보아야 함으로
문헌빈도의 역인 역문헌빈도(IDF)가 이용된다.
따라서 문서의 우선순위는 문서 내 출현빈도 값과 역 문헌빈도 값의 곱으로
나타낸다.다음 식 (2.1)은 문서의 우선순위 Wij를 문서 j에 있는 단어 i의 가
중치로 표현하고 있다.[20]
W ij = freqij×(log NDFi+1) (2.1)
여기서 freqij는 단어 i의 문서 j에서의 출현빈도,N은 총 표본 문서의 개수,
DFi는 단어 i를 포함하는 문서의 개수이다.역문헌빈도를 문서의 우선순위 결
정에 활용하는 이유는 모든 문서에 고르게 출현하는 단어의 경우 검색을 위한
색인어로서의 가치가 낮으므로 가중치를 낮추고자 함이다.
2.1.3질의서버
질의서버는 사용자에게 질의어를 입력 받아 색인화를 참조하여 검색결과를
출력해주는 질의 처리 모듈이다.이 모듈은 색인데이터베이스에서 주어진 질
의어와 색인 정보를 패턴 비교하여 일치하는 관련 정보들의 목록을 결과로 제
공해준다.질의 처리 모듈은 그림 2.4와 같이 입력 모듈,검색 모듈,순위 모
듈,출력 모듈로 구성된다.입력 모듈은 사용자로부터 검색할 질의어를 입력받
는 인터페이스 부분이다.검색 모듈은 입력받은 질의어와 일치하는 색인어 정
보를 색인데이터베이스에서 검색한다.순위 모듈은 검색된 결과들을 이용하여
색인화 알고리즘에서 결정된 결과와는 다른 출력 형식을 사용자가 지정할 경
우 새로운 기준에 따라 출력 순위를 재조정한다.마지막으로,출력 모듈은 한
페이지에 출력할 개수 만큼씩 검색 결과를 사용자에게 보여 준다.
질의 처리 모듈에서 집합적 해석이 필요한 연산은 부울 대수를 이용하여 색
인데이터베이스를 검색한다.집합적 해석은 하나 혹은 두 개의 질의어를 질의
집합에서 AND,OR,NOT의 논리 연산자를 사용하여 관계 연산을 실시하고
질의 결과를 구성한다.부울 대수 논리를 이용한 질의는 정보 요구를 나타내
는 용어인 색인어와 색인어들간의 관계자인 논리연산자로 구성되므로,정보요
구가 비교적 정확하고 연산자의 서술 과정이 인간의 논리적 연산과정과 유사
하므로 사용이 편리하다는 장점을 가진다.그러나 이러한 구조를 갖는 대부분
의 범용검색엔진들은 인터넷 상의 정보가 방대함으로 인하여 여러 문제점들을
내포하고 있다.
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그림 2.4질의 처리 모듈
둘째,질의어 입력을 통한 검색은 질의어의 선정 기준이 애매하여 사용자의
주관적 판단에 의존하는 경우가 대부분이다.셋째,검색된 결과가 아주 많은
경우 사용자에게 어떤 기준으로 정보를 여과해 줄 것인가 하는 점이다.넷째,
사용자 수준에 맞는 적절한 검색 방법과 기준이 미비하다는 것이다.다섯째,
인위적으로 사용자 수준에 맞는 검색을 하기 위해서는 질의어 자체를 계속 세
분화해야 한다.따라서 이러한 문제를 해결하기 위해서는 사용자의 성향이나
수준에 따라 정보를 필터링 하는 지능적인 에이전트의 개발이 필요하다.
2.2지능형 에이전트의 고찰
지능형 에이전트란 특정한 목적을 위해 사용자를 대신해서 학습능력이나 추
론 능력 및 계획 능력과 같은 지능적인 능력을 가진 자율적 프로세스이다.여
기서 사용자를 대신해서 작업한다는 것은 사용자의 의도를 파악해서 사용자의
요구사항을 처리해 준다는 것을 의미한다.지능형 에이전트에 대한 개념은 연
구 집단마다 다른 정의가 가능하지만 다음과 같은 공통적인 특성을 지니고 있
다.
•자율성 :사용자의 직접적인 간섭 없이 스스로 판단하고 동작하여 자신의
작동과 내부 상태에 대한 제어 수단을 갖는다.
•사회성 :에이전트 통신 언어를 사용하여 사용자와 다른 에이전트들과 상
호 동작을 수행한다.
•반응성 :에이전트를 둘러싼 외부 환경을 인식하고 그 안에서 일어나는
변화와 상태를 파악하여 적절히 반응한다.
•능동성 :환경에 따라 단순히 반응하는 것이 아니라 주도권을 가지고 목
표 지향적으로 행동한다.
•시간 연속성 :비연속적인 입력을 처리하고 종료하는 것이 아니라 후면에
서 데몬(demon)과 같이 연속적으로 작업한다.
•목표 지향성 :주어진 문제를 해결하기 위해 최적의 수행 방법과 수행 순
서를 스스로 결정한다.
지능형 에이전트는 기능과 역할에 따라 학습 에이전트,인터페이스 에이전
트,데스크탑 에이전트,모빌 에이전트,전자상거래 에이전트,인터넷 에이전트
등으로 구분된다.또한 정보 검색과 관련된 인터넷 에이전트도 정보 가공 방
법에 따라 정보검색 에이전트,정보여과 에이전트,정보통합 에이전트 등으로
나누어진다.
2.2.1정보검색 에이전트의 지능적 학습 방법
현재 분산된 웹 환경에서 대부분의 정보검색 에이전트들은 사용자의 질의를
여러 웹서버들에게 동시에 브로드캐스트 하고 웹서버와 연동된 데이터베이스
들에 의해 제공되는 결과를 사용자에게 웹 문서의 형태로 제시하는 무작위 추
출방법을 사용하고 있다.그러나 이러한 방법은 불필요한 네트워크 자원의 접
근으로 연관성 없는 정보를 결과로 반환하는 문제점을 지닌다.그러므로 효율
적인 분산정보검색을 위해서는 사용자가 원하는 문서를 선택적으로 검색하는
방법이 필요하다.이러한 효율적 검색을 위해서는 기본적으로 지능적인 검색
방법을 필요로 한다.에이전트가 지능적인 검색을 수행하기 위해서는 사용자
에 적응할 수 있는 적응성이 필요하다.예를 들면,웹을 탐색하는 에이전트는
현재 탐색을 의뢰하는 사용자가 누구인가에 따라서 다른 탐색 결과를 제공할
수 있어야 한다.에이전트가 이러한 적응성을 갖지 못한다면 아무리 방대한
정보를 제공하거나 빠른 검색 속도를 제공한다고 하더라도 사용자가 만족하는
결과를 기대할 수 없다.
적응성을 가진 대부분의 에이전트는 사용자의 성향을 학습하기 위해 귀납적
기계학습방식을 이용하고 있지만 지식의 검색 방법과 표현 방법에 따라 여러
가지 지능적인 학습방법이 연구되고 있다.지능적인 학습방법에는 분류
(classification),신경망(neuralnetwork)등 대부분의 학습문제에서 문제가
‘<입력값,출력값>’쌍 집합으로 주어지고 주어진 입력값과 출력값을 만족하는
함수 F를 찾아내는 것이 목적인 감독 학습 방법[21],클러스터링이나 새로운 규
칙발견 분야에서 주어진 입력값에 대한 출력값이 주어지지 않고 학습 목표가
주어진 문제에 아주 의존적으로 진행되는 무감독 학습 방법[22],웹 에이전트와
같은 동적인 환경에서 입력 값에 대한 결과가 피드백으로 학습 시스템에 영향
을 미치면서 학습의 결과를 판단하는 강화 학습 방법[23],다수의 확률 변수들
간의 관계를 표현하는 그래프 모델로 이미 알고 있는 지식을 이용하여 조건부
확률을 계산하는 베이지안 이론(bayesiantheorem)에 기반을 둔 확률 그래프
모델 방법[24],자연계의 진화 과정을 컴퓨터상에서 시뮬레이션 하여 복잡한 문
제를 해결하는 방법으로 복제,교차,돌연변이 등의 연산자를 이용하여 최적
해를 찾는 진화 학습 방법[25]등이 있다.
그런데 정보검색 에이전트와 관련해서는 웹 페이지에 존재하는 단어들에 대
한 관심도,선호도를 고려하여 관련 지식을 제공하기 위해서 가중치를 가진
용어들을 벡터 형태로 표현하는 TF-IDF알고리즘[26]과 사용자를 모델링 하여
프로파일을 작성하기 위해 주어진 자료의 속성 값을 트리의 최상위 노드로부
터 최종 노드까지 정렬하여 입력 데이터의 카테고리를 분류하는 방식인 ID3[27]
와 같은 알고리즘 등이 연구되고 있다.또한 사용자들의 성향에 따라 환경에
적응하면서 사용자로 하여금 보다 효과적인 선택을 할 수 있도록 하기 위하여
위에서 기술한 방법들을 접목시키려는 연구도 활발히 진행되고 있다.
2.2.2지능형 에이전트들의 특성
지능적 학습 방법들을 이용하여 개발된 웹 브라우징 에이전트 및 백그라운
드 에이전트들의 종류별 특성을 살펴보면 다음과 같다.
1)PersonalWebWatcher
카네기 멜론 대학에서 만든 PersonalWebWatcher는 사용자와 웹 사이에 상
주하는 인터페이스 에이전트로서 웹 브라우저 상에서 사용자의 행동을 모니터
링 하여,사용자의 적응력을 높인 에이전트이다.이 시스템은 사용자의 관심도
를 학습하기 위해 클라이언트 내부에 감시 프로세스가 백그라운드로 실행되면
서,사용자가 브라우저를 사용하는 패턴과 사용자의 행동을 관측하는 무감독
학습 방식을 이용한다.
이 방법은 제공된 문서의 관심도를 사용자에게 직접 확인하지 않고 확장 하
이퍼링크 표현방법을 사용하여 사용자의 관심 문서들을 수집한다.이렇게 모
아진 관심 문서들을 통합하여 사용자별 프로파일을 만들고,학습 단계에서 요
청된 페이지들을 분석하여 사용자 프로파일을 갱신한다.수집 및 갱신된 문서
들은 사용자의 관심분야에 따라 문서 형태와 내용에 대한 개념 모델을 만들고
사용자가 정보 검색 시에 이 개념 모델을 이용하여 해당 문서에 대한 관심여
부를 예측한다.
PersonalWebWatcher의 기능모듈은 그림 2.5와 같이 크게 세 부분으로 구
성되어 있다.먼저 사용자가 검색하는 웹 페이지를 모니터링 하는 프락시 모
듈 부분으로 사용자가 현재 검색하고 있는 문서의 위치 및 내용을 프락시 저
장영역에 보관하는 기능을 담당한다.두 번째는 학습엔진 모듈 부분으로 모니
터링 과정에서 수집된 결과를 분석하기 위하여 수집된 문서내용을 벡터 표현
으로 변환,불용어 제거,어형변환 등을 통해 중요 단어를 추출하는 특징 추출
을 수행한다.
사용자가 관심을 가지는 문서와,그 문서에 대한 주요 단어를 사용자의 관
심 영역으로 분류되는데 이를 위하여 TF-IDF,베이지안 확률(bayesian
probability)을 이용한 학습을 수행한다.그리고 각 주제별 클래스 내의 중요
키워드를 추출하여 사용자의 개념 모델을 완성한다.세 번째는 추천 모듈 부
분으로 사용자가 웹 브라우저에서 검색을 수행할 때 각 문서에 대한 링크 중
사용자의 관심과 유사한 정보를 사용자에게 제안하고,제안된 추천링크에 대





















그림 2.5PersonalWebWatcher의 정보검색 모델
2)Letizia
Letizia는 MIT MediaLab에서 개발된 지능형 에이전트로서 사용자의 행위
정보를 수집하는 클라이언트형 에이전트이다.사용자가 브라우저를 사용할 때
에이전트가 사용자의 행태를 추적하여 사용자의 현재 위치로부터 자동적으로
링크를 탐색하여 사용자의 관심분야를 HTML문서로 제안한다.
범용검색엔진은 사용자가 질의한 내용에 대해 관련 웹사이트 정보들을 링크
들로 구성된 웹 페이지로 반환 하지만,이 에이전트는 사용자와 직접적인 상
호작용 없이 사용자가 접근하는 URL을 프로파일로 기록하고 갱신하였다가
이를 근거로 사용자가 브라우징하는 동안에 병행적으로 웹을 검색하여 관심
웹사이트들을 브라우저로 보여준다.
이 에이전트가 사용자의 행위지식을 학습하고 연관성 높은 정보를 추천하는
과정은 그림 2.6에서처럼 다음과 같이 일곱 단계로 나누어 진행된다.
•단계 1:패턴 관찰 모듈을 통해 사용자의 추천 URL을 기록한다.
•단계 2:특징 추출 모듈을 통해 읽어들인 페이지의 특징을 추출한다.
•단계 3:TF-IDF기법을 통해 페이지를 분석하고 빈도를 측정한다.
•단계 4:프로파일 발생 모듈로 발행한 프로파일을 저장한다.
•단계 5:웹에서 추출된 문서를 문서 표현 모듈을 통해 기록한다.
•단계 6:문서 분류 모듈을 통해 문서를 분류한다.
•단계 7:분류된 문서를 사용자에게 추천한다.
이 에이전트는 사용자의 브라우징 행위로부터 사용자의 관심분야를 경험적
추론 방법의 일종인 최적우선탐색 방법으로 검색을 수행한다.이 탐색 방법은
사용자가 관심분야에 대한 URL링크 방문정보를 계속 추적하면서 방문 URL
의 연결고리를 프로파일로 저장한다.하이퍼링크가 계속해서 추적하고 저장되
면 사용자는 그 주제에 대해 관심이 있다는 것을 의미하고 사용자가 목표 문
서를 저장하지 않거나 링크의 추적을 중간에서 그만두면 그 주제에 대해 사용
자는 무관심한 것으로 간주한다.같은 주제에 대해 반복적으로 방문하면 그
분야에 대한 관심도는 증가되어 다른 주제 보다 우선적으로 추천이 고려된다.
이러한 관심도 측정 전략은 정보 검색과 정보 필터링 전략을 통해 시스템의
유휴시간 동안 백그라운드에서 저장된 방문 패턴 정보를 대상으로 자동으로
연관성 검사를 수행하고 사용자의 요구가 있을 때 관련 문서에 대한 링크의
형태로 사용자의 다음 행동을 권고하게 된다.이때 해당 방문 페이지에 머문
시간(elapsedtime)도 연관성 정도에 대한 긍정적 혹은 부정적 증거를 구분하
는 중요한 요소가 된다.이 에이전트는 적응성에 기반한 인터페이스 에이전트
이기 때문에 어떤 결정을 내리기 위해 필요한 참조 지식을 룰 형태로 지식베



















그림 2.6Letizia의 정보검색 모델
3)WiseWire
WiseWire는 WiseWire사에서 만든 지능형 에이전트로서 정보 검색,정보
검출,정보 전달과정을 조정하고 추론하기 위해 지능적이고 경험적인 모델을
사용한다.이 에이전트는 문서 내용과 사용자의 방문 기록을 분석하여 프로파
일을 구성하고 축적된 정보를 이용하여 사용자들에게 각 개인이 원하는 정보
를 검색할 수 있도록 지원한다.프로파일에 축적되는 정보는 문서 내용과 사
용자의 방문 패턴 정보 외에 사용자들의 직접적인 의견도 학습과정에서 피드
백 정보로 저장된다.
웹 에이전트는 주제별 검색엔진에서 사용하는 일반적인 주제들을 사용자 검
색에 제공한다.각 주제는 그 하위 계층에 더욱 세분된 주제들을 포함하고 있
다.세분된 주제들 가운데 사용자가 관심을 가지는 주제를 선택하면,개별 주
제에 대한 관련 정보를 제공한다.사용자는 제공된 정보들에 대해 관심 정도
와 관심 분야에 따라 해당 문서와의 관련성을 평가받고 사용자의 선택과 평가
를 기반으로 각 사용자의 문서에 대한 관심도가 학습된다.이 시스템이 사용
자의 관심도를 학습하기 위해 사용하는 속성은 문서의 내용,관련성,저자,소
스,검색 날짜 등이다.사용자는 관심정도를 평가하기 위해 0에서부터 10까지
세분화된 수치 값을 입력하고,시스템은 이를 학습하여 사용자의 관심 분야를
개인화 시킨다.WiseWire에이전트가 사용자의 관심도를 측정하고 학습하는
과정은 그림 2.7과 같이 학습 모듈을 통해 사용자가 방문한 문서의 속성 정보
를 추출하여 문서 획득 모듈과 정보 추천 모듈에 피드백 정보로 제공된다.이
정보들은 문서 정보와 추천 정보들과 함께 필터링 과정에서 정보 검출의 제약
정보로 다시 제공되어 사용자에게 보다 적응된 정보로 활용된다.
이 에이전트는 사용자 자신의 특성을 표현하는 속성 정보에 접근하여,이미
생성된 모델의 각 항목에 대해 사용자가 학습을 직접적으로 지시할 수 있는
메커니즘을 제공하고 있다.














그림 2.7WiseWire의 정보검색 모델
즉 학습할 주제나 문서에 대해 사용자가 검색에 필요하거나 불필요한 항목
들을 필터링하기 위해 긍정적 항목(positive hint)과 부정적 항목(negative
hint)을 부여하고 사용자 자신의 관심 분야에 대한 정보를 집중적으로 검색하
거나 부정적 항목으로 부여한 질의어와 관련된 내용은 관심대상에서 제외시키
는 작업이 가능하다.이러한 과정을 통해 생성된 사용자의 특성 모델은 사용
자별로 개인화 되고 적응력 있는 검색 기능을 제공할 수 있다.
또한,이 시스템은 협력학습 기능을 수행한다.협력학습 기능이란 비슷한 관
심을 보이는 사용자들의 가상의 공동체를 구성하고,그룹내의 개별 사용자들
의 학습 결과를 공동체 내의 다른 사용자들의 관심 정보로 재학습하는 방법이
다.이와 같은 상호협력 필터링을 이용하면 공동체 내의 한 사용자가 학습한
내용을 공동체 내의 다른 사용자가 함께 이용할 수 있기 때문에 검색 효율을
높일 수 있는 이점이 된다.
4)기타 지능형 에이전트
이상의 대표적인 지능형 에이전트 시스템 외에도 SMART,SavvySearch,
GlOSS(GlossaryofServersServer),Amalthaea와 같은 정보 검색 에이전트
시스템이 있다.
먼저 SMART 시스템은 SaltonBack에 의해 제안된 벡터공간모델 이론에
기반한 정보검색 에이전트이다.이 시스템은 정보검색 연구 분야에 하나의 프
레임워크로 인식되기 때문에 대부분의 검색분야의 학문적 연구에서 많이 참조
되고 있다.또한 색인화,검색,평가 부분은 하나의 표준적인 모델로 인식되며
제한적인 영역의 정보만을 사용자에게 제공할 수 있는 지능적인 기법도 포함
하고 있다.이 기법은 모든 문서의 중심용어 벡터를 포함하는 군집파일을 색
인으로 사용하여 사용자 질의의 유사도를 측정하는 방법이다.[28]
GlOSS시스템은 스탠포드 대학에서 개발한 정보검색 에이전트로서 사용자
의 특정 질의를 만족시키는 정보를 제공하기 위해 정보저장소의 위치를 지시
해 주는 메타데이터를 통해 사용자는 자신이 찾고자 하는 정보를 선택할 수
있게 한다.메타데이터의 구성은 각 용어에 대한 문서빈도나 용어가중치의 합
과 같은 통계치를 기반으로 사용자의 질의어와 데이터베이스 내의 각 문서 사
이의 관련도를 계산하는 방법을 사용한다.[29]
SavvySearch에이전트 시스템은 대표적인 메타 검색엔진으로 콜로라도 주
립대에서 개발하여 서비스를 시작했으며,현재는 CNET Inc.사에서 서비스를
제공하고 있다.이 시스템은 사용자의 경험적 정보검색 결과를 이용하여 사용
자의 질의어와 각 문서 사이의 관련도를 강화학습법으로 구하고 이를 바탕으
로 임의의 질의에 대한 문서의 관련도를 계산하는 방법을 사용한다.이러한
방법은 데이터베이스로부터 통계적인 정보를 제공받지 않고도 예제질의들에
대한 검색결과들을 통해서 학습을 수행하므로 분산된 환경에서 능동적 적응성
을 갖는다.
Amalthaea시스템은 MIT에서 개발한 멀티에이전트로 개인화된 필터링기능
과 정보 사이트의 모니터링 기능이 학습에 의해 계속적으로 발전하는 멀티에
이전트 시스템이다.이 시스템은 사용자 개개인의 흥미모델에 기반해 사용자
들이 희망하는 잠재적 사이트를 찾아준다.시스템의 구성 요소는 웹을 탐색하
고 웹에서 특정 정보를 찾아내는 정보검색에이전트(IRA)와 찾아낸 정보를 적
절하게 필터링하는 정보필터에이전트(IFA)로 이루어진다.
이 시스템의 학습 전략은 두 개의 에이전트 그룹이 상호 협조하거나 경쟁하
는 진화론에 기반을 두고 있다.즉 오랫동안 사용되지 않는 에이전트는 도태
되고 자주 사용되는 에이전트들끼리는 서로의 질의어 벡터를 계승받은 자손
에이전트를 새롭게 생성시켜 계속 생존된다.이러한 과정의 반복으로 IRA와
IFA의 집단은 점차로 특정 사용자의 성향에 맞는 정보를 제공하는 방향으로
학습되어 간다.
표 2.3은 SMART,GlOSS,SavvySearch시스템에서 데이터베이스인 DB가
주어졌을 때 용어 ti∈ T에 대한 문서 데이터베이스 dbj∈ DB의 용어관련
도 Ψdb(ti)와 주어진 질의 q∈ Q에 대한 데이터베이스 dbj∈ DB의 질의관련
도 ρdbj(q)를 통해 관련도 평가 함수를 나타내고 있다.[30]
         관련도
시스템
















 표 2.3각 시스템별 관련도 평가함수
이러한 유사도 평가 함수를 통해 각 시스템은 지능적인 검색기능을 부분적
으로 제공하고 있으나 대부분의 정보 검색 에이전트에서는 사용자별 선호도를
고려할 때 매우 제한적인 가정에 의존하여 검색함으로써 낮은 관련성 수준의
결과만을 제공하고 있다.예를 들어 SMART 시스템의 경우 대규모 문서들이
질의어별로 색인데이터베이스에 균일하게 분포되어 있는 경우에는 좋은 검색
결과를 가져 올 수 있지만 대부분 용어벡터공간에서 질의어들의 분포도를 사
전에 예측하기는 어렵기 때문에 종종 잘못된 결과를 가져오기도 한다.또한
GlOSS시스템의 경우 검색 시에 주어지는 질의결과는 일반적인 통계정보에
근거한 사용자별 추천 기능일 뿐 사용자의 선호도나 관심분야를 학습하여 개
인화된 정보로 제공하는 기능은 포함하고 있지 않다.
따라서 이러한 시스템들은 항상 정확한 색인데이터베이스나 프로파일 정보
를 가지고 있어야 한다는 제약적 선행 조건으로 인해 주어진 가정을 만족하지
않는 환경에서는 효과적인 검색 결과를 제공하지 못하는 문제점을 지니고 있
다.또한 연관성이 높은 관련 정보들을 의미론적으로 분석하는 능력도 떨어져
개별 사용자의 의도나 특성에 맞는 결과를 제대로 제공해주지 못하고 있다.
특히 자연어 처리를 통해 문서 내에 있는 문장을 검색해 내는 검색 에이전
트들은 자연어 자체의 모호성 때문에 문장의 의미 분석은 매우 어려우며 이러
한 문제 때문에 일련의 복잡한 분석과정을 거치고도 통계적인 방법을 사용하
는 검색엔진에 비해 향상된 성능을 보이지 못하는 경우가 종종 있다.따라서
본 논문에서는 사용자의 경험적 지식을 검색에 활용할 수 있는 연관규칙 탐사
와 사례기반 추론기법을 검색 에이전트에 적용하여 사용자의 관심분야에 따라
개인화된 서비스를 제공하고자 한다.
제 3장 지능형 웹 검색을 위한 이론적 연구
3.1KDD관련 기술
연관규칙 탐사와 사례기반 추론 기법은 KDD(knowledge discovery in
database)에서 지식획득과 발견을 위해 연구되어온 분야이다.KDD는 로컬데
이터베이스로부터 유용한 정보 및 지식을 발견하기 위해 데이터의 선택 및 정
제,보완,변환,마이닝 기법의 적용,모형의 평가라는 과정을 거치는 데이터마
이닝 기술이다.이것은 로컬 데이터베이스 상에서 대량의 데이터에 내포되어
있는 데이터간의 의미 있는 상호관련성과 유용한 패턴을 추출한다.상호관련
성과 패턴의 추출은 다단계적인 반복과 상호작용적인 과정을 거친다.[31]
이러한 데이터마이닝 기술은 최근 웹을 통한 정보와 지식의 획득이 일반화
되어 감에 따라 웹 데이터마이닝 기술로 점차 발전하고 있다.웹에서 이용되
는 데이터마이닝 학습 이론은 군집화,순차패턴,웹 방문패턴,연관규칙 탐사,
사례기반 추론 등이 있다.[32]
먼저 군집화란 유사한 특성을 갖는 여러 객체를 몇 개의 그룹으로 클러스터
링 하는 마이닝 기법으로 무감독 학습의 특징을 지니면서 정해지지 않은 다량
의 데이터 집합에 대해 데이터베이스의 제한적인 요소들의 충족 정도가 평가
기준이 된다.웹 데이터마이닝에서 군집화의 대상 객체는 웹 사이트를 방문한
사용자,웹 사이트를 구성하는 페이지 등이 되며 웹 검색엔진에서 카테고리
생성에 이용된다.군집화 알고리즘은 크게 파티션 최적 알고리즘과 계층적 클
러스터링 최적 알고리즘으로 나뉘어 진다.파티션 최적 알고리즘은 k개의 모
든 가능한 파티션을 열거한 후 군집화가 얼마나 잘 형성되었는지 나타내는 척
도로서 함수 값이 가장 좋은 것들로 그룹들을 정한다.숫자 속성데이터를 군
집화하는 가장 대표적인 파티션 최적 알고리즘으로 K-평균 군집화(K-means
clustering)알고리즘이 있다.K-평균 군집화 알고리즘은 각 개체를 가장 가까
운 군집의 중심점에 할당하는 방법으로 먼저 n개의 속성으로 구성된 군집의
초기 중심점 k개를 선택한다.각 개체를 현재 개체와 가장 가까운 중심점을
갖는 군집에 할당한 후 군집의 새로운 중심점을 계산한다.각 개체의 할당에
변화가 없을 때까지 위의 단계를 반복하여 최종적으로 k개의 새로운 군집을
형성한다.또한 계층적 클러스터링 최적 알고리즘은 하향식과 상향식 알고리
즘이 있는데 상향식 알고리즘은 우선 모든 n개의 데이터가 n개의 서로 다른
그룹이라 가정한 후 그룹간의 유사성을 보고 가장 유사한 두 개의 그룹을 합
병하여 그룹 수를 줄여 가는 방법이다.유사성을 평가하는 함수는 두 개체간
의 거리로 나타내는데 거리 결정은 유클리드 거리,맨해튼 거리,클래스 간 평
균거리,클래스 내 평균거리 측도 방법이 있으며 계층적 클러스터링 최적 알
고리즘의 군집방법에는 최단연결법,최장연결법,평균연결법,중심연결법,중위
수연결법 등이 있다.[33]
순차패턴은 각 사용자들의 한 트랜잭션 안에서 발생하는 페이지간의 연관규
칙에서 시간적 변이 개념이 추가된 것이다.즉 연관규칙은 트랜잭션 안에서
어떤 페이지들 간의 상호 연관적 관계를 통해 관련성을 평가하는 반면 순차패
턴은 트랜잭션 상호간의 관계를 평가하는 것이다.각 사용자들의 순차적인 트
랜잭션을 사용자 순차집합이라고 하고 특정 사용자의 순차가 사용자 순차 집
합에 속해 있다면 그 사용자는 시 순차(timesequential)를 지지한다고 한다.
순차에 대한 지지도의 정의는 순차를 지지하는 전체 사용자들의 수이고 지지
도를 만족하는 순차를 빈발순차라 한다.또한 순차 패턴 탐색은 사용자가 정
의한 최소 지지도를 만족하는 모든 순차들 사이에서 최대 순차들을 순차패턴
이라 하고 순차패턴은 과거 사용자가 접속한 세션 정보를 통해 추출할 수 있
다.[34]
웹 방문패턴은 웹사이트에 존재하는 문서 페이지들의 구성 경로를 찾는 방
법을 제공해 준다.이는 앞의 연관 규칙과 유사한 특성을 보이지만 페이지간
의 순차적인 관계가 있다는 점만 다르다.또한 웹 방문 패턴에서 사용되는 최
소지지도라는 변수 값은 사용자 세션에서 얻은 패스 중에서 패턴으로서 의미
가 있는 최소 발생 빈도수를 의미한다.[35]
데이터마이닝 기법의 적용에 있어서 중요한 점은 각 기법들이 특정 문제 영
역에만 적합성을 지닌다는 것이다.예를 들어,순차패턴은 시간적 변이를 갖는
트랜잭션 상호간의 연관적 관계를 찾는 문제에는 유용 하지만 검색 에이전트
와 같이 단어와 문서 상호간의 연관적 관계를 평가하는 문제에는 적합하지 않
다.따라서 범용적으로 적용 가능한 데이터마이닝 기법은 없고 특정한 사안별
로 적합한 알고리즘을 선택하는 것이 기술적인 문제이다.
따라서 본 논문에서는 위의 여러 기법 가운데 개인화된 정보 제공과 웹 에
이전트의 학습을 위해 지지도 및 신뢰도의 평가와 유사도 평가가 다른 학습
기법에 비해 상대적으로 용이한 연관규칙 탐사와 사례기반 추론 기법의 적용
타당성 여부를 보다 심도 있게 고찰하고자 한다.
3.2연관규칙 탐사 기법
연관규칙 탐사 기법은 항목집합으로 표현된 트랜잭션에서 각 항목간의 연관
성을 찾는 방법으로서 데이터간의 관계를 살펴보고 이로부터 유용한 규칙을
찾아내고자 할 때 이용되는 기법이다.연관규칙 탐사 기법에서는 데이터의 트
랜잭션 로그(transactionlog)로부터 데이터간의 연관성 정도를 측정하여 사용
자의 요구에 대해 연관성이 높은 추가적인 요구들을 그룹화 하여 동시에 제공
시킬 수 있도록 데이터 상호간에 연관성을 부여하고 있다.
연관규칙 탐사 기법은 그림 3.1과 같이 가설을 바탕으로 두 단계의 측정 과
정으로 구성된다.단계 1에서는 사용자가 미리 정의한 최소 지지도를 만족하
는 데이터 항목조합들만 추출하고,단계 2에서는 단계 1에서 얻은 데이터의
부분 집합에서 생성된 규칙 중 사용자가 정의한 최소 신뢰도를 만족하는 규칙
들을 탐색하여 최종 규칙으로 정하게 된다.연관규칙 탐사기법의 성능은 단계
1에서 결정되며 단계 1에서 추출한 빈발항목집합(largeitem sets)을 확인한
후에 연관규칙의 신뢰도는 단계 2에서 평가된다.예를 들어 I={i1,i2,..,ik}를
항목집합이라고 하고 트랜잭션들로 이루어진 데이터 셋(dataset)D가 존재할
때 각 트랜잭션은 고유한 트랜잭션 번호가 부여된다.X⇒Y 형식에서 X⊂I,Y
⊂I이고 X∩Y=∅일 때 연관규칙은 지지도와 신뢰도를 바탕으로 트랜잭션 데
이터 셋에서 각 항목간의 연관성을 찾는 것을 의미한다.지지도는 전체 트랜
잭션에 대한 X와 Y를 포함하는 트랜잭션 비율을 의미하고 신뢰도는 X를 포
함하는 트랜잭션에 대한 Y를 포함하는 트랜잭션을 말한다.
 □ 가설(hypothesis)
  • ItemSet I의 부분집합 X에 대해 트랜잭션 T와 X ⊆ T의 
    관계이면 T가 X를 만족한다고 정의한다.
  • ItemSet X (X ⊆ I)를 만족시키는 트랜잭션 수를 |X|로 
    정의하고 전체 트랜잭션의 수를 N 으로 표기한다.
  • X, Y ⊆ I에 대해 X ∩ Y = ∅의 특성을 갖는다.
 □ 측정(measure)
  • 단계 1 : support 
    (연관규칙 X⇒Y에 대한 지지도)
     
   • 단계 2 : confidence
      (연관규칙 X⇒Y에 대한 신뢰도)
      
그림 3.1연관규칙을 위한 지지도 및 신뢰도
사용자가 정한 최소지지도를 만족하는 항목집합을 빈발항목집합이라 하고
최소신뢰도를 만족하는 빈발항목 집합이 있으면 유효한 연관규칙이 있다고 말
한다.
3.2.1빈발항목집합의 정의
연관규칙을 정의하기 위해 다음과 같은 집합을 가정한다.I={i1,i2,..,ik}을
선택된 항목(literal)들의 집합으로,D를 전체 트랜잭션들의 집합으로,각 트랜
잭션인 T는 T ⊆ I인 항목들의 집합으로 가정한다.각 트랜잭션에서는 항목
들의 크기는 고려하지 않으며,각 항목은 그 항목의 빈도 여부만을 나타내는
이진 변수로 설정한다.또한 카디널리티(cardinality)k=|X|인 항목집합 X를
k-항목집합이라 부르며 k-항목집합은 k개의 항목들로 구성된다.
이때 트랜잭션 T가 X의 모든 항목들을 포함한다면 (X ⊆ T),T가 집합 X
를 ‘지지한다’고 한다.또한 X를 지지하는 트랜잭션의 집합을 T(X)로 표현하
고 X의 지지도를 축약형 'supp(X)'로 정의한다.이것은 X를 지지하는 D에 있
는 모든 트랜잭션들의 개수를 의미한다.만일 주어진 최소지지도 supp(min)에
대하여 supp(X)≥ supp(min)이라면 ‘집합 X는 빈발하다’라고 정의한다.[36]
최소 지지도를 사용하는 이유는 D에 대하여 관심 있을 정도로 빈발하게 나
타나는 항목만을 대상으로 고려하기 위함이다.빈발하지 않은 항목집합 즉 최
소지지도를 만족하지 않는 항목집합들은 고려 대상에서 제외한다.
다음은 연관규칙탐사 알고리즘의 기초를 이루는 빈발항목집합들의 세 가지
규칙이다.
▣ rule1(부분집합의 지지도)
만일 항목집합 A,B에 대하여 A ⊆ B이면,B를 지지하는 D의 모든 트
랜잭션들이 필연적으로 A 또한 지지하므로 supp(A)≥ supp(B)이다.
▣ rule2(빈발하지 않은 집합들의 상위집합)
만일 항목집합 A가 D에서 최소 지지도에 미치지 못한다면,즉 supp(A)
<supp(min)의 룰(rule1)에 의하여 supp(B)≤ supp(A)<supp(min)이
기 때문에 A의 모든 상위집합 B는 빈발하지 않을 것이다.
▣ rule3(빈발항목 집합들의 부분집합)
항목집합 B가 D에서 빈발하다면,즉 supp(B)≥ supp(min)인 룰(rule1)
에 의하여 supp(A)≥ supp(B)≥ supp(min)이므로 B의 모든 부분집합
A는 D에서 또한 빈발 할 것이다.만약 A={i1,i2,..,ik}가 빈발하면,그것
의 모든 k개의 (k-1)-부분집합들도 빈발하다.그 역은 성립하지 않는다.
3.2.2연관규칙의 정의
항목들의 집합인 X,Y가 I의 부분집합(X,Y ⊆ I)이고 X와 Y는 서로 같은
원소를 갖지 않는 항목집합(X⋂Y =∅)이며 Y가 공집합(Y≠∅)이 아니면 연
관규칙은 “R:X→Y”형식으로 정의한다.이때 X를 규칙의 조건부라 하고 Y를
결론부라 한다.X⋂Y =∅인 것은 R:X→X⋃Y이고 R:X→Y이기 때문에 R:
X→X와 동일한 의미를 갖는다.만일 한 트랜잭션이 X를 지지한다면 또한 어
떤 확률에 의해 Y도 지지할 것이라는 예측으로 이해될 수 있다.이런 확률을
이 규칙의 신뢰도라 하고 conf(R)로 표시한다.
R의 신뢰도는 X를 지지하는 T에 대하여 Y 또한 지지할 조건부 확률로 정
의되며 식 (3.1)과 같이 표시된다.[37]
conf(R)=p(Y⊆T |X⊆T)= p(Y⊆T ⋀ X⊆T)p(X⊆T) =
supp(X⋃Y)
supp(X) (3.1)
D에 있는 규칙 R에 대한 지지도는 supp(X⋃Y)로 정의한다.규칙의 지지도
는 얼마나 자주 적용되었는지를 나타내는 반면 신뢰도는 그 규칙이 얼마나 믿
을 만 한지를 나타낸다.규칙이 대상영역 D에서 유효(valid)하려면 충분한 지
지도와 신뢰도를 가져야 한다.그러므로 우리는 어떤 주어진 최소 신뢰도
conf(min)과 최소지지도 supp(min)에 대하여 conf(R) ≥ conf(min)이고
supp(R)≥ supp(min)하면 규칙 R은 영역 D에 대하여 연관규칙이 성립된다.
즉 이 규칙이 성립되기 위한 필요조건으로서 연관규칙의 조건부와 결론부는
모두 빈발해야 한다.이것은 하나의 데이터 오브젝트가 최소 지지도를 만족한
다 하더라도 최소 신뢰도를 만족하지 않던가 최소 신뢰도를 만족하더라도 최
소지지도를 만족하지 않는다면 이 규칙은 강한 상관관계를 표현할 수 없어 유
효하지 않다.연관규칙과 관련하여 rule4,rule5,rule6가 있다.
▣ rule4(규칙의 합성)
만일 X →Z이고 Y→Z이면 X⋃Y→Z가 반드시 참인 것은 아니다.그 규
칙들이 X 또는 Y만을 지지하는 경우에만 X⋂Y=∅이고 D에 있는 트랜
잭션들이 Z를 지지하는 경우 집합 X⋃Y는 지지도 0을 가지므로 X⋃Y→
Z는 신뢰도를 갖지 않는다.유사한 논리가 동일한 조건부를 가지고 규칙
들의 합성에 적용된다.즉 X→Y⋀X→Z⇏ X→Y⋃Z이다.
▣ rule5(규칙의 분해)
만일 D에 대하여 X⋃Y →Z가 참이면 X→Z와 Y→Z가 반드시 참인 것은
아니다.이런 것은 supp(X⋃Y)=supp(Z)인 경우,즉 예를 들어 Z가 한
트랜잭션에 있고 X와 Y가 동시에 같은 트랜잭션에 있는 경우에만 해당
된다.만일 X와 Y에 대한 지지도가 supp(X⋃Y)보다 충분히 클 때,두
개의 규칙들은 요구되는 신뢰도를 만족하지 못한다.그러나 역으로,X→
Y⋃Z ⇒ X→Y ⋀ X→Z는 supp(XY)≥ supp(XYZ)이고 supp(XZ)
≥ supp(XYZ)이므로 성립된다.그러므로 보다 적은 규칙들의 지지도
와 신뢰도는 원래의 규칙에 비교하여 더 증가한다.
▣ rule6(비이행성)
만일 X→Y이고 Y→Z이면 X→Z를 추론할 수 없다.예를 들어 T(X)⊂
T(Y) ⊂ T(Z)이고 최소신뢰도가 conf(min)이라고 할 때 conf(X→
Y)=conf(Y→Z)=conf(min)이라 하자.상대적인 지지도에 기초하여
conf(min)< 1이기 때문에 conf(X→Z)=conf'(min)< conf(min)인
관계를 만족하지 않으므로 이행적인 규칙을 얻을 수 없다.
3.2.3연관규칙 탐사의 접근 방식
연관규칙에 대한 규칙탐사 알고리즘을 위해 주어진 탐색영역에서 탐사되는
연관규칙이 성립되기 위해서는 정의된 최소지지도와 최소신뢰도 이상의 값들
을 가져야 하므로 다음의 두 단계로 구성된다.
•단계 1:빈발항목집합을 찾아낸다.미리 결정된 최소지지도 이상의
트랜잭션 지지도를 가지는 항목집합들의 모든 집합들을 빈발
항목집합이라 한다.나머지 항목집합들을 작은 항목집합
(smalitem sets)이라 한다.
•단계 2:탐색영역으로부터 연관규칙을 생성하기 위해 빈발항목집합을
사용 한다.모든 빈발항목집합 L에 대해서 L의 공집합이 아
닌 모든 부분 집합들을 찾는다.각각의 부분집합 A에 대하
여 supp(A)에 대한 supp(L)의 비율이 적어도 최소 신뢰도
conf(min)이상이면 (supp(L)/supp(A)≥ conf(min)), A ⇒
(L-A)의 형태의 규칙을 생성한다.이 규칙의 지지도는
supp(L)이고 신뢰도는 supp(L)/supp(A)이다.
연관규칙의 성능은 빈발항목을 선정하는 단계에서 결정되며 신뢰성 측정인
유효성 검증을 통해 대상 후보 규칙의 수를 줄일 수 있다.
1)빈발항목집합 선정 방법
빈발 항목집합들의 수는 모든 대상 항목들의 멱집합(powerset)으로 표현된
다.모든 항목들의 빈발 여부를 판단하기 위해 그 멱집합에 속한 모든 집합요
소들을 검증하면 항목들의 크기는 기하급수적으로 증가되고 결국 고갈
(exhaust)탐색을 수행할 가능성이 있다.이러한 소모적 탐색을 피하기 위해 발
견적 알고리즘이 필요하다.이 알고리즘은 후보라고 하는 빈발 가능성이 높은
항목집합들을 생성하고 이들 후보항목집합들 중에 실제로 빈발한 항목들을 찾
기 위해 각 후보 항목집합들에 대한 지지도를 이용해 대상영역을 좁혀가면서
부분집합을 생성하는 과정을 반복적으로 수행한다.후보 항목집합의 발생빈도
를 계산하는 것은 상당량의 프로세싱 시간과 메모리를 요구하기 때문에 연관
규칙 탐사 알고리즘의 성능은 후보들의 수에 비례한다.
빈발항목집합의 선정 과정은 대상영역에서 후보항목집합의 생성 단계와 빈
발항목집합의 검색 단계를 거치는데 전형적인 방법론으로 Apriori알고리즘이
있다.Apriori알고리즘에서는 각 단계마다 빈발항목집합의 후보 집합을 구성
하고 난 후에 각 후보 항목집합의 발생빈도 수를 계산하여 최소지지도를 만족
하는 항목집합들을 빈발항목집합으로 선정한다.그림 3.2는 대상영역인 도메인
을 이용하여 빈발항목집합을 선정하는 과정을 보여주고 있다.
첫 번째 단계에서 각 항목의 발생 빈도수를 계산하기 위해 단순히 모든 트
랜잭션들을 스캔하여 읽는다.대상영역에서 항목별로 발생빈도를 계산하여 후
보1-항목집합 C1을 결정한다.최소 지지도가 2라고 가정하면 필요로 하는 최
소지지도를 갖는 후보1-항목집합들의 항목으로 구성되는 빈발1-항목집합 L1
을 결정한다.빈발2-항목집합은 후보2-항목집합의 모든 부분집합도 역시 최소
지지도를 만족해야 하고 후보항목집합 C2의 생성은 이전 단계의 빈발항목집
합인 L1*L1을 사용하여 구성된다.여기서 *는 접합연산자이며,C2는 (|L1|2)
개의 2-항목집합들로 이루어진다.|L1|이 크면 (|L1|2)는 아주 큰 값이 될 수
있다.다음으로 도메인 D에 속한 네 개의 트랜잭션들이 스캔되어 C2에 속한
각 후보 항목집합의 지지도가 계산된다.
후보항목집합들의 집합 C3은 L2에서 첫 항목이 같은 두 개의 빈발2-항목집
합들을 먼저 확인한다.예를 들면 {B,C}와 {B,E}에서는 B가 동일한 항목이
다.다음으로 Apriori알고리즘은 {B,C}와 {B,E}의 두 번째 항목들로 구성된
































(Lk: Set of Large k-itemsets, Ck:Set of Candidate k-itemsets)
L2
스캔
선택 스캔 선택 스캔 선택
TID ITEMS
100 A, C, D
200 B, C, E
300 A, B, C, E
400 B, E
그림 3.2빈발항목 선정과 지지도계산
2-항목집합 {C,E}가 L2의 원소로 빈발항목이므로,{B,C,E}의 모든 부분
집합들은 ‘빈발하다’고 결정하고 {B,C,E}는 후보3-항목집합이 된다.L2에서
는 더 이상의 다른 후보3-항목집합을 구할 수 없다.
따라서 Apriori알고리즘은 모든 트랜잭션들을 스캔하면서 빈발3-항목집합
을 구성한다.C3을 기본으로 하여 도메인 D를 스캔하여 L3을 찾아낸다.L3에
서부터 구성될 수 있는 후보4-항목집합이 없으므로 여기서 빈발항목집합을 발
견하는 과정은 종료된다.
2)Apriori알고리즘에서 후보 항목집합의 생성과 지지도 계산
연관규칙의 문제는 AIS라는 알고리즘에서 처음 제기되었으며 대부분의 연
관규칙탐사에 관한 연구는 빈발항목집합 생성과 규칙 형성을 분리하여 문제
해결을 시도하고 있다.AIS에서 많은 수의 후보집합 생성 문제는 Apriori-gen
이라는 후보 항목집합의 생성전략을 통해 후보항목집합의 수를 줄일 수 있다.
이는 Apriori알고리즘의 부함수로 대부분의 연관규칙 알고리즘에서 이용되고
있다.이 방법은 k-항목집합 중 빈발한 후보 (k+1)-항목집합을 선택하기 위해
조인(join)단계와 전지(prune)단계를 반복적으로 적용하는 행위를 통해 후보항
목집합의 수를 축소시켜 나간다.즉 다음의 Apriori-gen()함수에서 처럼 조인
단계는 빈발 항목집합 Lk-1를 입력으로 사용하고 그 집합에서 k-1개의 공통된











두 번째 집합의 가장 큰 항목이 첫 번째 집합의 가장 큰 항목보다 크다는
것을 제약 조건으로 사용하여 중복을 방지한다.전지단계는 두 번째 단계에서
만들어진 후보 (k)-항목집합의 부분집합 (k-1)-항목집합들이 이미 Lk안에 있
는지를 검사하여 없으면 이 후보항목집합을 버린다.예를 들어 {1,3,4,6}과
{1,3,4,8}이 빈발 하다면 두 항목집합은 조인되어 후보항목집합 {1,3,4,6,
8}을 생성한다.이 집합의 부분집합은 {3,4,6,8},{1,4,6,8},{1,3,6,8}이
며 만일 이들이 빈발하지 않거나 유효하지 않으면 버린다.
다음은 Apriori-gen 알고리즘에서 빈발항목집합인 Lk로부터 후보항목집합









Apriori알고리즘은 Apriori-gen을 사용한 첫 번째 알고리즘으로 후보 항목
집합들을 생성하는 단계와 지지도를 계산하는 단계로 구성되어 있다.즉 각각
의 패스에서 주어진 크기의 모든 후보들을 생성하기 위해 Apriori-gen을 호출
하고 전체 대상영역을 스캔하여 각 후보들에 대한 지지도를 계산한다.
이 알고리즘은 k번째 패스의 계산 단계에 있는 트랜잭션 T를 읽을 때 트랜
잭션 T에 의해 지지되는 모든 k-후보를 결정하고 그 후보들과 관련된 지지도













Apriori알고리즘의 한가지 문제점은 지지도를 계산하는 과정에서 항목들
간의 카티전 프로덕트(cartesianproduct)를 통해 항목 후보 집합들이 폭증하
여 수행 속도를 지연시키는 문제가 발생될 수 있다.이 문제를 해결하기 위해
해쉬 트리(hashtree)에 후보 항목집합들을 저장함으로써 수행 속도를 개선시
키는 방법이 제안되고 있다.
3.3사례기반 추론
사례 기반 추론은 주어진 문제를 해결하기 위해 과거의 유사한 사례를 문제
의 상황에 맞게 응용하여 해를 찾아가는 기법으로 새로운 요구에 대응하는 과
거의 해를 채택하거나,과거의 사례를 이용하여 새로운 상황을 설명하거나,과
거의 사례로 새로운 해를 평가하거나,또는 새로운 상황을 이해하기 위해 사
례로부터 주어진 문제에 대한 적절한 해를 추정하는 작업을 수행한다.[38]
사례 기반 추론은 Schank에 의해 제안된 동적 기억이론(dynamicmemory
theory)과 문제해결 및 학습에서의 회상(reminding)의 역할에 관한 연구를 기
점으로 시작되었다.동적 기억이론은 개별적인 경험이 어떻게 기억 속에 저장
될 수 있는지,각 경험들이 어떻게 결합되고 추상화 될 수 있는지 또 필요할
때 어떻게 검색되고 사용될 수 있는 지를 기술하기 위한 골격을 제공한다.[39]
사례 기반 추론은 주어진 문제를 해결하기 위해 필요한 정형적 규칙을 찾기
힘든 문제 영역에 적용하는 것이 유용하며,특히 과거의 경험으로부터 의사결
정을 이끌어낼 수 있는 경우에 매우 효과적인 문제해결 방법이다.과거에는
주어진 문제를 해결하기 위해 전문가시스템의 규칙기반 추론 기법(rulebased
reasoning)이 많이 사용되었다.규칙기반 추론은 특정한 영역의 문제해결을 위
해 전문가의 경험적 지식을 추출하여 생성규칙(productionrule)형식으로 정
형화하고 전향추론이나 후향추론을 통해 해를 발견한다.그러나 문제를 해결
하기 위해 필요한 모든 지식을 미리 추출하여 정형화하는 것은 사실상 어렵고
문제 해결을 위해 매번 관련된 규칙을 순서대로 추적하는 것도 추론 시간을
지연시키는 큰 문제점 이였다.이것은 사례 기반 추론이 규칙 기반 추론보다
단순하며 실현성이 높고 복잡한 문제영역에서 좋은 접근법이라 할 수 있다.
또한 사례 기반 추론은 유사 해를 찾을 때 과거의 문제와 현재의 문제간의 차
이를 고려하여 이전의 해결책들을 현재의 문제에 맞게끔 변형하는 과정이 필
요하다.이 과정을 통해 지능시스템 구축의 가장 어려운 과제인 지식획득 문
제를 자연스럽게 해결할 수 있게 하고 귀납적 기계학습의 기반을 제공한다.
따라서 사례기반 추론 기법은 문제가 복잡하고 해를 구하는데 많은 시간이 요
구되는 학습 영역에서 쉽게 해를 구할 수 있으므로 에이전트와 같이 다양한
사용자별 특성이 고려되는 지능적 시스템에서 효과적인 방법론이라 할 수 있
다.[40]
3.3.1사례의 구성과 모형의 표현
1)사례의 구성
사례기반 추론에서 사례의 구성은 추론에 영향을 미치는 중요한 요인 중에
하나이다.일반적으로 사례의 표현을 위한 구성항목의 선정에서는 구성항목의
기능성과 정보 획득의 용이성이 고려되어야 한다.사례에는 문제의 내용과 해
의 내용이 포함되며,문제의 내용에는 문제의 요구사항이 서술되고 해의 내용
에는 문제의 해결방법이 서술된다.또한 사례는 보통 특정한 결과를 도출하는
주요한 특성의 리스트로서 표현된다.하나의 사례를 표현하기 위해 필요이상
의 특성이 사용되면 사례베이스의 크기가 너무 커져서 추론 효율이 저하될 수
있다.
사례 기반 추론 모형에서 사례는 프레임(frame),객체(object),의미망 등으
로 표현될 수 있지만 대부분 프레임 표현을 많이 사용한다.프레임 표현은 상
속과 추상화 등 객체지향 개념의 특성을 지니고 있으며 사례베이스 구성을 관
계형 자료구조로 표현하는 것이 가능하므로 활용성을 높일 수 있는 장점을 가
지고 있다.프레임은 스키마와 슬롯으로 구성되는 객체이므로 사례를 프레임
으로 표현할 때 그림 3.3과 같이 사례는 스키마로 사례의 특성은 슬롯에 대응
시킨다.
SCHEMA-A
slot 1  slotvalue
slot 2  slotvalue
....................













그림 3.3사례의 프레임 표현 과정  
2)사례기반 추론 모형의 표현
사례기반 추론 모형의 개념적 모델은 표 3.1과 같이 주 영역과 보조영역으
로 구성되어 있다.주 영역은 그림 3.4와 같이 재귀적 반복작업을 수행하는
4R(Retrieve⇒ Reuse⇒ Revise⇒ Retain)이라는 4개의 모듈로 구성되고 보
조영역은 검색을 지원하기 위한 1개의 색인 모듈로 구성된다.4R에는 사례베
이스를 검색하는 회수모듈,주어진 문제를 과거사례로부터 해결하고자 하는
재사용모듈,필요한 경우 유사 사례로부터 해를 적응하기 위한 교정모듈,그리
고 교정된 해를 새로운 사례로 저장하는 보유모듈이 있다.
먼저 회수모듈은 과거의 사례로부터 주어진 문제의 해를 찾기 위해 사례베
이스를 검색하는 서버모듈이며 사례기반 추론의 핵심 부분이다.재사용모듈은
검색된 해를 재사용하기 위해 검색된 사례와 새로운 문제를 비교 분석하고 일
치하는 사례가 발견되면 적합한 해로 제안한다.
분야 모듈 문제의 역할
주 영역
회수 과거의 사례 검색
재사용 불완전한 문제의 분석 및 이해
교정 과거의 해를 주어진 문제로 적응
보유 새로운 사례 저장
보조영역 색인 사례의 효과적인 저장 및 검색















그림 3.4사례기반 추론 모형의 개념적 표현
교정모듈은 적합한 해가 없는 경우 검색된 사례를 주어진 문제에 적응하기
위해 유사한 해를 도출하고 이를 평가하여 새로운 사례로 변형하는 기능을 담
당한다.교정모듈은 사례 기반 추론에서 가장 중요한 부분이나 구현하기 어렵
고 새로운 문제 해결을 위해 주어진 문제마다 교정 과정을 거쳐야 하는 것은
사례기반 추론 시스템의 문제점이 될 수 있다.교정 과정을 통과한 해는 주어
진 문제에 다시 적용하는 시험 단계를 거쳐 성공 혹은 실패로 그 결과가 나타
난다.보유모듈은 제안된 해가 문제해결에 적합하면 현재 문제에 대한 데이터
를 새로운 사례로 사례베이스에 저장하고 적합하지 않으면 실패의 원인을 확
인하고 다시 교정 단계로 보내는 기능을 담당한다.
보조영역의 색인모듈은 사례의 저장방법을 결정하는 모듈로서 색인 방법에
따라 검색 효율에 큰 영향을 미친다.일반적으로 색인화는 키워드별 연결관계
를 개념그래프로 구성하는 방법을 사용하고 있다.
3.3.2사례기반 추론 과정
사례 기반 추론의 세부 추론 절차는 그림 3.5에 나타낸 것과 같이 사례 표
현 단계,유사사례 추출 단계,근접해(balparksolution)제시 단계 및 적응 단
계,평가 및 수정 단계(evaluativereasoning),사례베이스 보완 단계(update
case-base)를 거친다.[40]
•단계 1:사례 표현
일반적으로 사례는 경험을 표현하기 위한 방법이며 사례에는 과거 경험적
히스토리들이 내용으로 구성된다.전형적으로 사례는 문제상황을 설명하기 위
한 문제설명영역과 그 문제를 해결하기 위해 사용된 해를 표현하는 솔루션영

























그림 3.5사례기반 추론 흐름도
•단계 2:유사사례 추출
이 단계는 새로운 질의어가 주어졌을 때 사례베이스로부터 가장 적절한 사
례들을 추출하여 유사사례로 확정짓는 단계로서,저장된 사례베이스의 색인화
와 질의어를 패턴 비교하는 검색과정을 수행한다.패턴 비교에서 정확하게 일
치하는 자료가 없을 경우에는 유사도 평가라는 과정을 동반하게 되는데 유사
도 평가 방법에 따라 질의어 검색 정보의 유효성이 결정된다.유사한 사례를
검색하기 위해서는 사례가 부합하는지를 측정해서 가중치를 부여한 후,사례
를 순서화하는 것이 필요하다.사례의 검색방법 중 대표적인 것으로는 최근접
이웃 검색(thenearestneighborretrieval)과 귀납적 검색(inductiveretrieval)
이 있다.귀납적 검색은 검색하기 전에 먼저 색인화하는 선행 작업이 필요하
나 처리시간이 빠르고 최근접 이웃 검색은 모든 항목에 대해 상대거리를 측정
하기 때문에 처리시간이 많이 소요되나 간단하기 때문에 적용이 용이하다.
•단계 3:근접 해 제시 및 교정
이 단계는 색인화에 의해 유사사례가 근접해로 주어지며 후보해로 제공된
유사사례와 질의어가 정확하게 일치하지 않을 경우 제시된 후보 해를 새로운
상황에 맞게 적응할 필요가 있는데 이 과정을 교정 단계라고 한다.교정 단계
에서는 근접 해의 변형 부분을 찾는 단계와 변형 부분을 실제로 수정하는 작
업이 필요하다.실제적인 적응 작업에서 다시 예외가 발생하면 이 예외를 처
리하기 위해 지식베이스의 룰 지식(ruleknowledge)을 이용한 통합 작업이 실
시된다.
•단계 4:평가 및 검증
교정 단계를 거쳐 제시된 해와 질의어를 다시 비교 평가하는 단계로 재귀적
호출(recursivecal)이 발생한다.검증 단계에서 제시된 해와 질의어의 평가를
통해 일치성이 확인되면 사례베이스 보완 단계로 이동하고 제시된 해와 질의
어가 맞지 않으면 그 원인을 분석하기 위해 교정 단계로 되돌려진다.또한 이
과정에서는 검증의 실패원인을 설명하고 학습과정에서 수정되지 않는 예측적
특성(predictivefeatures)이 있는 새로운 사례는 색인생성규칙 단계로 피드백
시켜 다시 색인화를 거치는 사이클이 발생하기도 한다.
•단계 5:사례베이스 보완
평가 및 검증 단계에서 검증과 수정을 마친 새로운 사례는 새로운 문제 해
결을 위해 사례베이스에 저장된다.이러한 사례베이스의 보완을 통해 시스템
은 자동적으로 지식의 확장이라는 학습효과가 발생하고 반복적 학습기능을 통
해 시스템은 지능화된다.
3.3.3유사도 평가
유사도(similarity)란 완전한 일치와 완전한 불일치 사이에 존재하는 연속적
개념이다.일치하는 것은 공통된 특성을 지니는 반면,불일치하는 것은 이질적
특성을 갖게 된다.실세계의 대상들은 대부분 완전히 일치하는 경우보다 유사
한 경우가 많다.이러한 유사한 정도를 평가하는 유사도 측정은 추론의 경우
에 많이 활용된다.특히 사례기반 추론은 유사도 기반 학습이라 불릴 만큼 유
사도는 사례기반 추론의 유용성을 평가하는데 중요한 기준이 된다.특히 큰
사례베이스에서 사례객체들 사이의 유사도 측정은 매우 까다롭고 어려운 문제
이다.
유사도를 측정하기 위한 척도로는 거리 개념이 주로 사용된다.간단하게는
특정수준에서 과거의 사례가 현재의 사례와 부합할 때 유사하다고 말하며,설
명 수준(descriptorlevel)에서는 각 항목들간의 거리를 계산하여 유사도를 측
정하게 된다.귀납적 검색방법에서의 유사도 측정은 유사한 사례를 군집화 하
거나 색인화 하여 적절한 형식으로 사례베이스에 저장하고 분류과정에서 주어
진 입력과 비슷한 사례의 부류를 추출하고 추출된 사례의 부류를 입력과의 거
리로 환산하는 과정이 필요하다.
유사도 평가함수를 정의하기 위해 먼저 벡터공간 모델에서 모든 색인어가
서로 독립이라고 가정하면 문서 di는 di=(wi1,wi2,..,win)와 같은 벡터로 표
현된다.이때 wik는 문서 di에서의 색인어 tk에 대한 가중치 값이며 만일 문서
di에 색인어가 나타나지 않으면 가중치는 0이 할당된다.문서벡터가 형성된 이
후 질의 검색과정은 벡터 연산에 의해 이루어진다.즉 그림 3.6과 같이 문서
di와 질의 q사이의 코사인 값으로 벡터 유사도가 계산될 수 있다.이것을 코사
인 유사도(cosinecoefficientsimilarity)라고 하고 식 (3.2)와 식 (3.3)으로 정의
한다.[41]
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그림 3.6두 패턴 벡터간 코사인 값을 통한 유사도 평가
유사도 측정에 문서 값은 색인어들의 가중치에 의해 결정되므로 가중치는
검색효율을 결정하는 중요한 요소이다.가중치 할당기법은 여러 가지 방식이
있지만 웹 정보 검색과 관련해서는 출현빈도,문서빈도,정규화의 세 가지 요
소가 고려되는 벡터공간 모델이 많이 사용된다.
출현빈도는 문서 내에서 자주 출현하는 색인어에 보다 높은 가중치를 부여
한다.문서빈도는 전체 문서들 중에서 적은 수의 문서에 출현하는 색인어에
보다 높은 가중치를 부여한다.그리고 정규화는 문서집합에 있는 모든 벡터들
의 길이를 같게 만들어 작은 크기의 문서가 가중치 계산에서 불공평하게 취급
되지 않도록 한다.
정보검색 벡터모델에서 사용하는 가중치 설정은 단어 빈도수 TF(t,d)와 문
서 빈도수 DF(t)의 조합으로 나타난다.TF(t,d)는 각 문서에 대한 단어 t가
문서 d에 나타난 횟수를 의미하고 DF(t)는 단어 t가 한번 이상 나온 문서의
수를 나타낸다.따라서 k번째 가중치 wik는 식 (3.4)와 같이 정의된다.이때
log |D|DF(tk)는 역 문서빈도수라하며 |D|는 문서의 총 개수를 의미한다.
wik=TF(tk,d)×log |D|DF(tk) (3.4)
가중치 wik는 0보다 크거나 같은 값이기 때문에 cos(di,q)값은 0과 1사이
의 값이 된다.따라서 연속적 가변 가중치를 사용하는 벡터공간 모델은 문서
가 질의와의 관련 여부만을 예측하기보다는 질의와 유사도 값에 따라 순서를
결정할 수 있고 부분적으로 일치되는 문서라도 검색이 가능해 진다.
3.4지능형 검색을 위한 타당성 검토
웹 사용자의 증가는 분산된 웹 데이터의 검색 양을 폭발적으로 증가시키고
있고 이 웹 데이터에는 사용자가 미처 파악하지 못하는 중요한 정보가 포함되
어 있으나 이것을 추출할 방법은 거의 없었다.이것은 웹 데이터베이스를 구
성할 때 외부적으로 표출된 표층 지식을 중심으로 스키마를 구성하기 때문에
일정한 형식의 질의를 벗어난 정보 검색에는 대응하지 못하는 데이터베이스
시스템의 한계성을 의미한다.따라서 숨겨진 심층지식을 추출하기 위한 지능
적인 검색 기법이 검토되어야 한다.
방법론  유효성 평가 항목 선택여부
연관규칙 탐사
 ▪ 숨겨진 심층 지식의 정보 추출 기능  þ
 ▪ 정보 패턴 분석에 따른 재현율 높은 검색 기능 þ
사례기반 추론
 ▪ 사용자 선호도에 따른 개인화된 검색 기능 þ
 ▪ 지식획득 및 확충을 위한 사례기반 학습 기능 þ
 표 3.2지능형 알고리즘 구현을 위한 타당성 검토 항목
본 논문에서 제안한 연관규칙 탐사와 사례기반 추론 기법의 적용 타당성을
표 3.2와 같은 항목을 중심으로 검토해 보면 먼저 연관규칙 탐사는 빈발항목
선정을 통하여 한 항목 그룹과 다른 항목 그룹 사이의 부분적 연관성 여부를
검증할 수 있다.이제까지 규칙이라 함은 불변의 규칙만을 생각하지만 연관규
칙은 사용자가 지정한 지지도와 신뢰도를 만족하는 규칙이면 모두 규칙으로
수용할 수 있다.이러한 연관규칙으로 숨겨진 심층지식의 정보 패턴을 발견하
고 이를 바탕으로 관련성 높은 정보를 제공할 수 있다.이것은 정보검색의 재
현율을 높일 수 있는 보완적 기능을 제공하기 때문에 검색 알고리즘 구현의
기반 기술로 적용할 가치가 높다고 볼 수 있다.
다음으로 사례기반 추론은 과거의 사례를 바탕으로 현재의 문제를 해결하고
현재의 해를 적응시켜 새로운 문제를 해결 할 수 있기 때문에 새로운 상황을
해석하거나 새로운 해에 대한 유효성을 검증하기 적합한 방법론이다.또한 이
추론 방법은 지식기반 시스템의 문제 해결 방법과 유사하기 때문에 해석,진
단,유사도 측정 및 학습 분야에 적용이 가능하고,특히 데이터베이스에 저장
된 정보의 추출과 적응을 통해 유사도를 측정하는 검색 에이전트 분야에서는
활용도가 더욱 높다고 볼 수 있다.
사례기반 추론 기법을 검색 알고리즘에 적용하면 유사도 평가라는 문제 해
결 방법을 통해 질의어와 완전히 일치하지 않는 검색 결과도 도출 할 수 있고
지식확장 같은 사례기반 학습 및 사용자의 선호도에 따른 개인화된 검색 기능
도 갖게 된다.
제 4장 질의어 처리 알고리즘의 설계
4.1연관규칙 탐사 알고리즘 설계
4.1.1빈발항목 생성
연관규칙의 관련성을 결정짓기 위해 가장 많이 사용되는 Apriori알고리즘에서는 기
본적으로 미리 사용자가 정의한 최소지지도 이상의 트랜잭션 지지도를 갖는 빈발항목
집합을 결정하고 이 집합 중에서 빈발항목 요소 상호간에 규칙성을 찾아내어 신뢰도
를 생성한다.따라서 빈발항목의 생성은 요소 상호간의 관련 정도를 결정하는 중요한
평가 기준이 된다.Apriori알고리즘에서 사용하는 중요한 법칙은 빈도수가 높은 항목
집합의 모든 부분 집합도 빈도수가 높다는 사실이다.만약 주어진 요소수가 n개 있을
때 이 항목을 이용해 만들 수 있는 부분집합의 수는 2n이다.예를 들어 {a,b,c}의 모
든 부분집합은 {},{a},{b},{c},{a,b},{a,c},{b,c},{a,b,c}이다.Apriori알고리즘
에서 지지도의 계산은 우선 요소의 개수가 하나인 항목집합의 빈도수를 계산하고 이
집합 중에서 지지도를 만족하고 요소 수가 두 개인 후보 항목 집합의 지지도를 결정하
는 방법으로 요소의 수를 증가시켜 나간다.그러므로 요소수가 k인 항목에서 지지도를
만족하는 집합에 대해서만 요소수가 k+1인 후보 항목 집합의 지지도를 결정하고 지지
도를 미달하는 항목집합은 후보그룹에서 탈락시킴으로써 조합 가능한 부분집합의 수
를 줄여나간다.
하지만 본 논문에서 제안하는 연관규칙 추론은 검색엔진의 특성상 주어진 요소의 조
합이 많아야 두 개 이상을 넘지 않는다는 제약이 있기 때문에 Apriori알고리즘과는
다른 방법을 고려해야 한다.즉 n개의 집합이 있다면 이 항목을 이용해 만들 수 있는
순서적 의미를 지닌 두 요소 항목 조합은 n(n-1)개이다.예를 들면 질의어 요소 수가
3개인 집합에서 순서적 의미를 갖는 두 요소 항목 조합은 (a,b),(a,c),(b,a),(b,c),
(c,a),(c,b)이다.이때 첫 요소 항목이 빈발항목 생성과 지지도 계산에 기준 요소가
됨으로 첫 번째 항목을 중심으로 그룹화하는 작업을 실시한다.그룹화를 통해 빈발항
목집합을 생성하는 알고리즘을 그룹화 규칙 생성 알고리즘이라 정의하고 그림 4.1에
나타내었다.그림 4.2는 사용자가 입력한 항목에 빈도수와 항목조합에 따라 지지도를
계산하고 기 정의된 최소 지지도(preset)에 따라 후보 항목 집합이 선정되는 과정을 예
시하고 있다.그림 4.2에서 조인 연산에 의해 생성된 순서적 의미를 갖는 항목
조합 트랜잭션인 (a,b)항목은 규칙 {a}->{b}를 의미하며 이것은 규칙의 좌

























그림 4.1그룹화 규칙 생성 알고리즘













그림 4.2그룹화를 통한 항목조합 지지도 계산
또한 전체 트랜잭션에 대한 항 {a}에 대한 항 {b}의 관련성을 확률로 나타
낼 수 있음을 의미한다.좌 항을 기준으로 합집합 연산이 수행되면 항 {a}와
관련된 항 {b},항 {c},항 {d}의 지지도의 합은 전체 트랜잭션에 대한 항 {a}
에 대한 지지도를 확률 값으로 나타내며 이 값은 최소 지지도인 임계값에 의
해 후보 항목 집합으로 선정되거나 혹은 거부된다.
4.1.2신뢰도 평가함수
초기 단계의 방대한 항목조합에서 빈발항목집합이 선정되면 두 번째 단계로
항목 상호간의 관련 정도를 결정하는 신뢰도 평가함수를 구현해야 한다.신뢰
도의 평가는 지지도를 만족하는 빈발항목집합 중에서 항목 요소 상호간의 불
린 연산이 AND연산인지 혹은 OR연산인지에 따라 다른 연관 가중치가 주어
지며 항목사이의 연산 횟수를 통해 신뢰도 평가함수가 결정된다.이 신뢰도의
결과 값은 기 정의된 임계값인 최소신뢰도에 따라 최종 유효 연관 집합으로
선택되거나 혹은 거부된다.
그림 4.3은 임계값 이상의 지지도를 갖는 후보 집합에서 각 항목 요소 상호
간의 관계를 나타낸다.항목 요소간 관계 연산이 AND인 경우 실선으로,OR
인 경우는 일점쇄선으로 표현하였다.여기서 두 항목 요소간 관계 연산에 따
라 다른 가중치를 주었으며 각 후보 집합의 신뢰도 Rs는 식 (4.1)을 통해 결
정된다.
신뢰도(Rs)=(α⋅ Si→Sj의항목수Si항목수 ⋅ An)+ (β⋅ Si→Sj
의항목수
Si항목수 ⋅ On) (4.1)
식 (4.1)에서 α는 AND 연산의 가중치,β는 OR연산의 가중치를 의미하며,
An은 AND연산의 횟수 그리고 On은 OR연산의 횟수를 의미한다.후보 집합
내 항목간의 신뢰도가 제시된 임계값 이상을 만족하는 경우에 두 항목간에 관
련성이 있다고 정의할 수 있다.표 4.1은 그림 4.3을 식 (4.1)에 따라 항목요소
상호간의 신뢰도를 계산하여 유효 연관 집합의 선택여부를 나타내고 있다.표
4.1의 평가 예에서는 AND 연산의 가중치는 1로 OR 연산의 가중치는 0.5를
부여했고 최소지지도는 0.3을 부여한 경우이다.이 표에서 기호 ‘√’는 선택을,
기호 ‘X’는 거부를 의미하고 기호 ‘-’는 해당사항 없음을 의미한다.
항목1  항목2 평가함수 
Rs(Si, Sj)
그림 4.3카티전 프로덕트을 통한 신뢰도 계산
   요소2  
요소1
S1 S2 S3 S4
신뢰도 선택 신뢰도 선택 신뢰도 선택 신뢰도 선택
S1 - - 0.38 √ 0.25 × 0.13 ×
S2 0.33 √ - - 0.17 × 0.33 √
S3 0.0 × 0.75 √ - - 0.0 ×
표 4.1그림 4.3을 이용한 신뢰도 평가 예
4.2사례기반 추론 알고리즘 설계
4.2.1사례기반 추론 절차
본 논문에서 제안하는 사례기반 추론 알고리즘은 인간이 문제를 이해하는
과정에서 사용하는 추론방법으로 지식이 전문화되고 세분화 될수록 특정한 질
의어를 의미론적으로 이해하기 위해 확률적으로 관심 빈도가 높은 분류집합
(classificationset)에 속하는 색인어가 그 질의어와 관련성이 높다는 것을 전
제(premise)한다.즉 특성에 따라 정보들이 미리 분류되어 있고 주어진 질의어
와 관련된 정보가 분류 집합 안에 포함되어 있다면 사례적 통계로 볼 때 방문
한 빈도가 높은 분류에 속한 하부 정보들이 그 질의어와 관련성이 높다고 볼
수 있다.이것을 인지적 확률모델이라 부르며 이 확률모델이 정보의 지역성을
결정하게 된다.
추론 절차는 그림 4.4에서 보인 바와 같이 먼저 새로운 질의어가 주어지면
개인사례베이스의 사례를 이용하여 유사도를 계산하고 카테고리 그룹을 결정
하여 질의어와 일치하는 카테고리 그룹의 하부 트랜잭션을 관련 해로 제공한
다.만약 일치하는 색인어가 없으면 일반사례베이스를 검색하여 유사 해를 제
공한다.이 유사 해의 유효성 정도가 주어진 임계값 이상이면 개인사례 테이
블에 새로운 사례로 저장한다.
만약 일치하는 유사해가 일반사례베이스에도 존재하지 않는다면 검색 로봇
을 트리거(trigger)하여 웹에서 패턴 비교된 일반 하이퍼텍스트 데이터를 사용
자에게 제공한다.사용자가 특정한 하이퍼링크 정보들을 선택하면 선택된 항
목을 기준으로 새롭게 유사도를 평가하는 적응 단계를 수행한다.적응 단계를
거친 유사 해는 다시 사용자로부터 연관성을 평가받아 임계값 이상의 유효성
이 검증되면 개인사례베이스와 일반사례베이스에 유사 사례로 저장된다.일반



























그림 4.4인지적 확률모델 기반의 사례추론 알고리즘
4.2.2사용자 모델링을 통한 사례기반 학습
사용자 모델링이란 한 시스템이 자신의 목적을 보다 효과적으로 수행할 목
적으로 에이전트가 사용자의 독특한 행동을 파악하고 사용자의 행위를 계속적
으로 관찰하여 필요한 사용자별 행동패턴을 습득하고 추상화하는 과정이다.
사례기반 학습은 주어진 문제를 해결할 때 과거의 사례를 해로 이용하는데
대부분의 경우 현재의 문제에 정확하게 일치하는 해는 거의 없기 때문에 과거
사례에 대한 해를 새로운 상황에 적합하도록 변형해야 한다.이 과정을 교정
혹은 적응이라고 하며 적응을 통해 검증된 새로운 사례의 발견을 사례기반 추
론시스템에서는 학습과정이라 한다.
정보검색에서 사용자 모델링을 통한 사례기반 학습은 개인 사례베이스에서
일치하는 사례가 발견되지 않으면 관련성이 낮은 일반 사례베이스에서 사용자
에게 유사한 사례 집합을 의도적으로 제시하여 정보검색 에이전트를 학습시키
는 것이다.즉,사용자가 정보검색 에이전트에게 과거의 사건,상황에 대한 일
반적인 사례를 제시하고 그러한 상황에서는 무엇을 해야 할 것인지를 보이면
서 정보검색 에이전트를 훈련시키는 것이다.정보검색 에이전트는 새로운 사
례와 기존사례 사이의 상관관계를 계산하고 사례베이스를 적절히 변화시키면
서 새로운 사례를 수용한다.
본 논문에서 제안하는 사용자 모델링을 통한 사례기반 학습은 그림 4.5와
같이 사례표현 단계에서 질의어가 주어지면 질의와 관련된 사용자 속성을 사
례베이스에서 가져와 방문 빈도가 높은 카테고리별로 순서화 한다.작업메모
리에서 관련성이 낮은 정보들은 잘려지고 필터링 된다.사례회수 단계에서는
유사도를 평가하여 유사성 정도에 따라 카테고리 그룹들을 결정하고 카테고리
하부의 정보를 사용자에게 제공한다.적응 단계에서는 사용자가 일반 사례 집
합으로부터 추출된 정보들 가운데 어떤 정보에 관심을 더 보이는 가에 따라
유사성의 정도가 강화되기도 하고 약화되기도 하며,이 정보는 개인 사례베이
  단계 3 : 적응
 count category, visited-Coun;
 └▶ if new-category sequence ≠ old-category sequence
       then new-category sequence; 
       else old-category sequence;
  단계 2 : 사례회수
 select user-ID, URL form case base for index key;
 └▶ evaluate similarity;
      └▶ extract candidature group of similarity;
  단계 1 : 사례표현
 input query from user;
 └▶ retrieve case transaction with user-ID, 
       visited-Date, visited-Count;
      └▶ Order searching consequence 
             with visited-Count;
           └▶ Store working memory with filtering case 
                  cutting unnecessary transaction;
그림 4.5사용자 모델링을 통한 사례기반 학습 과정
스에 새로운 사례로 저장되어 다시 유사도를 계산하는데 이용된다.
적응단계에서 여과된 정보를 피드백 시키면 정보는 더욱 세분화되고 지식은
계속 확장되어 질 수 있다.이렇게 사용자 모델링을 통한 사례기반 추론은 사
용자의 사례그룹을 계속 강화시키는 학습을 가능하게 한다.
4.2.3유사도 평가 방법
사례기반 추론에서 저장된 히스토리와 질의간의 완전히 일치하는 사례를 찾
지 못할 경우 부분적인 일치를 허용하게 되는데 이 부분적인 일치 즉 유사성
을 어떻게 평가하느냐에 따라서 시스템의 성능이 좌우될 수 있다.사례를 평
가하는 전통적인 유사도 평가 방법으로 불린모델,벡터공간모델,확률모델이
있다.불린모델은 집합론과 불리안 대수학에 기반하는 간단한 집합이론에 근
거하고 있으며 문헌과 질의가 색인어의 집합으로 표현되고 집합과 집합 연산
자로 구성되어 있다.이 방법은 직관적이고 이해하기 쉽고 사용자 요구인 질
의의 의미가 명확하게 전달 될 수 있지만 색인어 가중치(wik)를 {0,1}값만
가져 연관된 문서인지 아니지만 예측하고 순위화는 할 수 없는 문제점을 지니
고 있다.
벡터공간모델은 질의와 문서가 벡터로 표시되고 n차원 공간상에서의 상대거
리를 기준으로 검색을 한다.이진 가중치의 제한성을 극복하기 위해 가중치를
실수(float-point)로 부여하여 부분 정합과 질의에 유사 정도에 따라 검색된
문헌을 순위화 할 수 있다.또한 클러스터 내 유사도와 클러스터간 유사도 조
정을 위해 용어 가중치를 사용할 경우 검색 성능을 향상시킬 수 있다.그러나
색인 용어들간의 연관성을 고려하지 않아 의미론적인 검색이 어렵다.
벡터공간 모델 중 한 기법인 최근접 이웃분류법은 새로운 문제의 특성과 사
례베이스에 있는 각 사례들과 대응되는 특성을 하나씩 비교하는 매우 간단한
방법이지만 사례베이스의 크기가 증가함에 따라 비용이 급속하게 증가하는 소
모적 평가 방법이다.
따라서 본 논문에서는 유사도 평가함수를 위해 통계모델의 일종인 유사 범
주화 알고리즘을 제안한다.이 알고리즘은 사전(aprior)분류체계에 기초하여
대상 문서를 분류하고 문서나 질의가 주어지면 가장 적합한 범주에 새로운 사
례로 할당함으로써 문서들의 집단을 형성하는 기법이다.즉 이 기법은 사용자
질의어 방문 패턴을 분석하여 빈도가 많은 카테고리별 순위를 결정하고 이것
을 사례로 제공하여 같은 이름의 질의어라도 사용자가 의미하는 카테고리 정
보의 연관성을 높여 의미론적 접근이 가능하도록 하는 것이 기본 전략이다.
또한 개인 사례베이스에 일치하는 사례 해가 존재하지 않으면 유사사례 추출
을 위해 일반 사례베이스에서 질의어와 일치하는 유사 사례 카테고리를 결정
하여 유사 해로 제시하고 사용자로부터 적응과정을 거치도록 하여 새로운 사
례로 개인 사례베이스에 저장하도록 한다.
유사 범주화 알고리즘의 평가함수는 질의어 q에 대해 개인 사례베이스
pDB의 관련 문서의 수인 |pDB(q)|와 카테고리 k에 대한 방문 빈도수




로 표현하며 이는 질의어 q에 대해 개인 사례베이스 내의 제목 Ti,카테고리
Ci,서술항 Di을 갖는 트랜잭션들과 패턴 매칭 작업을 반복적으로 실시할 때
질의어와 일치하는 트랜잭션들의 수를 의미한다.P(Ck|pDB)의 값이 크다는
것은 주어진 예제 질의에 대해서 사례베이스가 관련 문서를 많이 반환하는 경
우로 그 질의에 대한 사례집합의 유사도가 증가하고,P(Ck|pDB)의 값이 작은
경우는 그 질의에 대한 사례집합의 유사도는 감소한다는 것을 뜻한다. 카테
고리 집합을 Ci라하고 질의어 q가 q⊆Ci을 만족하는 개인 및 전체 문서 데이




식 (4.2)에서 P(Ck|gDB)는 질의어 q에 대해 일반 사례베이스 gDB가 반환하
는 관련 문서의 수인 |gDB(q)| 대해 카테고리 k에 대한 방문 빈도수
|Ck(q)|의 확률을 의미한다.개인 사례베이스에서 유사도를 구하지 못할 경우
적응을 위해 일반사례베이스로부터 유사 사례의 추출에 이용되며 가중치 ω의
값에 따라 실효치가 달라질 수 있다.
본 논문에서 제안하는 유사도 평가함수는 정보 검색 문제를 확률적 틀로 해
석하고 카테고리 내 유사도는 방문 빈도수(hitfrequency)를 통해 표현하고 카
테고리 간 유사도는 사례베이스가 반환하는 문서의 수를 통해 나타낸다.이러
한 확률모델을 기반으로 한 유사도 평가함수는 사례집합을 연관확률에 따라
카테고리별로 순서화할 수 있고 선택된 카테고리 그룹의 모든 하부 사례 트랜
잭션들은 연관성 높은 정보로 제공될 수 있다.따라서 사례베이스에 대한 연
관도를 조정하는 학습과정이 계속적으로 이루어진다면 사례기반 추론엔진의
지능적 검색 기능은 증가 될 수 있다.
제 5장 지능형 에이전트 시스템의 구현
5.1지능형 에이전트 시스템의 구성
본 논문에서 구현한 지능형 에이전트 시스템(AI-SEA)은 해양정보 전문검색
엔진으로 개발언어는 JSP를 사용하였고 색인 데이터베이스 및 관련 데이터베
이스는 오라클 8.1을 사용하여 JDBC를 통해 연동하였다.
그림 5.1은 AI-SEA의 질의 결과 화면이며,사용자가 질의어 ‘운반’을 텍스
트 필드에 입력하면 추론엔진이 질의어와 부합된 키워드를 이용하여 연관규칙
탐사와 사례기반 추론 기법으로 색인데이터베이스에서 관련 정보를 찾아
HTML문서 형태로 결과를 보여주는 화면이다.
시스템의 검색 방법은 지능적 검색 정도에 따라 사례기반 검색,AI-SEA일
반검색,전문웹 검색,웹페이지 검색으로 나누어진다.사례기반 검색은 사례기
반 추론에 따라 검색하여 전문성과 관련성이 높은 정보를 제공하며 AI-SEA
일반검색은 해양과 관련된 전문적 정보만을 제공한다.전문 웹 검색은 한미르,
야후,네이버와 같은 범용검색엔진에서 카테고리 정보를 기준으로 검색하여
사용자에게 정보를 제공하고 웹페이지 검색은 상용검색엔진에서 검색어와 관
련된 웹 문서를 검색하여 일치하는 모든 정보를 제공한다.이 검색 방법은 관
련 문서의 양이 매우 많지만 관련성이 없거나 중복되어 있는 문서도 함께 제
공될 수 있다.연관추론은 연관규칙탐사 기법에 따라 질의어의 연관성이 검증
된 경우에만 자동적으로 연관어를 함께 제공하는 검색 방법이다.
시스템의 개념적 구조는 그림 5.2와 같이 검색부,로봇부,무선부,추론부로
구성되어 있다.로봇부는 로봇모듈과 인덱서모듈로 구성되며 추론부는 연관규
칙 추론부와 사례기반 추론부로 구성된다.또한 무선부에 대한 구현기술 및
접속절차에 대해서는 5.5절에서 기술하고자 한다.


















그림 5.2AI-SEA 시스템의 개념적 구조
5.2로봇부 및 검색부
로봇부와 검색부는 검색 에이전트 시스템의 기본 구성으로 로봇부는 주기적
으로 혹은 검색부의 요청이 있을 경우 정보를 추출하는 로봇 모듈과 색인데이
터베이스를 구성하는 인덱서 모듈로 구성되어 있다.검색부는 사용자의 질의
어를 검색하여 표현하는 프리젠테이션 계층과 로봇부와 연동된 트리거 계층으
로 구성된다.프리젠테이션 계층은 사용자의 질의어와 색인데이터베이스의 색
인어를 비교하여 일치하면 해당 정보를 HTML문서 형태로 표현하여 사용자
에게 보여준다.트리거 계층은 로봇부와 상호구동적으로 동작하는 계층으로
질의어와 일치하는 색인어가 색인데이터베이스에 존재하지 않을 경우 로봇부
에게 웹에서 관련된 내용을 검색하도록 요구한다.
5.2.1로봇부의 구조
검색 로봇의 구현은 여러 가지가 있지만 보통 W3C(world wide web
consortium)의 래퍼런스 라이브러리를 참조하여 C,Perl,JAVA와 같은 프로
그래밍 언어를 사용하여 제작하고 있다.W3C는 웹의 여러 가지 정책을 세우
고 표준을 주도하는 곳이라 CERN서버와 API를 제공하고 있다.검색 로봇과
관련된 라이브러리는 다음과 같은 두 가지 버전이 사용되고 있다.
• libwww 2.17:C로 작성되어 있으며 싱글쓰레드 구조로 라이코스가 처
음 검색 로봇을 만들 때 이 라이브러리를 사용했다.
• libwww 4.0:최신 HTTP라이브러리로 C로 작성되었으며 이벤트 기반
의 멀티 쓰레드를 제공한다.
검색 로봇은 웹의 리소스 발견 및 웹서버의 유지보수와 같은 영역에 폭넓게
사용될 수 있는 자동화된 도구이지만 다음과 같은 몇 가지 문제점을 지니고
있다.첫째,검색 로봇 자체가 악용될 소지가 있기 때문에 접근에 대한 표준만
제안되어 있고 libwww을 포함하여 현재 어디에도 완벽한 검색 로봇 프로그
램을 공개하고 있지 않아 멀티 에이전트의 통합을 어렵게한다.둘째,웹 서버
에 ‘robots.txt’와 같은 로봇 배제 표준안이 제공되지 않는 경우에는 특정 URL
을 반복적으로 접근하여 네트워크 기능을 지연시키거나 마비시킬 위험성이 있
다.
이러한 문제점을 보완하기 위해 메타 검색엔진에 의한 검색 방법이 제시되
었다.메타 검색엔진은 여러 검색엔진을 동시에 구동함으로 자체 검색엔진이
부담할 네트워크 병목현상을 분산시켜 효율적인 검색을 수행하고 보다 광범위
한 검색 결과를 제공하지만 여러 검색엔진을 구동시키기 위해 많은 자원을 필
요로 하고 검색요구가 동시 다발적으로 발생할 경우 오히려 병목 현상을 가중
시킬 위험성이 있다.
따라서 본 논문에서는 그림 5.3과 같이 로컬 검색 로봇을 이용한 검색 방법
과 메타 검색엔진에 의한 검색 방법의 이점을 상호 보완한 통합 검색엔진
(integratedsearchengine)에 의한 검색 방법을 제안한다.통합 검색엔진에 의
한 검색은 로컬 로봇 배제 파일과 유사한 데드링크(deadlink)테이블을 웹 서
버가 아닌 검색 로봇에 자체적으로 보유하여 문제가 있는 사이트의 방문을 제
한하여 불필요한 방문으로 인한 병목현상과 데드 링크된 사이트를 배제시켜
검색 결과의 신뢰성을 높인다.
항해 전략은 로우데이터테이블에서 획득한 URL이 저장된 URL테이블에 존
재하는 사이트인지 아닌지에 따라 다른 탐색 방법이 적용된다.먼저 URL테이
블에 존재하지 않는 사이트에 대해서는 검색모듈의 요청에 따라 메타 검색엔
진과 같이 여러 범용검색엔진에 질의를 요구한다.질의 요구 순서는 각 범용
검색엔진에 동시다발적으로 정보를 요구를 하지 않고 순차적으로 검색을 의뢰
하여 검색된 문서 수가 많은 검색엔진의 정보를 지정된 형식에 맞추어 출력함
으로써 추가적인 처리 지연을 막도록 하였다.
또한 URL테이블에 존재하는 사이트는 검색 로봇이 주기적으로 웹서버를
방문하여 관련 정보를 수집하거나 데드링크 여부를 확인하여 색인데이터베이
스를 재구성한다.로봇부의 동작과정은 그림 5.4와 같이 로봇 모듈이 URL테
이블을 참조하여 웹서버로부터 원시자료를 수집하고 이 자료를 인덱서모듈에
전달하여 색인데이터베이스를 구현한다.만약 URL테이블에 의해 구현하지 못
한 색인 정보는 검색부에 의해 트리거되어 웹으로부터 관련 정보를 직접 가져
와서 사용자 인터페이스에 제공된다.
인덱서 모듈이 웹 문서의 패턴을 분석하여 URL,제목,내용 등의 정보를 추
출하고 색인 데이터베이스를 구축하는 과정은 다음과 같이 네 단계로 처리되
며 그림 5.5에 자바코드로 나타내었다.
•단계 1:URL데이터베이스에 등록된 도메인 이름을 이용하여 URL클래
스 객체를 생성한다.
•단계 2:URL클래스 객체를 네트워크상의 논리적인 입력 스트림으로 이
용하기 위해 버퍼링이 가능한 InputStreamReader객체를 생성
한다.
•단계 3:입력 스트림이 Nul이 될 때까지 반복적으로 문서를 분석하여
문자열 인스턴스 값의 위치정보를 검출한다.
•단계 4:단계 3에서 확인된 위치 정보 값을 이용하여 문자열 인스턴스를
부분 문자열로 잘라내어 url,title과 같은 저장 정보로 변환하여
색인데이터베이스에 저장한다.
이러한 처리 과정을 통해 질의어와 카테고리 별로 분류된 데이터를 빠르게 데








































그림 5.4로봇부의 세부 동작 과정
 Y                                  k!=-1
      
    N  
    url = inputLine.substring(k+13,j);
    title = inputLine.substring(j+2, l);   
    inputLine = in.readLine()
 
                    inputline !=null
  Y
     
     N
 describe =vv(inputLine);
    etc = title;
    sub = DB_Insert(url, title, category,  
                    describe, etc);
 while ((inputLine = in.readLine()) != null)
 int k = inputLine.indexOf("<li>");
 int j = inputLine.indexOf("\">");
 int l = inputLine.indexOf("</a>");
  BufferedReader in = new BufferedReader
  (new InputStreamReader(url22.openStream()));






그림 5.5로봇부의 색인데이터베이스 구현
5.2.2검색부의 구조
검색부는 사용자와 색인데이터베이스 사이에서 상호 동작을 통해 정보의 입
출력을 지원하는 인터페이스 모듈이다.인터페이스 모듈은 색인데이터베이스
의 IP어드레스와 포트번호를 객체화하고 사용자가 질의한 검색어를 SQL언어
로 캡슐화하여 원격에 분산된 데이터베이스 서버와 연동한다.
본 논문에서는 색인데이터베이스 드라이버와 내부 연결에 이용되는 JDBC
드라이버로 Oracle회사에서 제공하는 ThinDriver를 이용한다.그러나 색인
데이터베이스와 사용자간의 실제적인 연결은 “java.sql”패키지와 “java.net”
패키지에 포함된 여러 클래스의 API메소드를 통해서 이루어진다.
그림 5.6은 검색부가 색인 데이터베이스 및 로봇부와 연동되는 과정을 보여
주고 있다.자바기반의 검색부는 데이터베이스와 연동하는 과정에서 기본적으
로 JDBC를 사용한다.JDBC란 자바를 이용한 데이터베이스 접속과 SQL문장
의 실행 그리고 그 실행결과로부터 얻어진 데이터의 처리 방법과 절차에 관한
프로토콜이다.이 프로토콜은 하부 데이터베이스와 애플리케이션 사이의 연동
을 위해 표준 API를 이용하기 때문에 특정 데이터베이스와 독립된 프로그램

























그림 5.6검색부의 색인데이터베이스 연동 모델
즉 JDBC와 연동이 가능한 드라이버와 모듈을 동적으로 적재해 하부 드라이
버의 종류에 상관없이 데이터베이스 소스에 액세스할 수 있는데 이 기술은 클
래스로 구현된 드라이버 메니저를 통해 직접 제어할 수 있다.질의 분석모듈
(queryanalyzermodule)은 통합형 SQL데이터 질의어를 처리하는 프레임워
크로서 질의 및 처리결과를 분석하여 색인 데이터베이스 및 로봇부로 제어를
스위칭시키는 역할을 담당하는 제어모듈이다.JDBC 드라이버 메니저(JDBC
drivermanager)는 데이터베이스별 드라이버를 등록하고 관리하는 모듈로 사
용방법은 Class.forName()메소드를 이용하는 방법,driver객체를 생성하는
방법,registerDriver()메소드를 이용하는 방법이 있지만 일반적으로 사용하기
쉬운 Class.forName()메소드를 주로 사용하고 있다.본 논문에서도 이 방법
을 통해 객체 모듈을 생성하고 등록하였다.
JDBC드라이버 통하여 색인데이터베이스에 검색어를 질의하여 관련된 레코
드를 검출하고 HTML 문서 형식으로 결과를 출력하는 구현 과정은 다음과
같이 세 단계로 이루어지며 그림 5.7에 자바 코드로 나타내었다.
•단계 1:DriverManager클래스에 해당 데이터베이스 driver를 등록하
고 Class.forName()메소드를 사용하여 연동에 필요한 해당
드라이버를 로드하고 getConnection()메소드로 DBMS에 연
결될 세션인 Connection객체를 획득하여 원격의 데이터베이
스와 연결한다.
•단계 2:Statement클래스에서는 쿼리문의 실행을 위해서 ResultSet
클래스의 executeQuery()메소드를 이용하여 SQL 명령문을
실행한다.
•단계 3:ResultSet타입의 객체를 반환 받아 파싱(parsing)하고 레코
드 셋(recordset)에 저장된 정보를 HTML 코드 형태로 웹
브라우저에 출력한다.
검색부가 수행하는 기능의 대부분은 색인데이터베이스와 연동하여 사용자의
질의어를 처리하고 표현하는 과정인데,AI-SEA 시스템의 검색부가 사용하는
색인데이터베이스 및 주요 관련 데이터베이스의 릴레이션 구조는 그림 5.8과
같다.
릴레이션 1은 방문 URL테이블로써 로봇부가 방문할 사이트의 URL,질의
어,카테고리 정보 등을 포함하고 있다.릴레이션 2는 해양정보 테이블로써 웹
문서로부터 추출된 해양 관련 사이트의 URL과 카테고리 정보 및 방문 횟수
정보 등을 포함하고 있다.릴레이션 3은 불용어 테이블로써 해양정보 테이블
의 무결성 보장을 위해 해양관련 전문용어들과 사이트 설명 정보 등을 포함하
고 있다.릴레이션 4는 연관규칙 테이블로써 연관규칙 탐사를 위한 키워드 및
사용자 ID 등을 포함하고 있다.릴레이션 5는 개인 사례테이블로써 개인별 방




      title = rs.getString(2);
      cate = rs.getString(3);
      describ = rs.getString(4);
      etc = rs.getString(5);
      out.println("<p><a href=\""+url+"\">");
      out.println(num+"."+title);
 String sql ="select * from search where describ like  
             "+ss+" order by title";









그림 5.7검색부의 색인데이터베이스 연동 코드
 릴레이션 1 : 방문 URL 테이블
 • 로봇부가 방문할 URL 정보 포함
 • 테이블명 및 스킴구조  : LINK = (URL, KWORD, CATE, DESCRIB)
 • URL := IP주소, KWORD :=질의어, CATE := 카테고리 정보,
   DESCRIB := 사이트 설명부 
 릴레이션 2 : 해양정보 테이블
 • 추출된 해양 관련 사이트의 URL과 카테고리 정보 및 방문 횟수 포함
 • 테이블명 및 스킴구조  : SEARCH = (URL, TITLE, CATE, DESCRIB, CNT)
 • TITLE := 사이트명, CNT := 방문횟수
 릴레이션 3 : 불용어 테이블
 • 해양정보 테이블의 무결성 보장을 위한 해양관련 전문용어 포함
 • 테이블명 및 스킴구조 : SEA_DIC = (HAN_WORD, DESCRIB)
 • HAN_WORD := 해양전문용어
 릴레이션 4 : 연관규칙 테이블 
 • 연관규칙탐사를 위한 키워드 포함
 • 테이블명 및 스킴구조 : WORD_PRIORITY = (WORD, CNT, USER_ID)
 • WORD := 연관규칙 키워드, USER_ID := 사용자 ID
 릴레이션 5 : 개인 사례테이블
 • 개인별 방문 히스토리 정보 포함
 • 테이블명 및 스킴구조 : T_CASE_ADDRESS = (URL, KWORD, TITLE, CATE,
    CNT, CREAT_DATE)
 • CREAT_DATE := 최종방문일자
그림 5.8색인 데이터베이스 및 관련 데이터베이스의 릴레이션 구조
5.3연관규칙 추론부의 구조
연관규칙 추론부는 검색 트랜잭션에 포함된 아이템들의 속성에 따라 연관
규칙을 찾아내는 모듈로 에이전트 시스템에게 연관규칙과 관련된 지능적 검색
기능을 제공한다.연관규칙 추론부의 주요 구성 요소는 그림 5.9에 표시한 것
과 같이 연관규칙 탐사추론 엔진과 연관 지식베이스로 이루어져 있다.
연관 지식베이스는 이전의 검색에서 'AND'혹은 ‘OR'의 논리연산자와 함
께 주어진 두 개의 질의어에 대한 히스토리 정보를 기록하고 있고 연관추론엔
진은 하나의 질의어가 주어졌을 때 기록된 연관어 정보들을 이용하여 최소 지
지도와 최소 신뢰도를 만족하는 규칙을 생성하는 부분이다.사용자 인터페이
스를 통해 입력된 두 질의어와 관계연산자는 (Frame_ID, Operation,
Keyword1,Keyword2)와 같은 프레임 형식으로 캡슐화 되어 연관 지식베이스
에 표 5.1과 같이 축적된다.
ID 키워드
R1 (AND, ELECTRIC PANELS, STARTER BOX)
R2 (AND DOCKING, SHIPPING)
R3 (AND, GOVERNOR, STOPPER)
R4 (OR, MARINE BOILER, TURBINE CONDENSER)
R5 (AND, AIR VENT HEAD,  AIR RESERVOIR)
R6 (OR, TURBINE CONDENSER, WATER GENERATOR)
표 5.1트랜잭션 테이블
연관규칙 추론부에 최소 지지도와 최소 신뢰도가 그림 5.10과 같이 설정되
면 다음과 같이 연관 규칙이 결정된다.먼저 사용자가 미리 정의한 최소 지지
도를 만족하는 데이터 항목 집합을 탐사하기 위해 4장에서 기술한 지지도 평
가함수에 의해 각 데이터 항목에 대하여 지지도가 계산되고 최소지지도를 만
족하는 빈발항목집합이 결정된다.
다음으로 추출된 빈발항목 집합들 중에서 4장에서 기술한 최소 신뢰도 평가
함수를 만족하는 규칙들을 탐사하여 후보 항목집합이 표 5.2과 같이 최종 대
상으로 결정된다.
발견 규칙 확신도
[MARINE BOILER]→[TURBINE CONDENSER] 0.82
[AIR VENT HEAD]→[AIR RESERVOIR] 0.64
[TURBINE CONDENSER]→[WATER GENERATOR] 0.50
[GOVERNOR]→[STOPPER] 0.45
표 5.2발견된 연관규칙
빈발항목집합과 신뢰도 있는 연관어를 생성하는 알고리즘은 그림 5.11에서
자바코드로 나타낸 것처럼 다음과 같이 세 단계로 구성된다.
  
•단계 1:검색 창에서 사용자에 의해 주어진 질의어를 Ck테이블의 기
본 키와 비교하여 일치하는 레코드들을 객체배열에 저장하고
지지도 평가함수를 이용하여 각 레코드 항목의 지지도를 계
산한다.각 항목의 지지도는 임계값으로 주어진 최소 지지도
와 비교하여 빈발항목 집합을 결정하고 “cand_sup”객체 배
열에 그 결과를 저장한다.
  
•단계 2:신뢰성 있는 연관규칙을 생성하기 위해 1단계에서 추출된 빈
발항목집합을 대상으로 신뢰도 평가함수로 각 항목의 신뢰도
를 계산하여 “cand_rec”객체배열에 그 결과를 저장한다.
  
•단계 3:객체 배열에 저장된 값인 후보항목 집합의 각 값을 신뢰도
평가함수에 의해 계산하여 임계값으로 주어진 최소신뢰도와
비교하여 최소신뢰도 이상의 값을 갖는 후보항목 집합은























그림 5.9연관규칙 추론부의 구조
그림 5.10최소 지지도 및 최소 신뢰도 임계값 지정
for(int i=0;cand_rec[i].length;i++)
 Y        cand_sup[i] >  CRI_SUP_VAL   N
 cand_rec[i].sup=1 cand_rec[i].sup=0
if(cand_rec[i].sup==1) { cand_con[i]=
"select sum(item12) / sum(item1) from Ck 
 where item1 ='"+cand_rec[i].item1+"'";
 rc=cand_con[i]*a*an+cand_con[i]*b*on;
  while(rs.next()&&userID.equal(k))
 cand_rec[i].item1="select item1 from Ck 
 where no='"+i+"'";
 size++;
               rc  >
Y 
CRI_CONF_VAL







 cand_sup[i]="select sum(item1) / count(*)    
 from Ck  where item1='"+cand_rec[i]+"'";
for(int i;i<cand_rec.length;i++)
그림 5.11빈발항목집합 및 연관규칙 생성 코드
그림 5.12는 ‘해양’이라는 질어어가 입력된 경우 연관규칙 탐사 추론을 수행
하여 연관성이 45.4% 정도 있는 ‘유람선’이라는 항목을 연관어로 함께 보여
주고 있는 화면이다.
그림 5.12연관규칙 탐사를 통해 연관어가 추출된 검색 결과
5.4사례기반 추론부의 구조
사례기반 추론부는 그림 5.13에 나타낸 것과 같이 사례지식베이스(case
knowledgebase)와 유사도측정엔진(similaritymeasureengine)으로 구성되어
있다.사례베이스는 이전에 사용자가 검색한 질의어에 따라 방문한 기록들을
저장하는 부분으로 개인 사례베이스,일반 사례베이스,등록문서 데이터베이스
로 구성되어 있다.개인 사례베이스는 개인화된 정보 검색을 지원하기 위해
개인방문 패턴을 질의어 별로 기록하고 있는 테이블이며 일반 사례베이스는
등록하지 않은 일반인의 방문 기록을 저장하고 있는 테이블이다.등록문서 데
이터베이스는 사용자의 모든 방문기록을 일정기간 임시적으로 저장하는 저장
테이블이다.이 테이블은 해양관련 전문 컨텐츠와 관련이 없는 방문기록들을
사례베이스에 저장하기 전에 필터링 하는 전처리 과정을 수행하기 위해 이용
된다.


























그림 5.13사례기반 추론부의 구조
유사도 측정 엔진은 질의어가 소속될 카테고리 그룹을 순서화 하는 유사 군
집화 프로그램으로 구성되어 있다.유사도 평가함수에 의한 카테고리 결정은
개인별 맞춤 검색의 이론적 근거가 되기 때문에 개인 사례베이스와 일반 사례
베이스를 이용하여 개인별 카테고리 그룹을 결정하고 이 그룹을 개인별 사례
추론을 위한 기준으로 사용한다.
예를 들어 그림 5.14의 사례별 카테고리 그룹에서처럼 같은 이름의 학과나
연구실이라 하더라도 질의어가 ‘공학및조선’에 있느냐 ‘자연과학’에 있느냐에
따라 다른 내용이 저장되어 있기 때문에 패턴 비교에 의한 단순 비교는 관련
성 없는 결과를 추출할 수 있다.
유사도 평가함수에 등록한 개인이나 비등록된 일반의 방문패턴 기록을 함께
고려하는 이유는 개인의 방문 히스토리 기록이 없다거나 정보량이 적을 경우
에 주어진 질의어에 대한 일반인의 방문 패턴 정보를 함께 이용하기 위한 것
인데 개인화된 정보 추출의 정확도를 높이기 위해 일반인의 방문패턴 기록에
대한 가중치는 상대적으로 낮추었다.
그림 5.14사례별 카테고리 그룹 계층도
유사도 측정엔진은 다시 사례검색기와 사례추론기로 나뉘어진다.사례검색
기는 어떤 문제가 주어지면 사례베이스에서 가장 적절한 사례를 식별하고 유
사도를 평가하기 위해 사례추론기를 호출한다.사례추론기는 사례베이스에 축
적된 사례를 조사하여 유사도를 계산하고 필요한 경우 적응과정을 거쳐서 새
로운 문제의 해결을 시도한다.응용분야의 특성이나 사례베이스의 내용에 따
라서는 사례추론기가 필요치 않을 수도 있다.즉 거의 정확한 사례들을 찾는
경우 이를 사용자에게 그대로 제시하고 사용자는 제시된 몇몇 정보들 중에서
적합한 정보를 선택 할 수 있다.그러나 대부분의 경우 사례는 질의어와 부분
적으로 일치됨으로 사례추론기는 일반적으로 호출된다.
사례베이스의 생성은 다음과 같이 세 단계로 나누어 구현 되며 그림 5.15는
유사도 평가함수의 추론 과정을 자바코드로 나타낸 것이다.
•단계 1:웹 문서로부터 사례지식베이스 구축을 위해 방문 사이트의 방
문주소,질의어,사이트명,카테고리 등과 같은 주요 스키마
속성들을 추출한다.
•단계 2:속성 값이나 사례의 전처리 단계로 사례기반 추론에 적합하지
않는 내용이나 속성 값은 삭제 및 수정하여 추론 가능한 형태
로 변형한다
•단계 3:사례베이스 생성단계로 단계 1과 단계 2를 거치면서 처리된
사례들을 이용하여 사례베이스를 생성한다.
개인 사례베이스와 일반 사례베이스의 스킴(scheme)구조는 동일하며 표
5.3과 같다.사례기반 추론을 통한 정보 검색은 사용자가 입력한 질의어와 사
례베이스의 사이트명,카테고리,설명부의 내용과 패턴 매칭을 실시하여 일치
된 정보 중에서 4장에서 기술한 유사도 평가함수에 의해 결정된 카테고리 그
룹에 속한 하부 정보들만 추출하여 관련 정보로 출력한다.




















































 표 5.3사례베이스의 스킴 구조
단계1
단계2
그림 5.15유사도 평가 모듈의 구현 코드
그림 5.16사례기반 추론 결과 화면
5.5무선 인터넷 연결 모듈
5.5.1유무선 통신의 접근 위상
무선 인터넷은 무선통신 기술의 발전으로 언제 어디서나 인터넷에 접속하는
이동성과 접근성을 통해 다양한 정보를 검색할 수 있는 환경을 제공하기 때문
에 기존의 유선 인터넷의 시간적,공간적 제약 사항을 극복할 수 있는 대안이
되어 가고 있다.이러한 인터넷 사용 환경의 변화는 이동시에도 유선 인터넷
망의 정보 검색 기능을 무선 단말기에서도 정보의 손실 없이 같은 방법으로
사용하는 접근 기술을 요구하고 있다.[42]
현재 무선을 통한 유선 인터넷 정보 접근 위상은 그림 5.17과 같이 웹 서버
와 무선 단말기 사이에 무선 인터넷 서비스 제공자를 통해 상호 연결되어 있
으며 무선 가입자 망은 여러 기지국 및 교환기들을 통해 전화통화 연결과 같
은 호 처리(calprocessing)과정을 거치게 된다.
그림 5.16의 실선 블록에서 MSC(mobileswitchingcenter)는 이동통신교환
기로 호 처리 기능을 주로 담당하며 PSTN(public switched telephone
network)망과의 접속을 제공한다.HLR(homelocationregister)은 이동전화가
입자의 기본 정보와 이동국의 위치정보,각종 권한정보와 같은 부가 정보 등
에 대한 관리를 담당하며 이동교환기가 호 연결을 하도록 지원하는 역할을 한
다.IWF(inter-workingfunction)는 망 연동장치로서 프로토콜 변환,대역폭
변환,서비스 품질(QoS:qualityofservice)보장 등의 기능을 기본적으로 담
당하고 특히 무선 이동 단말에서 인터넷 서비스를 제공하기 위해 ATM 기반
의 무선 통신망과 인터넷간의 연동 기능을 지원한다.
무선 단말기는 브라우저의 종류에 따라 SMS폰,WAP폰,ME폰 등 여러 종
류가 있고 단말기에서 사용되는 언어도 서비스 업체에 따라 SK-WML,
UP-WML,mHTML,HDML등 다양한 무선 마크업 언어가 있기 때문에 해
당 단말기가 인식할 수 있는 언어로 정보를 제공하는 서버에만 접속해야 하는
문제점이 있다.또한,유무선 간의 프로토콜 차이로 인터넷 표준 언어인
HTML로 작성된 웹 문서는 무선 URL을 통해 접근하는 무선 단말기에서는
처리할 수 없는 문제점이 있다.
따라서 본 논문에서는 유선 인터넷 검색 엔진을 무선 단말기에서도 인식될
수 있도록 여러 다양한 무선 마크업 언어로 무선 웹사이트를 구축하여 무선



















그림 5.17무선통신을 통한 유선 인터넷 접근 위상
5.5.2무선 인터넷 구현 기술
무선데이터서비스 사용자들이 무선 인터넷에 접근하기 위해서는 무선 브라
우징 프로토콜이 필요하다.무선 브라우징 프로토콜은 여러 종류가 있지만.이
동통신 단말기용으로 나온 HDML(handhelddevicemarkuplanguage)언어를
사용하는 WAP(wirelessapplicationprotocol)방식이 기존 인터넷과 호환성에
중점을 두고 HTML을 근간으로 하는 마이크로소프트의 스팅거(stinger)방식
이나 일본 NTT의 I-mode방식보다 빠르고 사용이 간편하여 사실상의 표준
으로 간주되고 있다.
WAP방식은 유선 인터넷에서 사용하는 HTTP프로토콜에서 그 설계가 시
작되었으며 유선 인터넷을 무선 통신에서도 이용할 수 있도록 하는데 그 목적
을 두고 있다.WAP의 구조는 기본적으로 유선 인터넷의 클라이언트/서버 구
조를 따르고 있지만 그림 5.18에서 나타나듯이 WAP방식은 기존의 TCP/IP
모델인 클라이언트/서버 사이에 HTML과 WML의 변환을 위해 WAPProxy
라 불리는 WAP게이트웨이를 필요로 한다.이 게이트웨이는 TCP/IP네트워
크 기반의 인터넷 데이터를 무선기반 네트워크에서 사용하는 바이너리 데이터
로 인코딩,디코딩 하는 역할을 수행한다.즉,웹서버에서 제공되는 기존의 유
선 인터넷 데이터를 무선 패킷으로 변경하여 무선 클라이언트에게 무선으로
전달하거나 역으로 무선 클라이언트로부터 WSP/WTP형식으로 전달되는 데
이터를 HTTP로 재 변환하여 유선 인터넷 선로를 통해 웹서버로 전달하는 기
능을 담당한다.일반적으로 웹서버에서 WML로 작성된 문서는 기존 캐릭터기
반의 유선 데이터이며 서버에서 작성된 문서가 게이트웨이로 전달되면 게이트
웨이는 전송 받은 WML을 캐릭터기반이 아닌 바이너리 기반으로 단말기에
전송한다.또한 단말기에서 전송되어 오는 데이터를 다시 유선 기반의 문서로
만들어서 웹서버로 전송하는 과정을 거치게 된다.무선 인터넷에서 문서 전달
의 단계별 세부 처리 과정은 표 5.4에 나타내었다.WAP프로토콜 구조는 그
림 5.19의 음영 부분과 같이 5개의 계층으로 구성되어 있으며 각 계층을 구성
하고 있는 프로토콜을 통칭하여 WAP프로토콜 스택이라 부른다.
먼저 WAE(wirelessapplicationenvironment)는 어플리케이션이 동작할 수
있는 기본적인 계층으로 응용 어플리케이션의 개발 및 실행에 관계하는 모든
요소를 관장하는 계층이다.즉,WAP무선 인터넷 서비스 개발자에게 제한된
리소스를 가진 무선 단말기에서 사용 가능한 무선 인터넷 컨텐츠 개발에 필요



























무선 네트워크 유선 네트워크
사용자
그림 5.18WAP방식의 무선 클라이언트/서버 통신 모델
WSP(wirelesssessionprotocol)는 세션 서비스와 세션관리를 위한 정지 및
재개 기능을 제공하는 계층으로 WAP 프록시가 WSP 클라이언트를 표준
HTTP서버에 연결할 수 있도록 한다.
단계 기능 및 역할 
•단계 1 클라이언트는 특정 URL에 대한 접속을 요구한다
•단계 2
단말기 브라우즈는 WSP로 게이트웨이에 연결하고 목적지 URL로  GET 응답을
전송한다.
•단계 3
게이트웨이는 URL에 명시된 웹 서버의 주소를 해석하고 해당 서버와 HTTP 
세션을 구성 한다.
•단계 4
게이트웨이는 URL에 명시된 컨텐츠를 HTTP 프로토콜을 통해 웹 서버에 접속
한다.
•단계 5 웹 서버는 HTTP 프로토콜의 요구에 응답 한다.
•단계 6
게이트웨이는 웹서버로부터 받은 WML 소스를 WAE에서 규정된 해당 헥사
값으로 인코딩하여 클라이언트로 전송한다.
•단계 7
반대로 클라이언트의 응답은 게이트웨이로 역 경로를 설정하고 게이트웨이로 
전달된 헥사 값을 WML로 디코딩하여 웹서버로 재 전송한다



















그림 5.19WAP프로토콜 스택 구조
WTP(wirelesstransactionprotocol)는 무선 환경에 적합한 작은 트랜잭션
형태의 데이터 전송기능을 담당하는 계층으로 신뢰 및 비 신뢰성 전송과 오류
복구를 위한 재전송 기능을 제공한다. WTLS(wireless transport layer
security)는 기존 인터넷의 TLS를 근간으로 작성된 보안 프로토콜이다.인증,
부인봉쇄(non-repudiation),무결성과 기밀성 등의 보안 서비스를 제공한다.
WDP(wirelessdatagram protocol)는 점대점 전송을 위한 계층으로 다양한 네
트워크 형태에 의해 지원되는 데이터를 운반하는 능력을 가진 전송 서비스 위
에서 동작하며 상위계층 프로토콜에 일관된 서비스를 제공한다.
5.5.3무선 에이전트의 구현 및 처리 절차
무선 에이전트의 구현은 무선 단말기의 물리적인 제약사항으로 인해 설계단
계에서부터 디스플레이의 크기를 포함하여 네트워크 용량 및 메모리 자원 등
을 고려하여야 한다.특히 WML이 아직 표준화되지 않아 무선 통신 서비스
회사마다 조금씩 다른 언어환경으로 인터페이스 모듈을 구현하였다.
무선 에이전트의 인터페이스 모듈은 클라이언트 표현모듈과 데이터베이스
연동모듈로 구성된다.표현모듈은 WAP프로토콜 기반의 WML을 사용하였고
색인데이터베이스와의 연동모듈은 ASP를 사용하였다.표현모듈은 하나의 덱
(deck)으로 구성하고 하나의 덱은 여러 카드로 구성하였다.덱은 WAP응용서
버에서 무선 단말기로 전송되는 WML의 최소단위이므로 사용자가 무선 인터
넷 에이전트에 접속하면 사용자의 무선 단말기로 하나의 덱을 전송시킨다.전
송된 덱의 첫 번째 카드가 단말기에 표시되면 무선 단말기를 통해 데이터를
입력하거나 또는 다른 카드로 이동할 수 있도록 하였다.무선 에이전트의 표
현과 연동을 위한 인터페이스 모듈은 부록에 나타내었다.
그림 5.20은 무선 단말기에서 인터넷 정보를 검색하기 위한 모듈 구성도 이
다.무선 단말기는 무선 전화망을 통해 무선 서비스제공자와 연결되어 있고,
검색엔진 서버와 이동통신 사업자는 WAP게이트웨이를 통해 유선으로 연결
된다.이 게이트웨이는 무선 통신망을 통해 무선 단말기와 검색엔진 서버가
서로 동일한 환경에 접속되어 있는 것 처럼 보이기 위한 중계 기능을 담당한
다.따라서 무선 단말기에서 무선통신망을 통해 이동통신 사업자와 정상적으
로 연결이 된다면 WAP 게이트웨이를 통해 검색 엔진 서버가 제공하는
HTTP프로토콜 정보는 WAP프로토콜로 변환이 되고 사용자는 무선 단말기
에서 유선에서와 같은 방법으로 정보 검색을 할 수 있다.
그림 5.21은 무선 단말기에서 유선 검색에이전트에 접속하여 정보를 검색하
는 과정의 흐름도이다.먼저 무선망을 통해 무선단말기가 검색에이전트에 연
결이 되면 무선 웹 서버는 무선 단말기의 하드웨어,사용 언어,프로토콜 등과
같은 특성을 파악한다.이것은 검색 정보를 무선 단말기로 송신할 때 단말기
의 특성에 따라 사용 언어를 달리해야 하기 때문이다.무선 단말기의 특성은
HTTP1.1Protocol에 의해 정의된 UserAgentField영역의 단말기 Header
정보를 분석하면 파악된다.단말기의 특성이 파악된후 단말기의 특성에 맞게
작성된 시작 파일이 연결된다.사용자는 정보 검색을 위해 질의어를 직접 입

















그림 5.20무선 인터넷 망을 통한 검색에이전트 연동 모델
이때 무선 단말기 특성별로 작성된 WML은 WAP게이트웨이를 거쳐 질의
열(querystring)형태로 검색 에이전트 서버에 전달한다.전달된 질의열을 이
용하여 검색 에이전트 서버는 색인데이터베이스에서 검색을 수행하고 질의 결
과인 전체 레코드 셋을 무선 단말기의 특성에 따라 WML로 변환시켜 무선
단말기로 전송한다.다시 무선 단말기에서는 전송 받은 전체 검색 결과 중 하
나의 URL을 선택하면 해당 사이트에 접속하고 해당 서버에서 제공하는 카드
정보의 특성을 판단하게 된다.만약 해당 단말기를 지원하는 WML로 작성된
웹 페이지일 경우에는 특별한 변환 작업 없이 송신할 수 있지만 다른 형식의
언어로 작성되었을 경우에는 변환 과정이 필요하다.이러한 과정이 정상적으
로 이행된다면 무선 웹 서버는 해당 사이트에서 선택한 페이지의 내용을 카드
의 형태로 무선 단말기로 재 송신하여 유선 인터넷의 정보를 무선 단말기로
출력시킨다.
무선 단말기를 통한 검색에이전트 연결
무선단말기 특성 파악
WML를 질의열(query string)로 변환
질의어를 통한 색인 DB검색
레코드 셋을 WML로 변환
변환 결과 무선 단말기 전송
검색결과에서 원하는 사이트 선택
해당 사이트 접속
사이트 정보 WML로 변환
변환 정보 무선단말기로 전송
그림 5.21무선 인터넷 정보 흐름도
5.5.4무선 인터넷의 접속 및 검토
접속 실험은 018무선 단말기와 019무선 단말기에서 각각 이루어졌다.그
림 5.22는 018휴대폰에서 북마크를 통해 검색하는 화면이고 그림 5.23은 019
무선 단말기에서 URL을 직접 입력한 접속 화면이며 ‘대학’과 ‘해양’이라는 질
의어에 대한 검색 내용을 차례로 보여주고 있다.
무선 단말기를 통한 검색 에이전트의 접속 실험에서는 무선단말기의 물리적
인 제약사항,즉 9,600bps정도의 낮은 대역폭,한번에 1,500바이트 이하의 파
일만 처리 할 수 있는 제한된 메모리와 기본 화면의 크기가 12글자 ×4줄의
작은 디스플레이 크기에 맞추어서 설계해야 하는 문제점으로 인해 유선에서와
같은 다양한 구현 기술은 발휘 할 수 없는 문제점이 있다.특히 제한적인 사
용자 입력환경으로 인해 독립된 지능적 추론 기능은 무선 단말기에서 구현하
기 어렵고 유선 웹 서버에 의존적인 검색 기능을 수행할 수 밖에 없다.
그림 5.22무선 단말기(018)에서의 검색 과정
그림 5.23무선 단말기(019)에서의 검색 과정
제 6장 실험 및 고찰
6.1연관규칙 탐사 기법을 통한 실험
6.1.1실험성능 평가 방법
정보검색에서 성능평가는 일반적으로 검색된 결과의 정확율과 재현률의 측
정으로 이루어진다.정보검색 성능 평가의 척도로서 정확율과 재현률을 식
(6.1)과 식 (6.2)와 같이 정의하였다.
정확율 =
주어진 질의어와 관련된 검색 문서 개수
(6.1)
검색된 전체 문서들 개수
재현률 =
주어진 질의어와 관련된 검색 문서 개수
(6.2)
DB에 존재하는 관련된 모든 문서들 개수
본질적으로 어떠한 검색 알고리즘도 주어진 질의에 대해 자신의 문서 집합
으로부터 관련된 모든 문서 결과를 항상 반환해 주지 못하고 또 항상 같은 정
확도를 보장해 주지도 못한다.즉 재현률이나 정확율은 주어진 질의어의 종류
에 따라 다른 결과를 나타낼 수 도 있다.따라서 두 성능 평가율을 일정한 값
으로 수렴시키기 위해서는 여러 카테고리 집합에서 균일한 분산을 갖도록 실
험 데이터의 개수를 증가시킬 필요가 있다.이것은 계수(計數)로 제공되는 실
험 결과 값 자체보다는 동일한 질의어 그룹에 대한 검색방법의 상대적 비율이
나 변화율에 더 많은 분석적 가치를 부여해야 함을 의미한다.또한 정확율과
재현률의 가치 평가 기준은 사용자의 선호도나 사용 목적에 따라 그 중요도가
결정될 문제로서 직접 서로 비교할 수 없는 값들이다.
6.1.2실험 환경 및 결과 분석
연관규칙 탐사 기법의 객관성을 보증하기 위해 무작위로 해양관련 주제 30
개를 질의어로 추출하고 각 질의어를 6개씩 묶어 질의어 그룹으로 구성하였
다.또한 연관규칙 탐사 기법의 유효성을 평가하기 위해 연관추론 검색 외에
해양분야의 전문검색엔진의 검색,범용검색엔진의 검색을 함께 수행하였다.표
6.1은 질의 결과에 대한 정확율과 재현률에 대한 평균치이다.
그룹
연관규칙 탐사 검색 전문검색엔진 검색 범용검색엔진 검색
정확율 재현률 정확율 재현률 정확율
1 0.89 0.94 0.92 0.88 0.73
2 0.87 0.93 0.91 0.86 0.75
3 0.88 0.91 0.93 0.90 0.76
4 0.89 0.92 0.90 0.86 0.77
5 0.86 0.93 0.91 0.87 0.70
표 6.1연관규칙 탐사 기법의 검색방법에 따른 정확율과 재현률
범용검색엔진에서의 재현률을 나타내지 않은 이유는 검색에 이용된 범용검
색엔진이 보유하는 데이터베이스의 관련 문서 개수를 산출할 수 없기 때문에
생략하였다.실험에 따르면 재현률이 낮을수록 정확도는 높아지는 현상이 발
생하였다.이것은 재현률이 낮으면 추출되는 특정 색인어의 출현빈도가 높아
지기 때문에 정확도는 상승한다.즉 제한된 정보 영역에서의 색인어 추출은
특정 질의어를 검색하는데 더 작은 문서만을 참조하고 이것은 특정 색인어가
포함된 문서에서 질의어와 관련된 색인어간의 상호정보량의 편차가 줄어들어
정확율은 증가하는 것으로 분석할 수 있다.
질의어 신뢰도 평가는 질의어1과 질의어2간의 개별 연산에 대해서 질의어1
에 주어진 항 S1을 기준으로 질의어2의 항인 S2,S3,S4,..,Sn간의 상호 교
차 평가를 통해 연관규칙을 선정한다.예를 들어 최소 신뢰도로 임계값 0.3이
주어진 경우 그림 6.1과 같이 항S1과 항S2,항S3,항S4와의 불린 연산이 이루
어졌을 때 연관규칙 결정을 위한 신뢰도의 변이값을 구할 수 있다.표 6.2는
그림 6.1의 연관규칙 신뢰도 변이값을 나타내었고 그림 6.2는 표 6.2를 도식화
한 것이다.이때 신뢰도의 변화 추이는 질의어 상호간의 연산 결과에 따라 계
속 변화하며 같은 질의어에 대한 불린 연산의 횟수가 증가할수록 질의어들간
의 확신도는 증가하고 있음을 보여주고 있다.
             항2
연산
S2 S3 S4






33.3% √ 33.3% √ 16.6% ×
실행1 S1∨S2 37.5% √ 25% × 12.5% ×
실행2 S1∧S3 30% √ 40% √ 10% ×
실행3 S1∨S3 25% × 41.7% √ 8.3% ×
표 6.2질의어1(항S1)을 기준으로 한 신뢰도 평가









그림 6.1연관규칙 결정을 위한 두 개의 질의어의 불린 연산

















그림 6.2표 6.2에 대한 신뢰도 변이 그래프
연관추론의 연관성 실험에서는 특정 분야의 전문지식이 부족한 일반 사용자
가 하나의 질의어만 입력해도 그와 관련된 다른 연관어(associatedword)를
함께 보여줌으로써 보다 폭 넓은 정보를 사용자에게 제공할 수 있다.또한
신뢰도는 초기에 동적으로 변화하다가 횟수가 증가할수록 항들 사이에 일정한
패턴이 유지되어 연관규칙이 생성된 것을 확인할 수 있고 다른 검색방법에 대
한 정확율과 재현률의 비교 실험에서는 연관규칙 탐사 기법이 적용된 검색 에
이전트가 평균적으로 볼 때 전문검색엔진에 비해 재현률은 높고 범용검색엔진
에 비해서는 정확율이 높은 것으로 나타났다.
6.2사례기반 추론 기법을 통한 실험
본 논문에서는 사례기반 추론의 정확성과 관련문서 수를 평가하기 위해 해
양정보를 저장하고 있는 로컬 색인 데이터베이스로부터 수집한 7,760개의 문
서 자료를 이용하였다.이 문서들은 전체 12개의 대분류 카테고리로 분류되어
있고 대분류 카테고리 밑에 최고 7개의 하부 카테고리 그룹 레벨을 가지고 있
다.실험에 사용된 검색어 개수는 총 30개이며 검색 카테고리 그룹의 개수는
1,911개이다.
본 논문에서의 실험은 그림 6.3과 같이 네 가지 검색방법으로 수행된다.첫
번째는 사례기반검색으로 사용자별 개인사례정보를 바탕으로 유사도가 가장
높은 카테고리 그룹의 정보만을 제공하는 경우이다.두 번째로 AI-SEA일반검
색은 해양 관련 내용으로 필터된 색인데이터베이스 정보들을 대상으로 검색을
수행하는 과정이며,세 번째는 전문웹검색으로 범용검색엔진에서 카테고리별
로 분류된 정보를 대상으로 검색을 수행한 경우이다.네 번째는 웹페이지 검
색으로 범용검색엔진으로 일반 웹 문서 전체를 대상으로 검색을 수행하는 경
우이다.
실험은 네 가지 검색방법에 대해 해양관련 주제로 30개의 질의어를 무작위
로 선택하고 관련 수준별로 5개씩 그룹화하고 검색하여 각 그룹별 질의 결과
에 대한 평균치를 정확율과 재현률로 표 6.3에 나타내었다.전문 웹검색과 웹
페이지 검색에서 재현률을 나타낼 수 없는 이유는 검색에 이용된 범용검색엔
진에서 보유하는 데이터베이스의 관련 문서 개수를 산출할 수 없기 때문이다.
그림 6.3질의어 입력 창과 검색 종류
그룹
사례기반 검색 전문검색엔진 검색 전문웹검색 웹페이지검색
정확율 재현률 정확율 재현률 정확율 정확율
5 0.96 0.76 0.82 0.93 0.74 0.67
10 0.94 0.77 0.82 0.92 0.72 0.63
15 0.95 0.74 0.81 0.94 0.71 0.65
20 0.98 0.55 0.78 0.96 0.70 0.75
25 0.97 0.72 0.80 0.95 0.87 0.85
30 0.96 0.73 0.81 0.93 0.25 0.12
 표 6.3사례기반 추론 기법의 검색방법에 따른 정확율과 재현률
그림 6.4는 표 6.3의 자료 중 사례기반검색의 관련 수준에 따른 정확율과 재
현률의 변화추이를 그래프로 나타내었다.그래프 결과에 따르면 일반적으로
정확율과 재현률은 상대적으로 역비례 관계를 가지는 것으로 나타났다.정확
율은 미리 필터된 영역에서 자료를 추출하기 때문에 고른 편차를 보인 반면
재현률은 특정한 관련 수준에서 변화폭이 큰 경우가 있는데 이것은 학습된 자
료의 양이 충분하지 않거나 개인적 검색 성향이 일반인들의 검색성향과 다른
패턴을 가질 경우 다른 관련 레벨보다 월등히 낮은 관련성을 갖는 검색 결과
를 나타내는 것으로 보인다.
그림 6.5는 표 6.3의 자료 중 전문검색엔진에서의 정확율과 재현률의 변화추
이를 그래프로 나타내었다.전문검색엔진에서의 검색 방법은 색인데이터베이
스에 저장된 정보가 해양관련 정보로 한정된 전문검색이기 때문에 정확율과
재현률의 변화 추이(推移)는 큰 차이을 보이지 않고 이 둘의 상관 관계도 사




































그림 6.5전문검색엔진을 통한 정확율과 재현률의 변화 추이
그림 6.6은 표 6.3의 자료 중 사례기반 검색과 전문검색엔진 검색에서 정확
율과 재현률의 변화 추이를 보여 주고 있다.그래프 결과에 따르면 대체로 정
확율과 재현률은 상대적 역비례 관계를 가지는 것으로 나타났다.또한 사례기
반검색이 전문검색엔진 검색보다 정확율이 높고 재현률은 전문검색엔진 검색
이 사례기반검색에 비해 평균적으로 높은 것으로 나타났다.이것은 개인의 검
색성향을 고려한 사례기반검색이 한정된 카테고리 그룹 정보를 집중적으로 추
출하기 때문인 것으로 보인다.
그림 6.7은 범용 검색엔진에서 전문웹검색과 웹페이지 검색의 정확율을 비
교하고 있다.평균적으로 전문웹검색이 일반 문서전체를 대상으로 하는 웹페
이지 검색에 비해 상대적으로 높은 정확율을 나타내고 있다.이것은 전문웹검
색이 주제별로 분류된 영역에서 검색을 수행하기 때문이다.이 그림에서 정확
율이 큰 폭으로 감소하고 있는 경우가 있는데 이것은 특정한 질의어그룹에서
예를 들어 조선(造船)이라는 질의어를 검색할 경우 조선(朝鮮)이나 조선일보
(朝鮮日報)의 웹 문서가 추출되는 경우에는 사용자의 의도와는 완전히 다른
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그림 6.7전문웹검색과 웹페이지 검색에서의 정확율 변화 추이
제 7장 결 론
본 논문에서는 개인화되고 연관성 있는 정보를 사용자에게 제공하기 위해
연관규칙 탐사 기법과 사례기반 추론 기법을 웹 검색엔진에 응용하여 유무선
통합 지능형 검색 에이전트 시스템을 구현하였다.연관규칙 탐사 기법을 위해
서는 ‘그룹화 규칙 생성 알고리즘’을 개발하였고 사례기반 추론 기법의 구현을
위해서는 ‘인지적 확률모델기반의 사례추론 알고리즘’을 개발하였다.
‘그룹화 규칙 생성 알고리즘’은 지지도와 신뢰도를 계산하여 연관자료의 확신
도를 측정하고 ‘인지적 확률모델기반의 사례추론 알고리즘’은 유사도를 측정하
여 관련성 정도를 평가하고 있다.이러한 알고리즘은 검색 방법에 있어서 기
존의 알고리즘에 비해 사용자의 검색 의도를 의미론적으로 해석할 수 있고 자
료의 재현률과 정확율을 개선할 수 있다.
유사도 측정은 통계모델의 일종인 ‘유사 범주화 알고리즘’을 개발하여 평가
함수를 구성했다.이 함수는 사이트 방문 회수를 카테고리별로 카운트하고 카
테고리 그룹을 순서화 하여 그 카테고리 그룹에 속하는 하부 트랜잭션들을 사
례 정보들로 제공한다.이 알고리즘에 의해 질의어의 의미론적 해석을 담보하
고 유형분석의 검색 효율을 높였다.
연관규칙 탐사 기법을 통해 특정 분야의 전문지식이 부족한 일반 사용자가
하나의 질의어만 입력해도 그와 관련된 다른 연관어도 함께 제공함으로써 보
다 연관성 높은 정보를 제공할 수 있고 사례기반 추론 기법을 통해서는 개인
사용자나 일반 사용자의 검색 성향을 사례로 축적하고 유사도를 측정하여 사
용자의 선호도에 따라 개인화된 검색기능을 제공한다.
사용자 모델링을 통한 학습은 사례베이스 관리 모듈이 유사사례추출과 적응
단계에서 여과된 정보를 사례표현 단계로 적절히 피드백하고 사용자의 카테고
리 그룹을 지속적으로 변경시켜 지식의 확장과 적응기능을 가진다.
또한 유선 인터넷 정보의 무선 접근 방법에 대한 연구에서는 단말기의 특성
에 투명하고 독립적으로 접근하는 WAP기술을 웹 검색 에이전트에 응용하여
정보의 접근성 및 이동성을 높일 수 있다는 점을 확인하였다.
제안된 연관규칙 탐사와 사례기반 추론을 통한 정확율과 재현률에 대한 평
가 실험에서는 평균적으로 정확율과 재현률은 역비례 관계를 가지는 것으로
확인되었으며 연관규칙탐사 검색에서는 신뢰도가 실행 횟수에 따라 동적으로
계속 변화하므로 보다 정확한 연관규칙이 검색에 반영될 수 있었다.또한 정
확율과 재현률의 비교 실험에서는 연관규칙탐사 검색이 전문검색엔진에 비해
재현률은 높고 범용검색엔진에 비해서는 정확율이 높은 것으로 나타났다.사
례기반 검색과 전문 검색엔진의 비교실험에서는 사례기반 검색이 전문검색엔
진 보다 평균적으로 정확율이 높고 사례기반 검색과 범용검색엔진과의 비교
실험에서는 사례기반 검색이 범용검색엔진보다 정확율이 높은 것으로 나타났
다.
이것은 사용자의 검색성향을 통계적으로 고려한 연관규칙 탐사 및 사례기반
추론 검색이 정확율 및 재현률에서 다른 검색 엔진에 비해 우수한 결과를 가
져 올 수 있음을 입증한 것으로 사료된다.
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▣ 무선 에이전트의 인터페이스 모듈 코드
<%Response.ContentType="text/vnd.wap.wml"%>






<!DOCTYPE wml PUBLIC "-//PHONE.COM//DTD WML 1.1//EN" 
  "http://www.phone.com/dtd/wml11.dtd">
<wml>
        <card ordered="true">
<onevent type="onenterforward">
           <refresh><setvar name="SearchString" value=""/>
                   </refresh></onevent> 
                <input name="SearchString"/>
      <do type="accept" label="menu">
         <go href="#menu"/>
      </do>
       </card>
       <card id="menu">
<select>
<option
          onpick="result.asp?search=<%=search%>&amp;SearchString=
          $(SearchString)" title="select">search</option>
</select>
       </card>
</wml>
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