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THE POSET OF COPIES FOR AUTOMORPHISM
GROUPS OF COUNTABLE RELATIONAL
STRUCTURES
CLAUDE LAFLAMME*, MAURICE POUZET**, NORBERT SAUER*,
AND ROBERT WOODROW*
†Dedicated to the memory of Ivo G. Rosenberg
Abstract. Let G be a subgroup of the symmetric group S(U)
of all permutations of a countable set U . Let G be the topological
closure of G in the function topology on UU . We initiate the study
of the poset G[U] ∶= {f[U] ∣ f ∈ G} of images of the functions
in G, being ordered under inclusion. This set G[U] of subsets of
the set U will be called the poset of copies for the group G. A
denomination being justified by the fact that for every subgroup G
of the symmetric groupS(U) there exists a homogeneous relational
structure R on U such that G is the set of embeddings of the
homogeneous structure R into itself and G[U] is the set of copies
of R in R and that the set of bijections G∩S(U) of U to U forms
the group of automorphisms of R.
1. Introduction
Countable sets will be infinite. For a countable set U let S(U) be
the symmetric group of U and let UU be the set of functions of U into
U and let ℘(U) be the power set of U and let ℘<ω(U) be the set of finite
subsets of U . If K is a subset of UU then K denotes the adherence
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of K with respect to the function topology, the set U being equipped
with the discrete topology. Then K is the set of functions f ∈ UU so
that for every set F ∈ ℘<ω(U) there exists a function g ∈ K for which
f(x) = g(x) for all x ∈ F . That is f ↾F = g↾F . For a function f let
f[A] = {f(x) ∣ x ∈ dom(f) ∩A}. For a set of functions K let K[A] ={f[A] ∣ f ∈K}. For two functions f and g let the composition of f and
g be the function f ○ g with dom(f ○ g) = {x ∈ dom(g) ∣ g(x) ∈ dom(f)}
and so that if x ∈ dom(f ○ g) then f ○ g(x) = f(g(x)).
Let G be a subgroup of the symmetric group S(U) of a countable
set U . Then G is the set of functions adherent to G and G[U] is the set
of images of the functions in G. It follows that G is a set of injections
of U into U closed under composition and that G[U] ⊆ ℘(U) and that(G[U];⊆) is a partially ordered set under the inclusion order ⊆. For a
simple minded example, if G ∶= S(U) then G is the set of one-to-one
maps from U to U . In this case, G[U] is the set of subsets of U with
the same cardinality as U . The set of functions f ∈ G with f[U] = U ,
that is with f ∈ S(U) forms a subgroup of S(U). The group G is
closed if G = G∩S(U). The set of images G[U] = {g[U] ∣ g ∈ G} of the
functions in G will be called the set of copies for the group G. For a
more detailed background of this and towards some established notions
discussed in the next paragraph and further on we refer the reader to
the first about forty pages of [1].
The notions for subgroups of S(U) investigated in this article are
closely related to notions arising in the study of automorphism groups
of relational structures. It is not difficult to verify that Aut(R) the
group of automorphisms of a relational structures R with countable
domain U is closed in S(U) for the function topology. Let Emb(R)
be the set of isomorphisms of R to induced substructures of R. Define
a copy of R to be a subset C of U for which the structure R ↾C
is isomorphic to R, that is the range of a member of Emb(R). Then
every copy for the group Aut(R) is a copy of R. That is Aut(R)[U] is a
subset of the set of copies of R. (A function with domain U adherent to
Aut(R) is by definition an isomorphism.) Let for example N ∶= (N ;≤)
be the binary relational structure on the set of natural numbers with ≤
the natural order. The automorphism group, say G, of N contains only
the identity map on N . Hence the set of copies for the group G is the
set {N}. On the other hand the set of copies of N has 2ℵ0 elements.
A relational structure R is homogeneous, see [4] or [5], if every iso-
morphism between finite induced substructures of R extends to an au-
tomorphism of R. It follows that if R is homogeneous then Aut(R)[U]
is equal to the set of copies of R. It is well known, using the standard
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back and forth argument, that the order structure Q of the set of ra-
tional numbers Q is homogeneous. Implying that every copy of Q is
also a copy for the automorphism group of Q. Let G be a subgroup of
S(U) for a countable set U . Then the canonical structure determined
by G, that is the relational structure with domain U whose relations
on n-tuples are determined by the orbits of the action of G on the set
of n-tuples, is homogeneous. See [1]; or [5] for a more extensive expo-
sition. In particular it follows along the discussion in Section 2.4 of [1]
that G ∩S(U) is a Polish group, see [7], with respect to the function
topology and composition as group operation.
A relational structure R with domain U is prehomogeneous, (see [13]),
if for every finite set F ⊆ U there is a finite set F ′ ⊇ F such that every
isomorphism f of R↾F to R↾f[F ] does then extend to an automor-
phism, provided that it extends to F ′. If the cardinality of F ′ can be
bounded by some function θ depending on the cardinality of F then R
is uniformly prehomogeneous. It is the case that if a relational structure
R is homogeneous or prehomogeneous then Emb(R) = Aut(R) and the
set of copies of R is equal to the set of copies Aut(R)[U] for the group
Aut(R). Actually, if Aut(R) is oligomorphic and Emb(R) = Aut(R)
then R is prehomogeneous, see [14] Theorem 2.2. A group G ⊆ S(U)
being oligomorphic if for every n the number of orbits of n-element
subsets of U is finite. This amounts to the fact, see [16], that the group
G ∩S(U) is the automorphism group of an ℵ0-categorical theory.
2. An outline of the results
Results on the theme of copies of an homogeneous structure have
been developped in a series of papers by Kurilic´, Kuzeljevic´ and Todorc˘evic´
(e.g. [9, 10, 11, 12]). Some of the results presented here have been the
subject of a lecture by the third author in March 2019 at the FG1
Seminar of the Technical University of Vienna [18].
For this section let U be a countable set and let G be a subgroup of
the symmetric group S(U).
Theorem 2.1. [Theorem 10.2] If the group G is oligomorphic then
there is an embedding of (℘(ω);⊆), the power set of ω ordered by in-
clusion, into (G[U];⊆), the set of copies for the group G, ordered by
inclusion.
For F a finite subset of U let G⟨F ⟩ = {g ∈ G ∣ ∀x ∈ F (g(x) = x)} and
let ac(F ), the algebraic closure of F , be the union of all finite point
orbits of the stabilizer group G⟨F ⟩. If S ⊆ U is infinite let ac(S) ∶=⋃{ac(F ) ∣ F ∈ ℘<ω(S)}. Note that if G is oligomorphic then ac(F ) is
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finite for every finite subset F of U . A group G of permutations of U
is algebraically finite if the algebraic closure of every finite subset of U
is finite. Oligomorphic groups are algebraically finite. There are many
others.
Theorem 2.2. [Theorem 8.2] If G is algebraically finite then for every
finite subset F of U the algebraic closure of F , ac(F ), is the intersection
of two copies for the group G.
Problem 2.1. Is it true that ac(S) is an intersection of the set of
copies containing S if S is infinite and the group G is oligomorphic?
Problem 2.2. If G is algebraically finite, is it true that (G[U];⊆)
embeds (℘(ω);⊆)?
Theorem 2.3. [Theorem 5.1] A subset A of U is a copy, that is belongs
to G[U], if and only if for every finite subset F of A and every x ∈ U∖F
there is a function g ∈ G⟨F ⟩ with g(x) ∈ A.
Using Theorem 2.3 we obtain:
Corollary 2.1. [Lemma 5.3, Lemma 5.2, Corollary 3.3] The set of
copies G[U] is closed under the union of non-empty up-directed fami-
lies. Topologically, the set of copies G[U] is a Gδ-set of ℘(U) equipped
with the powerset topology. (See Definition 3.1.) Moreover, if G[U]
contains more than one copy, then it has no isolated point with respect
to the powerset topology.
Corollary 2.1 will then be used to establish that:
Theorem 2.4. [Theorem 5.2] The cardinality of G[U] is either 1 or
2ℵ0.
Problem 2.3. Is it true that if G[U] has more than one element then
the partial ordered set (G[U];⊆) is not totally ordered by inclusion? Is
it true that it embeds (℘(ω);⊆)?
In Section 7 we will introduce the notions of being ranked or un-
ranked for point orbits of the stabilizer subgroups G⟨F ⟩ for finite sub-
sets F of U . Assigning an ordinal number rank to the ranked point
orbits of those stabilizer subgroups. Leading to the notion of ranked
closure rc(S) of S, for subsets S of U . It turns out, Lemma 8.2, that if
the group G is algebraically finite then rc(S) = ac(S) for every subset
S of U .
Theorem 2.5. [Theorem 7.1] The ranked closure of a finite set F is
equal to the intersection of all copies containing F . There is just one
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copy, namely U , for a group G ⊆S(U), if and only if the ranked closure
of the empty set is U if and only if every point orbit of the group G is
ranked.
We do not know if a more general version of Theorem 2.2 holds for
all groups G with G[U] /= {U}. The next Theorem, being just of an
enough strengthening of Theorem 2.5 in order to establish Theorem 2.2,
does not seem to be sufficiently strong to lead to a generalization of
Theorem 2.2. Note that Theorem 2.2 implies that G[U] /= {U} if the
group G is algebraically finite.
Theorem 2.6. [Theorem 8.1] Let U be a countable set and G be a
subgroup of S(U) and G[U] /= {U}. Then for every finite subset F of
U and every copy C ∈ G[U] with F ⊆ C (hence rc(F ) ⊆ C), there exists:
An ω-sequence C = C0 ⊃ C1 ⊃ C2 ⊃ C3 ⊃ . . . of copies Ci ∈ G[U] for
which rc(F ) = ⋂i∈ω Ci.
For the connection between the Hausdorff rank of a linear order and
the rank defined in this article, see Subsection 7.1.
Besides the set of copies G[U], there are three related sets of interest:
the set of intersections of copies Ĝ[U], the set Grc[U]of ranked closures
of arbitrary subsets of U and the topological closure G[U] of G[U] in
℘(U).
Lemma 2.1. G[U] ⊆ Ĝ[U] ⊆ Grc[U] = G[U].
The content of this lemma is in the equality G
rc[U] = G[U]. Indeed,
the first inclusion is obvious. The family G
rc[U] defines an algebraic
closure system. As a closure system, it is closed under intersection,
since it contains G[U] it contains Ĝ[U]. Being algebraic, it is closed in
℘(U) equipped with the product topology. Since it contains G[U], it
contains its topological closure, that is G[U]. It remains to show that
G
rc[U] ⊆ G[U]. Note that a subset S of U is in G[U] if for every finite
subset F ⊆ S and every finite subset E of U ∖ S there exists a copy
C ∈ G[U] for which F ⊆ C and E ∩ C = ∅. Thus, let S ∈ Grc[U]. Let
F ⊆ S be a finite subset, and let E be a finite subset of U ∖S. Since F
is finite, rc(F ) is equal to ic(F ), the intersection of copies containing
F (Theorem 2.5), hence for every x /∈ F there is a copy C containing F
and not x. In fact, there is some copy C containing F and no element
of E (see Lemma 3.2). Hence, ic(F ) ∈ G[U].
The fact that G[U] = Grc[U] has the following significant conse-
quence:
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Corollary 2.2. G[U], the topological closure of the set of copies, is
closed under intersections.
As an other consequence, we have:
Theorem 2.7. [Theorem 9.1] Let U be a countable set and G be a
subgroup of S(U). Then rc(S) is the least element of G[U] for every
subset S of U .
The intersection of the copies containing a finite set is equal to the
ranked closure of this finite set. We do not know if this is also the case
for infinite subsets of U . That is we cannot decide:
Problem 2.4. Is it true that Ĝ[U] = G[U]?
But, Lemma 9.2 states that Ĝ[U] is an algebraic closure system if
and only if Ĝ[U] = G[U].
3. Elementary properties
Let U be a countable set and let G be a subgroup of the symmetric
group S(U).
Definition 3.1. For Q ⊆ ℘(U) and S∪T ⊆ U let QJSK = {V ∈ Q ∣ S ⊆ V }
and let QJS,T K = {V ∈ Q ∣ S ⊆ V and T ∩ V = ∅}.
For E and F two finite subsets of U the set ℘(U)JF,EK is a basic
neighbourhood for the powerset topology.
Of course G[U] ⊆ ℘(U). Then G[U]JF K, for F ⊆ U , denotes the
set of copies for the group G which contain F as a subset. The set
G[U]JF,EK is then a neighbourhood for the powerset topology relative
to the set of copies G[U]. We investigate the set of copies G[U] for
the group G with respect to the order ⊆ on ℘(U) and with respect to
the powerset topology on ℘(U). Then G[U] is the set of subsets of
U which are in the topological closure of G[U] the set of copies for
the group G and (G[U];⊆) is the poset of copies and Ĝ[U] is the set
of intersections of copies. The hypergraph of copies is the hypergraph
H(G) ∶= (U,G[U]) whose hyperedges are the copies.
Definition 3.2. Let X be a subset of UU and F be a subset of U . Then
X⟨F ⟩ ∶= {f ∈ X ∣ f↾F = Id ↾F} denotes the stabilizer of F for the set X
of functions and XF = {f ∈X ∣ f[F ] = F} denotes the setwise stabilizer
of F for the set X of functions. Also, set X the topological closure of
X in UU equipped with the product topology.
Lemma 3.1. Let X ⊆ UU and F ∈ ℘<ω(U). Then
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(1) X⟨F ⟩ =X⟨F ⟩.
(2) XF =XF .
Proof. The sets of functions X⟨F ⟩ and XF are closed because X is
closed and F is finite. Hence X⟨F ⟩ ⊆X⟨F ⟩ and XF ⊆XF . Conversely,
let f ∈ X⟨F ⟩. Let H ∈ ℘<ω(U). Since f ∈ X there is some g ∈ X such
that g↾(F ∪H) = f ↾(F ∪H). Since g ∈X⟨F ⟩ and f and g coincide on
H this implies f ∈X⟨F ⟩.
Let f ∈ XF and let H ∈ ℘<ω(U). Since f ∈ X there is some g ∈ X
such that g↾(F ∪H) = f ↾(F ∪H). Since g ∈XF and f and g coincide
on H this implies f ∈ XF .
Lemma 3.2. If F is a finite subset of a copy C ∈ G[U] then there
exists a function f ∈ G with f[U] = C and f(a) = a for all a ∈ F . That
is: G⟨F ⟩[U] = G⟨F ⟩[U] = G[U]JF K for every F ∈ ℘<ω(U).
Proof. The following inclusion for every subset F of U (finite or not)
is obvious: G⟨F ⟩[U] ⊆ G[U]JF K. We claim that the reverse inclusion
holds for every F ∈ ℘<ω(U). Let C ∈ G[U]JF K. Let g ∈ G such that
g[U] = C. Let F ′ be such that g(F ′) = F . Then there is an h ∈ G
such that h↾F ′ = g↾F ′. Set f ∶= g ○ h−1. Then C = f[U] and f ∈ G⟨F ⟩
implying C ∈ (G⟨F ⟩)[U]. The claim follows. The equality follows too.
Corollary 3.1. (G⟨F ⟩)[U] = GF [U] = G[U]JF K for every F ∈ ℘<ω(U).
Corollary 3.2. If F is a finite subset of a copy C ∈ G[U] then ic(F ),
the intersection of copies containing F is equal to icC(F ) the intersec-
tion of copies containing F and included into C. Furthermore, if E is a
finite set disjoint from ic(F ), there is a copy containing F and disjoint
from E.
Proof. Clearly, ic(F ) ⊆ icC(F ) ⊆ C. Let x ∈ C∖ ic(F ). Let C ′ ∈ G[U].
Set F ′ ∶= F ∪ {x}. Apply Lemma 3.2 to C and F ′. There is some
f ∈ G⟨F ′⟩ such that f[U] = C. Then C ′′ ∶= f[C ′] is a copy containing
F included in C and not containing x, hence x /∈ ic(F ). Now, we
prove that there is some copy D containing F and disjoint from E.
Indeed, pick x ∈ E, then some copy containing F , say D, avoids x. The
property above ensures that ic(F ), the intersection of copies containing
F is equal to icD(F ), the intersection of copies containing F that are
included into D. If D contains some element y of E we may find a copy
D′ included into D and avoiding it. Repeating the process, we find a
copy containing no element of E.
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Lemma 3.3. Let G be a subgroup of S(U) and let {f, g} ⊆ G with
f[U] ⊆ g[U]. Then g−1 ○f ∈ G. If f[U] = g[U] then g−1 ○f ∈ G∩S(U).
Proof. Let F ∈ ℘<ω(U). There exists a function k ∈ G with k↾F = f↾F
and there exists a function h ∈ G with h↾(g−1[k[F ]]) = g↾(g−1[k[F ]]).
Implying that (h−1○k)↾F = (g−1○f)↾F with h−1○k ∈ G. Let f[U] = g[U].
Then g−1 ○ f maps U onto U .
Lemma 3.4. Let G be a subgroup of S(U). Then the following prop-
erties are equivalent:
(i) G[U] = {U};
(ii) G ⊆S(U);
(iii) G⟨F ⟩ ⊆S(U) for every F ∈ ℘<ω(U);
(iv) G⟨F ⟩ ⊆S(U) for some F ∈ ℘<ω(U).
Proof. The equivalence between (i) and (ii) and the implications(ii)⇒ (iii)⇒ (iv) are obvious. Suppose that (iv) holds. We will prove
that (ii) holds. Let f ∈ G. Let F ∈ ℘<ω(U) such that G⟨F ⟩ ⊆ S(U)
and let g ∈ G such that g↾F = f↾F . Let k ∶= g−1 ○ f . Since {g−1, f} ⊆ G
the function k ∈ G, actually k ∈ G⟨F ⟩. Implying k ∈ G⟨F ⟩ according to
Lemma 3.1. Hence k ∈S(U). Consequently f = g ○ k ∈S(U).
It follows that if the stabilizer G⟨F ⟩ of G for some finite subset F
of U contains only the identity function then the group G is closed in
S(U).
Lemma 3.5. The copy U is isolated, for the powerset topology relative
to the set of copies G[U] if and only if G[U] = {U}.
Proof. The set U is isolated if and only if G[U]JF K = {U} for some
F ∈ ℘<ω(U). According to Lemma 3.2 and Lemma 3.1 {U} = G[U]JF K
if and only if {U} = (G⟨F ⟩)[U] = (G⟨F ⟩)[U] if and only if S(U) ⊇
G⟨F ⟩ if and only if G[U] = {U} according to Lemma 3.4.
Lemma 3.6. For every copy V ∈ G[U] ∖ {U} and subset F ∈ ℘<ω(V )
there exists a copy W ∈ G[U] with F ⊆W ⊂ V .
Proof. Let V ∈ G[U]∖{U} and F ∈ ℘<ω(V ). According to Lemma 3.2
there exists a function g ∈ G⟨F ⟩ with g[U] = V . Set W ∶= g[V ].
Corollary 3.3. The set of copies G[U] has no isolated point for the
powerset topology if and only if G[U] /= {U}.
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Proof. Suppose that a copy V is isolated in G[U]. Let f ∈ G be a
function with f[U] = V . The set of copies G[U]JF,EK, containing F
and being disjoint from E, is open for every {F,E} ⊆ ℘<ω(U). Because
V is isolated, we may select F,E so that G[U]JF,EK = {V }. Let
F ′ ∶= f−1(F ). Then G[U]JF ′K = {U}. For otherwise there exists a copy
W with F ′ ⊆W ⊂ U . Then F ⊆ f[W ] ⊂ V with f[W ] ∩E ⊆ V ∩E = ∅;
in contradiction to G[U]JF,EK = {V }. The equality G[U]JF ′K = {U}
implies, according to Lemma 3.5, that G[U] = {U}.
4. Orbits and Types and Typesets
Let U be a set and G be a subgroup of S(U).
In order to indicate an orbit of the action of the group G it suffices
to choose any element in the orbit. Let Orb(G) denote the set of
different orbits of the action of G on U . The orbits of the action of
the stabilizer subgroups of the group G will play a role and we will
need some particular notation for them. According to Definition 3.2
for F ⊆ U the F -stabilizer of G will be denoted by G⟨F ⟩, that is:
G⟨F ⟩ = {g ∈ G ∣ ∀x ∈ F (g(x) = x)}.
Then the set of orbits, denoted Orb(G⟨F ⟩), of the subgroup G⟨F ⟩ of
G acting on U forms a partition of the set U . We emphasize the fact
that the orbit of any element x of F w.r.t. the action of G⟨F ⟩ is {x}.
A type is a pair of the form ⟨F ∣p⟩ for which F is a finite subset of U
and p ∈ U . The set F is the sockel of the type ⟨F ∣p⟩. Two types ⟨F ∣p⟩
and ⟨E ∣ q⟩ are equal if F = E and if there exists a function g ∈ G⟨F ⟩
with g(p) = q. The typeset, denoted G⟨F ∣p⟩, of the type ⟨F ∣p⟩, is the
set in Orb(G⟨F ⟩) given by:
G⟨F ∣p⟩ ∶= {x ∈ U ∣ ∃g ∈ G⟨F ⟩ (g(p) = x)}.
Note that for all {x, y} ⊆ G⟨F ∣p⟩ there exists a function f ∈ G⟨F ⟩ with
f(x) = y. It follows that two types ⟨F ∣p⟩ and ⟨E ∣ q⟩ are equal if and
only if F = E and if G⟨F ∣p⟩ = G⟨E ∣ q⟩. That is, the set of typesets of
the types with sockel F is the set Orb(G⟨F ⟩). Two typesets having
the same sockel are either disjoint or equal. Note:
Fact 4.1. Let ⟨F ∣p⟩ be a type. Then
G⟨F ∣p⟩ = {x ∈ U ∣ ∃f ∈ G⟨F ⟩ (f(p) = x)}.
The type ⟨E ∣ q⟩ is a continuation of the type ⟨F ∣p⟩ if F ⊆ E and
if q ∈ G⟨F ∣p⟩. It follows that the type ⟨E ∣ q⟩ is a continuation of the
type ⟨F ∣p⟩ if and only if F ⊆ E and G⟨F ∣p⟩ ⊇ G⟨E ∣ q⟩. Note:
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Fact 4.2. Let G ⊆S(U). Let ⟨F ∣p⟩ be a type and let E ∈ ℘<ω(U) with
F ⊆ E. Then the typesets of the types ⟨E ∣ q⟩ which are continuations
of the type ⟨F ∣p⟩ form a partition of the typeset G⟨F ∣p⟩. That is:
G⟨F ∣p⟩ = ⋃
q∈G⟨F ∣p⟩
G⟨E ∣ q⟩.
Noting that either G⟨E ∣ q⟩ = G⟨E ∣ q′⟩ or G⟨E ∣ q⟩ ∩ G⟨E ∣ q′⟩ = ∅ and
that a type ⟨E ∣ q⟩ with F ⊆ E is a continuation of the type ⟨F ∣p⟩ if and
only if q ∈ G⟨F ∣p⟩.
For 1 ≤ n ∈ ω: Let Un denote the set of n-tuples with entries in U .
Let Gn be the subgroup of S(Un) induced by the action of the group
G on the set Un. Let ℘n(U) denote the set of n-element subsets of U .
Let G(℘n) be the subgroup of S(℘n(U)) induced by the action of the
group G on the set ℘n(U).
Lemma 4.1. The following properties are equivalent:
(1) The set Orb(G⟨F ⟩) is finite for every F ∈ ℘<ω(U).
(2) The set Orb(Gn) is finite for every 1 ≤ n ∈ ω.
Proof. Note: Orb(G⟨∅⟩) = Orb(G) = Orb(G1). The equivalence
of conditions (1) and (2) follows then via induction on n and the
fact that two n + 1 tuples x⃗ = (x0, x1, . . . , xn−1, xn) ∈ Un+1 and y⃗ =(y0, y1, . . . , yn−1, yn) ∈ Un+1 are in the same orbit of Gn+1 if and only if
there exists an n-tuple (u0, u1, . . . , un−1) ∈ Un with functions g and f
in G so that g(xi) = ui = f(yi) for all i ∈ n + 1 and so that the typesets
G⟨{u0, u1, . . . , un−1} ∣ g(xn)⟩ and G⟨{u0, u1, . . . , un−1} ∣f(yn)⟩ are equal.
Definition 4.1. If the second condition of Lemma 4.1 is satisfied the
group is said to be oligomorphic.
Lemma 4.2. Let ⟨F ∣x⟩ be a type. If f ∈ G then G⟨f[F ] ∣f(x)⟩ ⊇
f[G⟨F ∣x⟩]. If in addition the function f is onto U , that is f ∈ G ∩
S(U), then G⟨f[F ] ∣f(x)⟩ = f[G⟨F ∣x⟩].
Proof. Let y ∈ G⟨F ∣x⟩. There exists a function g ∈ G⟨F ⟩ with g(x) =
y. Then (f ○g ○f−1)(f(x)) = f(y) and (f ○g ○f−1)(f(z)) = f(z) for all
z ∈ F . Hence f(y) ∈ G⟨f[F ] ∣f(x)⟩ and G⟨f[F ] ∣f(x)⟩ ⊇ f[G⟨F ∣x⟩].
Let f ∈ G ∩S(U). Let y ∈ G⟨f[F ] ∣f(x)⟩. There exists a function
h ∈ G⟨f[F ]⟩with y = h(f(x)). Then (f−1○h○f)(z) = z for all z ∈ F , and
f(f−1 ○h○f)(x) = f ○f−1 ○h○f(x) = h○f(x) = y. Hence y ∈ f[G⟨F ∣x⟩]
and G⟨f[F ] ∣f(x)⟩ ⊆ f[G⟨F ∣x⟩].
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Corollary 4.1. Let ⟨F ∣x⟩ be a type whose typeset G⟨F ∣x⟩ is finite.
Then G⟨f[F ] ∣f(x)⟩ = f[G⟨F ∣x⟩] for all functions f ∈ G. The set
G⟨F ∣x⟩ is a subset of all copies C ∈ G[U] with F ⊆ C.
Proof. The first assertion of the Corollary follows from Lemma 4.2
because there exists a function h ∈ G for which h↾ (F ∪ G⟨F ∣x⟩) =
f↾(F ∪G⟨F ∣x⟩). Let C ∈ G[U] with F ⊆ C. It follows from Lemma 3.2
that there exists a function f ∈ G⟨F ⟩, hence with f[F ] = F , for which
f[U] = C. Then G⟨F ∣x⟩ = G⟨F ∣f(x)⟩ = f[G⟨F ∣x⟩] ⊆ C. The two
types ⟨F ∣x⟩ and ⟨F ∣f(x)⟩ are equal because there exist a function
g ∈ G with g↾(F∪{x}) = f↾(F∪{x}). That is g ∈ G⟨F ⟩with h(x) = f(x).
5. A characterization of members of G[U]
Theorem 5.1. Let U be a countable set and G be a subgroup of S(U).
A subset C of U belongs to G[U] if and only if for every F ∈ ℘<ω(C)
and every x ∈ U ∖ F there is a function g ∈ G⟨F ⟩ such that g(x) ∈ C.
Proof. Let (∗) be the following statement: (∗): For every F ∈ ℘<ω(C)
and every x ∈ U ∖ F there is a function g ∈ G⟨F ⟩ such that g(x) ∈ C.
Let C ∈ G[U] and let F ∈ ℘<ω(C). Let x ∈ U ∖ F . According to
Lemma 3.2 there exists a function h ∈ G⟨F ⟩ with h[U] = C. Hence
h(x) ∈ C. Since h ∈ G⟨F ⟩ there exists a function g ∈ G⟨F ⟩ such that
h↾(F ∪{x}) = g↾(F ∪{x}). Hence g(x) ∈ C. We conclude that property(∗) holds.
Given property (∗) we make use of the standard back and forth
method in order to prove that there is a function f ∈ G with f[U] = C.
(See Fra¨ısse´’s characterization of homogeneous structures, [5].) Let{ui ∣ i ∈ ω} be an ω-enumeration of U and let Un = {ui ∣ i ∈ n}. Let{ci ∣ i ∈ ω} be an ω-enumeration of C and let Cn = {ci ∣ i ∈ n}. For
n ∈ ω we will construct recursively sets Vn ⊆ U and functions ln ∈ G
with ln[Vn] ⊆ C and with fn ∶= ln↾Vn ⊆ ln+1↾Vn+1 ∶= fn+1. Furthermore
Un ⊆ Vn and Cn ⊆ ln[Vn] for every n ∈ ω. Then f ∶= ⋃n fn ∈ G with
f[U] = U .
Let V0 = ∅ and l0 = ∅. Given the set Vn and the function ln ∈ G let
i ∈ ω be the smallest number for which ui /∈ Vn. Let j ∈ ω be the smallest
number for which cj /∈ ln[Vn]. Using property (∗) let g ∈ G⟨ln[Vn]⟩ with
g(ln(ui)) ∈ C. Let Vn+1 = Vn ∪ {ui, l−1(g−1(cj)) and let ln+1 = g ○ ln.
Corollary 5.1. Let U be a countable set and G be a subgroup of S(U).
A subset C of U belongs to G[U] if and only if C ∩ G⟨F ∣x⟩ /= ∅ for
every type ⟨F ∣x⟩ of G with F ⊆ C.
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Lemma 5.1. Let U be a countable set and G be a subgroup of S(U).
If for every F ∈ ℘<ω(U) every orbit of the action of G⟨F ⟩ on U ∖ F
is infinite then there is a coinfinite subset A of U such that A′ ∈ G[U]
for every subset A′ of U which contains A. In particular, there is an
embedding of ℘(ω) ordered by inclusion into G[U] ordered by inclusion.
Proof. Let Type(G) ∶= {Orb(x,G⟨F ⟩) ∶ F ∈ [U ∖ {x}]<ω and x ∈ U}.
This is a countable set of subsets of U . According to our hypothesis,
each one is infinite. Bernstein’s property ensures that there is a par-
tition of U into two infinite parts A and B such that each member of
Type(G) meets A and B (for this general property of sets, replace the
continuum in Lemma 2, p.514, of [8] by ℵ0). If A′ is any subset of U
containing A then each member of Type(G) will meet A′. In particular,
the condition of Corollary 5.1 holds, hence A′ ∈ G[U].
Lemma 5.2. Let U be a countable set and G be a subgroup of S(U).
Then G[U] is a Gδ-set of ℘(U) equipped with the powerset topology.
Proof. A base for the powerset topology consists of a set of subsets
of the form ℘(U)JF,EK = {A ⊆ U ∣ F ⊆ A and E ∩A = ∅} with F and
E ranging over finite subsets of U . Let ⟨F ∣p⟩ be a type of G. Then
O(⟨F ∣p⟩) ∶= ⋃
a∈F
℘(U)J∅,{a}K ∪ ⋃
x∈G⟨F ∣p⟩
℘(U)JF ∪ {x},∅K
is an open subset of ℘(U). Then the intersection of the subsets O(⟨F ∣p⟩)
of ℘(U) with ⟨F ∣p⟩ ranging over the countable set of types of G is a
Gδ-set. It follows from Corollary 5.1 that
⋂
⟨F ∣p⟩∈Types(G)
O(⟨F ∣p⟩) = G[U].
Theorem 5.2. Let U be a countable set and G be a subgroup of S(U).
Then the cardinality of G[U] is either 1 or 2ℵ0.
Proof. According to Lemma 3.3 if G[U] has more than one ele-
ment, it has no isolated point. Since G[U] is a Gδ-subset of the Polish
space ℘(U) it has the cardinality of the continuum. (See for example
Theorem (6.2) of [7].)
Lemma 5.3. Let U be a countable set and G be a subgroup of S(U).
Then G[U] is closed under the union of non-empty up-directed families
of members of G[U].
Proof. Let C ∶= (Ci; i ∈ I) with I /= ∅ be an up-directed family of
members of G[U]. Let C ∶= ⋃i∈I Ci. We claim that C ∈ G[U]. For that
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we apply Theorem 5.1. Let F ∈ ℘<ω(C) and x ∈ U ∖F . We have to show
that there is a g ∈ G⟨F ⟩ such that g(x) ∈ C. This is immediate. SinceC is up-directed, there is an i ∈ I such that F ⊆ Ci. Since Ci ∈ G[U]
there is a gi ∈ G⟨F ⟩ such that gi(x) ∈ Ci. Since Ci ⊆ C, gi(x) ∈ C. It
suffices to set g ∶= gi.
Corollary 5.2. Let U be a countable set and G be a subgroup of S(U).
Then for every subset F of U and for every copy C ∈ G[U] with F ∩
C = ∅ there exists a maximal copy C ′ ∈ G[U] with C ⊆ C ′ and with
F ∩C ′ = ∅.
Definition 5.1. Let U be a countable set and G be a subgroup of S(U).
Let f ∈ G and h ∈ G. Then f(h) ∶= f ○h○f−1 and f[G] ∶= {f(h) ∣ h ∈ G}
and f[G] ∶= {f(g) ∣ g ∈ G}.
Lemma 5.4. Let U be a countable set and G be a subgroup of S(U).
Let f ∈ G. Then:
(1) f(k) ○ f(h) = f(k ○ h) for all {k,h} ⊆ G.
(2) The function f(g) is a bijection of f[U] onto f[U] with inverse
f(g−1) and f[G] is a subgroup of the symmetric group S(f[U]).
(3) f ∶ U → f[U] is an isomorphism of the group action of G map-
ping every g ∈ G to f(g). It is also an isomorphism of the
monoid action of G mapping every h ∈ G to f(h).
(4) C ∈ (f[G])[f[U]] if and only if C ∈ G[U] and C ⊆ f[U].
Proof.
(1): Let {k,h} ⊆ G. Then (f(k) ○ f(h)) = f ○ k ○ f−1 ○ f ○ h ○ f−1 =
f ○ (k ○ h) ○ f−1 = f(k ○ h).
(2): Let g ∈ G and x ∈ f[U]. Clearly f(g) ∈ (f[U])f[U]. It follows
from (1) that f(g) ○ f(g−1) = f(g ○ g−1) = f(idU) = idf[U] and hence
f(g)(f(g−1)(x)) = x. Implying that the function f(g) is a bijection of
f[U] onto f[U] with inverse f(g−1). Hence f[G] is a subgroup of the
symmetric group S(f[U]).
(3): It remains to prove that if {k,h} ⊆ G with k /= h then f(k) /= f(h).
Let x ∈ U with k(x) /= h(x). If (f(k))(f(x)) = (f(h))(f(x)) then(f ○ k ○ f−1)(f(x)) = (f ○ k ○ f−1)(f(x)) and f ○ k(x) = f ○ h(x). The
function f is one-to-one on U and hence the contradiction k(x) = h(x).
It follows that f is one-to-one on G.
(4): Let V = f[U] and C ∈ (f[G])[V ]. Then C ⊆ V and there exists a
function h ∈ G with f(h)[V ] = C. Hence (f ○h)[U] = (f ○h○f−1)[V ] =
C. Which in turn implies that C ∈ G[U]. Let then C ∈ G[U] and
C ⊆ V . Let h ∈ G with h[U] = C. Let F be a finite subset of U . Let
k = f−1 ○ h. There exists a function g ∈ G for which g↾F = h↾F . There
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exists a function l ∈ G with f ↾ (f−1(h[F ])) = l↾ (f−1(h[F ])). Then
k↾F = (l−1 ○ g)↾F . We conclude that k ∈ G and that f(k)[f[U]] =
f(k)[V ] = (f ○ k ○ f−1)[V ] = (h ○ f−1)[V ] = h[U] = C.
Item (4) of Lemma 5.4 states that a subset S of a copy C = f[U] for
f ∈ G[U] is a copy in respect to the action of G on U if and only if it
is also a copy in respect to the action of f[G] on C. That is being a
copy is ”invariant“ of that interpretation.
Lemma 5.5. Let U be a countable set and G be a subgroup of S(U).
Let f ∈ G and F ∪ {x, y} be a finite subset of f[U]. Then:
(1) The types ⟨F ∣x⟩ and ⟨F ∣ y⟩ are equal with respect to the group
action of G on U if and only if they are equal with respect to
the group action of the group f[G] on f[U].
(2) If F ∪ {x} ⊆ f[U] ∶= C for f ∈ G, then:
(a) G⟨F ∣x⟩ ∩C = (f[G])⟨F ∣x⟩.
(b) If G⟨F ∣x⟩ is finite then G⟨F ∣x⟩ = (f[G])⟨F ∣x⟩ ⊆ C.
Proof.
(1): Let F ∪ {x, y} ⊆ f[U] ∶= C for f ∈ G. Assume ⟨F ∣x⟩ = ⟨F ∣ y⟩.
Then there exists a function g ∈ G⟨F ⟩ with g(x) = y. Let the function
k ∈ G be such that k↾(f−1[F ∪{x, y}]) = (f−1 ○ g ○f)↾(f−1[F ∪{x, y}]).
Then k ∈ G⟨f−1[F ]⟩ and k(f−1(x)) = f−1(y) and (f ○ k ○ f−1)↾ (F ∪{x, y}) = g ↾ (F ∪ {x, y}). Hence, the function f(k) is a witness for⟨F ∣x⟩ = ⟨F ∣ y⟩ in respect to the group action of f[G] on f[U]. On
the other hand let k ∈ G for which the function f(k) is a witness for⟨F ∣x⟩ = ⟨F ∣ y⟩ in respect to the group action of f[G] on f[U]. Then
f(k)(a) = a for all a ∈ F and f(k)(x) = y. Let g ∈ G be such that
g↾(F ∪ {x, y}) = f(k)↾(F ∪ {x, y}). Then the function g is a witness
for ⟨F ∣x⟩ = ⟨F ∣ y⟩ in respect to the group action of G on U .
Item (2)(a) follows from Item (1). Item (2)(b) follows from Item (2)(a)
and Corollary 4.1.
6. Algebraic closure
Let U be a countable set and G be a subgroup of S(U). For F
a finite subset of U we defined in Section 4 the set Orb(G⟨F ⟩) to be
the set of typesets with sockel F , that is the set of orbits of the group
G⟨F ⟩. Let F ⊆ U , not necessarily finite. The algebraic closure of F is
the set, denoted ac(F ), and defined by setting:
ac(F ) = {⋃{T ∈ Orb(G⟨F ⟩) ∣ T is finite}, if ● ∶ F is finite;⋃{ac(F ′) ∣ F ′ ∈ ℘<ω(F )}, ●● ∶ in general.
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Definition ●● is consistent with Definition ● because if a typeset T of a
type is finite then every continuation of this type has a typeset which
is a subset of T and hence finite. (Fact 4.2.) Finally, set Kac = ac(∅).
Note that x ∈ Kac if and only if the set G⟨∅ ∣x⟩, that is the orbit of G
containing x is finite.
Lemma 6.1. If G is oligomorphic then ac(F ) is finite for every finite
subset F of U .
Proof. By Definition 4.1, if G is oligomorphic the set Orb(G⟨F ⟩) of
typesets with sockel F is finite. Hence ac(F ) is then a finite union of
finite sets.
For R a relational structure let Age(R), the age of R, denote the class
of structures which are isomorphic to a finite induced substructure of
R. A group G is algebraically finite if ac(F ) is finite for every finite
subset F of U . There are many algebraically finite groups which are
not oligomorphic. In fact there are many non oligomorphic groups
such that ac(F ) = F for every finite F . If, in this case, a structure R
is a countable homogeneous relational structure such that Aut(R) =
G ∩S then this amounts to the fact that Age(R) satisfies the disjoint
amalgamation property (DAP). See [5].
Lemma 6.2. Let x ∈ U . Then x ∈Kac if and only if there exists a finite
subset F of U such that x ∈ g[F ] for every function g ∈ G.
Proof. Suppose that x ∈ Kac. Set F ∶= G⟨∅ ∣x⟩, the orbit of x w.r.t.
the action of G. By definition, F is finite and g[F ] = F for every g ∈ G.
Conversely, let F ∈ ℘<ω(U) of minimal cardinality for which x ∈ g[F ]
for every function g ∈ G. This means that x ∈ F ′ ∶= ⋂{g[F ] ∶ g ∈ G}.
We have h[F ′] = ⋂{h ○ g[F ] ∶ g ∈ G} ⊇ F ′ for every h ∈ G and since F ′
is finite, h[F ′] = F ′. Since x ∈ F ′, the orbit of x w.r.t. the action of
G is included into F ′. By minimality, this orbit, F ′ and F are equal.
Hence, x ∈Kac.
Let R be a relational structure with domain U . The kernel of R is
the set Ker(R) ∶= {x ∈ U ∶ Age(R−x) /= Age(R)}. (R−x ∶= R↾(U ∖ {x}).)
Corollary 6.1. Let R be a homogeneous relational structure and G =
Aut(R). Then Kac = Ker(R).
Proof. Let x ∈ Ker(R). By definition there exists a finite subset F of
U containing x such that R↾F does not embed into R−x. It follows
that x ∈ g[F ] for every g ∈ G. According to Lemma 6.2, the element
x ∈ Kac. Conversely, suppose that x ∈ Kac. Then F ∶= G⟨∅ ∣x⟩ is finite.
Since F is preserved by every member of G, there is no embedding of
R↾F into R−x.
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Lemma 6.3. The map F → ac(F ) is an algebraic closure operator.
Proof. We have trivially F ⊆ ac(F ) ⊆ ac(F ′) for every F ⊆ F ′. In
particular ac(F ) ⊆ ac(ac(F )). We have ac(F ) = ac(ac(F )). Indeed, let
x ∈ ac(ac(F )) Then by definition there is some finite Q ⊆ ac(F ) such
that x ∈ ac(Q). Select for each q ∈ Q some finite Qq ⊆ F such that
q ∈ ac(Qq). Set S ∶= ⋃q∈QQq. Then x ∈ ac(S) ⊆ ac(F ). Thus, ac defines
a closure operator. According to the second clause in the definition, it
is algebraic.
This operator does not necessarily have the exchange property. Here
is an example where the group is transitive. Let U ∶= [N]2 and G be
the group of permutations of U induced by permutations of N. Let u ∶={x, y} ∈ U , u′ ∶= {x′, y′} ∈ U be two disjoint pairs of N and v ∶= {x,x′}.
Then v /∈ ac({u}) = {u}, and v ∈ ac({u,u′} while u′ /∈ ac({u, v}).
7. Ranked closure
Let U be a countable set and G be a subgroup of S(U). A type⟨F ∣p⟩ has rank 0 if G⟨F ∣p⟩ is finite. Let R0 be the set of types ⟨F ∣p⟩
having rank 0. We define recursively sets Rα of types for α an ordinal.
If for every ordinal β < α the set Rβ has been determined then the
type ⟨F ∣p⟩ is an element of Rα if there exists a finite subset F ′ ⊇ F of
U so that every continuation ⟨F ′ ∣ q⟩ of ⟨F ∣p⟩ is a type in Rβ for some
ordinal β < α. Note that Rβ ⊆ Rα for all β < α; letting F ′ = F . A
type ⟨F ∣p⟩ has rank α if ⟨F ∣p⟩ ∈ Rα and ⟨F ∣p⟩ /∈ Rβ for any β < α.
Hence if a type ⟨E ∣x⟩ ∈ Rγ , then the rank of the type ⟨E ∣x⟩ is less
than or equal to γ. A type ⟨F ∣p⟩ is unranked if there is no ordinal α
with ⟨F ∣p⟩ ∈Rα.
Note that a type ⟨F ∣p⟩ is unranked if and only if:
(p): For every finite set F ′ with F ⊆ F ′ ⊆ U exists a continuation⟨F ′ ∣ q⟩ of ⟨F ∣p⟩ which is unranked.
Lemma 7.1. If a type ⟨F ∣p⟩ is ranked and has rank α then every
continuation ⟨E ∣ q⟩ of the type ⟨F ∣p⟩ is ranked and has rank less than
or equal to α.
Proof. By induction on the rank of the type ⟨F ∣p⟩. If G⟨F ∣p⟩ is
finite then G⟨E ∣ q⟩ ⊆ G⟨F ∣p⟩ is finite. Let α > 0. If the continuation
G⟨E ∣ q⟩ is finite then ⟨E ∣ q⟩ is ranked and has rank 0 < α. Otherwise we
procede as follows: There exists a finite subset F ′ ⊇ F of U so that the
rank β(x) of every continuation ⟨F ′ ∣x⟩ of ⟨F ∣p⟩ is smaller than α. The
set E′ = E ∪ F ′ is finite. The set of typesets G⟨E′ ∣x⟩ for x ∈ G⟨E ∣ q⟩
forms a partition of the typeset G⟨E ∣ q⟩. Each one of the types ⟨E′ ∣x⟩
is a continuation of the type ⟨F ′ ∣x⟩ having rank β(x) < α. Implying
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that the type ⟨E ∣ q⟩ ∈Rα and hence that the rank of the type ⟨E ∣ q⟩ is
less than or equal to α.
Corollary 7.1. Let ⟨F ∣p⟩ be a ranked type and F ⊆ E ∈ ℘<ω(U). Then
the set G⟨F ∣p⟩ is the union over the set of typesets of the ranked types⟨E ∣x⟩ with x ∈ G⟨F ∣p⟩.
Lemma 7.2. Let ⟨F ∣p⟩ be a type and g ∈ G. Then the type ⟨F ∣p⟩ is
ranked if and only if the type ⟨g[F ] ∣ g(p)⟩ is ranked. The type ⟨F ∣p⟩
has rank α if and only if the type ⟨g[F ] ∣ g(p)⟩ has rank α.
Proof. By induction on the rank of the type ⟨F ∣p⟩. It follows from
Corollary 4.1 that the type ⟨F ∣p⟩ has rank 0 if and only if the type⟨g[F ] ∣ g(p)⟩ has rank 0. Let the type ⟨F ∣p⟩ have rank α > 0. Then
there exists a finite F ′ ⊇ F for which every continuation ⟨F ′ ∣ q⟩ of the
type ⟨F ∣p⟩ has a rank, say βq, which is smaller than α. Also g[F ′] ⊇
g[F ]. Let ⟨g[F ′] ∣ s⟩ be a continuation of the type ⟨g[F ] ∣ g(p)⟩. Then
s ∈ G⟨g[F ] ∣ g(p)⟩. It follows, using Lemma 4.2, that g−1(s) ∈ G⟨F ∣p⟩
and hence that the type ⟨F ′ ∣ g−1(s)⟩ is a continuation of the type ⟨F ∣p⟩.
It has a rank βg−1(s) < α. Then, via the induction, the rank of the type⟨g[F ′] ∣ s⟩ is also equal to βg−1(s) < α. Hence the rank of the type⟨g[F ] ∣ g(p)⟩ is equal to α¯ less than or equal to α. Applying g−1 to the
type ⟨g[F ] ∣ g(p)⟩ we obtain α ≤ α¯. Hence ⟨F ∣p⟩ is ranked if and only
if ⟨g[F ] ∣ g(p)⟩ is ranked and both types have the same rank.
Lemma 7.3. Let ⟨F ∣p⟩ be a ranked type. Then G⟨F ∣p⟩ ⊆ C for every
C ∈ G[U] with F ⊆ C.
Proof. Let F ⊆ C ∈ G[U]. According to Lemma 3.2 there is a function
h ∈ G⟨F ⟩ with h[U] = C. We proceed via induction on the rank of the
type ⟨F ∣p⟩. In the case that the typeset G⟨F ∣p⟩ is finite the Lemma
follows from Corollary 4.1.
Let 0 < α be an ordinal for which G⟨F ′′ ∣ q⟩ ⊆ C for all types (F ′′ ∣ q)
of rank β < α and with F ′′ ⊆ C. Let ⟨F ∣p⟩ be a type of rank α.
There exists then a finite subset F ′ ⊆ U with F ′ ⊇ F and so that every
continuation ⟨F ′ ∣ q⟩ of ⟨F ∣p⟩ has a rank, say β(q), which is smaller
than α. Let Q ∶= q ∈ G⟨F ∣p⟩ be the set of those elements q. It follows
from Fact 4.2 that the sets G⟨F ′ ∣ q⟩ for q ∈ Q form a partition of the set
G⟨F ∣p⟩. Let g ∈ G be such that h↾F ′ = g↾F ′. Then g[F ′] ⊆ C and g ∈
G⟨F ⟩. Consequently the sets G⟨g[F ′] ∣ g(q)⟩ for q ∈ Q form a partition
of the set G⟨F ∣p⟩. Each of the types ⟨g[F ′] ∣ g(q)⟩ is ranked and its
rank is equal to β(q) according to Lemma 7.2. Then G⟨h[F ′] ∣h(q)⟩ ⊆ C
using the induction assumption. Implying that G⟨F ∣p⟩ ⊆ C.
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Let {f,h} ⊆ G and C = f[U] = h[U]. Then the group f[G] ⊆
S(f[U]) acts on the set f[U]. See Definition 5.1 and Lemma 5.4. It
follows from Lemma 5.5 that for every finite F ⊆ C and x ∈ C ∖ F the
type ⟨F ∣x⟩ with respect to the group action f[G] is the same as with
respect to the group action h[G]. Hence we can define:
Definition 7.1. Let ⟨F ∣p⟩ be a type and f ∈ G with F∪{p} ⊆ f[U]:=C.
Then ⟨F ∣p⟩C denotes this type with sockel F in respect to the action of
the group f[G].
Note that, for every f ∈ G, the typeset of the type ⟨F ∣p⟩C is the set
G⟨F ∣p⟩ ∩C = (f[G])⟨F ∣p⟩C = {(f(g))(x) ∣ g ∈ G}.
Lemma 7.4. Let f ∈ G with f[U] ∶= C. Then a type ⟨F ∣p⟩, with
f ∪ {p} ⊆ C, is ranked if and only if the type ⟨F ∣p⟩C is ranked with
respect to the group action f[G]. The type ⟨F ∣p⟩ has rank α if and
only if the type ⟨F ∣p⟩C has rank α with respect to the group action
f[G].
Proof. Let rank⟨F ∣p⟩ denote the rank of a type with respect to the
group action G and rankf⟨F ∣p⟩C denote the rank of a type in C with
respect to the group action f(G). We proceed via induction on the
ranks. In the case that the typeset G⟨F ∣p⟩ is finite the Lemma follows
from Lemma 5.5 Item (2)(b).
Let α be the smallest ordinal for which there exists a type ⟨F ∣p⟩C
with ν ∶= rank⟨F ∣p⟩ /= α ∶= rankf⟨F ∣p⟩C . There exists a finite subset
F ′ ⊆ C with F ′ ⊇ F and so that every continuation ⟨F ′ ∣ q⟩C of ⟨F ∣p⟩C
has a rank, say β(q) = rankf⟨F ′ ∣ q⟩C , which is smaller than α. The
types ⟨F ′ ∣ q⟩ are then continuations of the type ⟨F ∣p⟩ and via induction
have the ranks βq. Hence ν ≤ α. There exists a finite subset F ′ ⊆ U with
F ′ ⊇ F and so that every continuation ⟨F ′ ∣ q⟩ of ⟨F ∣p⟩ has a rank, say
β(q) = rank⟨F ′ ∣ q⟩, which is smaller than ν. Let Q ∶= q ∈ G⟨F ∣p⟩ ∖ F ′
be the set of those elements q. It follows from Fact 4.2 that the sets
G⟨F ′ ∣ q⟩ for q ∈ Q form a partition of the set G⟨F ∣p⟩. According to
Lemma 3.2 there is a function h ∈ G⟨F ⟩ with h[U] = C. Let g ∈ G be
such that h↾F ′ = g↾F ′. Then g[F ′] ⊆ C and g ∈ G⟨F ⟩. Consequently the
sets G⟨g[F ′] ∣ g(q)⟩ for q ∈ Q form a partition of the set G⟨F ∣p⟩. Each of
the types ⟨g[F ′] ∣ g(q)⟩ is ranked and its rank is equal to β(q) according
to Lemma 7.2. Implying according to Lemma 7.3 that G⟨h[F ′] ∣h(q)⟩ ⊆
C. Via induction then rank⟨g[F ′] ∣ g(q)⟩C = β(q) < ν. Hence α ≤ ν.
Lemma 7.5. If G⟨F ∣x⟩ is an unranked type, then there exists an ele-
ment C ∈ G[U] with F ⊆ C and with x /∈ C.
THE POSET OF COPIES 19
Proof. Let (ui ∣ i ∈ ω) be an enumeration of U∖F . Let Un = {ui ∣ i ∈ n}.
Note that U0 = ∅. We will construct a sequence {xn ∈ U ∣ n ∈ ω} so
that for all n ∈ ω:
(1) x0 = x.
(2) xn ∈ U ∖ (F ∪Un) and the type ⟨F ∪Un ∣xn⟩ is unranked.
(3) The type ⟨F ∪Un+1 ∣xn+1⟩ is a continuation of the type⟨F ∪Un ∣xn⟩.
The type ⟨F ∪ Un ∣xn⟩ is unranked. Hence there exists, according to
property (p), an unranked type ⟨F ∪Un+1 ∣xn+1⟩ which is a continuation
of the type ⟨F ∪ Un ∣xn⟩. Let fn ∈ G⟨F ∪ Un⟩ be the function with
fn(xn+1) = xn.
Let g0 be the identity function on U , that is {g0} = G⟨U⟩. We will
construct recursively functions gn ∈ G⟨F ⟩ for n ∈ ω for which gn(xn) = x
and for which ln ∶= gn↾(F ∪Un) ⊆ gn+1↾(F ∪Un+1) = ln+1. Assume that
gn has been constructed. Let gn+1 = gn ○ fn. Note that x /∈ ln[Un] for
all n ∈ ω.
Then l0 ⊂ l1 ⊂ l2 ⊂ . . . and l ∶= ⋃n∈ω ln ∈ G with x /∈ l[U]. Let C = l[U].
Definition 7.2. For F ⊆ U let the intersection closure:
icG(F ) ∶=⋂{C ∈ G[U] ∣ F ⊆ C} =⋂G[U]JF K.
For F a finite subset of U let rcG(F ), the ranked closure of F , be the
union of F together with the union of the typesets G⟨F ∣p⟩ for which⟨F ∣p⟩ is a ranked type. (In particular then rcG(∅) is the union of the
ranked orbits of G.)
In general, for a subset S of U let:
rcG(S) ∶=⋃{rc(F ) ∣ F ∈ ℘<ω(S)}.(1)
If the group G is understood we write ic for icG and rc for rcG
It follows from Corollary 7.1 that the ranked closure definition (1) is
consistent with the ranked closure definition for finite subsets F of U .
Note 7.1. Let the group G be oligomorphic, then: Every ranked type
has rank 0. A type is unranked if and only if its typeset is infinite.
The ranked closure of every finite set is finite. For every set S ⊆ U is
ac(S) = rc(S).
Theorem 7.1. Let U be a countable set and G be a subgroup of S(U).
Let S ⊆ U . Then rcG(S) ⊆ icG(S). If F is a finite subset of U then
rcG(F ) = icG(F ).
Proof. The inclusion rcG(S) ⊆ icG(S) follows from Lemma 7.3. The
inclusion icG(F ) ⊇ rcG(F ) for finite F follows from Lemma 7.5.
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According to the definition ot typeset, a subset T of U with t ∈ T is
the point orbit of G containing t if and only if T = G⟨∅ ∣ t⟩. Since by
Theorem 7.1, rcG(∅) = icG(∅), the intersection ic(∅) = ⋂G(U) of all
copies for the group G is equal to the union of the point orbits of G.
In particular, we have a characterization in terms of ranked closure of
the nonexistence of a proper copy (compare with Lemma 3.4).
Corollary 7.2. Let U be a countable set and G be a subgroup of S(U).
Then there is no proper copy (i.e., G[U] = {U}, or equivalently, if every
function f ∈ G is bijective) if and only if every point orbit of the group
G is ranked.
Corollary 7.3. Let U be a countable set and G be a subgroup of S(U)
and F a finite subset of U for which the set rc(F ) is finite. Then
G[U]Jrc(F )K = G[U]JF K.
Proof. Clearly G[U]Jrc(F )K ⊆ G[U]JF K. It follows from Theorem 7.1
that G[U]Jrc(F )K ⊇ G[U]JF K.
Lemma 7.6. Let U be a countable set and G be a subgroup of S(U).
Then the map rc ∶ ℘(U) → ℘(U), which maps every subset S of U to
the subset rc(S) of U , is an algebraic closure operator.
Proof. If F ⊆ F ′ are two finite subsets of U then F ⊆ rc(F ) ⊆ rc(F ′)
follows trivially from Definition 7.2 and then from Corollary 7.1. Hence
S ⊆ rc(S) ⊆ rc(S′) for every S ⊆ S′ using Definition 7.2 again. In
particular rc(S) ⊆ rc(rc(S)). We have to verify rc(S) = rc(rc(S)).
Let x ∈ rc(rc(S)). Then by definition there there exists a finite set
F ⊆ rc(S) such that x ∈ rc(F ). Select for each y ∈ F a finite set Fy ⊆ S
such that y ∈ rc(Fy). Then y ∈ ic(Fy) for every y ∈ F according to
Theorem 7.1. Set E ∶= ⋃y∈F Fy. Then y ∈ ic(Fy) ⊆ ic(E) for every y ∈ F ,
hence F ⊆ ic(E). Implying, using Theorem 7.1, that F ∪ {x} ⊆ ic(E)
and x ∈ rc(E) ⊆ rc(S). Thus, the map rc defines a closure operator.
According to stipulation (1) of Definition 7.2, the map rc is algebraic.
However, there are examples for which the ranked closure of the
empty set is empty and still there are no pairwise disjoint copies.
Example 7.2. Let TZ be the ordered tree on a countable set U in which
each interval is finite, every element has countably many successors and
a unique predecessor. Let G ∶= Aut(TZ). Then:
The powerset ℘(ω) is embeddable in G[U]. Any two copies pairwise
intersect. For x ∈ U is the set ↓x ∶= {y ∈ U ∣ y ≤ x} the intersection of
all copies containing x.
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7.1. The case of linear orders. Let Q = (Q;≤) be the linear order
of the rationals. For S ⊆ ω associate the copy SQ of Q given by:
SQ ∶= ((−1,0) ∩Q) ∪⋃
s∈S
((s, s + 1) ∩Q).
Because the binary relational structure Q is homogeneous, see [5], it
follows that SQ is a copy for the group Aut(Q) and hence that the
partial order (Aut(Q)[Q];⊂) of copies for the group Aut(Q) embeds
the partial order (℘(ω);⊂).
Let U = (U ;≤) be a linear order on a countable set U and let G be
the group of automorphisms of U. Clearly, every finite orbit of G is a
singleton set, that is a linear order of order type 1. Let ζ be the order
type of the integers and note that ζ0 is the order type 1. If U is the
natural linear order of the set of integers then all of the orbits of the
group G⟨{0}⟩ are singleton sets. That is Orb(G⟨{0}⟩) = {{i} ∣ i ∈ U}.
Implying that if an orbit of the group of automorphisms G of a linear
order U has order type ζ then the rank of this orbit is 1. If an orbit
of the group of automorphisms G of a linear order U has order type ζ2
then the rank of this orbit is 2. Consulting the discussion on powers
of linear orders of order type ζ and in particular Corollary 8.6 of the
Rosenstein book [17], we obtain using Lemma 3.2 and Theorem 7.1:
Theorem 7.2. Let U = (U ;≤) be a linear order on a countable set U
and let G be the group of automorphisms of U,then:
(1) Every orbit of G has order type ζγ or ζγ ⋅η for some ordinal
number γ. (The ordinal γ is the Hausdorff rank of the scattered
linear order ζγ.)
(2) There exists only one copy for G if and only if every orbit of G
has order type ζγ for some ordinal number γ. The rank of such
an orbit is then the ordinal γ.
(3) If the group G has an orbit of order type ζγ ⋅η then the partial
order (G[U];⊆) of copies for the group G embeds the partial
order (℘(ω);⊆).
8. An application to algebraically finite groups
Lemma 8.1. Let U be a countable set and G be a subgroup of S(U).
If rc(F ) = U for some finite subset F of U then rc(E) = U for all finite
subsets E of U .
Proof. Assume that there exists a finite subset F of U with rc(F ) = U .
Then according to Theorem 7.1 and Definition 7.2 and Lemma 3.2:
U = ic(F ) = ⋂{C ∈ G[U] ∣ F ⊆ C} = ⋂G⟨F ⟩[U]. Hence G⟨F ⟩ = {U}.
Implying according to Lemma 3.4 that G⟨E⟩ = {U} for all finite subsets
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E of U . Hence rc(E) = ic(E) = ⋂G⟨E⟩[U] = ⋂{U} = U for all finite
subsets E of U .
Corollary 8.1. Let U be a countable set and G be a subgroup of S(U)
with rc(∅) /= U . Let F be a finite subset of U . Then C ∶= rc(F ) /∈ G[U].
Proof. If C ∈ G[U] let f ∈ G with f[U] = C. According to Lemma 7.4
a type ⟨F ∣p⟩ is ranked if and only if the type ⟨F ∣p⟩C is ranked with
respect to the group action f[G] on C. It follows then from Lemma 8.1
that rc(∅) = C under the group action f[G] on C. Hence, every orbit
of the group f[G] is ranked. Which according to Lemma 7.4 implies
that every orbit of G is ranked and hence that rc(∅) = U .
Theorem 8.1. Let U be a countable set and G be a subgroup of S(U)
and rc(∅) /= U . Then for every finite subset F of U and every copy
C ∈ G[U] with F ⊆ C (hence rc(F ) ⊆ C), there exists:
An ω-sequence C = C0 ⊃ C1 ⊃ C2 ⊃ C3 ⊃ . . . of copies Ci ∈ G[U] for
which rc(F ) = ⋂i∈ω Ci.
Proof. Let F be a finite subset of U and let C0 ∶= C. It follows from
Lemma 8.1 that rc(F ) /= C. Implying that there exists an unranked
type with sockel F . Let P ∶= {pj ∣ j ∈ ω} be an ω-enumeration of the
union P of all the typesets G⟨F ∣p⟩ ∩ C with sockel F for unranked
types ⟨F ∣p⟩. If for a type ⟨F ∣p⟩ the typeset G⟨F ∣p⟩ ∩C is finite then
the rank of the type ⟨F ∣p⟩C with respect to the copy C is 0. It follows
from Lemma 7.4 that then the type ⟨F ∣p⟩ is ranked. Hence the set P
is infinite.
Assume now that we have already constructed a sequence C0 ⊃ C1 ⊃
C2 ⊃ ⋅ ⋅ ⋅ ⊃ Cn−1 ⊇ rc(F ) of copies. Then Cn−1 /= rc(F ) according to
Corollary 8.1. Let f ∈ G with f[U] = Cn−1. Let m be the smallest
index for which pm ∈ Cn−1. The type ⟨F ∣pm⟩ is unranked for the group
action G. Implying, according to Lemma 7.4 that the type ⟨F ∣pm⟩Cn−1
is unranked with respect to the group action f[G]. Implying that there
exists a copy Cn ⊂ Cn−1 with F ⊆ Cn ∈ (f[G])[Cn−1]. It follows from
Lemma 5.4 Item (5) that Cn ∈ G[U]. Because F ⊆ Cn it follows from
Lemma 7.3 that rc(F ) ⊆ Cn.
Corollary 8.2. Let U be a countable set and G be a subgroup of S(U).
Then for all finite subsets F and E of U with E ∩ rc(F ) = ∅ and for
every copy C with F ⊆ C:
(1) There exists a copy C ′ with C ′ ∩E = ∅ and with F ⊆ C ′ ⊆ C.
(2) For every function f ∈ G⟨F ⟩:
THE POSET OF COPIES 23
(a) rc(F ) = ic(F ) = ⋂(G⟨F ⟩)[U].
(b) f[rc(F )] = rc(F ).
Proof. According to Theorem 7.1, we have ac(F ) = rc(F ) for every
finite subset F ⊆ U . Hence, in our case, we have ac(F ) ∩ E = ∅.
Applying Corollary 3.2, we get Item (1).
Item (2a): rc(F ) = ic(F ) according to Theorem 7.1. Since ic(F ) =
⋂G[U]JF K according to Definition 7.2 and G[U]JF K = G[U]⟨F ⟩ ac-
cording to Lemma 3.2 we obtain ic(F ) = ⋂G[U]⟨F ⟩.
(2b): It follows from Definition 7.2 and from Lemma 4.2 that f[rc(F )] ⊆
rc(f[F ]) = rc(F ). The set f[U] is a copy containing F = f[F ] ⊆
f[rc(F )]. In particular it follows from Lemma 4.2 that f maps every
typeset of the types with sockel F to a subset of this typeset. Implying,
because U is the union of F together with the union of the typesets of
the types with sockel F , that if f would map the typeset of a ranked
type ⟨F ∣p⟩ to a proper subset then rc(F ) would not be a subset of
f[U]. But, it follows from Theorem 7.1 that rc(F ) ⊆ f[U].
Lemma 8.2. If G is a algebraically finite subgroup of S(U) then
rc(S) = ac(S) for every subset S of U .
Proof. It suffices to prove the lemma for finite subsets F of U . If⟨F ∣p⟩ is a type of rank 1 then there exists a finite F ′ ⊇ F so that every
continuation ⟨F ′ ∣ q⟩ of ⟨F ∣p⟩ has rank 0. Leading to the contradiction
that G⟨F ∣p⟩ ⊆ ⋃qG⟨F ′ ∣ q⟩ is finite and hence has rank 0. Hence, the
ranked closure of a finite set is the union of typesets of types which
have rank 0, that is the union of typesets which are finite and therefore
equal to the algebraic closure.
Lemma 8.3. Let U be a countably infinite set and G be a algebraically
finite subgroup of S(U) with ac(∅) = ∅. Then there exist two copies{C,D} ⊆ G[U] with C ∩D = ∅.
Proof. Let {ui ∣ i ∈ ω} be an ω-enumeration of the set U . For n ∈ ω
let Un = {ui ∣ i ∈ n}. Let C0 = D0 = U and V0 = W0 = ∅. Let g1 be
the identity map on U . For V1 ∶= {u0} the algebraic closure of V1 is
finite. Hence there exists, according to Corollary 8.2 Item (1) with E
for ac(V1) and F for ∅ and C for U , a copy D1 with ac(V1) ∩D1 = ∅.
The typeset G⟨∅ ∣u0⟩ of the type ⟨∅ ∣u0⟩ is infinite because ac(∅) =
∅. Implying according to Lemma 7.4 that the typeset G⟨∅ ∣u0⟩ ∩D1
of the type ⟨∅ ∣u0⟩D1 is infinite. Let w0 ∈ (G⟨∅ ∣u0⟩ ∩ D1) ∖ ac(V1)
and let W1 = {w0}. Note that there exists a function h1 ∈ G with
h1(u0) = w0. It follows from Theorem 7.1 that ac(W1) ⊆ D1. Hence
ac(V1)∩(ac(W1) = ∅. It follows using Corollary 8.2 Item (1) that there
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exists a copy C1 with ac(V1) ⊆ C1 ⊆ U and with ac(W1)∩C1 = ∅. Then
ac(V1) ⊆ C1 ∖D1 and ac(W1) ⊆ D1 ∖C1.
For n ∈ ω assume that there are copies Cn and Dn and sets Vn = {vi ∣
i ∈ n} with ac(Vn) ⊆ Cn ∖ Dn and Wn = {wi ∣ i ∈ n} with ac(Wn) ⊆
Dn ∖ Cn. Assume further that there are functions gn and hn in G
with gn(ui) = vi for all i ∈ n and hn(ui) = wi for all i ∈ n. Note that
ac(Vn) ∩ ac(Wn) = ∅ and that the set ac(Vn) ∪ ac(Wn) is finite. If
the typeset of the type ⟨Vn ∣ g(un)⟩ is finite then it is a subset of the
algebraic closure of Vn and hence a subset of Cn ∖Dn. In this case let
vn = gn(un) and gn+1 = gn. If the typeset of the type ⟨Vn ∣ g(un)⟩ is
infinite then the typeset of the type ⟨Vn ∣ g(un)⟩Cn is infinite. Implying
that there exists an element vn ∈ (G⟨Vn ∣ g(un)⟩ ∩ Cn) ∖ ac(Wn). Let
Vn+1 = Vn∪{vn}. There exists a function f ∈ G⟨Vn⟩ with f(gn(un)) = vn.
Let gn+1 = f ○ gn. According to Corollary 8.2 Item (1) there exists a
copy Cn+1 with ac(Vn+1) ⊆ Cn+1 and with Cn+1 ∩ (ac(Wn) = ∅.
If the typeset of the type ⟨Wn ∣h(un)⟩ is finite then it is a subset of
the algebraic closure ofWn and hence a subset ofDn∖Cn+1. In this case
let wn = hn(un) and hn+1 = hn. If the typeset of the type ⟨Wn ∣h(un)⟩ is
infinite then the typeset of the type ⟨Wn ∣h(un)⟩Dn is infinite. Imply-
ing that there exists an element wn ∈ (G⟨Wn ∣h(un)⟩ ∩Dn) ∖ ac(Cn+1).
Let Wn+1 = Wn ∪ {wn}. There exists a function f ′ ∈ G⟨Wn⟩ with
f ′(hn(un)) = wn. Let hn+1 = f ′ ○ hn. According to Corollary 8.2
Item (1) there exists a copy Dn+1 with ac(Wn+1) ⊆ Dn+1 and with
Dn+1 ∩ ac(Vn+1) = ∅. Then (ac(Vn+1) ⊆ Cn+1 ∖ Dn+1 and ac(Wn+1) ⊆
Dn+1 ∖Cn+1.
Recursively for every n ∈ ω there exists a set Vn = {vi ∣ i ∈ n} and a
set Wn = {wi ∣ i ∈ n} for which Vn ∩Wn = ∅ and there exists a function
gn ∈ G and a function hn ∈ G with gn(ui) = vi for all i ∈ n and with
hn(ui) = wi for all i ∈ n. Let V = ⋃n∈ω Vn and let W = ⋃n∈ωWn. Then
V ∩W = ∅. Let g ∶ U → V be the function with g(ui) = vi for all
i ∈ ω. Then g ∈ G[U] implying that V is a copy. Let h ∶ U →W be the
function with h(ui) = wi for all i ∈ ω. Then h ∈ G[U] implying that W
is a copy.
Theorem 8.2. Let U be a countable set and G be a algebraically finite
subgroup of S(U) and F a finite subset of U . Then there exist two
copies {C,D} ⊆ G[U] with C ∩D = ac(F ).
Proof. It follows from Lemma 3.2 that every copy containing the
finite set ac(F ) is a copy of the group G⟨ac(F )⟩. Let V = U ∖ (ac(F )).
Every copy I of the group G⟨ac(F )⟩ is the disjoint union of ac(F ) and
I ∩ V . The set H = {g↾V ∣ g ∈ G} of functions is a subgroup of the
symmetric S(V ) and the function σ ∶ G → H with σ(g) = g ↾V is a
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group action automorphism. A subset I of U is a copy for the group
G if and only if I ∩ V is a copy for the group H. Because acH(∅) = ∅
the Theorem follows from Lemma 8.3.
9. The lattice of intersections of copies
Let U be a set. A Moore family on U is a collection M of subsets of
U which is closed under intersections. The map F → φM(F ) ∶= ⋂{X ∈M ∶ F ⊆ X} is the closure operator associated with the Moore family.
This closure operator is algebraic if it is closed under union of chains;
equivalently, the Moore family is topologically closed in ℘(U) equipped
with the product topology. If a closure operator is algebraic, the Moore
family, once ordered by inclusion, forms an algebraic lattice, i.e. a
complete lattice in which every element is a join(possibly infinite) of
compact elements, an element x being compact if x ≤ ⋁X in the latticeM implies x ≤ ⋁X ′ for some finite subset of X (but the converse is
false in general)(see [6] for information about algebraic lattices). Let
G be a subgroup of S(U) and G[U] the set of copies. We denote by
Ĝ[U] the set of intersections of members of G[U]. Being closed under
intersections this set is a Moore family ; once ordered by inclusion, this
family of intersections is a complete lattice. The map F → ic(F ) is the
closure operator associated with the above Moore family. If the closure
F → ic(F ) is algebraic then Ĝ[U] is an algebraic lattice. We do not
know if the converse holds. In fact:
Problem 9.1. Is Ĝ[U] an algebraic lattice? Is the closure F → ic(F )
algebraic?
Let us recall that an element u of a poset P is completely meet-
irreducible if the poset P contains an element, denoted u+, such that
u+ > u and y ≥ u+ for all y > u, with y ∈ P .
Lemma 9.1. If U is countable, the following properties are equivalent
for every element C ∈ Ĝ[U]:
(i) C is completely meet-irreducible;
(ii) C ∈ G[U] and there is an element x ∈ U ∖ C such that C is
maximal among the set of copies G[U] not containing x.
Proof. Let C be a completely meet-irreducible element of Ĝ[U].
Then trivially C ∈ G[U]. Let x ∈ U ∖ C. According to Corollary 5.2
there is some maximal member of G[U] which contains C and not x.
For each x ∈ U ∖C, let Cx be such an element. Then clearly, C = ⋂{Cx ∶
x ∈ U ∖ C}. Since C is completely meet-irreducible then C = Cx for
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some x ∈ U ∖C. Conversely, set C+ ∶= {J ∈ G[U] ∶ {x} ∪C ⊆ J}. Since,
by hypothesis every J ∈ G[U] with C ⊂ J will contain x, it follows that
C+ ⊆ J . Hence C is completely meet-irreducible.
Corollary 9.1. If U is countable, every member of Ĝ[U] is an inter-
section of completely meet-irreducible elements.
Proof. Let J ∈ Ĝ[U]. For every x ∈ U ∖ J there is some C ′ ∈ G[U]
such that J ⊆ C ′ and x ∈ U ∖ C ′. According to Lemma 9.1 above
every C maximal among the members of G[U] containing C ′ and not
containing x is completely meet-irreducible. The intersection of those
C is J .
Theorem 9.1. Let U be a countable set and G be a subgroup of S(U).
Then for every subset S of U , the ranked closure rc(S) of S, is equal to
the least element of G[U] containing S, where G[U] is the topological
closure of G[U] in ℘(U) for the powerset topology .
Proof. According to Lemma 2.1, G[U] = Grc[U], thus G[U] is closed
under intersection, and the closure of S w.r.t. this closure system is
equal to the closure of S w.r.t. G
rc[U].
Lemma 9.2. Let U be a countable set and G be a subgroup of S(U).
Then the closure operator associated with Ĝ[U] is algebraic if and only
if Ĝ[U] = G[U].
Proof. The Moore family Ĝ[U] defines an algebraic closure system
if and only if it is closed in ℘(U) equipped with the product topology.
Since G[U] ⊆ Ĝ[U] ⊆ G[U] by Lemma 2.1, it is closed if and only if it
is equal to G[U].
Problem 9.2. Is rc(S) = ic(S) for all subsets S of U?
Problem 9.3. Suppose that there is more than one copy. Does then U
contain an infinite independent set w.r.t the closure system given by the
collection of intersections of copies. That is an infinite subset S such
that x /∈ ic(S ∖ {x}) for every x ∈ S? Does this conclusion hold under
the additional assumption that the algebraic closure of every finite set
is finite? (The group is then algebraically finite.)
10. Embedding the powerset of ℵ0
Theorem 10.1. Let M ∶= (M,Ri)i∈I be an infinite countable relational
structure with language L in which T ∶= Th(M) is ℵ0-categorical. Let
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Q be the set of rational numbers and let B be the lattice of subsets of
Q ordered under set inclusion. Let C be the family of subsets N ⊆ M
for which M↾N , the restriction of M to N , is isomorphic to M. (i.e.,
C is the set of copies.) Then for C ordered by set inclusion there exists
an order embedding of B into C.
Proof. Step 1: Let M0 ∶= M with language L0 ∶= L. Add Skolem
functions expanding M to a structure M′. This is done iteratively. Fix
an element, say ν ∈ M . For each L0 formula ∃xϕ(x, y1, . . . , yn), with
at most y1, . . . , yn occurring freely, add a function f∃xϕ ∶Mn →M and
axiom:
∃xϕ(x, y1, . . . , yn)↔ ϕ[f∃xϕ∣(y1, . . . , yn), y1, . . . , yn].
Expand M0 to M1 using the axiom of choice to pick a witness when
∃xϕ(x, y1, . . . , yn) holds for f∃xϕ∣(y1, . . . , yn) and define f∃xϕ(y1, . . . , yn) =
ν otherwise. This gives the language L1 and the expansion M1 of M0.
Iterate to form Lk ⊆ Lk+1 and Mk+1 an expansion of Mk. Then L′ is
the union of the Lk and M′ the common expansion of the structures
Mk in the natural way. Let T ′ be the theory of M′.
It is a standard fact that if S with domain S is a substructure,
(in the expanded language,) of M′ then it is an elementary substruc-
ture of M′. (It is easy to check that if {n1, n2, . . . , nk} ⊆ S and if
∃xϕ(x,n1, n2, . . . , nk) is a sentence true in M′ then f∃xϕ(ni . . . nk) ∈ S
and M′ ⊧ ϕ[f∃xϕ(n1, . . . , nk), n1, . . . , nk].)
Step 2: We use Theorem 3.3.10 of [3]:
Theorem: Let T be a theory in L with infinite models, and let ⟨X,<⟩
be a simply ordered set. Then there is a model A of T with X subset
of the domain of A and such that X is a set of indiscernibles in A.
Indiscernibles with respect to Theorem 10 in [3] means order indis-
cernibles. Translated to our notation we obtain:
Theorem: There is a model M′′ of L′ with Q subset of the domain
M ′′ of M′′ and such that Q is a set of indiscernibles in A.
Let A be the reduct of M′′ to L. Because the structure M is ℵ0-
categorical we may assume without loss of generality that M = A.
For X ⊂ Q let M′X be the closure of X under Skolem functions.
Because M′X is an elementary restriction of M
′, the theory of M′X is
T ′ and hence the reduct to L is a model whose theory is T . Implying,
again due to categoricity, that M′X is a copy of M. Note that ν ∈M
′
X
only if there is a term f∃xϕ(x1, . . . , xk) for which ∃xϕ(x,x1, . . . , xk)
holds. Also, it is clear that X ⊆ X1 implies M′X ⊆ M
′
X1
. It remains
to prove that if X /= X1 then M′X /= M′X1. This will follow from the
following:
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Claim: Let X ⊆ Q then M′X ∩X =X .
Let y /∈X but y ∈M′X , for a contradiction. Then there is a term t of L′
and rationals x1 < ⋅ ⋅ ⋅ < xk in X so that y = t(x1, . . . , xk). According to
construction M′ ⊧ ∃!x (x = t(x1, . . . , xk)). But if a rational y is in the
same interval of x1, . . . , xk as x then M′ ⊧ y = t(x1, . . . , xk), because
the rationals form a set of order indiscernables.
Theorem 10.2. Let U be a countable set and G be an oligomorphic
subgroup of S(U). Then there exists an embedding of (℘(ω);⊆), the
power set of ω ordered by inclusion, into (G[U];⊆), the set of copies
for the group G ordered by inclusion.
Proof. Let M be the homogeneous canonical relational structure
associated with the group G. (See [1] page 26.) Then G = Aut(M). It
follows from [16] that the structure M is ℵ0-categorical. Let C be the
family of subsets N ⊆M for which M↾N , the restriction of M to N , is
isomorphic to M. Then C is the set of copies of M. The structure M
is homogeneous implying that C is also the set of copies for the group
G, that is C = G[U]. The Theorem follows from Theorem 10.1.
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