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ABSTRACT
Since the scale factor and the crossover rate significantly influence
the performance of differential evolution (DE), parameter adapta-
tion methods (PAMs) for the two parameters have been well studied
in the DE community. Although PAMs can sufficiently improve the
effectiveness of DE, PAMs are poorly understood (e.g., the working
principle of PAMs). One of the difficulties in understanding PAMs
comes from the unclarity of the parameter space that consists of the
scale factor and the crossover rate. This paper addresses this issue
by analyzing adaptive parameter landscapes in PAMs for DE. First,
we propose a concept of an adaptive parameter landscape, which
captures a moment in a parameter adaptation process. For each iter-
ation, each individual in the population has its adaptive parameter
landscape. Second, we propose a method of analyzing adaptive pa-
rameter landscapes using a 1-step-lookahead greedy improvement
metric. Third, we examine adaptive parameter landscapes in three
PAMs by using the proposed method. Results provide insightful
information about PAMs in DE.
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1 INTRODUCTION
This paper considers a black-box numerical optimization. These
problems involve finding ad-dimensional solution x = (x1, ...,xd )⊤
that minimizes a given objective function f : Rd → R, x 7→ f (x).
Any explicit knowledge of f is not given in black-box optimization.
Differential Evolution (DE) is a variant of evolutionary algo-
rithms (EAs) mainly for black-box numerical optimization [40].
The results in the annual IEEE CEC competitions have shown that
DE is competitive with more complex optimizers despite its relative
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simplicity. A number of previous studies have also demonstrated
the effectiveness of DE in real-world applications [8, 9].
Main control parameters in the basic DE [40] include the popu-
lation size n, the scaling factor F , and the crossover rate C . From
the late 1990s to the early 2000s, it had been believed that the per-
formance of DE is robust with respect to the settings of F and C
[40]. However, some studies in the mid-2000s demonstrated that
the performance of DE is sensitive to the settings of the control
parameters [7, 14, 55]. In general, the performance of EAs signifi-
cantly depends on the characteristics of a given problem and the
state of the search progress [12]. Thus, a fixed parameter setting
(e.g., F = 0.5 and C = 0.9) does not yield the best performance
of an EA. For these reasons, DE algorithms that automatically ad-
just the control parameters (mainly F and C) have received much
attention in the DE community since the mid-2000s. Representa-
tive adaptive DE algorithms include jDE [7], SaDE [37], JADE [53],
EPSDE [28], and SHADE [42]. These adaptive DE algorithms have
mechanisms to adaptively adjust the F andC parameters during the
search process. Parameter control methods in EAs can be classified
into deterministic, adaptive, and self-adaptive control methods [12].
Although some DE algorithms with deterministic and self-adaptive
approaches have been proposed (e.g., [32, 48]), adaptive approaches
have mainly been studied in the DE community [45].
As in [44, 45], this paper explicitly distinguishes “an adaptive
DE” and “a parameter adaptation method (PAM) in an adaptive DE”.
While “an adaptive DE” is a complex algorithm that consists of
multiple components, “a PAM” is a single component only for adap-
tively adjusting F and C values. As explained in [45], “L-SHADE”
[46] is “an adaptive DE” that mainly consists of the following four
components: (a) the current-to-pbest/1 mutation strategy [53], (b)
the binomial crossover, (c) the “PAM” in SHADE [42], and (d) the
linear population size reduction strategy. In this paper, we are in-
terested in (c) the “PAM” in SHADE, rather than L-SHADE.
While most previous studies focused on “adaptive DE algorithms”
(e.g., [38, 52]), only a few previous studies tried to examine “PAMs”
in DE. Zielinski et al. investigated the performance of some PAMs
for constrained optimization in an isolated manner [54]. Similar
benchmarking studies for multi- and single-objective optimization
were performed in [10, 45], respectively. In [43], a lower bound on
the performance of PAMs was analyzed by using an oracle-based
method for approximating an optimal parameter adaptation process
in DE. A simulation framework for quantitatively evaluating the
adaptation ability of PAMs was also proposed in [44].
One of the difficulties in analyzing PAMs comes from the unclar-
ity of the control parameter space that consists of F andC . For each
iteration t , a PAM generates a parameter pair of F ti and C
t
i values
θ ti = (F ti ,Cti ) for the i-th individual xti in the population, where
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Table 1: Summary of the three landscape analysis.
Landscape analysis Target space Height
Fitness landscape analysis Solutions of a given problem Fitness (or objective) values of solutions
Parameter landscape analysis Static parameters in an EA (e.g., DE) Expected performance of an EA with parameters
Adaptive parameter landscape analysis Dynamic parameters adjusted by a PAM 1-step-lookahead greedy improvement metric (G1) of parameters
i ∈ {1, ...,n}. It is desirable that a trial vector uti (a child or a new
solution) generated with θ ti is better than its parent x
t
i in terms
of their objective values. Generating a good θ ti can be viewed as
a two-dimensional numerical optimization problem. The goal of
this problem is to find the optimal parameter pair θ∗,ti ∈ Θti that
minimizes the objective value of a trial vector uti , where Θ
t
i ⊆ R2
is a set of all feasible pairs of F and C values. Although the prop-
erties of Θti (NOT the optimal parameter) can provide insightful
information about PAMs, they have never been analyzed in the DE
community and the evolutionary computation community.
This paper tries to understand Θti by analyzing its adaptive pa-
rameter landscape. The term “adaptive parameter landscapes” is a
new concept proposed in this paper inspired by recent work on
parameter landscapes [20, 36, 51]. As reviewed in [27, 31, 35], fitness
landscapes have been well studied in the evolutionary computation
community. In contrast, the field of parameter landscape analysis
is relatively new. A parameter landscape consists of feasible pa-
rameter values in an EA. The “height” in parameter landscapes is
the expected performance (or the utility) of an EA with control
parameters on training problem instances [13]. An adaptive param-
eter landscape proposed in this paper can be viewed as a dynamic
version of a parameter landscape influenced by a PAM. For each
iteration t , each individual xti in the population has its adaptive
parameter landscape that consists of Θti . A PAM can be intuitively
analyzed by investigating its adaptive parameter landscapes. Table 1
summarizes differences in fitness landscapes, parameter landscapes,
and adaptive parameter landscapes. They are explained in Sections
2.3, 2.4, and 3.1, respectively.
Our contributions in this paper are at least threefold:
(1) We propose a concept of adaptive parameter landscapes,
which are landscapes of dynamic parameters adjusted by
PAMs. This is the first study to address such dynamically
changing parameter landscapes in the DE community and
the evolutionary computation community.
(2) We propose a method of analyzing adaptive parameter land-
scapes using a 1-step-lookahead greedy improvement metric.
(3) We examine adaptive parameter landscapes in three repre-
sentative PAMs on the 24 BBOB functions [17] by using the
proposed method. Results provide insightful information
about PAMs. Our observations are summarized in Section 6.
The rest of this paper is organized as follows. Section 2 provides
some preliminaries. Section 3 explains the concept of adaptive
parameter landscapes and the proposed analysis method. Section 4
describes the setting of our computational experiments. Section 5
shows analysis results. Section 6 concludes this paper.
2 PRELIMINARIES
First, Section 2.1 explains the basic DE with a PAM. Then, Section
2.2 describes three PAMs in DE (the PAMs in jDE [7], JADE [53], and
SHADE [42]). Finally, Sections 2.3 and 2.4 explain fitness landscape
analysis and parameter landscape analysis, respectively.
2.1 The basic DE with a PAM
Algorithm 1 shows the overall procedure of the basic DE algorithm
with a PAM. Below, we explain DE in an unusual manner for a better
understanding of the proposed G1 metric in Section 3.2.
At the beginning of the search t = 1, the population P t =
{xt1, ...,xtn } is initialized (line 1), where n is the population size.
For each i ∈ {1, ...,n}, xti is the i-th individual in the population P t .
Each individual represents a d-dimensional solution of a problem.
For each j ∈ {1, ...,d}, xti, j is the j-th element of xti .
After the initialization of P t , the following steps (lines 2–14) are
repeatedly performed until a termination condition is satisfied. For
each xti , a parameter pair θ
t
i = (F ti ,Cti ) is generated by a PAM (line
4). The scale factor F ti > 0 controls the magnitude of the mutation.
The crossover rate Cti ∈ [0, 1] controls the number of elements
inherited from xti to a trial vector (child) u
t
i . When θ
t
i is fixed for
all individuals in the entire search process, Algorithm 1 becomes
the classical DE without any PAM [40].
A set of parent indices R = {r1, r2, ...} are randomly selected
from {1, ...,n}\{i} such that they differ from each other (line 5). For
each xti , a mutant vector v
t
i is generated by applying a differential
mutation to xtr1 ,x
t
r2 , ... (line 6). Although a number of mutation
strategies have been proposed in the literature [9], we consider the
following two representative mutation strategies:
vti = x
t
r1 + F
t
i (xtr2 − xtr3 ), (1)
vti = x
t
i + F
t
i (xtpbest − xti ) + F ti (xtr1 − x˜tr2 ), (2)
where the strategy in (1) is rand/1 [40], and the strategy in (2)
is current-to-pbest/1 [53]. The rand/1 strategy is the most basic
strategy, and the current-to-pbest/1 strategy is one of the most
efficient strategies used in recent work (e.g., [42], [46], [53]). For
each individual, the individual xtpbest is randomly selected from the
top “max(⌊n × p⌋, 2)” individuals in P t , where p ∈ [0, 1] controls
the greediness of current-to-pbest/1. The individual x˜tr2 in (2) is
randomly selected from a union of P t and an external archive
At , where inferior parent individuals are preserved in At (how to
update At is explained later).
After the mutant vectorvti has been generated for each x
t
i , a trial
vector uti is generated by applying crossover to x
t
i and v
t
i (lines
7–9). In this paper, we use binomial crossover [40], which is the
most representative crossover method in DE. First, a d-dimensional
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Algorithm 1: The basic DE algorithm with a PAM
1 t ← 1, initialize P t = {x t1, ..., x tn } randomly;
2 while The termination criteria are not met do
3 for i ∈ {1, ..., n } do
4 Sample a parameter pair θ ti = (F ti , C ti );
5 R ← A set of randomly selected indices from {1, ..., n } \ {i };
6 v ti ← mutation(P t , R, F ti );
7 s ← A randomly generated d -dimensional vector (s1, ..., sd )⊤ ;
8 jrand ← A randomly selected number from {1, ..., d };
9 u ti ← crossover(x ti , v ti , C ti , s, jrand);
10 for i ∈ {1, ..., n } do
11 if f (u ti ) ≤ f (x ti ) then x t+1i ← u ti ;
12 else x t+1i ← x ti ;
13 Update internal parameters for adaptation of F and C ;
14 t ← t + 1;
vector s = (s1, ..., sd )T is generated (line 7), where each element in
s is randomly selected from [0, 1]. An index jrand is also randomly
selected from {1, ...,d} (line 8). Then, for each i ∈ {1, ...,n}, the
trial vector uti is generated as follows (line 9):
uti, j =
{
vti, j if sj ≤ Cti or j = jrand
xti, j otherwise
, (3)
where the existence of jrand ensures that at least one element is
inherited fromvti even when C
t
i = 0.
After the trial vector uti has been generated for each x
t
i , the
environmental selection is performed in a pair-wise manner (lines
10–12). For each i ∈ {1, ...,n}, xti is compared with uti . The better
one between xti and u
t
i survives to the next iteration t + 1. The
individuals that were worse than the trial vectors are preserved
in the external archive A used in (2). When the size of the archive
exceeds a pre-defined size, randomly selected individuals are deleted
to keep the archive size constant. After the environmental selection,
some internal parameters in a PAM are updated (line 13).
2.2 Three PAMs for DE
We briefly explain the following three representative PAMs for DE:
the PAM for jDE (P-jDE), the PAM for JADE (P-JADE), and the
PAM for SHADE (P-SHADE). Our explanations are based on [45].
Although we briefly explain the three PAMs due to space constraint,
their detailed explanations with precisely described pseudo-codes
can be found in [45]. Below, the generation of the trial vector uti
is said to be successful if f (uti ) ≤ f (xti ) (line 11 in Algorithm 1).
Otherwise, the generation of uti is said to be failed.
P-jDE [7] assigns a pair of F ti and C
t
i to each x
t
i in P
t . At the
beginning of the search, these parameter values are initialized to
F ti = 0.5 and C
t
i = 0.9 for each i ∈ {1, ...,n}. In each iteration
t , F trial,ti and C
trial,t
i used for the generation of u
t
i are inherited
from xti as follows: F
trial,t
i = F
t
i and C
trial,t
i = C
t
i . However, with
pre-defined probabilities τF and τC , these values are randomly gen-
erated as follows: F trial,ti = randu[0.1, 1] and Ctrial,ti = randu[0, 1].
Here, randu[a,b] is a value selected uniformly randomly from
[a,b]. In general, the two hyper-parameters τF and τC are set to
0.1. When the generation of ui,t is successful, F t+1i = F
trial,t
i and
Ct+1i = C
trial,t
i . Otherwise, F
t+1
i = F
t
i and C
t+1
i = C
t
i .
P-JADE [53] adaptively adjusts F and C values using two meta-
parameters µF and µC , respectively. For t = 1, both µF and µC
are initialized to 0.5. For each iteration t , F ti and C
t
i are generated
as follows: F ti = randc(µF , 0.1) and Cti = randn(µC , 0.1). Here,
randn(µ,σ 2) is a value selected randomly from a Normal distri-
bution with mean µ and variance σ 2. Also, randc(µ,σ ) is a value
selected randomly from a Cauchy distribution with location pa-
rameter µ and scale parameter σ . At the end of each iteration,
µF and µC are updated based on sets SF and SC of successful
F and C values as follows: µF = (1 − c) µF + c meanL(SF ) and
µC = (1 − c) µC + c meanA(SC ). Here, c ∈ [0, 1] is a learning rate.
In general, c = 0.1. While meanA(SF ) is the arithmetic mean of SF ,
meanL(SC ) is the Lehmer mean of SC .
P-SHADE [42] adaptively adjusts F and C using historical mem-
ories MF = (MF1 , ...,MFH ) and MC = (MC1 , ...,MCH ). Here, H is a
memory size. H = 10 was recommended in [44]. For t = 1, all ele-
ments inMF andMC are initialized to 0.5. As reviewed in [45], some
slightly different versions of P-SHADE have been proposed by the
same authors. As in [45], this paper considers the simplest version
of P-SHADE presented in [44]. In each iteration t , F ti andC
t
i are gen-
erated as follows: F ti = randc(MFr , 0.1) and Cti = randn(MCr , 0.1),
where r is an index randomly selected from {1, ...,H }. At the end
of each iteration, the k-th elements in MF and MC are updated
as follows: MFk = meanL(SF ) and MCk = meanL(SC ). An index
k ∈ {1, ...,H } represents the position to be updated and is incre-
mented on every update. If k > H , k is re-initialized to 1.
2.3 Fitness landscape
According to Pitzer and Affenzeller [35], a fitness landscape Lf in a
numerical optimization problem is defined by a 3-tuple as follows:
Lf = (X, f ,D), (4)
whereX ⊆ Rd is the solution space (i.e., a set of all feasible solutions
x ). Also, f : x 7→ f (x) is the objective function of a given problem.
D : x × x 7→ R is a distance function between two solutions (e.g.,
the Euclidean distance).
An analysis of Lf can provide useful information even for black-
box optimization. For example, if the features of a given problem
(e.g., ruggedness and neutrality) becomes clear by analyzing Lf , an
appropriate optimizer can be selected [31]. A number of methods
for analyzing Lf have been proposed in the literature [27, 35]. Rep-
resentative methods include fitness distance correlation (FDC) [24],
dispersion metric (DISP) [26], and evolvability [39]. Recently, more
sophisticated methods have been proposed, such as exploratory
landscape analysis (ELA) [29] and local optima networks (LON) [1].
These methods can quantify at least one feature about Lf . For ex-
ample, the FDC value represents a global structure of Lf based on
the correlation between the distance from solutions to the optimal
solution and their objective values.
2.4 Parameter landscape
Roughly speaking, a parameter tuning problem [13] involves find-
ing a tuple θ of control parameters that optimizes the empirically
estimated performance of an algorithm on a set of training problem
instances. For example, a parameter tuning problem for the basic
DE with no PAM can be defined as a problem to find θ = (F ,C)
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that minimizes the average objective values of best-so-far solutions
on the Sphere, Rastrigin, and Rosenbrock functions. In general, the
parameter tuning problem addresses only numerical parameters.
In contrast, an algorithm configuration problem [22] addresses
numerical, ordinal (e.g., low, medium, and high), and categorical
parameters (e.g., the choice of mutation strategies). According to
[21], parameter tuning is a problem that involves only numerical pa-
rameters, while algorithm configuration is a problem that involves
many categorical parameters. The parameter tuning problem can
be viewed as a special case of the algorithm configuration problem.
Parameter landscapes appear in parameter tuning problems.
Since it is difficult to define a distance function for categorical pa-
rameters, the field of parameter landscape analysis considers only
numerical parameters as in [36]. The term “parameter landscapes”
was first coined in [51]. Parameter landscapes were also denoted
as “performance landscapes” [50], “meta-fitness landscapes” [34],
“utility landscapes” [13], “ERT landscapes” [5], “parameter configu-
ration landscapes” [20], and “algorithm configuration landscapes”
[36]. To avoid any confusion, we use the term “parameter land-
scapes” throughout this paper. Since only numerical parameters
are considered, we believe that the term “parameter landscapes” is
appropriate. Although some previous studies (e.g., [4, 25]) did not
use the term “landscapes”, they essentially investigated parameter
landscapes.
According to Harrison et al. [20], a parameter landscape Lp in a
parameter tuning problem is formally defined as follows:
Lp = (Θ,M,D), (5)
where the definition of Lp in (5) is a slightly different version
of the original one in [20]. Θ is the numerical parameter space
(i.e., a set of all feasible parameters θ ). Also, M : θ 7→ M(θ ) is a
performance metric that empirically estimates the performance
of a given algorithm on a set of training problem instances (e.g.,
the average of objective values [20] and PAR10 [36]). Similar to (4),
D : θ × θ 7→ R is a distance function between two parameters.
Helpful information about parameter tuning and an algorithm
can be obtained by analyzingLp . For example, as mentioned in [50],
if Lp is multimodal, a global parameter tuner may perform better
than a local parameter tuner. As demonstrated in [51], an influence
of multiple parameters on the performance of an algorithm can be
visually discussed by analyzing Lp .
3 PROPOSED ADAPTIVE PARAMETER
LANDSCAPE ANALYSIS
First, Section 3.1 explains the proposed concept of adaptive pa-
rameter landscapes. Then, Section 3.2 introduces a 1-step greedy
fitness improvement (G1) metric, which is a performance metric
for adaptive parameter landscapes. Finally, Section 3.3 proposes the
method of analyzing adaptive parameter landscapes.
3.1 Adaptive parameter landscape
We define an adaptive parameter landscape La in a PAM as follows:
La = (Θti ,M,D), (6)
whereΘti is the numerical parameter space for the i-th individual in
the population at iteration t (i.e., a set of all feasible parameters θ ti ).
The difference between Lp in (5) and La in (6) is only the target
space (Θ vs. Θti ). While Θ in Lp is static, Θti in La is dynamic. An
adaptive parameter landscape can be viewed as a parameter land-
scape that captures a moment in a parameter adaptation process.
Our ultimate goal is to understand PAMs for DE. While there
have been significant contributions in analyzing DE itself in recent
years (e.g., [3, 33]), only a few previous studies examined PAMs for
DE (see Section 1). One reason is that very little is known about
dynamically changing parameter spaces handled by PAMs. We
believe that this issue can be addressed by analyzing adaptive pa-
rameter landscapes. A better understanding of adaptive parameter
landscapes in PAMs can also lead to design a more efficient PAM.
Recall that Table 1 in Section 1 has already summarized the dif-
ferences in a fitness landscape Lf in (4), a parameter landscape Lp
in (5), and an adaptive parameter landscape La in (6). Very recently,
Jankovic and Doerr [23] investigated dynamic fitness landscapes
seen from CMA-ES [18]. They denoted their analysis as “adaptive
landscape analysis”. While “adaptive landscape analysis” focuses
on fitness landscapes of a problem, our adaptive parameter land-
scape analysis focuses on dynamic parameter landscapes adaptively
adjusted by PAMs. Thus, the names “adaptive landscape analysis”
and “adaptive parameter landscape analysis” are similar, but they
are totally different from each other. As analyzed in [6, 11, 19], the
best parameter settings in EAs depend on the maximum number
of function evaluations when the performance of EAs is estimated
based on final results (e.g., the objective value of the best-so-far
solution at the end of each run). We are interested in dynamically
changing parameter landscapes, rather than such static parameter
landscapes limited by a termination criterion.
Automated algorithm methods based on fitness landscape fea-
tures of a given problem have been well studied in the evolutionary
computation community [31]. Note that an adaptive parameter
landscape analysis do not mean such a parameter selection ap-
proach that seeks the best static parameters (i.e., F and C , not F ti
and Cti ) based on fitness landscape features in a one-shot manner.
For example, this paper is unrelated to [5].
3.2 1-step-lookahead greedy improvement
metric (G1)
One critical obstacle in analyzing an adaptive parameter landscape
La in (6) is how to define the performance metricM . For an analysis
of a parameter landscape Lp in (5), some performance metrics
can be derived from the field of parameter tuning without any
significant change (e.g., PAR10 as mentioned in Section 2.4). In
contrast,M in La is not obvious.
Here, we introduce a 1-step-lookahead greedy improvement (G1)
metric as a performance metricM for analyzing La . As explained
in Section 2.1 using Algorithm 1, DE generates the trial vector uti
for each parent individual xti (i ∈ {1, ...,n}) at each iteration t .
A parameter pair of F and C values θ ti = (F ti ,Cti ) is used for the
generation of uti . We define the G1 value of θ
t
i as follows:
G1(θ ti ) =
{f (xti ) − f (uti ) if f (uti ) < f (xti )
0 otherwise
. (7)
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The G1(θ ti ) value in (7) represents how significantly θ ti con-
tributes to generate a better uti than x
t
i in terms of the objective
value. A large G1 value indicates that the corresponding θ ti can
generate a gooduti . For example, let us consider the following three
parameter pairs used for the generation of uti : θ
t
i,1, θ
t
i,2, and θ
t
i,3.
Their G1 values are also as follows: G1(θ ti,1) = 0.7, G1(θ ti,2) = 1.2,
and G1(θ ti,3) = 0. In this case, θ ti,2 is the best in the three parameter
pairs in terms of G1. The objective value of xti can be significantly
improved by using θ ti,2. G1(θ ti,3) = 0 means that uti generated by
using θ ti,3 is inferior (or equal) to x
t
i . Note that the G1 value is
always non-negative. In DE, an inferior trial vector compared to
its parent individual cannot survive to the next iteration. For this
reason, we equally treat all parameter pairs of F and C values that
generate worse trial vectors than their parent individuals.
The idea of measuring the fitness improvement value as in (7)
itself is not new at all. Such an approach can be found in the litera-
ture (e.g., [16, 49]). In contrast to previous studies, the G1 metric
aims to capture adaptive parameter landscapes by the proposed
method explained in the next section.
3.3 Method for analyzing La
We explain the proposed method of analyzing La . Our proposed
method can be incorporated into DE in Algorithm 1 with no change.
The procedure of our proposed method is totally independent from
that of DE. Thus, the search behavior of DE with and without our
proposed method is exactly the same.
First, m parameter pairs θ ti,1, ...,θ
t
i,m are generated for each
individual xti at iteration t (line 4 in Algorithm 1). Although any
generation method can be used (e.g., the random sampling method),
we generate m parameter pairs in a grid manner in this study.
We generate 50 × 50 parameter pairs in the ranges F ∈ [0, 1] and
C ∈ [0, 1]. Thus, m = 50 × 50 = 2 500 in this study. Figure 1(a)
shows the distribution of the 50×50 parameter pairs. We notice that
any differential mutation strategy with F = 0 does not work well,
resulting poor performance of DE. Just for the sake of simplicity,
we include F = 0 in the set of parameter pairs. Since the G1 value of
poor parameter pairs is 0, the inclusion F = 0 does not significantly
influence our analysis of La . We also notice that the upper value
of F is unbounded in principle, but it was generally set to 1 in most
previous studies (e.g., [7, 28, 42, 53]).
Then, we calculate the G1 values of the m parameter pairs
G1(θ ti,1), ...,G1(θ ti,m ) by simply generating m trial vectors uti,1,
..., uti,m . Their objective values f (uti,1), ..., f (uti,m ) are evaluated
by f . Then, for each j ∈ {1, ...,m}, G1(θ ti, j ) is calculated by (7). It
should be noted thatm extra function evaluations by f are needed
to calculate them objective values f (uti,1), ..., f (uti,m ).
In the proposed method, them extra function evaluations for
each individual are not counted in the function evaluations used in
the search. This manner is similar to GAO [43]. Them trial vectors
are used only for adaptive parameter landscape analysis and are
not used for the actual search. Independently of the generation of
them trial vectors, each individual xti generates its trial x
t
i as in
the traditional DE (lines 4–9 in Algorithm 1). As mentioned above,
the behavior of DE with any PAM does not change even when
generating them extra trial vectors.
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(b) Contour map of La
Figure 1: (a) Distribution of 50 × 50 pairs of F and C values
generated in a grid manner. (b) Contour map of its La .
The stochastic nature of the basic DE is due to (1) the random
selection of individual indices R = {r1, r2, ...} for mutation (line
5 in Algorithm 1) and (2) the generation of random numbers s =
(s1, ..., sd )⊤ and jrand for crossover (lines 7–8 in Algorithm 1). Thus,
the stochastic nature of DE can be “virtually” suppressed by fixing
these random factors (R, s , and jrand). For each iteration t , each
individual xti generates one actual trial vector u
t
i and them extra
trial vectorsuti,1, ...,u
t
i,m using the sameR, s , and jrand. When using
the current-to-pbest/1 strategy in (2), xtpbest must also be fixed. Note
that this suppression mechanism is used only to generate them
trial vectors for each individual xti .
Figure 1(b) shows the contour map of La based on the 50 × 50
parameter pairs in Figure 1(a). The height in La is the normalized
G1 value. For the sake of clarity, for each individualxti , we normalize
all G1 values into the range [0, 1] by using the maximum G1 value
G1max and the minimum G1 value G1min as follows: G1(θ ti, j ) =
(G1(θ ti, j ) − G1min)/(G1max − G1min), where j ∈ {1, ...,m}. The
contour map in Figure 1(b) is La in the 100-th individual in P-
SHADE on the 20-dimensional f1 in the BBOB function set [17].
Figure 1(b) shows La at the 100-th function evaluations. We used
the same experimental setting explained in Section 4. Details of the
setting are described in Section 4 later. Figure 1(b) is the same with
the most bottom left of Figure 2. In Figure 1(b), the parameter pair
of F = 0.78 andC = 1 is the best in them = 50× 50 parameter pairs
in terms of G1. As seen from Figure 1(b), the closer the parameter
pair is to the best parameter pair, the better the G1 value.
4 EXPERIMENTAL SETUP
We performed all experiments using the COCO software (https:
//github.com/numbbo/coco), which is standard in the GECCO black-
box optimization benchmarking (BBOB) workshops since 2009. We
used the 24 BBOB noiseless functions f1, ..., f24 [17], which are
grouped into the following five categories: separable functions
(f1, ..., f5), functions with low or moderate conditioning (f6, ..., f9),
functions with high conditioning and unimodal (f10, ..., f14), multi-
modal functions with adequate global structure (f15, ..., f19), and
multimodal functions with weak global structure (f20, ..., f24). The
dimensionality d of the BBOB functions was set to 2, 3, 5, 10, 20,
and 40. For each problem instance, 15 runs were performed. These
settings strictly adhere to the standard benchmarking procedure in
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Figure 2: Contourmaps of adaptive parameter landscapes in
P-SHADE on f1 with d = 20.
the GECCO BBOB workshops. The maximum number of function
evaluations was set to 10 000 × d .
We analyze the three PAMs (P-jDE, P-JADE, and P-SHADE)
explained in Section 2.2. Source code used in this study can be
downloaded from https://github.com/ryojitanabe/APL. We set their
hyper-parameters to the values recommended by the corresponding
articles. As in [7, 42, 53], we set the population sizen to 100.We used
the rand/1 and current-to-pbest/1 strategies described in Section
2.1. However, we show only results with current-to-pbest/1 due to
space constraints. As in [53], the control parameters of the current-
to-pbest/1 strategy were set as follows: p = 0.05 and |A| = n. We
used binomial crossover.
5 RESULTS
This section analyzes adaptive parameter landscapes in PAMs for
DE by the proposed method. Our findings are summarized in Sec-
tion 6. Section 5.1 discusses the shapes of adaptive parameter land-
scapes by using contour maps as in Figure 1(b). Section 5.2 examines
adaptive parameter landscapes using landscape measures.
5.1 Analysis with contour maps
Let us consider that a DE with the population size n = 100 termi-
nates the search at 10 000 function evaluations on a problem. In
this case, we can obtain 9 900 contour maps, where the first 100
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Figure 3: Contourmaps of adaptive parameter landscapes in
P-SHADE on f3 with d = 20.
evaluations out of 10 000 are for the initialization of the popula-
tion. Also, we performed 15 runs of the 3 PAMs on the 24 BBOB
functions with the 6 dimensionalities d ∈ {2, 3, 5, 10, 20, 40}. Even
if all runs terminate at 10 000 function evaluations, we can obtain
64 152 000 contour maps (= 9 900 × 15 × 3 × 24 × 6) contour maps.
It is impossible and meaningless to show 64 152 000 contour maps
in this paper.
For the above-mentioned reason, we “thinned” data as follows
so that we can focus only on meaningful results.
• Data of all runs. For each PAM, we show results of a single run
with a median best-so-far error value, which is the gap between the
objective values of the best-so-far solution and the optimal solution.
When the error value is smaller than 10−8, it is treated as 0. Ties
are broken by the number of function evaluations that is used to
find the best-so-far solution.
• Data of all individuals. For each iteration, first, all individuals are
sorted based on their objective values in descending order. Then,
we show only adaptive parameter landscapes of the 25th, 50th, 75th,
and 100th individuals out of 100 individuals. Since a parameter pair
for the best (1st) individual is seldom successful, we omit its results.
The reason is discussed in Section 5.2 later.
• Data of all function evaluations. In order to reduce the computa-
tional cost of the proposed method, we calculate adaptive parameter
landscapes only in every 1 000 function evaluations. Also, we show
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results at 100, ⌊0.5 festop⌋, ⌊0.75 festop⌋, and ⌊1 festop⌋ function eval-
uations, where festop is the number of function evaluations when
the best-so-far solution is updated last time.
Figures 2 and 3 show the contour maps of adaptive parameter
landscapes in P-SHADE on f1 and f3 with d = 20, respectively.
Here, f1 and f3 are modified versions of the Sphere function and
the Rastrigin function, respectively. In Figures 2 and 3, “fe” stands
for “function evaluations”. The x and y axes represent F and C ,
respectively. The star in each figure is the best parameter pair that
maximizes the G1 value. The circle in each figure is the parameter
pair generated by the PAM. See Section 3.3 for how to generate
Figures 2 and 3.When the G1 values of all 50×50 parameter pairs are
0 (i.e., no parameter pair can improve the individual), the adaptive
parameter landscape is flat. In such a case, we do not show results
(e.g., the result of the 50th individual at 43 000 function evaluations
in Figure 3). Figures S.73 in the supplementary file show error
values of P-jDE, P-JADE, and P-SHADE on all 24 BBOB functions
with d = 20. Note that we are not interested in benchmarking DE
algorithms. As shown in Figures S.73(a) and (c), P-SHADE found the
optimal solution on f1 and f3 at about 16 000 and 87 000 function
evaluations in a median run. Due to space constraints, we show
results of P-jDE, P-JADE, and P-SHADE on the 24 BBOB functions
(f1, ..., f24) with d = 20 in Figures S.1–S.72 in the supplementary
file. Although we show only the results of P-SHADE in this section,
the qualitative results of the three PAMs are similar. The results on
the functions with d ≥ 5 are also similar to those with d = 20.
Below, we discuss the shape of adaptive parameter landscapes
obtained in this study. Readers who want to quickly know our
observations can refer to Section 6. As shown in Figures 2 and 3,
the shape of adaptive parameter landscapes is different depending
on the search progress. Since improving randomly initialized in-
dividuals is easy, the area with non-zero G1 values is large at the
beginning of the search in most cases. This means that generating
a successful parameter pair of F and C is easy for PAMs in an early
stage of evolution. However, the area with non-zero G1 values de-
creases as the search progresses. Thus, it is relatively difficult to
generate a parameter pair of F andC that improves each individual
in a mid stage of evolution. As seen from Figures 2 and 3, the shape
of adaptive parameter landscapes is also different depending on
the rank of each individual. By comparing Figures 2 and 3, we can
see that generating a successful parameter pair on a multimodal
function is more difficult than that on a unimodal function. Adap-
tive parameter landscapes at 43 000 and 65 000 function evaluations
in Figure 3 indicate that the area with non-zero G1 values is very
small like needle-in-haystack landscapes. In addition to the multi-
modality, the nonseparability is an important factor to determine
the shape of adaptive parameter landscapes as seen from results on
nonseparable unimodal functions (f6–f14) shown in Figures S.6–
S.62 in the supplementary file. Interestingly, as shown in adaptive
parameter landscapes at 87 000 function evaluations in Figure 3, the
area with non-zero G1 values becomes large again in a late stage
of evolution. This is because the population has well converged to
the optimal solution, and generating better trial vectors is not so
difficult at such a situation on f3.
The shape of adaptive parameter landscapes is significantly in-
fluenced by the global structures of fitness landscapes. For example,
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Figure 4: Contourmaps of adaptive parameter landscapes in
P-SHADE on f22 and f23 with d = 20.
Figure 4 shows that the contour maps of adaptive parameter land-
scapes in the 100-th individual of P-SHADE on f22 and f23 with
d = 20 at 100 function evaluations. Figures 4(a) and (b) are parts
of Figures S.70 and S.71 in the supplementary file, respectively.
The original functions of f22 and f23 are the Gallagher’s Gaussian
21 peaks function and the Katsuura function, which have fitness
landscapes without any global structure. Figure 4(a) shows that the
adaptive parameter landscape on f22 has only the small area with
non-zero G1 values even at the beginning of the search. Figure 4(b)
also shows that the adaptive parameter landscape do not have any
global structure similar to the fitness landscape of f23.
As seen from the positions of the star and the circle in Figures
2 and 3, a parameter pair actually generated by P-SHADE is far
from the best parameter pair. Ideally, it is desirable that a PAM can
generate a parameter pair close to the best parameter pair. This
observation indicates that there is room for improving PAMs in DE.
5.2 Analysis using landscape measures
This section analyzes adaptive parameter landscapes using two
representative landscape measures (FDC [24] and DISP [26]) and
a non-zero ratio (NZR) measure. FDC measures the correlation
between objective values and the distance to the best solution
found (or the optimal solution). A large FDC value indicates that
the corresponding fitness landscape has a strong global structure.
In DISP, first, all solutions are sorted based on their objective values
in descending order. Then, the dispersion of the top b solutions is
calculated based on the average pairwise distance between them
(b = ⌊0.1m⌋ in this study). A large DISP value indicates that the
corresponding fitness landscape has a multi-funnel. Although FDC
and DISP were originally proposed for fitness landscape analysis,
they can be extended for parameter landscape analysis with no
significant change, as demonstrated in [20]. When using FDC and
DISP for adaptive parameter landscape analysis, “the objective value”
is replaced with the G1 value, and “the solution” is replaced with the
parameter pair of F and C values. We did not normalize parameter
values since F ∈ [0, 1] and C ∈ [0, 1]. FDC and DISP perform
poorly in high-dimensional spaces [30], but we address only the
two-dimensional space (F and C).
We introduce NZR for analyzing adaptive parameter landscapes.
We do not argue that NZR is one of our contributions since it just
counts numbers. The NZR value of an adaptive parameter landscape
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Figure 5: Average FDC, DISP, and NZR values of adaptive parameter landscapes in P-SHADE (d = 20).
in the i-th individual at iteration t is given as follows:
NZR(θ ti,1, ...,θ ti,m ) =
1
m
{θ ti, j |G1(θ ti, j ) > 0, j = 1, ...,m} , (8)
where the NZR value is always in the range [0, 1]. NZR measures
the difficulty in generating a “successful” parameter pair of F andC
values based on the area with non-zero G1 values (see Section 2.2 for
the definition of “successful”). A large NZR value indicates that it is
easy to generate a successful parameter pair on the corresponding
adaptive parameter landscape.
Figure 5 shows the average FDC, DISP, and NZR values of the
1st, 25th, 50th, 75th, and 100th individuals in P-SHADE at 100, 1 000,
2 000, ... function evaluations on the 24 BBOB functions with d = 20.
Figures S.74–S.82 in the supplementary file show results of the
three PAMs on the functions with d ∈ {2, 3, 5, 10, 20, 40}.
Figure 5(a) shows that all FDC values are non-negative on all
functions. As seen from results on all 24 functions, the worse the
individual is, the larger the FDC value. Adaptive parameter land-
scapes for individuals with similar ranks (e.g., the 50th and 75th
individuals) have similar FDC values. This observation indicates
that the global structures of adaptive parameter landscapes can
correlate with the rank of individuals. Some previous studies (e.g.,
[15, 41, 47]) gave a rule of thumb that the appropriate parameter pair
of F andC values may depend on the rank of individuals. Although
this rule of thumb has never been supported by any result, it can
be justified by our observation in adaptive parameter landscapes.
Results of NZR in Figure 5(c) show that generating a successful
parameter pair is relatively easy for inferior individuals. Ali [2]
demonstrated that generating a better trial vector than an inferior
individual in the population is easy. We believe that our observation
supports a generalization of Ali’s observation since it can be applied
even to adaptive parameter landscapes.
As shown in Figure 5(a), the FDC value is different depending on
the function. While the average FDC values on the three separable
and unimodal functions (f1, f2, and f5) are large, those on the multi-
modal or nonseparable functions are small, except for f21 and f22.
Although f21 and f22 are multi-modal functions, each peak of their
fitness landscapes is unimodal. This property of f21 and f22 may
influence the FDC values of adaptive parameter landscapes.
As shown in Figures 5(a) and (b), results of DISP are consistent
with the above-mentioned results of FDC in most cases. Figure 5(b)
can be viewed as an upside-down version of Figure 5(a). This may
be because both FDC and DISP quantify the global structures of
fitness landscapes. An analysis with other landscape measures (e.g.,
ELA [29] and LON [1]) is another future work.
Figures S.74–S.82 in the supplementary file show that the results
of P-jDE, P-JADE, and P-SHADE for d ∈ {5, 10, 40} are similar to
those for d = 20 (Figure 5). In contrast, results for d ∈ {2, 3} are
noisy. This may be because DE algorithms with PAMs do not work
well on such low-dimensional problems as reported in [45].
6 CONCLUSION
We have analyzed adaptive parameter landscapes based on F andC
in PAMs for DE. We introduced the concept of adaptive parameter
landscapes (Section 3.1). We proposed the method of analyzing
adaptive parameter landscapes based on the G1 metric (Sections
3.2 and 3.3). We also examined adaptive parameter landscapes in
P-jDE, P-JADE, and P-SHADE on the 24 BBOB functions by using
the proposed method (Section 5).
Our observations in this study can be summarized as follows:
i) An adaptive parameter landscapeLa (NOT the optimal pa-
rameter θ∗) is different depending on the search progress.
For example, it is relatively easy to generate successful pa-
rameters in an early stage of evolution.
ii) La (NOT θ∗) is significantly influenced by the characteris-
tics of a given problem (e.g., the local/global multimodality).
iii) La (NOT θ∗) differs depending on the rank of an individual,
butLa of individuals with similar ranks are generally similar.
iv) In most cases, P-jDE, P-JADE, and P-SHADE generate a
parameter pair of F andC values far from the best parameter
pair. This means that there is room for improving PAMs.
We emphasize that our observations about PAMs could not be
obtained without analyzing adaptive parameter landscapes. We
believe that our observations can be useful clues to design an effi-
cient PAM. Overall, we conclude that adaptive parameter landscape
analysis can provide important information about PAMs for DE.
Although we examined adaptive parameter landscapes in PAMs
for DE, we believe that the proposed analysis method can be ap-
plied to PAMs for other evolutionary algorithms, including genetic
algorithms and evolution strategies. Further analysis is needed.
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