We propose a geometric convexity shape prior preservation method for variational level set based image segmentation methods. Our method is built upon the fact that the level set of a convex signed distanced function must be convex. This property enables us to transfer a complicated geometrical convexity prior into a simple inequality constraint on the function. An active set based Gauss-Seidel iteration is used to handle this constrained minimization problem to get an efficient algorithm. We apply our method to region and edge based level set segmentation models including Chan-Vese (CV) model with guarantee that the segmented region will be convex. Experimental results show the effectiveness and quality of the proposed model and algorithm.
Introduction
Shape prior plays an important role in image segmentation, in which one of the most important is the convexity shape prior. A convexity shape or called a convexity region means that the points inside the region form a convex set. Things with convexity shape are quite common in our daily lives, such as a road sign, a book, or a basketball, etc.. Here, we propose a general convexity shape prior preservation method based on level set method. This method can be extended to many level set based image segmentation methods to get some convexity segmentation results.
Shape prior is widely studied in image segmentation. Leventon et al. [1] used statistical methods in shape prior methods. Rousson and Paragios [2] first applied level set method in shape prior methods. Chan and Zhu [3] purposed a theory which allows the shape prior to translate, scale and rotate based on level set method. Thiruvenkadam et al. [4] could segment multi objects from one single image, even the objects are duplicated or covered. Vu and Manjunath [5] combined shape prior methods with graph-cut method [6, 7] . Guo et al. [8] built a model which allows to choose a best shape prior from multi shape priors which are given by the user. The above works are all about some special shape priors, but in the nature, one thing may have several shapes, i.e., a general shape, such as convexity shape prior.
As for convexity shape prior, Liu et al. [9] studied the importance of convexity shape prior in image, as well as more studies in [10] [11] [12] [13] . The key of handling convexity shape prior is to describe convexity. Gorelick et al. [10] introduced some constraints on all the straight lines in the discrete image plane under graph theory, which ensures such a property: for any three points that lie on a straight line, if the outer two points were labeled as the object, then the middle point must also be labeled as the object, which is equal to the definition of convexity shape. Royer et al. [11] based on graph theory, defined the path and the straight line path between object points, to ensure that all the points which are on the straight path between two object points must be labeled with object. This property could also lead to a convexity shape. These two methods are based on graph theory which studied the connections between vertexes. However, such a graph based discrete methods could not be easily applied to variational PDE method since the geometrical constraints cannot be easily addressed in variational methods.
On variational PDE method, existing methods on convexity shape prior include [12, 13] . Strekalovskiy and Cremers [12] introduced an energy functional, which on each point defines the penalty of changing label in each direction. With the help of N auxiliary sub-region, this model could successfully segment a N-polygon. For example, if we want to get a circle as a segmentation result, N would be quite large, which requires many auxiliary sub-regions. Bae et al. used a relation between convexity and curvature in [13] . They transferred convexity into a constraint on curvature, and proposed an Euler's elastic based segmentation model. To optimize this problem, one needs to solve a nonlinear fourth order PDE. It would be time-consuming, although some recently developed operator splitting methods can be employed. Besides, it is not easy to strictly keep the constraint numerically, and thus some of the control parameters would play a very import role on segmentation results.
In this paper, we would like to propose a simple linear constraint for convexity shape prior. It is derived from an import property of a smooth signed distance function (SDF).
SDF is used in the reinitialization step of the level set function (LSF) evolution based on level set method (LSM) [14] . [15] [16] [17] [18] proposed active contour based image segmentation models which took advantage of LSM. Chan and Vese [19] combine LSM with region based image segmentation method. Rada and Chen [20] used two level sets to achieve selective image segmentation. Compared with [20] , Rada and Chen [21] achieved the same purpose using only one level set. Ali et al. [22] can segment multi-objects by only one level set. Although LSM is widely used, the LSF may develop irregularities during the level set evolution. Usually, a reinitialization of LSF is needed [19] during the curve evolutions. Exactly finding a SDF equals to solve the well-known Eikonal equation. For high computational efficiency, fast matching method [23] which is similar to Dijkstra's algorithm [24] in graph can always be used to reinitialize SDF. Fast sweeping method [25] which uses Gauss-Seidel iteration with alternating sweeping ordering method is another alternative method for reinitialization task. To avoid direct reinitialization, Li et al. [26] proposed a penalty method by adding a nonconvex functional in the segmentation energy for the constraint |∇φ| = 1. In papers [27] [28] [29] , they extended this penalty method and proposed a two layers level set approach, the segmentation results are very similar to convexity shape. However, they could not give a theoretical condition to ensure convexity. In our numerical experiments, we will compare our new segmentation model with these edge and region based level set methods including the well-known Chan-Vese model.
In this paper, we show that the convex shape prior can be guaranteed by a simple constraint on the signed distance function. This constraint can be easily incorporated into variational models with LSM and solved efficiently by some constrained minimization techniques.
The main contributions of this paper are very clear: firstly, we propose a simple linear inequality constraint for convex shapes prior based on signed distance functions. Secondly, an efficient active set based Gauss-Seidel algorithm is proposed to numerically handle this inequality constraint. Numerical experiments on real and synthetic images are supplied to show the effectiveness and quality of the proposed model and algorithm.
The rest of our paper is organized as follows: firstly, in section 2, some related works on level set segmentation and convex shapes prior are introduced. Nextly, a sufficient condition for convex shape prior together with some mathematical analysis are given in section 3. In the following section 4, we apply our method on the level set based models. Section 5 contains an algorithm that can strictly keep the proposed inequality constraint. Experimental results and some comparisons are shown in section 7. Finally, we conclude this paper in section 8.
Related works
In this section, firstly, we will introduce the popular Chan-Vese model. Then secondly, some convex shape prior methods would be given.
Chan-Vese Model
Chan-Vese model is proposed by Chan and Vese in [19] , which is an image segmentation model based on level set method and energy minimization method.
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The first part of the energy functional is called data term
Here Γ is an arbitrary closed curve, inside(Γ) denotes the region inside curve Γ, as well as outside(Γ) denotes the region outside curve Γ, c 1 and c 2 are unknown constants, which denote the inner and outer means of the two region inside(Γ) and outside(Γ), respectively. The second part of the energy functional is called regularization term, as
where Length(Γ) denotes the Length of curve Γ, Area(inside(Γ)) denotes the area of region inside(Γ).
Combine (1) and (2) together we have,
While in R N , we have the following equation,
Thus, we can set ν = 0. By introducing the Heaviside function H(z), Dirac function δ(z), z ∈ R and level set function φ(x), x ∈ Ω, then (3) can be reformulated as
Here
In implementation, H and δ can be replaced by some smoothed version, see [19] . It is easy to change the length term in the Chan-Vese model by a weighted length associated with an edge detector. Let us use the edge detector
Here G is a Gaussian kernel function, * represents the convolution operator, and ∇ represents the gradient operator. The CV model with an edge detector is then
2.2 Convexity shape prior method by Gorelick et al.
Gorelick et al. [10] introduced a convexity constraint based on graph theory. In their work, the convexity of objects can be represented as a sum of 3-clique potentials by penalizing any 1-0-1 configuration on all straight lines. Here the label 1 denotes the object, the label 0 denotes the background in an image, with details below.
Define a function Ψ on all triplets of ordered pixels (p, q, r) along all line l ∈ L, L presents all the line on the image domain, as Ψ : {0, 1}×{0, 1}×{0, 1} → R:
where u(p), u(q), u(r) denote the label of point p, q, r, respectively, and u(p) = 1 denotes that the label of point p is object, u(p) = 0 denotes that the label of point p is background. Then, they define the convexity energy E convexity (u) as
It is easy to see that the target region is convex if and only if E convexity (u) = 0. By adding this energy to some proper chosen data term E data (u) = x∈Ω −logP (I(x)|θ u(x) ) , where θ 0 , θ 1 are the parameters estimated from a bounding box given by the users. Here P (·) is the Gibbs prior distribution. Thus the total energy becomes
Though this method can produce some approximate convex shape segmentations, it is not easy to extend it to general variational models for image segmentation. In the following, we focus on transferring the geometrical relationship to functions relationships.
Proposed Convex Shape Constraint
We will give some results with the help of implicit function presentation of a curve. Our main result of convex shape prior is built upon the signed distanced function.
Definition 3.1 (signed distance function, SDF [19] ). Let D be a subset of R 2 with metric d and ∂D be its boundary. A function φ: Ω ∈ R 2 → R is called a signed distance function if:
where Ω is the image domain.
In this paper, the metric d is the commonly used Euclidean distance. To get a simple sufficient condition for convex region which is represented by SDF. In the following analyses, we assume that the SDF φ ∈ C 2 (Ω), a.e.. In geometry, convex set can be defined as
Definition 3.2 (Convex region). D is a convex region if and only if:
Using these two definitions and a mild smoothness assumption, we have some connections between signed distance function and convex region. Then we have that D must be a convex region.
Before we give the proof of Theorem 3.3, let us give some useful propositions.
Proof. ∀x, y ∈ D, ∀λ ∈ (0, 1). Based on the definition of SDF,
Because φ is a convex function, then
Due to the definition of SDF,
Proposition 3.5. For φ ∈ C 2 (Ω), φ is convex if the Hessian matrix of φ is positive semidefinite.
Let us denote x = (x 1 , x 2 ), then Proposition 3.6. For φ ∈ C 2 (Ω), the Hessian matrix of φ is positive semidefinite if
[Basic Property of SDF] For any SDF φ, its gradient satisfies the eikonal equation: |∇φ| = 1, a.e..
Proof. From Proposition 3.7, we have
Differential by x 1 and x 2 separately, we have
Transfer the second term to the right side, and multiply this two equation, we have
Combine all above, we have φ x1x1 φ x2x2 − φ x1x2 φ x2x1 = 0 a.e..
Now we can prove the theorem 3.3.
Proof. Using the definition of SDF and the proposition 3.8, we know that
Combining with the assumption ∆φ ≥ 0, and apply the proposition 3.6, we know that the Hessian matrix of φ is positive semidefinite at each point. By Proposition 3.5, we get φ is a convex function. Therefore, we get D is a convex region according to proposition 3.4.
In the next, we shall propose some proper algorithms for variational level set methods with these constraints to guarantee convexity shape prior. The new models would be very simple but very efficient to keep convex shape prior.
4 Apply to the proposed convexity shape prior method on Chan-Vese model
Inspired by [19, 30] , we apply our method to Chan-Vese model and an edge based model in this section. Here we denote that 
The only difference between the original Chan-Vese model and (6) is that there is a constraint φ ∈ C 1 ∩ C 2 in (6), and it can guarantee that φ must be a convex function. Then the segmented result must be a convex region according to theorem 3.3.
Numerical techniques for the constrained minimization problems
Here, we build an algorithm for finding convex shape prior φ ∈ C 1 C 2 . For such a constraint, penalty method, Lagrange multiplier method and augmented Lagrange multiplier methods [31] etc. can be applied. In this work, we would not apply these methods since they are relaxation methods. Namely, the constraint can not be strictly kept during the iterations. In fact, the constraint should be strictly kept at each step in order to fulfill the convexity shape prior in our method. We have tested the penalty and Lagrange multiplier methods, they failed for our method in real implementations for holding the constraints. The constraint set C 2 is a convex set, and one possible optimiziation technique to to handle this constraints for minimize (6) is to use a projection algorithm. However, such a projection does not have a closed-form solution and we have to propose an algorithm to fullfil this convex constraint almost everywhere in Ω. For φ ∈ C 1 C 2 , we would like to split this problem into two subproblems which involve the constraints C 1 and C 2 seperately.
Subproblem φ ∈ C 1
This constraint is non-convex. Since φ ∈ C 1 is very important for our method because of proposition (3.8) . Penalty method such as [26] can not be used since we need to keep the condition |∇φ| = 1 almost everywhere and numerically this constraint must be kept with good accuracy at each grid point. Thus we propose to use the fast matching method [23] to reinitialize the level set function. It can be easily implemented by a Matlab function "bwdist". For better expression, we use P 1 (φ) to denote this pseudo projection, i.e. P 1 (φ) ∈ C 1 is an optimal approximation of φ in the set C 1 . We summarize this method in Algorithm 1.
Algorithm 1 Algorithm for P 1 (φ). Input: φ; output: P 1 (φ).
1: finding a zero contour of φ, denoted by Γ. 2: Using Matlab function "bwdist" to get the distance between x and Γ. Denote this distance as d(x, Γ). 3: Get signed distance function P 1 (φ(x)) by setting signs to d(x, Γ).
Subproblem φ ∈ C 2
It is quite easy to verify that the set C 2 is a convex closed set in C 2 (Ω), and the Laplace operator is a linear operator. For a given function φ, we shall consider the projection onto C 2 , namely
By duality, this constrainted minimization problem have the following dual energy
Assuming (ψ * , λ * ) is a saddle point of L(ψ; λ), then following the well-known KKT conditions, we have
∆ψ
Unfortunately, the closed-form solutions of λ * and ψ * are not available since there is a second order differentiable operator ∆. However, we can use (7-10) to build an iteration method to find an approximation of λ * and ψ * using active set method.
Let us denote ψ m , λ m be the m-th iteration of ψ and λ. We would like to let ψ m , λ m satisfy KKT conditions (7-10) in each iteration. For the m−1-th iteration, denote the inactive set as
0} for a given ψ m−1 . The active set is I m−1 = {x| ∆ψ m−1 (x) ≤ 0}. On the m-th iteration, we want to find a ψ m to strictly satisfy all the KKT conditions. First, we calculate the corresponding inactive set I m−1 , and we get λ m−1 (x) = 0 for x ∈ I m−1 according to (9) . Then we can set ψ m = ψ m−1 to satisfy (7).
Otherwise, if x ∈ I m−1 , the constraint ∆ψ = 0 is active and we can solve the equation ∆ψ = 0 to satisfies (8) . Here, we can use Gauss-Seidel iteration to get ψ m . Namely, ψ m (x) = Now under a fixed active set I m−1 , we have an approximate solution of our KKT condition. Since the active set is only available if we have the real minimal, here we have to use an iteration method to find a solution that close to the real minimal. In the whole iteration, we set iteration number of the Gauss-Seidel method just to be one. If inactive set I m and ψ m both converge, we get the final result P 2 (φ) = ψ * , where lim
We summary the Algorithm for calculating P 2 (φ) in Algorithm 2.
Algorithm 2 Algorithm for calculating P 2 (φ). Input: φ, output: 
Summary of finding
Here, we summarize the algorithms for finding φ ∈ C 1 ∩ C 2 , denote as
Algorithm 3 Algorithm for calculating P 3 (φ) ∈ C 1 ∩ C 2 . Input: φ, output: P 3 (φ). 1. Set φ 0 = φ, n = 1. 2. Finding φ n = (P 2 • P 1 )(φ n−1 ) by Algorithm 1 and 2.
3. Checking convergence by error criterion such as ||φ n −φ n−1 || ||φ n || > . If it holds, let n = n + 1 and go to the step 2. Else, go to the next step. 4. Set P 3 (φ) = φ n .
Numerical Algorithms for Chan-Vese model and edge based model with convex shape prior
The following alternating minimization algorithm which has often be used in the literature for the Chan-Vese model can be used to solve the Chan-Vese convex shape prior minimization problem (6):
2 ) = arg min c1,c2
Combining with algorithm 3, we get the following iterative scheme for solving (6) :
Here the operator P 3 is given by Algorithm 3.
In our experiments, we use λ 1 = λ 2 = 1 for (5). However, for some natural images, the foreground and background are not homogeneous and thus we will only use the edge force to segment these images. For such cases, we will take λ 1 = λ 2 = 0 in (5) and refer to this as the edge based model. Correspondingly, there is no need to compute and update the constants c i when edge based model is used.
experiment results
Now, we demonstrate the segmentation results in this section. The computing platform for our numerical experiments is a laptop equipped with Intel Core i7 CPU @ 2.90GHz processor and 8G memory. The codes are written in Matlab R2013a without any special optimizing.
The Gaussian kernel used in our experiments is with size 5 × 5 and the standard deviation 0.5. For the color images, we extract the biggest contrast channel of the RGB color space, and treat them as gray images for segmentation.
Testing of Algorithm 3
Firstly we test our Algorithm 3 on a synthetic non-convex region. We will show how the algorithm changes a non-convex region into a convex region. The size of test image is 200 × 200.
The test results are shown in Figure 1 , where the images on the first row is the non-convex region and the results of iteration 4, 25, 150, respectively. Here this iteration number refers to the number n in Algorithm 3, the max iteration of m in Algorithm 2 is set to 30. The second row is the corresponding level set function in green, with the zero level set in blue. To show that our method successfully keeps the constraint, we show the values of the Laplace of the level set function in the third row. To be more clearly, we set the range of these values into [-0.2,0.2], as all we concern about is the relation with 0. For display, two value control dots are added in the upper left and down right corner. We use color blue to denote the positive value and red to denote the negative value. One can see from the images that the red zone becomes less and less and disappear at convergence. This means the Laplacian of the level set function is non-negative.
As you can see that the non-convex region is growing into a convex region near its convex hull. Near the part of the contour where the non-convex gap is wide (the right side), it needs more iterations to become convex. For the part of the contour where the gap is thin (the middle one), it turns to be convex in a few iteraions. This experiment shows that our method successfully turns a non-convex region into a convex region through its SDF using variational methods. To show that our method successfully keeps the constraint, we show the values of the Laplace of the level set function in the third row. To be more clearly, we set the range of these values into [-0.2,0.2], as all we concern about is the relation with 0. For display, two value control dots are added in the upper left and down right corner. We use color blue to denote the positive value and red to denote the negative value. One can see from the images that the red zone becomes less and less and disappear at convergence. This means the Laplacian of the level set function is non-negative.
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As you can see that the non-convex region is growing into a convex region near its convex hull. Near the part of the contour where the non-convex gap is wide (the right side), it needs more iterations to become convex. For the part of the contour where the gap is thin (the middle one), it turns to be convex in a few iteraions. This experiment shows that our method successfully turns a non-convex region into a convex region through its SDF using variational methods. Comparison results are listed in Figure 2 , where the first column contains the original images, the second column to fifth column is the segmentation results of method Chan-Vese, proposed convex prior model (region based), edge based, proposed convex prior model (edge based), respectively. For better comparison, the manually label seeds of [10] is given in the sixth column. Here the blue color represents object, and the red represents background. The seventh column is the results of [10] . As you can see that our algorithm successfully segments the region as a convex region in the third and fifth columns. Compared to the semi-supervised method [10] with discrete method, the results produced by the proposed are more smooth and tend to be more convex. In addition, our algorithm does not need manually labeled seeds. Comparison results are listed in Figure 2 , where the first column contains the original images, the second column to fifth column is the segmentation results of method Chan-Vese, proposed convex prior model (region based), edge based, proposed convex prior model (edge based), respectively. For better comparison, the manually label seeds of [10] is given in the sixth column. Here the blue color represents object, and the red represents background. The seventh column is the results of [10] . As you can see that our algorithm successfully segments the region as a convex region in the third and fifth columns. Compared to the semi-supervised method [10] with discrete method, the results produced by the proposed are more smooth and tend to be more convex. In addition, our algorithm does not need manually labeled seeds.
Comparisons between
Labeled seeds of [10] (n) Result of [10] Figure 2: The performance of convexity shape prior on different kind of shapes.
Comparisons between models with and without convexity shape prior on real images
Here, we compare the models with convexity shape prior and without convexity shape prior, of both Chan-Vese model and edge based model, on some nature images. The image is a box with some leafs on it, the size of the image is 128 × 128, parameters appeared in the model are set as follows: for Chan-Vese model, µ = 10. Note that our convexity shape prior is quite successful.
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Figure 2: The performance of convexity shape prior on different kind of shapes.
Comparisons between models with and without convexity shape prior on real images
Here, we compare the models with convexity shape prior and without convexity shape prior, of both Chan-Vese model and edge based model, on some nature images. The image is a box with some leafs on it, the size of the image is 13 128 × 128, parameters appeared in the model are set as follows: for Chan-Vese model, µ = 10. Note that our convexity shape prior is quite successful. In Figure 3 , the first row left is the original image, the right is the image with initial curve with yellow color for all the experiments. The second row is the segmentation result of Chan-Vese model, proposed convex prior model (region based), edge based model, proposed convex prior model (edge based), respectively. The third and fourth row has the same setting as the third row in Figure 1 .
In Figure 3 , the first row left is the original image, the right is the image with initial curve with yellow color for all the experiments. The second row is the segmentation result of Chan-Vese model, proposed convex prior model (region based), edge based model, proposed convex prior model (edge based), respectively. The third and fourth row has the same setting as the third row in Figure 1 . 
Initialization effects
The solution found by the proposed convex prior model with the proposed algorithm might not be a global minimizer, but it must be a convexity region. So initialization is important for our algorithm. Different initializations may lead to different segmentation results. To be more comparable, we also add the segmentation results of Chan-Vese model. This phenomena is shown and compared in Figure 4 . The first column is the original image with the initialization of each method, presented as a green curve. In the following, second to fifth columns, we show the segmentation results of Chan-Vese model, proposed convex prior model (region based), edge based model, proposed convex prior model (edge based), respectively, the segmentation contours are displayed by cyan color. The size of image is 200 × 200.
Results on some natural images
To further test our algorithms, we apply the proposed convex prior model (edge based) on more real images in Figure 5 , with the green curves as initial curves, the red curves as the segmentation results. The image was resized to 200 × 200.
Test on images with occlusions
In this part, we apply the proposed convex prior model (edge based) on a real image in Figure 6 . This image is a road sign, where the right down corner was covered by branches of a tree. The original image was from internet https:// seeclickfix.com/issues/1996027-abq-ride-please-move-bus-stop-sign-post-blocked-by-tree, we are using part of it. The image was resized to 200 × 200.
In Figure 6 , (a) is the original image, (b) is the original image with initial curve, (c) is the segmentation result without the convex prior, (d) is the seg- The solution found by the proposed convex prior model with the proposed algorithm might not be a global minimizer, but it must be a convexity region. So initialization is important for our algorithm. Different initializations may lead to different segmentation results. To be more comparable, we also add the segmentation results of Chan-Vese model. This phenomena is shown and compared in Figure 4 . The first column is the original image with the initialization of each method, presented as a green curve. In the following, second to fifth columns, we show the segmentation results of Chan-Vese model, proposed convex prior model (region based), edge based model, proposed convex prior model (edge based), respectively, the segmentation contours are displayed by cyan color. The size of image is 200 × 200.
Results on some natural images
Test on images with occlusions
In this part, we apply the proposed convex prior model (edge based) on a real image in Figure 6 . This image is a road sign, where the right down corner was covered by branches of a tree. The original image was from internet https:// seeclickfix.com/issues/1996027-abq-ride-please-move-bus-stop-sign-post-blocked-by-tree, we are using part of it. The image was resized to 200 × 200. mentation result of proposed model. As you can see, our model successfully segment the whole road sign.
Conclusion and Discussion
In this paper, we proposed a convexity shape prior method for level set based segmentation method such as Chan-Vese model and edge based model. Through analyzing the connection of convex region and the corresponding signed distance function, we give out our convexity shape prior. By adding such a convex shape prior constraint into these models, we get image segmentation models with convexity shape prior. Compared with the non-convex segmentation, we can see that our method successfully segmented the desired region as a convex region. Although the algorithm works well and is very efficient, we do not yet know any convergence results for the proposed algorithm. In addition, the proposed method can not be directly extended to some region characteristic functions based segmentation models such as K-means, C-fuzzy, Potts model and GMM based EM segmentations. This is because the convex property in theorem 3.3 would be lost in such methods without signed distance functions. In the future, we may work on these aspects and extend our method to other applications mentation result of proposed model. As you can see, our model successfully segment the whole road sign.
In this paper, we proposed a convexity shape prior method for level set based segmentation method such as Chan-Vese model and edge based model. Through analyzing the connection of convex region and the corresponding signed distance function, we give out our convexity shape prior. By adding such a convex shape prior constraint into these models, we get image segmentation models with convexity shape prior. Compared with the non-convex segmentation, we can see that our method successfully segmented the desired region as a convex region. Although the algorithm works well and is very efficient, we do not yet know any convergence results for the proposed algorithm. In addition, the proposed method can not be directly extended to some region characteristic functions based segmentation models such as K-means, C-fuzzy, Potts model and GMM based EM segmentations. This is because the convex property in theorem 3.3 would be lost in such methods without signed distance functions. In the future, we may work on these aspects and extend our method to other applications In Figure 6 , (a) is the original image, (b) is the original image with initial curve, (c) is the segmentation result without the convex prior, (d) is the segmentation result of proposed model. As you can see, our model successfully segment the whole road sign.
In this paper, we proposed a convexity shape prior method for level set based segmentation method such as Chan-Vese model and edge based model. Through analyzing the connection of convex region and the corresponding signed distance function, we give out our convexity shape prior. By adding such a convex shape prior constraint into these models, we get image segmentation models with convexity shape prior. Compared with the non-convex segmentation, we can see that our method successfully segmented the desired region as a convex region. Although the algorithm works well and is very efficient, we do not yet know any convergence results for the proposed algorithm. In addition, the proposed method can not be directly extended to some region characteristic functions based segmentation models such as K-means, C-fuzzy, Potts model and GMM based EM segmentations. This is because the convex property in theorem 3.3 would be lost in such methods without signed distance functions. In the future, we may work on these aspects and extend our method to other applications such as medical images segmentations.
