Abstract
Introduction
Scheduling in real-time systems has received considerable att,ention in system design research [31, 35, 17, 111. In real-time system design, the challenge is two-fold:
(a) Modeling the underlying system ( a non-trivial task if we wish to preserve properties of interest ), and (b)
Proposing solutions for problems arising in the chosen model. In this paper, we are concerned with the following problems:
1. Modeling constraint systems of tasks with relationships between their execution t-imes. To the best of
2.
Scheduling an ordered set of non-preemptive tasks, subject to a set of linear constraints, with nonconst ant execution times.
We approach the modeling and the scheduling problems from a Convex Programming perspective [15] and use techniques from Convex Analysis [29] almost exclusively to prove our results. We present both sequential and pa.ralle1 algorithms for determining the existence of a feasible schedule.
In section $2 we present the static scheduling model and pose t.he static schedulability query. Interprocess execution time relationships are explicit,ly modeled through convex domains. The succeeding section, $3 discusses the motivation for our work as well as related approaches to this problem. In particular, we show that scheduling concerns in diverse areas such as robotics and real-time operating systems can be addressed through our model. $4 commences the process of answering the static scheduling query posed in $2 through the application of convex minimization algorithms. We present our algorithm for the case when the execution times belong to general convex domains and analyze its correctness and complexity. A straightforward parallelization of the algorithm is provided as part of the complexity analysis. $5 specializes the algorithm in $4 to the case in which the execution time domain is an axis-parallel hyperrectangle. We conclude in $6 with a summary of our results and some open problems in this area.
The Static Scheduling Model
We are a given a set of ordered non-preemptive tasks is the projection of the convex set E on axis c. The execution times ei are independent of the start times of the tasks; however they may have complex interdependencies among themselves. This interdependency is captured by the set E. We regard the execution times as n-vectors belonging to the set E.
Before we develop the scheduling query, a few definition are in order. In static scheduling, we are interested in a rational vector s' that holds for all execution times vectors belonging to the set E.
The following predicate captures our model: These constructs are easily transformed into linear constraints between the start and execution times of the tasks. For instance, the first construct can be expressed as: s1 2 10, while the second construct is captured through: s2 2 f1 + 17. Note that f1 is the finish time of task 1 and since we are dealing with non-preemptive tasks, we can write fi = si + ei, V i , where fi denotes the finish time of task i.
The automation of machining operations [39, 24, 33, 341 provides a rich source of problems in which execution time vectors belong to convex domains. Consider the contouring system described in [37] , where the task is to machine a workpiece through cutting axes. In general, there are multiple axes of motion that move with different velocities. In a two axis system, a typical requirement is to constrain the sum of the velocities of the axes. This is captured through:el + e:, 2 a.
Real-time database applications involve the scheduling of transactions and the execution of these transactions is constrained through linear relationships [3] . In database transactions, we have an ordered set of processes that interact under certain conditions e.g. When the account balance exceeds $7K, change interest rate to 8%.
Consider a real-time system used for flight control in the aviation industry. Typically, there is a process ( task ) in charge of controlling the altitude and another process in charge of controlling the speed of the airplane. Suppose that it is determined that the speed of the plane should exceed 300mph when the altitude exceeds 50 f t . Such a condition can be captured through a constraint on the execution of these two processes; i.e. If altitude exceeds 50, increase speed to 300.
Deterministic sequencing ( the problem of determining a feasible sequence ) and scheduling have a long history of research [l, 9, 41. Mere ready-time and deadline constraints make the sequencing problem NP-complete [lo] . Thus the problem of scheduling under general relative constraints ( called generalized scheduling ), in the absence of ordering information between the tasks is clearly NP-complete, as it subsumes the sequencing problem. In [31] it is shown that the problem of generalized scheduling is also NP-complete for the preemptive case, which is surprising since [16] gives a polynomial time algorithm for the problem of d e t e r m i n i s t i c sequencing, when preemption is allowed.
In this paper, we focus on the problem of scheduling a set of tasks, when the ordering sequence is known ( and supplied as part of the input ), but there exist complex inter-task dependencies, captured through linear relationships between their start and execution times. Although we restrict ourselves to addressing the feasibility of the task system, the judicious use of objective functions can be used to improve the quality of our solution. The determination of a feasible schedule coincides with the generation of a static dispatch-calendar that contains the dispatching information for each task: e.g. s1 = 2; sa = 15; s3 = 24, is a dispatch-calendar for a 3-task system.
Variations of the problem that we are studying have been dealt with in [31], [la], [14] and [13] . This problem is briefly mentioned in [31] as part of a different problem i.e. parametric scheduling, however no algorithm is presented for the general case. The strategy suggested there is variable elimination, which works for restricted domains only. In [12, 141, the problem of scheduling real-time tasks under distance and separation constraints is considered, but the execution times are regarded as constant.
Algorithm for convex domains of execution times
We first establish that using worst-case values for execution times will not provide a valid solution in general. Consider the following constraint system imposed on a 3 task set:{J1, J 2 , J 3 } . We can interpret the static scheduling query (2) as asking whether there exists a set of start times in pure namber form, without any dependencies i.e. the only accepted solutions are of the form:si = ai, where the ai E Q are rational numbers. The static approach is to work individually with each constraint and find the execution times that make the constraint tight ( or binding ). We then argue in 54.2 that the strategy is correct inasmuch as the goal is to produce a single start time vector s' that holds for all execution time vectors e' E E.
Example
Before proceeding with proving the correctness of the STATIC SCHEDULER algorithm, we present an example Moving the e-variables to the RHS, we get which is equivalent to: Minimizing -el over the constraint domain in Figure   1 , we get p1 = -4. Likewise, minimizing 12 -e2 over the constraint domain, we get p 2 = 8. Thus, the static polytope is determined by:
We first rewrite this system to separate the s'and the e' vectors:
as shown in Figure 2 . 
2.
A systematic procedure to handle transaction scheduling when the execution times are constrained through convex domains.
We also presented a fast algorithm when the domain was an axis-parallel hyper-rectangle. The latter case is being currently implemented in Maruti and will be available in [36] . Finally, the problem of static scheduling in the absence of ordering information can be decomposed as follows:
0 Eliminate the execution time variables from the constraint system, using the algorithm in $4, which results in a generalized scheduling problem ( refer $3 1. where c' is a n-vector, b is a m-vector, A is m x n rational matrix and j; is a n-vector.
in [6] . The resulting function can then be evaluated to yield a rational minimum.
Using this strategy it is clear that the STATIC SCHED-
where m is the number of constraints and L is the time taken by the fastest linear programming algorithm.
Conclusions and Future Research
The chief contributions of this paper have been:
B Convex Programming -Complexity Issues
Consider the standard nonlinear program, expressed as: Technical Retime [IS, 281. A fast algorithm for this problem is provided in [20] .
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