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Abstract
In this paper, by using elementary analysis, we establish some new Lyapunov-type inequalities for non-
linear systems of differential equations, special cases of which contain the well-known equations such as
Emden–Fowler-type and half-linear equations. The inequalities obtained here can be used as handy tools in
the study of qualitative behaviour of solutions of the associated equations.
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1. Introduction
This paper is concerned with the problem of Lyapunov-type inequalities of the nonlinear
system of differential equations in the form
x′(t) = α1(t)x(t) + β1(t)
∣∣u(t)∣∣γ−2u(t),
u′(t) = −β2(t)
∣∣x(t)∣∣β−2x(t) − α1(t)u(t), (1)
whose special cases contain the well-known equations of Emden–Fowler-type and half-linear
equations.
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[t0,∞) is said to be proper if
sup
{∣∣x(s)∣∣+ ∣∣u(s)∣∣: t  s < ∞}> 0 (2)
for any t  t0. A proper solution (x(t), u(t)) of system (1) is called weakly oscillatory if at
least one component has a sequence of zeros tending to +∞. This solution is said to be os-
cillatory if both components have sequences of zeros tending to +∞. If both components (at
least one component) are different from zero for large t , then the solution (x(t), u(t)) is called
nonoscillatory (weakly nonoscillatory). System (1) is said to be oscillatory if all the solutions are
oscillatory.
Recently, there has been much attention paid to the existence of proper solutions in both
general and special cases of system (1). For a comprehensive treatment of the subject we refer
the reader to the books by Došlý and ˘Rehák [4], Kiguradze and Chanturia [12] and Mirzov [18],
and the paper by Kitano and Kusano [13]. Since our attention is restricted to the Lyapunov-type
inequality for the nonlinear system of differential equations, we shall assume the existence of
nontrivial solution (x(t), u(t)) of the system (1) and state our basic hypothesis with respect to
the same nonlinear system:
(i) γ > 1, β > 1 are real constants.
(ii) β1, β2 : [t0,∞) ⊂ R → R are continuous functions such that β1(t) > 0 for t ∈ [t0,∞).
(iii) α1 : [t0,∞) → R is a continuous function.
The linear Hamiltonian system, in the case of two scalar linear differential equations, has the
form (see, for example [14] and [25])
y′(t) = JH(t)y(t), t ∈ R (3)
where
y(t) = (y1(t), y2(t))T , J =
(
0 1
−1 0
)
, H(t) =
(
h11(t) h12(t)
h21(t) h22(t)
)
with hjk(t), j, k = 1,2 are real-valued continuous functions defined on R and h12(t) = h21(t).
Setting y1(t) = x(t), y2(t) = u(t), h11(t) = β2(t), h12(t) = h21(t) = α1(t) and h22(t) = β1(t)
in (3), one can easily obtains the following linear system
x′(t) = α1(t)x(t) + β1(t)u(t),
u′(t) = −β2(t)x(t) − α1(t)u(t), (4)
which is a special case of the linear counterpart of the nonlinear system (1) with γ = 2 and β = 2.
We remark that the second order linear differential equation(
r(t)x′(t)
)′ + q(t)x(t) = 0, (5)
and the Emden–Fowler-type equations(
r(t)
∣∣x′(t)∣∣α−2x′(t))′ + q(t)∣∣x(t)∣∣β−2x(t) = 0, (6)(∣∣x′(t)∣∣α−2x′(t))′ + g(t)∣∣x′(t)∣∣α−2x′(t) + f (t)∣∣x(t)∣∣β−2x(t) = 0, (7)
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written as an equivalent Hamiltonian system given in (4) and nonlinear system given in (1),
respectively.
Before we continue the description of the content of this paper, a few hints concerning the lit-
erature on the Lyapunov inequalities might be in order. In [17] Lyapunov obtained the following
result: if x(t) is a solution of
x′′(t) + q(t)x(t) = 0 (8)
with x(a) = 0 = x(b) (a < b) and x(t) = 0 for t ∈ (a, b), then the so called Lyapunov inequality
(b − a)
b∫
a
∣∣q(s)∣∣ds > 4 (9)
holds, and the constant 4 can not be replaced by a large number.
Since this result has been found applications in the study of various properties of solutions
such as oscillation theory, disconjugacy and eigenvalue problems of (8), there are several proofs
and generalizations. Several authors including Reid [22,23], Hartman [10], Hochstadt [11], Elia-
son [5], Singh [24], Kwong [15] and Cheng [1] have contributed the above result. Indeed in [10],
Hartman has obtained an inequality which is more general than (9). The inequality (9) has been
generalized to second order nonlinear differential equations by Eliason [6] and Pachpatte [20], to
delay differential equations of the second order by Eliason [7], by Dahiya and Singh [3], and to
higher order differential equations by Pachpatte [19]. Lyapunov-type inequalities for the Emden–
Fowler-type equations (6), with α,β  2 constants, can be found in Pachpatte’s paper [20].
Lyapunov-type inequalities for the half-linear equation, that is β = α in (6), were obtained inde-
pendently by Lee et al. [16] and by Pinasco [21]. The proof for the half-linear extension can be
found in Došlý and ˘Rehák’s recent book on p. 190 [4]. A thorough literature review of continuous
and discrete Lyapunov inequalities and their applications can be found in the survey paper [2] by
S.S. Cheng and the references quoted therein.
Although there is an extensive literature on the Lyapunov-type inequalities for the above men-
tioned equations, there is not much done for the linear Hamiltonian system (4). We refer the
reader to the introductory paper by Guseinov and Kaymakçalan [8] in this direction.
The principal aim of this paper is to state and prove the Lyapunov-type inequalities for the
nonlinear systems (1) and some special cases. As far as we know, the nonlinear systems (1)
have never been the subject of investigation in this direction before. Our motivation comes from
the recent papers by Guseinov and Kaymakçalan [8], Lee et al. [16] and Pachpatte [20]. In this
study, we derive a Lyapunov-type inequality for system (1), where the first component of the
solution (x(t), u(t)) has zero at the points a and b in I = [t0,∞) ⊂ R. For the special cases
of system (1), we also derive some Lyapunov-type inequalities which not only relate points a
and b in I at which the first component of the solution (x(t), u(t)) has zeros but also any point
in (a, b) where the first component of the solution (x(t), u(t)) is maximized. Our inequalities
for Eqs. (6) and (7) contain better lower bounds than those bounds given in [16] and [20], re-
spectively. The inequalities that we propose here can be used as a handy tool in the study of the
qualitative nature of solutions. Finally, we also give some applications to show the importance of
our results.
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The main results of this paper are the following theorems.
Theorem 1. Let the hypotheses (i)–(iii) hold. If the nonlinear system (1) has a real solution
(x(t), u(t)) such that x(a) = x(b) = 0 and x is not identically zero on [a, b], where a, b ∈ R
with a < b, then the following inequality
2
b∫
a
∣∣α1(t)∣∣dt + M βα −1
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β+2 (t) dt
) 1
α
(10)
holds, where 1
α
+ 1
γ
= 1, M = maxa<t<b |x(t)| and β+2 (t) = max{β2(t),0} is the nonnegative
part of β2(t).
Proof. It follows from x(a) = 0 = x(b) and x is not identically zero on [a, b], one can choose
τ ∈ (a, b) such that |x(τ)| = maxa<t<b |x(t)| > 0. From Rolle’s theorem, clearly x′(τ ) = 0. Let
M = |x(τ)|. Integrating the first equation of system (1) initially from a to τ and then from τ to
b and taking into account that x(a) = 0 = x(b), we get
x(τ) =
τ∫
a
(
α1(t)x(t) + β1(t)
∣∣u(t)∣∣γ−2u(t))dt
and
−x(τ) =
b∫
τ
(
α1(t)x(t) + β1(t)
∣∣u(t)∣∣γ−2u(t))dt,
respectively. Hence employing the triangle inequality gives
∣∣x(τ)∣∣
τ∫
a
∣∣α1(t)∣∣∣∣x(t)∣∣dt +
τ∫
a
β1(t)
∣∣u(t)∣∣γ−1 dt
and
∣∣−x(τ)∣∣= ∣∣x(τ)∣∣
b∫
τ
∣∣α1(t)∣∣∣∣x(t)∣∣dt +
b∫
τ
β1(t)
∣∣u(t)∣∣γ−1 dt.
Summing up these last two inequalities gives
2
∣∣x(τ)∣∣
b∫
a
∣∣α1(t)∣∣∣∣x(t)∣∣dt +
b∫
a
β1(t)
∣∣u(t)∣∣γ−1 dt. (11)
By using Hölder inequality on the second integral of the right side of (11) with indices α and γ ,
we obtain
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a
β1(t)
∣∣u(t)∣∣γ−1 dt =
b∫
a
β
1
γ
1 (t)β
1
α
1 (t)
∣∣u(t)∣∣γ−1 dt

( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β1(t)
∣∣u(t)∣∣α(γ−1) dt
) 1
α
=
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β1(t)
∣∣u(t)∣∣γ dt
) 1
α
(12)
where 1
α
+ 1
γ
= 1. Therefore, we get from (11)
2
∣∣x(τ)∣∣
b∫
a
∣∣α1(t)∣∣∣∣x(t)∣∣dt +
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β1(t)
∣∣u(t)∣∣γ dt
) 1
α
. (13)
On the other hand, multiplying the first equation of (1) by u(t) and the second one by x(t), and
adding the result, we obtain(
x(t)u(t)
)′ = β1(t)∣∣u(t)∣∣γ − β2(t)∣∣x(t)∣∣β. (14)
Integrating Eq. (14) from a to b and taking into account that x(a) = 0 = x(b) yields
b∫
a
β1(t)
∣∣u(t)∣∣γ dt =
b∫
a
β2(t)
∣∣x(t)∣∣β dt. (15)
Substituting equality (15) into (13), we obtain
2
∣∣x(τ)∣∣
b∫
a
∣∣α1(t)∣∣∣∣x(t)∣∣dt +
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β2(t)
∣∣x(t)∣∣β dt
) 1
α
. (16)
Since M = |x(τ)| = maxa<t<b |x(t)| and β+2 (t) = max{β2(t),0}, it follows from (16) that
2
∣∣x(τ)∣∣ ∣∣x(τ)∣∣
b∫
a
∣∣α1(t)∣∣dt + ∣∣x(τ)∣∣ βα
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β+2 (t) dt
) 1
α
,
which yields
2
b∫
a
∣∣α1(t)∣∣dt + M βα −1
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β+2 (t) dt
) 1
α
(17)
what completes the proof. 
In case β = α in system (1), that is, for the nonlinear system of Emden–Fowler-type equation
of the form
x′(t) = α1(t)x(t) + β1(t)
∣∣u(t)∣∣γ−2u(t),
u′(t) = −β2(t)
∣∣x(t)∣∣α−2x(t) − α1(t)u(t), (18)
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α
+ 1
γ
= 1, we shall arrive to the following result which is immediate consequence of
Theorem 1.
Corollary 2. Let the hypotheses (i)–(iii) hold. If the nonlinear system (18) has a real solution
(x(t), u(t)) such that x(a) = x(b) = 0 and x is not identically zero on [a, b], where a, b ∈ R
with a < b, then the following inequality
2
b∫
a
∣∣α1(t)∣∣dt +
( b∫
a
β1(t) dt
) 1
γ
( b∫
a
β+2 (t) dt
) 1
α
(19)
holds, where α, γ and β+2 (t) are defined as before.
Note that, for linear Hamiltonian systems, Corollary 2 reduces to Theorem 1.1 given in [8].
Consider the following system, special case of (1), which is an equivalent system for the
Emden–Fowler-type equation (6)
x′(t) = β1(t)
∣∣u(t)∣∣γ−2u(t),
u′(t) = −β2(t)
∣∣x(t)∣∣β−2x(t), (20)
where β1(t) = r1−γ (t) and β2(t) = q(t). We shall also give some new inequalities in the follow-
ing theorem that not only relate the points a and b (a < b), at which the solutions of (20) have
zeros, but also any point in (a, b) where the solutions of (20) are maximized.
Theorem 3. Let the hypotheses (i)–(iii) hold. If the nonlinear system (20) has a real solution
(x(t), u(t)) such that x(a) = x(b) = 0 and x is not identically zero on [a, b], where a, b ∈ R
with a < b, then there exists τ ∈ (a, b) such that the following inequalities
1Mβ−α
( τ∫
a
β1(t) dt
)α−1( τ∫
a
β+2 (t) dt
)
, (21)
1Mβ−α
( b∫
τ
β1(t) dt
)α−1( b∫
τ
β+2 (t) dt
)
, (22)
and
2α Mβ−α
( b∫
a
β1(t) dt
)α−1( b∫
a
β+2 (t) dt
)
(23)
hold, where α, γ , M and β+2 (t) are defined as before.
Proof. It follows from x(a) = 0 = x(b) and x is not identically zero on [a, b], one can choose
τ ∈ (a, b) such that |x(τ)| = maxa<t<b |x(t)| > 0. From Rolle’s theorem, clearly x′(τ ) = 0. Let
M = |x(τ)|. Because of x(a) = 0, we have
x(τ) =
τ∫
x′(t) dt =
τ∫
β1(t)
∣∣u(t)∣∣γ−2u(t) dt, (24)
a a
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∣∣x(τ)∣∣
τ∫
a
β1(t)
∣∣u(t)∣∣γ−1 dt. (25)
By using Hölder inequality on the right side of (25) with indices α and γ , we obtain
τ∫
a
β1(t)
∣∣u(t)∣∣γ−1 dt =
τ∫
a
β
1
γ
1 (t)β
1
α
1 (t)
∣∣u(t)∣∣γ−1 dt

( τ∫
a
β1(t) dt
) 1
γ
( τ∫
a
β1(t)
∣∣u(t)∣∣α(γ−1) dt
) 1
α
=
( τ∫
a
β1(t) dt
) 1
γ
( τ∫
a
β1(t)
∣∣u(t)∣∣γ dt
) 1
α
where 1
α
+ 1
γ
= 1. Substituting the last inequality into (25) yields
∣∣x(τ)∣∣
( τ∫
a
β1(t) dt
) 1
γ
( τ∫
a
β1(t)
∣∣u(t)∣∣γ dt
) 1
α
. (26)
On the other hand, multiplying the first equation of system (20) by u(t) and the second one by
x(t), and then adding them up gives(
x(t)u(t)
)′ = β1(t)∣∣u(t)∣∣γ − β2(t)∣∣x(t)∣∣β.
Integrating the last equation from a to τ and taking into account that x(a) = 0 yields
x(τ)u(τ) =
τ∫
a
β1(t)
∣∣u(t)∣∣γ dt −
τ∫
a
β2(t)
∣∣x(t)∣∣β dt. (27)
Furthermore, from the first equation of (20) and taking into account that x′(τ ) = 0, one can easily
obtain that u(τ) = 0. Therefore, from (27) we have
τ∫
a
β1(t)
∣∣u(t)∣∣γ dt =
τ∫
a
β2(t)
∣∣x(t)∣∣β dt.
Substituting the last equality into (26) we obtain
∣∣x(τ)∣∣
( τ∫
a
β1(t) dt
) 1
γ
( τ∫
a
β2(t)
∣∣x(t)∣∣β dt
) 1
α
. (28)
Since M = |x(τ)| = maxa<t<b |x(t)| and β+2 (t) = max{β2(t),0}, it follows from (28) that
∣∣x(τ)∣∣ ∣∣x(τ)∣∣ βα
( τ∫
β1(t) dt
) 1
γ
( τ∫
β+2 (t) dt
) 1
αa a
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1M
β
α
−1
( τ∫
a
β1(t) dt
) 1
γ
( τ∫
a
β+2 (t) dt
) 1
α
. (29)
If we take the αth power of both sides of the inequality (29), we obtain
1Mβ−α
( τ∫
a
β1(t) dt
)α−1( τ∫
a
β+2 (t) dt
)
. (30)
Now, since x(b) = 0, we have
∣∣−x(τ)∣∣= ∣∣x(τ)∣∣
b∫
τ
β1(t)
∣∣u(t)∣∣γ−1 dt
and repeating the above procedure step by step, one can easily obtain
1Mβ−α
( b∫
τ
β1(t) dt
)α−1( b∫
τ
β+2 (t) dt
)
. (31)
Finally, since the function h(x) = x1−α is convex for x > 0, the Jensen inequality h(u+v2 ) [h(u)+h(v)]
2 with u =
∫ τ
a
β1(t) dt and v =
∫ b
τ
β1(t) dt implies
b∫
a
β+2 (t) dt =
τ∫
a
β+2 (t) dt +
b∫
τ
β+2 (t) dt
 1
Mβ−α
[( τ∫
a
β1(t) dt
)1−α
+
( b∫
τ
β1(t) dt
)1−α]
 1
Mβ−α
2
[
1
2
( τ∫
a
β1(t) dt +
b∫
τ
β1(t) dt
)]1−α
= 2
α
Mβ−α
1
(
∫ b
a
β1(t) dt)α−1
.
Thus we obtain
2α Mβ−α
( b∫
a
β1(t) dt
)α−1( b∫
a
β+2 (t) dt
)
. (32)
This completes the proof. 
In case β = α in system (20), that is, for the system of half-linear differential equations of the
form
x′(t) = β1(t)
∣∣u(t)∣∣γ−2u(t),
u′(t) = −β2(t)
∣∣x(t)∣∣α−2x(t), (33)
we have the following corollary which is immediate consequence of Theorem 3.
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(x(t), u(t)) such that x(a) = x(b) = 0 and x is not identically zero on [a, b], where a, b ∈ R
with a < b, then the following inequalities
1
( τ∫
a
β1(t) dt
)α−1( τ∫
a
β+2 (t) dt
)
, (34)
1
( b∫
τ
β1(t) dt
)α−1( b∫
τ
β+2 (t) dt
)
, (35)
and
2α 
( b∫
a
β1(t) dt
)α−1( b∫
a
β+2 (t) dt
)
(36)
hold, where α, γ and β+2 (t) are defined as before.
Note that, for half-linear equation (6) with α = β , Lemma 1 given in [16] can be easily ob-
tained from Corollary 4.
Consider the Emden–Fowler-type damped equation of the form(∣∣x′(t)∣∣α−2x′(t))′ + g(t)∣∣x′(t)∣∣α−2x′(t) + f (t)∣∣x(t)∣∣β−2x(t) = 0. (37)
Let
r(t) = e
∫ t
a g(s) ds, q(t) = r(t)f (t) or r(t) = e−
∫ b
t g(s) ds, q(t) = r(t)f (t), (38)
then Eq. (37) reduces to Eq. (6) which is equivalent to the system (20) with β1(t) = r1−γ (t) and
β2(t) = r(t)f (t). Hence, we have the following corollary.
Corollary 5. Let the hypotheses (i)–(iii) hold. If the nonlinear system (20) has a real solution
(x(t), u(t)) such that x(a) = x(b) = 0 and x is not identically zero on [a, b], where a, b ∈ R
with a < b, then there exists τ ∈ (a, b) such that the following inequalities
1Mβ−α(τ − a)α−1 exp
(
2
τ∫
a
∣∣g(t)∣∣dt
)( τ∫
a
f +(t) dt
)
, (39)
1Mβ−α(b − τ)α−1 exp
(
2
b∫
τ
∣∣g(t)∣∣dt
)( b∫
τ
f +(t) dt
)
, (40)
0Mβ−α(b − a)α−1
b∫
a
f +(t) dt − 2α exp
(
−
b∫
a
∣∣g(t)∣∣dt
)
, (41)
and
2α Mβ−α(b − a)α−1
b∫
a
f +(t) dt + 2α
b∫
a
∣∣g(t)∣∣dt (42)
hold, where f +(t) = max{f (t),0} and α, γ and M are defined as before.
506 A. Tiryaki et al. / J. Math. Anal. Appl. 332 (2007) 497–511Proof. Let τ and M be defined as in the proof of Theorem 1. It is easy to see that
max
{
e
∫ t
a g(s) dsf (t),0
}
 e
∫ τ
a |g(s)|ds max
{
f (t),0
}= e∫ τa |g(s)|dsf +(t).
Replacing β1(t) by e(1−γ )
∫ t
a g(s) ds and β2(t) by e
∫ τ
a |g(s)|dsf +(t) in the inequality (30), we have
1Mβ−α
( τ∫
a
e((1−γ )
∫ t
a g(s) ds) dt
)α−1( τ∫
a
e
∫ τ
a |g(s)|dsf +(t) dt
)
Mβ−α
( τ∫
a
e((γ−1)
∫ τ
a |g(s)|ds) dt
)α−1
e
∫ τ
a |g(s)|ds
τ∫
a
f +(t) dt
= Mβ−αe(α−1)(γ−1)
∫ τ
a |g(s)|ds
( τ∫
a
dt
)α−1
e
∫ τ
a |g(s)|ds
τ∫
a
f +(t) dt. (43)
Using the fact that (α − 1)(γ − 1) = 1 yields
1Mβ−α
( τ∫
a
dt
)α−1
e2
∫ τ
a |g(s)|ds
τ∫
a
f +(t) dt
= Mβ−α(τ − a)α−1e2
∫ τ
a |g(s)|ds
τ∫
a
f +(t) dt. (44)
Hence, we obtain inequality (39). Performing similar computations as in (43) and (44), that is,
replacing β1(t) with e(γ−1)
∫ b
t g(s) ds and β2(t) with e
∫ b
τ |g(s)|dsf +(t) in the inequality (31) and
taking into account that
max
{
e−
∫ b
t g(s) dsf (t),0
}
 e
∫ b
τ |g(s)|ds max
{
f (t),0
}= e∫ bτ |g(s)|dsf +(t),
we obtain
1Mβ−α(b − τ)α−1e2
∫ b
τ |g(s)|ds
b∫
τ
f +(t) dt. (45)
Thus, we obtain inequality (40). Clearly, it follows from (39) and (40) that
b∫
a
f +(t) dt =
τ∫
a
f +(t) dt +
b∫
τ
f +(t) dt
 (τ − a)
1−α
Mβ−αe2
∫ τ
a |g(s)|ds
+ (b − τ)
1−α
Mβ−αe2
∫ b
τ |g(s)|ds
= 1
Mβ−α
[
(τ − a)1−αe−2
∫ τ
a |g(s)|ds + (b − τ)1−αe−2
∫ b
τ |g(s)|ds]. (46)
The elementary inequality 2uv  u2 + v2 with
u = (τ − a) 1−α2 e−
∫ τ
a |g(s)|ds and v = (b − τ) 1−α2 e−
∫ b
τ |g(s)|ds
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(τ − a)1−αe−2
∫ τ
a |g(s)|ds + (b − τ)1−αe−2
∫ b
τ |g(s)|ds
 2(τ − a) 1−α2 (b − τ) 1−α2 e−
∫ b
a |g(s)|ds . (47)
Using the inequality (see, e.g., [9, p. 17, 2.5.1])
a
p1
1 a
p2
2 
(
p1a1 + p2a2
p1 + p2
)p1+p2
with a1 = τ − a, a2 = b − τ and p1 = p2 = α−12 for α > 1 on the right-hand side of (47) yields
2(τ − a) 1−α2 (b − τ) 1−α2 e−
∫ b
a |g(s)|ds  2αe−
∫ b
a |g(s)|ds(b − a)1−α
and hence we obtain
(τ − a)1−αe−2
∫ τ
a |g(s)|ds + (b − τ)1−αe−2
∫ b
τ |g(s)|ds  2αe−
∫ b
a |g(s)|ds(b − a)1−α. (48)
Substituting inequality (48) into (46), we have
b∫
a
f +(t) dt Mα−β2αe−
∫ b
a |g(s)|ds(b − a)1−α. (49)
Finally, we obtain from (49)
0Mβ−α(b − a)α−1
b∫
a
f +(t) dt − 2α exp
(
−
b∫
a
∣∣g(t)∣∣dt
)
. (50)
By using the fact that e−x  1 − x for all x  0, we get
2α Mβ−α(b − a)α−1
b∫
a
f +(t) dt + 2α
b∫
a
∣∣g(t)∣∣dt, (51)
which completes the proof. 
Consider Eq. (37) with β = α, taking into account of (38), reduces to Eq. (6) which is equiv-
alent to the system (20) with β1(t) = r1−γ (t) and β2(t) = r(t)f (t). Hence the following result
is an immediate consequence of Corollary 5.
Corollary 6. Let the hypotheses (i)–(iii) hold. If the nonlinear system (20) has a real solution
(x(t), u(t)) such that x(a) = x(b) = 0 and x is not identically zero on [a, b], where a, b ∈ R
with a < b, then there exists τ ∈ (a, b) such that the following inequalities
1 (τ − a)α−1 exp
(
2
τ∫
a
∣∣g(t)∣∣dt
)( τ∫
a
f +(t) dt
)
, (52)
1 (b − τ)α−1 exp
(
2
b∫
τ
∣∣g(t)∣∣dt
)( b∫
τ
f +(t) dt
)
, (53)
0 (b − a)α−1
b∫
f +(t) dt − 2α exp
(
−
b∫ ∣∣g(t)∣∣dt
)
, (54)a a
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2α  (b − a)α−1
b∫
a
f +(t) dt + 2α
b∫
a
∣∣g(t)∣∣dt (55)
where α and f +(t) are defined as before, hold.
Remark 7. We note that all of the above results hold for α > 1. If 1 < α  2, then Corollary 6
with (54) and (55) is equivalent to Theorem 4 given in Lee et al. [16]. Thus, Corollary 6 general-
izes and extends Theorem 4 given in [16] by dropping the restriction on α, i.e., 1 < α  2.
If we put a restriction on the constant α as in Theorem 2 given in [16] such as α  2, then we
have the following results which are better than (41) and (42) or (54) and (55).
We proceed as in the proof of Corollary 5 and reach to inequality (47). By using the inequali-
ties
√
uv  2−1(u+ v) with u = (τ − a)α−1 and v = (b− τ)α−1 and xα−1 + yα−1  (x + y)α−1
for α  2 given in [9, p. 32, 2.12.1] with x = τ − a and y = b − τ , respectively, we obtain
(τ − a)1−αe−2
∫ τ
a |g(s)|ds + (b − τ)1−αe−2
∫ b
τ |g(s)|ds  4e
− ∫ ba |g(s)|ds
(b − a)α−1 . (56)
The rest of the proof is similar to the proof of Corollary 5. Hence, we have the following:
Corollary 8. Let α  2, then Corollary 5 remains valid if inequalities (41) and (42) are replaced
by
0Mβ−α(b − a)α−1
b∫
a
f +(t) dt − 4 exp
(
−
b∫
a
∣∣g(t)∣∣dt
)
, (57)
and
4Mβ−α(b − a)α−1
b∫
a
f +(t) dt + 4
b∫
a
∣∣g(t)∣∣dt, (58)
respectively.
Corollary 9. Let α  2, then Corollary 6 remains valid if inequalities (54) and (55) are replaced
by
0 (b − a)α−1
b∫
a
f +(t) dt − 4 exp
(
−
b∫
a
∣∣g(t)∣∣dt
)
, (59)
and
4 (b − a)α−1
b∫
a
f +(t) dt + 4
b∫
a
∣∣g(t)∣∣dt, (60)
respectively.
Note that Corollary 9 with (59) and (60) is the same result of Theorem 2 given in Lee et al.
[16].
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Applying the inequalities derived in Section 2, we establish the following theorems.
Theorem 10. If
∞∫
β1(t) dt < ∞ and
∞∫ ∣∣β2(t)∣∣dt < ∞, (61)
then every weakly oscillatory proper solution of (20) is bounded on I = [t0,∞).
Proof. Let (x(t), u(t)) be any nontrivial weakly oscillatory proper solution of nonlinear system
(20) on I such that x(t) has a sequence of zeros tending to +∞. Suppose to the contrary that
lim sup |x(t)| = ∞, then given any positive number M1 we can find a positive number T =
T (M1) such that |x(t)| > M1 for all t > T . Since x is also oscillatory solution, there exist an
interval (t1, t2) with t1  T such that x(t1) = 0 = x(t2) and |x(t)| > 0 on (t1, t2). Choose τ
in (t1, t2) such that M = |x(τ)| = max{|x(t)|: t1 < t < t2} > M1. Clearly the inequalities in
Theorem 3 are satisfied on (t1, t2). Because of (61), one can choose T  t0 large enough so that
for every t1  T
∞∫
t1
β1(t) dt < M
−(β−α)/(α−1) and
∞∫
t1
∣∣β2(t)∣∣dt < 1. (62)
Substituting (62) into the inequality (23) in Theorem 3, we obtain
2α < Mβ−α
( t2∫
t1
β1(t) dt
)α−1 t2∫
t1
β+2 (t) dt
Mβ−α
( ∞∫
t1
β1(t) dt
)α−1 ∞∫
t1
∣∣β2(t)∣∣dt < 1,
where α > 1. This contradiction shows that |x(t)| is bounded on I . Hence there exists a positive
constant K such that |x(t)|  K for all t ∈ I . To show that |u(t)| is bounded, we integrate the
second equation of (20) from τ to t , τ  t  t2, we get
u(t) = −
t∫
τ
β2(s)
∣∣x(s)∣∣β−2x(s) ds,
here we use the fact that u(τ) = 0 in view of explanation made in the proof of Theorem 3. Hence
it follows from the last equality that
∣∣u(t)∣∣
t∫
τ
∣∣β2(s)∣∣∣∣x(s)∣∣β−1 ds 
∞∫
τ
∣∣β2(s)∣∣∣∣x(s)∣∣β−1 ds Kβ−1
∞∫
τ
∣∣β2(s)∣∣ds,
and hence |u(t)| is bounded on I since ∫∞
τ
|β2(s)|ds < ∞. It follows from
lim sup
{∣∣x(t)∣∣+ ∣∣u(t)∣∣} lim sup∣∣x(t)∣∣+ lim sup∣∣u(t)∣∣
that lim sup{|x(t)| + |u(t)|} is bounded on I , which completes the proof. 
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latory proper solution of (20) with β1(t) = 1, then the distance between consecutive zeros of the
first component of (x(t), u(t)) tends to infinity as t → +∞.
Proof. We first assume that (x(t), u(t)) is a nontrivial weakly oscillatory proper solution of
nonlinear system (20) with β1(t) = 1 on I such that x(t) has a sequence of zeros tending to +∞
and the conclusion is not true. Then the sequence {tn} of zeros of x(t) has a subsequence {tnm}
such that |tnm+1 − tnm |  N < +∞ for all m. Let snm be a point in (tnm, tnm+1) at which |x(t)|
is maximized. Then |snm − tnm | < N for all m. Let M = |x(snm)| and μ∗ be the index conjugate
with μ, i.e., 1
μ∗ + 1μ = 1. Suppose β+2 (t) ∈ Lμ[t0,∞), 1 μ < ∞, for m large enough so that( +∞∫
tnm
(
β+2 (s)
)μ
ds
)1/μ
Mα−βN−(α−1+1/μ∗). (63)
By using the inequality in (21) with β1(t) = 1, we obtain
1Mβ−α(snm − tnm)α−1
snm∫
tnm
β+2 (t) dt. (64)
By using Hölder inequality with indices μ, μ∗ on the right-hand side of (64) yields
1Mβ−α(snm − tnm)α−1
snm∫
tnm
β+2 (t) dt
Mβ−α(snm − tnm)α−1
( snm∫
tnm
(
β+2 (t)
)μ
dt
)1/μ( snm∫
tnm
dt
)1/μ∗
Mβ−α(snm − tnm)α−1+1/μ
∗
( snm∫
tnm
(
β+2 (t)
)μ
dt
)1/μ
Mβ−α(snm − tnm)α−1+1/μ
∗
( ∞∫
tnm
(
β+2 (t)
)μ
dt
)1/μ
. (65)
Substituting the inequality (63) into (65), we get
1Mβ−α(snm − tnm)α−1+1/μ
∗
( ∞∫
tnm
(
β+2 (t)
)μ
dt
)1/μ
< Mβ−αNα−1+1/μ∗Mα−βN−(α−1+1/μ∗) = 1.
This contradiction completes the proof. 
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