Regularization techniques are widely used for tackling highdimension-low-sample-size problems. Yet, finding the right amount of regularization can be challenging, especially in the unsupervised setting such as structure learning problems where traditional methods such as BIC or cross-validation often do not work well. In this paper, we propose a new method -Bootstrap Inference for Network COnstruction (BINCO) -to infer networks by directly controlling the false discovery rates (FDRs) of the selected edges. This method utilizes the idea of model aggregation. It fits a mixture model for the distribution of edge selection frequencies to estimate the FDRs. As this method only depends on selection frequencies, it is applicable to a wide range of applications beyond network construction.
where Y −{i,j} ≡ {Y k : k = i, j, 1 ≤ k ≤ p}. Then the goal is to identify the edge set E. Note that under normality assumption, the conditional independence between Y i and Y j is equivalent to the partial correlation ρ ij between Y i and Y j being zero. It is also equivalent to the (i, j) entry of the concentration matrix being zero, i.e., c ij ≡ (Σ −1 ) ij = 0 (Dempster, 1972; Cox and Wermuth, 1996) .
There are two main types of approaches to fitting a GGM. One is the maximum-likelihood-based approach which estimates the concentration matrix directly. The other is the regression-based approach, which fits the GGM through identifying non-zero regression coefficients of the following regression
where i is uncorrelated with Y −i = {Y k , k = i, 1 ≤ k ≤ p} and β ij = −c ij /c ii . Thus, non-zero β ij 's correspond to non-zero entries in the concentration matrix. In both approaches, there are O(p 2 ) parameters to estimate, which requires proper regularization on the model if p is larger than the sample size n. This can be achieved by making a sparsity assumption on the network structure, i.e., assuming that most pairs of variables are indeed conditionally independent given all other variables. Such an assumption is reasonable for many real life networks including the genetic regulatory networks (Gardner, et al. 2003; Jeong, et al. 2001; Tegner, et al. 2003) . Methods have been developed along this line by using L 1 regularization. For example, Yuan and Lin (2007) proposed a sparse estimator of the concentration matrix via maximizing the L 1 penalized loglikelihood. Efficient algorithms were subsequently developed to fit this model with high dimensional data (Friedman, et From objective functions (2.1) and (2.2), it is clear that the selected edge set depends on the regularization parameter λ. Since the goal here is to recover the true edge set, ideally λ should be determined based on consideration such as FDR and power with respect to edge selection.
Moreover, as the sample size is limited, a model-aggregation-based strategy can further improve the selection result compared to simply tuning the regularization parameter. Thus, in the following section, we introduce a new model-aggregation-based procedure which selects models based on directly estimating FDRs of the selected edges.
To be consistent, we stay in the context of learning GGMs in the remaining of this paper. We refer to the set of all pairs of variables as the candidate edge set (denoted by Ω), the subset of those edges in the true model as the true edge set (denoted by E) and the rest as the null edge set (denoted by E c ). Note that Ω = E ∪ E c and the total number of edges in Ω is N Ω = p(p − 1)/2.
Model Aggregation.
Consider a network construction procedure which is good in the sense that the true edges are stochastically more likely to be selected than the null edges. Then it would be reasonable to choose edges which have high selection probabilities. In practice, these selection probabilities can be estimated by the selection frequencies over networks constructed based on perturbed data sets. As a result, selecting edges with large selection frequencies can be a powerful procedure. In the following, we formalize this idea.
Let A(λ) be an edge selection procedure with a regularization parameter λ and S λ (Y ) ≡ S λ (A(λ), Y ) be the set of selected edges by applying A(λ) to data Y . The selection probability of edge (i, j) is defined as
where I{·} is the indicator function. Let R(Y ) be the space of resamples from Y (e.g., through bootstrapping or subsampling). For a random resample Y from R(Y ), we further definẽ
In many cases (see Part C in the Supplementary Material), p ij 's andp ij 's are close. Then p ij 's can be estimated by the selection frequencies based on networks built on a large number (say B) of resamples: so that the corresponding procedure S λ c is consistent, i.e., P r(
and thus any c ∈ (0, 1] satisfies (2.4). The advantage of aggregation-based procedures can be seen as (2.4) is in general a much weaker condition than (2.5), which makes it possible to construct a consistent S λ c even when A(λ) is not consistent.
The following is a simulation example where an aggregation-based procedure is reasonable and a better choice over the original procedure. Figure 1 shows the distribution of selection frequencies based on a simulated data (see Section 3 for more details). From Figure 1 
Selection Frequency Modeling.
Now we introduce a mixture model, similar in spirit to Efron (2004a) , for estimating the FDR of an aggregation-based procedure S λ c . We can then use this estimate to choose the optimal c and λ by controlling FDR while maximizing power. Assume that the selection frequencies {X λ ij , (i, j) ∈ Ω}, generated from B resamples, fall into two categories, "true" or "null", depending on whether (i, j) is a true edge or a null edge. Let π be the proportion of the true edges. We also assume that X λ ij has density f λ 1 (x) or f λ 0 (x) if it belongs to the "true" or the "null" categories, respectively. Note that both f λ 1 and f λ 0 depend on the sample size n but such dependence is not explicitly expressed in order to make the notation simple. Then, we have a mixture density for X λ ij :
Based on this mixture model, the (positive) FDR (Storey 2003 ) of the aggregation-based procedure
Given an estimate F DR(S λ c ) of (2.7), the number of true edges in S λ c can be estimated by
This allows us to compare the power of S λ c across various choices of c and λ, as the total number of true edges is constant. Suppose the targeted FDR level is α, we first seek for the optimal threshold for each λ ∈ Λ:
and then we find the optimal regularization parameter
such that the corresponding procedure S λ * c * (λ * ) achieves the largest power among all competitors with FDR not exceeding α.
The key of the above procedure for determining optimal c and λ is to have good estimates of FDR, which in turn requires good estimates of the mixture density f λ and its null-edge contribution
A natural estimator of f λ is simply the empirical selection frequencies, i.e., where N Ω = p(p − 1)/2 is the total number of candidate edges and n λ k = |{(i, j) : X λ ij = k/B}| is the number of edges with selection frequencies equal to k/B.
Before describing an approach to estimating π and f λ 0 , we note two observations from Figure   1 (b). First, the contribution from the true edges to the mixture density f λ is small in the range where the selection frequencies are small. Second, the empirical distribution of f λ 0 is monotonically decreasing. These can be formally summarized as the following condition.
Proper Condition: There exist V 1 and V 2 , 0 < V 1 < V 2 < 1, such that as n → ∞,
This proper condition is satisfied by a class of procedures as described in the lemma below (the proof is provided in the Appendix).
Lemma 1. A selection procedure satisfies the proper condition if, as the sample size increases, p ij tends to one uniformly for all true edges and has a limit superior strictly less than one for all null edges.
It is easy to verify that all consistent procedures applying to subsampling resamples satisfy the condition in Lemma 1. Another example is procedures that use randomized lasso penalties (Menshausen and Bühlmann, 2010). See Section 2.5 for more details.
The proper condition motivates us to estimate π and f λ 0 by fitting a parametric model g θ for f λ in the region (V 1 , V 2 ] and then extrapolating the fit to the region (V 2 , 1]. This is because if C1 is satisfied then (1 − π)f λ 0 can be well approximated based on the empirical mixture density from the
. If C2 is also satisfied, the extrapolation of g θ will also be a good approximation to
for a reasonably chosen family of g θ .
For the choice of the parametric family, we propose the following. Givenp ij , it is natural to model the selection frequency to follow a (rescaled) binomial distribution, denoted by b 1 (·|p ij ), due to the independent and identical nature of resampling. Moreover, we use a powered beta distribution (i.e., the distribution of Q γ where Q ∼ beta(a, b), a, b, r > 0) as the prior forp ij 's, denoted by b 2 (·|θ) with θ = (a, b, r). This is motivated by the fact that the beta family is a commonly used conjugate prior for the binomial family and the additional power parameter γ simply provides more flexibility in fitting. Thus, the distribution of selection frequencies of null edges is modeled as
and then the null-edge contribution (1−π)f λ 0 can be estimated by fitting h θ to the empirical mixture densityf λ in the fitting range (V 1 , V 2 ], which, in practice, is determined based on the shape of f λ (details are given in Section 2.4). Specifically, we estimate π and f λ 0 byπ and hθ, where
] which amounts to minimizing the Kullback-Leibler distance.
Proper Regularization Range.
Following what we propose in Section 2.3, we can reasonably evaluate the aggregation-based procedure S λ c for different choices of (λ, c) with regard to model-selection-based criteria: the FDR and the number of selected true edges. We may only consider λ's that correspond to "U-shaped" empirical distributions of selection frequencies, i.e.,f λ 's that decrease in the small-selection-frequency range and then increase in the large-selection-frequency range. The decreasing trend is needed for the proper condition to hold while the increasing trend helps to control the FDR, since an S λ c with FDR< α implies, by (2.7), that
Moreover, the increasing trend also helps to obtain decent power since it guarantees a substantial size of S λ c . Based on our experience, the optimal choice of λ based on (2.9) and (2.10) indeed always corresponds to a "U-shaped" empirical selection frequency distribution.
Thus, we propose the following simple procedure for identifying "U-shaped"f λ 's, which determines the proper regularization range in practice. An illustration for this procedure is given in 1. Fit the empirical densityf λ by a smooth curvef λ (we use the R-function smooth.spline).
Then obtain the empirical valley point v 2 = argmin xf λ (x). Check if v 2 ≤ 0.8. Remark 1. The first criterion is based on our extensive simulation where we find that a large value of v 2 often corresponds to a too-small λ, which yields too many null edges with high selection frequencies making (2.12) difficult to hold for reasonably small FDR level α's. The third criterion is used to verify the increasing trend off λ at the tail. Iff λ is not recognized as "U-shaped" for a large range of λ's, we would consider the data as lack of signals where a powerful S λ c is not attainable.
Find
One example is the empty network (see Section 3.2 and Figure S-1 in the Supplementary Material). All together Sections 2.2-2.4 provide a procedure for network inference based on directly estimating FDR. We name the procedure as BINCO -Bootstrap Inference for Network COnstruction, as we suggest to use bootstrap resamples. The main steps are summarized below.
BINCO Procedure
Step 1. Generate the selection frequencies for λ ∈ Λ based on a large number of resamples.
Step 2. Find a proper range Λ * of λ by identifying U-shapedf λ 's. (Section 2.4)
Step 3. For λ ∈ Λ * , find the optimal S λ * c * (λ * ) where the threshold c * and the regularization λ * are determined by (2.9) and (2.10) with FDR estimated based on (2.7) and (2.11) (Section 2.3).
Randomized Lasso.
For an L 1 regularized procedure A(λ), our proper condition (Section 2.3) is satisfied if A(λ) is selection consistent, which, however, often requires strong conditions. For instance, the well-known For example, the randomized lasso version of space would be
where w ij 's are sampled from a probability distribution p(w) supported on (l, 1] for some l ∈ (0, 1]
(note that l = 1 corresponds to the ordinary L 1 penalty). By perturbing the regularization parameters in a proper way, the irrelevant features may be decorrelated from the true features, such that with a positive proportion of configurations of the randomly sampled weights, the irrepresentable condition is satisfied. As a result, under conditions less stringent than those required for lasso selection consistency, the randomized lasso selects all true features with probability 1 and any irrelevant feature with a probability strictly less than 1 (Meinshausen and Bühlmann, 2010, Theorem 2).
Consequently, the proper condition is satisfied. l guards better against false positives but damages power, while a large l may result in a liberal procedure. Here we provide a two-step data-driven procedure for choosing an appropriate l for BINCO. We first fix l = 1, i.e. using the ordinary L 1 penalty, and find a proper range Λ * for λ which correspond to the "U-shaped" empirical mixtures. Then for each λ ∈ Λ * , we consider a set of pairs Λ 2 = {(λ i , l i ), i = 1, . . . , m} such that
w p(w)dw = λ, i.e., keeping the average amount of regularization unchanged. For example, in the simulation study, we use l i = i/10, i = 1, . . . , 9.
We then pick the pair (λ * , l * ) ∈ Λ 2 such that l * is the smallest among those l's which correspond to U-shaped empirical mixture distributions. Our simulation shows that such a choice of (λ * , l * ) ensures good power for BINCO while controlling FDR in a slightly conservative fashion.
Simulation.
In this section, we first compare BINCO and stability selection (Meinshausen and Bühlmann, 2010) . We then investigate the performance of BINCO with respect to various factors including the network structure, dimensionality, signal strength and sample size. performance, the selection frequencies are generated from B = 100 bootstrap resamples as we observe that the performance of BINCO is slightly better under bootstrap resampling than subsampling. In addition, since for simulations we know the truth, i.e, whether an edge is true or null, we introduce the ideal power which is the best power that can be achieved for the selection rule S λ c ≡ {(i, j) : X λ ij ≥ c} across different choices of (λ, c) as far as the true FDR is controlled at α.
Based on this ideal power, we can evaluate the method efficiency under different settings. For each simulation setting, results reported are based on 20 independent simulation runs.
3.1.
Comparison between BINCO and Stability Selection.
Stability selection procedure selects S Λ stable (t) ≡ {(i, j) : max λ∈Λ (X λ ij ) ≥ t}, a set of edges with the maximum selection frequency over a pre-specified regularization set Λ exceeding a threshold t.
Assuming an exchangeability condition regarding to the irrelevant variables (here the null edges), Menshausen and Bühlmann (2010, Theorem 1) derived an upper bound for the expected number of falsely selected variables for each choice of t > 0.5. Specifically, under suitable conditions, the expected number of null edges selected by the set S Λ stable (t), denoted by E(V ), satisfies
where N Ω = p(p − 1)/2 is the total number of candidate edges and q Λ is the expected number of edges selected under at least one λ ∈ Λ. In practice, q Λ can be estimated by
Dividing both sides of (3.1) by |S Λ stable (t)|, we obtain
where the left hand side can be interpreted as an approximation of FDR for the set S Λ stable (t). Then for a pre-specified FDR level α, we choose the smallest threshold t such that the upper bound on the right hand of (3.2) is no larger than α.
For data generation, we first consider a power-law network with p = 500 nodes whose degree (i.e., the number of connected edges for each node) distribution follows P (k) ∼ k −γ . The scaling exponent γ is set to be 2.3, which is consistent with the findings in the literature for biological networks (Newman, 2003) . There are in total 495 true edges in this network and its topology is illustrated by Figure 5 We compare the performance of BINCO and stability selection at a targeted FDR level of 0.05.
For BINCO, we consider Λ 0 = {40, 50, . . . , 100} as the initial range for λ and then obtain the optimal final selection following the steps at the end of Section 2.4. For stability selection, since no specific guidance was provided for choosing Λ and l (the randomized lasso regularization perturbation parameter), we consider three different values for l ∈ {0.5, 0.8, 1} and a collection of intervals Λ = (λ min , λ max ) with λ min varying from 40 to 100 and λ max = 100 due to the fact that for λ min < 40 the upper bound in (3.2) can not be controlled at 0.05 for any choice of the threshold and the performance of stability selection is largely invariant for λ max . other cases, the FDR control is very conservative such that the corresponding power is consistently lower than BINCO. When the signals are weak, stability selection is much more conservative than BINCO and results in much lower power (Figure 4(b) and 4(d) ). In Table 1 , we report the ideal power, the power for BINCO and the best power for stability selection (among different choices of λ min ) under l=0.5, 0.8 and 1. We also provide the power efficiency, i.e., the ratio of the method power over the ideal power, for both methods. It can be seen that the power of BINCO is close to the ideal power for both signal strength levels while stability selection is too conservative when the signal strength is weak. (For more detailed results, see Supplementary Material, Part A1.) Table 1 Power comparison between BINCO and stability selection under strong and weak signals. 
Further Investigation on BINCO.
Now we investigate the effects of the network structure, dimensionality, signal strength and sample size on the performance of BINCO.
Network Structure
We consider four different network topologies: empty network, power-law network, empirical network and hub network. In each network, there are five disconnected components with 100 nodes each. Below is a brief description of the network topologies.
1. Empty network: there is no edge connecting any pair of nodes. 2. Power-law network: the degree follows a power-law distribution with parameter γ = 2.3 as described in Section 3.1 ( Figure 5(a) ). and all other nodes have a small number of connecting edges (< 5) ( Figure 5(c) ).
We set the sample size n = 200. The signal strength for all networks except for the empty network is fixed at the strong level as in Section 3.1.
For the empty network, the empirical mixture distributions of selection frequencies are monotonically decreasing on a wide range of λ (Figure S-1) which are not recognized by BINCO as "U-shaped". Thus, we reach the right conclusion that there is no signal in this case. In contrast, data sets from the other three networks produce the desired "U-shaped" mixture distributions for some λ (Figure S-2) .
We compare BINCO results across networks 2-4 with FDR controlled at level α = 0.05 and 0.1.
BINCO gives slightly conservative control on FDR and achieves reasonable power for all three networks ( Figure 6 ). The comparison to the ideal power shows that the network topologies investigated here have only a small effect on BINCO's efficiency (Table 2) . 
Dimensionality
We investigate the impact of dimensionality on the performance of BINCO. We consider the power-law network and let the number of nodes p vary from 500, 800 to 1000. To keep the complexity of each component the same across different choices of p, we set the component size constant, 100, and the number of components C = p/100. Sample size n = 200 is used for all three cases. Again, the signal strength is fixed at the strong level as in Section 3.1.
For all three choices of p, BINCO performs similarly ( 
Signal Strength
We consider three levels of signal strength, namely, strong, weak and very weak. BINCO gives good control on FDR, however the power decreases from 0.8 to 0.3 as the signal weakens ( Figure 8 ). Comparing the power of BINCO with the ideal power (Table 3) , we see that BINCO remains efficient and the loss in power is largely due to the reduction of signal strength. 
Sample Size
Now we consider the impact of sample size n by varying it from 200, 500 to 1000, while keeping the signal strength at the "very weak" level as in the previous simulation. The network structure is again the power-law network with p = 500.
With an increased sample size, the power of BINCO is significantly improved from 0.3 to nearly 0.9 ( Figure 9(b) ) while the FDRs are well controlled (Figure 9(a) ).
In summary, BINCO has good control for FDR under a wide range of scenarios. Its performance is shown to be robust for networks with different topologies and dimensionalities, and its efficiency is not influenced much even when the signal strength is weak. As the sample size increases, the power of BINCO is improved significantly. More detailed results can be found in the Supplementary Material, Part A2.
A Real Application.
We apply the BINCO method to a microarray expression data set of breast cancer (BC) (Loi, et al., 2007) to build a gene expression network related to the disease. The data (http://www.ncbi. We generate selection frequencies by applying the space algorithm with randomized lasso regularization to B = 100 bootstrap resamples. The initial range of the tuning parameter λ is set to be Λ = (100, 120, . . . , 580). We then apply the BINCO procedure and find that the optimal values for the regularization parameters are λ = 340 and l = 0.9. The empirical distribution of selection frequencies of all edges and the null density estimation are given in Figure 10 . When the estimated
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FDR is controlled at 0.05, 0.1 and 0.2, BINCO identifies 125, 222 and 338 edges, respectively. The estimated network for FDR=0.2 is shown in Figure 11 . In this figure, two components of large connectivity structure are observed which contain most of the high-degree genes, i.e., genes connected by a large number of high-selection-frequency edges. Note that for the four clinical variables, the only high-selection-frequency edge is the one between age and ER-status (with selection frequency = 0.96). All edges between one clinical variables and genes/probes are insignificant (with selection frequencies less than 0.12).
Networks built on perturbed data sets can also be used to detect hub genes (i.e., highly connected genes) which are often of great interest due to the central roles these genes may play in genetic regulatory networks. The idea is to look for genes which show consistent high connection in estimated networks across perturbed data sets. Here, we propose to detect hub genes by the ranks of their degrees based on the estimated networks using λ = 340 and l = 0.9. The ten genes with the largest mean as well as the smallest standard deviation of degree rank across 100 bootstrap resamples 5. Summary. In this paper, we propose the BINCO method to conduct inference for highdimensional Gaussian graphical models. BINCO employs model aggregation strategies and selects edges by directly estimating the FDR. This is achieved by modeling the selection frequency distribution using a mixture model. A flexible parametric distribution is used to model the density corresponding to the null edges. By doing this, BINCO is able to provide a good control on the FDR. Moreover, BINCO identifies the U-shape characteristic of empirical selection frequency distribution as a criterion for proper amount of regularization. Extensive simulation results show that BINCO perform well under a wide range of scenarios, indicating that it can be used as a practical tool for network inference. Although we focus on the GGM construction problem in this paper, BINCO is applicable to a wide range of problems where model selection is needed as it provides a general approach modeling the selection frequencies.
APPENDIX A: PROOF OF LEMMA 1
Proof. Suppose as the sample size n increases, an edge selection procedure A(λ) gives selection probabilities {p (n) ij } (with respect to resample space) which uniformly satisfỹ 
Suppose B is large such that B+1 B M < 1. Let X be a random sample from the set of selection frequencies {X λ ij } generated by applying A(λ) on B resamples, i.e., P r(X = X λ ij ) = 1/N Ω , (i, j) ∈ Ω.
Also suppose X has density f λ ij if X = X λ ij . Then the mixture model (2.6) becomes
Because of the i.i.d. nature of resamples given the data, f λ ij is a binomial density withp (n) ij as the probability of success, i.e.,
This binomial density is monotone decreasing for x greater than its mode
. Also, (A.1) implies, for (i, j) ∈ E, f λ ij (x) → 0 uniformly for x < 1, which implies C1 for any V 2 < 1. Taking V 2 such that V 1 < V 2 < 1 satisfies the proper condition and completes the proof.
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Part A: Additional Simulation Result
A1: Method Comparison
Here are more detailed result for the comparison between BINCO and stability selection. The simulation setting is the same as that in Section 3.1. Tables S-1 to S-6 are the results for stability selection and Table S-7 is the result for BINCO.0.0 0.4 0.8 0 10000 25000 λ=40 selection frequency edge countedge count0.0 0.4 0.8 0 10000 25000 λ=96 selection frequency edge count0.0 0.4 0.8 0 2000 5000 λ=68 selection frequency edge countselection frequency edge countHere we investigate the impact of the number of components in the networks on BINCO's performance. We consider the power-law network with sample size n = 200 and the number of LGMN DNA-Damage-Signaling encoding legumain, a cysteine protease that has a strict specificity for hydrolysis of asparaginyl bonds.
may play a role in tumor progression and is important in prognostic for BC (Gawenda, et al., 2007 Since subsampling Y (m) of size m from a random sample Y (n) is equivalent to directly sampling a random sample Y (m) of size m, the asymptotic behavior of p ij andp ij should be the same. In particular, if p (n) ij has a limit, thenp (m) ij converges to the same limit and hence p Consider a linear regression model
where, for sample size n, Y is an n × 1 response, X = (X 1 , . . . , X p ) is the n × p design matrix and is the random error with mean 0 and covariance I. β is the coefficient vector that needs to estimate.
Denote the covariance matrix of X by C = E(X X) and write C as Note that· is used to represent the counterpart in the bootstrap sample space to that in the sample space. It can be shown that P (S) → 1 implies P (S) → 1, i.e., the Lasso procedure is also consistent on bootstrap resample data. Thus, denote the selection probability of the i th feature w.r.t. the sample space by p i and that w.r.t. the bootstrap resample space byp i , then p i andp i converge to the same limit (1 or 0, depending on whether the i th feature is a true or irrelevant one) for all 1 ≤ i < p.
Details for showing P (S) → 1 are given below.
We use the notation consistent with . First we see that, under the finitemoment assumption of X, both the sample covariance C n and bootstrap resample covarianceC n converge to the same limit C (Arenal-Gutierrez, et al. 1996), which means the Proposition 1 in can be applied to the bootstrap resample data. Then,
where (z n 1 , . . . ,z n q ,ζ n 1 , . . . ,ζ n p−q ) =D nW n with
W n =X ˜ / √ n, andb = (b n 1 , . . . ,b n q ) = (C n 11 ) −1 signβ(1).
Denote the counterpart ofW n andD n w.r.t. the sample space by W n and D n . Note that W By the Slutsky's Theorem,
which implies thatz n i − z n i and z n i have the same limiting distribution. Thus, for λ n such that λ n /n → 0, λ n /n is because P (Z 1 + Z 2 ≥ t) ≤ P (max(Z 1 , Z 2 ) + max(Z 1 , Z 2 ) ≥ t) = P (Z 1 ≥ t/2 or Z 2 ≥ t/2) ≤ P (Z 1 ≥ t/2) + P (Z 2 ≥ t/2). Similarly, it can be shown that
Therefore, P (S) → 1.
Analogues to the above, it can be shown that lasso is consistent w.r.t. both the sample and the bootstrap resample space under (S-1) and additional regularity conditions when p is allowed to grow as n grows.
Example 3. Consistent space procedure ) for network construction.
Similar to the irrepresentable condition for the lasso regression case, the selection consistency for the space procedure is implied by a condition imposed on the second derivative of the objective loss function which converges to the same limit for both sample data and bootstrap resample data.
Under such condition and additional regularity conditions, the probability of space procedure being inconsistent based on bootstrap resamples can be upper bounded by a small number in a similar way as bounding that based on samples, which implies that the space procedure is also consistent w.r.t.
the bootstrap resmaple space and hence p ij −p ij → 0 for all (i, j) ∈ Ω.
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