A novel concept learning algorithm named, MICSL: Multiple Iterative Constraint Satisfaction based Learning, is presented. The algorithm utilizes mathematical programming and constraint satisfaction techniques towards uniform representation and management of both data and background knowledge. It offers a flexible enough learning framework and respective services. The representation flexibility of MICSL rests on a method that transforms propositional cases, represented as propositional clauses, into constraint equivalents. The theoretical background as well as the validity of the transformation process are analyzed and studied. Following a 'general-to-specific' generalization strategy the algorithm iterates on multiple calls of a constraint satisfaction process. The outcome is a consistent set of rules. Each rule composes a minimal model of the given set of cases. Theoretical results relating the solutions of a constraint satisfaction process and the minimal models of a set of cases are stated and proved. The performance of the algorithm on some real-world benchmark domains is assessed and compared with widely used machine learning systems, such as C4.5 and CN2. Issues related to algorithm's complexity are also raised and discussed.
Introduction
Concept learning from examples (CLFE) is one of the most experienced paradigms of machine learning research. A variety of different CLFE techniques have appeared in the literature. The list includes decision tree induction, instance-based learning, connectionist architectures, model-based learning, and others. Most of the approaches tackle the problem of supervised CLFE where, concept descriptions are formed by observing and analyzing a set of examples each of which is pre-assigned to a category (or, class). The sets of classes are the concepts to be defined. Usually, the definition of a class is described in terms of a set of attribute-value pairs.
The attribute-value representation scheme shares a number of advantages but it exhibits a number of disadvantages as well. On one hand, attribute-value representation renders to the device of algorithmic learning processes that exhibit relatively low computational-time performance. Respective algorithms like ID3 [45] -a decision tree induction system, CN2 [16] -a straightforward rule-learning system or, IBL [1] -a family of instance based learners, have proved their efficient concept learning ability. On the other hand, attribute-value is by its nature a flat representation model. The main disadvantage of flat models is the restriction they pose on the ability to represent complex and rich data and knowledge structures. Indeed, the utility of background, or prior knowledge incorporation in learning processes has been recognized in many theoretical and applied studies [17, 23, 49] . In many cases useful information is available, and even not necessarily correct, it can beneficially be used as a learning bias to supplement inductive mechanisms. This is the situation in many real life applications as for example in medical decision making where, domain theories could enhance, and even reform learning results, making them more comprehensible to the field experts and practitioners. Of course, there is always the alternative to follow a first-order logic representation scheme and use respective relational learning, e.g., Mobal [36] or, inductive logic programming systems [37, 38] . However, such systems are pre-determined to face and deal with heavy computational-time requirements.
In the present study a novel concept learning algorithm namely, MICSL: Multiple Iterative Constraint Satisfaction based Learning, is presented. The algorithm is based on the representation scheme offered by mathematical programming formalism and techniques. In order to overcome the limitations imposed by attribute-value representation and provide a general-purpose machine learning environment, an iterative constraint satisfaction learning framework is elaborated. The algorithm is a straightforward utilization of linear programming techniques appropriately adjusted to the CLEF framework. In this context, optimization is viewed as a natural companion to induction and machine learning. With this respect, induction of a rule that fits a given set of training cases resembles the process of finding and forming a function that obeys certain criteria [2, pp. 156] . The function to form corresponds to the disjunction of all optimal attribute-value combinations that comply with the given constraints. The criteria to obey correspond to a set of constraint equivalents of the given propositional cases.
Interest on utilizing mathematical programming, i.e., optimization subject to constraints, techniques in the context of machine learning and data mining has recently increased [30, 31, 32] . Mathematical programming (MP) has a long history in decision and computational sciences. In its broad discipline MP serves a number of research areas and exhibits both theoretical and applied achievements [53] . The representation and formulation of mathematical programming endeavors split into two main categories, linear-programming, and non-linear programming. Here we concerned with problems sharing a linear-, actually integer-programming formulation which, in general, are more easily tackled and solved [40] . The general setting of a linear-programming problem (LPP) is shown in Figure 1 . The use of linear programming techniques in the context of machine learning focuses mainly on discrimination analysis (DA) tasks. The respective approaches study the difference between two or more sets of m-dimensional points based on one or more attributes. The solved LPP is then used to classify new observations into a group to which they are likely to belong [21] .
Solving a LPP is equivalent with the goal of assigning values from domain D to its variables, i.e., labeling of the variables, in a way that, (1) the objective function is maximized, or minimized, and (2) all of the given constraints are satisfied. If the objective function f is missing then, the goal is to satisfy just the given set of constraints. In this setting, a constraint satisfaction problem (CSP) has to be solved [51] .
Successful constraint satisfaction techniques are mostly utilized in the constraint logic programming (CLP) context. CLP renders efficient and powerful formalisms and respective logic programming frameworks [23, 26] . The MICSL algorithm utilizes and exploits constraint satisfaction operations in a CLP framework. The extended constraint logic programming language Eclipse [19, 20] , was used as the implementation platform of the algorithm.
The main contribution of the MICSL algorithm comes from its constraint-based representation scheme. Following a well-defined procedure propositional cases are transformed into constraint equivalent forms. Domain specific or, other exploratory data analysis requirements could be also transformed to equivalent constraints. The search space heuristic of the algorithm is realized by iterative calls to a respective constraint satisfaction (CS) operation. The CS operation functions on the set of knowledge and data constraint equivalents. Viewing inductive concept learning as a search through a large space of hypotheses, the goal is to find hypotheses that optimally fit the training set of cases. A hypothesis is interpreted as optimal if it presents a minimal model of the given propositional cases. The underlying operations are based on appropriately formed optimization requests to be performed by the CS process. The optimization requests follow a general-to-specific ordering, as stated in [35, pp. 24-26] , of the potential fitting hypotheses. So, the implemented generalization strategy searches for less, to more complex rules.
Next section presents a technique that transforms propositional cases into linear constraints. In section 3 the MICSL algorithm is presented and its theoretical basis is formally stated and justified. Section 4 reports on experimental results; comparative results with reference machine learning algorithms are also presented. A comparative presentation of the related work is given in section 5. The last section is devoted to concluding remarks and hints for future research.
From Propositional Examples to Linear Constraints
In this section the fundamentals of transforming a set of propositional cases into a corresponding set of linear constraints are presented. Then, optimization techniques are appropriately reformulated and adjusted to serve generalization and inductive inference. Previously reported work, [3] , simulates deductive inference using similar optimization techniques. The presentation follows the Propositional Logic representation formalism.
Let L be a language that contains finitely many constants, used to denote the attribute-and class-values of a training set of cases E (the language is supposed not to contain any functional symbol). With EL we denote the set of all attribute-and class-values of E. Assume a domain with m attributes and k classes.
Definition 1.
A propositional case, e, is of the form: is a binary variable, so it is set equal to 1, i.e., the corresponding class-value C 1 is true. In other words, the aforementioned constraints are well defined, and soundly encode the underlying truth of the given cases. The following definition generalizes on the previous example and provides the formalism for transforming propositional cases into constraints. The constraint versions of the propositional cases in Definition 3 (inequality 1) are nonlinear, which are generally more difficult to solve than linear constraints. The following lemma remedies this and linearizes the constraints in c(E). The lemma is based on a notion of equivalence between sets of constraints, with respect to the domain of the involved variables. 
Constraint-based representation and complex data structures
One of the main challenges in machine learning research is how to represent, and deal, with structured concepts, i.e., concepts following a hierarchical definition or, relational concepts. Moreover, it is well known that background, or prior knowledge can improve learning. The basic idea is to realize the declarative bias, introduced by background knowledge, in a way that, (1) the hypotheses space is restricted, resulting into more efficient and effective learning operations [17, 50] , (2) intermediate concepts, that lay between observables and target concepts, are utilized and even inductively constructed (for example, the work in theory revision [41] ), and (3) the general form of induced hypotheses match a pre-specified template [36, 49] .
The constraint-based scheme is flexible enough to allow complex structure representation.
Relations: Take as example a particular application domain where the concept polygon is defined in terms of the two sub-concepts, square and triangle. A rule construct could be formed: P(olygon) ← S(square) \/ T(triagle), stating the relation holding between the concepts. Setting the binary variable representatives X P , X S and X T for P(olygon), S(quare) and T(riangle), respectively, and based on the aforementioned general constraint form (2), the constraint, X S + X T -2 X P ≤ 0 could be formed to encode the stated relation.
Mutual-exclusiveness:
An implicit assumption made when applying various machine learning algorithms on a set of propositional cases, is the mutual-exclusiveness between the values of the same attribute. Assume that attribute A i takes on values from set {A i;1 ,
encodes the mutual exclusiveness requirement.
Negation:
As it is noted above, 1-X i;j represents the fact that the respective attribute-value proposition A i;j is false. So, negative information, present in the facts of a particular application domain, could be uniformly and easily coded and represented. (2) should be set equal to 1, otherwise, it should be set equal to the number of allowable values. With the appropriate definition of the unknown dummy variable, the constraint version of the given hypothetical case takes the form, X 1;3 + X 2;u + X 3;2 -X c ≤ 2.
In general, a rich family of propositional complex constructs could be transformed and expressed into their suitable and valid constraint versions. As a reference to some basic and interesting transformations, the validity of the following transformations, reported in [54] , could be easily checked (X, X i are binary variables).
The constraint-based representation scheme is flexible enough to represent and treat structured or relational information presented as: rule schemata and templates, integrity constraints, or other, more complex forms of background knowledge and declarative bias requirements. The question that now raises is how the constraint-based representation is utilized to simulate generalization processes and inductive inference.
Constraint Satisfaction based Learning
The operations implemented by the MICSL algorithm are presented below via the simple four cases Example presented in the previous section. The algorithm implements six-(6) steps and its final output is a set of rules that optimally fit the data. In steps (1) and (2), the transformation of cases into constraints is performed and a respective constraint satisfaction problem is formed. Steps (3) to (6) , implements the inductive kernel operations of the algorithm.
Step 1 
That is, at most R binary variables should be equal to 1, and by though, at most R attributevalues should be present in the if part of a rule. This constraint compose the objective function of the linear, actually {0,1}-programming problem to be formed. Depending on syntactic and semantic specifics of the application domain or other, user specified data exploration requirements, the value of R may be initialized to a bigger value (e.g., the user may be interested to induce rules with more, than just 1, attributes in their if part). This unique characteristic offered by the constraint-based representation framework, makes machine learning operations flexible enough to adapt to complex exploratory data analysis tasks.
Step 4. Generalization step & Parameterization of constraint versions of cases:
The satisfiability of a case is subject to the number of attributes, and to the specific attribute-values used to describe it. For example, A 1;1 , (as well as {A 2;1 }, and {A 1;1 , A 2;1 }), satisfies the first case, as it is validated by the following observation: with the constraint version of the cases, and applying a constraint satisfaction operation, the solution, X 1;1 = X 1 = 1 could be found.
This solution corresponds to rule, "A 1;1 → C 1 '' which, compose an over-generalization and actually missclasifies case 2 as C 1 . A way to overcome this problem is to form the constraint version of cases with respect to the generalization parameter R. So, at the generalization step R=1, the respective constraint version of the cases forms as follows: c(R =1 ,5): It is unclear how to set up an objective function so that all minimal models of a set of clauses can be computed in a 'single-step' optimization. For this, an iterative, 'multi-step' algorithm is used, [3] , that computes all minimal models of a disjunctive deductive database. Recall that by Definition 1, the form of a propositional case is indeed a clause form.
Algorithm (Minimal Models).
Denote with CSP(R,S) the current constraint satisfaction problem to be solved; at iteration R and S solutions found so far. i) Set S = ∅ ii) Solve CSP(R,S) i.e., by calling a constraint satisfaction routine on the formed set of constraints i) If no (optimal) solution can be found, halt and return S as the set of minimal models ii) Otherwise, let M S be the minimal model corresponding to the solution found in Step ii. Add M S to S. The above algorithm could be easily customized to serve an inductive generalization operation.
Step 5. Finding solutions & Forming rules: Following step ii of the above algorithm, i.e., calling a constraint satisfaction routine on CSP(1, ∅), the first solution found is: X 2;2 = X 2 = 1. Each potential solution is a vector of 1s and 0s, corresponding to the true and false states of specific attribute-and class-values, respectively. Furthermore, just R+1 number of 1s will occur in each of the solutions, as required by c(OF) and c(Class) constraints (formed in steps 3 and 4). Keeping just the 1s, M 1 = {X 2;2 } compose the minimal model corresponding to the found solution. The conjunction of the corresponding attribute-values may be interpreted as an inferential rule concluding to the respective class-value. The above solution translates into the following rule, r 1 : A 2;2 → C 2 which is a valid inferential rule stating: "if A 2 is false then, C = (A 1 AND A 2 ) is also false". Set S 1 = {r 1 }.
Step 5.1. Adding constraints for found solutions: Following again step ii, the following constraint is formed and added, c(r 1 ):
With this constraint added, the solution found will not be part of any other solution that potentially will be found in subsequent steps. So, minimality of solutions is guaranteed (see section 3.1 for a justification of this statement).
Step 5. Step 5.3. Stopping condition: Trying to solve CSP(1,S 2 ) = CSP(1,S 1 ) U {c(r2)} no solution is found. If R < m, where m is the total number of attributes, go to step 6, otherwise stop.
Step 6. Iterate: Set R = R+1 and go to step 3. Forming and adding the respective solution a new CSP is formed. Trying to solve it, and label the involved binary variables, no solution is found. The process terminates with three solutions found and three corresponding rules formed. It can easily be checked that the three rules are not only valid but they also compose the minimal set of rules that correctly define the logical AND connective.
In Figure 2 , a pseudo-code of the basic MICSL operations is shown. 
Theoretical basis of MICSL
The power of the MICSL algorithm is based on its ability to identify all the minimal models of a set of propositional cases. This fact is supported and validated by theoretical results that relate the solutions to the constraint equivalents of cases, c(E), with the models of E.
A model of E is a set of positive occurrences of the given attribute-and class-values. We are interested for those models of E which, (1) assign the true value to an optimal number of attribute-values, and (2) always assign the true value to just one of the given class-values. Most of the results that follows correspond to related results reported in [3] . The difference is that, the respective constraint-satisfaction deductive inferential framework presented in [3] , is appropriately adjusted to serve generalization operations and inductive inference. Definition 5. Let I(E) be a model of a set of propositional cases E. Define the binary variable assignment S I(E) corresponding to I(E) as follows:
The following theorem proves a 1-1 correspondence between solutions of c(E), i.e., the constraint version of E, and the models of E. 
Theorem 1. Let E be a set of propositional cases, I(E) be a model of E, and S I(E) be the binary variable assignment corresponding to I(E). S I(E) is a solution of c(E) if and only if I(E) is a model of E.

Proof
(⇐) S I(E) is a solution of c(E) if I(E) is a model of E .
Suppose S I(E) is not a solution of c(E)
.
(⇒) if S I(E) is a solution of c(E) then, I(E) is a model of E
Suppose I(E) is not a model of E. Then a case e ∈ E exists, which is not satisfied by I(E). So, S I(E) cannot satisfy the constraint version of e. Therefore, S I(E) is not a solution of c(E). A contradiction.
Parts 1 and 2 completes the proof of the theorem Theorem 1, establishes the equivalence between solutions of the set of constraints c(E) and the models of E. Now, we are in the position to state and prove the basic theorems about MICSL. First, we need a definition for minimal models and solutions. Denote, (1) by c(R,E) , the constraint version of E at iteration R, (2) by I(R,E) , the model corresponding to c(R,E), and (3) by S I(R,E) , the solution corresponding to I(R,E).
Definition 6. (Minimal
Models) Let E a set of propositional cases. I
(R,E) is an R-minimal model of E if there exists no model I'(R,E) of E such that I'(R,E) ⊆ I(R,E). I(E) is a minimal model of E if there exists no model I'(E) of E such that I'(E) ⊆ I(E).
Lemma 2. Let E be a set of propositional cases. At each iteration R, MICSL computes all Rminimal models of E.
Proof
Suppose that, S I(R,E) is a solution of c(R,E), and I(R,E) is the corresponding model of E, induced at iteration R (because of the equivalence between models and solutions stated by Theorem 1). Furthermore, suppose I(R,E) is not R-minimal. Then, by Definition 6, another model I'(R,E), exists for which,
. A contradiction. Furthermore, the algorithm iterates after all solutions summing to R are found (step 5). So, at each iteration R, MICSL computes all R-minimal models
Theorem 2. Let E be a set of propositional cases. MICSL computes all minimal models of E. Proof
Suppose a model I(E) which is not minimal. This model is induced at some iteration R, i.e., I(R,E) = I(E). Then, by Definition 6, a model I'(E), exists for which, I'(E) ⊂ I(E) = I(R,E).
Therefore, by Lemma 2, I'(E) should not be R-minimal but, a r-minimal model, induced at some iteration r < R. By step 5.1 a corresponding solution constraint is added, making S I(R,E) not identifiable at iteration R. So, S I(R,E) is not a solution, and I(R,E) = I(E)
should not be a model of E. A contradiction
Constraint satisfaction based learning: global vs. greedy optimization
In this section a detailed analysis of the constraint satisfaction based learning process, as implemented by the MICSL algorithm, is presented. The analysis follows two directions: (1) MICSL is compared and contrasted with the inductive decision-tree construction approach, one of the most successful and widely used machine learning endeavors and (2) the 'robust' nature of MICSL is examined and suggestions for relaxing its 'hard' optimization heuristic are discussed.
MICSL & Decision-tree construction:
If one were to compare MICSL with inductive decision-tree (DT) algorithms then, DT construction should be viewed as an optimization process. DT construction processes aims to maximize the number of covered positive cases and minimize the number of negative ones. Following a greedy (hill-climbing) generalization strategy, DT construction implements a 'soft ' optimization heuristic. Of course, the adopted greedy, hill-climbing generalization (even computationally efficient) may potentially fall in 'local minima', ending-up to the well-known data over-fitting situation. Indeed, this problem composes the major intrinsic drawback of decision-tree learning processes. Various pre-or, post-pruning operations have been proposed to remedy this problem [45] .
In contrast, MICSL does not implement a greedy generalization heuristic as, for example, C4.5 does but instead, it follows a 'global' optimization and generalization strategy. Implementing a 'hard ' optimization heuristic, each call to the constraint satisfaction operation aims to satisfy all the given constraints and cover only positive cases. In other words the induced models are consistent with all the given cases, and each induced rule is a 100% correct. This, even if it makes MICSL a computational costly algorithm (see below for a discussion about the time-complexity issues related with the MICSL algorithm), avoids 'local minima' and escapes the data over-fitting problem. As the MICSL algorithm implements a 'general-to-specific' generalization strategy for less, to more complex rules, (i.e., by finding at each iteration R only the underlying R-minimal models) the minimality of induced rules is guaranteed.
Relaxing the hard optimization heuristic: In its current setting the MICSL algorithm does not take in consideration the importance of attributes and their values in the course of finding solutions and forming rules, neither it computes the significance of rules. Computation of such measures could be utilized in order to induce and form less 'robust' and more informative rules, making the final output more economic. As an example, for the Monks-1 domain, implementing a simple filter that excludes rules which, does not cover at least 10% of positive cases, MICSL came-up with four (4) rules (compared with the mean of 22 rules induced with-out the filter, see Table 2 in the next section). These rules capture exactly the underlying laws governing the Monks-1 domain. Here, it has to be noted that such operations act as external post-filtering operations that does not interfere the internal semantics of the constraint-satisfaction based learning processes.
Of course one could interfere and change the semantics of the constraint-satisfaction process. Imposing some preference heuristics over the solutions (e.g., ordering of the solutions) could do this. In addition, a partial constraint-satisfaction structure and operation could be also accommodated. The work on partial constraint satisfaction, reported in [22] , and on semiring-based constraint-satisfaction, reported in [48] , compose promising alternatives towards this direction. But these methods are still pre-mature with no stable systems implementation. In the last section some hints for future improvements of the MICSL algorithm towards this direction are posted and analyzed.
Time-Complexity: a first approximation
A potential and maybe controversial drawback of the algorithm concerns its computationaltime requirements. As it was already mentioned (section 1), MICSL exploits constraint satisfaction operations utilizing the constraint logic programming framework. The extended constraint logic programming language, Eclipse [19, 20] was used as the implementation platform of the algorithm. It is well known that solving a finite CSP (constraint satisfaction problems where the variable domains are discrete and finite) is a NP-complete problem [29] . However, many of the problems that arise in practice have special properties that allow them to be solved efficiently. Indeed, in [27] it is reported (and proved) that: for any set of relations γ over a finite binary domain, i.e., D = {0,1}, where, the only operations defined are logical AND and OR then, the corresponding CSP(γ) is solvable in polynomial time. The problem translates into a Horn-STAT problem, which is a tractable sub-problem of the SAT (satisfiability) problem [42] .
Moreover, the constraint satisfaction methods are realized by respective network-basedconsistency techniques. With a special technique for checking network-based consistency, restricted Generalized Forward Checking (rGFC) [33] , the CSP problem has a linear, to the number of constraints, complexity. Denote, d: the number of domain values; α (for arity): the upper bound of the involved variables in the constraints, and e: the number of constraints. Then, rCFG can be implemented in time proportional to (d+α)e.
In our case, d = 2, α = M (M, equals the total number of attribute-and class-values), and e = n (n, equals the total number of cases). So, for finding a solution, MICSL needs a time proportional to (2 + M)n.. When a solution is found an extra constraint is added. So, the next call to the constraint satisfaction routine will need time proportional to (2 + M)(n + 1) to find a solution.
Assume that S potential solutions are to be found. After some calculations, the total time complexity of MICSL is computed to be proportional to S(2n+S+1)(2+M)/2. In other words, MICSL exhibits an upper bound complexity which is proportional to the product term M(S + n). It is difficult to assess the total number of potential solutions for an arbitrary domain but we may elaborate on an upper bound by the following reasonable and natural setting of the algorithm: allow at most nM solutions at each iteration. This upper limit is set because it is expected that, at each iteration at most, n cases are be covered by accommodating at most, M possible attribute-values in the rules. So, the upper limit of solutions is set to mnM, and the upper time bound to a limit proportional to M(mnM+n). Therefore, the upper bound of algorithms' time complexity would be proportional to mnM 2 .
In the worst case, and for domains with many attributes and many attribute-values, the algorithm exhibits a more-or-less computational costly (even linear to the number of cases) performance. But this is for an upper bound and for the worst case. More careful analysis is needed in order to assess more reliable and pragmatic bounds. In future research we plan to investigate more carefully the complexity issues related with the MICSL algorithm.
Results on real world domains
This section presents the experimental results of the MICSL algorithm on some of the wellknown and widely used real-world data sets from the UCI machine learning repository [39] . In this study we used also one additional medical domain, Mald-Testis, from the Pediatric Surgery Clinic of the University Hospital at Heraklion, Crete, Greece [43] . The main characteristics of the data sets are reported in Table 1 . The selected domains, (1) are described by nominal-valued attributes, as MICSL can manage only discrete variables (see last section for a discussion on this aspect), and (2) half of them are multi-class and are used to indicate the ability of the MICSL algorithm to cope with multi-class domains.
A V-fold (V = 10) cross-validation procedure was followed in order to evaluate the MICSL algorithm with respect to its predictive accuracy performance. In the 10-fold cross-validation method, the data set is split into ten (10) equal sized subsets. The learning algorithm is executed 10 times--each time it is trained on all but one of the 10 subsets and then evaluated on the remaining subset [12] . The results of the 10 runs are averaged to estimate the predictive accuracy (or, the error) rate of the algorithm. The same 10-fold cross-validation procedure was performed (i.e., the same data splits were used) by using the C4.5 decision tree induction algorithm [47] , and the CN2 [16] , rule-learning algorithm.
MICSL & C4.5:
The reasons for comparing MICSL with C4.5 could be summarized to the following points, (1) it is publicly available, (2) it is one of the most known, extensively studied, and successfully applied machine learning algorithms, and (3) in most of the reported and published studies, C4.5 seems to produce highly accurate results, and we wanted a 'hard' comparison reference for the MICSL algorithm regarding both reliability and efficiency aspects.
MICSL & CN2:
Comparison results by using the CN2 learning algorithm are also reported. CN2 and MICSL, are straightforward rule learning algorithms, as opposed to C4.5 where, decision tree's branches are interpreted as rules. So, CN2 seems a natural comparison reference.
The results of the conducted experiments are shown in Table 2 . Index to the columns of Table 2 2. #CS calls: Represents the number of calls to the constraint satisfaction routine. This number differs from the number of induced rules because potential null solutions (corresponding rules have a null cover) may be found. In the current MICSL version, such rules are not inserted (see last section for a discussion on potential future MICSL improvements). 3. CS system CPU: Represents the total system CPU times (in seconds) spend during the constraint satisfaction proces. 4. Total system CPU: Represents the total system CPU times (in seconds) spend during the overall MICSL run.
A careful look at these figures, and at the data statistics of Table 1 , indicate a close relation between the number of constraint satisfaction problems solved (i.e., #CS calls, an indicator of the number of induced rules) and the number of attributes, classes and data, for the respective domains. A close relation could be also observed between the time spend for the constraint satisfaction processes and the complexity of respective domains. More detailed analysis and discussion, on time-complexity issues regarding MICSL are presented in the last section of this paper. 5-8. The next four columns corresponds to respective results regarding the number of induced rules (#R) and predictive accuracy performance (A%) for the respective algorithms; C4.5u (C4.5 unpruned), C4.5p (C4.5 pruned), CN2 (with star-size set equal to 10, and significance of rules set equal to 0), and MICSL. For C4.5, the number of counted rules corresponds to the number of non-null branches in the respective trees.
Discussion
Regarding the results in Table 2 the following observations could be made. Note that figures in bold indicate the predictive accuracy superiority of the algorithm, for the reference domain.
1. MICSL outperforms CN2 in 10 out of the 12 domains. In one case, the 'votes' domain, they exhibit nearly the same accuracy. So, comparison should be transferred between MICSL and C4.5 (both unpruned and pruned) 2. Applying a paired, one-and two-tailed t-test statistics, for MICSL against C4.5u and for MICSL against C4.5p, for all domains, no significant difference was observed. 3. MICSL outperforms C4.5u in 8/12 domains and C4.5p in 7/12 domains. Applying a paired, one-tail t-test statistic on the domains where, MICSL outperforms C4.5u, a significance difference was observed on the P>95% level. With a paired, two-tailed t-test statistic (a harder statistic) on the domains where MICSL outperforms C4.5p, a significance difference was also observed (on the same level, 95%). Following the inverse line of comparison (i.e., on respective domains where, C4.5u and C4.5p outperforms MICSL) no significant difference was observed.
From the above discussion it should be evident that the presented MICSL algorithm is quite reliable with respect to its predictive accuracy performance. Especially, its comparison with C4.5 shows that MICSL exhibits at-least the same or, even higher level of performance with one of the most reliable induction methods. Here it has to be noted that, for the ' monks-2 ' domain, C4.5 exhibits the best performance with just one rule actually, the default rule. But the default rule is not descriptive for the underlying hidden concept. Thus, MICSL should be considered as superior for this domain also. The significant superiority of MICSL with respect to the CN2 algorithm makes it a suitable alternative for straightforward rule-learning operations. A potential drawback is algorithm's trend to produce (induce) more rules than CN2. This could be attributed to the search heuristics of the algorithm, i.e., it searches for all the consistent models of the set of cases. Some useful hints to remedy this situation are discussed in the last section. 4. The average of the forth (4 th ) column (i.e., the mean total system CPU cost for running MICSL over all domains) is about 2.4 sec. The same figure for CN2 is about 0.66 sec, and for C4.5 (with pruning) is about 0.2 sec. In other words, C4.5p is about twelve times, and CN2 about three times faster compared with the MICSL algorithm. This significant difference in the run-time performance of MICSL, with respect to the rival algorithms, should be attributed: (1) to the computational cost exhibited by the employed CS processes (in section 3.3 the related time-complexity issues were stated and discussed), and (2) to the computational overload imposed by the logic programming implementation platform; it is expected that a porting of the MICSL algorithm in a C language environment will improve its run-time performance (see last paragraph in the last section).
Related work
Interest on utilizing mathematical programming and constraint satisfaction techniques in the context of machine learning and data mining has recently increased. The main stream of approaches focuses on discrimination analysis (DA) tasks. DA methods explore the difference between two or more groups of cases based on one or more attributes and then, new observations are classified into the group to which they are likely to belong. The close relation of DA and classification is profound. A survey of these methods could be found in [21] and in [30, 31, 32] where, the close relation between mathematical programming and machine learning or, data mining, endeavors is also pointed out and explored.
The taxonomy of DA methods includes: (1) statistical (parametric) methods, (2) mathematical programming (MP) methods, and search methods [21] . Search methods build on recent advances in constraint satisfaction research [27, 52] , and find their realization in the constraint programming and constraint logic programming framework [26] . The fundamental machinery of these methods is based on network-based consistency heuristics [18] . The presented MICSL algorithm is implemented in a constraint logic-programming environment, the Eclipse extended constraint logic programming language [19, 20] . To our knowledge there is no clearcut constraint logic programming utilization in the context of machine learning. Therefore, this section focuses on the utilization of mathematical programming in classification and data exploration tasks. This type of data analysis, i.e., linear programming based discriminant analysis, termed LPDA.
LPDA methods share relative advantages over the parametric methods. First of all, are free of parametric assumptions. Moreover, complex problem formulations are easily accommodated, e.g., syntactic or semantic bias declarations imposed by domain specifics or user's requirements. The rational behind LPDA rely on the formation of specific optimization problems, and respective operations towards the discrimination between two points sets in the n-dimensional real space R n (so, only 2-class problems are accommodated). In the relevant literature, LPDA methods implement stand-alone inductive procedures for: (1) induction of optimal decision trees [6] , (2) clustering, by reformulating k-Mean and k-Median clustering algorithms into respective optimization problems [11] , and (3) subset feature selection [7, 10] .
LPDA approaches exhibit their advantages when faced with 2-class (or, binary) domains. Indeed, it is natural to expect that two-category set of points is more easily separable than multi-category ones. The limitation of the method raises from the fact that a single-step function optimization process is activated, trying to reduce the miss-classification cost of a partition. As it is reported in [6] and noted in [4] , when the set of R n points are not 'piecewise linear separable' the method exhibits poor results. A solution is to apply LPDA iteratively and produce a hierarchy of separable sets of points, resulting in a decision tree structure. But then, the relative merits of the method, compared with the standard greedy decision tree construction methods, are missed. 'Local minima' in the tree construction process obscure the underlying structure of the concept to be learned. In a recent study, [5] , this problem is addressed and a global, non-greedy decision tree construction is proposed. The method assumes a pre-existing and known binary decision tree structure, which then tries to optimize. But prior knowledge about the application domain, and especially in the form of a tree, is not always available. So, the applicability of the method is restricted. Of course, using a standard decision-tree construction algorithm, like ID3, a tree could be generated and then optimized. But the method is applicable only to 'binary tree' structures, a strict requirement for generalpurpose learning processes.
A similar with the LPDA approaches is reported in [28] . It is mainly concerned with boolean function synthesis problems, also restricted to 2-class problems. The rational underlying the approach is based on the transformation of the boolean function synthesis problem into an equivalent satisfiability problem. The transformation and formulation of the respective constraints is based on logic circuit design specifics and it is not clear, at least from the reported work, how the method extends, and actually performs, on arbitrary multi-class domains. It is also unclear how the method could be extended to incorporate background knowledge and other syntactic or, semantic bias heuristics.
An interesting utilization of integer programming towards machine learning operations is made in the CLIP system [13, 14, 15] . The inductive heuristic of the approach is based on a hierarchical and iterative partition of the given set of positive cases concluding to a tree of subsets of cases. The generation of the branches is guided by the formulation of an integer programming problem the solutions of which, guarantees the discrimination of each positive case in the partition from the negative cases. By its nature the method is also restricted to 2-class domains and it is not clear how it could be generalized to multi-class problems. Furthermore, the approach does not facilitate incorporation of background knowledge.
Conclusions, remarks and future research
A novel concept learning algorithm, named MICSL, has been presented. It is a learning from examples algorithm, i.e., given a set of training cases it learns a set of descriptive rules. The main contribution of the algorithm comes from its uniform representation and management of both data and background knowledge and by though, it offers a flexible enough learning framework and service. The representation flexibility of MICSL rests on a method that transforms propositional cases, represented as propositional clauses, into constraint equivalents. The theoretical background as well as the validity of the transformation process are stated and studied.
The algorithm induces rules in an iterative mode, trying to identify the optimum attributevalue combinations to compose a rule. The hypotheses search heuristic of the algorithm is based on appropriately customization of linear programming and respective constraint satisfaction techniques, and follows a general-to-specific induction strategy. A constraint satisfaction problem is iteratively formed and solved. The formed CSP is composed by the set of cases' constraint equivalents and some additional constraints concerned with attribute-and class-values. The identified solutions, i.e., the labeling of the variables representing attribute and class values, are then transformed into respective rules. The process iterates by increasing a generalization parameter that specifies the required complexity of the rule. That is, the number of attribute values in the if part of the rule. At the end, all the minimal models of the given training set of cases are identified. These models compose the final set of induced rules. The 1-1 correspondence between the solutions of a constraint satisfaction problem and the minimal models of a training set of cases is also stated and proved.
The performance of the algorithm was tested with respect to its predictive accuracy performance on some real-world benchmark domains. Comparison results with widely used machine learning systems, such as C4.5 and CN2, are also reported. The results validate the reliability and effectiveness of the algorithm.
The setting as well as the implementation of the current version of the algorithm is just a first approach to the utilization of constraint satisfaction and mathematical programming methods in the context of concept learning. In the sequel some hints for future research, regarding algorithm's improvement, are discussed.
Enhancing MICSL. MICSL is a quite robust algorithm. The algorithm tries to find all the consistent minimal models of the data. The constraint satisfaction process triggered at each iteration, searches for solutions in a non-greedy mode, i.e., all the constraint version of cases, and all binary variables are kept active in all iterations. This unconstrained setting of the algorithm may result in two basic problems, namely: (1) overlapping rules, i.e., rules covering the same or, even identical set of cases, and (2) non-relevant or, non-informative attributevalues may be incorporated in the rules. In addition, there is no explicit strategy what to do when a case is classified by more than one rule or, when a case is not covered by any of the induced rules (unclassified cases). Hints for future research and development in order to overcome these problems, follows.
Ordering of Solutions: The attribute-values are weighted and ordered with respect to their information-value in the training set of cases. The information ratio metric, used in the C4.5 decision tree induction algorithm [46] , is one alternative. Other metrics could be also incorporated and evaluated, see for example [34] . Then, MICSL utilizes the informationvalue weights in order to form a weighted objective function (WOF) and accommodate its respective constraint, c(WOF). Denote with w i;j , the information-value of attribute-value A i;j (for a domain described by m attributes) Now, the constraint satisfaction routine is called to maximize the WOF, subject to the formed cases' constraints. The solutions with the highest WOF score will be found. That is, the most informative attribute-values will be utilized in the formation of the rules. Now, when a new solution is found which covers the same or, a subset of the cases already covered so far, the corresponding rule is not inserted. Thus, the cases are covered by the most informative rules. Note that, WOF should be re-computed, (a) after a new rule is inserted, and (b) considering only the uncovered cases. Pruning. The current MICSL implementation does not incorporate a pruning operation. It is in our future plans to implement and evaluate various rule-pruning techniques. Especially, the greedy attribute-value elimination process, based on the notion of rule's pessimistic error rate and adopted in the C4.5 algorithm, [45] , is a promising technique to implement. Default rule. In its current version, MICSL adopts a very simple default-rule strategy for the unclassified cases. When MICSL terminates the induced rules are executed on the training set of cases. The unclassified cases are assigned to the most frequent class in the training set of cases. More sophisticated default-rule strategies could be implemented and evaluated as well.
Numeric domains. In its current form, MICSL works only with nominal domains, i.e., all class-and attribute-values should be nominal. The only way to apply MICSL on numeric domains is with a pre-discretization of the numeric attributes. It would be an interesting, as well as tricky, research exercise to explore the extension of MICSL to real-valued domains. Real interval-arithmetic and systems for constraint satisfaction processes on real domains, like CLP(R), is a promising direction to follow [25] .
Large domains. The success of learning systems comes from its utilization in real-world applications. The data-mining endeavor is a landmark for this point. We are in the process of porting MICSL in a C language environment by calling a standard external linear programming routine. This will make MICSL faster, comparing with its current prolog based implementation. But the main challenge to cope with huge amounts of data still remains. In the present days, linear programs with millions of variables can be solved efficiently [9] . Moreover, parallel solutions and decomposition of large-scale mathematical programs have emerged [8] . Towards this direction, it is in our plans to investigate more efficient linear programming and constraint satisfaction techniques as an implementation platform of MICSL.
