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Abstract 
The formation of heavy Rydberg ion-pair states through electron transfer in colli-
sions between K(np) Rydberg atoms and molecules that attach low-energy electrons 
is investigated. At low n, collisions with a wide variety of target species can lead to 
the formation of bound ion-pair states, a small fraction of which (under apropriate 
conditions) can subsequently dissociate as free ions through internal-to-translational 
energy transfer. The lifetimes of the ion-pair states can also be influenced by autode-
tachment of the electron or by neutralization through charge transfer. 
Two primary methods are employed to investigate the lifetimes of ion-pair states. 
Measurements of the onsets in the arrival time distribution of the ions provide lifetime 
information on short time scales (a few microseconds or less) for those ion pairs which 
undergo dissociation through conversion of internal energy. Additionally, ion pair 
behavior on longer time scales (> 1 — 2 /xs) can be studied as a function of binding 
energy through direct field dissociation. 
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Chapter 1 
Introduction 
Heavy Rydberg ion-pair states in which a positive-negative ion pair orbit at relatively 
large separations weakly bound by their mutual Coulomb attraction have been the 
focus of many studies in recent years and several methods have been developed to 
investigate their formation and properties. While many of their properties mirror 
those of atomic Rydberg states their extremely large reduced mass leads to some 
pronounced differences. In particular, their principal quantum number n is typically 
much higher. The extreme quantum numbers and large ion masses might suggest 
that heavy Rydberg states can be treated as a purely classical macroscopic system. 
However, it has been shown [1-3] that high quantum numbers alone do not necessarily 
lead to classical behavior. For example, the observation of quantum coherence in 
delocalized circular wavepackets in very-high-n Rydberg atoms [4] indicates that even 
at n > 300 a purely classical treatment of the system cannot be used. 
The abiding quantum behavior of high-n systems is due, in part, to the spreading 
of a wavepacket as it evolves along a classical trajectory subject to any potential other 
than that of a harmonic oscillator. Many authors, including Schrodinger [5], tried to 
find a nondispersive solution for the Coulomb potential, but it is now accepted that 
none exist. However, the resulting uncertainty can be diminished if the constituent 
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masses are sufficiently large. As an extreme example, consider the 1/r potential of the 
Earth-Sun system. If GM1M2 is substituted for Ze2/47re0 in the Coulomb potential 
then the gravitational analog of the Rydberg constant would be Rg = 1.7 x 10182J 
with a principal quantum number for the orbit of n = 3 x 1074 [6]. This corresponds 
to an orbital position uncertainty, i.e., dispersion rate, of 6.2 x 10~25 m/yr. 
With their exaggerated quantum numbers, heavy Rydberg states lie at the bound-
ary of quantum and classical behavior and thus provide an interesting system in which 
to explore the transition between the two regimes. 
1.1 Rydberg Atoms 
1.1.1 Rydberg Series 
A Rydberg atom is characterized by a high principal quantum number n, i.e., one 
(or more) of its electrons is in a highly-excited state. This definition, however, is not 
limited to atoms alone. For instance, electronically excited Rydberg states exist in 
molecular species as well. The excited electron experiences a Coulombic attraction 
to the ion core and the energies of the bound levels (for hydrogen) follow the usual 
Rydberg series [7] 
En = - ^ (1.1) 
where R is a universal constant known as the Rydberg constant and has the value 
R = 1.0973732 x 10~5 cm - 1 . Though the overall behavior is determined by the n~2 
form of the series, it is R that defines the spacing and values of the energy levels. 
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The importance of this will be discussed further in section 1.2.1 in the context of the 
reduced mass of the system. 
For non-hydrogenic systems a correction needs to be made to Eq. 1.1 arising from 
the fact that the inner electrons do not entirely screen the nuclear charge from the 
excited electron. This is particularly true for multi-electron atoms in low angular 
momentum states where there is significant overlap between the wavefunctions of 
the ion core and Rydberg electron. In a more semi-classical description, there is 
a high probability of finding the electron near the nucleus where it can polarize or 
even penetrate the ion core. This results in a deviation from the pure Coulombic 1/r 
potential at small r, modifying the energy levels. This effect is known as the quantum 
defect and is represented by a reduction of the principal quantum number. With the 
inclusion of the quantum defect 5, Eq. 1.1 becomes 
E
- = ~^W (L2) 
Knowledge of the quantum defect becomes especially important when modeling the 
Rydberg atom (section 3.7) or when determining specific energy levels for excitation 
to a particular state (section 3.5.1). 
1.1.2 Physical Proper t ies 
The large principal quantum numbers possessed by Rydberg atoms lead to physical 
properties that are greatly exaggerated when compared to those of low-lying or ground 
state atoms [7]. A few of these properties are listed in Table 1.1 along with their n 
4 
dependence and typical numerical values for a few specific values of n. One property 
Property 
Mean Radius 
Binding Energy 
Orbital Period 
Radiative Lifetime 
Energy Spacing 
Classical Field Ion-
ization Threshold 
Scaling 
n
2 
1 
2n2 
2irn3 
T0T? 
1 
n
3 
1 
16n4 
7 1 = 1 
0.53 A 
13.6 eV 
0.15 fs 
6.78 ns 
10.2 eV 
3 x 108 V/cm 
7 1 = 1 0 
5.3 nm 
136 meV 
0.15 ps 
6.78 /is 
10.2 meV 
33 kV/cm 
n = 100 
0.53 fim 
13.6 fieV 
0.15 ns 
6.78 ms 
10.2 /xeV 
3.3 V/cm 
Table 1.1 : Scaling (in atomic units) of various physical properties of (hydrogenic) 
Rydberg atoms with n. Included are numerical values at selected principal quantum 
numbers n. (The radiative lifetimes listed use r0 = 6.78 ns specific to K(np) states.) 
of particular importance to this work is the mean distance of the excited electron from 
the ion core, which scales as n2. In a Rydberg atom there is much less overlap between 
the wavefunctions of the excited electron and the ion core than for a typical valence 
electron in a ground-state atom. In addition, the energy level spacing decreases 
quickly with increasing n and, at high n, Rydberg atoms can often be adequately 
described using semi-classical physics. Also, with such large electron-core separations 
the binding energy of the electron becomes very small. As a consequence, the atom can 
be easily ionized during collisions with electron-attaching species, as will be discussed 
5 
in more detail in section 2.3. 
Because of their large physical size and weak binding, Rydberg atoms can be 
easily torn apart, i.e., ionized, by even modest applied electric fields. The classical 
field ionization threshold is strongly n dependent and, though ionization of the ground 
state is not possible using static dc fields, by n « 10 the threshold is low enough for 
ionization to occur within the range of fields that can be generated using standard 
laboratory techniques (~ 101 — 102 kV/cm). Furthermore, at high n the threshold 
field becomes extremely small. For example, atoms in states with n > 50 passing 
between planar electrodes separated by 1 cm can be ionized by a typical digital logic-
level (TTL) pulse. A more detailed discussion of Rydberg atom ionization is provided 
in section 1.1.3. 
1.1.3 Field Ionization 
The sensitivity of Rydberg atoms to external electric fields is one of the underlying 
attributes that makes them both interesting and useful. Though atoms in the ground 
state are nearly immune to typical electric fields, Rydberg atoms are not only per-
turbed but can even be ionized by relatively modest electric fields. For simplicity, 
consider a Hydrogen atom in the presence of an electric field F in the z direction. 
If the nucleus is centered at the origin then the potential experienced by an electron 
moving along the z axis is given (in atomic units) by 
V = - - + Fz (1.3) 
r 
6 
which has a saddle point on the z axis at zc = - 1 / v F , as shown in Fig 1.1. At the 
saddle point the potential has the value Vc — —2\fF. Therefore, if the electron is 
bound by an energy E ionization will occur at fields greater than 
- ? (1.4) 
Writing the binding energy as E = — l/2n2 and substituting this value into Eq. 1.4 
yields the classical ionization threshold in terms of the principal quantum number 
F 1 
16n4 
(1.5) 
c 
0) 
o 
z position 
Figure 1.1 : Combined Coulomb-Stark potential experienced by an electron in a 
uniform field in the z direction. 
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The potential given by Eq. 1.3 is only valid for states with me = 0. For states with 
me 7^  0 there is an additional term resulting from the associated centrifugal barrier 
which raises the threshold field [7,8]. The fractional increase in the field, compared 
to the \me\ — 0 state, can be written as 
A F \me\y/E \me\ 
F V2 2n [ } 
This approach to calculating the ionization threshold, however, is overly simplistic 
because it entirely neglects the Stark effect (and, though a much smaller correction, 
the possibility of the electron tunneling through the barrier). In the presence of an 
external electric field each energy level splits into several Stark states. Consequently, 
states associated with a given principal quantum number are no longer defined by a 
single energy. For each n and me there n— \me\ Stark levels, where me is the magnetic 
quantum number. With the addition of the linear term to the Coulomb potential 
(Eq. 1.3) the Schrodinger equation is no longer separable in spherical coordinates. It 
is, however, separable in a parabolic coordinate system which leads to the addition of 
two new quantum numbers, n-i and n2, which are the number of nodes in the resulting 
product wavefunctions [7]. The numbers n\ and n2 are nonnegative integers and are 
related to n and \me\ by 
n = ni + n2 + \me\ + 1 (1.7) 
If a perturbation expansion is carried out using the zero-field wavefunctions, the first 
order correction to the energies is given by 
E=~ + ^Fn(n1-n2) (1.8) 
Figure 1.2 shows the Stark splitting of the energy levels in hydrogen as a function of 
applied field for \mt\ = 1. To a good approximation, the splitting is linear all the way 
to the point of field ionization. 
0 0.5 10 1.5 
Field (a.u.) 
Figure 1.2 : Stark structure of the hydrogen atom for the \me\ — 1 states. The broken 
lines indicate where ionization begins to occur. The solid heavy line represents the 
E = -2y/F saddle point [7]. 
For the extreme red-shifted Stark state the shift causes an increase in the binding 
energy, which for me = 0 is adequately given by 
E 
1 3
 2 P (1.9) 
The resulting threshold field for this energy is 
Comparing this to the classical ionization threshold (Eq. 1.5), we see that the Stark 
shift of the energy level increases the numerical factor from 1/16 to 1/9. 
The threshold for ionization not only depends on the state but also on the manner 
in which the field is applied. In the present experiments Rydberg atoms are created 
in zero field and ionization occurs through the application of a pulsed electric field. 
The pathway to ionization is largely determined by how quickly the field rises from 
zero to a level high enough to induce ionization. As the field is increased the atom 
will remain in the same state until it reaches the point at which overlap with the 
adjacent Stark manifold begins to occur, the Inglis-Teller limit, given by 
F = ^ - (1.11) 
3ns V ; 
Beyond this point the state will eventually encounter an avoided crossing with Stark 
states of the same mf but adjacent n. The level separation is described by a magnitude 
u>0, as illustrated in Fig. 1.3, and is larger for low-|m^| states. If the applied field is 
slewed through the crossing on a time scale that is long when compared to l/u0 
the passage will be adiabatic. At each avoided crossing the atom will thus pass 
smoothly from one Stark state into another until finally the field reaches F = E2/4 
and ionization occurs. If, however, the electric field is applied quickly compared to 
l/u0 then the passage through the avoided crossing will be diabatic. In general, 
adiabatic ionization occurs at lower fields than those for diabatic ionization. 
10 
c 
UJ 
Field 
Figure 1.3 : Stark levels at an avoided crossing u0 showing adiabatic (solid arrow) 
and diabatic (broken arrow) passage. 
When ionization is adiabatic the energy ordering of the zero-field states is pre-
served as the manifold is traversed. However, because the energy spacing is not pre-
served, the difference in ionization thresholds between any two given states cannot 
be predicted by simply observing the their zero field separation [7]. 
The risetime of the electric field pulses employed in the current work are relatively 
long (~ 0.5 — 1 /xs) and therefore for the present low-|m^| Rydberg states ionization 
should proceed predominantly by adiabatic passage through the avoided crossings. 
Figure 1.4 shows the normalized electron and K+ signals resulting from ionization of 
K(20p) atoms as a function of applied electric field. The width of the onset (10 — 90% 
risetime) is ~ 5% of the field value at which complete ionization occurs. Because the 
onset is not a perfect step function it becomes necessary to define what is meant by 
the term threshold. In the present context, threshold will be defined as the field at 
11 
which > 50% of the atoms are ionized. The threshold field of 2.9 kV/cm inferred from 
the data in Fig. 1.4 is inexcellent agreement with the prediction using F = l/16n4 
(including the 5 ~ 1.71 quantum defect), supporting the assumption that ionization 
occurs adiabatically. Also evident in Fig. 1.4 is a small signal prior to the onset which 
results from ionization of atoms that have been excited to n levels above that of the 
parent K(20p) state by blackbody radiation prior to the field pulse. 
1 2 3 4 5 6 
Electric Field (kV/cm) 
Figure 1.4 : Normalized electron and K+ signals measured as a function of electric 
field applied to the interaction region following excitation of K(20p) Rydberg atoms. 
In the present experiments atoms are excited to a given Rydberg state through 
a single-photon transition. Because excitation occurs in zero field the quantization 
axis is determined by the polarization of the laser, which is linearly polarized along 
the same direction as the ionizing electric field pulse. Therefore, the resulting state 
12 
corresponds to m,£ = 0 and Eq. 1.3 can be used without the addition of a centrifugal 
barrier term. 
1.2 Heavy Rydberg Systems 
A heavy Rydberg state is a quantum state in a molecular system that comprises 
a positive-negative ion pair weakly bound by their nearly-pure Coulomb attraction. 
In analogy to an atomic Rydberg system, a heavy Rydberg system can be viewed 
simplistically as the replacement of the excited Rydberg electron with a massive 
negative ion. As will be discussed in the following sections, this increase in the 
reduced mass of the system leads to physical properties that are greatly exaggerated 
when compared to atomic Rydberg systems. 
1.2.1 Mass Scaling Laws 
A basic understanding regarding the origination of the mass dependence inherent in 
the properties of a Coulombic system can be obtained with a brief discussion of early 
atomic theory. In 1913, Bohr proposed his model of the hydrogen atom in which 
the electron was viewed as moving classically in a circular orbit around an ionic 
core [9]. Along with this relatively simplistic picture, his model proposed two major 
innovative ideas. The first is that the angular momentum of the system is quantized in 
integral units of h. Second, the electron does not radiate continuously (as dictated by 
classical physics), rather it only gives off radiation when making transitions between 
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states of well-defined energies. Quantization of the angular momentum was merely 
an assumption, whereas the notion of non-radiating energy states was forced upon 
him by experimental observations. 
An electron e with mass me moving in a circular orbit of radius r about an 
infinitely heavy positive charge of Ze can be described by Newton's laws and for 
uniform circular motion 
mPv 
2 kZe2 (1.12) 
where k = (47re0) x, eD being the permittivity of free space. Bohr's quantization of 
the angular momentum can be written as 
mevr — nh (1-13) 
where n is restricted to integer values. Combining Eqs. 1.12 and 1.13 leads to an 
expression for the radius of the orbit 
n
2h2 ,
 N 
Ze*mek 
This result demonstrates (as shown in Table 1.1) that the size of the orbit increases 
as the square of the principal quantum number. The total energy of the state is 
obtained by adding the kinetic and potential energy terms, 
,_, mev
2
 kZe2 k2Z2e4me 1 
£
= - 2 - - — 2W—^ <L15) 
Comparing this to the general form for the energy levels in a hydrogenic Rydberg 
series (Eq. 1.1) 
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we see that the Rydberg constant can be written as 
fc2ZVme 
* = - ! H T - (L16) 
Though the Bohr model of the atom is ultimately incorrect, it does adequately 
describe many important aspects. In particular, Eq. 1.16 correctly shows that the 
Rydberg constant depends on the mass and charge of the electron. However, the 
mass of the atomic nucleus is not actually infinite when compared to the mass of the 
electron, as was assumed during the derivation. This can be corrected by substituting 
the reduced mass of the system /x for the mass of the electron, where 
MAMB 
M
 MA + MB 
This results in an effective Rydberg constant given by 
RH = — # 0 0 (1.17) 
where RQQ is the value obtained using a core of infinite mass. For atomic Rydberg 
systems, for which [i ~ me, the discrepancy due to the finite nuclear mass is small. 
As a consequence, the density of Rydberg levels (which scales as n~3) is essentially 
the same for all atoms. However, the reduced mass among heavy Rydberg systems 
varies greatly and therefore the level structure depends on the specific system. In 
addition, — can be on the order of 104 or more and the effects of the tremendous 
increase in the value of the Rydberg constant are quite dramatic. A heavy Rydberg 
state of a given principal quantum number is much more strongly bound and has a 
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much smaller orbital radius than the corresponding atomic Rydberg state. Of course, 
for small quantum numbers this leads to unphysical values; however, due to the finite 
size of the ions this regime is never reached. 
From an experimental standpoint it is more instructive to compare Rydberg sys-
tems of a given binding energy, rather than a given quantum number. For example, 
an electron in a Rydberg atom with n — 10 is bound by ~ 136 meV, whereas a heavy 
Rydberg system (assuming — = 104) with the same binding energy has a principal 
quantum number of n — 1000. It should be noted that states with the same binding 
energies have the same physical size despite their vastly different quantum numbers. 
As was illustrated in Table 1.1, the n dependence of the physical laws governing 
atomic Rydberg states can be expressed in a simple form when using atomic units. 
To simplify the expressions for heavy Rydberg ion-pair states it is useful to extend 
the common practice of using atomic units by using ion-pair units [6], or IP units. 
In using IP units it is convenient to define the parameter 
me 
Atomic units are based on the physical properties of the Hydrogen atom. However, 
IP units are not defined by any particular system and are thus left in terms of M. 
Therefore, textbook formulae given in atomic units can be applied to any heavy Ry-
dberg system using IP units. The mass scaling of IP units for several fundamental 
quantities is given in Table 1.2 with their relation to atomic units. Also included in 
Table 1.2 are numerical values for the H + - H ~ system as an example. Some atomic 
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units, such as the Planck constant h and the elementary charge e, do not depend 
on mass and therefore remain unchanged. With the knowledge of how fundamen-
Quantity 
Mass 
Action 
Charge 
Time 
Length 
Velocity 
Energy 
Potential 
Electric Field 
Magnetic Field 
Rydberg Constant 
Symbol 
me 
h 
e 
To 
a0 
Vo 
E0 
u0 
F0 
B0 
-*loo 
SI Value 
9.1 x 10"31 kg 
1.054 x 1CT34 J s 
1.602 x lO"19 C 
2.42 x 10~17 s 
5.29 x 10" n m 
2.19 x 106 ms^ 1 
4.36 x 10~18 J 
27.2 V 
5.14 x 1011 V m - 1 
2.35 x 105 T 
1.09 x 107 m"1 
IP Units 
M me 
h 
e 
M~xr0 
M'1 a0 
Vo 
ME0 
MU0 
M2 F0 
M2 B0 
MRn 
SI Value (H+H") 
8.4 x 10"28 kg 
1.054 x 10"34 J s 
1.602 x KT19 C 
2.63 x 10"20 s 
5.76 x 10"14 m 
2.19 x 106 m s"1 
4.0 x 10~15 J 
24995 V 
4.34 x 1017 V m"1 
1.98 x 1011 T 
1.01 x 1010 m-1 
Table 1.2 : Atomic units for Rydberg atom systems and "ion-pair" or IP units for 
heavy Rydberg ion-pair systems [6] 
tal quantities scale with M many physical laws and expressions for heavy Rydberg 
systems can be easily obtained and are shown Table 1.3. 
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Quantity 
Binding Energy 
Level Spacing 
Kepler Radius 
Kepler Orbit Time 
Stark Splitting 
Stark Osc. Time 
Inglis-Teller Limit 
Atomic Units 
1 
1 
n3 
n
2 
27m3 
3Fn 
2ir 
3Fn 
1 
3^5 
IP Units 
MRn 
n
2 
2MR00 
n
3 
a0n
2 
M 
27TT0n3 
M 
GRooFn 
MF0 
2nr0F0M 
3Fn 
M2F0 
3n5 
Table 1.3 : Comparison of scaling laws of atomic and heavy Rydberg systems [6]. In 
some instances n — 1 is replaced by n which, at the high quantum numbers encoun-
tered, is a good approximation. 
1.2.2 Electric Field-Induced Dissociation 
As discussed in in section 1.1.3, a Rydberg atom exposed to an electric field experi-
ences a combined Coulomb-Stark potential (Eq.1.3), where the addition of the linear 
term results in a lowering of the potential which forms a saddle point. If the ex-
citation energy is above this saddle point then ionization can occur through simple 
"over-the-barrier" escape. The same process occurs in heavy Rydberg ion-pair states, 
though it is more appropriately termed field dissociation. If the energy of the saddle 
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point is sufficiently low then dissociation can occur. Because of the large reduced 
mass associated with heavy Rydberg states, any effects due to tunneling through the 
barrier are even less important than for field ionization of Rydberg atoms. As with 
field ionization, the lowering of the dissociation threshold as a function of the applied 
electric field scales a s F o c E\. 
Ionization of Rydberg atoms can only proceed adiabatically if the coupling be-
tween states in the Stark manifold is strong, which occurs when there is overlap at the 
core [7]. These intermanifold interactions are highly dependent on the principal and 
magnetic quantum numbers, with the probability of diabatic passage to ionization 
increasing with both \mg\ and n [11]. Collisionally produced heavy Rydberg ion pairs 
are not only created in states of large principal quantum number but also with large 
angular momentum quantum number. Therefore, on average, \m,(\ is quite sizeable 
indicating that the passage to dissociation is diabatic. In addition, overlap at the core 
is greatly restricted due to the finite size of the ions. Any coupling between Stark 
states is thus negligible, suggesting that it might not be possible for dissociation to 
proceed adiabatically. 
A given applied field will dissociate ion pairs with a range of binding energies due 
to the various pathways to dissociation. As discussed in section 1.1.3, the critical field 
required to dissociate the extreme red-shifted Stark state (for rrit = 0) is given by 
Fc = ( j ) El (1.18) 
The range of fields required to dissociate states spanning the entire manifold typically 
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extends from Fc to ~ 2FC. Here we assume that the peak in the distribution of 
binding energies (denoted EB) occurs near the center of this range, i.e., at 1.5FC. 
Therefore the relationship between the applied field at which dissociation occurs and 
the corresponding binding energy is taken to be 
A reasonable FWHM for the distribution of fields over which dissociation takes place 
is ~ 0.25FC, corresponding to a range of binding energies on the order of EB± ~ 20%. 
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Chapter 2 
Formation of Ion-Pair States 
2.1 Historical Overview 
Experimental investigation of reactions leading to ion pair formation extends back to 
at least the early 1960's [12]. There are four primary processes that can result in the 
creation of an ion pair, 
e + XY - • X + + Y ~ + e (2.1) 
A(nl) + XY -* A+ + XY- (2.2) 
A / a s i + X Y - A + + X Y - (2.3) 
hi/ + XY ->• X + + Y - (2.4) 
Ion pair formation by free-electron capture (reaction 2.1) is a nonresonance electron 
attachment process (resonant free-electron capture processes are discussed in sec-
tion 2.2) where the electron has sufficient kinetic energy to excite the molecule to 
an unstable intermediate state from which it dissociates into positive and negative 
fragments. Much of the work involving this type of reaction has focused on measuring 
the cross section as a function of incident electron energy. Unlike the cross section 
for a resonance process, reaction 2.1 (though peaked at some energy) can occur over 
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a wide range of electron energies (~ 10 — 200 eV). The motivation behind many of 
these studies (such as [13]) was the need to understand the dissipative processes in 
gas discharges and the newly emerging gas lasers [14]. 
Reactions 2.2 and 2.3 represent ion pair formation through electron transfer be-
tween the reactants (where A denotes an atom). In reaction 2.2 collisions take place 
between the target molecule and Rydberg atoms. Because this process is the focus of 
the present work, this reaction is discussed in greater detail in section 2.3. In reac-
tion 2.3 collisions occur between neutral molecules and thermal-energy or fast neutral 
atoms. This process is known by several names including chemi-ionization, charge 
exchange, collisional ionization, and ion pair formation. The reaction is thought to 
proceed through an "electron jump" mechanism [14] through the coupling of the co-
valent and ionic states at the crossing of the adiabatic potentials of these states. 
Because of their hydrogenic nature, alkali atoms are more amenable to analysis and 
hence have been studied more extensively than other targets. However, reactions 
involving many other atoms have been studied. For example, Gillin et al. [15] ob-
served ion pair formation in collisions between Ar*(3P02) metastable atoms and an 
0 2 target. 
Reaction 2.4 represents a photo dissociation process and has been the predomi-
nant method for the investigation of ion-pair state formation over the past several 
years. In contrast to fast-collisions processes (reactions 2.1 and 2.3), photodissocia-
tion reactions are well suited for studying weakly-bound (or near-threshold) ion-pair 
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states. Initial photodissociation experiments used high-resolution gratings to achieve 
the necessary narrow line widths for photoexcitation. In 1975, Chupka et al. [16] 
used a discharge lamp and a high-resolution grating (AA = 0.016 A) to measure the 
spectra of cooled (77 K) samples of H2, D2, and HD. Their work showed that the re-
gion just below the dissociation threshold is very structured and contains resonances 
which are interpreted as predissociating members of a Rydberg series. Similar stud-
ies by Misuke et al. [17-21] extended the targets to incorporate larger polyatomic 
molecules (N20, OCS, SF6, CF4, CH3X) using VUV synchrotron radiation emitted 
from a storage ring to illuminate a high-resolution grating (AA = 0.8 A). Like the H2 
system, the spectra revealed a series of peaks in the negative ion yield resulting from 
predissociation of Rydberg states. 
Advances in the study of weakly bound near-threshold ion-pair states paralleled 
advances in tunable laser technology. Kung et al. [22] and later Pratt et al. [23] im-
plemented a two-photon excitation scheme and demonstrated that the lowering of the 
saddle point induced by applying an electric field to the H+ -H~ system (as discussed 
in section 1.2.2) follows the same physical behavior as in electronic ionization. 
In 1991, Miiller et al. [24] introduced the zero-electronic-kinetic-energy (ZEKE) 
method which represented a turning point in molecular photoionization threshold 
determination, i.e. 
XY - ^ X Y + - - e ^ XY+ + e / r e e 
Selectively detecting a range of high-n Rydberg states while scanning the excitation 
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wavelength maps out each of the various ionization thresholds. In 1997, Martin 
and Hepburn [25] measured the spectra of O2 using threshold ion-pair production 
spectroscopy (TIPPS) which can be considered as the ion-pair analog to ZEKE: 
XY - ^ X + . - Y - ^ X + + Y -
Excitation of the target (in a single-photon transition) occurs in a crossed beam 
configuration through the use of a frequency variable laser. Following excitation, a 
weak electric field (a few V/cm) is applied to reject any prompt (and extremely weakly 
bound) ions. After a few microseconds a larger field is applied which dissociates any 
highly vibrationally excited ion pairs. Though the primary purpose of TIPPS is to 
measure bond dissociation energies with extremely high accuracy, because of the delay 
preceding the dissociation field it also demonstrates that a number of the ion pairs 
must live for at least several microseconds. Hepburn et al. have also applied this 
method to many other targets (including HC1, H2, D2, H2S, DC1, HCN [26-30]) and 
found them to be similarly long-lived. 
In order to improve the Franck-Condon overlap between the initial and final states 
Donovan and co-workers applied the TIPPS method to the study of IC1 [31] and I2 [32] 
implementing a multi-photon excitation scheme. This was also the first application 
of TIPPS to the halogens, which (in most cases) have the advantage that the ion pair 
limit is below the ionization potential. Their results indicated that these species are 
also relatively long-lived (r > 2 /is). 
In 2002, Reinhold and Ubachs [33] reported the first observation of Stark preces-
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sion in a Rydberg ion-pair system. With the use of an XUV laser [34], H2 molecules 
are excited to an H+--H - state in a two photon process in the presence of a small 
electric field. Though selection rules restrict the transition to a low-angular momen-
tum state, if given sufficient time the state will precess in the field (as described in 
appendix A) resulting in a spread of angular momenta. The probability of decay 
increases each time the wave packet evolves through a low-J configuration, leading to 
a stepwise depletion of the excited state rather than an exponential decay. Complete 
destruction occurs within a few hundred nanoseconds. 
Interestingly, this same behavior was not observed in the H + - F~ system for which 
measurements of the lifetime point to r > 10 fxs. The H+--H~ potential energy 
curve crosses other curves associated with several excited H(n) + H dissociation 
limits including n = 2, 3, and 4. This opens up several possible channels for mutual 
neutralization which, since the crossing radii for n — 3 and n — 4 states are relatively 
large, might be quite efficient at least for lower-J states where the centrifugal barrier 
is small. However, while long-range n = 4 dissociation is energetically allowed up 
to J ~ 730 it is weak due to the very small Landau-Zener transition probability at 
the potential crossing [6]. In contrast, because of the much larger electron affinity of 
F relative to H (3.4 eV [35] and 0.75 eV [36], respectively) the H + - F ~ potential is 
shifted down requiring that mutual neutralization of H + - - F - heavy Rydberg states 
lead exclusively to separation as ground-state H and F atoms. This decrease in 
transition probability leads to longer lifetimes. 
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Recently in 2008, the first observation of a frequency-resolved quantum series of 
heavy Rydberg states was reported in the H + -H~ system [37]. This was done by 
exciting H2 molecules to an intermediate state with an XUV laser and then ionizing 
them with UV radiation from a second tunable laser. The long sequence of regularly-
spaced resonances follows the pattern of a Rydberg-like series leading to the whimsical 
designation as a "heavy Bohr atom". 
2.2 Electron Attachment to Molecules 
In the present studies, creation of heavy Rydberg ion-pair states proceeds through the 
formation of negative ions in a low-energy electron attachment process. Therefore, it 
is appropriate to discuss a few of the relevant electron transfer reactions encountered 
in this work. 
Free electron attachment to molecules can lead to reactions of the form 
->• XY + e (2.5) 
e + XY -> XY~* ->XY" (2.6) 
^ X + Y~ (2.7) 
where the transient intermediate XY"* is an excited anion state (and technically is 
not necessarily the same state for each of the product channels). In reaction 2.5, the 
intermediate quickly reverts back to a neutral molecule and a free electron (autode-
tachment) on a time scale of a 10~15 — 10~12 s. Essentially, the negative ion "exists" 
for approximately the amount of time needed for the electron to traverse the molecule. 
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Though reaction 2.5 is extremely prevalent, it is the two subsequent reactions (2.6 
and 2.7) that lead to the heavy Rydberg ion-pair states observed in this work. In 
reaction 2.6, the intermediate is temporarily stabilized by internal processes leading 
to the formation of a long-lived metastable negative ion. Because of the interest and 
importance of this reaction it is described in more detail as follows. 
Low energy electron attachment usually proceeds via a resonance with the neu-
tral molecule, forming a negative-ion resonant state [14]. Unlike bound electrons in a 
molecule which are characterized by a stationary state, negative-ion resonant states 
are non-stationary (time dependent) and will decay with a characteristic autodetach-
ment lifetime, r. It has been shown [14,38,39] that many large polyatomic molecules 
capture thermal electrons via a nuclear-excited Feshbach resonance to form long-lived 
(r > 10 - 6 s) negative ions. This type of resonance involves a coupling between the 
kinetic energy of the captured electron and the vibrational degrees of freedom of the 
molecule. There is no electronic excitation of the target molecule, but the negative 
ion is produced in a vibrationally excited state. As is schematically illustrated in 
Fig. 2.1, the negative ion ground state lies energetically below the ground state of the 
parent neutral, a result of the positive electron affinity (EA). In the present context, 
the electron affinity of a molecule is defined as the difference in energy between the 
neutral molecule plus an electron at rest at infinity and the molecular negative ion 
when both the anion and the neutral molecule are in their ground electronic, vibra-
tional, and rotational states [40]. A related quantity, termed the vertical attachment 
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INTERNUCLEAR DISTANCE 
Figure 2.1 : Schematic illustration of the potential energy curves for a nuclear-excited 
Feshbach resonance. The symbols |0) and \R) designate the electronic ground states 
of the neutral molecule and the negative ion, respectively [14]. 
energy (VAE), is similar to the EA except the energy is determined without allowing 
for relaxation in the internuclear separation of the constituent nuclei to the ground 
state. Thus, the VAE is more relevant when discussing the attachment process in the 
context of a Franck-Condon overlap. 
It should be noted, however, that any description of a negative ion formed through 
a nuclear-excited Feshbach resonance using potential energy surfaces is somewhat 
artificial, since this type of resonance involves a coupling between the electronic and 
nuclear motions resulting in a breakdown of the Born-Oppenheimer approximation. 
In this respect, their representation through potential diagrams, such as in Fig. 2.1, 
is not a true physical description of the resonance. 
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Following the nascent anion formation, if the excess energy of the reaction (which 
is comprised primarily of the molecule's electron affinity, any initial internal molecular 
vibrational energy, and the kinetic energy of the captured electron) is not removed 
by radiative or collisional processes the negative ion will ultimately decay through 
autodetachment. Temporary stabilization, however, can be described in terms of a 
simple model [41] in which only a few vibrational modes are excited during the cap-
ture process. This is more common with molecules with a high degree of symmetry 
because only a limited number of modes can be directly coupled to the electron due 
to symmetry selection rules. Therefore, immediately following initial resonant cap-
ture the excess energy of the reaction is localized in the attaching modes. These 
relatively few excited modes are in turn coupled to the other "inactive" modes of the 
molecule. Consequently, the vibrational energy which is initially concentrated in the 
attaching modes can be redistributed among the large number of remaining modes 
in a process termed intramolecular vibrational energy redistribution (IVR). The re-
sult of this redistribution is that the additional energy from the attached electron 
is unavailable for autodetachment, prolonging the time required for the metastable 
negative ion to return to a configuration for which autodetachment is favorable, i.e., 
providing a stabilization mechanism which may result in the formation of a long-lived 
metastable negative ion. Consequently, metastable negative ions formed through a 
nuclear-excited Feshbach resonance tend to possess a large number of vibrational de-
grees of freedom, the lifetime against autodetachment typically increasing with the 
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complexity of the molecule [14]. 
In reaction 2.7, attachment of the electron results in fragmentation of the interme-
diate ion producing a neutral and a charged fragment, a process termed dissociative 
electron attachment (DEA). DEA is energetically possible only if fragment Y has 
a positive electron affinity (can form a stable negative ion), therefore many disso-
ciative processes involve halogens due to their large electron affinities. Dissociative 
electron attachment is a resonant process and thus only occurs at energies where 
the corresponding excited intermediate (XY-*) exists [42]. Resonant DEA is visu-
alized to proceed through electron capture in a restricted energy range defined by a 
Franck-Condon transition between the initial and final states (where the final state 
is considered to be the transient intermediate) [14]. Following capture, the system 
then undergoes a vertical transition between the potential energy surfaces (shown in 
Fig. 2.2) from the equilibrium separation of the neutrals to a repulsive electronic state 
(the XY~* intermediate) through which it dissociates into the final products X + Y~. 
This transition is presumed to occur in a time that is short (~ 10~13 s) compared to 
the nuclear motion [12] and thus attachment occurs without change to the position 
or momentum of the nuclei. 
The processes that follow the initial capture depend critically on the position and 
shape of the potential curve of XY~* relative to that for XY. In Fig. 2.2(a), the 
potential energy curve for XY~* is purely repulsive in which the asymptote of the 
XY~* curve (X + Y~) lies below the asymptote of the XY curve (X + Y) by an 
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Figure 2.2 : Schematic potential energy diagrams for dissociative electron attach-
ment, (a) Transitions from level XY to level XY~* (which is purely repulsive) lead to 
dissociation, (b) The XY~* potential exhibits a minimum, but dissociation may still 
occur if the transition has sufficient energy to surmount the barrier. 
amount equal to the electron affinity of Y, EA(Y). The difference in energy between 
the asymptote of the XY curve and the zero-point energy defines the dissociation 
energy of XY, DE(XY). Because the XY~* curve is purely repulsive, only the disso-
ciative state can lead to negative ion formation. However, if a situation such as that 
shown in Fig. 2.2(b) exists, then both dissociative and nondissociative attachment 
can occur. The XY -* potential exhibits a minimum, but dissociation may still occur 
if the transition has sufficient energy to surmount the barrier. 
2.3 Rydberg Atom — Molecule Collisions 
As discussed in the previous section (2.2), many polyatomic molecules capture free 
thermal-energy electrons to form metastable negative ions. Earlier experimental and 
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theoretical investigations [14,43-48] have shown that the formation of such long-lived 
anions can also be studied through electron transfer reactions of the type 
A(n£)+XY -> A + +XY~* - • A + + X Y " (2.8) 
involving Rydberg atoms with large principal quantum number n. (Though only 
long-lived negative ion formation through nondissociative electron transfer is shown 
in reaction 2.8, all the product channels discussed in 2.2 are possible.) 
For values of n > 10 the average separation between the Rydberg core and the 
excited electron is much greater than ranges typical of electron-molecule reactions. In 
this situation there is little overlap of the electron and core ion wavefunctions and the 
system can be described using a semi-classical Bohr model. Therefore, in collisions 
with neutral targets, high-n Rydberg atoms behave not as an atom but rather as a 
pair of independent particles. Negative ion formation can thus be viewed as result-
ing from electron attachment in a binary interaction between the excited electron 
and the target molecule. This picture is validated by noting that, at thermal veloc-
ities, the calculated rate constants for electron capture from highly excited Rydberg 
atoms using this "free-electron" model (neglecting the Coulomb attraction between 
the charged collision products) have been shown to be equal to the rate constants for 
capture of free electrons of the same velocity distribution [45]. 
The electron radial probability distribution is peaked near the outer classical turn-
ing point. Consequently, this is the most probable location for electron capture, and 
thus negative ion formation, to occur. As shown in Table 1.1, the mean radius of 
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the Rydberg atom scales as n2 and therefore at high n (n > 25 — 30) product ions 
are formed at sufficiently large separations that (for thermal energy collisions) any 
post-attachment Coulomb interactions are minimal and they typically separate as free 
ions. Therefore, experiments designed to investigate the properties and formation of 
negative ions using Rydberg atoms as a source of "free" electrons are conducted at 
high n to mitigate the influence of the ion core. 
At low-to-intermediate n, 10 > n > 20, the size of the electron cloud becomes 
such that the product ions are formed in sufficiently close proximity that their post-
attachment interactions become important, especially at low collision energies. In 
particular, at low n a large fraction of the product ions lack the necessary kinetic 
energy to overcome their mutual Coulomb attraction and remain electrostatically 
bound. This leads to creation of ion pairs orbiting at relatively large separations. 
This is illustrated in Fig. 2.3 which shows the radial electron probability density dis-
tributions Pn,e(r) associated with 12p and 28p hydrogenic states, which approximate 
the distributions of radial positions at which capture occurs for K(14p) and K(30p) 
states (further discussion of this model is given in section 3.7). 
In the case of K(30p) attachment occurs at relatively large separations, ~ 1000 — 
1600 a.u. where, as shown in Fig. 2.3(b), the electrostatic potential energy V(r) is 
small, |V(r ) | ~ 17 — 27 meV. Since this is less than, or at least comparable to, the 
typical kinetic energies of relative motion of the collision constituents, the majority of 
product ions are unbound and able to separate directly. In contrast, for K(14p) states 
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Figure 2.3 : (a) Radial electron probability density distributions -Pn/(r) for hydrogenic 
12p (solid line) and 28p (dashed line) states, which approximate those for K(14p) 
and K(30p), respectively. The distributions are scaled to the same peak height, (b) 
Electrostatic potential energy as a function of ion-pair separation. 
attachment occurs at much smaller radii, ~ 200 — 300 a.u., and the product ions are 
much more tightly bound, | V(r)| ~ 90 — 140 meV. In consequence, a smaller fraction 
of the product ions is able to separate (neglecting any internal-to-translational energy 
transfer, which is discussed in chapter 4). 
Collisional formation of ion pairs not only leads to the creation of heavy Rydberg 
states of high principal quantum number but also to states of high angular momentum 
t e n 
34 
as well. The large population of high-^ states is due to the sizeable fraction of initial 
capture events occurring at large impact parameters. This is not unexpected given 
that the radial electron probability distribution associated with the parent Rydberg 
state peaks near the outer classical turning point (i.e., at large r), as shown in Fig. 2.3. 
In consequence, the total electron density seen by an incident particle, when projected 
onto a plane perpendicular to its motion, also peaks at large r. Therefore, capture at 
large r is favored leading to the production of higher £ states. 
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Chapter 3 
Experimental Apparatus and Method 
During the course of this work the experimental apparatus was modified and, conse-
quently, data were collected with two different interaction regions. In the initial con-
figuration, shown in Fig. 3.1, collisions between Rydberg atoms and neutral molecules 
were allowed to occur over a range of target temperatures (~ 300 — 600 K) and the in-
fluence of internal vibrational energy on negative ion formation was observed. Though 
many of the results of the temperature dependent studies conducted with the heated 
interaction region are beyond the scope of this thesis, the initial measurements of 
heavy Rydberg systems were nonetheless made using this configuration. The ap-
paratus was later modified to better suit the study of ion-pair states. Specifically, 
the interaction region was redesigned to allow for the application of strong electric 
fields to dissociate bound ion pairs. In addition, wire coils were added to either side 
of the drift region to provide a transverse magnetic field to prevent electrons from 
reaching the detector. The modifications to the apparatus are shown in Fig. 3.2. 
Because no changes were made below the interaction region, only the upper portion 
of the apparatus is displayed in Fig. 3.2. The experimental method is similar for both 
configurations and is described as follows. 
Potassium atoms in a collimated effusive beam are excited to a selected K(np) 
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Figure 3.1 : Schematic diagram of the experimental apparatus with the heated inter-
action region including the lower drift region and Penning ion trap. 
Rydberg state in a single-photon transition using the output of an extracavity-doubled 
ring dye laser. Excitation occurs in the presence of a target gas resulting in collisional 
formation of negative ions through capture of the Rydberg electron. Collisions take 
place in the center of an interaction region containing mesh-covered apertures through 
which charged collision products can be extracted. Experiments are conducted in a 
pulsed mode, the laser being chopped into a train of pulses (typically ~ 150 ns 
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Figure 3.2 : Schematic diagram of the modified experimental apparatus with the 
high-field interaction region and magnetic field coils. 
duration) with ~ 3 kHz repetition frequency using an acousto-optic modulator. Ions 
are formed either in near-zero field or in the presence of a weak dc field. If a static field 
is present, ions begin accelerating out of the interaction region at the time of their 
formation. If the field is zero, ions produced in collisions accumulate for a specified 
amount of time prior to the application of a pulsed extraction field. Depending on 
the polarity of the field, positive/negative ions are accelerated either up or down out 
of the interaction region. Ions that exit through the upper extraction grid enter a 
drift region where their flight time to a position sensitive detector (PSD) is controlled 
by selectively adjusting the potential applied to the meshes. If the ions exit the 
interaction region through the lower extraction grid they are accelerated through 
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a drift region into a permanent-magnet Penning ion trap (described in appendix C) 
where they can be stored for times > 100 ms before extraction to the bottom detector. 
Time-of-flight spectra obtained from the top PSD are used to evaluate ion behavior 
on short timescales (a few tens of microseconds), whereas the Penning trap is used to 
determine ion behavior on long timescales (up to a few milliseconds). The probability 
of Rydberg excitation is low (< 0.1) and data are accumulated over many laser pulses. 
3.1 Vacuum System 
Photo-excitation of potassium atoms in an effusive beam and detection of collision 
products requires a high vacuum environment. The vacuum system is comprised 
of three differentially-pumped stainless steel chambers: the main chamber (which 
contains the apparatus shown in Fig. 3.1 and 3.2, the oven chamber, and the trap 
chamber. The background pressure in the main chamber is typically ~ 10~7 Torr. A 
gas manifold is used to introduce the target gas into the main chamber, the pressure 
of the gas being controlled by a needle valve. Due to limitations of the detector, 
target gas pressures are kept below ~ 10~5 Torr. 
The potassium beam originates from the oven chamber which is separated from 
the main chamber by a 0.3 mm diameter circular aperture. The small dimension 
of this aperture provides isolation of the relatively high pressure oven chamber from 
the main chamber. Both the main chamber and oven chamber are pumped by dif-
fusion pumps. The ion trap is differentially pumped by a turbo molecular pump. 
39 
The trap is separated from the main chamber by a 1 cm diameter entrance aper-
ture to admit the negative ions. The background pressure inside the trap can-
not be directly measured; however, it should be less than that of the main cham-
ber considering the low outgassing rate of the materials used to build the trap 
(< 1(T8 mbar-L/cm2-s) [49]. 
3.2 Alkali Beam Source 
Alkali metals have a single ns valence electron which can be photo-excited to a high-
lying np state in a single-photon transition. An effusive beam of ground-state potas-
sium atoms is created by heating a 1 g ampoule of potassium metal in a stainless 
steel oven. The potassium sample contains a mixture of the three naturally occur-
ring isotopes, 39K (93.3%), 40K (0.0117%), and 41K (6.7%). The body of the oven 
is resistively heated to a temperature of ~ 300°C, well above the melting point of 
potassium (63.38°C). The emerging vapor is collirnated by a 0.5 mm exit aperture 
which is kept ~ 20°C above the temperature of the oven body. This prevents potas-
sium atoms from condensing on the aperture and clogging the oven. Once the atoms 
have exited the oven they are further collirnated by the 0.3 mm aperture separating 
the oven chamber from the main chamber. The combination of these two apertures 
restricts the beam divergence to ~ 0.6°. A hot wire detector in the main chamber is 
used to measure the beam density, which is estimated to be ~ 109 cm""3 in the center 
of the interaction region. 
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Figure 3.3 : Comparison of the calculated Maxwellian distribution of speeds at T = 
300°C (solid line) with the experimentally obtained distribution of Rydberg atom 
velocities at n — 16 (points). 
The distribution of potassium atoms in the neutral beam with speeds within the 
interval v —* v + dv is propotional to v3 
f(v) oc v3 e (mv
2\ 
' \ IkT J (3.1) 
where m is the atomic mass, k is the Boltzmann constant, and T is the oven temper-
ature. However, the probability that an atom is photo-excited to a Rydberg state is 
proportional to the time it spends illuminated by the laser beam, which introduces 
an additional factor of - . Thus, the Rydberg atom velocities are described by the 
v 
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familiar Maxwellian distribution of speeds, 
/ 171 \ 3 / 2 o ( mv2 \ 
f{v) =
 ^\2^r) v e (3-2) 
as shown in Fig. 3.3. 
3.3 Laser System 
For potassium, the ionization potential of the 4s electron is 4.34 eV, which corresponds 
to a wavelength of 286 nm. Photoexcitation of ground-state atoms to the selected 
np Rydberg levels used in this work requires radiation with wavelengths in the range 
286 — 295 nm. This is obtained by using a frequency-doubled dye laser. 
The laser used is an extracavity-doubled frequency-stabilized Coherent CR699-21 
ring dye laser. The use of Rhodamine 6G dye provides a tuning range of ~ 560 — 
640 nm with a power of ~ 1 W. The dye laser is pumped by 7.5 W of 532 nm light 
provided by a Coherent Verdi V8® solid state laser. Single frequency operation of 
the dye laser is achieved through the use of three optical tuning elements: a 3-plate 
birefringent (Lyot) filter with a passive bandwidth of ~ 380 GHz, a thin etalon with 
a free-spectral-range (FSR) of ~ 200 GHz, and a thick etalon with a ~ 10 GHz FSR. 
This combination provides an effective output line width of ~ 500 kHz [50]. 
Though the line width of the CR699-21 laser is sufficiently narrow, the 
~ 40 GHz/hr [50] drift of the center frequency is unacceptable. To correct the long-
term frequency drift the output of the dye laser is actively stabilized by locking it to 
a frequency-stabilized Helium-Neon (HeNe) laser by the use of a Fabry-Perot etalon. 
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The dye and HeNe beams are superposed and directed through the etalon which is 
scanned at 50 Hz using a piezoelectric transducer. As the length of the cavity changes, 
two series of transmission peaks are detected corresponding to the resonant frequency 
of each of the input lasers. Any deviation in frequency by the dye laser will result in 
a shift of its transmission peak relative to the HeNe laser, i.e., in the peak separation. 
The difference in relative peak spacing is used to generate an error signal which then 
returns the dye laser to its original frequency. This active stabilization reduces the 
long-term frequency drift of the dye laser to < 1 MHz/day [51]. 
The wavelength of the dye laser is measured using a traveling Michelson interfer-
ometer. Both the dye laser and a parallel, collinear HeNe laser (A ~ 632.8 nm) are 
sent through the interferometer and detected by separate photodiodes, as shown in 
Fig 3.4. The fringes in the interference patterns for each laser beam are counted as 
the retroreflecting carriage travels the length of the interferometer arm (~ 40 cm). 
The number of fringes N is given by 
Ad 
N = ^ (3.3) 
where d is the distance traveled by the carriage and A is the wavelength of the laser 
light. Because both the distance traveled and the HeNe wavelength are known, the 
dye wavelength can be determined by taking the ratio of the number of fringes. The 
resulting measurement is accurate to ~ 0.01 A (~ 1 GHz). 
The frequency-stabilized output of the dye laser is directed into a Spectra-Physics 
WAVETRAIN® tunable frequency doubler. The beta-Barium Borate (BBO) crystal 
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Figure 3.4 : Schematic diagram of the traveling Michelson interferometer used to 
measure the wavelength of the dye laser. 
inside the WAVETRAIN® utilizes nonlinear second harmonic generation to produce 
an output beam at twice the frequency of the input beam. The BBO crystal is 
cut for optimum phase matching of 590 nm light. The active stabilization of the 
WAVETRAIN® keeps the resonator cavity locked to the input frequency as it is 
scanned providing a tunable frequency-doubled output. Typical conversion efficiencies 
are ~ 5 —10%, giving an output power in the range of ~ 50 —100 mW. The continuous 
wave output of the WAVETRAIN® is chopped into pulses of duration ~ 150ns—2/^ s 
using an acousto-optic modulator (AOM). The pulsed light then enters the vacuum 
chamber through a quartz window oriented at Brewster's angle. 
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3.4 Interaction Region 
Two different interaction regions were used to collect data during this work. The 
initial studies were performed with an existing interaction region which had been 
originally designed to raise the target gas temperature in order to increase the internal 
vibrational energy. The interaction region was later modified to investigate bound 
ion pairs through electric field-induced dissociation. 
3.4.1 Heated Interaction Region 
The original interaction region is comprised of two resistively heated electrodes sep-
arated by ~ 1 cm which enclose a cylindrical volume measuring ~ 5 cm in diameter. 
Small apertures are cut into the sides of the electrodes to allow entrance and exit 
of the crossed laser and potassium beams. Apertures covered with fine mesh copper 
grids (~ 70 lines/in) in the top and bottom of the interaction region allow extrac-
tion of charged collision products. Target gas can freely enter the interaction region 
because it is open to the main chamber; however, the sizes of the apertures are kept 
small to help maintain thermal equilibrium between the target gas and the walls of 
the interaction region. (As a consequence of the small apertures, Rydberg atoms 
begin to pass out from under the extraction aperture within a few microseconds of 
their formation, depending on their velocity.) Few collisions are needed for most large 
polyatomic molecules to reach thermal equilibrium. For example, SF6, which has a 
thermal accommodation coefficient of 0.77 [52], reaches thermal equilibrium with the 
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walls within 2 or 3 collisions. 
Target gas pressure is measured using an ion gauge connected to the main cham-
ber. It is important to note, however, that a difference in temperature between the 
gas in the interaction region and the gas in the main chamber will result in a difference 
in their relative densities as well (a phenomenon known as thermal transpiration, see 
appendix B. l) . The ratio of the densities is given by: 
Pi
 = j % 
P2 VTx 
Water-cooled plates are placed a short distance (~ 1 cm) from either side of the 
interaction region to prevent heating of the rest of the apparatus. 
3.4.2 High-Field Interact ion Reg ion 
The modified interaction region is composed of two parallel electrodes separated by 
3.3 mm. Each electrode is comprised of a stainless steel ring-shaped electrode. Cover-
ing the central apertures of the electrodes are press-fit copper mesh grids (100 lines/in) 
through which charged collision products can pass to enter the drift region. Large 
electric fields (up to ~ ±12 kV/cm) are used to dissociate the ion pairs, therefore 
a number of design considerations are implemented in the electrode construction. 
The edges of the electrodes are rounded to avoid any sharp corners that would en-
hance the electric field and thus the probability of coronal discharge. In addition, the 
electrodes are polished with 5 /mi AI2O3 powder to make the surfaces smooth and 
uniform (resulting in a mirror finish). Also, to reduce the capacitance of the electrodes 
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Figure 3.5 : Schematic diagram of the high-voltage slower circuit. 
(~ 150 — 200 pF) their surface area is kept small. High voltage pulses are delivered to 
the bottom electrode of the interaction region by a high-voltage switching unit, DEI 
PVX-4130 ±6kV. The fast risetime of the output from the pulser (< 100 ns) needs 
to be slowed to ~ 1 /J,S to reduce the electrical pickup at the detector to a nominal 
level. The schematic diagram of the slower circuit (which also serves as a monitor 
circuit) is shown in Fig. 3.5. 
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3.5 Photo-excitation 
3.5.1 State Selection 
The energy required to excite a potassium atom from the 42Si/2 ground state to a 
given n£j Rydberg state can be calculated using the Rydberg formula (as discussed 
in section 1.1.1) 
p 
Enij — Eion — (3-4) 
n -8, ntj 
where RK is the Rydberg constant for potassium and Eion is the ionization energy, 
109,734.69 cm^1 and 35,009.814(1) cm - 1 , respectively [53]. The quantum defect of 
the state 5ntj is given by the series expansion 
X - A . ^ h S6 58 
^•"^
+ (^^ + (^^ + ^ ^ + (^XF + "'' (3-5) 
or more compactly, 
oo 
5
**i = E
 (n ^ w (3-6) 
m=0 V1 °°l 
where m is an even integer. The parameters Sm are determined empirically and, as 
discussed in section 1.1.1, depend on the angular momentum of the state, i.e., they 
are £ dependent. The coefficients for the first several terms in the expansion for the 
quantum defect of 39K are given in Table 3.1. 
The error in the calculated frequency for the transition to a given n level is much 
less than the resolution of the interferometer used to measure the wavelength of the 
dye laser (discussed in section 3.3). Consequently, the state is found spectroscopically 
by scanning the laser over a few hundred MHz about the calculated value. 
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State 
ftSl/2 
npi/2 
nps/2 
nd3/2 
nd5/2 
nf5/2,7/2 
So 
2.180197(15) 
1.713892(30) 
1.7110848(30) 
0.276970(6) 
0.277158(6) 
0.010098 
s2 
0.136(3) 
0.2332(50) 
0.2354(60) 
-1.0249(10) 
-1.0256(20) 
-0.100224 
h 
0.0759 
0.16137 
0.11551 
-0.709174 
-0.59201 
1.56334 
k 
0.117 
0.5345 
1.105 
11.839 
10.0053 
-12.6851 
Ss 
-0.206 
-0.234 
-2.0356 
-26.689 
-19.0244 
Table 3.1 : Quantum defect parameters for 39K [53]. 
Each K(np) state is actually observed to be comprised of 4 states due to the 
hyperfine splitting of the ground state (A/ = 462 MHz [54]) and the fine-structure 
splitting of the excited state. In the ground state I — 0 and thus there is no fine-
structure splitting. Figure 3.6 displays a frequency scan of the K(50p) state which 
demonstrates the splitting. The nuclear spin of 39K is / = §, therefore in the ground 
state F can be 1 or 2 and the ratio of the two hyperfine states reflects the statistical 
weight of 2F + 1, which is 5 : 3 . Because the splitting of the energy levels scales as 
n~3 the hyperfine structure quickly becomes unresolvable even at the lowest values of 
n studied in this work. At low-to-intermediate values of n, however, the fine structure 
splitting (which is a much larger effect than the hyperfine splitting) is such that the 
states are easily resolved. 
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Figure 3.6 : Frequency scan of the K(50p) Rydberg state showing the hyperfine 
splitting of the ground state and the fine-structure splitting of the excited state. 
3.5.2 Velocity Selection 
The relative kinetic energy of collisional reactants can be controlled, to a degree, 
through the use of the Doppler effect in photo-production of the Rydberg atoms. 
The laser beam crosses the atomic beam at an angle slightly off of normal incidence, 
exciting only ground state atoms within a narrow range of velocities. Consider a laser 
of frequency / incident at an angle 0 off normal to the atomic beam. In the frame of 
an atom moving with velocity v < < c, the observed frequency / ' is given by 
/ ' = / ( l + ^s in0) (3.7) 
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To excite the atom to a Rydberg state, the laser frequency as viewed in the atom 
frame must be equal to the resonant frequency of the transition, /„. Substituting 
/ ' = f0 into Eq. 3.7 and solving for the laser frequency in the lab frame yields 
/ = / 0 ( l + ^ s i n ^ 1 (3.8) 
Recalling that v < < c this becomes 
/ = - ( ^ s i n < A v + / 0 (3.9) 
Eq. 3.9 describes a straight line of the form y = mx + b where the slope is given by 
(So •
 a\ sin# 
m = — —sin0 = — (3.10) 
\c J A 
and f0 is the ^/-intercept. The Rydberg atom velocity is obtained by field ionizing 
the atoms and subjecting the resulting ions to a variable drift time through the time-
of-ftight spectrometer. The displacement of the arrival position distribution as a 
function of the delay time provides a measure of the velocity. The angle 9 can then 
be determined from the slope of a plot of laser frequency vs. velocity, as shown in 
Fig. 3.7. 
Experiments conducted with the heated interaction region were restricted to a 
maximum 9 of ~ 1.2° due to the small sizes of the apertures. With the high-field 
interaction region, however, this restriction was lifted and 9 was increased to ~ 2.5°. 
A larger 6 is advantageous because the width of the state increases with angle. Thus, 
for a given laser width, atoms within a smaller range of velocities are excited to the 
Rydberg state, providing better velocity resolution. At 9 RS 2.5°, Av m 100 m/s. 
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Figure 3.7 : Laser frequency vs. Rydberg atom velocity at an intersection angle of 
6 ~ 2.5°. The dashed line represents a linear fit to the data. 
As n is increased, however, the fine-structure splitting decreases (as discussed in 
section 3.5.1) and the states move closer together. Care must therefore be taken when 
working at high-n where it is possible for adjacent states to overlap causing excitation 
of atoms with different velocities. At an intersection angle of 6 ~ 2.5° the j< = | and 
j — | states begin to overlap for states of n > 60 setting the upper limit for 9. 
3.6 Time-of-Flight Spectrometer 
A time-of-flight spectrometer is used to analyze ion behavior on timescales of a few 
tens of microseconds. The spectrometer is located above the interaction region, as 
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shown in Figures 3.1 and 3.2. Ions are extracted upward from the interaction region 
into the time-of-fiight spectrometer where they pass through a series of apertures 
containing fine mesh copper grids which isolate the fields in the different drift regions. 
The bottom mesh, the central tube, and the top mesh are all biased independently to 
allow for collection or rejection of charged particles created in the drift region. The 
arrival time distribution of the ion signal after passage through the spectrometer is 
used to determine the decay (or build up) of the ion population. Charged particles are 
detected upon exit from the spectrometer by a position sensitive detector (PSD). The 
PSD is comprised of two matched microchannel plates in conjunction with a resistive 
anode providing an approximately circular active area ~ 25 mm in diameter. 
When the apparatus was modified to include the high-field interaction region, two 
current carrying wire coils were also installed, as shown in Fig. 3.2. The coils, located 
on either side of the drift region, provide a transverse magnetic field that can discrim-
inate against electrons produced by blackbody radiation-induced photoionization and 
electric field-induced ionization of parent Rydberg atoms [7]. The effect of this field 
is illustrated in Fig. 3.8 using an SF6 target. In the absence of a magnetic field the 
arrival position distributions for both SFg" ions produced in K(20p)/SF6 collisions 
(shown in the upper left panel of the figure) and for electrons resulting from field 
ionization of the parent Rydberg atoms (shown in the upper right panel) are similar 
and centered above the excitation region. The distributions are broadened as a re-
sult of deflections induced by the strong field inhomogeneities present at the upper 
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Figure 3.8 : Effect of the transverse magnetic field applied to the drift region on the 
arrival position distributions of electrons and SF^" ions measured at the PSD. 
interaction region grid. As the magnetic field is increased the SF^ arrival position 
distribution remains essentially unchanged (lower left panel). 
In contrast, the centroid of the electron position distribution is linearly displaced 
with increasing magnetic field. The effect is strong and even with a pulsed electric 
field of ~ 10 kV/cm, a magnetic field of only a few gauss is required to effectively 
prohibit electrons from reaching the PSD (lower right panel). Instead, they strike the 
walls of the drift tube and are lost. To prevent secondary electrons liberated at the 
walls from reaching the PSD the exit grid of the drift region is biased negatively with 
respect to the rest of the drift region. 
Simulations of ion trajectories are carried out using SIMION 3D v8.0, a three-
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dimensional electrostatic lens analysis program. This provides a means by which ion 
flight times through the time-of-flight spectrometer can be predicted. In addition, ion 
behavior in the Penning trap can also be modeled using SIMION. 
3.7 Monte Carlo Model of Rydberg Atom Collisions 
Analysis of experimental data is aided by a Monte Carlo model [55] that incorpo-
rates a detailed picture of the capture process and the post-attachment interactions 
between the product ions. The simulation is based on the free-electron model [43] 
where the excited electron is considered to be free except that its probability density 
distribution is determined by its quantum state. Therefore, collisions can be viewed 
as a binary interaction between the Rydberg electron and the target molecule. The 
probability of electron attachment at a given point is taken to be proportional to the 
electron probability density j ^ / | 2 , i.e., it is assumed that the electron attachment rate 
is independent of the collision velocity. This is assumption is reasonable because the 
free-electron capture cross section a(v) for many molecules is inversely proportional 
to the electron velocity v (pointing to an s-wave attachment processes). The rate 
constant for electron attachment, k — va(v), is therefore independent of electron ve-
locity. Although a(v) deviates from this simple 1/v behavior at higher energies, the 
assumption remains valid for the low angular momentum states involved in this work 
(( = 1) because the electron spends most of its time near the outer classical turning 
point where the kinetic energy is lowest. 
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To compensate for the large quantum defect associated with K(rcp) states (8 ~ 
1.71). the data for a particular K(np) state are compared to model predictions ob-
tained for a (n — 2)p hydrogenic state. Following capture, the motions of the product 
ion pairs are determined using classical orbital theory. Distributions of relevant pa-
rameters are built up statistically by considering the outcomes of many collisions that 
reflect the distribution of collision velocities and impact parameters. 
For any collision, each velocity component of the target molecule is chosen at 
random from a Gaussian distribution of velocities for an ideal gas 
where m is the mass of the target molecule and T is the target temperature. Of course, 
when all three dimensions are considered the resulting distribution is the well-known 
Maxwell speed distribution 
/ 771 \ 3 / 2 o f mv2\ 
ft{v) = 47r
 \toMr) ( 3 1 2 ) 
The velocities of the Doppler-selected Rydberg atoms are modeled with a Gaussian 
distribution centered on v0 with a width ov 
1 (v-vo)2 
fR(v) = -== e ~^T (3.13) 
y/Zirav 
The formation position of the Rydberg atom is chosen from within a cylinder denned 
by the intersection of the laser beam with the atomic beam. The position along the 
axis of the laser beam is chosen at random along the width of the atomic beam, 
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whereas the position in the plane normal to the laser beam is chosen from the two-
dimensional Gaussian intensity profile of the laser. 
Following selection of the initial conditions the relative velocity and spatial sep-
aration of the ion pair are used to determine the angular momentum of the system 
L = /j,r x v, where fi. is the reduced mass of the of the ion pair. The relative posi-
tion and velocity of the particles at a time t later is determined by classical orbital 
mechanics [56]. The total energy of relative motion for the ion pair is also calculated 
and is given by 
Etot = -iiv2--. - + Emb (3.14) 
2 47re0 r 
where Evib is an empirical term that may added to account for the conversion of 
internal vibrational energy in the target into translational energy of the ion pair. Ion 
pairs with Etot > 0 have enough kinetic energy to overcome their Coulomb attraction 
and separate directly as free ions. However, those with Etot < 0 remain bound and 
their relative motion is described by an ellipse 
r = £=*-. (3.15) 
1 + e cos j 
wThere a, e and / are the semimajor axis, eccentricity, and true anomaly, respectively 
(see Fig 3.9). Another parameter of interest to this work is the periapsis of the orbit 
p, or the distance of closest approach, which occurs when / = 0. It is at this point 
that destruction of the ion pair is most likely to occur. 
The model can also account for dissociative capture processes (reaction 2.7). In 
this scenario, the motion of the ion pair is followed until the intermediate ion disso-
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Figure 3,9 : Geometry of the elliptical orbit of a bound ion pair showing the semimajor 
axis, a, the true anomaly, / , and the periapsis, p. 
dates at some time t. The dissociation time is chosen from the distribution 
/ ( * ) = - e~*r (3.16) 
T 
where r is the mean lifetime. The dissociation energy can be chosen from a few 
different distributions (uniform, exponential decay, and Gaussian) based on the decay 
mechanism and the associated efficiency of the distribution of excess energy in the 
intermediate. Following dissociation, the velocity of the anion fragment will not be 
the same as the parent molecule due to both the change in mass and the translational 
energy release associated with the dissociation. The anion velocity is determined by 
the mass ratio of the fragments, the velocity of the intermediate prior to dissociation, 
the dissociation energy, and the lifetime of the intermediate. Once the new parameters 
are known, the subsequent motion of the ion pairs is determined and new values for 
L and Etot are calculated. 
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Chapter 4 
Dissociation Through 
Internal Energy Transfer 
As discussed in section 2.3, bound ion-pair states can be formed through collisions 
between Rydberg atoms and electron-attaching targets when the product ions lack 
sufficient kinetic energy to overcome their Coulomb attraction. Once bound, however, 
the ion pairs are neutral and thus cannot be detected by the system unless they once 
again separate as charged particles. Two mechanisms exist by which ion pairs are 
able to dissociate into detectable species. The first, which is the topic of this chapter, 
occurs through the conversion of internal molecular energy into translational energy of 
the ion pair. The second mechanism, discussed in chapter 5, involves the application 
of an external electric field in order to induce dissociation. 
4.1 Vibrational Energy Transfer 
The most widely accepted theory describing unimolecular reactions (which includes 
the decay of negative ions) is based on the works of O. K. Rice, H. C. Ramsperger, L. S. 
Kassel and R. A. Marcus and is simply known as RRKM theory [57] or, alternatively, 
quasi-equilibrium (QET) theory. The theory is statistical in nature and assumes 
coupling between the vibrational modes is strong. Therefore, any energy added to 
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the molecule, regardless of its origin, is quickly and randomly redistributed amongst 
all the vibrational modes. 
As discussed in section 2.2, an anion formed through a nuclear-excited Feshbach 
resonance is created in an electronic ground state. However, the excess internal energy 
in the anion does result in a vibrationally excited state. The total internal energy in 
the negative ion is given by 
E* = EA + Ei + Evib (4.1) 
where the adiabatic electron affinity, EA, is defined as the energy difference between 
the ground states of the anion and the neutral. E{ is the energy of the captured elec-
tron (typically a few meV) which contributes negligibly to the total internal energy. 
Evib, the vibrational energy in the neutral molecule prior to attachment, depends on 
both the molecular temperature and the mode structure. Evn, can be calculated using 
basic statistical thermodynamics as can be found in a typical statistical mechanics 
textbook [58,59]. (As an example, the calculation of the vibrational energy of SF6 
can be found in appendix B.2.) 
The electron affinity of many attaching species can be quite large resulting in 
anion vibrational energies that can be in excess of 1 eV. With such large vibrational 
energies, it is possible for a small degree of coupling to occur with the Rydberg core 
ion leading to conversion of some of the internal vibrational energy in the anion into 
translational energy of the ion pair. This can result in dissociation of the ion pair 
producing free K+ and XY~ ions. 
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Evidence of such intemal-to-translation energy conversion is provided by com-
paring the lifetimes of SF<r ions formed in K(np)/SF6 collisions at different values 
of n. Quasi-equilibrium theory predicts that an increase in the internal energy of a 
negative ion will lead to an overall reduction in lifetime. This is supported by tem-
perature dependent studies [60,61] which measure negative ion lifetimes as a function 
of internal energy. Figure 4.1 shows the time evolution of SF^ ions injected into the 
Penning trap following K(np)/SF6 collisions. Ion populations are normalized to the 
signal obtained at the earliest extraction time. The decay of the ion signal is not 
characterized by a single exponential, indicating a range of lifetimes. At T = 300 K 
the lifetimes extend from ~ 1 ms to > 10 ms. The longest lifetimes, however, are 
most likely influenced by radiative stabilization 
SFQ* -> 5F6- + hu 
in which a portion of the excess internal energy is removed by the emission of infrared 
radiation [44]. As seen in Fig. 4.1, the lifetimes of the ion populations in the trap are 
the same for high-??, collisions with n > 30, whereas they are significantly increased 
at n = 12. For thermal energy collisions at high n, product ions are formed far from 
one another and have sufficient kinetic energy to overcome their Coulomb attraction, 
requiring no additional energy to separate. However, during collisions at n = 12 anion 
formation occurs in close proximity to the Rydberg core and, consequently, very few 
(~ 6%) have sufficent kinetic energy to separate without internal-to-translational 
energy transfer. The total ion yield at low n is still sizeable suggesting that the 
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Figure 4.1 : Time evolution of SF<r ions in the Penning trap following K(np)/SF6 
collisions at n = 12, 30, 45, and 60 at T = 300 K. The dashed lines represent multi-
exponential fits to the data. 
majority of the observed ions have undergone energy conversion to separate and, in 
the process, imparted a fraction of their energy to the Rydberg core. This reduction 
in internal energy is manifested by an increase in anion lifetime. 
As shown in Fig. 4.2, an increase in target temperature leads to a reduction 
in the anion lifetime. In contrast to collisions at room-temperature, however, the 
data indicate that the lifetimes of SF<^  ions formed in collisions at T = 600 K are 
independent of n (over the present range). Though the relative kinetic energies will 
be somewhat increased at the higher target temperature, results of the Monte Carlo 
model predict that the corresponding increase in the fraction of ion pairs that can 
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Figure 4.2 : Time evolution of SF^" ions in the Penning trap following K(np)/SF6 
collisions at n = 12 and 45 at T = 600 K. The dashed line represents a multi-
exponential fit to the data. 
directly escape their mutual electrostatic attraction is minimal, from ~ 6 to 8%. 
Rather, it is more likely that the reduced n sensitivity results from the increase 
in the vibrational energy of the SF6 molecules, which increases from ~ 74 meV to 
~ 347 meV. This suggests that at T = 600 K the amount of energy conversion is 
small when compared with the increased internal energy of the SF^ ions, making the 
reduction in internal energy less significant than at room temperature. 
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4.2 Detection of Ion-Pair States 
Using the initial configuration of the experimental apparatus (comprised of the heated 
interaction region), detection of heavy Rydberg ion-pair states that dissociate through 
the conversion of internal energy involves somewhat indirect methods. The primary 
technique utilizes measurements of the onset in the arrival time distribution of ions 
following passage through the time-of-flight spectrometer. In addition, evidence of 
post-attachment interactions can also be observed by measuring the time dependence 
of the position distribution of the ion signal. 
4.2.1 Riset ime Measurements 
For experiments designed to measure the onsets in the ion arrival time distribution 
Rydberg excitation occurs in a weak (~ 10 V/cm) dc electric field. Consequently, any 
charged collision products begin accelerating out of the interaction region immediately 
upon formation. Figure 4.3 shows the arrival time distribution of negative particles 
at the top detector following K(30p)/SF6 collisions. 
The early-time signal results from the collection of electrons produced by black-
body radiation-induced photoionization of parent Rydberg atoms in the interaction 
region. This contribution to the total signal can be subtracted out through measure-
ments with no target gas present. Following the decay of the electron signal, no ions 
are detected (corresponding to the time during which they are still in the drift region) 
until ~ 20 fj,s after formation at which point SF^" ions begin to reach the detector. 
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Figure 4.3 : Arrival time distribution of negative particles at the top detector following 
K(30p)/SF6 collisions. 
Following the initial onset, the signal decays exponentially, mirroring the decay of the 
parent Rydberg atom population. This decay, however, becomes more rapid at late 
times as the Rydberg atoms begin to move out from under the extraction aperture. 
Figure 4.4 shows the onset of the time-of-flight distributions for SF^ ions produced 
in K(10p)/SF6 and K(30p)/SF6 collisions. These were recorded under identical ex-
perimental conditions using Rydberg atoms with velocities of ~ 500 m/s, i.e., near 
the peak of the K(np) velocity distribution. At n = 30 the signal builds up on a 
time scale of ~ 300 ns. Part of the rise-time is associated with the build up of the 
Rydberg atom population during the (~ 150 ns) laser pulse. Additional broaden-
^ V w h M .<>• i»«tr»"»* 
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ing results from the initial position and velocity distributions of the target molecules. 
Figure 4.4 also includes the onset predicted for a free SF^ ~ ion population using model 
24.5 25 25.5 
Arrival Time (us) 
26 
Figure 4.4 : Onset of the arrival time distribution of SFg ions following K(10p)/SF6 
and K(30p)/SF6 collisions with a K(np) velocity of ~ 500 m/s. The dashed line 
corresponds to the anticipated buildup of free SF^ ions. 
parameters which reflect the experimental conditions, that is, assuming that the time 
dependence of the laser intensity is Gaussian with a width of 150 ns FWHM and that 
the spatial distribution of ions along the z axis (the axis of the drift region) is also 
Gaussian with a 750 fim FWHM (the width of the atomic beam). The initial velocity 
distribution of the ions is assumed to correspond to the thermal energy distribution 
of the parent SF6 molecules. 
The agreement between the model and the onset at n = 30 is very good, pointing 
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to direct formation of unbound ion pairs that immediately dissociate. In contrast, 
at n = 10 the growth of the SF^ signal is much slower. Here, post-attachment 
interactions are important and, given the large electron affinity of SF6, it is in principle 
possible to transfer up to ~ 250 meV of kinetic energy to the SF^" ion through 
internal-to-translational energy conversion (the majority of the available energy is 
carried off by the lighter K+ ion). Such transfer would lead to a broad distribution of 
ion velocities and flight times, substantially increasing the risetime of the ion signal. 
However, inspection of the ion arrival position distributions at the detector showed 
them to be similar to those seen at n = 30. In addition, a longer risetime associated 
with a simple broadening of flight times would also lead to a portion of the ions 
reaching the detector more quickly than the free ion signal, i.e., the half-maximum 
point in the onset of the ion signal would still occur at the same time as for the 
n — 30 signal. However, no ions are seen to arrive ahead of the free ion signal, 
providing no evidence for formation of energetic SF^ ~ ions. The slow rise of the SF<r 
signal, therefore, points to the creation of a population of bound K+--SF<^ ion pairs 
that subsequently dissociate on a microsecond time scale through internal energy 
conversion. 
Figure 4.5 shows the distribution of calculated principal quantum numbers for 
K+--SF^ heavy Rydberg ion-pair states produced in K(10p)/SF6 collisions at a Ryd-
berg atom velocity of 500 rn/s. The principal quantum numbers are determined using 
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Figure 4.5 : Distribution of principal quantum numbers for K+--SF6 heavy Ryd-
berg ion-pair states produced in K(10p)/SF6 collisions at a Rydberg atom velocity of 
500 m/s. 
the relationship given by Eq. 1.1 
En = 
R H 
W 
where any modifications to the binding energy of the ion pair that might arise from 
internal energy conversion have been neglected. The Rydberg constant RH is given 
by Eq. 1.17 
^ 
RH — — ^ o o 
The structure in the distribution at lower n is associated with the nodes in the 
radial electron probability density distribution of the parent Rydberg atom. As is 
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evident from the figure, the large reduced mass leads to extremely high values of 
n. These values are further increased when the principal quantum number of the 
parent Rydberg atom is large which favors the production of ion-pair states with 
lower binding energies. 
4.2.2 Position Measurements 
The conclusion that the ion signal observed following collisions at low n is associated 
with formation of bound ion pairs which subsequently dissociate was further tested 
by measuring the ion arrival position distribution of SF^ ions at the detector. The 
flight time to the detector can be varied by adjusting the potential applied to the 
drift region. Because the ions are formed with a distribution of transverse velocities 
the arrival position distributions broaden with increasing flight time. However, by 
analyzing the behavior of the centroids of these distributions, translational motions 
of the ions as a whole can be identified. The flight time dependence of the position 
of these centroids along the x axis (corresponding to the potassium atom beam axis) 
is shown in Fig. 4.6. 
At n = 10, clear motion of the centroid along the atom beam axis is evident (no 
change in position transverse to the beam is observed). This is consistent with forma-
tion of K+--SFg bound ion pairs. On average, the ion pairs have no net component 
of velocity perpendicular to the atom beam, but do have a component parallel to the 
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Figure 4.6 : Flight time dependence of the x coordinate of the centroids of the SF^" 
arrival position distributions following K(np)/SF6 collisions at n = 10 and 30. The 
solid lines represent linear fits to the data. 
beam given by the average center-of-mass velocity 
t'cm. 
TUKV 
mK + mSF6 
(4.2) 
where v is the average Rydberg atom velocity and VHK and msF6 are the masses of the 
Rydberg atoms and target SF6 molecules, respectively. If the ion pair lifetimes are 
sufficiently long that in the center-of-mass frame dissociation leads to an isotropic dis-
tribution of product ion velocities, the average translational velocities of the product 
SF^ (and K+) ions should match the average center-of-mass velocity. The predicted 
center-of-mass velocity of ~ 100 m/s is in reasonable agreement with the mean trans-
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lational velocity of ~ 90 m / s inferred from the data in Fig. 4.6. In contrast, at n = 30 
no motion of the centroid of the SF^ distribution is observed, which is consisted with 
the formation of unbound ion pairs with little net transfer of momentum to the SFQ 
ions. 
4,3 Heavy Rydberg Ion-Pair States of Different Species 
In the present work, a number of attaching targets are utilized (SF6, CCI4, C7F14, 
CeF6 , and C2CI4) in which the various species have been selected because of their 
different attachment behaviors to explore the creation and properties of bound ion-
pair states. The results for the different species are detailed in the following sections. 
4 .3 .1 S F 6 
As discussed in section 4.1, SF^" ions formed in K(np) /SF 6 collisions at room tem-
perature have long lifetimes (r > 1 ms) and possess sufficient vibrational energy to 
allowr for internal-to-translational energy transfer. 
The very different behaviors seen in the onsets of the SF^~ arrival time distributions 
in Fig 4.4 are supported by Monte Carlo simulations (section 3.7) which predict the 
fraction of ion pairs that is able to separate without the conversion of internal energy. 
Figure 4.7 shows the calculated K+—SF^ escape fraction as a function of Rydberg 
atom velocity following K(np)/SF6 collisions at n — 10, 14, and 30. At n — 30 
and a Rydberg atom velocity of 500 m / s over 80% of the product ion pairs are 
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Figure 4.7 : Calculated velocity dependence of the fraction of K+—SF^ ion pairs 
formed in K(rzp)/SF6 collisions that is able to overcome their mutual electrostatic 
attraction without internal-to-translational energy transfer for the values of n indi-
cated. 
unbound and able to separate directly, consistent with the sharp onset evident in 
Fig. 4.4. However, for collisions at n = 10 fewer than 0.1% of the product ions 
are unbound, indicating that the observed signal must indeed be associated with 
internal-to-translational energy transfer. 
At the intermediate value of n — 14 the data in Fig. 4.7 show that the escape 
fraction changes substantially over the range of Rydberg atom velocities accessible in 
the present work. At low velocities (~ 250 m/s) almost all the product ion pairs are 
bound whereas at high velocities (~ 680 m/s) a significant fraction is unbound. This 
is reflected in the data in Fig. 4.8 which show the onsets of the SF^" and K+ signals 
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observed following K(14p)/SF6 collisions for a range of atom velocities. 
While the relative SF^ ~ production rate decreases dramatically at the lower atom 
velocities, the data sets are all normalized to the same peak height to emphasize the 
changes in the onset characteristics. At the highest velocity the onset in the SFg 
signal is sharp and similar to that seen at n = 30. This indicates that while model 
calculations suggest that just ~ 15% of the product ion pairs are unbound these must 
account for the bulk of the observed SF^ signal. At the lowest velocities the onset is 
slow and parallels that seen at n = 10 indicating that the signal is associated with 
the dissociation of bound K + - S F ^ ion pairs. As illustrated in Fig. 4.8(a), the data 
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Figure 4.8 : (a) Onsets in the arrival time distributions of SF^ ~ ions produced in 
K(14p)/SF6 collisions for the Rydberg atom velocities indicated. The solid line shows 
the anticipated build up of a free ion signal. Fits to the results at intermediate veloc-
ities using linear combinations of the onsets seen at the highest and lowest velocities 
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at intermediate velocities can be well fit by taking appropriate linear combinations 
of the results obtained at the highest and lowest velocities, i.e., by assuming that 
both bound and unbound ion pairs contribute to the observed signal. The velocity 
dependence of the ratio of the contributions from bound and unbound ion pairs is 
shown in Fig. 4.9. As the Rydberg atom velocity decreases the contribution associated 
with ion pair formation becomes increasingly important. As expected, the same is 
also true of the corresponding K+ ion signals. This is illustrated in Fig. 4.8(b), which 
shows the velocity dependence of the K+ ion signals predicted using the same linear 
combinations as in Fig. 4.8(a). 
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Figure 4.9 : Velocity dependence of the ratio of the contributions from bound and 
unbound ion pairs formed in K(14p)/SF6 collisions. 
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The Rydberg atom velocity dependence of the risetime of the SF^ ~ signal becomes 
less sensitive with increasing n. At high n all of the onsets approach the anticipated 
buildup for a free SF^ ~ population. This is not unexpected because the fraction of 
unbound ion pairs increases with n (Fig. 4.7). Figure 4.10 shows the onsets in the 
SF^" signal following K(30p)/SF6 collisions for a range of Rydberg atom velocities. 
Even at the lowest collision velocity little change is observed from the onset measured 
at the highest collision velocity. 
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Figure 4.10 : Onsets in the arrival time distributions of SF^" ions produced in 
K(30p)/SF6 collisions at the Rydberg atom velocities indicated. The solid line shows 
the anticipated build up of a free ion signal. 
The data in Fig. 4.9 suggest that at a Rydberg atom velocity of ~ 480 m/s roughly 
50% of the observed ion signal results from ion pair dissociation. However, model 
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calculations indicate that for this velocity over 98% of the product ion pairs are bound, 
showing that only a small fraction (~ 1 — 2%) of these pairs separate as free ions. The 
fraction of bound ion pairs that separates as a result of internal energy conversion can 
be simply estimated. At the lowest collision velocity (~ 280 m/s) model calculations 
indicate that < < 0.1% of the product ion paris are unbound. This, coupled with 
the lack of any discernable sharp "step-like" increase in the onset of the SF^ signal, 
suggests that unbound ion pairs do not provide a significant contribution to the total 
SF^" signal, i.e., it is predominantly associated with internal energy conversion. Since 
< 0.1% of product ion pairs undergo direct escape this requires that greater than 
~ 1 — 2% of the bound ion pairs must dissociate. However, this fraction cannot be 
much larger or else the bound ion pairs produced in the highest-velocity collisions 
(which amount to ~ 85% of the total ion pair production) would provide a noticeably 
long-risetime contribution to the total SF^ ~ signal. Furthermore, earlier velocity-
dependent measurements of free-ion production in K(np)/SF6 collisions have shown 
that, while energy transfer can significantly increase the ion signal at low velocities, 
the overall escape fraction is still small [62-64]. 
Figure 4.11 shows the velocity dependence of the free SFg" signal produced in 
K(np)/SF6 collisions at n = 14 and 20. Also included in the figure are model cal-
culations for the fraction of ion pairs that is able to separate without internal-to-
translational energy transfer. For both values of n, the dominant contribution to 
the measured ion signal at the highest collision velocity comes from unbound ion 
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pairs. The experimental data are therefore normalized to the model calculations at 
the highest velocity. In addition, the data have been normalized to equal initial Ry-
dberg atom production rates. Though the total SF^ signal decreases with decreasing 
Rydberg atom velocity, the reduction is much less pronounced than the decrease in 
escape fraction predicted by the model. Thus the data give support to the conclusion 
that at low collision velocities the observed ion signal is predominantly associated 
with internal energy conversion. 
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Figure 4.11 : Velocity dependence of the free SF^ ~ signal produced in K(np)/SF6 
collisions at n = 14 and 20. The lines show the calculated escape probabilities for 
K+—SF^ ion pairs with no internal energy conversion. 
It is reasonable to expect that for internal-to-translational energy transfer to occur 
a bound ion pair must pass relatively close to each other. As illustrated in Fig. 4.12(a), 
T i i r 
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because of the large distribution of impact parameters and the fact that capture can 
occur over a range of distances from the K+ core ion, the product ion pairs have a 
broad distribution of angular momenta, L, that depends markedly on the Rydberg 
atom velocity. (Again, structure associated with the nodes in the radial electron 
probability density distribution of the parent Rydberg atom is evident.) As a result, 
as shown in Fig. 4.12(b), the distances of closest approach of the ion pairs at periapsis 
span a broad range. The distribution of separations at periapsis, however, peaks near 
zero because, as demonstrated by the representative orbits in the inset in Fig. 4.12(b), 
this separation does not scale linearly with L. Rather all the lower L states have 
relatively small separations at periapsis, given in IP units as 
P = ( T T J ] M <43» 
where e — y/l — {L/n)2 is the eccentricity of the orbit 
Figure 4.13 shows the results of model calculations of the fraction of bound ion 
pairs that pass within a distance of closest approach, Rc, at periapsis as a function 
of Rc for several different Rydberg atom velocities. It is evident that many ion 
pairs pass relatively close to each other, especially for low collision velocities. The 
ion collection field also induces Stark precession (see appendix A) whose period in 
a typical collection field of 10 V/cm is a few hundred nanoseconds. This leads to 
periodic changes in the angular momentum and distance of closest approach of the 
ion pair further enhancing the likelihood of a close encounter. However, not all of 
these undergo internal-to-translational energy transfer and dissociate. As the ions 
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Figure 4.12 : (a) Distributions of angular momentum and principal quantum numbers 
for bound ion pairs formed in K(14p)/SF6 collisions for the Rydberg atom velocities 
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Figure 4.13 : Calculated fraction of bound ion pairs formed in K(14p)/SF6 collisions 
at the velocities indicated that pass within a distance of closest approach, Rc, at 
periapsis as a function of Rc. 
approach one another the height of the potential barrier which prevents the electron 
on the SFQ ion from tunneling to the K+ core ion decreases. At small ion pair 
separations the barrier disappears allowing rapid charge transfer and separation as a 
neutral molecule and (excited) atom. Earlier semi-empirical calculations [65] suggest 
that such charge transfer becomes likely at separations of ~ 10 — 50 a.u. Since 
the present measurements suggest that only a small fraction of the bound ion pairs 
dissociate as free ions, this implies that charge transfer is the dominant reaction 
process for K+--SF^" ion pairs at small separations. 
Given that the product ion pairs have a range of binding energies and angular 
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momenta, it is unlikely that those ion pairs that do dissociate will all have the same 
lifetime. Representative values, however, can be obtained by analyzing the time 
development of the SF<r signal. Figure 4.14 shows the arrival time distribution of 
SFg ions following collisions at n — 10, for which all of the ions detected have formed 
bound pairs and subsequently dissociated through energy conversion. 
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Figure 4.14 : Time-of-flight distribution for SF^" ions produced in K(10p)/SF6 col-
lisions at a Rydberg atom velocity of ~ 500 m/s. The lines show fits to the data 
obtained assuming a Rydberg atom lifetime TR = 1.8 /xs and a single ion pair lifetime 
of 2.2 /is (dashed line), and production of ion pairs of which ~ 80(20)% have lifetimes 
of 1.2(5) fis (solid line), see text. 
A fit to the data can be obtained by assuming (as a zeroth-order approximation) 
that all the ion pairs have a single common lifetime. With this assumption, the 
time evolution of the parent Rydberg atom population, N*, and K+--SF^" ion pair 
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population. iV/p, is described by 
d N* 
*N* = _ f l_ (4.4) 
dt rR K J 
±NIP = N*pkIP ~ ^ (4.5) 
at T 
where p is the target gas density and kjP is the rate constant for the formation of 
K+--SFg ion pairs that undergo dissociation. Solving these two coupled lsi-order dif-
ferential equations (see appendix B.3) provides the dissociating K+--SF^" population 
as a function of time 
NIP(t) = iV*(0) ( p ^ \ (e~lr - e-4) (4.6) 
The Rydberg atom lifetime is taken to be TR = 1.8 ps [66] and the fit yields an ion 
pair lifetime of ~ 2.2 p,s. 
This simple model matches the general characteristics of the observed signal but 
the decay is too rapid, suggesting that contributions from longer-lived ion pairs are 
important. (Note that the center-of-mass velocity of bound ion pairs is such that 
they do not move out from under the extraction aperture during the duration of the 
measurements.) As is evident from Fig. 4.14, a much better fit can be obtained by 
assuming that ~ 80% of the product ion pairs have a lifetime of ~ 1.2 fis with the 
remaining ion pairs represented by a lifetime of ~ 5 ^s. 
A similar two-lifetime fit to the arrival time distribution of SF^ ions produced in 
K(14p)/SF6 collisions at low-velocity (for which all of the detected ions have formed 
bound pairs and subsequently dissociated through energy conversion) was obtained 
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using a parent Rydberg atom lifetime of TR = 4.8 fis indicating that ~ 75% of the 
ion pairs have a lifetime of ~ 0.7 /is with the remaining ion pairs represented by a 
lifetime of ~ 5 /is. However, as with the fit to the n = 10 data, while the data point 
to formation of ion pairs with a range of lifetimes, the predicted shape of the SF "^ 
signal is rather insensitive to the exact distribution of ion lifetimes selected, thereby 
limiting the amount of detailed information concerning this distribution that can be 
obtained. Nonetheless, the data clearly show that whereas the majority of ion pairs 
that dissociate do so on a time scale of ~ 1 /is, some have lifetimes of ~ 5 /is or 
longer. 
4.3.2 CC14 
Ion pair states involving Cl~ are more straight forward to understand as the Cl~ 
ion has no rotational or vibrational degrees of freedom. Carbon tetrachloride, CCI4, 
undergoes dissociative electron attachment (section 2.2) to form Cl~ ions via the 
reaction 
K(np) + CCl4 -* K+ + CC14* -> K+ + CCl3 + C r 
The excited CCl^* intermediate has a very short lifetime, ~ 7.5 ps [67], which is much 
less than the orbital period typical of bound ion pairs. Dissociation leads to a mean 
translational energy release of ~ 0.1 eV [68], the majority of which is acquired by the 
light CI - fragment. 
Figure 4.15 shows the calculated escape probabilities for K+—Cl~ ion pairs pro-
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duced through dissociative electron capture in K(np)/CCLi collisions at n = 14 and 
30. The probability of electron capture at a given point is again taken to be propor-
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Figure 4.15 : Calculated velocity dependence of the escape probability for K+—CI 
ion pairs formed in K(np)/CCl4 collisions at n = 14 and 30. 
tional to the local electron probability density. Following capture, the motions of the 
K+ and CC1^ ~* intermediate were determined using classical mechanics. After some 
time interval governed by the CClJ* lifetime (r ~ 7.5 ps) the intermediate ion is pre-
sumed to dissociate. It is assumed that efficient redistribution of the excess energy of 
reaction, E, occurs within the CCl^* intermediate prior to dissociation. This excess 
energy is given by 
E - EA{C\) - A)(CC13 - CI) + Eint + EK(e) (4.7) 
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where EA(C1) is the electron affinity of CI and £>0(CC13-C1) is the CC13-C1 bond 
dissociation energy (~ 3.61 eV and ~ 3.02 eV, respectively [67]). Eint is the usable 
internal energy in the target molecule (~ 45 meV) and EK(e) is the kinetic energy of 
the attached electron, which is also very small. Use of these values indicates that E 
amounts to ~ 0.65 eV. If this energy is redistributed within the intermediate before 
dissociation occurs, unimolecular decay theory predicts a two-dimensional Boltzmann 
translational energy release distribution [69-71] of the form 
P(e) oc e"e/5 (4.8) 
where e (~ 0.1 eV) is the mean translational energy release. Using this distribution, 
the fraction of the product K+—Cl_ ion pairs that is unbound was determined. As 
seen in Fig 4.15, at n = 30 the great majority of the ion pairs is unbound and 
able to separate. Interestingly, although at n = 14 the escape fraction is much less 
dependent on Rydberg atom velocity than is the case for nondissociating targets (such 
as in Fig. 4.7), it is nonetheless lower at the highest Rydberg atom velocities. This is 
a consequence of the fact that the translational energy release distribution peaks at 
e = 0. No matter the K+—CCl^* separation at which dissociation occurs, the energy 
distribution of those CI - ions that are able to escape the K+ core will be described 
by the same exponentially decaying function. While bound K+-C1~ ion-pair states 
are clearly formed, they cannot dissociate through internal energy conversion. 
Further information concerning the formation of ion-pair states can be gleaned 
from measurements of the product negative ion signals. Figure 4.16(a) shows the on-
85 
sets ion the arrival time distributions for Cl~ ions produced in K(np)/CCLi collisions 
at n = 14 and 30 for both high and low collision velocities. Again, the data have been 
normalized to equal initial Rydberg atom production rates. Even at high n and high 
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Figure 4.16 : (a) Onsets in the arrival time distributions for Cl~ ions produced in 
K(np)/CCLi collisions at n = 14 and 30 for the velocities indicated. The solid line 
shows the expected buildup of a free Cl~ ion population, (b) Arrival time distributions 
for K+ ions produced in K(14p)/CCl4 collisions at the velocities indicated. 
collision velocities, where post-attachment interactions should be unimportant, the 
risetime of the Cl~ signal (~ 0.5 /xs) is significantly longer than that of the K+ signal 
(~ 0.3 jus). This can be explained by noting that chlorine has two stable isotopes 
(~ 76% 35C1 and ~ 24% 37C1). These are both produced in the collisions and have 
somewhat different flight times to the detector. In addition, dissociation of the CClJ* 
intermediate leads to formation of CI - ions with a distribution of intial z components 
of velocity and this further broadens the ion arrival time distribution. Figure 4.16 
includes the anticipated buildup of a free CI - population assuming a naturally occur-
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ing mixture of 35C1~ and 37C1~ ions. In addition to the finite width of the laser pulse 
and the distribution of initial z coordinates, the model also includes a translational 
energy release distribution approximated by a Gaussian of 0.1 eV FWHM. As can 
be seen, the results are in excellent agreement with the experimental observations. 
The lack of any velocity or n dependence in the risetime of the CI - or K+ onsets is 
accounted for by the absence of any internal energy conversion. Only those ion pairs 
which are initially unbound are observed. Once bound, however, the ion pairs have 
400 600 
Velocity (m/s) 
1000 
Figure 4.17 : Velocity dependence of the free Cl~ signal produced in K(20p)/CCl4 
collisions. The dashed line shows the calculated escape probability for K+—Cl~ ion 
pairs, which assumes no internal energy conversion. 
no mechanism to separate as free ions and are not detected. Without the possibility 
for internal energy conversion, the reduction in the total measured Cl~ signal with 
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decreasing Rydberg atom velocity is in good agreement with the decrease in the frac-
tion of unbound ion pairs predicted by the model, as shown in Fig. 4.17. This is in 
contrast to observations of the velocity dependence of the free SF^" signal (Fig. 4.11) 
which undergoes internal-to-translational energy transfer. The experimental data in 
Fig. 4.17 are normalized to the model calculations and, in addition, are normalized 
to equal initial Rydberg atom production rates. 
4.3.3 C7F1 4 
In contrast to SF6, electron transfer in collisions with c-C7F14 (perfluoromethylcyclo-
hexane) leads to formation of both long-lived (r ~ 2 ms) C7F^4 ions [72] as well as 
free electrons, 
- K+ + C7F'4 
K(np) + C7F14 - K+ + C7Fr4* 
- • K+ + C7F14 + e 
the latter being attributed to direct autodetachment of short-lived C7Fj~4* interme-
diates on a time scale of less than ~ 15 ps [73]. (For values of n above ~ 20 the 
reaction rate associated with anion formation is about twice that for free electron 
production.) This behavior is reflected in the (blackbody subtracted) arrival time 
distribution shown in Fig. 4.18. 
At early times a prompt free electron signal is observed which exhibits an initial 
exponential decay which parallels the decay of the parent Rydberg atoms. Following 
this, the decay becomes more rapid as the atoms move out from under the extraction 
aperture. A small feature is evident immediately before the main C7F^4 peak that is 
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Figure 4.18 : Arrival time distribution of C7F]"4 ions following K(14p)/C7F14 collisions 
at a Rydberg atom velocity of ~ 480 m/s . 
attr ibuted to impurities in the (95 % pure) C-CTF 1 4 sample employed. In the following 
analysis its contribution to the total ion signal is subtracted. 
Figure 4.19(a) shows the onsets in the arrival time distributions for (long-lived) 
C7F^4 ions formed in K(14p)/c-C7Fi4 collisions for several Rydberg atom velocities 
together with the predicted onset assuming that the C7F[~4 signal results entirely 
from direct dissociation, i.e., from a free ion population. The behavior of the onsets 
is similar to that seen for SF6 (section 4.3.1) pointing again to the creation of bound 
ion-pair states, a fraction of which dissociates through internal-to-translational energy 
conversion. At the highest Rydberg atom velocity the risetime of the C7F^~4 signal 
matches that expected for direct dissociation indicating that , whereas only ~ 15% of 
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Figure 4.19 : (a) Onsets in the arrival time distributions for C7F^4 ions produced in 
K(14p)/c-C7Fi4 collisions for the Rydberg atom velocities indicated. The solid line 
indicates the anticipated onset of a free C7F]~4 ion population (see text). Fits to the 
results at intermediate velocities using linear combinations of the onsets seen at the 
highest and lowest velocities are included and have relative weightings of (— — —) 
0.45/0.55 and ( ) 0.35/0.65. (b) Onsets in the arrival time distributions for the 
corresponding K+ ions. Linear combinations of the onsets seen at the highest and 
lowest velocities are included with the same relative weightings as in (a). The solid 
line shows a fit to the lowest-velocity results obtained assuming 20% of the K+ ions 
result from direct autodetachment and 80% from dissociation of bound ion pairs (see 
text). 
the product ion pairs are unbound (as shown in Fig. 4.20), they provide the dominant 
contribution to the observed ion signal. As the atom velocity is reduced the risetime 
of the signal increases. At the lowest atom velocity (v ~ 350 m/s) where only ~ 0.01% 
of the product ion pairs are unbound, the ion signal can be attributed to dissocation 
of bound ion pairs. Again, the data at intermediate velocities can be reproduced 
by assuming that the CVFj^  signal results from a linear combination of the signals 
measured at the highest and lowest collision velocities, i.e., from a combination of 
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Figure 4.20 : Calculated velocity dependence of the fraction K+—CyF^ ion pairs 
formed in K(np)/c-C7Fi4 collisions that is able to separate without internal-to-
translational energy transfer for n — 14 and 30. Also included are data showing 
the velocity dependence of the free C7Fj~4 signal at n = 14. 
direct dissociation and internal energy conversion. Fig. 4.20 also shows the velocity 
dependence of the free C7F]~4 signal produced in K(14p)/c-C7F14 collisions. The 
experimental data are normalized to the model calculations at the highest velocity. As 
was seen in the SF^" data, the reduction in the measured C7Fj"4 signal with decreasing 
Rydberg atom velocity is much less pronounced than the decrease in escape fraction 
predicted by the model, a result of internal energy conversion. 
As shown in Fig. 4.21, analysis of the buildup in the ion signal obtained at the 
lowest collision velocity using the simple model outlined in section 4.3.1 shows that 
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it can be reasonably well fit using a parent Rydberg atom lifetime of 6.4 //s (derived 
from the decay of the free electron signal) and assuming that the average lifetime of 
those bound ion pairs which undergo dissociation is ~ 1.4 //s. 
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Figure 4.21 : Time-of-flight distribution for CyF^ ions produced in K(14p)/c-C7Fi4 
collisions for a Rydberg atom velocity of ~ 350 m/s. The line shows a fit to the data 
obtained assuming a Rydberg atom lifetime TR = 6.4 fis and a single ion pair lifetime 
of 1.4 (is. 
The onsets in the K+ ion signal at intermediate velocities are well fit using the 
same linear combinations of the signals observed at the highest and lowest collision 
velocities (see Fig. 4.19(b)). This is at first sight surprising because rapid autodetach-
ment of short-lived CyF 4^* intermediates also contributes to the K+ signal. Signals 
associated with this source, however, are included in both the highest and lowest 
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velocity data and, therefore, in their linear combinations. 
The K+ measurements at the lowest collision velocity can be well reproduced 
using a linear combination of a short-risetime signal (paralleling that observed at 
n — 30) representative of prompt K+ production by direct dissociation or by rapid 
autodetachment and a signal with onset characteristics identical to those seen for 
SF^ at low collision velocity (characteristic of internal energy conversion). Although 
the latter presumes that both species have the same mean ion pair lifetime, this is 
a reasonable zeroth-order approximation as the corresponding negative ion signals 
display similar time dependencies. 
As seen in Fig. 4.19(b), such analysis suggests that at low Rydberg atom velocities 
~ 20% of the observed K+ ions are associated with rapid autodetachment, consistent 
with the relative sizes of the prompt free electron and CyF^ signals seen in Fig. 4.18. 
While the energy distribution of electrons that results from autodetachment following 
capture of electrons with some given initial energy is unknown, it is reasonable to 
expect that some energy redistribution within the excited intermediate will occur and 
that, upon dissociation, some of these electrons will have gained energy and be able to 
escape the Coulomb attraction of the core ion rather than simply remaining bound in 
some excited state. However, the size of the K+ ion signal associated with free electron 
production is smaller than that associated with internal energy conversion indicating 
that the majority of the electrons liberated by direct autodetachment remain bound. 
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4.3.4 CfiF 6-^6 
Electron transfer in collisions with CeF6 (hexafluorobenzene) leads to formation of 
C6F^ ions with a very broad range of lifetimes against autodetachment, extending 
from < 1 ns to > 50 (is [72,73]. Many ions will thus autodetach on a time scale 
short compared to that expected for internal energy conversion leading to direct free 
electron production. Evidence of this, and of the broad range of lifetimes, can be 
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Figure 4.22 : Arrival time distribution of CeF6 ions following K(14p)/CeF6 collisions 
at a Rydberg atom velocity of ~ 480 m/s. 
seen in the arrival time distribution presented in Fig. 4.22. A large prompt electron 
signal is evident that dwarfs the later CgF^" peak. Furthermore, the initial time 
dependence of the electron signal does not simply mirror the decay of the Rydberg 
94 
atom population. Rather, after a rapid initial onset, it displays a further slow buildup 
that can be attributed to the decay of short-lived (r ~ 1 — 10 fis) ions while en route 
to the detector. The small size of the C^F^ peak indicates that of those CeF^" ions 
produced by electron transfer, few survive the ~ 22 /is flight time through the drift 
tube. 
. | 0.8 
I„.s 
I 
c 0.4 
O 0.2 
-
-
-
-
.,.-
630m/s 
0 480m/s 
o 350m/s 
o / ^ 
0/ 
c s0b 
Q O O O G S B ^ . 
o > 2 - ^ •_•., » 
jf 
f 
-
-
(a) 
CO 
1 3 
xi S. 
TO 
c O) 
55 
c 
° 
^ 
t 
0.8 
0.6 
0.4 
0.2 
n 
° 
o 
-
-
i— ' 
680m Is 
480m/s 
415m/s 
350m/s 
CMifHHWii&eO-8 
* 
-
' t 
I , 
:t£ 
rp 
f 
- ' ..^"' 
" SJ -
7/" 
- r *•' 
/V -° /' / ' p 
" ,Q 
/"' ©* 
0 
1 
!£i-c-e 
_'."?'=' ?' 
e-°° 
- 3 - H 
^ 
-
-
-
(b) 
21.5 22 22.5 
Arrival Time (us) 
10 10.2 10.4 10.6 10.8 11 
Arrival Time (us) 
Figure 4.23 : (a) Onsets in the arrival time distributions for long-lived C6F^ ions 
produced in K(14p)/C6F6 collisions for the Rydberg atom velocities indicated. The 
solid line indicates the anticipated buildup of a free CgF^ ion population (see text), 
(b) Onsets in the arrival time distributions for the corresponding K+ ions. Lin-
ear combinations of short- and long-risetime signals with relative weightings of 
( ) 0.75/0.25, ( ) 0.55/0.45, and (• • •) 0.3/0.7 are included (see text). 
The Rydberg atom velocity dependence of the measured onset in the long-lived 
CeF^ signal produced in K(14p)/CeF6 collisions is shown in Figure 4.23(a). In con-
trast to SF6 and C-C7F14, at n = 14 the rise time of the CeF^ signal is essentially 
independent of atom velocity (and is similar to that observed at n — 30). This 
suggests that the observed ions result from direct formation of unbound pairs. This 
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Figure 4.24 : Flight time dependence of the x coordinate of the centroids of the 
C6F^ and SF$ arrival position distributions following K(14p)/C6F6 and K(14p)/SF6 
collisions at a Rydberg atom velocity of ~ 500 m/s. The solid lines represent linear 
fits to the data. 
conclusion is supported by measurements of the C6F^ arrival position distributions at 
the detector as the ion flight time through the drift tube is varied. Figure. 4.24 shows 
the time-of-flight dependence of the x coordinate of the centroid of the long-lived 
C6Fg ion arrival position distribution following K(14p)/CeF6 collisions at a Rydberg 
atom velocity of ~ 500 m/s. No significant changes in the position of the centroid are 
evident, consistent with direct formation of unbound ion pairs and little net transfer 
of momentum to the C6F^" ions. For comparison, Fig. 4.24 also includes the results 
for K(14p)/SF6 collisions obtained at the same atom velocity in which clear motion 
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of the centroid is evident. 
The onsets in the arrival time distributions of K + ions produced in K(14p)/CeF6 
collisions are shown in Fig. 4.23(b). Even at low collision velocities a short-risetime 
component is present in the K + signal pointing to the formation of short-lived C6Ffr* 
ions that undergo rapid autodetachment on time scales of ~ 10 ns or less. Despite 
this, as was seen in the C7F^~4 data, the data at intermediate velocities can still be 
well reproduced using a linear combination of the signals observed at the highest 
and lowest collision velocities. However, the short-risetime contribution to the total 
K + signal at low collision velocities is somewhat larger than for C7F14, indicating 
that a sizeable fraction of the intermediate CgF^* ions are sufficiently short-lived 
that autodetachment occurs before the ion-pair states can undergo internal energy 
conversion. Therefore, ion pairs formed in K(np)/C6F6 collisions typically separate, 
not as free K + and C 6 F^ ions, but rather as a K + ion, free electron, and a neutral 
CeF6 molecule. This explains why the onset in the K + signal exhibits a velocity 
dependence whereas the onset in the CeF^ signal does not. Evidently, CeF^ ions 
which are long-lived experience very little internal-to-translational energy transfer, in 
which case, only those ions which are initially unbound are detected. 
Further evidence for the lack of internal energy conversion is given in Fig. 4.25, 
which shows the velocity dependence of the (long-lived) free CeF^ signal produced in 
K(14p) /C 6 F 6 collisions. In contrast to the measured free SF^ and C7F^4 ion signals 
(Figures 4.11 and 4.20, respectively), the reduction in the CeFg" data with decreasing 
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Figure 4.25 : Velocity dependence of the free Qi^~^ signal produced in K(14p)/CeF6 
collisions. The line shows the calculated escape probability for K+—CeF^ ion pairs 
with no internal energy conversion. 
Rydberg atom velocity matches much more closely the decrease in the calculated 
escape probability indicating that few ion pairs dissociate through the conversion of 
internal energy. 
4.3.5 C2CL ^ 4 
Tetracholoroethylene, C2C14, is an interesting target because, as shown in earlier 
measurements using free electrons [74-76] and Rydberg atoms [71,77-80], thermal 
electron capture leads to the formation of both Cl~ and long-lived parent C2CIJ ions. 
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Rydberg atom collisions with C2CI4 lead to the reactions 
-• K+ + c r 
K(np) + C2Cl4 -> K+ + C 2 C V 
-> K+ + C2C14 
i.e., to the formation of C2CL7* intermediates that undergo rapid dissociation or 
that are stabilized by IVR (section 2.2). Lifetimes of C2C1J ions formed in Rydberg 
electron transfer reactions span a broad range extending from a few microseconds up 
to at least a millisecond [61]. Thus, both K+-C1~ and K+--C2ClJ ion-pair states can 
be formed in K(np)/C2Cl4 collisions. In order to study the ion pairs, however, it is 
necessary to understand some of the details regarding the C2CI4 dissociation. 
Arrival time distributions of negatively-charged particles at the upper PSD fol-
lowing K(30p)/C2CLt collisions are shown in Fig. 4.26 for a Rydberg atom velocity of 
~ 500 m/s. Sharp increases in the measured signal are observed at ~ 15 and ~ 33 fj,s 
corresponding to the arrival times of CI - and C2CL7 ions, respectively. Following 
these onsets the ion signals initially decrease exponentially mirroring the decay of the 
Rydberg atom population in the interaction region. At later times the ion signals 
begin to decrease more rapidly as the parent Rydberg atoms move out from under 
the extraction aperture. A prompt signal is also evident that is attributed to the col-
lection of electrons produced by autodetachment from short-lived C2Cl4" ions either 
while still in the interaction region or en route to the detector. 
Earlier studies [71] have shown that the lifetime of the C2C1J* intermediate is 
sufficient to allow some redistribution of the excess energy of reaction within the 
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Figure 4.26 : Arrival time distribution of negatively charged particles at the upper 
detector following K(30p)/C2Cl4 collisions with a Rydberg atom velocity of 500 m/s. 
C2C14 * intermediate prior to dissociation. As with CCI4 (section 4.3.2), unimolecular 
decay theory predicts a translational energy release distribution (Eq. 4.8) of the form 
P(e) oc e -e/t 
where e is the mean translational energy release, the majority of which is acquired by 
the lighter CI" fragment. An upper limit on the lifetime of those C2Cl4~* intermediates 
whose dissociation is responsible for the Cl~ signal can be obtained by analyzing the 
onset of the Cl~ ions produced in K(30p)/C2Cl4 collisions, shown in Fig. 4.27. A 
noticeable "double onset" is evident in the rise of the Cl~ signal that results because 
(as stated in section 4.3.2) chlorine has two stable isotopes (~ 76% 35C1, ~ 24% 37C1) 
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Figure 4.27 : Onset in the Cl~ signal produced in K(30p)/C2Cl4 collisions at a Ryd-
berg atom velocity of ~ 500 m/s and a target temperature of 550 K. The solid line 
indicates the build up of the signal predicted assuming immediate dissociation of the 
C2CIJ* intermediates (see text). 
that are both produced in collisions and have different flight times to the detector. 
(The double onset was not evident in the arrival time distribution of Cl~ ions produced 
in K(np)/CCl4 collisions because a larger potential was applied to the drift region 
which resulted in shorter flight times to the detector, thereby decreasing the temporal 
resolution of the two species.) 
Figure 4.27 includes the anticipated onset for a natural mix of free 35C1~ and 37C1~ 
ions assuming a Gaussian laser excitation pulse of 150 ns FWHM and a Gaussian 
spatial distribution of initial ion z coordinates with a 750 fj,m FWHM corresponding 
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to the size of the laser focal spot. The excellent agreement between the measured 
onset and that predicted assuming that the CaCl^* intermediates undergo immediate 
dissociation requires that their lifetimes be at most a few tens of nanoseconds. Thus, 
the data provide no evidence for dissociation of long-lived C2CIJ ions. 
c 
D) 
(fi 
I 
o 
"8 0.1 
15 
E 
1 
• 
• 1 
i 
7 < 
» 
i 
• 
. 
• 
1 
• 
^ 
• i 
1 1 
-
• 
-
O n = 14 (350m/s) ; 
• n = 14 (680m/s) 
O n = 30 (350m/s) 
• n = 30 (500m/s) 
• n = 30 (680m/s) 
~ 11 = 60 |500m/s) 
1 ! 
300 400 500 600 
Temperature (K) 
Figure 4.28 : (a) Temperature dependence of the Cl~ signal produced in K(np)/C2Cl4 
collisions for the values of n and Rydberg atom velocities indicated. The data sets 
are normalized to each other at T = 650 K. The data for n = 14 are corrected for 
post-attachment interactions (see text). 
The growth of the Cl~ signal with increasing target temperature following K(np)/C2Cl4 
collisions at different values of n is shown in Fig. 4.28 for several Rydberg atom ve-
locities. Remarkably, the rate of increase of the Cl~ signal is not dependent on 
Rydberg atom velocity, at least over the range studied here. This is at first sight 
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surprising because earlier Rydberg atom measurements of the translational energy 
release that accompanies dissociation of a C2C1^* intermediate yield a mean value 
e ~ 15 meV [71] requiring that a sizable fraction of dissociation events occur with 
translational energies less than this, e < 15 meV (Eq. 4.8). This suggests that, even 
at n = 30, post-attachment interactions between the product K+ and Cl~ ions might 
be important. The calculated fraction of K+ Cl~ ion pairs that is able to overcome 
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Figure 4.29 : Model calculations of the Rydberg atom velocity dependence of the 
escape probabilities for (a) K+—Cl~ and (b) K+—C2C1J ion pairs produced in 
K(np)/C2Cl4 collisions for the values of n and temperatures indicated. 
their mutual electrostatic interaction and separate is shown in Fig. 4.29 as a function 
of Rydberg atom velocity. This fraction decreases from ~ 0.8 to ~ 0.3 as the Rydberg 
atom velocity slows from ~ 700 to ~ 300 m/s. However, while the escape fraction is 
dependent on Rydberg atom velocity, further calculations showed that it is (for all 
but the lowest velocities) only weakly dependent on target temperature because the 
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change in the velocity of the target molecules is small compared to the Rydberg atom 
velocities studied here (their average velocity increases from ~ 200 m/s at 300 K 
to ~ 275 m/s at 600 K). The increase in Cl~ production with temperature must 
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Figure 4.30 : Arrhenius plot of the CI signal as a function of inverse temperature. 
The dashed line represents an exponential fit to the data. 
therefore result from increases in the internal energy in the target molecules rather 
than a decrease in the effects of post-attachment interactions. This was confirmed 
by measurements using K(60p) atoms for which post-attachment interactions are 
negligible. As seen in Fig. 4.28 the results are in excellent agreement with those ob-
tained using K(30p) atoms. The data therefore point to the presence of a dissociative 
barrier. The corresponding activation energy can be estimated from the Arrhenius 
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plot in Fig. 4.30. This yields a value of ~ 0.1 eV which is in good agreement with 
earlier free-electron measurements [81] and with calculated pseudo-two-dimensional 
potential surfaces [82]. 
Consider now collisions at low n (n — 14). Arrival time distributions for negative 
particles produced in K(14p)/C2Cl4 collisions are shown in Fig. 4.31 for high and 
low Rydberg atom velocities and target temperatures. The characteristics of the 
high-velocity data are similar to those seen with n — 30 atoms (Fig. 4.26). At room 
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Figure 4.31 : Arrival time distributions for negatively charged particles following 
K(14p)/C2Cl4 collisions for Rydberg atom velocities of (a) 680 m/s and (b) 350 m/s 
at target temperatures of T = 300 and 625 K. The data sets are normalized to equal 
Rydberg atom production rates and target gas densities. 
temperature the prompt electron, CI - , and C2C1^ signals are of comparable size. The 
CI - signal again increases rapidly with temperature while the C2CI4 signal decreases 
and the prompt electron signal peaks at progressively earlier times. Rather different 
behavior is evident at low collision velocities. (Since the Rydberg atoms take longer to 
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move out from under the extraction aperture their exponential decay can be followed 
over a longer period of time.) The Cl~ signal again grows with temperature but its 
size relative to the C2ClJ signal is greatly reduced. Also, the risetime of the C2CL7 
signal is significantly increased. 
These differences can be explained in terms of post-attachment electrostatic inter-
actions between the product ions. The Rydberg atom velocity dependence of the Cl~ 
signal is shown in Fig. 4.32(a) for a room temperature target together with calculated 
escape probabilities for the product K + - Cl~ ion pairs for several values of the mean 
translational energy release e. Since only the relative number of Rydberg atoms ini-
tially produced could be determined (by observing the electron signal associated with 
BBR-induced photoionization) absolute escape probabilities could not be measured. 
The experimental data are therefore normalized to the values calculated for the mean 
translational energy release e = 15 meV reported previously which matches well the 
observed velocity dependence of the CI - signal. However the predicted velocity de-
pendences are not strongly dependent on e and the data can be reasonably well fit 
using values of I in the range ~ 10 — 30 meV. 
The measured velocity dependence for production of (unbound) C2C1^ ions is pre-
sented in Fig. 4.32(b). This includes the production of short-lived ions that decay en 
route to the detector (the prompt electron signal) and of long-lived ions that survive 
passage to the detector. While the (total) C2C1^ signal decreases with decreasing 
Rydberg atom velocity the reduction is less pronounced than that seen for the Cl~ 
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Figure 4.32 : (a) Rydberg atom velocity dependence of the Cl~ signal produced in 
room-temperature K(14p)/C2Cl4 collisions normalized to equal initial Rydberg atom 
production rates. The lines show the calculated K+—Cl~ ion pair escape probabilities 
assuming the mean translational energy releases e indicated. The experimental data 
are normalized to the calculations for I = 15 meV. (b) Velocity dependence of the 
production of unbound C2C1^ ions (see text). The lines show the calculated escape 
probabilities for K+—C2C1J ion pairs obtained assuming a fraction / = 0.1 undergo 
internal-to-translational energy transfer with the mean conversion energies ec indi-
cated. The experimental data are normalized to the calculations for ec = 0 at the 
highest velocity (see text), (c) Velocity dependence of the ratio of the Cl~ and C2C1^ " 
signals together with that predicted using the same values of ec (with / = 0.1) as in 
(b), and e = 15 meV. 
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signal or predicted by simple calculations of the escape fraction. This results from 
post-attachment interactions within bound K+—C2CIJ ion pairs in which internal en-
ergy in the C2C1^ ~ ion is converted into translational energy of the ion pair permitting 
them to dissociate. (While bound K+—Cl~ ion pairs are also created they cannot 
dissociate through internal energy conversion.) 
Further evidence for such dissociation is contained in the risetime of the C2CIJ 
signal, shown in Fig. 4.33. At high n (n = 30) the observed risetime is in good 
agreement with model predictions using the same laser pulse width and initial position 
distribution as for the CI - signal (Fig. 4.27) indicating that, as expected, at high n the 
great majority of the observed signal is associated with direct production of unbound 
ion pairs. At low n (n = 14) and high Rydberg atom velocities the risetime is little 
changed indicating (as is evident from Fig. 4.29) that whereas only ~ 18% of the 
product K+—C2C1^ ion pairs are unbound, these nonetheless provide the dominant 
contribution to the ion signal implying that only a small fraction of the bound ion 
pairs subsequently dissociate. The experimental data in Fig. 4.32(b) are therefore 
normalized to the calculated escape fraction at the highest velocity. At low Rydberg 
atom velocities the signal rises more slowly and does not peak until a few microseconds 
after its onset, showing that the majority of the signal results from the (delayed) 
dissociation of bound ion-pairs. 
As mentioned earlier, it is expected that for efficient internal energy conversion 
the bound ion pairs must pass relatively close to each other. Model calculations for 
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Figure 4.33 : Onset of the C2C1J signal produced in K(14p)/C2CLt collisions for the 
Rydberg atom velocities indicated. The solid line shows the build up of the signal 
expected assuming initial formation of unbound ion pairs. 
a room-temperature target show that for a Rydberg atom velocity of 300 (680) m/s 
~ 80 (30)% of the initially bound ion pairs pass within ~ 50 a.u. of each other at 
periapsis. The ion collection field also induces Stark precession whose period in a 
typical field of 10 V/cm is ~ 0.4 //s. This leads to periodic changes in the angular 
momentum and distance of closest approach of the ion pair further enhancing the 
likelihood of a close encounter. Close approach, however, can also lead to charge 
transfer and separation as a neutral molecule and (excited) atom. The fraction of 
bound ion pairs that dissociates will therefore be governed by the competition between 
charge transfer and internal energy conversion during a close encounter, as well as 
109 
by the amount of energy conversion, ec. The fraction, / , of bound ion pairs that 
dissociates can be estimated, together with the amount of energy conversion, by 
considering the velocity dependence of the ratio of the Cl~ and C2CIJ signals, which 
is shown in Fig. 4.32(c). Use of this ratio eliminates potential systematic errors 
associated with, for example, measurement of Rydberg atom production rates and 
target gas densities. However, uncertainties in the relative detection efficiencies for 
electrons, C I - , and C2C1J ions remain. Here it is simply assumed that all these 
species are detected with equal probability. The amount of internal-to-translational 
energy conversion is presumed to follow a distribution of the form 
P(ec) oc e~£c/?c 
where ec is the mean energy conversion. Figure 4.32(c) includes ratios of the Cl~ and 
(total) C2CIJ ion signals calculated using a dissociation fraction / = 0.1 and different 
values of the mean energy conversion. The measured ratios point to a mean energy 
release of ~ 60—90 meV. (The velocity dependence of the C2C1^ signal predicted using 
the same parameters is included in Fig. 4.32(b).) However, given the simplifications 
and assumptions present both in the model and in analysis of the experimental data 
these values should only be considered as estimates. Nonetheless, they do suggest 
that only a small fraction of the bound ion pairs dissociates through the conversion 
of internal energy indicating that charge transfer is the dominant reaction process at 
small ion pair separations. 
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Chapter 5 
Electric Field-Induced Dissociation 
As discussed in chapter 4, it is possible for an ion-pair state to dissociate through the 
conversion of internal energy into translational energy of the ion pair. However, the 
fraction of ion pairs that separates as free ions through energy conversion is small. 
The behavior of the remaining bound ion pairs, therefore, is observed by dissociating 
them through the application of a strong (pulsed) electric field. 
5.1 High Voltage Ramp Spectra 
As discussed in section 1.2.2, the presence of an electric field creates a saddle point 
in the anion potential. If the saddle point is sufficiently low dissociation can occur 
through "over-the-barrier" escape. Voltage pulses of ± 4 kV can be applied to the 
interaction region generating fields up to ±12 kV/cm. The pulse risetimes are limited 
to ~ 1 ^s by electrical pickup considerations. 
Because Rydberg atom excitation and the subsequent collisional formation of ion-
pair states occurs in zero field, the arrival time distribution of ions at the detector is 
determined not only by the population dynamics but also by the shape of the applied 
electric field. Figure 5.1 shows the onset of the high voltage ramp applied across the 
interaction region along with the calculated arrival times for SF^~ ions as a function of 
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Figure 5.1 : Onset of the electric field applied to the interaction region along with the 
calculated arrival times for SF^ ~ ions as a function of the time at which they begin 
acceleration out of the interaction region, i.e., the start time. In the figure, the start 
of the high voltage ramp is defined to be t = 0. 
the time at which they begin acceleration out of the interaction region. (For free ion 
formation in zero field this time corresponds to the beginning of the ramp, whereas 
for free ion formation in the presence of the electric field this time corresponds to the 
time of their formation. For bound ion pairs the start time corresponds to the time 
of dissociation.) As can be seen in the figure, ions that are initially in the interaction 
region at t = 0 (defined by the earliest time at which the ramp is applied) arrive at 
a later time than those that are formed during the early onset of the ramp. This 
results from their shorter flight times to the detector due to the increased electric 
field they experience in the interaction region, i.e., ion flight time decreases with 
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increasing electric field. Consequently, there exists a competition between flight time 
and formation time in determining the earliest arrival time, this occurring for those 
ions formed ~ 0.6 /is after the start of the ramp. 
Figure 5.2(a) shows the arrival time distribution of SF^ ions produced in 
K(16p)/SF6 collisions with a Rydberg atom velocity of ~ 900 m/s. Rydberg excita-
tion occurs in zero field and product ions are extracted from the interaction region 
by the subsequent application of the high voltage ramp. The maximum ramp height 
(~ 9 kV/cm) is large enough to ionize the K(16p) parent Rydberg atoms thereby 
preventing further collisions with the target gas. In the top panel, collisions are al-
lowed to occur for 1 yus prior to the application of the high voltage ramp. The SF^ ~ 
arrival times exhibit a bimodal distribution. The second peak occurs at t ~ 7.3 /xs 
which is in good agreement with the predicted arrival times of initially free ions (see 
Fig. 5.1). The first peak corresponds to the collection of weakly bound K+--SF^ ion 
pairs dissociated by the applied field. However, because collisions can continue to 
occur during the times for which the applied field is below the Rydberg ionization 
threshold (which occurs at ~ 8.4 kV/cm, near the top of the ramp), the first peak 
also contains a contribution from a free ion signal. This explains why, though model 
calculations predict only ~ 25% of the K+—SFQ ion pairs are bound, the second peak 
(representing the unbound ion pair signal) is smaller than the first. 
When application of the ramp is delayed by a time td the relative sizes of the the 
peaks change, as shown in the bottom panels of Fig. 5.2(a). (Their arrival times at 
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Figure 5.2 : Arrival time distribution of SF^ ions produced K(np)/SF6 collisions with 
a Rydberg atom velocity of ~ 900 m/s at (a) n — 16 and (b) n = 50 under identical 
extraction conditions for the ramp delay times indicated. 
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the detector are, of course, also delayed by t<*.) The time during which collisions can 
occur increases, leading to a growth in the free ion production which is manifested 
by a corresponding increase in the size of the second peak. The first peak, on the 
other hand, results from the collection of ions produced during the onset of the ramp, 
for which the duration is unaffected by delay time. Therefore, the free ion signal 
resulting from continued collisions during the ramp does not grow with tj, but simply 
mirrors the decay of the parent Rydberg atom population. In addition, though the 
number of ion pairs created increases with increasing collision time, the majority of 
these undergo mutual neutralization through rapid charge transfer before the ramp 
is applied and are not detected. 
In contrast to collisions at n = 16, K(50p)/SF 6 collisions at 900 m/s result in no 
bound ion pairs (> 99% escape probability). This is illustrated in the distribution 
of binding energies shown in Fig. 5.3. At n — 50, essentially the entire distribution 
exhibits positive binding energies, i.e., is unbound. Fig. 5.2(b) shows the arrival time 
distribution of SF^ ions produced in K(50p)/SF6 collisions under identical experi-
mental conditions to those used in Fig. 5.2(a). In addition to the lack of a bound 
population at n = 50, the electric field quickly reaches the ionization threshold of the 
parent Rydberg atoms (~ 75 V/cm) preventing any significant degree of collisional 
production during the onset of ramp. Consequently, the arrival time spectra do not 
exhibit the bimodal distribution manifested at n = 16, rather, only the second "free 
ion" peak is evident. 
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Figure 5.3 : Distribution of binding energies for K+—SF6 ion pairs produced 
K(np)/SF6 collisions at n = 16 and 50 with a Rydberg atom velocity of 900 m/s. 
5.2 Selective Field Dissociation 
In analogy to selective field ionization (SFI) of Rydberg atoms, the dissociated ion 
signal can be measured as a function of applied electric field (though it might be 
more aptly termed selective field dissociation). For simplicity, CCI4 was chosen as a 
target because the resulting K+--C1~ ion pairs do not dissociate through the conver-
sion of internal energy and the experimental measurements are therefore more easily 
modeled. 
The experimental data are analyzed using a semiclassical Monte Carlo model (de-
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Figure 5.4 : Calculated distribution of the final energies of K+—Cl~ ion pairs formed 
in K(np)/CCLi collisions for the values of n and Rydberg atom velocities indicated. 
scribed in section 3.7) which calculates the distribution of final energies of the product 
K+ —Cl~ ion pairs following dissociation of the CCl^* intermediate. Figure 5.4 shows 
the resulting distributions for ion pairs produced in K(np)/CCl4 collisions for n — 16, 
20, and 30 at Rydberg atom velocities of 200 and 900 m/s. These energy distributions 
are broad, a consequence of the broad translational energy release distribution that 
accompanies dissociation of the CClJ* intermediate. As might be expected, the dis-
tributions shift toward lower energies, i.e., stronger binding, as n (and the size of the 
electron cloud) is reduced because capture occurs closer to the K+ core ion. However, 
even at n = 30 a significant fraction of the product ion pairs is bound, especially at the 
lower collision velocity. This results, in part, because the translational energy release 
distribution that accompanies dissociation of the CCl^* intermediate peaks at e = 0. 
Thus the most probable relative velocity of a product K+—Cl~ ion pair is simply that 
of the parent K+—CC1^~* ion pair at the time of dissociation. The resulting decrease 
117 
Si
gn
al 
*-
* 
No
rm
ali
ze
d 
1 
0.8 
0.6 
0.4 
0.2 
0 ( 
! E 1 
• 200 m/s 
• 900 m/s * • 
• 
• 1—-— 
• 
«--*^S^^ 
t t 1 
) 3 6 9 
Electric Field (kV/ cm) 
(a) 
I 
12 
Si
gn
al 
JO 
No
rm
ali
ze
d 
1 
0.8 
0.6 
0.4 
0.2 
0 
3 6 
Electric Field (kV/cm) 
Figure 5.5 : (a) K+ and (b) Cl~ signals observed following K(16p)/CCl4 collisions 
as a function of the field applied across the interaction region for the Rydberg atom 
velocities indicated. The time delay between Rydberg atom excitation and appli-
cation of the field is td ~ 3 JJ,S. The data sets correspond to equal initial Rydberg 
atom production rates. The lines show the results of model calculations, which are 
normalized to the experimental data. 
in the reduced mass of the ion pair following dissociation leads to a decrease in the 
kinetic energy of relative motion. In consequence, even K+—CClJ* ion pairs that are 
initially unbound can, upon dissociation, form bound K+-C1~ ion pairs. At low n, 
as the Rydberg atom velocity is decreased, the peak in the distribution of K+—Cl~ 
binding energies approaches the binding energy of the parent Rydberg state. This 
is consistent with capture (and therefore negative ion formation) occurring near the 
outer classical turning point where the radial electron probability density is maximal. 
Figure 5.5 shows the K+ and Cl~ signals observed following K(16p)/CCl4 collisions 
as a function of the pulsed electric field applied (~ 3 /is after excitation) across the 
interaction region. To illustrate the importance of collision energy, data are included 
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for Rydberg atom velocities of 200 and 900 m/s . The velocity of the target molecules is 
typically in the range ~ 200 — 350 m/ s . Also included in Fig. 5.5 are the predictions of 
model calculations that take into account both direct formation of unbound ion pairs 
and field ionization of the parent Rydberg atoms. Since the absolute target gas density 
and ion detection efficiencies are not known, the model predictions are normalized 
to the experimental results. As is evident from Fig. 5.5(a), even when using a very 
small applied field a sizable K + signal is observed. This is associated with the direct 
creation of unbound ion pairs and, as might be expected, is increased substantially by 
increasing the relative collision velocity, i.e., the energy of the collision. The K + signal 
rises steadily as the applied field is increased as a result of field-induced dissociation, 
the field dissociating ever more strongly bound ion-pair states. The fractional increase 
in the K + signal is greater at the lower Rydberg atom velocity mirroring the greater 
fraction of the product ion pairs that is bound (see Fig. 5.4). The dramatic step-
like increase in the ion signal observed at a field of ~ 8.4 kV/cm results from field 
ionization of the surviving parent Rydberg atoms. However, further small increases 
in the K + signal are seen at even higher fields associated with the dissociation of the 
most strongly bound ion-pair states. 
Similar behavior is evident in the Cl~ signal. Again, a sizable signal is seen at low 
applied fields, the result of direct formation of unbound ion pairs. The signal increases 
steadily with applied field as a consequence of field dissociation. Furthermore, the 
continuing growth in the Cl~ signal seen even at the highest applied fields indicates 
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that these are insufficient to dissociate all the bound ion pairs. This is particularly 
noticeable at the lower Rydberg atom velocity where the product ion pairs are more 
strongly bound. The remarkably good agreement between the experimental data and 
the simulations validates the collision model and its assumptions. 
The n dependences in the production of heavy Rydberg ion-pair states are il-
lustrated in Fig. 5.6 which shows the Cl~ signals observed following K(rc.p)/CCl4 
collisions at n = 17, 20, 30, and 50 as a function of applied field together with model 
predictions. For the highest value of n (n = 50) only at veiy low collision velocities 
is any evidence for the creation of bound ion-pair states seen. Even at a Rydberg 
atom velocity of ~ 200 m/s fewer than ~ 15% of the product ion pairs are bound. 
Furthermore, since these dissociate in small electric fields their binding must be weak. 
At n = 30 and low collision velocities the bound ion fraction increases to ~ 40% 
and, as evidenced by the increased fields required to induce dissociation, their binding 
energies are increased. However, the bound fraction decreases to less than 10% for 
a Rydberg atom velocity of 900 m/s. For n — 20 sizeable numbers of bound ion 
pair states are created, the bound fraction increasing from ~ 25% to ~ 70% as the 
Rydberg atom velocity is decreased from 900 to 200 m/s. Pronounced increases in 
binding energy are also evident. Both the bound fraction and binding energies show 
further increases at n = 17. The experimental data are all again in good agreement 
with the model predictions and clearly demonstrate the production of bound heavy 
Rydberg ion-pair states. 
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Figure 5.6 : Cl~ signals observed following K(np)/CCl4 collisions for the values of 
n indicated as a function of applied field. In each case the data sets correspond to 
equal initial Rydberg atom production rates. The lines show the results of model 
calculations. 
5.3 Lifetime Measurements 
5.3.1 CCL 
As discussed, it not possible for bound K+-C1~ ion pairs to separate as free ions 
through internal-to-translational energy conversion. However, the absence of energy 
conversion alone does not prohibit separation as neutrals which would also lead to a 
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reduction in the bound ion pair population with time. 
The lifetime of the K+-C1~ heavy Rydberg states was investigated by observing 
the time development of their population through measurements of the Cl~ signal 
produced by field-induced dissociation. Collisions were allowed to occur for a variable 
amount of time by delaying the application of the high voltage ramp (the maximum 
amplitude of which was kept constant). To remove the contribution to the total 
CI" signal associated with direct formation of unbound ion pairs measurements were 
undertaken using a small (pulsed) applied field (insufficient to induce detachment) and 
the resulting signal was subtracted from that observed using large applied fields, the 
growth in the population of bound K + - Cl~ ion-pair states produced in K(16p)/CCl4 
collisions with a Rydberg atom velocity of 200 m/s is shown in Fig. 5.7 and increases 
in time. If it is assumed that the ion-pair states are infinitely long-lived, the time 
development of their population, N(t), should be described by an equation of the 
form 
N{t) = N00{l-e-f^ff) (5.1) 
where reff ~ 5.5 /J,S is the effective lifetime of the parent Rydberg atoms in the 
presence of the target gas. (This was determined by applying a small dc ion collection 
field and monitoring the decay of the CI - signal resulting from formation of unbound 
ion pairs.) As shown in the figure, the data can be well fit using a function of this 
form indicating that the product ion-pair states are long-lived with lifetimes of at 
least several tens of microseconds. 
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Figure 5.7 : Time development of the population of K + - CI - ion-pair states produced 
in K(16p)/CCLi collisions at a Rydberg atom velocity of ~ 200 m/s. The time axis is 
the time between the laser pulse and the onset of the dissociating field F. The solid 
line shows a fit to the data obtained using an expression of the form of Eq. 5.1 (see 
text). 
This long lifetimes can be explained by noting that decay through mutual neu-
tralization of the K+ and Cl~ ions in a close collision, which must lead to separation 
as ground-state K and CI atoms, is highly non-resonant (| AE\ ~ 0.7 eV), pointing to 
a very small charge transfer cross section, i.e., rate. In addition, collisional formation 
of ion-pairs not only leads to the creation of heavy Rydberg states of high principal 
quantum number but also to states of high angular momentum as well. Model pre-
dictions showing the distribution of bound n#,£ ion-pair states (where % denotes 
the principal quantum number of the heavy Rydberg state) produced in K(np)/CCLt 
T 1 r 
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collisions at n = 16 and 30 are presented in Fig. 5.8 for a range of Rydberg atom 
velocities. As discussed in section 2.3, capture at large r is favored leading to the 
production of higher £ states. The limitation of £ to values < n — 1 is evident in the 
figure by the fact that the entire distribution lies below the £ = n diagonal. 
Though an increase in the incident Rydberg atom velocity leads to a reduction 
in the number of bound ion pairs formed (a result of the higher kinetic energy), it 
also leads to an increase in the angular momentum of the the collision pairs. This is 
manifested in the narrowing of the £ distribution and its focusing near the limiting 
value oi£max = n—1. Increases in n also lead to stronger localization near £max. At low 
collision velocities the width of the £ distribution increases and structure associated 
with the nodes in the radial electron probability distribution become apparent. 
Additionally, the high angular momentum of the system restricts the overlap of the 
potential for the ion pair with that for a bound KC1 molecule, prohibiting destruction 
of the state through recombination. This is illustrated in Fig. 5.9 which shows the 
potential for bound K+ -C1~ ion pairs with different values of £. In addition to the 
centrifugal barrier resulting from the angular momentum of the system, the potential 
is also shifted by the difference between the ionization energy IE(K) and the electron 
affinity EA(Cl) 
v{r
'
e)
 = In^1 ~ \+IE{K) ~ EA{Gl) (5-2) 
where M = n/me is the reduced mass parameter given in section 1.2.1. For very low-£ 
states, such as those created through photoexcitation of KC1, the ion pair potential 
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tum numbers for bound K+ -C1~ ion-pairs formed in (a) K(16p)/CCl4 and (b) 
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Figure 5.9 : Potential for bound K+-C1 - ion pairs for the values of £ indicated. The 
connected points indicate the potential for the KC1 molecule [83]. 
nearly coincides with that for KC1 over a range of r suggesting that such a state would 
be short-lived. However, as is evident from the TIH,£ distributions shown in Fig. 5.8, 
the K+"C1~ states formed in this work have sufficient angular momentum such that 
the ion pair potential is well-removed from that of the KC1 molecule. 
Observing the time development of the Cl~ signal as shown in Fig. 5.7 provides 
information regarding the lifetimes of K+-C1 - ion pairs of all energies up to the 
maximum value dissociated by the applied field. However, an improved technique 
can be used to identify and study ion-pair states within a selected narrow range of 
binding energies and is described as follows. 
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Figure 5.10 shows the distribution of final energies typical of ion pairs formed 
through electron transfer in thermal-energy collisions between low-n Rydberg atoms 
and attaching targets. This energy distribution is broad and a sizable fraction of 
the product ion pairs is bound. Following collisions, a negative voltage pulse VL (of 
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Figure 5.10 : Distribution of final energies typical of ion pairs formed in collisions 
between low-n Rydberg atoms and attaching targets together with the field-induced 
dissociation thresholds associated with VL and (VL + Vu) (see text). 
duration ~ 20 fxs) is applied to the lower interaction region grid. The amplitude of 
this pulse is chosen such that the electric field it generates is sufficient to field ionize 
remaining K(np) atoms thereby preventing further Rydberg atom collisions. This 
field also dissociates the more weakly bound ion-pair states, i.e., those indicated by 
the region labeled "A" in the figure. The more tightly bound ion pairs remain and 
undergo Stark precession in the field (appendix A) leading to rapid periodic changes 
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in their angular momentum. As demonstrated in Fig. 5.11, Stark precession periods 
-20 -30 -40 
Binding Energy (meV) 
10% 
B 103 
O 
QL 
c 
o 
10^  , 
8 101 
10-1 
^ N N K N . 
r 
-
• (b) 
\ N \ \ 
^ ^ 
10meV 
20 meV 
30 meV 
50 meV ; 
; 
V%K " 
\ ! \ ^ K -
101 102 103 104 
Electric Field (V/cm) 
Figure 5.11 : (a) Binding energy dependence of the Kepler orbital period of K+--XY~ 
ion pairs for the XY species indicated, (b) Stark precession periods for K+-C1~ 
ion pairs bound by the energies indicated as a function of applied field. (The field 
dependence for K+-- CN~ and K + - SF^ ion pairs is little changed from that presented 
forK+»Cl-.) 
for the present ion-pair states are of the order ~ 10 - 9 — 10~6 s for the present values 
of applied field, which are typically much longer their Kepler orbital periods. Also 
included in Fig. 5.11(a) are calculated values for K+--CN~ and K+--SF^" ion pairs 
showing that the orbital periods are much more dependent on binding energy than 
on target mass (for the range of masses studied in this work). Also, in comparison to 
the applied field, the Stark precession times are much less sensitive to the values for 
binding energy and target mass (varying by no more than a factor of ~ 2 — 3 over 
the available ranges). 
The subsequent behavior of a fraction of the surviving ion pairs is monitored by 
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the application of a positive voltage pulse Vjy to the upper interaction grid. This 
further increases the electric field in the interaction region dissociating those ion-pair 
states with binding energies less than some new upper limit. Thus by varying the 
time delay, i^, between the application of VL and Vu, the time evolution of ion pairs 
with binding energies indicated by the region labeled "B" in Fig. 5.10 can be followed. 
The range of binding energies isolated in this manner can be controlled by varying 
the pulse amplitudes, i.e., VL and Vy. The lower limit of VL is set by the value 
of the field needed to ionize the parent Rydberg atoms. The maximum amplitudes 
(and rise times) of VL and VJJ are limited by electrical pickup but are sufficient to 
allow dissociation of ion-pair states with binding energies of up to ~ 50 meV. This 
corresponds to K+-- Cl~ ion-pair states with principal quantum numbers in the range 
~ 3000 - 7000, as shown in Fig. 5.12. 
Results showing the arrival time distribution of Cl~ ions at the detector are pre-
sented in Fig. 5.13. The Cl~ ions were produced through K(25p)/CCl4 collisions with 
a Rydberg atom velocity of ~ 200 m/s. Collisions were allowed to occur for ~ 1 /is 
following Rydberg atom excitation whereupon a voltage pulse Vj, = —500 V was ap-
plied to the lower interaction region grid. This generates a field of 1.5 kV/cm which 
is well above the adiabatic field ionization threshold for K(25p) atoms, ~ 1.1 kV/cm. 
This field immediately expels any free Cl~ ions present in the interaction region that 
result from the direct production of unbound K+—Cl_ ion pairs. It also dissociates 
any K+--C1~ bound ion-pair states present that have binding energies EB < 18 meV 
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Figure 5.12 : Binding energy dependence of the principal quantum numbers of 
K+ -XY~ ion-pair states for the XY species indicated. 
generating additional free CI - ions. CI - ions from both sources travel rapidly to the 
detector with different flight times (as discussed in section 5.1) giving rise to the two 
large peaks seen at t ~ 5 //s. Following a further (variable) time delay, tj, a pulse 
Vu = +300 V is applied to the upper interaction grid resulting in a total net field 
in the interaction region of 2.4 kV/cm, sufficient to dissociate ion-pair states with 
binding energies EB < 23 meV. Thus, application of Vv leads to the dissociation of 
ion-pair states with values of EB in the range AEB ~ 18 — 23 meV. Note that these 
are the values obtained using the approximation (see section 1.2.2) 
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Figure 5.13 : Ion arrival time distributions for Cl~ ions produced in K(25p)/CCl4 
collisions at a Rydberg atom velocity of ~ 200 m/s. Rydberg atom excitation defines 
t = 0 and the initial pulse VL = —500 V is applied after a collision time of 1 /J,S. In 
(a) no subsequent pulses are applied, in (b) Vu = +300 V is applied after further 
time delays for the indicated values of ta-
and represent an "average" of the EB values for the states that dissociate in a field F. 
As is evident from Fig. 5.13(b), application of Vu gives rise to a second peak in the 
arrival position distribution directly demonstrating the presence of K+--C1- ion-pair 
states with binding energies in this range. 
The observation of a small exponentially decaying Cl~ signal following the appli-
cation of VL is at first sight surprising since it was expected that all the Rydberg 
atoms initially present would be destroyed, preventing any further Cl~ production. 
However, subsequent tests in which VL and Vu were applied with no target gas present 
revealed that not all the Rydberg atom states initially present were ionized by VL. 
A small fraction (< 1%) of the parent Rydberg atoms do not follow truly adiabatic 
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paths to ionization and thus only ionize at somewhat higher fields. Additionally, a 
small number of the parent atoms radiatively decay to more tightly bound lower-rc 
states before application of VL and are therefore also not ionized. This is demon-
strated in Fig. 5.14 which shows the decay of the measured electron signal produced 
by field ionization of the parent Rydberg atoms initially excited to the K(25p) state. 
Data were collected by varying the time between Rydberg excitation and application 
of VL (no VJJ pulse is applied). The signal is associated with Rydberg atoms ionized 
by fields F < 1.5 kV/cm and decays exponentially with a lifetime of ~ 50 /is. This is 
in reasonable agreement with the value of ~ 43 //s predicted for K(25p) atoms from 
a fit to the calculated lifetimes given by [84] 
r = rQ(n - 5)a (5.3) 
where, for K(np) states, T0 = 6.78 ns, <5 = 1.71, and a = 2.78. To measure the signal 
associated with more tightly bound states (those ionized by fields between 1.5 and 
2.4 kV/cm), VL was applied at a fixed time following Rydberg excitation (ionizing 
the majority of the atoms) and the time delay, td, prior the application of Vv was 
varied. This (much smaller) signal also decays exponentially but with a much shorter 
lifetime, r ~ 16 //s, similar to those of n ~ 17 states. 
It is collisions involving these remaining atoms that give rise to the continuing 
Cl~~ signal. This is further substantiated by the fact that its characteristic decay time 
(r ~ 16 /is) is consistent with the anticipated lifetime of the surviving Rydberg atoms. 
This spurious contribution to the C I - signal is easily subtracted allowing the signal 
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Figure 5.14 : Decay of the measured electron signals produced by field ionization of 
Rydberg atoms initially excited to the K(25p) state. Data associated with Rydberg 
atoms ionized by fields F < 1.5 kV/cm are represented by (•) and those ionized by 
fields between 1.5 and 2.4 kV/cm are shown by (o). The data are normalized to the 
lifetime fits (the solid and dashed lines) at t = 0. 
associated with the application of Vu to be reliably identified. As seen in Fig. 5.13, 
the width of the signal increases with increasing td- This results because the velocity 
distribution of the target gas is isotropic, leading to the formation of bound ion-pair 
states having a distribution of velocities transverse to the potassium beam. Thus as 
time increases, the spatial distribution of the ion-pair states along the z axis broadens 
which leads to a broader range of CI - flight times to the detector. (This transverse 
broadening also sets an upper limit on the time over which measurements can be 
undertaken as these must be sufficiently short to ensure that all product ion pairs 
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remain within the interaction region and do not strike or pass through the grids that 
bound it.) 
Inspection of Fig. 5.13 shows that the size of the Cl_ signal resulting from appli-
cation of Vu changes little with td, suggesting that those ion-pair states with binding 
energies in the range EB ~ 18 — 23 meV are very long-lived. Detailed studies yield 
the time dependences shown in Fig 5.15 which also include measurements undertaken 
using other values of n (n = 16, 20, and 45) with Vu and Vu chosen so as to select ion-
pair states with binding energies in the ranges EB ~ 44 — 48, 29 — 34, and 5 — 12 meV. 
In each case, no evidence of decay is seen suggesting that all K + - Cl~ bound ion-pair 
states formed in K(np)/CCl4 collisions are very long-lived (r > 100 /is). This find-
ing is consistent with observations of the growth of the total Cl~ signal with time 
(Fig. 5.7) and is not unexpected as no internal energy is available in the Cl~ ion to 
induce dissociation. 
5.3.2 BrCN 
BrCN dissociatively attaches free low-energy electrons to form CN~ ions (the cyano 
radical is a well-known pseudo halogen). Low-n K(np)/BrCN collisions can thus lead 
to the formation of bound K + -CN~ ion-pair states though the reaction 
K(np) + BrCN - • K + + BrCN~* -» K+ + Br + CN" 
The excess energy of reaction, E, is given by 
E = EA(CN) - D0(Br - CN) + Eint + EK{e) (5.4) 
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Figure 5.15 : Time development of the populations of K+-C1~ ion pairs formed in 
K(np)/CCl4 collisions with a Rydberg atom velocity of 200 m/s. The ion-pair states 
formed at each n are bound by the energy ranges indicated and the dashed line shows 
an exponential fit to the data. 
where EA(CN) is the electron affinity of CN (~ 3.86 eV [85]) and D0(Br-CN) is 
the Br—CN bond dissociation energy (~ 3.70 eV [86]). -Eint is the usable internal 
energy in the target molecule and EK{e) is the kinetic energy of the attached elec-
tron, both of which are small. Using these values, E amounts to ~ 0.18 eV. Earlier 
measurements [86] indicate that Rydberg electron transfer to BrCN results in a nar-
row Gaussian translational energy release whose distribution is centered on a mean 
energy ec ~ 0.1 eV. This is a bit less the total excess energy of reaction, E. The 
energy deficit, ~ 0.08 eV, is much less than the calculated vibrational energy spacing 
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in CN~~, AGi/2 ~ 0.25 eV [87]. Energy considerations therefore suggest that capture 
must lead to formation of CN~ ions in the vibrational ground state with the energy 
deficit appearing in rotational excitation of the CN~ fragment. The rotational energy 
of a linear molecule is given by 
Ej = BJ(J + 1) (5.5) 
where J is the rotational quantum number and B is the inertial (or rotational) con-
stant given in terms of the moment of inertia, /&, by 
Given a value of I?(CN~)~ 0.23 meV [88], an energy deficit of 0.08 eV would suggest 
the creation of CN~ ions with rotational quantum numbers J < 18, corresponding to 
temperatures up to T ~ 1500 K. This is consistent with measurements of the rota-
tional spectra of CN~ ions observed following photo-dissociation of HCN in which the 
CN~ fragment was also observed to be much "hotter" than the parent molecule [30]. 
Figure 5.16 shows the time development of the K+--CN~ population using the 
same method as that used to measure the lifetimes of K+--C1~ ion pairs within a 
selected range of binding energies. No significant decay is observed for states with 
binding energies of EB > 30 meV. However, slow decay is evident for states with 
EB ~ 18 — 23 meV, corresponding to a mean ion-pair lifetime of ~ 50 /is. This 
lifetime is reduced to ~ 7 /is for binding energies of ~ 5 — 12 meV. This behavior 
contrasts that observed for K+--C1~ ion-pair states. Decay through neutralization 
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Figure 5.16 : Time development of the populations of K+--CN~ ion pairs formed in 
K(np)/BrCN collisions with a Rydberg atom velocity of ~200 m/s. The ion-pair 
states formed at each n are bound by the energy ranges indicated and the dashed 
lines show exponential fits to the data. 
is again highly nonresonant. However, unlike CI - , CN~ is a molecular negative ion 
with internal degrees of freedom. Though the CN - molecules are formed in ground 
vibrational states, the results in Fig. 5.16 can be interpreted in terms of dissociation 
induced by the conversion of rotational energy in the CN - anion into translational 
energy. The CN~ radical has a sizable dipole moment, fj, ~ 0.6 D [89], facilitating 
energy transfer through long-range dipole-allowed J —> J — 1 rotational transitions 
in the CN - ion. For J ~ 18 such transitions can lead to the conversion of ~ 10 meV 
of internal energy which is consistent with the decrease in the lifetimes of K+--CN" 
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ion-pair states having binding energies of this order. 
No evidence for the creation of K+-CN ion-pair states that undergo rapid dis-
sociation (r < 1 fj,s) was observed. This is demonstrated in Fig. 5.17 which shows 
the onsets in the arrival time distributions for CN_ ions produced in K(16p)/BrCN 
collisions for a broad range of Rydberg atom velocities. These data were recorded 
with a 15 V/cm dc ion collection field present in the interaction region. 
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Figure 5.17 : Onsets in the ion arrival time distributions for CN~ ions produced in 
K(16p)/BrCN collisions at the Rydberg atom velocities indicated. 
Monte Carlo simulations show that at a Rydberg atom velocity of 900 m/s ~ 60% 
of the product ion pairs are bound and it is reasonable to expect that the great 
majority of the CN signal must result from direct formation of unbound pairs. 
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At a Rydberg atom velocity of 200 ra/s only ~ 10% of the product ion pairs are 
unbound increasing the possibility that dissociation of short-lived bound ion-pair 
states might contribute to the CN~ signal. This would increase the rise time of the 
CN~ signal as the population of short-lived ion-pair states in the interaction region 
builds up and then begins to dissociate (see chapter 4). The failure to observe a 
change in the rise time speaks against the formation of any short-lived K+-CN~ 
ion-pair states. This is further suggested by the fact that, as shown in Fig. 5.18, 
the observed Rydberg atom velocity dependence of the free CN~ signal matches that 
predicted by the model without the need to invoke any internal energy conversion. 
0 200 400 600 800 1000 
Velocity (m/s) 
Figure 5.18 : Velocity dependence of the free CN~ ion signal produced in 
K(16p)/BrCN collisions. The data set is normalized to equal initial Rydberg atom 
production rates. The dashed curve represents the results of model predictions as-
suming no internal energy conversion. 
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5.3.3 SF6 
Measurements of the lifetimes of K + - SF^" ion-pair states formed in K(np)/SF6 colli-
sions are presented in Fig. 5.19 for the same ranges of binding energy as investigated 
for K+--C1~ and K+--CN~ ion-pair states. For each energy range the population of 
K+--SF^ states decreases approximately exponentially with time at a rate that de-
pends markedly on the binding energy. The measured K+--SF^~ lifetimes are shown 
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Figure 5.19 : Time development of the populations of K+--SF^ ion pairs formed in 
K(np)/SF6 collisions with a Rydberg atom velocity of 200 m/s. The ion-pair states 
formed at each n are bound by energy ranges indicated and the dashed lines represent 
exponential fits to the data. 
in Fig. 5.20 as a function of binding energy and decrease considerably with increas-
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ing binding energy. These lifetimes represent those for the total ion pair population 
within AEB and should be distinguished from the lifetimes derived from the growth 
of the free SF^" signal following Rydberg atom excitation (section 4.3.1). The risetime 
studies provide only the lifetimes of those ion pairs that dissociate through internal-
to-translational energy transfer. While these measurements suggest that the lifetimes 
of ion pairs that dissociate in this manner are short (typically < 1 //s) they also in-
dicate that only a very small fraction of the bound ion pairs do in fact dissociate as 
a result of internal energy conversion. 
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Figure 5.20 : Lifetimes of K+--SF^~ ion-pair states as a function of binding energy. 
The ranges of binding energy are indicated by the horizontal error bars. 
Most of the decay evident in Fig. 5.19 must therefore be associated with mu-
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tual neutralization through charge transfer, in which case the failure to observe any 
significant short-lived component in the decay is not unexpected. For K+--C1- and 
K+--CN~ ion pairs, for which the electron is tightly bound, the probability of sepa-
ration as neutrals is low due to the restriction that both neutral atoms be formed in 
their ground states. However, the weak effective binding of the SF^ ions (which are 
vibrationally-excited) requires that charge transfer leave the K atom in an excited 
state. Many near-resonant charge transfer channels are thus available due to the 
high density of excited atomic states and the dense vibrational structure of SFg- The 
decrease in the lifetime with increasing binding energy, i.e., with increasing applied 
field, might then be accounted for by the increasing density of Stark states in the 
product neutral atom. With increases in binding energy, however, the ion-pair states 
become more compact which could also facilitate charge transfer. 
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Chapter 6 
Conclusion 
6.1 Conclusions 
The present work has shown that heavy Rydberg ion-pair states can be formed 
through electron transfer in collisions between K(np) Rydberg atoms and molecules 
that attach low-energy electrons. The resulting ion-pair states are formed with large 
principal and angular momentum quantum numbers which depend on the collision 
velocity and the reduced mass of the system. 
Measurements of the onsets in the arrival time distributions of product ions yield 
information regarding the lifetimes of ion pairs on short time scales (a few microsec-
onds or less). These show that low-n collisions can lead to formation of bound ion-pair 
states and that, under appropriate conditions, a small fraction of these can subse-
quently dissociate as free ions through internal-to-translational energy transfer. Those 
ion pairs that do dissociate in this manner typically do so on a time scale of ~ 1 fis, 
although some can have lifetimes of a few microseconds or longer. 
Ion pairs can also separate through mutual neutralization, i.e., through charge 
transfer. This is particularly favorable for ion pairs in which the negative ion is a 
complex species formed through a nondissociative process (such as SF^~, C7F]~4, C6F^~, 
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and C2CI4 ). In this case the density of states is high and charge transfer is a fairly 
resonant process. 
Additionally, the lifetimes of ion-pair states can be limited by the lifetime of the 
anion itself. The lifetimes of SF^" ions formed by Rydberg electron transfer are long 
(~ 1 — 10 ms) allowing the interaction between the K+ and SFg ions to govern the 
lifetime of the state (the dominant decay mechanism being neutralization through 
charge transfer). The range of lifetimes for C7F^4, C6Fg, and C2ClJ ions, however, 
contain significant contributions from both long- and short-lived components. For ion-
pair states involving short-lived ions of these species, it is possible for the negative 
ion to decay before internal energy conversion or charge transfer can take place. 
Ion-pair states involving an atomic negative ion formed through a dissociative 
process typically have very long lifetimes. Energetic considerations require that neu-
tralization through charge transfer leave the species in ground, or low-lying, states. 
This is a highly nonresonant process due to the low density of states. Ion-pair states 
of this type can therefore only dissociate through the conversion of internal energy. 
Because CI is a monoatomic species with no internal energy, the lifetimes of K+--C1~ 
ion pairs are observed to be very long (r > 100 //s) and independent of binding 
energy. The lifetimes of strongly-bound K+-CN~ ion pairs (involving vibrational 
ground-state CN~ ions) are also found to be long. However, the lifetimes are seen to 
decrease as the binding energy decreases below ~ 30 meV due to the conversion of 
rotational energy in the CN~ ion into translational energy of the ion pair. 
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6.2 Future Work 
A natural extension of this work is to achieve better control over the impact param-
eters of the collisions. Though the velocity of the Rydberg atoms can (to an extent) 
be controlled, the distribution of velocities for the (thermal) target gas are still very 
broad. If the experimental apparatus was modified such that the target molecules 
were contained in a columnated beam then product ion-pair states with a much nar-
rower distribution of physical parameters (n, £, EB, etc.) could be achieved. This, in 
combination with a more sophisticated computer model, could enable further study 
of the dissociation process in greater detail. 
In addition, heavy Rydberg states might be amenable for storage of quantum in-
formation, as has been recently realized in electronic Rydberg states [90]. Application 
of controlled electric field pulses on this time scale is feasible and has already been 
successfully demonstrated in high-n Rydberg atoms [91]. This would open up the 
possibility of manipulating the coherent evolution of heavy Rydberg wavepackets in 
real-time and illustrates the need to identify ion-pair systems that are long-lived. 
145 
Bibliography 
[1] E. Schrodinger Naturwissenschafen, vol. 14, p. 664, 1926. 
[2] M. J. J. Vrakking, D. M. Villeneuve, and A. Stolow Phys. Rev. A, vol. 54, 
p. R37, 1996. 
[3] M. W. Noel and C. R. Stroud Phys. Rev. Lett, vol. 77, p. 1913, 1996. 
[4] C. O. Reinhold, S. Yoshida, J. Burgdorfer, B. Wyker, J. J. Mestayer, and F. B. 
Dunning J. Phys. B. 
[5] E. Schrodinger, Collected Papers on Wave Mechanics. London: Blackie, 1958. 
[6] E. Reinhold and W. Ubachs Molecular Physics, vol. 103, p. 1329, 2005. 
[7] T. F. Gallagher, Rydberg Atoms. Cambridge: Cambridge University Press, 
1994. 
[8] W. E. Cooke and T. F. Gallagher Phys. Rev. A, vol. 17, p. 1226, 1978. 
[9] N. Bohr Philos. Mag., vol. 26, p. 1, 1913. 
[10] M. L. Zimmerman, M. G. Littman, M. M. Kash, and D. Kleppner Phys. Rev. 
A, vol. 20, p. 2251, 1979. 
146 
[11] F. G. Kellert, T. H. Jeys, G. B. McMillian, K. A. Smith, F. B. Dunning, and 
R. F. Stebbings Phys. Rev. A, vol. 23, p. 1127, 1981. 
[12] D. Rapp and D. D. Briglia J. Chem. Phys., vol. 43, p. 1480, 1965. 
[13] M. V. Kurepa and D. S. Belie J. Chem. Phys., vol. 43, p. 1480, 1965. 
[14] L. G. Christophorou, D. L. McCorkle, and A. A. Christodoulides, "Electron at-
tachment processes," in Electron-Molecule Interactions and Their Applications, 
vol. 1, ch. 6, New York: Academic Press, 1984. 
[15] K. T. Gillin and T. M. Miller Phys. Rev. Lett., vol. 45, p. 624, 1980. 
[16] W. A. Chupka, P. M. Dehmer, and W. T. Jivery J. Chem. Phys., vol. 63, 
p. 3929,1980. 
[17] K. Mitsuke, S. Suzuki, T. Imamura, and I. Koyano J. Chem. Phys., vol. 92, 
p. 6556, 1990. 
[18] K. Mitsuke, S. Suzuki, T. Imamura, and I. Koyano J. Chem. Phys., vol. 93, 
p. 1710, 1990. 
[19] K. Mitsuke, S. Suzuki, T. Imamura, and I. Koyano J. Chem. Phys., vol. 93, 
p. 8717, 1990. 
[20] K. Mitsuke, S. Suzuki, T. Imamura, and I. Koyano J. Chem. Phys., vol. 95, 
p. 2398,1991. 
147 
[21] S. Suzuki, K. Mitsuke, T. Imamura, and I. Koyano J. Chem. Phys., vol. 96, 
p. 7500, 1992. 
[22] A. H. Kung, R. J. Larkin, Y. R. Shen, and Y. T. Lee Phys. Rev. Lett, vol. 56, 
p. 328, 1986. 
[23] S. T. Pratt, E. F. McCormack, J. L. Dehmer, and P. M. Dehmer Phys. Rev. 
Lett, vol. 68, p. 584, 1992. 
[24] K. Miiller-Dethlefs and E. W. Schlag Annu. Rev. Phys. Chem., vol. 42, p. 109, 
1991. 
[25] J. D. D. Martin and J. W. Hepburn Phys. Rev. Lett, vol. 79, p. 3154, 1997. 
[26] J. D. D. Martin and J. W. Hepburn J. Chem. Phys., vol. 109, p. 8139, 1998. 
[27] R. C. Shiell, X. K. Hu, Q. J. Hu, and J. W. Hepburn Faraday Discuss., vol. 115, 
p. 331, 2000. 
[28] R. C. Shiell, X. K. Hu, Q. J. Hu, and J. W. Hepburn J. Phys. Chem. A, vol. 104, 
p. 4339, 2000. 
[29] Q. J. Hu, T. C. Melville, and J. W. Hepburn J. Phys. Chem. A, vol. 119, p. 8938, 
2003. 
[30] Q. J. Hu, , and Q. Z. J. W. Hepburn J. Chem. Phys., vol. 124, p. 074310, 2006. 
[31] S. Wang, K. P. Lawley, T. Ridley, and R. J. Donovan Faraday Discuss., vol. 115, 
p. 345, 2000. 
148 
[32] T. Ridley, M. de Vries, K. P. Lawley, S. Wang, and R. J. Donovan J. Chem. 
Phys., vol. 117, p. 7117, 2002. 
[33] E. Reinhold and W. Ubachs Phys. Rev. Lett., vol. 88, p. 013001, 2002. 
[34] W. Ubachs, K. S. E. Eikeraa, W. Hogervorst, and P. C. Cacciani J. Opt. Soc. 
Am. B, vol. 14, p. 2469, 1997. 
[35] C. Blondel, C Delsart, and F. Goldfarb J. Phys. B, vol. 34, p. L281, 2001. 
[36] K. R. Lykke, K. K. Murry, and W. C. Lineberger Phys. Rev. A, vol. 43, p. 6104, 
1991. 
[37] M. O. Vieitez, T. I. Ivanov, E. Reinhold, C. A. de Lange, and W. Ubachs Phys. 
Rev. Lett, vol. 101, p. 163001, 2008. 
[38] L. G. Christophorou, J. G. Carter, P. M. Collins, and A. A. Christodoulides J. 
Chem. Phys., vol. 54, p. 4706, 1971. 
[39] L. G. Christophorou Adv. Electron. Electron Phys., vol. 46, p. 55, 1978. 
[40] L. G. Christophorou, Rydberg Atomic and Molecular Radiation Physics. New 
York: Wiley (Interscience), 1971. 
[41] M. Thoss and W. Domcke J. Chem. Phys., vol. 109, p. 6577, 1998. 
[42] I. Cadez, R. Hall, M. Landau, F. Pichou, M. Winter, and C. Schermann Acta 
Chim. Slov., vol. 51, p. 11, 2004. 
149 
[43] F. B. Dunning J. Phy. B, vol. 28, p. 1645, 1995. 
[44 
[45 
[46 
[47; 
[4s; 
[49 
[50; 
[51 
[52; 
[53 
[54 
[55 
L. G. Christophorou and J. K. Olthoff J. Phys. Chem. Ref. Data, vol. 29, p. 267, 
2000. 
M. Matsuzawa J. Phys. Soc. Jpn., vol. 32, p. 1088, 1972. 
M. Matsuzawa J. Phys. Soc. Jpn., vol. 33, p. 1108, 1972. 
M. Matsuzawa J. Phys. B, vol. 33, p. 2114, 1975. 
I. I. Fabrikant and H. Hotop Phys. Rev. A, vol. 63, p. 022706, 2001. 
V. Gomer, H. Strauss, and D. Meschede Appl. Phys. B, vol. 60, p. 89, 1995. 
"Coherent CR-699-21 Ring Dye Laser Operator Manual.". 
B. Lindsay, "Superlock Manual." Rice University. 
S. J. Sibener and Y. T. Lee J. Chem. Phys., vol. 101, p. 1693, 1994. 
C. J. Lorenzen and K. Miemax Phys. Scr., vol. 27, p. 300, 1983. 
E. Arimondo, M. Inguscio, and P. Violino Rev. Mod. Phys., vol. 49, p. 31, 1977. 
X. Ling, M. A. Durham, A. Kalamarides, R. Marawar, B. G. Lindsay, and F. B. 
Dunning J. Chem. Phys., vol. 93, p. 8669, 1990. 
[56] J. E. Prussing and B. A. Conway, Orbital Mechanics. NY: Oxford University 
Press, 1993. 
150 
[57] P. J. Robinson and K. A. Holbrook, Uinmolecular Reactions. London: Wiley-
Interscience, 1972. 
[58] D. Chandler, Introduction to Modern Statistical Mechanics. New York: Oxford 
University Press, 1987. 
[59] D. V. Schroeder, An Introduction to Thermal Physics. San Francisco: Addison 
Wesley Longman, 2000. 
[60] M. Cannon, Y. Liu, L. Suess, F. B. Dunning, J. D. Steill, and R. N. Compton 
J. Chem. Phys., vol. 127, p. 064314, 2007. 
[61] M. Cannon, C. H. Wang, Y. Liu, F. B. Dunning, and J. D. Steill J. Chem. 
Phys., vol. 130, p. 244311, 2009. 
[62] L. Suess, R. Parthasarathy, and F. B. Dunning J. Chem. Phys., vol. 118, 
p. 10919, 2003. 
[63] R. A. Popple, M. A. Durham, R. W. Marawar, B. G. Lindsay, K. A. Smith, and 
F. B. Dunning Phys. Rev. A, vol. 45, p. 247, 1992. 
[64] Z. Zheng, K. A. Smith, and F. B. Dunning J. Chem. Phys., vol. 89, p. 6295, 
1988. 
[65] R. E. Olsen, F. T. Smith, and E. Bauer Appl. Opt, vol. 10, p. 1848, 1971. 
[66] C. E. Theodosiou Phys. Rev. A, vol. 30, p. 2881, 1984. 
151 
[67] R. A. Popple, C. D. Finch, K. A. Smith, and F. B. Dunning J. Chem. Phys., 
vol. 104, p. 8485, 1996. 
[68] A. Kalamarides, R. Marawar, M. A. Durham, B. G. Lindsay, K. A. Smith, and 
F. B. Dunning J. Chem. Phys., vol. 93, p. 4043, 1990. 
[69] C. E. Klots J. Chem. Phys., vol. 41, p. 117, 1964. 
[70] C. E. Klots J. Phys. Chem., vol. 75, p. 1526, 1971. 
[71] C. W. Walter, K. A. Smith, and F. B. Dunning J. Chem. Phys., vol. 90, p. 1652, 
1989. 
[72] L. Suess, R. Parthasarathy, and F. B. Dunning J. Chem. Phys., vol. 117, 
p. 11222, 2002. 
[73] C. D. Finch, R. Parthasarathy, and F. B. Dunning J. Chem. Phys., vol. I l l , 
p. 7316, 1999. 
[74] J. P. Johnson, L. G. Christophorou, and J. G. Carter J. Chem. Phys., vol. 67, 
p. 2196, 1977. 
[75] R. Kaufel, E. Illengerger, and H. Baumgartel Chem. Phys. Lett., vol. 106, p. 342, 
1984. 
[76] H. Drexel, W. Sailer, V. Grill, P. Scheier, E. Illenberger, and T. D. Mark J. 
Chem. Phys., vol. 118, p. 7394, 2003. 
152 
[77] L. Suess, R. Parthasarathy, and F. B. Dunning J. Chem. Phys., vol. 118, p. 6205, 
2002. 
[78] L. Liu, L. Suess, and F. B. Dunning J. Chem. Phys., vol. 123, p. 054327, 2005. 
[79] R. W. Marawar, C. W. Walter, K. A. Smith, and F. B. Dunning J. Chem. 
Phys., vol. 88, p. 176, 1988. 
[80] R. A. Popple, M. A. Dionne, K. A. Smith, and F. B. Dunning J. Chem. Phys., 
vol. 101, p. 5672, 1994. 
[81] J. R. Wiley, E. C. M. Chen, and W. E. Wentworth J. Phys. Chem., vol. 97, 
p. 1256, 1993. 
[82] E. D. D'sa, W. E. Wentworth, and E. C. M. Chen J. Phys. Chem., vol. 92, 
p. 285, 1988. 
[83] M. Seth, M. Pernpointner, G. A. Bowmaker, and P. Schwerdtfeger Mol. Phys., 
vol. 96, p. 1767, 1999. 
[84] F. Gounand J. Phys. (Pans), vol. 40, p. 457, 1979. 
[85] S. E. Bradforth, E. H. Kim, D. W. Arnold, and D. M. Neumark J. chem. Phys., 
vol. 98, p. 800, 1993. 
[86] R. Parthasarathy, L. Suess, S. B. Hill, and F. B. Dunning J. Chem. Phys., 
vol. 114, p. 7962, 2001. 
153 
[87] J. C. W. Bauschlicher Int. J. Quantum Chem., vol. 61, p. 859, 1997. 
[88] C. A. Gottlieb, S. Briinken, M. C. McCarthy, and P. Thaddeus J. Chem. Phys., 
vol. 126, p. 191101, 2007. 
[89] R. Polak and J. Fiser J. Mol. Structure, vol. 584, p. 69, 2002. 
[90] J. Ahn, T. C. Weinacht, and P. H. Bucksbaum Science, vol. 287, p. 463, 2000. 
[91] F. B. Dunning, J. J. Mestayer, C. O. Reinhold, S. Yoshida, and J. Burgdorfer 
J. Phys. B, vol. 42, p. 022001, 2009. 
[92] J. S. Townsend, A Modern Approach to Quantum Mechanics. Sausalito, Cali-
fornia: University Science Books, 2000. 
[93] T. P. Hezel, C. Burkardt, M. Ciocca, and J. J. Leventhal Am. J. Phys., vol. 60, 
p. 324, 1991. 
[94] M. Born, The Mechanis of the Atom. London: G. Bell and Sons, 1927. 
[95] I. C. Percival and D. Richards J. Phys. B, vol. 12, p. 2051, 1979. 
[96] D. J. Griffiths, Introduction to Electrodynamics. NJ: Prentice Hall, third ed., 
1998. 
[97] M. Kretzschmar Eur. J. Phys., vol. 12, p. 240, 1991. 
[98] J. D. Jackson, Classical Electrodynamics. NY: John Wiley & Sons, second ed., 
1990. 
[99] G. Gabrielse and F. C. Mackintosh Int. J. Mass. Spec, and Ion Proc, vol. 57, 
p. 1, 1984. 
[100] H. A. Leupold, Rare-Earth Iron Permanent Magnets. J.M.D. Coey, ed.: Claren-
don Press, second ed., 1996. 
155 
Appendix A 
Stark Precession 
If it is assumed that only the Coulomb attraction contributes to the potential of an 
ion pair system then the Hamiltonian is given by 
S=t-h (A.1) 
2/i |r| v ; 
Because of the r~l form of the potential their motion is well described by a Keplerian 
orbit. Due to the central nature of the force, the system is rotationally invariant and 
the angular momentum L = r x p is a constant of the motion. The relative motion 
of the bound solutions to the Hamiltonian are described by an ellipse, defined by the 
equation 
ail - s2) 
r = 1 + s cos / 
where a, e and / are the semimajor axis, eccentricity, and true anomaly of a standard 
conic section (as discussed in section 3.7.) 
The r~l and r2 potentials are special in that they are the only ones for which the 
orbits close upon themselves and do not precess [92]. Thus, within the plane of the 
orbit there is an additional constant of the motion, the Runge-Lenz vector A, given 
in atomic units by 
A = p x L - / i f (A.2) 
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where f is the unit vector in the direction of the displacement vector r. Since A L = 0, 
the Runge-Lenz vector is always perpendicular to the angular momentum, regardless 
of the invariance of either parameter. The magnitude of A is equal to the eccentricity 
of the orbit and points toward the periapsis along the semimajor axis. 
If the potential contains a small deviation from r~l then dA/dt ^ 0 and the 
ellipse precesses about the force center, i.e., an open trajectory [93]. For example, the 
elliptical orbits of the planets precess about the sun (most noticeably, and famously, 
observed in Mercury) because the gravitational potential actually contains very small 
contributions from additional r~n terms (see Fig.A.l). If, however, the deviation 
from r~x is large then the trajectory of the bound states might not resemble elliptical 
orbits at all. 
Figure A.l : Representative classical trajectory of a particle under the influence of a 
r~
n
 potential, where n is very nearly equal to 1. 
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Though potentials of the form r~n may lead to precession, the angular momentum 
is still conserved because of the central nature of the force. However, if the deviation 
from an r _ 1 potential results from the addition of, say, a linear term then the angular 
momentum is no longer a constant of the motion. This situation describes the poten-
tial of a hydrogenic system in the presence of a static electric field, given by Eq. 1.3, 
and the resulting precession is known as Stark precession. 
The Hamiltonian for the system under the influence of a transverse electric field 
F can be written as 
~
 p 2 1 
Hstark = Hatom + r-F = ^-- — + zFz (A.3) 
2/i |r| 
where Hatom is the field-free atomic Hamiltonian given in Eq. A.l and the field is taken 
to lie along the z axis. Separation of the Schrodinger equation is no longer possible 
using a spherical coordinate system due to the non-central term in the potential. 
However, it is separable in parabolic coordinates and this leads to a different set of 
eigenfunctions which are characterized by a different set of quantum numbers [7]. The 
new quantum numbers, rii, n2, and mi are related to the principal quantum number 
by 
n = rii + n2 + \mt\ + 1 (A.4) 
where m? is the typical magnetic quantum number as Lz remains a constant of the 
motion. Az is also invariant and is described by the relation 
rii — n2 k , , . 
Az = = - A.5 
n n 
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where the quantity k = rii — n2 is often referred to as the electric quantum number. 
To first order, the energy levels are given by 
E
 = -^
 +
 lnkF <"> 
The first term is the familiar field-free hydrogenic energy whereas the second term 
represents the first order effect of the electric field. The non-zero field-dependent term 
shows that, in general, the states possess permanent electric dipole moments [93] and, 
therefore, the system experiences a torque in the presence of an external field. The 
angular momentum and the Runge-Lenz vectors precess about the axis of the field at 
a rate given by the Block equations [94,95] 
| ( L ± n A ) ~ ^ ( L ± n A ) x i (A.7) 
where n — 1/y — 2Hat0m and us(t) — 3nFz(t) is the Stark frequency which coincides 
with the energy splitting of adjacent Stark states. Even though both dL/dt and 
dA/dt are no longer zero, Lz and Az remain constants of the motion (for a static 
field) while the dynamics of Lx, Ly, Ax, and Ay are similar to those of a harmonic 
oscillator. 
Because the magnitude of L oscillates between high and low values the eccentricity, 
which is given by 
E = Vl + 2EL2 (A.8) 
will also change with time. Substitution of the energy expression E = — l/2n2 into 
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Eq. A.8 leads to a somewhat more useful form 
Figure A.2 shows a representative classical trajectory of a bound hydrogenic system 
in the presence of a static electric field. As the system evolves, the orbit changes from 
being highly elliptical (low L) to near-circular on a time scale of half a Stark period. 
The system then precesses back to a state of low angular momentum but with the 
Runge-Lenz vector pointing in a direction opposite to the initial orientation. 
Figure A.2 : Representative classical trajectory of a hydrogenic system in a static 
field demonstrating the change in L. 
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Appendix B 
Selected Derivations 
B.l Thermal Transpiration 
Consider a volume of gas partitioned by a membrane containing an aperture of area 
A. The number of particles passing through the aperture from either side of the 
membrane is given by 
N = jfwA (B.l) 
where p is the number of particles per unit volume and 
ISkBT 
v = \l 
V rmr 
is the mean molecular velocity. In equilibrium the number of particles passing through 
the aperture from side a is equal to the number passing through from side b 
Na = Nb (B.2) 
Substituting Eq. B.l into the equilibrium condition (Eq. B.2) gives 
PaVa = PbVb 
!8kBTa 8kBTb 
Pa\/ = Pb\ 
rmr V rrnr 
Pa\/Ta = Pb\/Tb 
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Therefore, 
Pa 
Pb 
B.2 Vibrational Energy 
The vibrational energy of a given molecule depends on its temperature and can be 
calculated using basic statistical methods. The probability that a molecule is in a 
particular energy state j is given by 
Pi = \ ^ (B.4) 
where Ej is the energy of the system when it is in state j , k,B is Boltzmann's constant, 
and T is the temperature of the system. The exponential term in Eq. B.4 is known 
as the Boltzmann factor and gives the probabilistic weighting of each state. The 
probability is normalized by dividing by the partition function, which is a sum over 
all the Boltzmann factors 
z = YJ%Je~^T (B-5) 
3 
where gj is the degeneracy of the state. Ej refers to the vibrational energy of a single 
mode. Therefore, the total vibrational energy is simply the sum of the energies in 
each mode 
Evib = Eui + Eu2 + Eu3 + • • • 
In view of this, the total vibrational partition function can be written as 
N 
Zmb = (Zvl) • {Zv2) • (Z„3) ••• = Y[{Zi)* (B.6) 
(B.3) 
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where N is the number of vibrational modes. Z, is the partition function of a single 
vibrational mode i with degeneracy gi 
e ^ (B.7) 
N=0 
where h is Planck's constant and v{ is the frequency of the mode. The total number 
of vibrational modes in a nonlinear molecule with m atoms is N = 3m — 6. Therefore, 
SF6 has 15 vibrational modes (along with 3 rotational and 3 translational modes). 
Using the series expansion 
71=0 
the partition function in Eq. B.6 can be written as 
N
 -
 h 
Zmb = n (1 - e ^ (B.8) 
Mode Frequency (cm) x Degeneracy 
1 
2 
3 
3 
3 
3 
Table B.l : Vibrational frequencies of SF6 with the corresponding mode degeneracy. 
The frequencies of the vibrational modes of SF6 are shown in Table B.l along with 
their corresponding degeneracies. The partition function can be used to determine 
"1 (Aig) 
^2 (Eg) 
3^ (Tiu) 
^4 (Tiu) 
5^ (T2g) 
v§ (T2u) 
774 
642 
948 
616 
525 
347 
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the average vibrational energy as a function of temperature through the relation 
where 
{Evib) = — — \n(Zvib) 
P = 
(B.9) 
kBT 
As shown in Fig. B.l, the average vibration energy increases with temperature. For 
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Figure B.l : Vibrational energy (above the zero-point energy) in the SF6 molecule as 
the temperature is increased. 
SF6, raising the temperature from T = 300 to 600 K increases the average vibrational 
energy from ~ 74 to 347 meV (above the zero-point energy). The population in the 
vibrational ground state can be easily obtained by noting that when Evi\, = 0, the 
Boltzmann factor goes to 1. Therefore, the probability is simply 
P. ground vib Jvib 
(B.10) 
which is ~ 30% and ~ 1% at T = 300 and 600 K, respectively. 
B.3 Differential Equation Solution 
To find the lifetime of short-lived ion pairs it is necessary to solve the two coupled 
differential equations given in section 4.3.1, written here as 
^-"f can, 
±Nb(t) = Na(t)pkb - ^ (B.12) 
at rb 
The solution to Eq. B.l l is straightforward and is given by 
Na(t) = Na(0)e-^ (B.13) 
Substituting Eq. B.13 into Eq. B.12 and rearranging the terms yields 
*Nh(t) + Ml = pkbNa(0)e~^ (B.14) 
at rb 
This is a 1st- order differential equation of the form 
-r-y(x) + P(x)y(x) = Q(x) 
Noting that 
y(x) = Nb(t) 
P(x) = -
n 
Q{x) = pkbNa(0)e-^ 
the solution takes the form 
Nb(t) = Ce-^+Na{0)(1^T\ ( e^ -e^ ) (B.15) 
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Through the initial condition Nb(0) = 0 it is determined that C = 0. Therefore, the 
first term in Eq. B.15 drops out and the final expression for Nb(t) is given by 
Nb(t) = Na(0) ( T ^ T ) ( e "£ - e " i ) (B.16) 
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Appendix C 
Permanent-Magnet Penning Ion Trap 
To observe ion behavior on timescales longer than a few tens of microseconds the 
ions are stored in an ion trap for a controlled amount of time whereupon those that 
survive are extracted and detected by the bottom PSD. The trap used in the present 
work is a Penning trap comprised of cylindrically symmetric electrodes immersed in 
a uniform magnetic field. The trap can be used to store ions for times > 100 ms, 
providing a useful tool for the measurement of long-lived ion lifetimes. 
C.l Ion Motion in an Ideal Penning Ion Trap 
In an ideal Penning trap, the electrode surfaces are revolved hyperboloids contained 
in a uniform magnetic field pointing along the axis of revolution (defined to be the z 
axis). A cross section of this configuration is shown in Fig. C.l. For trapping negative 
ions, the end cap electrodes are negatively biased with respect to the ring electrode. 
This provides axial confinement of the ions which oscillate harmonically along the 
axis of the trap. 
Since the ions move in a magnetic field they also experience cyclotron motion as 
they oscillate [96]. The near-circular cyclotron orbit results in ion confinement in the 
radial direction. The crossed electric and magnetic fields, however, also introduce a 
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Figure C.l : Cross section of an ideal Penning trap with a revolved-hyperboloid 
electrode geometry. 
magnetron motion. The superposition of the magnetron motion and the cyclotron 
motion is shown in Fig. C.2. 
The magnetic field in the trap is simply B = B0z , whereas the electric field is 
defined as E = —V$, with the scalar potential given by 
where 2z0 is the separation of the end cap electrodes, r0 is the radius of the ring elec-
trode, and V0 is the potential difference between the end cap and ring electrodes [97]. 
A charged particle moving in this configuration experiences a Lorentz force 
F =
 ? E + g ( v x B) (C.2) 
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Figure C.2 : Superposition of the magnetron and cyclotron motions experienced by 
a charged particle in an ideal Penning trap. 
The motion of the particles is described by the Newtonian equations, F = ma, which 
can be explicitly written as 
x-ujcy~ -ulx = 0, 
y-ucx- -u*y = 0, 
z + u£ = 0 
(C.3) 
(C.4) 
(C.5) 
The equations of motion are in terms of the axial frequency 
Uy — 
4qV0 
m(2zl + r%) 
and the cyclotron frequency 
U!r — 
qBo 
m 
where q and m are the charge and mass of the trapped particle, respectively. From 
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these equations it is apparent tha t the axial motion in the z direction is decoupled from 
the motion in the x-y plane. However, the coupling of the cyclotron and magnetron 
oscillations lead to a modified cyclotron frequency, 
with the modified magnetron frequency written as 
Not all values for the applied electric and magnetic fields will result in stable 
trapping of the ion. Since the frequencies must be real-valued numbers, it is evident 
from the expressions for u+ and u>. that the trapping condition is 
LV2-2U2>0. (C.6) 
Typical trapping conditions are such that 
U+ ~ Ulc » L0Z » (jj. 
By substituting the definitions of uic and u>c into Eq. C.6 the trapping condition can 
be written in terms of experimental parameters as 
B2ad2 
2m v ; 
where d0 is the characteristic t rap dimension defined as 
Table C.l lists several masses with the associated maximum applied trapping voltage. 
The limiting voltages assume d2, = 12.4 cm2 and B 0 = 0.3 T. 
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Mass (amu) 
1 
50 
100 
150 
Voltage (V) 
5346 
107 
53 
36 
Table C.l : Maximum trapping voltages of selected masses. The listed voltage refers 
to the potential difference between the end cap and the ring electrodes. 
C.2 Cylindrical Penn ing Traps 
The hyperbolic electrodes of an ideal Penning trap are difficult to realize in the 
laboratory; however, a suitable substitution can be made by using planar end cap 
electrodes and a cylindrical ring electrode. This design has been implemented in the 
present trap. 
In a cylindrical Penning trap with a ring electrode radius of r0 and an end cap 
separation of 2z0, the electric potential near the center of the trap can be expanded 
in terms of even-ordered Legendre polynomials Pk(co,s0) [49,98,99] 
V{r,0) = -Vo Y, D*\j) Pk(cosd) (C-8) 
where V0 is the potential difference between the end caps and the ring electrode and dQ 
is the characteristic trap dimension defined in section C.l. The expansion coefficients 
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D k can be written as a series expansion of Bessel functions, 
(-l)!^"1 fd0\k^{-l)n+1(2n + l)k-1 
^
k
 fclOfc-3 I * / Z ^ K
-
z
 V^o/
 n = 0 ; m(n+ \) — 
1
 zn 
(C.9) 
In a purely quadrupole field (as in an ideal trap) D2 would be the only surviving 
term in the expansion of the electric potential in Eq. C.8. However, in a cylindrical 
geometry other surviving terms must be taken into account. Excepting D0, which is 
negligibly small, the lowest order coefficients are most important, since r < < d0. D2, 
the quadrupole term, relates the axial oscillation frequency uiz for a trapped particle 
of charge q and mass m to the trapping potential V0 [49,99], 
^ i / ^ z * (a i0 ) 
•"o 
The higher order coefficients describe the anharmonicities in the trap, the most dom-
inant term being D 4 . The presence of D4 introduces an energy-dependent shift in the 
axial frequency 
Auz ^ 3 Ez D4 
uz 2muZ<%D2 { ' ; 
where Ez is the axial energy and mu^d^ ls ^ n e a x i a l w e u depth. The ratio of the axial 
energy to the well depth is typically very small; therefore, the size of the anharmonic-
ity is largely determined by the ratio of D4 to D2. Figure C.3 shows a graph of ^ 
as a function of —, which goes to zero when — ss 1.2. In the present t rap — ~ 1.05, 
Z0 Z0 ZQ 
suggesting that the t rap anharmonicities should be minimal. 
Simulations of ion behavior in the cylindrical t rap were carried out using SIMION 
3D v7.0, a three-dimensional electrostatic lens analysis program developed at the 
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Figure C.3 : Ratio of the dominant anharmonic term D4 to the quadrupole term D2 
in the polynomial expansion of the trapping potential. 
Idaho National Engineering Laboratory. Simulation results for the position of an ion 
of mass 146 amu (corresponding to that of SF^~) as a function of time under typical 
trapping conditions (+3 V on the ring electrode and -5 V on the top and bottom end 
cap electrodes) are shown in Fig. C.4. 
C.3 Trap Design and Operation 
Penning traps require the use of a strong uniform magnetic field. Fields of this na-
ture are often created using a specific geometry of current-carrying wire, such as a 
solenoid. Many of the complexities of such an arrangement can be simplified by using 
permanent magnets to produce the desired field. The Penning trap in the current 
experiments employs a series of rare-earth-permanent-magnets (REPMs) which have 
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Figure C.4 : Simulated results for the position of a trapped SF^ ion as a function of 
time under typical trapping conditions. 
a number of favorable properties. Specifically, REPMs have very large intrinsic mag-
netic moments per unit volume along with a high resistance to demagnetization by 
external or internal fields [100]. Consequently, REPMs can be shaped into a variety 
of arrangements which would cause demagnetization in traditional magnets. This 
makes it possible, through the use of cladding magnets, to construct a geometry of 
permanent magnets which produces a strong uniform magnetic field inside a desired 
volume while limiting the stray fields outside this region. 
In the present apparatus, the trap electrodes are comprised of a cylindrical copper 
ring of radius r0 = 4.2 cm with planar end disc electrodes separated by 2zQ — 8.0 cm, 
J I 1 L 
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Figure C.5 : Cross section of the trap electrodes. 
as shown in Fig. C.5. The end disc electrodes have 1 cm diameter apertures which 
contain fine mesh grids (70 lines/in) to allow ions to be injected into and extracted 
from the trap. These electrodes are immersed in a 0.3 T magnetic field provided by 
an arrangement of seven NdFeB REPMs and two iron discs. Each of the magnets 
has radial symmetry and is magnetized in the direction indicated in Fig. C.6. The 
magnetic field inside the trap is provided primarily by the central cylindrical magnet. 
Magnetic equipotential surfaces are created at either end of the trapping volume by 
a set of iron discs, and the remaining cylindrical and conical cladding magnets aid in 
confinement of the field. 
Because the voltages required for trapping ions also precludes their entrance into 
the trap, the top and bottom electrodes are connected to fast voltage switches. When 
the ions are created, the bottom electrode is biased negative, while the entrance grid 
175 
Figure C.6 : Magnetization of the cladding magnets surrounding the trap electrodes. 
is positively biased to help draw them into the trap. When the ions are near the 
center of the trap the bias on the entrance grid is switched from positive to negative, 
providing axial confinement of the ions. Once the trap has been closed a series of 
short (~ 500 ns duration) extraction pulses is applied to the top electrode to remove 
any free electrons produced by autodetachment. These pulses, which do not affect 
the trap's heavy ion storage characteristics, prevent negative ion formation in the 
trap through free electron attachment to any residual target gas. Ions are extracted 
from the trap by the application of a large positive voltage to the bottom electrode. 
