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Prefazione
Negli ultimi anni si sta registrando un forte sviluppo della comunicazione: e_mail,
videoconferenza, tv on demand, video digitale, videofonia, in un unica parola:
multimediale.
I sistemi di riproduzione multimediale sono intrinsecamente legati al concetto
di tempo: tempo di arrivo del flusso dati, attraverso un mezzo che può essere un
dvd o un network, tempo di decodifica, tempo di riproduzione per giungere in
tempo ai nostri sensi. Un caratteristica del multimediale è la sua forte variabilità:
uno stream di un video d’azione non può essere paragonato ad uno stream di un
monologo, entrambi però devono produrre un flusso video di un certo numero di
immagini al secondo, tipicamente 25, per darci la percezione di fluidità, quindi di
immagini in movimento. Quello che cambia è il processo di decodifica del flusso
dati proveniente dal mezzo, network o dvd ad esempio: in un caso tale processo
è poco costoso, in termini di tempo di computazione, in un altro no. Da questa
variabilità nasce l’esigenza di avere strumenti di decodifica, o più completamente
di riproduzione, capaci di adattarsi alle differenti caratteristiche dello stream.
I sistemi real time ci aiutano a risolvere questi problemi, in quanto forniscono
garanzie su dei vincoli temporali: se una immagine deve essere visualizzata ad un
certo istante, avere la garanzia che quella immagine è pronta prima di quell’istante
è un fattore molto importante.
Questo lavoro ha come scopo quello di studiare possibili soluzioni software
multimediale per sistemi Soft Real Time. Il lavoro si è svolto nell’ambito del
progetto OCERA [14], è si è basato sullo studio di due algoritmi di scheduling
soft real time innovativi, il Feedback scheduling [5] e il Costant Bandwidth Serv-
er scheduling [21], parti del progetto OCERA, e di testarne le performance sul
software multimediale open source Xine [24].
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Capitolo 1
Introduzione
1.1 Obbiettivi
Nell’ambito del progetto Ocera, il mio lavoro si è concentrato su di uno studio di
possibili soluzioni software, di tipo multimediale, per sistemi Real Time.
I sistemi Real Time oggi non sono utilizzati solo per categorie di applicazioni
di ”grosso calibro” (sistemi di controllo di grosse industrie automatizzate, siste-
mi automatici per le raccolta dati), ma sono presenti in una versione integrata,
embedded, in moltissimi dispositivi ellettronici di largo uso, pensiamo ai cellu-
lari. Questo spinge sempre più un settore come l’Information Technology a ricer-
care nuove soluzioni, hardware e software, per le nuove esigenze che il mercato
propone.
La motivazione di questo lavoro non è stata quella di sviluppare un nuovo
software , bensì di studiare l’applicazione di algoritmi innovativi di schedulazione
a un software multimediale esistente. Mi sono concentrato su di un software in
voga in questo momento e su di esso ho condotto i miei esperimenti. L’utilizzo
di un software già esistente mi ha consentito di partire da una base ”funzionan-
te”, per estenderla verso una visione più ”Real Time” in modo tale da testare la
potenza di questi algoritmi di schedulazione, ad esempio in situazioni limite, dove
il buon funzionamento del software multimediale è pesantemente compromesso,
se lasciato alla mercè delle normali impostazioni, di schedulazione, di un sistema
operativo tradizionale. Il software da me scelto per questi esperimenti è stato Xine
[24]
Questo studio, oltre a fornire una base per sviluppi futuri di software per gli
ambienti soft real time, consente di svincolare il software multimediale, in questo
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caso, dalla potenza di calcolo di una particolare architettura: pensiamo ad un
video di ultima generazione, prendiamo un DVD, viene naturale pensare ad una
speciale architettura in grado di riprodurlo senza sforzi, un DVD player, oppure
un PC con una potente scheda video e un potente processore, tali da consentirci
un’ottima visione senza scatti e senza sbalzi di colore. Nessuno penserebbe di
utilizzare un PC di quattro anni fa per fare una cosa simile. Ebbene, con questo
studio sono stato in grado di conoscere il carico, in termini di tempo macchina,
di un video mpeg, cioè un DVD o un file video di ultima generazione, durante la
sua riproduzione, su una architettura AMD Athlon(tm) XP 2000. Conoscendo il
carico della macchina e applicando degli algoritmi di schedulazione "intelligen-
ti" è possibile pensare di vedere un DVD su architetture non performanti, senza
necessariamente costruirne una ad-hoc per il tipo di applicazione. Le potenzialità
offerte da un simile approccio sono notevoli: risparmio nell’acquisto di hardware,
ottimizzazione dell’uso delle risorse, ecc. Dai test effettuati si è infatti potuto con-
statare di quanto migliorino le performance del software di riproduzione in casi
di pesante utilizzo del processore da parte di altri processi, cosa che in situazioni
normali provocherebbe il malfunzionamento del software e quindi una sostanziale
riduzione della qualità video.
1.1.1 Indicatori: Profili di decodifica
Le misurazioni e i test condotti hanno consentito l’individuazione di indicatori che
sono stati usati per permettere più accurate schedulazioni; grazie a queste mis-
urazioni sono stato in grado di tracciare dei profili di decodifica per alcuni video
usati come campioni, profili che forniscono una mappa abbastanza dettagliata del
film in questione e della loro struttura di codifica: tipo dei frame, tempo decodifi-
ca... ecc, soprattutto quest’ultimo è stato fondamentale per la scelta dei parametri
per i vari algoritmi di scheduling usati, CBS e Feedback scheduling: sapere il
tempo medio di decodifica di un frame significa sapere quanto tempo ha bisog-
no il task di decodifica per l’operazione, poter prevedere quanto tempo occuperà
la CPU a decodificare un frame significa poter schedulare con precisione il task
dedicato a tale operazione. In realtà dagli esperimenti è emerso che vi è una certa
variabilità intrinseca dello stream video, variabilità che complica le privisioni sui
tempi di decodifica di un frame. E’ naturale pensare che un video molto movi-
mentato risulti più pesante in termini di decodifica che un video con un monologo,
ma non è solo questo: nello standard mpeg2, quello dei DVD, non vi è una chiara
definizione del tipo di stream e delle modalità di creazione delle immagini com-
presse, questo rende gli algoritmi di compressione, sempre più efficienti, ma che
8
rientrano nelle definizioni standard dell’MPEG, oggetto di costante studio da parte
di aziende che hanno tra i loro prodotti codec integrati per la digitalizzazione di
un flusso video.
La decodifica di un bit-stream video mpeg, come vedremo molto più dettagli-
atamente nel capitolo 3 a pagina 36, è un insieme di passaggi standard, il cui
risultato è un immagine pronta per essere visualizzata. Le informazioni tuttavia
racchiuse nel bit-stream possono avere una loro struttura interna, dovuta a tecniche
di codifica più sofisticate o meno, struttura che si fa sentire sull’intero processo
di decodifica: possiamo avere andamenti ripetitivi della struttura, variabili, legati
a tempi di decodifica a loro volta molto variabili. Questa variabilità pesa sulle
previsioni che adoperiamo per ottimizzare le schedulazioni.
1.1.2 Risultati Sintetici
Ho svolto vari esperimenti di riproduzione con varie tipologie di film, e ho raccolto
una notevole quantità di informazioni: tipo di codifica usata, periodicità del tipo
immagini nel tempo, variabilità intrinseca dei film riprodotti.
Questi profili di film, più importante di tutti il tracciato dei tempi di decodifica
dei frame, di cui vediamo un esempio in figura nella pagina successiva,
9
Figura 1.1: Esempio di profilo di decodifica di un film
hanno reso possibile una forma di interpretazione del carico della macchi-
na impegnata nella decodifica del video, e come tale carico si evolve nel tem-
po. Sfruttando i dati così raccolti, ho svolto vari test con e senza gli algoritmi
di schedulazione e ho potuto constatare dei notevoli cambiamenti nella qualità
video, specialmente nei casi di notevole carico: l’ausilio di algoritmi di schedu-
lazione consentiva di vedere un DVD senza scatti anche quando la macchina era
impegnata in operazioni ad elevata complessità computazionale, cosa che non era
assolutamente possibile fare senza questi algoritmi, pena la pessima qualità video
del film.
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1.1.3 Il multimediale e il tempo
Applicazioni software come la riproduzione di un video o video-conferenza (mul-
timedia streaming), rientrano in quella classe di applicazioni in cui il concetto di
tempo è molto importante: una corretta riproduzione di un flusso video e audio è
intrinsecamente legata al tempo in cui tale flusso di dati arriva, al tempo necessario
per essere processato, al tempo in cui deve essere riprodotto per giungere in tempo
ai nostri sensi.
Gli stream video, in particolare la videoconferenza ma non solo, sono carat-
terizzati dai dei tempi propri di visualizzazione1: tipicamente un un film, un DVD
ad esempio, ha un frame-rate2 di 25 Frame al secondo ( fps ), questo significa che
”obbligatoriamente” una immagine deve essere visualizzata ogni 40 millisecon-
di. A questa velocità infatti il nostro cervello è incapace di cogliere le differenze
tra una immagine e la successiva, e ci da la sensazione di un flusso continuo di
immagini.
Questo concetto di temporizzazione, legato al multimediale, è in contrasto con
la filosofia dei sistemi operativi tradizionali: non è possibile stabilire con esattezza
quando una immagine è pronta per essere visualizzata. Quello che ci serve dunque
è qualcosa in grado di ”assicurarci” che l’immagine I che dovrà essere visualizzata
all’istante tI sia pronta all’istante tI−x, ossia in tempo per essere visualizzata al
momento esatto in cui occorre.
A questo proposito ci corrono in aiuto i sistemi Real Time.
Questi sistemi sono in grado di garantire i tempi di risposta, grazie alla conoscen-
za a priori dell’evoluzione temporale dei processi del sistema. Le proprietà di
questi sistemi forniscono una garanzia sul tempo in cui un certo evento deve aver
terminato le proprie operazioni e sono esattamente quello che noi cerchiamo: se
per noi l’evento è l’immagine o il frame decodificato e pronto per la visualiz-
zazione, capiamo bene il grado di parentela tra i sistemi real time e le applicazioni
multimediali. Come sarà chiarito in dettaglio in seguito, è da prediligere un ap-
proccio Soft Real Time piuttosto che Hard Real Time: nei sistemi hard real time
occorre conoscere con precisione la durata dell’evento in termini computazion-
ali, cosa che non è possibile fare a causa della non prevedibilità di eventi come
le immagini. L’approccio Soft Real Time consente di ”riservare” delle risorse di
sistema per gestire in maniera più flessibile questi eventi legati a tempi imprecisi
per natura.
1Vedremo nei capitoli successivi come un mpeg abbia un Presentation Time Stamp, istante di
visualizzazione dell’immagine
2Immagini al secondo, tale da farci percepire una continuità del video
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OCERA è il Sistema Real Time che fa al nostro caso.
1.2 Progetto Ocera
1.2.1 Cos’è OCERA
OCERA [14], che sta per Open Components for Embedded Real-time Applica-
tions, è un progetto Europeo che ha come scopo quello di fornire a Linux funzion-
alità real-time innovative, per essere utilizzate nei sistemi dedicati ( Embedded
systems ). Il progetto OCERA ha scelto RTLinux [11]3 come base di partenza,
puntando soprattutto sulla ricerca di nuovi algoritmi di scheduling per le esigenze
di vario tipo, fault-tolerance, comunicazioni Real-time, multimedia.
L’obbiettivo principale è quello di implementare delle componenti software,
flessibili, configurabili, robuste e open-source, per lo sviluppo di applicazioni per
sistemi Real Time embedded.
L’attuale tendenza ad integrare sempre più componenti software nei sistemi
embedded, ad esempio negli equipaggiamenti delle automobili, cellulari, ma non
solo, rende necessaria una forte ”Ingegnerizzazione” di suddetti software, in mo-
do da ottenere prodotti veloci, affidabili, di basso costo ma soprattutto conformi
a delle specifiche di qualità del servizio (QoS) indispensabili quando abbiamo a
che fare con le comunicazioni. Una progettazione ben fatta del software, ma so-
prattutto la comprensione esatta dei concetti legati ad essa, come le tecniche Real
Time, spesso mal poste o mal comprese, si veda a tal proposito il concetto ve-
locità in 2.1 a pagina 14, contribuisce in maniera sostanziale alla fuoriuscita di un
prodotto flessibile ottimizzato e per questo altamente competitivo. La motivazione
essenziale di questo progetto è di proporre soluzioni innovative, migliorando in
generale la produttività e la flessibilità dell’intero ciclo produttivo.
1.2.2 Ocera e l’Open Source
Nelle Telecomunicazioni, come nel monitoraggio dei sistemi, abbiamo visto che
ci sono dei vincoli temporali da rispettare. I sistemi operativi dedicati risolvono
queste problematiche, ma ad un costo molto alto sia in termini economici che di
complessità. L’uso di sistemi operativi open source come Real-Time Linux, può
migliorare il processo di sviluppo in molti modi: in particolare, la filosofia del
modello di sviluppo dell’open source, basato sulla comunità di programmatori
3Tale scelta sarà motivata nel capitolo dedicato ai sistemi Real Time
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sparsi per la rete, può essere efficaciemente adottata anche per l’implementazione
di applicazioni real time critiche, migliorando l’affidabilità e l’estendibilità, in-
tesa come miglioramenti possibili, del software. Un altro motivo a favore del-
l’open source è la presenza di molti strumenti di sviluppo: compilatori, debugger,
profiler.
1.2.3 Workpackage
Il progetto punta ad un rapido sviluppo del software, con test, verifiche e vali-
dazioni, analisi di performance e di concorrenza con altri prodotti e si articola in
13 ”workpackages”, o gruppi di lavoro, che comprendono 5 unità di lavoro. I
risultati vengono controllati e confrontati con le reali esigenze, questo grazie alla
prima unità Analisi e Specifica: l’analisi dello stato dell’arte degli RTOS (WP1) in
congiunzione con i risultati dell’analisi del mercato (WP3) consentono di definire
funzionalità e tipologie dei sistemi embedded, per la comprensione dei requisiti
hardware e software (WP2). Dalla specifica di questi requisiti, l’Unità di sviluppo
si concentra sulla progettazione e implementazione di un appropriata tecnica, in
seno al Work Package 4 (WP4) per il resource managemen, al WP5 per lo schedul-
ing, al WP6 per la fault-tolerance e al WP7 per le comunicazioni. La valutazione
dei risultati è organizzata nella terza Unità di lavoro, in seno al WP8, Integrazione,
e al WP9, valutazione delle reali applicazione.
Grazie alla pubblicazione dei moduli e la loro diffusione, quindi utilizzo, si
permette una comunicazione tra i partner. Queste comunicazioni e interazioni
vengono periodicamente riportate nei meeting, nelle mail e nella sezione supporto
della web page. Queste sono Unità dei Work Package WP11 WP13, il WP12
punta sulle valutazioni finali, risultati e aspettative.
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Capitolo 2
Sistemi Real Time
2.1 Cosa sono i Sistemi Real Time
RTOS, Real Time Operating System, è un termine generico che potremo tradurre
in questo modo: ambiente che supporta applicazioni Real Time.
I sistemi Real Time sono sistemi operativi utilizzati in applicazioni di controllo
che richiedono una stretta interazione con l’ambiente che li circonda. I sistemi
operativi tradizionali invece sono progettati per l’interazione con l’uomo, cosa
che non da luogo a situazioni particolarmente critiche.
Un sistema si definisce Real Time quando la correttezza del suo funziona-
mento non dipende solo dall’efficacia delle operazioni di controllo, ma anche dal
tempo in cui sono inviate.
Affinchè il sistema controlli in modo appropriato l’ambiente a cui è collegato,
è necessario che le sue risposte arrivino in opportuni intervalli di tempo. L’obbi-
ettivo dello studio dei Sistemi Real Time è il dimensionamento di tali intervalli di
tempo.
Figura 2.1: Sistema Real Time
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Figura 2.2: Schedulazione dell’insieme J su 3 processori
Figura 2.3: Schedulazione dell’insieme J su 4 processori
I sistemi Real Time non sono sistemi veloci, la cui velocità viene presa come
garanzia del rispetto dei tempi: questa concezione è del tutto sbagliata. Se non
ci sono metodi scientifici capaci di analizzare le caratteristiche di un insieme di
task per poterne prevedere il comportamento, non è possibile stabilirne a priori
l’evoluzione temporale, di conseguenza nessuno ci assicura che spostando l’in-
sieme di task su di una architettura più potente si ottengano dei tempi di risposta
inferiori.
Nell’esempio in figura 2.2, vediamo come vengono gestiti, schedulati, un in-
sieme di 9 task J1..9 su di una architettura a 3 processori. Supponiamo di non
rientrare nei tempi previsti dalla nostra applicazione, e invece di adottare una
qualche tecnica scientifica che ci dia una qualche garanzia, ci affidiamo ad una
scelta empirica, che è quella di cambiare architettura.
La scelta di una architettura più potente non solo non migliora le cose ma le
peggiora: vi è uno spreco inutile di risorse, inoltre l’ultimo job termina ancora più
in ritardo rispetto all’architettura a 3 processori.
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E’ dunque palese l’importanza di un approccio non empirico ai problemi di
schedulazione, e quindi un corretto dimensionamento dei tempi che lo studio dei
sistemi real time è in grado di fornirci.
Di sistemi Real Time ne troviamo molti in giro, generalmente si parla di pic-
coli sistemi integrati per applicazioni dedicate come i cellulari, ma questo basta
per farcene comprendere l’importanza.
Prima di entrare nel vivo di un sistema Real Time, ci soffermiamo sullo stan-
dard Posix, per la sua importanza nei sistemi Real Time e non.
2.2 Posix
2.2.1 Introduzione a Posix
POSIX sta per Portable Operating System Interface, ed è uno standard, ma non
solo, sviluppato congiuntamente da IEEE e The Open Group [23], ma è anche un
insieme di gruppi di lavoro che lavorano per un risultato finale. Ognuno di questi
gruppi cerca di studiare e proporre delle soluzioni.
Le prime standardizzazioni POSIX riguardavano chiamate di Unix come fork,
system, la gestione dei thread. Con il passare del tempo sono state aggiunte nuove
caratteristiche, maggiore complessità, nuovi concetti software.
POSIX è dunque sinonimo di portabilità e compatibilità con Unix: Rendere
GNU/Linux un vero Unix compatibile vuol dire rendere il sistema operativo e gli
strumenti di sviluppo aderenti allo standard. Tuttavia le certificazioni degli stan-
dard POSIX hanno un costo elevato e questo crea molte difficoltà agli sviluppatori
Linux a lavorare per una completa conformità a POSIX.
2.2.2 Lo Standard
Esso definisce l’interfaccia, ma non l’implementazione, standard tra il Sistema
Operativo e l’ambiente esterno al sistema, a partire dall’interprete dei comandi (o
"shell") fino alla portabilità, a livello di codice sorgente, delle varie applicazioni.
Questo standard è composto da quattro componenti.
1. Base Definitions: Include i concetti e termini generali dello standard.
2. System Interfaces: Comprende le definizioni dei servizi di sistema per il
linguaggio C: funzioni e loro portabilità, gestione dell’errore e recupero.
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3. Shell and Utilities: Contiene le definizioni a livello codice sorgente per i
servizi dell’interprete dei comandi.
4. Rationale: Comprende tutto ciò che non rientra negli altri documenti.
La versione corrente di POSIX è: The Open Group Base Specifications Issue 6,
e anche IEEE Std 1003.1-2001. Lo standard IEEE Std 1003.1-2001 comprende
un set di strumenti utili allo sviluppo di applicazioni Real Time, in particolare
embedded real-time. Tali strumenti in realtà sono opzionali e per questo motivo
lo standard IEEE Std 1003.1-2001 definisce delle estensioni che raggruppano tutte
queste funzionalità: XSI Option Groups.
Tra i molti Standard Posix, citiamo quelli di interesse per i sistemi embedded
1003.1 System Interface: definisce le API per la gestione dei processi, I/O dei
dispositivi, I/O del filesystem, e le Inter Process Communication (IPC).
Questo serve come descrizione delle funzioni base di un Sistema Operativo
Unix-like, utile come standard per molte applicazioni.
1003.1b Realtime Extensions: vengono definite delle estensioni Real Time come
semafori, scheduling prioritario, segnali Realtime, Timer Control ad alta
risoluzione, primitive IPC potenziate, I/O sincrono e asincrono.
1003.1c Threads Extension: strumenti per la creazione e l’utilizzo di multithread-
ing, con esecuzione con spazio di indirizzamento dato.
1003.1d Additional Realtime Extensions – Descrizione degli Handlers Interrupt
1003.1j Advance Realtime Extension
Application Environment Profiles: definisce diversi AEPs (Realtime AEP, Em-
bedded Systems AEP, ecc.) per adattarsi alle differenti esigenze. Questi
profili rappresentano i Sistemi Operativi con e senza filesystems e altre
peculiarità.
2.2.3 Perchè Posix
Il problema più comune quando si parla di applicazioni Real Time, è che gli RTOS
spesso tendono ad essere equipaggiati con delle funzionalità proprie, API speci-
fiche di quel particolare prodotto. Questo è tipicamente dovuto alla concorrenza
tra i vari produttori di sistemi Real Time, e all’assenza di uno Standard Industriale:
per essere competitivi e alternativi si fa un uso massiccio di sistemi e API proprie.
POSIX rappresenta un tentativo di unificazione.
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2.3 Sistemi Hard e Soft
Nella figura 2.1 si osserva che la risposta del sistema di controllo alla sollecitazione
f (t) dell’ambiente, ha un ritardo. Tale ritardo, che è dovuto ai tempi di calcolo
propri del sistema di controllo, è un fattore critico: se il risultato è prodotto con
un ritardo troppo elevato, l’ambiente può rispondere in maniera scorretta. Da ciò
che potrebbe accadere al verificarsi di un tale evento, le applicazioni di Sistemi
Real Time vengono divise in due categorie:
Hard real time Applicazioni in cui un ritardo può causare una catastrofe ( Ar-
mamenti militari, Catene di montaggio, Centrali Nucleari )
Soft real time Applicazioni in cui un ritardo genera solo un abbassamento della
qualità di un servizio, ma niente di catastrofico ( Centrali telecomunicazioni,
Sistemi multmediali, Simulatori )
In questo studio, noi ci riferiamo alle applicazioni soft real time.
2.3.1 Real Time e Multimedia
Un’applicazione per la riproduzione di uno stream multimediale non può essere
considerata hard real time. La variabilità intrinseca dei tempi dei processi legati
alla decodifica dello stream, rende problematico il calcolo a priori dell’evoluzione
temporale di questi task, di conseguenza l’approccio hard real time basato sulla
conoscenza precisa di questi tempi non può essere utilizzato.
In un sistema hard real time una deadline miss è un evento che non si può
verificare: un simile evento non solo compromette l’esito del processo che ha
superato il tempo previsto, ma può compromettere tutti i processi che lavorano
su quel sistema. Se in un aereo il ”task” timone non risponde ai comandi entro
i tempi previsti, l’aereo precipita, non è molto interessante a questo punto sapere
cosa hanno fatto gli altri task e se sono stati in grado di terminare i propri compiti
a prescindere dal task che ha fallito, l’aereo precipita e basta e l’evento è talmente
tragico che non si deve assolutamente presentare.
In un sistema soft real time, una deadline miss è sempre un evento che si
preferisce evitare, ma al contrario di un sistema hard real time, il suo scatenar-
si non provoca il fallimento dell’intero sistema e di conseguenza qualcosa di
catastrofico. Se una immagine viene saltata per un ritardo inatteso, cioè si ver-
ifica una deadline miss, ossia un mancato rispetto delle temporizzazioni calcolate,
questo non causa di certo perdita di vite umane o esplosioni di chi sa quale entità,
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semplicemente abbiamo un abbassamento della qualità video e magari neppure
percettibile all’occhio umano. Ma soprattutto la mancata visualizzazione di una
immagine a causa di un ritardo imprevisto non può e non deve compromettere
l’esito degli altri task del sistema: qui una deadline miss è contemplata in un certo
senso, in modo tale che al verificarsi di un evento simile venga compromesso il
solo task che ha causato il ritardo, e non gli altri. A differenza di un aereo è im-
portante garantire che tutti gli altri task proseguano i loro compiti come se l’errore
causato dal task fallito non fosse mai occorso.
E’ per questi motivi che si adottano approcci soft real time, che consentono
una certa elasticità nel dimensionamento dei tempi, e la possibilità di far pros-
eguire il lavoro anche in caso di una deadline miss.
2.4 Obbiettivo di un sistema Real Time
Come abbiamo accennato in 2.1 a pagina 14, l’obbiettivo di un sistema real time
è il dimensionamento di talune variabili del sistema, tali da rendere il controllo
efficace entro i tempi consentiti. Tutto ciò si traduce nella ricerca di una Schedu-
lazione fattibile per un insieme di processi caratterizzati da dei parametri e
vincoli. Per vincoli si intendono non solo i vincoli temporali legati alla presenza
di un tempo da rispettare, deadline, ma anche alla precedenza del processo rispet-
to ad altri processi del sistema, o alla gestione di risorse1 condivise anche con
altri processi. Il sistema operativo Real Time, cioè il sistema di controllo, si deve
cioè preoccupare di come eseguire i processi che stanno nel sistema, rispettando i
vincoli di ognuno di essi.
2.4.1 Parametri caratteristici di un sistema Real Time
Un processo di un sistema real time è dunque caratterizzato da molti fattori: nella
sua accezione più generale, un processo è una attività di calcolo connessa all’ac-
quisizione di informazione dall’ambiente, attraverso delle periferiche o sensori, e
alla produzione di un risultato o all’attuazione attraverso dei dispositivi. Tale pro-
cesso in generale può essere caratterizzato da parametri come il tempo di calcolo,
istante di inizio computazione, istante di termine computazione; nei sistemi real
time le cose si complicano e servono altri parametri:
ti Processo i-esimo dell’applicazione
1entità che può essere utilizzata da uno o più processi: memoria condivisa.
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Figura 2.4: Job di un sistema Real Time
ri request time istante di arrivo della richiesta
di deadline istante entro il quale il processo deve terminare
si start time istante di inizio elaborazione
fi finishing time istante di termine elaborazione
Ci computation time tempo di elaborazione totale
Di deadline relativa al tempo di partenza
Ri response time tempo di risposta della richiesta
La figura 2.4, indica una sola istanza di esecuzione del processo in ques-
tione, infatti una istanza successiva può essere completamente diversa, per questo
motivo chiamiamo la singola istanza ”Job”.
Dato un insieme di processi o task ti = {t1, ..., tn}, caratterizzati da un insieme
di parametri temporali, e vincoli da rispettare, l’obbiettivo di un sistema Real Time
è di trovare una schedulazione fattibile e un algoritmo che sia in grado di generare
questa soluzione.
2.5 Algoritmi di Schedulazione
Nel 1975 è stato dimostrato che un insieme di processi di cui siano noti i vincoli
temporali, di precedenza, e di condivisione delle risorse, è computazionalmente
intrattabile se lasciato nella sua forma generale:
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• Tutti i task devono terminare entro la propria deadline
• Tutti i vincoli di precedenza devono essere rispettati
• Tutte le risorse condivise siano accedute in maniera corretta (mutua esclu-
sione).
Per questo motivo il problema della schedulazione viene semplificato, concen-
trando l’attenzione su casi particolari di interesse reale e facendo delle assunzioni
sul comportamento dei task. Se si ammette la preemption2 ad esempio, si sempli-
ficano di molto le cose, oppure si annullano tutti i possibili vincoli di precedenza
o sulle risorse. Si possono fare delle assunzioni sui tempi di arrivo dei task ri, ad
esempio considerando simultanei gli arrivi, oppure considerando i task periodici.
2.5.1 Task Periodici e task Aperiodici
Nei sistemi dedicati al controllo di dispositivi automatici, pensiamo ad una catena
di montaggio, i processi connessi alle attività sono periodici: tutte le richieste
di esecuzione vengono inoltrate ad intervalli regolari, il tempo di esecuzione è
sempre lo stesso, non ci sono vincoli di precedenza o di risorse condivise. In
questi casi un possibile algoritmo che produce una schedulazione fattibile è il
Rate Monotonic: ad ogni task è assegnata una priorità fissa pi ∝ 1Ti inversamente
proporzionale al periodo. Considerando il tempo Ci di elaborazione totale del
task, questo deve essere necessariamente compiuto entro il periodo Ti del task. Se
definiamo come Fattore di Utilizzazione il rapporto tra il tempo di elaborazione
totale e il periodo: Ui = CiTi , otteniamo una stima del carico che quel task ha sul
sistema. Sommando tutte queste stime otteniamo una stima complessiva del carico
che tutti i task hanno su quel sistema: U = ∑iUi. Nel 1973 Liu e Layand [25]
scroprirono l’esistenza di un valore minimo di U ( UlubU least upperbound ),
condizione necessaria per produrre una schedulazione fattibile. Nel caso del Rate
Monotonic Ulub = n(21/n−1), dove con n indichiamo i task presenti nel sistema.
Un altro importante algoritmo è l’ Earliest Deadline First (EDF), in cui la
priorità ai task è assegnata in modo dinamico: pi(t) ∝ 1di(t) , questo consente al
sistema operativo di schedulare il task che ha la Deadline più imminente. Questo
algoritmo è valido sia per task set periodici che aperiodici, ma data l’attivazione
2E’ la possibilità di un task di sospendere un altro task, se ha una priorità di esecuzione
maggiore.
Figura 2.5: Schedulazione task periodici
dinamica dei task, nei sistemi che adottano questo algoritmo deve essere consen-
tita la preempition: un task a più alta priorità rispetto al task che sta lavorando,
viene subito attivato e mandato in esecuzione, sospendendo l’esecuzione del task
a priorità più bassa.
2.6 Introduzione ai Server Aperiodici
Nel 2.5.1 nella pagina precedente abbiamo affrontato il problema della schedu-
lazione su insiemi di processi omogenei, cioè o tutti periodici o tutti aperiodici,
ma ci sono casi in cui un insieme di task può essere composto sia da task periodici,
sia da task aperiodici. Supponiamo di avere un sistema in cui sono presenti due
soli task periodici che vengono schedulati nel seguente modo.
Supponiamo adesso che, da parte di un dispositivo che è attivo su quel sistema,
giunga una richiesta di schedulazione di un nuovo task.
In questo caso il sistema operativo potrebbe servire le attività aperiodiche nei
momenti in cui è libero dalla schedulazione dei task periodici. In un certo senso
si dedica alle attività aperiodiche quando non è occupato. Appare evidente che
il tempo di risposta dei task periodici può variare di molto. Nel caso mostrato in
figura l’iperperiodo H, calcolato come m.c.m. tra i periodi dei task, è abbastanza
piccolo, 12, e questo fa si che il tempo di risposta della richiesta aperiodica sia
abbastanza contenuto. Ma nei casi in cui i task periodici sono molti, il tempo
di risposta di un task aperiodico può essere molto alto, in quanto gli slot liberi
dell’idletime3 sono molto sparpagliati. Potendo ”diluire” l’idletime in maniera
3Numero di slot temporali in cui il sistema è libero nell’iperperiodo
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Figura 2.6: Schedulazione task periodioci più task aperiodico
più intelligente è possibile migliorare il tempo di risposta del task aperiodico:
questo viene realizzato tramite un Server che viene periodicamente eseguito come
un normale task periodico, ma si dedica alla gestione delle richieste aperiodiche
giunte nel sistema. Il task server si risveglia ad ogni periodo Ts e controlla se
nella sua coda sono presenti delle richieste aperiodiche, se sono presenti vengono
eseguite per un tempo cs4. La capacità del server cs viene consumata quando la
richiesta aperiodica viene servita, di conseguenza dovrà essere ricaricata, secondo
delle tecniche dipendenti dal tipo di algoritmo scelto.
2.7 Reservetion Based vs Adaptive Reservation
Come detto in 1.1.3 a pagina 11 e in 2.3.1 a pagina 18, sono da prediligere i
sistemi soft real time per le applicazioni multimediali. Tipicamente la decodifica
di una stream video è un lavoro, computazionalmente parlando, contraddistinto
da una forte variabilità: la visione di una commedia all’italiana, dove sono molti
i dialoghi e poche le scene d’azione, comporterà un carico in termini di tempi di
decodifica di molto inferiore rispetto ad uno stream di un film di fantascienza con
bruschi cambi di scena, scene d’azione, esplosioni. In entrambi i casi la filosofia
di un sistema hard real time, con i tempi critici da rispettare, non va bene: come
possiamo assegnare un tempo la dove la variabilità è così alta? Sarebbe come
pretendere di andare con una bicicletta senza cambio e con le ruote piccole su e
giù per una collina: ammesso di riuscire a compiere il viaggio, avrebbe un prezzo
4Capacità del Server o Budget
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abbastanza alto in termini di lavoro muscolare. Possedere una mountain bike con
cambio invece comporterebbe indubbiamente una minore fatica. Ecco perchè si
preferiscono filosofie soft real time, in cui una più flessibile gestione dei tempi,
leggi cambio, ci consente di lavorare con contenuti multimediali, leggi colline,
dove l’andamento non è sempre lo stesso. Le tecniche qui illustrate sono per
sistemi soft real time, e mostrano due approcci diversi al concetto di Riserva di
risorse.
2.7.1 Costant Bandwidth Server (CBS)
Con quale strategia viene deciso il task da eseguire, e quando farlo terminare?
Tali decisioni vengono prese in base alla priorità e alla deadline del task, e come
abbiamo visto in 2.5.1 a pagina 21 ci possono essere soluzioni in cui la priorità e la
deadline sono fisse, altre in cui sono dinamiche, altre in cui si tiene di conto anche
del tempo di calcolo richiesto dal task. L’approccio più semplice è quello che
assegna staticamente la priorità ai task in esecuzione: pi ∝ 1Ti
5, e dove la deadline
coincide con il periodo Ts6, ma ci sono approcci in cui sia la priorità sia la deadline
sono dinamiche: pi(t) ∝ 1di(t)
7.
Tra gli algoritmi Reservation Based (RB) [6], cioè che introducono il con-
cetto di Riserva di risorse (si alloca una frazione della banda della CPU ad ogni
task), prendiamo in esame il Costant Bandwidth Server (CBS) [4].
Con questo algoritmo, i task periodici sono schedulati con EDF, all’arrivo di
una richiesta aperiodica rk con tempo di calcolo ck, il task viene schedulato con
una deadline pari a quella del server, e se la sua deadline è la più imminente
viene subito mandato in esecuzione, la capacità è scaricata a mano a mano che
la richiesta viene servita. Quando la capacità è zero si interrompe l’esecuzione
della richiesta, si ricarica la capacità del server ma viene spostata in avanti la sua
deadline, in modo da garantire al server aperiodico una banda costante nel tempo
Us. Tale banda viene calcolata come rapporto tra la capacità massima del server
Qs e il suo periodo Ts.
Quando arriva una richiesta aperiodica al server, prima di tutto dobbiamo
verificare lo stato in cui si trova il server:
• Server Attivo: significa che sta servendo un’altra richiesta, questa viene
messa nella coda del server.
5dove pi è la priorità e Ti è il periodo del task
6Algoritmo Rate Monotonic
7Algoritmo Earliest Deadline First
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Figura 2.7: Gestione della capacità nel CBS
• Server Idle: si verifica se il server è in grado di servire la richiesta e con
quali parametri.
La verifica deve essere fatta in quanto un task precedentemente servito può aver
consumato della capacità, bisogna vedere se con la capacità residua il sistema in
grado di soddisfare la richiesta.
Come si vede nella figura 2.7, all’arrivo della richiesta r1, viene impostata la
deadline d1 e viene servita la richiesta. Durante l’intervallo in cui la richiesta
r1 viene servita, viene consumata parte della banda disponibile, quando arriva la
richiesta r2 si verifica se c’è banda sufficiente per gestirla: cs ≤ (ds− t)Us. La
quantità (ds− t)Us è la Capacità Residua e se non è sufficiente a soddisfare la
richiesta aperiodica, occorre cambiare i parametri del server: cs = Qs,ds = t +Ts,
dove t è il tempo di arrivo della richiesta.
Quando la capacità viene esaurita, viene immediatamente ricaricata spostando
in avanti la dedaline del server. Questa soluzione fa si che i task aperiodici non
occupino mai una banda superiore a Us, e questo consente ai task periodici del
sistema di essere Protetti da un eventuale comportamento anomalo di un task.
Questo concetto, comune a tutti gli algoritmi Reservation Based, è noto come
Isolamento Temporale e garantisce che la schedulabilità del task dipenda solo
dal comportamento del task stesso e della banda, budget, ad esso assegnata.
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2.7.2 Modulo CBS
Il Constant Bandwidth Server (CBS) [4] di Ocera è stato sviluppato per le richieste
dei task di tipo Soft Real Time. Per evitare ritardi impredicibili su dei task Hard
Real Time, i task Soft sono isolati e protetti temporalmente attraverso il meccan-
ismo di Bandwidth Reservation: ad ogni task soft viene assegnata una frazione
della CPU e il task viene schedulato in modo tale da non chiedere più della ban-
da ad esso assegnata. Questo è ottenuto assegnando ad ogni task τ(i) soft, una
deadline calcolata come funzione della banda riservata e della sua attuale richi-
esta, al task τ(i) è associata una coppia (Q(i),P(i))Budget,Reservation il cui rap-
porto B(i) = Q(i)/P(i)è definito come Banda, Bandwidth. Se un task ha bisogno
di maggiore tempo macchina per eseguire le sue operazioni, la sua deadline viene
spostata e la propria banda riservata non viene comunque superata. Come detto
nel paragrafo precedente, il task in questione risulta isolato e in caso di overrun,
risulta compromesso eventualmente il task stesso e non gli altri task di sistema.
Grazie a questa proprietà possiamo considerare il task τ(i) come se girasse su di
una CPU virtuale, avente una velocità B(i), frazione della velocità della CPU,
con un tempo di fine task virtuale v(i)k , virtual finishing time, inteso come tempo
di fine su quella CPU Virtuale con velocità B(i). Questo consente di garantire la
schedulabilità degli altri task, hard, con i classici metodi di analisi.
Nel pacchetto si trovano, oltre al modulo che va caricato nel kernel di OCERA,
delle utility che ne consentono l’utilizzo. Sotto ./utils c’è il programma wrapper
che è quello che va usato per lanciare un programma sfruttando le funzionalità del
CBS. Questo solo se il programma non comprende già delle chiamate proprie ai
moduli del CBS, come ho fatto in Xine, comunque è stato interessante osservare
il comportamento dell’intero programma con il CBS.
Per assegnare al programma budget e periodo si lancia wrapper seguito dal
budget e periodo più il path completo del programma da lanciare, ad esempio:
wrapper 10000 40000 /usr/bin/xine le_da_riprodurre.mpg.
In questo modo il programma usa solo la banda assegnata.
2.7.3 Adaptive Reservation Based: Qos Manager (QMGR)
Come già detto, applicazioni time-sensitive come la video conferenza e lo stream-
ing video sono largamente usate. Abbiamo inoltre visto come siano sconsigliate
tecniche hard real time per questi tipi di applicazioni, principalmente per la forte
variabilità dei tempi. Altresì tecniche soft real-time, Reservation Based, sono da
prediligere per la loro proprietà di isolamento temporale.
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Quello che serve alle applicazioni multimedali è una allocazione fluida delle
risorse e sappiamo quanto questo possa essere problematico: trovare la banda
corretta da assegnare al task non è cosa da poco, ma trattandosi di applicazioni
soft real-time, possiamo tollerare un certo errore nella allocazione della banda.
Ma fino a dove possiamo spingerci?
Quando parliamo di applicazioni soft real-time, come per il multimediale, è
importante quantificare la Quality of Service (QoS), ossia il livello della qualità
di servizio; una buona misura della QoS è lo Scheduling Error e cioè l’errore tra
l’istante di fine task, nishing time, e la sua scadenza, deadline. Consideriamo il
task τi con delle istanze, o Job, j(i)k ognuna associata ad una deadline d
(i)
k ed un
finishing time f (i)k , una possibile definizione dello Scheduling Error del Job j(i)k−1
potrebbe essere la seguente: e(i)k = ( f (i)k−1−d(i)k−1)/Ti.
Sarebbe auspicabile non incorrere in situazioni in cui e(i)k > 0, dove cioè il fin-
ishing time ha superato la deadline, deadline miss, ma sarebbe auspicabile persino
non incontrare e(i)k < 0, dove la deadline è stata si rispettata, ma con uno spreco di
risorse: non dimentichiamo che stiamo ancora parlando di algoritmi Reservation
Based, in cui se la banda allocata al task non è utilizzata, non viene recupera-
ta. Questa limitazione introdotta dagli algoritmi Reservation Based è superabile
grazie agli algoritmi Adaptive Reservation [12].
Un algoritmo capace di adattare la banda allocabile in base alla richiesta, deve
necessariamente basarsi su concetti di Controllo a Feedback. Per l’implemen-
tazione di un simile controllo occorre un modello matematico dell’evoluzione dei
sistemi dinamici. Per fare questo è stato introdotto un diverso Scheduling Error,
definito come l’errore tra l’istante di fine virtuale del Job v(i)k , virtual nishing
time, e la sua deadline d(i)k :ε
(i)
k = (v
(i)
k −d
(i)
k )/T
(i), la cui dinamica è data da [5]:
ε
(i)
k+1 = S(ε
(i)
k )+
c(i)k
T (i)B(i)k
−1
Questa formula consente di misurare le variabili che si vogliono controllare, come
la Banda B(i)k e il Computation Time c
(i)
k . Il Feedback scheduling viene così realiz-
zato:
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Figura 2.8: Qos Controller
Il predittore, predictor, provvede subito dopo la terminazione del Job jk−1 a
fornire dei parametri relativi alla predizione del computation time ck, il control-
lore, Qos Controller, decide la banda da assegnare bk in base ai parametri for-
niti dal predittore e alle misurazioni di εk collezionate dallo schedulatore, R.B.
Scheduler. Il predittore svolge un ruolo fondamentale e si basa su calcoli statis-
tici8 generati all’ultimo computation time: se le sue previsioni sono esatte le
performance aumentano.
In questa architettura vi è un altro anello che è il Supervisore, esso semplice-
mente si assicura che le scelte di banda fatte dal controllore non siano in contrasto
con le garanzie di schedulabiltà, in modo da causare degli overload: la banda b(i)k
calcolata non deve superare quella massima consentita B(i)max, considerata come
valore di saturazione del task τi .
Nel modulo presente sul sito web, sotto la directory ./utlis, ci sono dei pro-
grammi di utilità che consentono l’uso di questo manager di qualità, questo se il
programma in questione non comprende già chiamate proprie alle funzionalità di
managing, come per Xine.
L’utlizzo di queste utility è il seguente:
qmgr_wrapper Qcbs_max Tcbs Tqmgr h H ei Ei e E <programma>
Dove Qmax è il budget massimo che può essere assegnato al server CBS, in
8il metodo più semplice è quello delle medie mobili
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microsecondi, Tcbs è il periodo del server CBS, sempre in microsecondi, Tqmgr è
il perido del task, h, H, ei ,Ei, e E sono i profili dei tempi di esecuzione del task, e
<programma> è il nome del programma da lanciare con il percorso assoluto. Se ad
esempio volessimo lanciare un programma, diciamo un player mpeg come Xine,
assegnandogli un periodo di 32000 microsecondi, dovremmo operare come segue:
./qmgr_wrapper 10000 20000 32000 5000 90000 15000 0 20000 12000 /usr/bin/xine
my_movie.mpeg
2.8 Sistemi Real Time in commercio
Proponiamo adesso una breve introduzione ai Sistemi Real Time in commercio,
cercando di capirne i pregi e i difetti. Questo è fatto per introdurre successiva-
mente RTLinux e per fa comprendere le motivazioni che stanno alla base di questa
scelta.
2.8.1 RTEMS
RTEMS [16] è un sistema real-time sviluppato da On-Line Applications Research
Corporation (OAR) nel 1988 per il U.S. Army Missile Command e Aviation Com-
mand (AMCOM), con lo scopo di fornire degli strumenti real-time standard e
portabili per le applicazioni militari critiche. RTEMS è ”license free” e possiamo
considerarlo un open source avanti lettera.
Il Kernel RTEMS, che è per 70% POSIX 1003.1b standard, si presenta alle ap-
plicazioni attraverso un set di managers di risorse. Le funzionalità principali, sotto
elencate, sono comprese nel kernel, ma altre possono essre integrate esternamente:
• Multitasking
• Multiprocessore, omogenei ed eterogenei
• Event-driven, priority-based, preemptive scheduling
• Rate Monotonic scheduling (opzionale)
• Comunicazione e sincronizzazione intertask.
• Priority inheritance
• Veloce interrupt management
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• Dynamic memory allocation
• User configurability ad alto livello
Tuttavia molte importanti funzionalità non sono implementate o sono inefficenti
in RTEMS.
• La funzione dup() è inefficente
• mkfifo() non implementata
• I/O Asincrono non implementato
• Famiglia flockfile() non implementata
• getc/putc unlocked non implementate
• Shared Memory assente
2.8.2 QNX
QNX [7] è un Sistema Operativo Real Time prodotto da QNX Software Systems
Modulare, e quindi altamente scalabile e adatto per applicazioni embedded come
per quelle su Workstation, pienamente compatibile allo standard POSIX 1003.1,
che supporta:
• multitasking
• multiuser
• networking
• message passing
• scheduling con preemption
• context-switching veloce
Per quanto riguarda lo scheduling QNX implementa:
• FIFO scheduling
• Round-Robin scheduling
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• Adaptive scheduling
• Sporadic scheduling
L’architetture QNX consiste in un Microkernel, chiamato Neutrino microkernel,
che controlla un gruppo di processi cooperanti. Il più importante di questi è il
Process Manager, capace della creazione di processi POSIX multipli, ognuno
contenente eventualmente thread POSIX multipli, ma oltre a questo ci sono il
GUI Manager, il Nerwork Manager, il Devices Manager ecc. Il modulo chiamato
procnto consiste nel Neutrino microkernel e nel Process Manager, ed è dunque il
modulo fondamentale.
QNX non è “license free”, almeno non completamente. Parte del suo codice
sorgente è disponibile sotto licenze QNX Open Community License ("OCL"),
altro sotto licenze QNX Community License ("QCL") altro sotto licenze QNX
Condential Source License ("CSL").
2.8.3 VxWorks
VxWorks [8], sviluppato da Wind River Systems of Alameda, USA, è un sistema
operativo real-time altamente personalizzabile: ogni sistema che usa VxWorks,
possiamo pensarlo come un qualcosa di unico, le scelte fatte in fase di designing
del S.O. portano alla creazione di un’immagine dello stesso irrepetibile, con una
configurazione propia che lo rende unico. E’ per questo motivo che Wind River
preferisce parlare di VxWorks non come un RTOS ma come un Toolkit per creare
un proprio RTOS.
Questa proprietà rende VxWorks molto potente, ma anche molto complesso
da utilizzare. Le principali caratteristiche di VxWorks sono:
• Il Microkernel
• Un semplice infrastruttura I/O
• Un completo TCP/IP network stack
• Strumenti per il Debugging
• ANSI C, C++ and POSIX libraries
In aggiunta ci sono altri pacchetti opzionali, forniti da terze parti, che spaziano dai
network switching protocols alle embedded Java virtual machines.
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VxWorks è adatto per applicazioni industriali, in quanto vi è una considerevole
mole di documentazione su configurazioni, test, statistiche, performance.
Tuttavia VxWorks non è “license free” e a differenza di altri sistemi, Vx-
Works non consente la compilazione e il link delle applicazioni direttamente sulla
macchina target. Lo sviluppo di applicazioni è basato esclusivamente su dei meto-
di cross-development o remote-development che necessitano di macchine Unix
per la compilazione e il debugging. In altri sistemi possiamo disporre di una
macchina diversa dal target, ma vista come un target, in quanto POSIX compat-
ibile ad esempio, oppure del target stesso, l’architettura embedded, sulla quale
è possibile sviluppare e far funzionare l’applicazione. Il programmatore può
dunque disinteressarsi totalmente dell’architettura, cosa che non può essere fatta
in VxWorks.
2.8.4 LynxOs
LynxOS [17] è un Sistema Operativo hard-real-Time, completamente POSIX con-
forme: 1003.1, real-time extensions (.1b), e thread extensions (.1c), è fully pre-
emptible e rientrante. Fa uso di un RT Global Scheduler e implementa il Priority
Inheritance attraverso il Priority Tracking: Quando un task ad alta priorità vuole
una risorsa posseduta da un task a minore priorità, la priorità del task che occupa
la risorsa è alzata alla massima priorità fino a che essa non viene rilasciata.
Le politiche di schedulazione adottate da LynxOs sono:
• Fifo
• Round Robin
• Priority Based Quantum
Quest’ultima è simile al Round Robin eccetto che il quanto temporale è definito
per ogni livello di priorità. LynxOS applica una gestione globale delle priorità.
2.8.5 Real time supportato in Linux
Il Kernel Linux è basato sul concetto di “Banda” e non su concezioni tipicamente
real time come la “prevedibilità “. Il principale handicap di Linux, se lo volessimo
considerare un sistema Real time, è che non è “preemptable”, cioè un processo del
kernel non può essere interrotto a causa dell’attivazione di una altro a maggiore
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priorità. Benchè Linux non possa essere considerato un sistema Real time, es-
istono delle “patch” che lo rendono “preemptable” e cioè più vicino ai sistemi
real Time, e sono le patch di MontaVista [15] e TimeSys [9]. In realtà tutto questo
è vero solo per i kernel 2.4.x, in quanto i kernel di nuova generazione 2.6.x sono
”fully preenptable”.
2.8.6 RTLinux
Ci sono due versioni differenti di RTLinux: RTLinuxPro e RTLinuxFree.
RTLinuxFree, da ora in avanti RTLinux [11], è disponibile sul web con li-
cenza GPL, è stato sviluppato quasi esclusivamente da FSMLabs fino al 2001.
RTLinuxPro è anch’esso disponibile su web ma non sotto una una licenza GPL.
RTLinux è un piccolo e veloce sistema operativo, sviluppato secondo il POSIX
1003.13 "minimal realtime operating system" standard.
Per fornire ad un sistema come Linux strumenti real time, possiamo seguire
due approcci:
1. Potenziamento della kernel preemption (preemption improvement)
2. Aggiunta di un livello software al di sotto del kernel, per un completo con-
trollo delle interruzioni e delle funzioni chiave del processore (interrupt
abstraction).
Il secondo approccio è quello usato da RTLinux. RTLinux infatti aggiunge un
livello “virtuale” tra il kernel e l’hardware. Per come è fatto il kernel Linux,
questo nuovo livello viene visto dal Kernel come l’hardware attuale. RTLinux
implementa un completo e prevedibile RTOS senza interferenze con le parti non-
real-time di Linux: i threads RTLinux sono eseguiti da uno scheduler RT a priorità
fissa, mentre gli altri task sono eseguiti in background. Questo consente di avere
un normale sistema operativo sopra un sistema operativo Real Time.
I thread di RTLinux sono eseguiti da uno scheduler a priorità fissa, mentre il
normale kernel di Linux, con tutti i suoi task, è gestiti dallo scheduler di RTLinux
come un task in background. E’ come se fossero presenti due livelli:
• Real time layer: per le applicazioni hard di RTLinux
• Linux layer: per le applicazioni soft di Linux
Per poter fare questo RTLinux deve avere il pieno controllo della macchina, e
questo è reso possibile grazie a:
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• Un controllo diretto delle interruzioni hardware da parte di RTLinux
• Un controllo diretto del timer hardware, e una reimplementazione del timer
di Linux.
In particolare sulle interruzioni, RTLinux impedisce a Linux nativo di disabilitar-
le, intercettando ogni richiesta in questo senso, ma adoperandosi per far credere
a Linux di averle disabilitate. RTLinux è sempre pronto a rispondere alle inter-
ruzioni ad ogni istante.
2.8.6.1 RTAI
RTAI [10] sta per Realtime Application Interface. Questo sistema è nato al Dipar-
timento di Ingegneria Aerospaziale del politecnico di Milano, e contiene codice
di RTLinux ma le sue API sono completamente diverse e non POSIX compati-
bile. Sono state aggiunte molte nuove funzionalità che lo rendono più completo
se paragonato a RTLinux, ma la semplicità e le funzionalità strettamente neces-
sarie di quest’ultimo lo rendono indubbiamente più compatibile e adattabile alle
varie esigenze.
RTAI si basa su di un “Interrupt Dispatcher”: le interruzioni provenienti dal-
l’esterno vengono tracciate e redirette all’occorrenza a Linux, quest’ultimo è con-
siderato un task in background quando non ci sono funzioni real time attive.
2.8.7 La scelta: RTLinux
Ocera ha scelto RTLinux, principalmente per le sue caratteristiche:
• è Open source, e sappiamo quanto sia importante questo
• è libero
• è una estensione dell’ambiente di programmazione real-time di Unix
La sua struttura a layer lo rende molto utile e potente: si ha a disposizione un
sistema operativo general purpose, linux nativo, con tutte le potenzialità e carat-
teristiche che un sistema del genere offre, come la possibilità di installazione di
software di ogni tipo e senza che abbiano niente a che fare con il real time, con
sopra un sistema real time piccolo e efficiente.
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La separazione tra le applicazioni real time e quelle non real time è impor-
tante: in un sistema ”solo” real time, saremmo costretti a fare un porting delle ap-
plicazioni non RT sullo specifico sistema real time, cosa che può non avere alcun
senso per la caratteristica dell’applicazione: pensiamo ad un editor di testo, con
RTLinux invece continuiamo ad utilizzare le nostre applicazioni senza modifiche,
in quanto continuerebbero a girare su linux nativo come hanno sempre fatto.
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Capitolo 3
Overview sull’MPEG
3.1 Storia
Nel 1988 l’Ing. Leonardo Chiariglione fonda il Moving Pictures Expert Group
come organizzazione alle dirette dipendenze dell’ISO per studiare e pubblicare
protocolli sempre più efficienti per la compressione e il trasporto di informazioni
multimediali.
MPEG [1, 2] è uno standard di compressione Audio Video sviluppato dal
Moving Picture Experts Group (MPEG), ed è il soprannome attribuito all’ISO/IEC
JTC1 SC29 WG11 dove:
• ISO: International Organization for Standardization
• IEC: International Electrotechnical Committee
• JTC1: Joint Technical Commitee 1
• SC29: Sub-committee 29
• WG11: Working Group 11
I primi studi sulla codifica digitale del Video risalgono al 1988 quando nel mondo
dell’elettronica dell’informatica e delle telecomunicazioni cominciarono a nascere
nuove esigenze legate alla qualità video: migliori video-giochi, tele-conferenze,
televisione ad alta definizione (HDTV); la possibilità di trasmettere video digitale
dai satelliti e la presenza sul mercato dei Compact-disk fornirono ottimi presup-
posti per la nascita del primo standard Audio Video Digitale, chiamato MPEG-
1. Nel 1993 MPEG-1 divenne uno standard internazionale, le specifiche ufficiali
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sono ISO/IEC 11172 “Information Technology - Coding of moving pictures and
associated audio for digital storage media at up to about 1.5Mbit/s”, divise in 5
livelli: Systems, Video, Audio, Conformance, Software Simulation.
3.2 Tecniche di Compressione e codifica Intra-Frame
(tipo I)
Un video è una sequenza di immagini riprodotte ad una certa velocità, normal-
mente si parla di 25 immagini al secondo ( 25 fps ) secondo lo standard PAL, ma
possono essere anche diverse. Il numero è legato alla capacità che ha il nostro sis-
tema visivo, occhio e cervello, di ricevere immagini in sequenza senza scatti. Data
la quantità di informazione presente in un video, si è vista la necessità di ridurre
l’informazione che esso trasporta, ma ridurre l’informazione significa perderla, è
per questo che si parla di Lossy-Coding , codifica con perdita. lo standard MPEG
si basa appunto su questa particolare codifica, differenziandosi da una codifica
Lossless, cioè priva di perdite.
Perchè è necessario e possibile codificare perdendo informazione? Una se-
quenza di immagini video può richiedere una grande quantità di memoria di im-
magazzinamento, una volta trasformata in forma digitale. Ad esempio, una risoluzione
tipica può essere di 288 linee per immagine, con 360 pixel per linea, dove ogni
pixel è rappresentato rispetto alla base dei colori rosso, verde e blu, con 8 bit di
precisione per ognuno. Ogni immagine richiede, allora, circa 311kByte, e se il
frame rate ( immagini al secondo) è di 25, si ha un bit-rate di circa 62Mbit/s, e
un minuto della sequenza video occupa circa 466MByte. E’ dunque necessario
mantenere entro opportuni limiti la quantità di dati presenti in un video, per poter-
la memorizzare in supporti che hanno una capacità limitata, è necessario inoltre
per consentire di trasmettere il video attraverso canali con una banda limitata. La
possibilità è data dalla struttura intrinseca di un video: esso presenta ridondanze
nello spazio e nel tempo, ridondanze che possono dunque essere sfruttate nella
codifica per ridurre la quantità di informazioni da immagazzinare.
La tecnica di compressione su cui si basano sia l’MPEG-1 che l’MPEG-2, è
la seguente ed è rappresentata in figura 3.1
1. Decomposizione immagine nelle componenti RGB e conversione YCbCr
2. Divisione immagine in diversi macroblocchi e calcolo della trasformata
DCT per ogni blocco
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Figura 3.1: Processo di Codifica di un I-Frame
3. Quantizzazione
4. Zig-zag scanning e RLE dei coefficienti AC
5. Codifica DPCM dei coefficienti DC.
6. Codifica VLC
3.2.1 Decomposizione e conversione
L’immagine viene convertita secondo lo standard RGB, ossia secondo le compo-
nenti base del colore e successivamente viene convertita secondo lo schema YUV,
anche chiamato YCbCr, questo per ridurre la dimensione del video di ingresso,
e quindi il numero di pixels da codificare. Questo è possibile in quanto l’occhio
umano è meno sensibile alle variazione cromatiche che non alla luminosità, quindi
prima di tutto le immagini, cioè le rappresentazioni dei pixels, vengono convertite
secondo lo schema indicato in figura 3.2.
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Figura 3.2: Conversione da RGB a YUV (YCbCr)
Come sarà chiarito in seguito, questo processo di codifica riguarda una im-
magine di tipo I, o più precisamente un I-Frame, in quanto la codifica delle al-
tre immagini o gli altri frame è ottenuta attraverso procedimenti diversi e più
complessi.
3.2.2 DCT Discrete Cosine Transform
Le tecniche di codifica MPEG sono statistiche: come già anticipato, il video con-
tiene informazioni ridondanti, sia nel tempo che nello spazio, queste informazioni
non sono altro che pixiels, ed è sulla correlazione tra i pixels che si basano le tec-
niche di compressione Mpeg ( Inter-Pel e Intra-Pel correlation ): una immagine,
non necessariamente un intero frame, composta di pixels a cui ogni pixels associ-
amo un valore, può essere vista come come composta da pixels il cui ”valore” può
essere previsto in base ai pixels vicini (Tecniche Intra-Frame) oppure provenienti
da altri frame (Tecniche Inter-Frame). Per realizzare queste tecniche di compres-
sione vengono sfruttate le proprietà della DCT ( Discrete Cosine Transform ) la
cui trasformata fatta su blocchi di 8x8 pixels è in grado di fornire informazioni
sulla correlazione tra pixels della stessa immagine.
F(u,v) = 14C(u)C(v)∑7x=0 ∑7y=0 f (x,y)cos((2x+1)upi16 )cos((2y+1) vpi16)
In DCT, il coefficiente in locazione (0,0) è chiamato coefficiente DC, mentre
gli altri coefficienti sono chiamati AC. Prima di subire la trasformata DCT i pix-
els dell’immagine vengono divisi in macroblocchi, ogni macroblocco ha general-
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mente 6 blocchi, 4 per Y, 1 per Cb, 1 per Cr, infatti le componenti crominanza e
luminanza vengono sottocampionate secondo un rapporto specifico Y:U:V dipen-
dente dall’applicazione per cui è destinato il video1, di 8x8 pixels ciascuno, ed è
su ognuno di questi blocchi di 8x8 pixels che viene eseguita la DCT, in figura 3.3
viene riportato un esempio.
Figura 3.3: Esempio di Trasformazione DCT di un blocco di 8x8 pixels
3.2.3 Quantizzazione
La matrice dei coefficienti prodotta dalla DCT viene successivamente rielaborata
per ridurne l’ingombro, attraverso una opportuna matrice di Quantizzazione. In
generale, la quantizzazione dei coefficienti AC è molto forte, mentre quella per
il coefficiente DC no, questo per preservare una buona precisione del coefficiente
DC. La quantizzazione serve per ridurre una serie di numeri ad un unico numero,
in modo da ridurne l’ingombro di bit. In MPEG-1 viene usata una matrice chia-
mata ”Quantizer” ( Q[i,j] ) che definisce il passo di quantizzazione, quando una
matrice di pixels X[i,j] raggiunge le dimensioni di quella Quantizzatrice, tipica-
mente 8x8, viene prodotta una nuova matrice Xq[i,j] = Round( X[i,j]/Q[i,j] ) dove
con Round() viene cercato l’intero più vicino. Per ricostruire il valore originale:
X’[i,j]=Xq[i,j]*Q[i,j], ovviamente questa sarà affetto da un certo errore, ( quanti-
zation error ), ma se la matrice di Quantizzazione è ben progettata questo errore
è ”visivamente” irrilevante. Un esempio di Quantizzazione è indicato in figu-
ra 3.4 La quantizzazione ovviamente può non essere sempre la stessa, possiamo
1Ad esempio per l’MPEG-2 il rapporto standard è 4:1:1 o 4:2:2
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Figura 3.4: Esempio di quantizzazione con matrice Q[i,j]=2
scegliere di adottare una Matrice di Quantizzazione ”Non Conforme” per il bloc-
co considerato, a seconda della convenienza. Per questo motivo possono esistere
in un frame I blocchi di tipo ”Intra” o ”Intra-A”, dove con A indichiamo appunto
un blocco con quantizzazione ”Non Conforme”, detta anche ”Adattiva”.
3.2.4 Zig-Zag Scanning e RLE
Come si vede dalla figura 3.4, ci sono molti zeri, la scansione a zig-zag non è
altro che un modo per avere più zeri vicini. Questa ridondanza suggerisce di
applicare una qualche tecnica di compressione: la tecnica usata è chiamata RLE,
Run Lenght Encoding, che consiste nella successione di coppie (zeri,valore) dove
per zeri si intendono il numero di zeri e per valore il prossimo valore diverso da
zero. Un esempio di Compressione RLE è indicato in figura 3.5
Figura 3.5: Esempio di compressione dati RLE
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Questo tipo di compressione è utilizzata solo per i coefficienti AC della DCT,
mentre per i coefficienti DC è usata una DPCM
3.2.5 DPCM Difference Pulse Coded Modulation
La correlazione che può esserci tra pixels di frames vicini, e non dello stesso
frame, può essere molto alta, per questo motivo viene usata la codifica DPCM.
Il DPCM è in genere uno schema di codifica di sorgente sviluppato per codifi-
care sorgenti con memoria ed è predittivo, in quanto il frame attuale viene predetto
basandosi su quello precedente; si ha quindi un errore di predizione (differenza tra
la predizione fatta ed il frame presente) e la caratteristica del DPCM è che la vari-
anza dell’errore di predizione è più piccola della varianza della sorgente. Nel caso
dell’MPEG questo tipo di codifica è usato per ridurre la sola ridondanza statica,
per questo nella codifica DPCM sono coinvolti i soli coefficienti DC. L’esempio
della figura 3.6 chiarisce tutto.
Figura 3.6: Esempio di codifica DPCM
3.2.6 Codifica VLC
Variable Length Coding (VLC) è una tecnica di compressione statica. Nello stan-
dard MPEG viene utilizzata la codifica di Huffman, ma in modo non adattativo: il
codice è stato definito una volta per tutte, utilizzando un metodo statistico, e orga-
nizzato in una tabella ( VLC table ) nota al encoder e al decoder. Il codice che si
ottiene è a lunghezza variabile (VLC), i simboli a più alto contenuto informativo,
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cioè quelli più probabili, sono codificati con un numero di bit inferiore rispetto a
quelli meno probabili, che portano un minore contenuto informativo.
3.3 Tecniche di compressione e codifica Inter-Frame
( tipo B P )
Come accennato in 3.2.2, ci sono correlazioni tra pixels appartenenti a frame di-
versi (Inter-pel correlations). Sostanzialmente, in queste tecniche si presume che
un’immagine possa essere trovata tramite una traslazione di un’altra immagine.2
3.3.1 Motion Estimation (ME) Motion Compensation (MC)
La Motion Estimation è una tecnica che migliora il fattore di compressione3 per
immagini di tipo B e P, grazie all’eliminazione della ridondanza temporale. Sup-
poniamo di avere un video con un fondo immutabile ed una palla che si sposta
sopra questo sfondo, come vediamo in figura 3.7. Possiamo pensare di usare
una qualche codifica che dica semplicemente: prendi questa immagine, la pal-
la, e spostala nei frame successivi. Invece di codificare per ogni frame sempre
la stessa palla, ma spostata, quello che facciamo è di codificarla una sola volta
e poi trasmettere un vettore Spostamento. Il concetto è semplice, e si basa sulla
differenza tra immagini.
Per ogni macroblocco del fotogramma P, quello cioè che andiamo a codificare,
si effettua una ricerca in modo da rilevare se esso è presente nel frame di tipo I
(Frame di riferimento), eventualmente traslato e leggermente modificato. Il pro-
cesso di Stima del Movimento (Motion Estimation) consiste appunto nella ricerca
di macroblocchi tra frame successivi. Il processo di Stima del Movimento può
essere molto costoso a livello computazionale, tanto che è considerato un collo
di bottiglia nel processo di codifica. Ci sono varie tecniche e miglioramenti per
consentire una rapida ricerca del Miglior Blocco Base. La più semplice, ma anche
la più costosa, è quella della ricerca esaustiva di tutti i blocchi possibili, cercando
il miglior blocco (Full search block-matching), ma ce ne sono altre meno costose.
Una volta che il macroblocco è stato individuato, viene ad esso associato un Mo-
tion Vector che indica di quanti pixel è traslato il macroblocco. Oltre al Motion
2Per immagine non intendiamo in generale un intero frame
3Tipicamente il fattore di compressione rispetto ad un immagine I è di 3
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Figura 3.7: Semplice Codifica e Decodifica Differenziale
Figura 3.8: Semplice Codifica di un frame P
Estimation c’è il processo di individuazione del movimento, che viene detto com-
pensazione del movimento (Motion Compensation): esso serve sia nella codifica
che nella decodifica e fornisce una predizione dell’immagine.
Per capire meglio il processo Motion Compensation e la sua utilità nella codi-
fica, guardiamo la figura 3.9. Supponiamo che l’automobile della figura di destra
sia più o meno l’immagine che dobbiamo codificare, Frame N. Noi disponiamo
però del frame precedente all’immagine Frame N-1. Attraverso il processo di mo-
tion estimation andiamo a cercare i motion vector che meglio rappresentano lo
spostamento dell’immagine. L’immagine con i blocchi ”vettorizzati” è l’immag-
ine di sinistra, ed è grazie a questa che otteniamo una predizione dell’immagine,
come vediamo nella figura di destra.
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Figura 3.9: Motion Compensated Frame
L’immagine così predetta ci consente di andare a codificare una minore quan-
tità di informazione, come appare chiaro dalla figura 3.10. La differenza tra il
frame compensato N e l’N-1 è infatti molto meno ricca di informazione della
semplice differenza tra N e N-1.
Figura 3.10: Errore di Predizione o Differenza Frame
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Figura 3.11: Codifica di un blocco P
Quello che dunque andiamo a codificare sono il Motion Vector, e il Predict
Error o Difference Picture. Quest’ultimo, come chiarito nelle figure 3.8 e 3.9,
è il risultato della differenza tra il Frame Attuale N ( Target Frame ) e il Frame
Predetto grazie al processo di Motion Compensation calcolato sul Frame N-1 (
Reference Frame ). Dato che la ”predizione” avviene basandosi su di un frame
precedente, questo processo si chiama ”Forward Motion Compensation”. Questi
blocchi subiranno poi un processo di compressione secondo quanto già visto per i
frame di tipo I, come si vede in figura 3.11.
Per ciò che riguarda i Frame di tipo B, quello che cambia è che il Blocco
Base può essere in un frame avanti, avanti nell’ordine di visualizzazione come
verrà chiarito in seguito, di conseguenza vale tutto ciò che abbiamo detto fino ad
ora, solamente che i processi Motion Estimation e Motion Compensation possono
riguardare il Frame N-1 come il Frame N+1, per quest’ultimo si parla per quanto
detto sopra ”Backward Motion Compensation”.
3.3.2 Tipi di Blocco
Come abbiamo chiarito in 3.3.1 per ciò che riguarda i Frame P e B, possono
esserci per questi tipi di frame codifiche di tipo Forward, se parliamo di frame
P, e codifiche di tipo Backward, se parliamo di frame B. Abbiamo già detto che
queste codifiche non riguardano l’intero frame, ma i solo blocchi, di conseguenza
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Figura 3.12: Codifica Interpolata di un blocco
dovremo parlare di Blocchi I (Intra), Blocchi F (Inter-F) e Blocchi B (Inter-B).
Ma non è tutto.
Come detto in 3.2.3, la possibilità di usare quantizzazione adattive, rende il
blocco diverso dagli altri, inoltre sarebbe diminutivo pensare a un Frame P com-
posto di soli blocchi F, come pensare a un Frame B di soli blocchi B, nelle im-
magini non c’è tutta questa precisione; infatti un frame P è composto da Blocchi
di tipo F, ma anche da blocchi di tipo I, per quei pixels di cui non abbiamo nessun
riferimento, e blocchi di tipo Skip, cioè da non considerare perchè identici o quasi
ai blocchi precedenti. Inoltre se il processo di Motion Compensation ha prodotto
un immagine particolarmente buona, l’Error Predicition può essere molto piccolo
e si preferisce non trasmetterlo, e questo renderà quel blocco ancora diverso. Per
alcuni blocchi dei frame B, addirittura si preferisce fare una ”interpolazione” tra
un blocco precedente e uno successivo piuttosto che codificare come Intra quel
Blocco, come si vede in figura 3.12.
Di conseguenza i Blocchi possibili sono:
Frame I: Intra, Intra-A
Frame P: Intra, Intra-A, Inter-F, Inter-FA, Inter-D, Inter-DA, Inter-FDA, Skip
Frame_B: Intra, Intra-A, Inter-F, Inter-FA, Inter-D, Inter-DA, Inter-FDA, Inter-
B, Inter-BD, Inter-I, Skip
Tutti questi tipi di blocchi, dovranno essere decisi in fase di codifica.
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3.3.3 L’intero processo di Codifica
Descriviamo l’intero processo di codifica. Vedi figura 3.13
1. Decomposizione immagine nelle componenti RGB e conversione YCbCr
2. Calcolo di Motion Estimation per valutare le differenze tra il Frame in
decodifica e il o i Frames di riferimento memorizzati.
3. Divisione dell’immagine in diversi macroblocchi (6 blocchi per ogni mac-
roblocco , 4 per Y, 1 per Cb, 1 per Cr).
4. Scelta del Tipo di Macroblocco a seconda dell’esito dei processi di Motion
Estimation Motion Compensation.
5. Trasformata DCT per ogni blocco.
6. Quantizzazione dei coefficienti
7. Zig-zag scanning per raccogliere i coefficienti AC.
8. Ricostruzione del frame e memorizzazione dello stesso, se necessaria.
9. DPCM per i coefficienti DC, e successiva VLC.
10. RLE per i coefficienti AC , e successiva VLC.
3.4 Caratteristiche MPEG-1 e MPEG-2
L’MPEG-1 è divenuto standard Internazionale nel 1993-95,
Questa tecnica di video compressione copre molte applicazioni: dal CDROM
con contenuto multimediale alla video comunicazione attraverso la rete. L’MPEG-
1 video coding standard è stato pensato per essere generico, doveva supportare
una vasta gamma di applicazioni, e quindi doveva essere flessibile: la dimensione
dell’immagine e il frame-rate potevano essere specificati dall’utente. In ogni caso
ci sono dei valori standard minimi che ogni decoder MPEG doveva rispettare: un
numero di 720 pixels per linee, minimo 576 linee per picture, un frame rate di 30
frames per secondo, e un bit-rate di 1.86 Mbits/s. Inoltre l’input video consiste un
formato video non-interallacciato.
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Figura 3.13: Processo di codifica di un P/B-Frame
L’algoritmo MPEG-1 è stato sviluppato in rispetto delle specifiche JPEG e
H.261, ma con lo scopo di aumentare le implementazioni possibili: l’utilizzo del
CDROM come supporto privilegiato ha richiesto delle funzionalità addizionali,
una importante è il ”Frame based random access” e il ”Fast Forward/Fast Reverse
(FF/FR) searches” attraverso il bit-stream, il ”Reverse Playback” e la visibilità del
bitstream compresso.
La tecnica di compressione dell’MPEG1, come per l’MPEG2, si basa sulla
struttura a Macroblocco e Motion compensation.
MPEG ha continuato il suo processo di standardizzazione con la fuoriusci-
ta dell’MPEG-2, seconda fase, per consentire soluzioni video anche per appli-
cazioni non originariamente contemplate dallo standard MPEG-1. Nello Speci-
fico, MPEG-2 è stato realizzato per ottenere una qualità video non inferiore agli
standard NTSC4 e PAL5, e secondo lo standard CCIR 6106. Applicazioni come la
TV digitale, servizi di networking multimediale via ATM, digitale terrestre a via
satellite, broadcasting distribution, possono beneficiare di questo standard video.
Lo standard è stato realizzato unitamente da MPEG e ITU-TS Study Group 15
4Standard Video USA con un formato immagine 4:3, 525 lineee, 60 Hz e con 4 Mhz di Banda
Video con un totale di 6 Mhz di larghezza video per Canale.
5Standard Video Europeo con un formato immagine 4:3, 625 linee, 50 Hz e con 4 Mhz di
Banda Video bandwidth con un totale di 8 Mhz di larghezza video per canale.
6Digital Television Standard, usato dai dispositivi professionali di acquisizione video.
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Experts Group for ATM Video Coding, con collaborazioni significative da altri
ITU-TS, da EBU, ITU-RS, SMPTE, e dalla HDTV community dell’America del
Nord.
Le specifiche dello standard sono da intendersi generiche, e mirano a facilitare
lo scambio di bit tra le diverse applicazioni. Possiamo pensare all’MPEG-2 come
un ”superset” dell’MPEG-1, con naturalmente un pieno supporto dell’MPEG-1.
MPEG-2 supporta una più vasta gamma di possibili applicazioni, quali, ad es-
empio, le telecomunicazioni satellitari, la TV via cavo e ad alta definizione, con
distribuzione su fibre ottiche e non, trasmissione di suono digitale con collegamen-
ti terrestri o satellitari, trasmissione di programmi televisivi; ”electronic cinema”
(EC), ”home television theater” (HTT), videoconferenza e videotelefonia, posta
multimediale, sorveglianza remota.
Per questo motivo, sono stati sviluppati e standardizzati diversi ”strumenti”
(tools) di codifica, e differenti combinazioni di questi strumenti, chiamati ”profili,
al fine di poter servire applicazioni differenti, caratterizzate da diversi gradi di
qualità richiesti, e da diversi bitrate.[3]
3.4.1 I Tools e i Profili di MPEG
Gli strumenti (tools) sono gli oggetti della standardizzazione. L’MPEG definisce
alcuni strumenti di base la cui implementazione dipende dall’applicazione. Una
volta identificate le funzionalità richieste, dall’applicazione, si suddividono queste
funzionalità in modo da identificare un tool o una serie di tool che implementi-
no le funzionalità richieste, previa verifica dell’utilizzabilità congiunta dei tool
e del loro assemblaggio. Esistono dei tool standard, indirizzati ad una specifi-
ca funzionalità, essi si chiamano profili [3]. Ad esempio: l’algoritmo MPEG-2
definisce un MAIN Prole, che è una estensione dell’MPEG-1 per la codifica del
video interallacciato.
3.4.2 Iteratività di MPEG2-2
L’MPEG-2, al contrario di quanto si crede, di per sè non è in grado di garantire
l’interattività in un sistema di tipo broadcast, però fornisce alcune caratteristiche
che possono essere percepite come interattività dall’utente:
• la multiplazione di più canali audio in un programma può, ad esempio, dare
la possibilità di scegliere tra un lingua originale e una traduzione.
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• la multiplazione di più canali video può permettere, ad esempio, di scegliere
l’inquadratura preferita durante una partita di calcio.
• l’invio di caratteri come dati aggiuntivi può permettere la sottotitolazione
dei dialoghi.
• l’invio e l’animazione di file grafici può migliorare l’aspetto ”multimedi-
ale”.
• la trasmissione dello stesso programma a intervalli di tempo prestabiliti
diminuisce il tempo che l’utente deve attendere per poter vedere il program-
ma preferito
Per questo, bisognerà attendere l’MPEG-4 per avere una vera interatività.
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Capitolo 4
Xine
4.1 Scelta di Xine
Xine Movie player è un Video Player free e open suorce per piattaforme linux. E’
un progetto in continuo fermento ed è attualmente uno tra i più sofisticati movie
player per piattaforme Linux. Riconosce una ricca varietà di formati audio e video
e la sua ben documentata architettura lo ha reso fin da subito il candidato ideale
per i nostri esperimenti. E’ diviso in due blocchi separati: Interfaccia-Utente e
Motore. L’interfaccia è, come il nome stesso suggerisce, un mezzo per gestire in
maniera più o meno sofisticata le potenzialità del movie player: scelta del filmato
da riprodurre, qualità video, preferenze di vario genere. In figura 4.1 vediamo una
tipica e molto ben fatta interfaccia di Xine. Si possono vedere i molti pulsanti per
le varie opzioni che il programma offre. Il Motore è invece il cuore di Xine, l’in-
tero pacchetto di sorgenti che si preoccupano della decodifica del filmato e della
sua visualizzazione. Proprio questa sua struttura ha fatto si che la scelta ricadesse
su di lui. I motivi sono semplici: dato che le modifiche da fare riguardavano esclu-
sivamente le parti dedicate alla decodifica e visualizzazione, e data la complessità
del software, intesa come mole di sorgenti, la possibilità di non trovarsi davanti
a sorgenti dedicati a tutt’altro è apparsa fin da subito molto vantaggiosa, inoltre
vi è una vasta gamma di Interfacce Utente per Xine, da quella molto sofisticata
a quella minimale da riga di comando. Infatti quest’ultima è stata utilizza per i
nostri scopi.
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Figura 4.1: Xine Movie Player: Interfaccia Utente
Figura 4.2: Architettura di Xine Movie Player
4.2 Architettura del programma
In figura 4.2 è mostrata l’architettura software del programma. Il funzionamento
del programma è abbastanza semplice, e possiamo dividerlo in 4 parti essenziali:
1. Input e Dumuxer
2. Decodifica Audio Video
3. Sincronizzazione
4. Uscita Video e Visualizzazione
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E’ possibile osservando la figura, riconoscere queste parti. La maggiore comp-
lessità apparente della figura non deve trarre in inganno: le plugin indicate in figu-
ra fanno parte dei relativi processi sopracitati, e servono per distinguere gli stessi
e le loro funzionalità: la decodifica e l’acquisizione di un mpeg-4 sarà diversa da
quella di un mpeg-2 o di un avi, quindi servono le opportune plugin dedicate. Per
semplicità sono state considerate solamente le parti dedicate all’acquisizione de-
codifica e visualizzazione video, trascurando completamente ogni aspetto legato
alla decodifica audio.
4.2.1 Input e Demuxer
Questa è la prima e fondamentale operazione di Xine. Un video o più general-
mente un contenuto multimediale, può essere diffuso attraverso la rete, protocolli
HTTP o RTP, o attraverso dei supporti, DVD VideoCD ecc. Per consentire l’acces-
so a questi mezzi, xine grazie a delle "input plugin" riconosce il formato del video
e il supporto, adoperandosi per leggerne correttamente il contenuto. In un DVD
ad esempio, ci sono informazioni sui capitoli che non servono nella riproduzione,
i dati sono memorizzati in blocchi logici di 2048 bytes ciascuno ecc.
I flussi multimediali ( Media streams ) consistono generalmente in dati Audio
Video ”multiplexati” in un unico bitstream. Il processo Demuxer non è altro
che un Parser ed estrae i pacchetti Audio e Video, usando la plugin di ingresso
opportuna; esso legge i dati e li immagazzina in dei buffer preallocati. Tali buffers
vanno a costituire la Audio Fifo e la Video Fifo.
4.2.2 Decodifica Audio Video
Il processo di decodifica video è il processo più pesante dell’intero sistema, è
infatti il processo che in assoluto occupa più risorse. Esso infatti si preoccupa
dell’intero processo di decodifica dei formati video riconosciuti. Le fifo riempite
dal demuxer, vengono consumate dai thread di decodifica e decompresse. Una
volta decompresso e decodificato il dato, viene mandato all’output. Il buffer con
il dato decodificato viene rilasciato e fatto tornare libero, per essere nuovamente
allocato.
4.2.3 Sincronizzazione
I flussi Audio e Video devono essere sincronizzati, onde evitare ritardi o anticipi
tra immagine visualizzata e suono associato. Il thread Metronom serve appunto
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a questo scopo. Vengono generati dei vpts (virtual presentation time stamps)
a partire dai pts (presentation time stamps) necessari alla riproduzione Audio
Video e sincornizzazione. Questi pts/vpts sono tempi espressi in 1/90000 di
secondo.
I pts propri di un video mpeg infatti possono non essere presenti o affetti da
errore in caso di stream con delle rotture. Per questi motivi Metronom fornisce dei
Time stamp chiari su base euristica che consentono una sincronizzazione Audio
Video anche in presenza di errori. I metodi per il calcolo di questi vpts sono campo
di ricerca, attualmente il vpts viene calcolato sommando al pts un offset opportuno
che cerca di tener di conto degli eventuali salti: vpts = pts + vpts_offset.
Ogni immagine e campione audio che lascia il decoder, viene targata da
Metronom con il proprio vpts. Questo serve ai thread Audio Out e Video Out
per sapere quando quel frame o campione deve essere presentato. Se per il video
non ci sono problemi, così non è per l’audio: c’è un ritardo intrinseco dei driver
audio di cui dobbiamo tener di conto.
Oltre ai vpts, metronom produce un Master Clock (system clock di riferi-
mento scr), che può essere anche generato attraverso sistemi esterni, quando ad
esempio esiste un hardware di decodifica dedicato o un network server scandisce
il tempo.
4.2.4 Uscita Audio Video
Il thread Video Out, come il thread Audio Out, si preoccupa della riproduzione del
frame o del campione accodato per la visualizzazione-riproduzione. Ciò si verifica
quando arriva il Presentation Time opportuno. Il thread di uscita si addormenta
da solo, calcolando il tempo di risveglio legato al prossimo frame o campione da
riprodurre.
4.3 Modifiche apportate al programma
4.3.1 Prima fase: Debugging
Prima di tutto ho inserito delle stampe su tutta la catena Video, dall’input all’out-
put, per capire il funzionamento del programma. In particolare il processo di
decodifica: molte stampe a video riguardano il tipo di frame in decodifica, l’is-
tante di inizio e l’istante di fine della decodifica. Non sono ricorso a strumenti per
il debugging, ma ho semplicemente usato delle printf.
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Inizialmente stampavo le informazioni su file di log, ma la mole di infor-
mazioni prodotta e la necessaria organizzazione della stessa in diversi file, hanno
reso problematica la gestione dei file: continue open e close su file diversi com-
portavano un uso notevole dell’hard disk con un overead che non poteva essere
trascurato.
E’ stato così che ho riorganizzato le informazioni prodotte dal programma,
producendo, insieme all’informazione di interesse, una stringa di riconoscimento
all’inizio della linea del log. Grazie a questo accorgimento ho potuto, con un
unico file di log risultante dalla redirezione dell’output su file, creare off-line tutta
una serie di file con informazioni organizzate secondo l’uso che ho ritenuto più
opportuno, e il tutto senza disturbare xine.
Per poter agevolare poi la scelta dei log da adoperare nei vari casi, ho creato
un file header denominato simone_log.h, dove con delle #define potevo includere
o escludere il logging di parti del codice a mio piacimento.
4.3.2 Seconda fase: Calcolo dei tempi di decodifica
Questa fase è stata la più laboriosa, in quanto è stato necessario usare uno stru-
mento esterno per tracciare in maniera corretta i tempi di decodifica dei frame
mpeg1. All’inizio infatti con le sole stampe dei tempi di Xine, ho ottenuto dei
valori tal volta fuori da ogni realtà. Questo era dovuto al fatto che tra l’inizio
della decodifica, e il relativo tempo di inizio ti, e la fine della decodifica, con il
relativo tempo t f , di un frame mpeg, si potevano inserire altri task che andavano
ad incidere, anche pesantemente, sul tempo di decodifica tdec = t f − ti.
1L’attenzione è stata rivolta in particolare agli mpeg2 e mpeg4, ma anche con altri formati si
ottengono delle stime ragionevoli
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Figura 4.3: Decoder Task e altri task di disturbo
Come si vede in figura 4.3, il tempo di decodifica così calcolato poteva essere
soggetto a disturbi di qualsiasi tipo, sia da parte di task di sistema sia da parte
di task dello stesso Xine: il demuxer infatti interrompe spesso la decodifica per
mettere i dati nel buffer. E’ stato necessario dunque ricorrere ad uno strumento
esterno per isolare i tempi della sola decodifica. Tale strumento è il Linux Trace
Toolkit e verrà illustrato in seguito.
4.3.3 Terza fase: Linux Trace Toolkit
Linux Trace Toolkit (LTT) è una serie di strumenti che consentono di tracciare
degli eventi di sistema con i relativi tempi. La versione utilizzata per i miei scopi è
la 0.9.6pre1, essa fornisce principalmente due strumenti: un demone per la lettura
degli eventi di sistema, tracedaemon, e un tool grafico per la post analisi degli
eventi tracciati.
LTT mi ha consentito di tracciare i cambi di contesto del sistema sui cui girava
Xine, fornendo i tempi con una precisione al micorsecondo. Ciò mi ha permesso
di sapere con buona precisione il comportamento dei thread di Xine, in particolare
di quello dedicato alla decodifica, e degli altri task di sistema che andavano a
disturbare il task di mio interesse. La conoscenza degli istanti esatti dei cambi
di contesto occorsi nel sistema, ha consentito quindi di tracciare con precisione
il comportamento del thread di decodifica, e dei vari momenti nel corso della sua
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Figura 4.4: Decoder Task con il Tempo di Blocco
esecuzione in cui viene bloccato, a causa di un altro task che lo scheduler ha deciso
di mandare in esecuzione. Decurtando questi tempi di blocco, in cui il task non
è in esecuzione, dal tempo di decodifica: tdec = t f − ti−Tblock si ottiene l’esatto
tempo di esecuzione del task dall’inizio decodifica fino alla fine decodifica, quindi
l’esatto tempo di decodifica. Vedi figura 4.4.
L’interfacciamento tra Xine e LTT per il calcolo dei tempi, è stato reso pos-
sibile da una serie di programmi filtro che usando i dati forniti da Xine e LTT
erano in grado di produrre una serie di informazioni e grafici utili per le sperimen-
tazioni. Questo interfacciamento è stato da me ottenuto attraverso la stampa su
file, da parte di Xine, di opportune stringhe riconoscibili attraverso una semplice
lettura.
LLDFORTRACEMPEG2_FRAME_TIME 12 1 1076003801153153
Stringhe come questa forniscono le seguenti informazioni:
_MPEG2_ significa che stiamo lavorando con MPEG-2
_FRAME_TIME significa che stiamo stampando informazioni sul Frame e sul
tempo
58
_12_ il primo valore incontrato è il numero del frame secondo l’ordine di decod-
ifica
_1_ il secondo valore incontrato rappresenta il tipo di frame decodificato, in
questo caso 1 rappresenta un frame di tipo I
_1076003801153153_ questo è il valore in microsecondi del tempo in cui il frame
ha terminato la sua decodifica.
Da parte sua LTT stampa su di altri file informazioni sulle varie chiamate del
decoder thread, in particolare l’istante in cui è avvenuto il cambio di contesto e i
processi coinvolti con i loro PID :
Event Time PID Description
######################################################
Sch cng 1,076,003,801,608,307 7277 IN:7277; OUT:7250;
Sch cng 1,076,003,801,608,436 7250 IN:7250; OUT:7277;
Sch cng 1,076,003,801,608,444 7277 IN:7277; OUT:7250;
Sch cng 1,076,003,801,608,445 7250 IN:7250; OUT:7277;
......
......
......
La conoscenza dell’istante in cui termina la codifica del frame, e quindi quindi
inizia la decodifica di un nuovo frame, ci forniscono un dato molto importante:
siamo in grado di conoscere a quale chiamata del thread inizia la procedura di
decodifica del frame N e a quale chiamata del thread termina la decodifica. Dal
file di logging di LTT, come si vede, conosciamo le schedulazioni occorse del
thread e quindi siamo in grado di escludere dal calcolo del tempo di decodifica gli
intervalli di tempi in cui il thread è rimasto bloccato.
LTT può fornire molte altre informazioni sullo stati dei task di sistema, in-
formazioni che sono state molto utili per capire alcuni strani comportamenti del
sistema operativo. Queste saranno illustrate alla fine, con i test.
4.3.4 Quarta fase: CBS
Il meccanismo di scheduling CBS, è un modulo del kernel che viene caricato
all’occorrenza. Le modifiche apportate a Xine per poter usare il CBS sono consis-
tite in due aggiunte: una all’interfaccia utente di Xine per poter passare tra gli altri
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parametri anche il Budget e il Periodo del CBS, cbs_periodo e cbs_budget, e una
al thread principale di Xine, cioè il decoder thread, per consentire la schedulazione
del task decoder secondo le impostazioni fornite. Di seguito vengono indicate le
modifiche apportate al sorgente del decoder.
void *video_decoder_loop (void *stream_gen) {
.
.
#ifdef LOGCBS
if ((cbs_periodo != 0) && (cbs_budget != 0)) {
printf("CBS_START\n");
struct sched_param sp;
struct cbs_param cs;
int res;
sp.sched_size = sizeof(struct cbs_param);
sp.sched_p = &cs;
.
.
cs.max_budget = cbs_budget;
cs.period = cbs_periodo;
res = sched_setscheduler(getpid(), SCHED_CBS, &sp);
if (res < 0) {
perror("Error in setscheduler!");
exit(-1); }
}
else printf ("CBS_NOT_START\n");
#endif
.
.
}
Esse riguardano il loop principale: le precedenti istruzioni vengono immediata-
mente eseguite alla prima chiamata del decoder, causandone la schedulazione sec-
ondo le impostazioni di Banda, cbs_budget, e Periodo, cbs_period, passati come
parametri.
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4.3.5 Quinta fase: Feedback Scheduling
Come per il CBS, anche per il feedback scheduling è stato necessario modificare
il codice sorgente del thread decoder. Le funzioni che sono state aggiunte sono la
sched_qmgr e la qmgr_end_cycle.
void sched_qmgr()
{
FILE *param;
struct sched_param sp;
struct qmgr_param cs;
int res;
if(!(param=fopen("./config","r"))) {
perror("cannot open file\n");
exit(-1);
}
sp.sched_size = sizeof(struct qmgr_param);
sp.sched_p = &cs;
fscanf(param, "%li %li %li %li %li %li %li %li %li",
&cs.qmgr_max_b, &cs.cbs_period, &cs.qmgr_period,
&cs.h, &cs.H, &cs.ei, &cs.Ei, &cs.e, &cs.E);
cs.qmgr_signature = QMGR_SIGNATURE;
res = sched_setscheduler(getpid(), SCHED_QMGR, &sp);
if (res < 0) {
perror("Error in setscheduler!");
exit(-1);
}
}
void qmgr_end_cycle(void)
{
struct sched_param sp;
if (sched_setscheduler(getpid(), SCHED_OTHER +10 , &sp)<0){
perror("end cycle\n");
exit (-1);
}
}
Queste funzioni vengono inizializzate quando viene chiamato la prima volta il
decoder, in questo caso il decoder specifico per l’mpeg2.
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void mpeg2_init (mpeg2dec_t * mpeg2dec)
{
......
sched_qmgr();
}
La funzione qmgr_end_cycle, che consente di calcolare la banda utilizzata dal
task di decodifica e di assegnare una nuova, calcolata secondo le medie mobili,
viene invocata alla terminazione del processo di decodifica del singolo frame, in
quanto sono questi i tempi che conosciamo grazie a dei profili di cui parleremo
nel prossimo capitolo.
int mpeg2_decode_data (mpeg2dec_t * mpeg2dec, uint8_t
* current, uint8_t * end, uint64_t pts)
{
........
mpeg2dec->pts = pts;
while (current != end) {
code = mpeg2dec->code;
current = copy_chunk (mpeg2dec, current, end);
if (ret == 1) qmgr_end_cycle();
if (current == NULL) {
return (ret = %d)\n",ret);
return ret;
}
ret= parse_chunk (mpeg2dec, code,
mpeg2dec->chunk_buffer);
}
return ret;
}
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Capitolo 5
Esperimenti con Xine e conclusioni
5.1 Primi Test
Come detto nel capitolo precedente, i primi test di decodifica sono stati svolti
ignorando il comportamento, inteso come attività del processore, del processo
dedicato alla decodifica. Nelle prime analisi dei tracciati vi era infatti un anomalo
comportamento dipendente dal carico del sistema. E’ bastato caricare il sistema
per veder stravolgere questo andamento.
Ho fatto vari tentativi, mantenendo il sistema più scarico possibile, cercando
di evitare sospensioni accidentali del task di decodifica, ma anche in questi casi
non sono riuscito ad ottenere dei tracciati comprensibili: mi aspettavo infatti che
i tracciati riguardanti uno stesso film fossero molto simili, per non dire identici,
cose che invece non si verificavano.
5.1.1 Applicazione di LTT
L’uso di Linux Trace Toolkit ha consentito di migliorare notevolmente i tracciati
dei tempi di decodifica. Questo ha reso l’uso di questi strumenti dipendente dal
particolare tipo di kernel con il supporto per LTT. In particolare la prima versione
che ho utilizzato per i miei esperimenti è stata la 2.4.18, per la quale LTT forniva
una patch da applicare.
Una volta applicata la patch e effettuate le modifiche del caso ai programmi
per il logging, sono stati estratti dei tracciati molto più precisi ma non ancora
soddisfacenti.
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(a) Traccia decodifica con LTT 2.4.18
Figura 5.1: Traccia decodifica con LTT kernel 2.4.18
Come si vede in figura5.1, ci sono dei valori troppo alti e che stranamente si
presentano sempre intorno agli stessi valori. Ho isolato questi valori e ho estratto
il solo andamento che in figura si vede come la traccia più scura. Quello che
ho ottenuto è l’andamento reale della decodifica, di cui un particolare è mostrato
in 5.2. Come si può vedere se si tolgono i ”disturbi” si ottiene un andamento
abbastanza soddisfacente. Ma come fare ad eliminare questi disturbi, e soprattutto
da cosa sono causati?
5.1.2 Il problema del DMA
Grazie a LTT, ho voluto tracciare tutti gli eventi di sistema e non solo i cambi
di contesto del decoder thread. Questo è possibile se si considerano i soli eventi
conosciuti e su architetture tradizionali, come i cambi di contesto appunto, ma
anche le system call, le interruzioni, le trap, page fault ecc.1
1Per queste definizioni si consulti un testo di informatica avanzata
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Figura 5.2: Particolare traccia con LTT kernel 2.4.18
Da una attenta lettura dei risultati di questi tracciati, durante la riproduzione
di un dvd, ho notato la presenta di continue interruzioni sull’interrupt 15, e ca-
sualmente queste interruzioni erano in coincidenza con i lungi tempi visibili nel
grafico5.1. Questa scoperta ha messo alla luce un fatto importante da me sottoval-
utato: anche potendo tracciare tutti i cambi di contesto occorsi nel sistema, questo
non basta per poter capire quale processo stia usando il processore. Infatti in caso
di interruzioni non vi è un cambio di contesto vero e proprio, o per lo meno non
tale da essere rilevato da LTT: sulla CPU gira il kernel che sta svolgendo le oper-
azioni per quella particolare interruzione, e questo senza deschedulare il processo
che deteneva la CPU prima, il quale viene solo sospeso ma non revocato. Questo
fa si che simili eventi non possano essere essere tracciati, almeno non con LTT.
Da li la tentazione di cercare una soluzione che potesse escludere dai calcoli sui
tempi di decodifica, i tempi persi nell’esecuzione delle interruzioni, è stata molto
forte ma si è scontrata con un problema: che senso ha escludere da un calcolo di
”pesantezza” di un processo, come la decodifica di uno stream video, tutta la parte
relativa all’ingresso dei dati? Infatti l’interrupt 15 si è rilevato essere l’interrupt
dell’hard disk.
Purtroppo su quella macchina il controller dell’hard disk è il chipset 8235,
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considerato dal kernel 2.4.18 future bridges, ciò ha reso necessaria l’intro-
duzione di un kernel più nuovo e del porting di LTT su questo kernel, porting
che non è stato indolore. Il kernel scelto è il 2.4.22.
5.2 Profili Video
Una volta apportate le opportune modifiche al kernel 2.4.22, al programma e al
sistema operativo, per consentire una misura precisa, e senza nefasti influssi delle
interruzioni, del comportamento del programma, e quindi un calcolo preciso delle
operazioni svolte e dei relativi tempi, ho tracciato dei profili video caratteristici
del film: questi profili hanno evidenziato immediatamente la componente, inte-
sa come tempo di computazione, ”intrinseca del film”, rendendo così possibile
caratterizzare la decodifica del film, e il processo dedicato, indipendentemente dal
carico della macchina. Mostro due profili video dello stesso film, in due situazioni
completamente diverse. In figura 5.3 si vede l’andamento del tempo di decodifi-
ca del video per i primi 2000 frame, quando sulla macchina non sono presenti
carichi eccessivi. In figura 5.4 invece si vede l’andamento relativo al medesi-
mo film con la macchina con un carico computazionalmente elevato dovuto alla
presenza di altri task. Come si può notare l’andamento è praticamente il medes-
imo, a parte una sorta di rumore in fondo alla figura 5.4 che altro non sono che i
frames scartati perchè non giunti in tempo. Questi risultati sono stati fondamen-
tali per comprendere l’andamento dei reali tempi di decodifica, e per costruirci
sopra delle stime attendibili utilizzate dagli algoritmi. Questi tracciati sono stati
eseguiti su di un AMD Athlon Xp 2000 e con un kernel 2.4.22 opportunamente
patchato con LLT per consentire la visibilità degli eventi di sistema. In entrambi i
casi, sia in condizioni di stress che normali, le impostazioni del sistema operativo
non sono state cambiate, in particolare per quanto riguarda la schedulazione dei
task rimasta quella di un normale sistema time sharing.
5.2.1 Codifiche Video
Questi profili oltre a fornire una stima accurata dei tempi di decodifica, dipen-
denti comunque dall’architettura hardware su cui vengono svolti i test, forniscono
informazioni anche sul processo di codifica adottato per la realizzazione del film.
Come stato detto nel capitolo 3, l’mpeg è uno standard ma per quanto riguarda
le tecniche di codifica, frequenza degli I-frame, la scelta dei motion vector, molto
66
Figura 5.3: Profilo di decodifica Video normale
Figura 5.4: Profilo di decodifica Video sotto stress
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è lasciato a scelte proprie del produttore del codec2: queste differenze sono state
evidenziate attraverso i profili video ottenuti. Come possiamo notare in figura 5.5,
è stato privilegiato un andamento medio abbastanza statico, senza cioè eccessivi
”sbalzi” nel tempo di decodifica, dovuti alla complessità intrinseca del frame; la
media si attesta intorno ai valori 0.004 - 0.006 sec.
Figura 5.5: Tecnica Codifica 1
Così non è per un altro campione di film utilizzato: la figura 5.6 evidenzia un
andamento molto più dinamico caratterizzato dalla presenza di frame intorno al
valore 0.008 sec, e di una media che si attesta intorno al valore 0.004 sec. Se pren-
diamo in esame in dettaglio l’andamento tra il frame 950 e 1150 nel secondo caso,
possiamo notare addirittura una ripitezione sistematica di questi tempi massimi:
sono gli I-frame che in questo punto del film hanno bisogno di parecchio tempo
per essere decodificati.
2algoritmo per la codifica di uno stream video in un formato compresso per la successiva
diffusione, a mezzo di internet, dvd o supporti magnetici
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Figura 5.6: Tecnica Codifica 2
Figura 5.7: Tecnica Codifica 2 Dettaglio
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5.2.2 Considerazioni sui profili
Purtroppo l’assenza di un profilo standard complica le cose, sarebbe auspicabile
avere dei tracciati simili non tanto per quanto riguarda i tempi, cosa tra l’altro
impossibile, ma per quanto riguarda la periodicità dei frame riprodotti. Le se-
quenze di comparizione dei frame, IBP, infatti non sono sempre le stesse, sia tra
film diversi che all’interno dello stesso film, è questo è un male in quanto ci obbli-
ga ad una modifica continua delle impostazioni degli algoritmi di schedulazione,
in particolare del feedback scheduling. Come visto in 2.7.3, per consentire un
buon funzionamento di questo algoritmo sono necessari dei calcoli statistici sul-
l’andamento dei task negli istanti precedenti, sfruttando ad esempio delle medie
mobili, questi calcoli possono complicarsi notevolmente se bisogna tener conto
delle possibili variazioni nelle sequenze IBP.
5.3 Test su Xine
Prima di eseguire i test con i vari algoritmi, ho dovuto eseguire degli esperimenti
su Xine e sul meccanismo legato alla visualizzazione dei frame.
Come descritto in 4.2.3, Xine usa un meccanismo di temporizzazione inter-
no basato sui Virtual Presentation Time Stamp. Questi tempi accompagnano
ogni frame e sono usati da Xine per ”Targare” le immagini e deciderne la col-
locazione temporale, alla quale è legato strettamente il meccanismo di visualiz-
zazione delle immagini. Su quest’ultimo ho eseguito dei test per comprendere
come Xine sceglie l’istante in cui ”svegliare” il thread di uscita per la visualiz-
zazione. Quello che è emerso da questi test e in particolare dal debugging del
programma, è che Xine, almeno nella versione beta-10, non usa sincronizzazioni
esplicite per visualizzare un frame: il frame pronto invia non alcun segnale al
thread di uscita per avvertirlo del suo arrivo. Il thread di uscita video è un loop
che si sveglia automaticamente all’occorrenza, e cioè quando occorre visualizzare
un frame. Dato che tipicamente il frame rate è di 25 fps, questo thread si sveglia
ogni 40 msec.
Mi sono reso conto invece che l’istante in cui si sveglia il thread di visualiz-
zazione, è leggermente in anticipo rispetto al presentation time stamp del frame
da visualizzare.
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5.4 Programma di carico usato per i test: stress
Per verificare il comportametno di xine in base al carico della macchina, e per
testare l’effettivo impatto che un carico di forte entità ha sul sistema, con e senza
le ottimizzazione di schedulazione, ho creato un opportuno programma, che ho
chiamato stress senza troppi giri di parole, che causa un pesante uso della cpu e
della memoria: alloca dinamicamente un array di 1000000 double, per un totale
di 8000000 byte di occupazione di memoria, e esegue in ciclo for inserendo dei
numeri nell’array creato:
number=1000000;
while(1) {
ptr = malloc(number*sizeof(double));
for(i=0 ; i<number ; i++) {
*(ptr+i) = i;
}
free(ptr);
}
Il programma così creato è stato usato nelle varie prove ottenendo dei risultati
riportati in seguito.
5.5 Il Frame Buffer
Per poter valutare a pieno i miglioramenti introdotti dall’uso dei vari algoritmi di
scheduling, ho diminuito il Frame Buffer di Xine, quello dove vengono depositati
i frame pronti per la visualizzazione. Portandolo da 15 a 7, pur mantenendo la
macchina scarica, con e senza algoritmi di schedulazione, ho notato che la ripro-
duzione del video risultava comunque scattosa. La cosa era alquanto strana poichè
con un buffer a 7 frames su di una macchina altamente performante, stiamo par-
lando di un Athlon XP, non ci potevano essere ritardi tali da ”obbligare” Xine a
scartare dei frames.
Dopo qualche peripezia, mi sono accorto di uno strano meccanismo usato da
Xine per scartare i frames. Tale meccanismo era legato alla dimensione del Frame
buffer e se questo buffer non era sufficiente, secondo delle stime interne, ciò pro-
duceva un scarto forzoso di un frame! Sono intervenuto sul codice forzando a sua
volta Xine a non scartare frame secondo questo meccanismo. Il risultato è stato
che addirittura con un Frame Buffer di 5, sono stato in grado di vedere uno stream
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senza scatti. La dimensione del Frame Buffer di 5 si è rilevata essere la mini-
ma dimensione possibile del buffer, oltre la quale non si riesce più a visualizzare
alcunchè.
Questa dimensione del buffer in teoria potrebbe essere ulteriormente diminui-
ta, ma sperimentalmente si è visto che scendendo sotto la soglia di 6, locazioni
per ogni frame, si ottiene uno stallo del programma: con il buffer a 5 infatti il pro-
gramma funziona ma senza che sia possibile fare nient’altro nel sistema. Basta
infatti muovere la finestra di visualizzazione che si ha stallo. Questo problema al
momento è ancora in fase di studio, ma a quanto pare lo stallo è provocato dal
decoder che interrompe le sue operazioni a causa di un frame di tipo B o P per cui
manca il frame di riferimento. Infatti come abbiamo visto in 3, i frames di tipo
B e P necessitano di un frame precedente, opportunamente memorizzato per l’oc-
correnza, a cui i puntatori per i meccanismi di motion vector fanno riferimento.
Capita che se questo frame non è presente in uno speciale buffer, il thread decoder
si blocca in attesa che venga preparato; purtroppo chi prepara questo frame è il
thread di video uscita che lo inserisce nel buffer non appena è stato visualizzato.
Se infatti il thread video è in ritardo, e non riesce a visualizzare niente perchè i
frame in coda sono scaduti, non inserisce alcun fame in questo buffer, bloccando
di fatto il ciclo riproduzione-decodifica e di conseguenza lo stallo del programma.
In realtà non è un vero e proprio stallo, il programma continua a girare, ma il
thread di decodifica è fermo su di una condizione che non si verificherà mai. Il
thread video out continua a girare, cercando di visualizzare dei frame che nessuno
gli può presentare, e quindi non fa altro che ripetere l’ultimo frame che aveva in
memoria.
5.6 Test in assenza di algoritmi di schedulazione
L’esecuzione di xine senza particolari accorgimenti, ha dato buoni risultati ma solo
nei casi in cui la macchina non era sottoposta a forti carichi. Se infatti si sottopone-
va la macchina ad un carico anche di media entità, quantificabile con un lancio in
background di 3 processi di stress, la qualità video subiva forti peggioramenti, in
particolar modo con il frame buffer a 5 o 6 posizioni.
Questi test hanno però fornito dei dati importanti, specie sul carico medio del
task decodifica: in uno dei casi di interesse, cioè durante la riproduzione di un
particolare dvd, questo carico è stato quantificato come pari al 12.6 % di risorse.
Questo risultato è importante in quanto ci dice di quanto ha bisogno mediamente
il task di decodifica per le sue operazioni.
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5.7 Test con CBS
I primi test con CBS hanno riguardato l’intero programma: xine è stato lanciato
con un certo Budget all’interno di un periodo prefissato, con dei risultati abbas-
tanza deludenti. Come visto nel capitolo4, xine è composto da alcuni thread:
ingresso, demux, decoder, video out, metronom; tutti i thread dunque venivano
schedulati e deschedulati all’interno del budget prefissato, provocando un cattivo
funzionamento del programma specie in caso di alto carico. La scelta di inserire
in un CBS il solo thread di decodifica, è stata la migliore in quanto è il thread che
occupa per la maggior parte il processore.
Ho potuto studiare il comportamento di Xine, dipendentemente dalla banda
assegnata al decoder. Se la banda assegnata non è sufficiente al decoder per de-
codificare tutti i frame, xine se ne rende conto e automaticamente scarta dei frame,
per consentire comunque una visione dello stream anche se a scatti. Come eviden-
ziato in figura 5.8, vi è un alto numero di frame persi. Questa figura si riferisce
ad un test condotto su di un dvd recente, con un budget del CBS di 10000 su
100000. Se invece osserviamo la figura 5.9, non ci sono frame persi, e questo
grazie ad un budget di 10000 su 30000. Entrambi i test sono stati condotti sulla
stessa macchina in assenza di carico.
I migliori risultati, in termini di performance e di budget assegnato, li ho ot-
tenuti con 10000 su 40000 ms: con queste impostazioni anche con la macchina
carica e addirittura stressata da programmi molto pesanti, per l’uso di cpu e di
memoria, ho potuto visionare il film senza interruzioni e senza scatti.
5.7.1 Test con CBS e Frame Buffer a 6 posizioni
Allo stato attuale delle cose, ho ottenuto il miglior risultato con lo scheduling
CBS e con il frame buffer a 6 posizioni, con i programmi di stress attivi, dando
una banda al task di decodifica di 10000 su 40000. Purtroppo la banda fissa,
caratteristica del CBS scheduling, non consente un grande un guadagno in termini
di ottimizzazione delle risorse.
5.7.2 Considerazioni sulla Qos
I test effettuati hanno dato buoni risultati, considerando il budget assegnato al task
di decodifica. Questo però non deve trarre in inganno.
Potrebbe capitare infatti la seguente cosa: dai nostri esperimenti è emerso che
una banda di 10000 su 40000, e cioè il 25 % delle risorse, è sufficiente per avere
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Figura 5.8: Test con CBS 1 a 10
Figura 5.9: Test con CBS 1 a 3
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una buona qualità video. Ma se al posto del film di Star Srek fatto di bruschi cambi
di scena, esplosioni, inseguimenti interstellari, mettiamo una commedia teatrale
ripresa da una singola videocamera ferma davanti al palco, è ovvio che la banda
del 25 % è eccessiva.
Se prendiamo come esempio l’andamento dello scheduling error del un trac-
ciato di un concerto, come vediamo in figura 5.10, si nota un andamento, specie
all’inizio, fortemente negativo. Questo è indice della eccessiva banda assegnata al
task, banda che diviene poi sufficiente intorno al campione 800 dove è evidente il
brusco cambiamento, dovuto a delle scene particolarmente movimentate. ( Nelle
figure che seguono sulle ordinate è rappresentato le scheduling error rapportato al
periodo e(k)/T , sulle ascisse il numero del frame )
Figura 5.10: Scheduling error con troppa banda
Il fatto di avere uno scheduling error sempre negativo è si una buona cosa, non
sono occorse deadline miss, ma come si vede in questo caso è troppo negati-
vo. Questo significa che la banda assegnata al task di decodifica è mediamente
eccessiva. Tutto questo fa capire l’importanza di avere una allocazione di banda
dinamica, capace di far fronte a richieste variabili.
Se si tenta di assegnare al processo la banda ”mediamente” occupata dal task
di decodifica, e cioè il 12.6 % ecco che l’algoritmo del CBS scheduling, come
tutti gli algoritmi reservation based, mostra i suoi difetti. I tracciati che seguono
sono relativi ad un film di fantascienza con scene d’azione.
Graficando l’andamento della Qos, e cioè dello scheduling error, nel caso del
CBS con assegnamento di banda pari alla media di decodifica, si notano forti
sbalzi positivi, eccessivamente positivi. Come visto in 2.7.3 a pagina 26, uno
scheduling error positivo è una deadline miss, ma sappiamo anche che questo non
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Figura 5.11: Scheduling error con banda al 12.6 %
è un grosso problema per i sistemi soft real time; purtroppo in figura 5.11 l’escur-
sione dello scheduling error è troppo al di sopra dello zero. Questo si traduce, in
termini pratici, in un video scattoso.
E’ bastato aumentare di poco la banda assegnata al task, portandola al 14 % per
avere un andamento decisamente migliore, lo si vede dalla figura 5.12. Purtroppo
anche con questa banda ci sono dei punti in cui le cose non vanno bene.
Se infatti isoliamo l’andamento di questo tracciato intorno al campione 80000,
si vede nuovamente uno sbalzo eccessivamente positivo di e(k)/T , quindi perdita
di frame e andamento scattoso.
5.8 Test con Feedback Scheduling
I primi esperimenti con il Feedback scheduling hanno messo in evidenza l’impor-
tanza della forma dei profili video. Come detto in 2.7.3 a pagina 26, per il fun-
zionamento a feedback sono necessarie delle previsioni basate su calcoli statistici,
previsioni che fanno decidere sulla banda da assegnare al task di decodifica. Tali
calcoli si basano su medie mobili effettuate sulla decodifica dei frame precedenti,
e questo rende il processo molto sensibile alle variazioni inattese.
Ho preso come campione il solito film di fantascienza usato per i test con CBS,
e ho assegnato al feedback scheduling una media pari al 13 %, cioè appena al di
sopra della media di decodifica del film. Il risultato è mostrato in figura 5.14,
Possiamo notare di come lo scheduling error abbia una escursione più limitata
se confrontato a quello a banda fissa: esso è sempre intorno allo zero tranne che
per il solito punto tra 70000 e 80000. Se però andiamo a isolare questo punto,
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Figura 5.12: Scheduling error con banda fissa al 14 %
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Figura 5.13: Particolare di scheduling error con banda fissa al 14 %
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Figura 5.14: Scheduling error con feedback
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Figura 5.15: Dettaglio scheduling error con feedback
mostrato in figura 5.15, notiamo quanto sia forte il miglioramento introdotto da
questo algoritmo: anche in un punto così critico in cui gli altri algoritmi hanno
fallito, grazie al feedback scheduling e al meccanismo della banda adattiva si ri-
esce a seguire le brusche variazioni, in termini di richiesta di banda, del task, e
questo con solo il 13 % di banda media assegnata al feedback scheduling.
Grazie al feedback, sono stato in grado di ottenere uno scheduling error molto
buono differente da quello mostrato in 5.11. Grazie al feedback infatti il sistema
si adatta alle richieste di banda del task di decodifica, e anche la dove vi è una
forte richiesta di banda il feedback non causa deadline miss tali da compromettere
la visione del film. Anche se ci sono valori molto al di sopra dello zero, questi
durano molto poco e questo, grazie alla presenza del buffer di uscita video, può
non significare uno scatto nella visione del film. Infatti con il buffer a 6 posizioni
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e il feedback, con addirittura 7 programmi di stress in background siamo riusciti
ad avere una perfetta visione del film.
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Capitolo 6
Conclusioni
6.1 Interventi sul codice
Un aspetto molto importante da considerare alla conclusione di questo lavoro, è
l’entità delle modifiche apportate al sistema e al software Xine per godere delle
innovazioni soft real time di Ocera. Per consentirne il funzionamento secondo
questi algoritmi di schedulazione, più sofisticati, le modifiche apportate al pro-
gramma Xine movie player sono minime, e lo si è visto nei capitoli precedenti. In
tutto ho aggiunto, per le parti riguardanti il CBS e il feedback scheduling, circa
50 linee di codice. Naturalmente bisogna escludere tutte le linee di debugging
necessarie alla comprensione del programma.
Questo significa che con il kernel Ocera e una patch a Xine movie player, ot-
teniamo un sistema soft real time capace di garantire una alta qualità del servizio
anche in situazioni di forte carico. Questo provocherebbe malfunzionamenti in
sistemi in cui le risorse sono limitate e il cui uso è non ottimizzato. E’ impor-
tante sottolineare che il kernel Ocera è un kernel a livelli, come è stato descritto
in 2.8.7 a pagina 34, quindi non è esclusivo per applicazioni di tipo real time.
6.2 Performance
Dagli esperimenti sul sistema con e senza algoritmi di schedulazione ottimizzati, è
emersa l’importanza di un approccio soft real time ai sistemi di riproduzione mul-
timediale. Infatti su un sistema general purpose la qualità video è da subito com-
promessa se, mentre riproduciamo il video, vengono lanciati processi che fanno un
pesante uso di cpu e memoria. Sulla piattaforma utilizzata per i miei esperimenti,
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Athlon XP 2000, un simile carico provoca esclusivamente una visione scattosa
dello stream, ma basta spostarci su di una piattaforma meno potente per assis-
tere ad un vero e proprio blocco della visione non appena nel sistema vengono
introdotti dei processi così detti di stress.
L’introduzione di questi algoritmi di schedulazione, ha permesso di aumentare
le prestazioni del sistema.
Con 7 di questi programmi ad alto carico lanciati contemporaneamente, sono
stati inseriti ognuno in un CBS, quindi per questo sono stati isolati temporalmente,
e contestualmente mandato in esecuzione Xine con il proprio task di decodifica
schedulato con banda adattiva, ho potuto vedere lo stream mpeg in riproduzione
senza scatti.
6.3 Risparmio di risorse
Il risparmio di risorse così ottenuto con l’introduzione di questi algoritmi è evi-
dente. Il primo risparmio è in termini di computation time: al processore viene
richiesta, da parte del task di decodifica, una banda strettamente necessaria per
le sue operazioni, lasciando in questo modo più libertà al processore, e ad altri
task dare la possibilità di eseguire le proprie operazioni nei tempi lasciati liberi
dal task di decodifica così ottimizzato. Inoltre la riduzione del buffer da 15 frame
a 6 frame, ha permesso di risparmiare oltre il 60% sull’uso di memoria.
6.4 Sistemi Embedded
La possibilità di ottimizzare le risorse, sia per quanto riguarda l’allocazione della
banda al task di decodifica sia per il risparmio di memoria, ci induce a pensare a
dei possibili sviluppi per sistemi embedded. E’ infatti noto quanto siano limitate
le risorse in un sistema embedded, e la possibilità offerta dai moduli di Ocera di
ottimizzare le risorse appare quanto mai vantaggiosa. Questi vantaggi divengono
ancor più palesi se pensiamo ad applicazioni multimediali su architetture non pen-
sate per questi scopi, oppure semplicememte antiquate: pensiamo alla possibilità
di riprodurre un dvd di nuova generazione su un vecchio 486.
E’ da notare inoltre l’impatto energetico: le risorse costano non solo in termini
economici ma anche in termini di potenza, di calore prodotto. Una scheda video
di nuova generazione ha alte performance ma anche una memoria video parago-
nabile a quella di un PC di qualche anno fa, e una ventola per il raffreddamento
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del processore, data la velocità di computazione. Non è pensabile un sistema em-
bedded per la riproduzione di stream multimediale, ad altissime prestazioni, ma
con una ventola per il raffreddamento. Ecco che l’ottimizzazione delle risorse
è fondamentale per poter sfruttare al massimo le capacità offerte dalle varie ar-
chitetture, anche sorpassate, risparmiando sulle risorse sui consumi e quindi sui
costi.
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