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Abstract
Weshow that theworst-case cubature errorE(Qm;Hs) of anm-point cubature ruleQm for functions in the
unit ball of theSobolev spaceHs=Hs(S2), s > 1, has the lower boundE(Qm;Hs)csm− s2 ,where the con-
stant cs is independent ofQm andm. This lower bound result is optimal, sincewe have established in previous
work that there exist sequences (Qm(n))n∈N of cubature rules for which E(Qm(n);Hs) c˜s (m(n))−
s
2 with
a constant c˜s independent of n. The method of proof is constructive: given the cubature ruleQm, we construct
explicitly a ‘bad’functionfm ∈ Hs , which is a function forwhichQmfm=0 and ‖fm‖−1Hs |
∫
S2 fm(x) d(x)|
csm−
s
2
. The construction uses results about packings of spherical caps on the sphere.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let Qm be an m-point cubature rule on the unit sphere S2 ⊂ R3,
Qmf :=
m∑
j=1
wjf (xj ), f ∈ C(S2), (1)
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with points x1, . . . , xm ∈ S2 and corresponding weights w1, . . . , wm ∈ R. The worst-case cuba-
ture error of Qmf as an approximation of the integral
If :=
∫
S2
f (x) d(x), (2)
in a space H of continuous functions, with norm ‖ · ‖H , is deﬁned by
E(Qm;H) := sup
f∈H,‖f ‖H 1
|Qmf − If |. (3)
In this work we show that the worst-case cubature error of any m-point cubature rule Qm in the
Sobolev space Hs = Hs(S2), s > 1 (where for integer s the space Hs is roughly speaking the
space of continuous functions whose generalized (distributional) derivatives up to and including
the order s are square-integrable), has the lower bound
E(Qm;Hs)csm− s2 , (4)
where the positive constant cs is independent of Qm and m. (In this paper cs , cˆs , and c˜s denote
generic positive constants, depending on the index s of the space Hs , which take different values
at different places. Likewise the positive constants c and cˆ take different values at different places,
whereas positive constants c1, c2, c˜1, c˜2, . . . have ﬁxed values.)
The result (4) is optimal, because in [5,6] inﬁnite sequences (Qm(n))n∈N ofm(n)-point cubature
rules Qm(n), with limn→∞ m(n) = ∞, are identiﬁed for which
E(Qm(n);Hs) cˆ(m(n))− s2 ∀n1, (5)
with a positive constant cˆ that depends on s and may also depend on the sequence (Qm(n))n∈N.
In particular, this property holds if Qm(n) with m(n)cn2 integrates all spherical polynomials of
degree n exactly, and if the sequence (Qm(n))n∈N also has a local regularity property, which is
automatically satisﬁed in the case of positive weights.
The proof of (4) proceeds by constructing for each Qm a function fm (which depends on Qm)
with the property fm ∈ Hs for all s > 1, such that∣∣Qmfm − If m∣∣ csm− s2 ‖fm‖Hs .
The function fm is constructed in such a way that Qmfm = 0, and it is convenient for the proof
that fm does not depend on s.
The method of construction of fm was inspired by ideas in [1,8], where functions were con-
structed to prove lower bounds of the worst-case cubature error in certain normed function spaces
of continuous functions on the unit cube [0, 1]d .
2. Optimal lower bounds for the worst-case cubature error of an m-point cubature rule
Qm
In this paper vectors in R3 are denoted by boldface letters x, y, z, . . . , and the Euclidean inner
product ofR3 is denoted by x ·y, x, y ∈ R3.We denote the Euclidean norm ofR3 by |x| = √x · x,
and the absolute value of t ∈ R by |t |.
We consider cubature on the two-dimensional unit sphere S2 ⊂ R3,
S2 :=
{
x ∈ R3
∣∣∣ |x| = 1} .
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The space of square-integrable functions on S2 is denoted by L2(S2). It is a Hilbert space with
the inner product
(f, g)L2 :=
∫
S2
f (x)g(x) d(x), f, g ∈ L2(S2),
and the induced norm
‖f ‖L2 :=
(∫
S2
|f (x)|2 d(x)
) 1
2
, f ∈ L2(S2),
where d denotes the surface element of S2.
A convenient basis of L2(S2) can be given in terms of spherical harmonics. A homogeneous
harmonic polynomial on R3 of exact degree  ∈ N0, restricted to the unit sphere S2, is called a
spherical harmonic of degree . The space of all spherical harmonics of degree  has the dimension
2 + 1. By
{Yk| k = 1, . . . , 2 + 1} (6)
we always denote anL2-orthonormal set of real spherical harmonics of degree .Any two spherical
harmonics of distinct degree are L2-orthogonal.
The spherical harmonics of degree  ∈ N0 satisfy the addition theorem: for anyL2-orthonormal
set (6) of real spherical harmonics
2+1∑
k=1
Yk(x)Yk(y) = 2 + 14 P(x · y), x, y ∈ S
2, (7)
where P is the Legendre polynomial of degree .
The space of all spherical polynomials of degree n, that is, the restrictions to S2 of all
polynomials in three variables of degree n, is denoted byPn. The span of all spherical harmonics
of degree n coincides with Pn, and Pn has the dimension dim(Pn) = (n + 1)2.
The union of the sets (6) for all  ∈ N0 is a complete orthonormal system in L2(S2). Thus, any
function f ∈ L2(S2) can be represented by its Fourier series (or Laplace series) expansion
f =
∞∑
=0
2+1∑
k=1
fˆkYk, (8)
where the Fourier coefﬁcients are given by
fˆk := (f, Yk)L2 =
∫
S2
f (x)Yk(x) d(x),
and (8) converges in the L2(S2) sense.
The spherical harmonics are the eigenfunctions of the Beltrami operator ∗, and it is well
known that
∗Y = −( + 1)Y
for any spherical harmonic Y of degree  ∈ N0. The Beltrami operator ∗ is the angular part of
the Laplacian .
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For s0, the Sobolev space Hs = Hs(S2) is the completion of the space
span {Yk|  ∈ N0; k = 1, . . . , 2 + 1}
with respect to the norm
‖f ‖Hs :=
( ∞∑
=0
2+1∑
k=1
(
 + 1
2
)2s
fˆ 2k
) 12
.
The space Hs is a Hilbert space with the inner product
(f, g)Hs :=
∞∑
=0
2+1∑
k=1
(
 + 1
2
)2s
fˆkgˆk, f, g ∈ Hs.
For s > 1 the Sobolev space Hs is a reproducing kernel Hilbert space and is embedded into
C(S2), the space of all continuous functions on S2 endowed with the supremum norm.
From [3, (5.1.9)]
‖f ‖Hs =
∥∥∥( 14 − ∗) s2 f ∥∥∥L2 , f ∈ Hs, (9)
where ( 14 − ∗)
s
2 is deﬁned on Hs by(
1
4
− ∗
) s
2
f :=
∞∑
=0
2+1∑
k=1
(
 + 1
2
)s
fˆkYk. (10)
For even s0 and sufﬁciently smooth f, (10) coincides with the classical derivative ( 14 −∗)
s
2 f .
In the proof of (4) wewill also need Jacobi polynomials. The Jacobi polynomialsP (,) ,  ∈ N0
(where  is the degree), with indices  > −1 and  > −1, are orthogonal polynomials with respect
to the inner product
(f, g)(,) :=
∫ 1
−1
f (t)g(t)(1 − t)(1 + t) dt.
The normalization is such that (see [13, (4.3.3)])(
P
(,)
 , P
(,)

)
(,)
= 2
++1
2 + + + 1
( + + 1)( + + 1)
( + 1)( + + + 1) . (11)
In this paper we will denote the space of those functions f on [−1, 1] for which the norm
‖f ‖(,) :=
√
(f, f )(,) is ﬁnite by L
(,)
2 ([−1, 1]). If  =  = 0 then we obtain the usual
L2 space L2([−1, 1]), and the Jacobi polynomials P (0,0) ,  ∈ N0, are just the Legendre polyno-
mials P,  ∈ N0.
For more background information the reader is referred to [3,10,13].
Now we can formulate the main result. We consider an m-point cubature rule Qmf , given by
(1), as an approximation of the integral If , given by (2). The worst-case cubature error of Qm in
Hs is deﬁned by (3).
Two questions arise concerning the behavior of (3) asymptotically in m: How good can an
m-point cubature rule Qm on Hs (at best) be?And which sequences of cubature rules are optimal
in the sense that they achieve this order as the point number m → ∞?
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In this work we are concerned with the ﬁrst question, that is, we derive a lower bound for the
worst-case cubature error that is optimal in terms of orders of m. The following theorem is the
main result of the paper.
Theorem 1. For each s > 1, there exists a positive constant cs such that for an arbitrary m-point
cubature rule Qm on S2,
Qmf :=
m∑
j=1
wjf (xj ),
the worst-case cubature error E(Qm;Hs) of Qm in Hs has the lower bound
E(Qm;Hs)csm− s2 . (12)
The order m− s2 in the estimate (12) cannot be improved.
The optimality of the estimate (12) follows from previous work in [5,6], where we have proved
the following result.
Theorem 2. Let (Qm(n))n∈N be an inﬁnite sequence of m(n)-point cubature rules Qm(n) on S2
with the following properties: (i) Qm(n)p = Ip for all p ∈ Pn, and (ii) there exist positive
constants c0 and c1 independent of n with c1 2 , such that for all n1 the points xj and the
weights wj , j = 1, . . . , m(n), of Qm(n) satisfy
m(n)∑
j=1,
xj ∈S(x, c1n )
|wj |c0
∣∣∣S (x, c1
n
)∣∣∣ ∀x ∈ S2,
where S(x,
(
c1
n
)
is the spherical cap with center x ∈ S2 and angular radius c1
n
and
∣∣S (x, c1
n
)∣∣ is
its surface area. Then for each s > 1, there exists a positive constant c˜s such that
E(Qm(n);Hs) c˜sn−s ∀n1. (13)
If all cubature rules of the sequence (Qm(n))n∈N have positive weights then the assumption (ii)
in Theorem 2 is automatically satisﬁed with universal constants c0 and c1, and c˜s is also universal.
For concrete examples of sequences of ruleswith the properties inTheorem2 see the summaryof
results in [5], and also [2,7,9,12]. In particular, there exist sequences of cubature rules (Qm(n))n∈N
satisfying the assumptions of Theorem 2 and in addition m(n)cn2, where c > 0 is independent
of n ∈ N. For such a sequence (13) implies
E(Qm(n);Hs) c˜sc s2 (m(n))− s2 ∀n1. (14)
As the order in (12) and (14) is the same, it follows that both estimates are optimal with respect
to order.
The proof of Theorem 2 was ﬁrst given in [5] for the special case s = 32 , and then the result
was extended in [6] to general s > 1.
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3. Preparation for the proof of Theorem 1
In this section we formulate and explain a result about packing on the sphere that is needed for
the proof of Theorem 1.
As already mentioned in the Introduction, our method of proof was motivated by corresponding
lower bounds for the worst-case cubature error on the unit square [0, 1]2 in [1,8]. A simpliﬁed
description is that for an m-point cubature rule on [0, 1]2, the unit square [0, 1]2 is subdivided into
2m (or more) rectangles of identical shape and size, and a ‘bad’ function (for which the cubature
error is of the desired order) is then constructed. This ‘bad’ function vanishes on all the rectangles
that contain cubature points.
For the case of the sphere, instead of the rectangles of the preceding paragraph, we use spherical
caps of equal size (which at most touch each other at their boundaries), since it is not necessary
for us that the union of our 2m subsets covers S2 completely.
Deﬁnition 3. A spherical cap S(y, ) ⊂ S2 with center y ∈ S2 and angular radius  ∈ [0, ] is
deﬁned by
S(y, ) :=
{
x ∈ S2
∣∣∣ arccos(x · y)} .
The following lemma is a simple consequence of a result of Habicht and van der Waerden in
[4]. It can be viewed as a result about the packing of S2 with 2m spherical caps.
Lemma 4. For every m ∈ N there exist 2m points y1, . . . , y2m ∈ S2 such that
c1(2m)−
1
2  min
1 i<j2m
arccos(yi · yj )c2(2m)− 12 , (15)
where the positive constants c1 and c2 do not depend on m.
Remark 5. If, given the 2m points y1, . . . , y2m from Lemma 4, we deﬁne the angle m by
m := 12 min1 i<j2m arccos(yi · yj ),
then the 2m spherical caps S(yi , m), i = 1, . . . , 2m, have at most boundary points in common.
They yield a packing of S2 with spherical caps of angular radius m, where from the lemma
1
2c1(2m)
− 12 m 12c2(2m)
− 12 .
Proof of Lemma 4. Habicht and van der Waerden in [4] (see also [11]) show that there exists
M ∈ N such that for all mM(
8√
3
)1
2
(2m)−
1
2 − c(2m)− 23
 max
z1,...,z2m∈S2
min
1 i<j2m
|zi − zj |
(
8√
3
)1
2
(2m)−
1
2 , (16)
where c is some positive constant, independent of m. Let for m ∈ N the points y1, . . . , y2m on
S2 be such that the minimal distance of two distinct points is maximal. Then for mM , by (16),
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y1, . . . , y2m satisfy(
8√
3
)1
2
(2m)−
1
2 C(m) min
1 i<j2m
|yi − yj |
(
8√
3
)1
2
(2m)−
1
2 , (17)
where
C(m) := 1 −
(
8√
3
)− 12
c(2m)−
1
6 .
Clearly, there exists M ′ ∈ N, with M ′M , such that C(m) 12 for all mM ′. Thus, we obtain
from (17), for all mM ′,
1
2
(
8√
3
)1
2
(2m)−
1
2  min
1 i<j2m
|yi − yj |
(
8√
3
)1
2
(2m)−
1
2 . (18)
The equality
|yi − yj | =
(
2 − 2yi · yj
) 1
2
= √2
(
1 − cos ( arccos(yi · yj ))) 12
= 2 sin
(
1
2
arccos(yi · yj )
)
,
combined with the estimates
sin   2

 for all  ∈
[
0,

2
]
, (19)
sin    for all  ∈ [0, 2], (20)
implies from (18) that for mM ′
(
2√
3
)1
2
(2m)−
1
2  min
1 i<j2m
arccos(yi · yj )
(
2√
3
)1
2
(2m)−
1
2 . (21)
By changing the constants in (21) appropriately we can achieve the estimate (21) with modiﬁed
constants also for m = 1, . . . ,M ′ − 1, and hence for all m ∈ N. This concludes the proof. 
4. Proof of Theorem 1
Proof of Theorem 1. The idea of the proof is to construct a ‘bad’ function fm ∈ Hs for which∣∣∣∣Qm ( fm‖fm‖Hs
)
− I
(
fm
‖fm‖Hs
)∣∣∣∣ csm− s2 , (22)
with a constant cs independent of Qm and m. As the worst-case cubature error E(Qm;Hs) of Qm
in Hs is the supremum over the cubature errors for all functions f ∈ Hs with ‖f ‖Hs 1, the
left-hand side in (22) is clearly a lower bound for E(Qm;Hs), and thus (12) follows from (22).
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Due to Lemma 4, we can choose 2m points y1, . . . , y2m ∈ S2 with the property that
c1(2m)−
1
2  min
1 i<j2m
arccos(yi · yj )c2(2m)− 12 , (23)
with positive constants c1 and c2 independent of m. Deﬁne the angle m by
m := 12 min1 i<j2m arccos(yi · yj ). (24)
Clearly, from (23) with the constants c˜1 := 12 c1 and c˜2 := 12 c2,
c˜1(2m)−
1
2 m c˜2(2m)−
1
2 , (25)
and the constants c˜1 and c˜2 are independent of m.
Because 2m2, we have at least two points y1 and y2, thus from (24) m 2 , and we only
need to consider m ∈ [0, 2 ].
Now we consider the spherical caps S(y1, m), . . . , S(y2m, m) with the centers y1, . . . , y2m.
As explained in Remark 5, the properties of y1, . . . , y2m and m imply that the intersection
S(yi , m) ∩ S(yj , m), where i = j and i, j ∈ {1, . . . , 2m}, contains at most points from the
possible intersection of the boundaries of these two caps.
Therefore, at most m of the 2m spherical caps S(yi , m), i = 1, . . . , 2m, contain a point xj of
the m-point cubature rule Qm in their respective interiors. This means that there are at least m of
the spherical caps S(yi , m), i = 1, . . . , 2m, that contain no point xj of the cubature rule Qm in
their interior. Without loss of generality we may assume that m caps containing no points xj in
their interior are labeled S(yi , m), i = 1, . . . , m.
Our ‘bad’ function fm will be constructed in such a way that its support is contained in⋃m
i=1 S(yi , m), and that, restricted to each S(yi , m), i ∈ {1, . . . , m}, the function is rotationally
symmetric with respect to yi and has the same graph independently of i.
We start the construction of fm with a function  ∈ C∞((−∞, 1]) with the following proper-
ties:
(1) (t)0 for all t ∈ (−∞, 1],
(2)  has the support supp() = [0, 12 ], and(3) maxt∈(−∞,1] (t) = 1.
An example of such a function is
(t) :=
{
e
16− 2
t (1−2t) if t ∈ (0, 12 ) ,
0 elsewhere.
A function  with the above properties is chosen once and then kept ﬁxed throughout the
remainder of the proof, that is, for all cubature rules Qm we choose the same function  in the
construction of a ‘bad’ function.
In a ﬁrst step we map the argument of  in such a way that the support of the new function
contained in [cos m, 1], and in a second step we ‘lift’ this new function onto each of the m
spherical caps S(yi , m), i = 1, . . . , m.
Deﬁne
m(t) := 
(
t − cos m
1 − cos m
)
, t ∈ (−∞, 1].
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Then obviously m ∈ C∞((−∞, 1]), and
(1) m(t)0 for all t ∈ (−∞, 1],
(2) supp(m) ⊂ [cos m, 1], and
(3) maxt∈(−∞,1] m(t) = 1.
Now we deﬁne fm ∈ C∞(S2) by
fm(x) :=
m∑
i=1
m(x · yi ), x ∈ S2. (26)
The properties of m imply the following properties of fm:
(1) fm(x)0 for all x ∈ S2,
(2) supp(fm) ⊂ ⋃mi=1 S(yi , m),
(3) maxx∈S2 fm(x) = 1, and
(4) fm|S(yi ,m) = m(◦ · yi ).
In addition, fm is a function in Hs for any s0; indeed we shall prove the estimate
‖fm‖Hs csm s2 , (27)
where the constant cs depends on s ∈ R+0 but not on Qm and m.
The proof of (27) is rather delicate, and is the crucial element in the proof of Theorem 1.
It proceeds in two steps: ﬁrstly, we prove (27) for even s0 with the help of the different
representation (9) of ‖ ·‖Hs . Then we use Hölder’s inequality to interpolate between the estimates
(27) for non-negative even integer values of s, and so obtain (27) for all s ∈ R+0 .
For even s0, from (9),
‖fm‖2Hs =
∥∥∥( 14 − ∗) s2 fm∥∥∥2L2 .
Because fm ∈ C∞(S2) and s is even, the function ( 14 − ∗)
s
2 fm is a derivative of fm in the
classical sense. The function m(◦ · yi ) has support contained in S(yi , m), and therefore so has
( 14 − ∗)
s
2m(◦ · yi ). As the spherical caps S(yi , m) and S(yj , m) with i = j touch at most
at the boundary, the product of ( 14 − ∗)
s
2m(◦ · yi ) and ( 14 − ∗)
s
2m(◦ · yj ), where i = j ,
vanishes. Thus, from the deﬁnition (26) of fm∥∥∥∥∥
(
1
4
− ∗
) s
2
fm
∥∥∥∥∥
2
L2
=
m∑
i=1
∥∥∥∥∥
(
1
4
− ∗
) s
2
m(◦ · yi )
∥∥∥∥∥
2
L2
with no cross terms, and hence from (9)
‖fm‖2Hs =
m∑
i=1
‖m(◦ · yi )‖2Hs . (28)
Now we will estimate ‖m(◦ · yi )‖2Hs , i ∈ {1, . . . , m}, in a suitable way.
The univariate function m can on [−1, 1] be expanded into an L2([−1, 1]) convergent Leg-
endre series
m =
∞∑
r=0
(
r + 1
2
)(∫ 1
−1
m(t)Pr(t) dt
)
Pr .
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Thus, the Fourier coefﬁcients of m(◦ · yi ) are given by∫
S2
m(x · yi )Yk(x) d(x)
=
∞∑
r=0
(
r + 1
2
)(∫ 1
−1
m(t)Pr(t) dt
)∫
S2
Pr(x · yi )Yk(x) d(x)
= 2Yk(yi )
∫ 1
−1
m(t)P(t) dt
from the addition theorem (7). The Hs norm of m(◦ · yi ) is then given by
‖m(◦ · yi )‖2Hs = 42
∞∑
=0
(
 + 1
2
)2s (∫ 1
−1
m(t)P(t) dt
)2 2+1∑
k=1
|Yk(yi )|2
= 2
∞∑
=0
(
 + 1
2
)2s+1 (∫ 1
−1
m(t)P(t) dt
)2
, (29)
where we have used the addition theorem (7) and P(1) = 1 in the last step.
From Rodrigues’ formula [13, (4.3.1)] for 0 and 1 we have the antiderivative∫
P
(,)
 (t)(1 − t2) dt = −
1
2
P
(+1,+1)
−1 (t)(1 − t2)+1.
Using integration by parts s-times, we ﬁnd that for s
∫ 1
−1
m(t)P(t) dt = ( − s)!2s!
∫ 1
−1
(s)m (t)P
(s,s)
−s (t)(1 − t2)s dt.
Substituting this into (29), for s, we obtain
‖m(◦ · yi )‖2Hs = 2
s−1∑
=0
(
 + 1
2
)2s+1 (∫ 1
−1
m(t)P(t) dt
)2
+ 
22s−1
∞∑
=s
(
 + 1
2
)2s+1 (
( − s)!
!
)2
×
(∫ 1
−1
(s)m (t)P
(s,s)
−s (t)(1 − t2)s dt
)2
. (30)
From the Cauchy–Schwarz inequality and (11)(∫ 1
−1
m(t)P(t) dt
)2
 ‖m‖2L2([−1,1])‖P‖2L2([−1,1])
=
(
 + 1
2
)−1
‖m‖2L2([−1,1]). (31)
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Estimating the ﬁrst term in (30) with (31) yields
‖m(◦ · yi )‖2Hs  cs‖m‖2L2([−1,1])
+ 
22s−1
∞∑
=s
(
 + 1
2
)2s+1 (
( − s)!
!
)2
×
(∫ 1
−1
(s)m (t)P
(s,s)
−s (t)(1 − t2)s dt
)2
, (32)
with cs = 2∑s−1=0 ( + 12 )2s .
To estimate the second term in (32) we observe that∫ 1
−1
(s)m (t)P
(s,s)
−s (t)(1 − t2)s dt
is, apart from the normalization factor, the Jacobi coefﬁcient of (s)m with respect to P (s,s)−s (with
the appropriate weight function (1− t2)s).As the Jacobi polynomials form a complete orthogonal
system in L(s,s)2 ([−1, 1]), and as (s)m ∈ L(s,s)2 ([−1, 1]), we have from (11) in the L2 sense on[−1, 1]
(s)m =
∞∑
=s
(
 + 12
)
( − s)!( + s)!
22s(!)2
(∫ 1
−1
(s)m (t)P
(s,s)
−s (t)(1 − t2)s dt
)
P
(s,s)
−s .
Thus, from Parseval’s equality,
‖(s)m ‖2L(s,s)2 ([−1,1]) =
∫ 1
−1
|(s)m (t)|2(1 − t2)s dt
=
∞∑
=s
(
 + 12
)
( − s)!( + s)!
22s(!)2
×
(∫ 1
−1
(s)m (t)P
(s,s)
−s (t)(1 − t2)s dt
)2
. (33)
Noting that

(
 + 12
)2s+1
22s−1
(( − s)!)2
(!)2 =
2
(
 + 12
)2s
( − s)!
( + s)!
(
 + 12
)
( − s)!( + s)!
22s(!)2
 c˜s
(
 + 12
)
( − s)!( + s)!
22s(!)2 ,
and making use of (33), we obtain from (32)
‖m(◦ · yi )‖2Hs cs‖m‖2L2([−1,1]) + c˜s‖(s)m ‖2L(s,s)2 ([−1,1]). (34)
We observe that for any k ∈ N0
(k)m (t) = (1 − cos m)−k(k)
(
t − cos m
1 − cos m
)
.
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Therefore, with the substitution u = t−cos m1−cos m , for k = 0 and k = s,
‖(k)m ‖2L(k,k)2 ([−1,1])
= (1 − cos m)−k
∫ 1
cos m
∣∣∣∣(k) ( t − cos m1 − cos m
)∣∣∣∣2 (1 − t2)k(1 − cos m)k dt
2k(1 − cos m)−k
∫ 1
cos m
∣∣∣∣(k) ( t − cos m1 − cos m
)∣∣∣∣2 dt
= 2k(1 − cos m)1−k
∫ 1
0
∣∣∣(k)(u)∣∣∣2 du,
where we have used that for t ∈ [cos m, 1]
1 − t2
1 − cos m =
1 − t
1 − cos m (1 + t)2.
From (34) this yields for any i ∈ {1, . . . , m}
‖m(◦ · yi )‖2Hs
cs(1 − cos m)‖‖2L2([−1,1]) + c˜s (1 − cos m)1−s‖(s)‖2L2([−1,1])
= cs2
(
sin
m
2
)2 ‖‖2L2([−1,1]) + c˜s21−s (sin m2 )2(1−s) ‖(s)‖2L2([−1,1]).
Clearly ‖‖L2([−1,1]) and ‖(s)‖L2([−1,1]) are constants (depending on s in the latter case), and
from (19), (20), and (25)
c˜1√
2
m−
1
2  m

 sin m
2
 m
2
 c˜2
2
3
2
m−
1
2 . (35)
This yields ﬁnally for i ∈ {1, . . . , m}
‖m(◦ · yi )‖2Hs csm−1 + c˜sms−1 cˆsms−1, (36)
and hence from (28) and (36)
‖fm‖Hs csm s2 , (37)
which veriﬁes (27) for even s0.
For s > 0 which is not an even integer we choose the non-negative integer n ∈ N0 such that
2n < s < 2(n+1) and use Hölder’s inequality to interpolate between the estimate (37) for s = 2n
and s = 2(n + 1), respectively. From Hölder’s inequality
‖fm‖2Hs =
∞∑
=0
2+1∑
k=1
((
 + 1
2
)2s−
|(̂fm)k|2−
)((
 + 1
2
)
|(̂fm)k|
)

( ∞∑
=0
2+1∑
k=1
(
 + 1
2
)(2s−)p
|(̂fm)k|(2−)p
)1
p
×
( ∞∑
=0
2+1∑
k=1
(
 + 1
2
)q
|(̂fm)k|q
)1
q
, (38)
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where we now choose
p := 2
2n + 2 − s , q :=
2
s − 2n,  := 2(n + 1)(s − 2n),  := s − 2n,
so that 1
p
+ 1
q
= 1, and 2n < s < 2(n + 1) implies p, q ∈ (1,∞). Substituting the constants
p, q, , and  into (38) yields
‖fm‖Hs ‖fm‖
2n+2−s
2
H 2n
‖fm‖
s−2n
2
H 2(n+1) .
From (37) for s = 2n and s = 2(n + 1), respectively,
‖fm‖Hs c
2n+2−s
2
2n c
s−2n
2
2(n+1)m
s
2 = csm s2 , (39)
where cs depends only on s but not on Qm and m. Clearly, (39) also proves that fm ∈ Hs for all
s ∈ R+0 .
Now we can ﬁnally give a lower bound for the cubature error of fm/‖fm‖Hs . Due to our
construction of fm, the function fm vanishes at all points xj , j = 1, . . . , m, of the cubature
formula Qm. Thus,
Qmfm =
m∑
i=1
wifm(xi ) = 0,
and for s > 1∣∣∣∣Qm ( fm‖fm‖Hs
)
− I
(
fm
‖fm‖Hs
)∣∣∣∣ = 1‖fm‖Hs
∫
S2
fm(x) d(x). (40)
The integral in (40) can be easily bounded from below:∫
S2
fm(x) d(x) =
m∑
i=1
∫
S2
m(x · yi ) d(x)
= 2m
∫ 1
cos m
m(t) dt
= 2m(1 − cos m)
∫ 1
0
(u) du,
= 4m
(
sin
m
2
)2 ∫ 1
0
(u) du
 2

c˜21
∫ 1
0
(u) du = c, (41)
wherewe have used (35) in the last step. In the second stepwe have chosen for each i ∈ {1, . . . , m}
polar coordinates with yi as north pole and the additional substitution t = cos . The integral∫ 1
0 (u) du is a constant independent of s, Qm, and m. From (27), (40), and (41) we get∣∣∣∣Qm ( fm‖fm‖Hs
)
− I
(
fm
‖fm‖Hs
)∣∣∣∣  c
csm
s
2
= csm− s2 ,
and the positive constant cs depends only on s, completing the proof of Theorem 1. 
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