In this paper we bring together those properties of the Kronecker product, the vec operator, and 0-1 matrices which in our view are of interest to researchers and students in econometrics and statistics. The treatment of Kronecker products and the vec operator is fairly exhaustive; the treatment of 0-1 matrices is selective. In particular we study the "commutation" matrix K (defined implicitly by K vec A = vec A' for any matrix A of the appropriate order), the idempotent matrix N = -(I + K), which plays a central role in normal distribution theory, and the "duplication" matrix D, which arises in the context of symmetry. We present an easy and elegant way (via differentials) to evaluate Jacobian matrices (first derivatives), Hessian matrices (second derivatives), and Jacobian determinants, even if symmetric matrix arguments are involved. Finally we deal with the computation of information matrices in situations where positive definite matrices are arguments of the likelihood function.
INTRODUCTION
The purpose of this paper is to bring together those properties of the (simple) Kronecker product, the vec operator, and 0-1 matrices (commutation matrix, duplication matrix) that are thought to be of interest to researchers and students in econometrics and statistics. The treatment of Kronecker products and the vec operator is fairly exhaustive; the treatment of 0-1 matrices is (deliberately) selective.
The organization of the paper is as follows. In Sections 2 and 3 we review (and prove) the main results concerning the Kronecker product and the vec operator. The commutation matrix Kmn is introduced as the matrix which transforms vec A into vec A' for any m x n matrix A. Its algebraic properties are discussed in Section 4. Closely related to the commutation matrix is the symmetric idempotent matrix Nn defined as N. = 
(The nonsingularity of A and B is not only sufficient, but also necessary for the nonsingularity of A 0 B; this follows from rank considerations, see equation (1 1).) All these properties are easy to prove. Let us now demonstrate the following result. 
Proof. Assume that B has q columns denoted bl, b2,... , bq. Similarly let e1, e2, . . ,eeq denote the columns of the q x q identity matrix Iq, so that B= E bje. Then, using equation ( 
where A is an m x n matrix and B is an n x q matrix. Another special case arises when the matrix C in equation (16) is replaced by a vector. Then we obtain, using equation ( 
The key property of the commutation matrix (and the one from which it derives its name) enables us to interchange ("commute") the two matrices of a Kronecker product. 
Proof. Let X be an arbitrary q x n matrix. Then, by repeated application of equations (16) 
Note. In the scalar case n= 1 we find ru2 = 2. Formula (43) gives a natural generalization of this result. 
A GENERALIZATION: L-STRUCTURED MATRICES
The class of symmetric matrices is just one example of a much wider class of matrices: L-structures. An L-structure (L stands for linear) is the totality of real matrices of a specified order that satisfy a given set of linear restric-tions. To define the concept of an L-structure more formally, let 9 
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The generalization to matrix functions of matrices is straightforward. Let F: S l-+m P be a matrix function defined and differentiable on a set S in RlXq. Then we define the Jacobian matrix of F at X as the mp x nq matrix a vec F(X) (81) O(vec X)' whose ijth element is the partial derivative of the ith component of vec F(X) with respect to the jth coordinate of vec X.
We emphasize that (81) is the only sensible definition of a matrix derivative.3 There are, of course, other ways in which the mnpq partial derivatives of F could be displayed [2, 34] , but these other definitions typically do not preserve the rank of the transformation (so that the determinant of the matrix of partial derivatives is not the Jacobian), and do not allow a useful chain rule. These points are discussed in more detail by Pollock [32] and Magnus and Neudecker [19] .
The computation of Jacobian matrices is made extremely simple by the use of differentials [24, 19] The evaluation of Jacobians of transformations involving a symmetric n x n matrix argument X proceeds along the same lines, except that we must now take into account the fact that X contains only 1 n(n + 1) "essential" variables. 
