Abstract. We study Hochschild and cyclic homology of finite type algebras using abelian stratifications of their primitive ideal spectrum. Hochschild homology turns out to have a quite complicated behavior, but cyclic homology can be related directly to the singular cohomology of the strata. We also briefly discuss some connections with the representation theory of reductive p-adic groups.
Introduction
Finite type algebras (Definition 1) appear in the study of reductive p-adic groups as commuting algebras of Bernstein components [5] . If A is a finite type algebra, then its primitive ideal spectrum, the space Prim(A), parametrizes the irreducible representations of A. In particular, if A = A D is the commuting algebra of a Bernstein component D, then Prim(A D ) parametrizes the irreducible admissible representations in D. Motivated, in part, by the existence of this parametrization, we study Prim(A) and its topology from an algebraic point of view using finite type algebras and two homology theories for algebras: Hochschild and periodic cyclic homology [8] (see also [31] ).
Let us examine first what are the results in the particular case of a commutative finite type algebra A, i.e., that of a finitely generated commutative algebra. If A is a finitely generated commutative algebra, then the periodic cyclic homology groups of A, denoted HP * (A), are known to be isomorphic to the de Rham cohomology of Prim(A), see [10, 15, 26] ; moreover, if A is reduced and regular, then its Hochschild homology groups HH * (A) are naturally isomorphic to the space of algebraic forms on Prim(A), see [14, 20] . These results suggest a close connection between the geometry and topology of Prim(A) and the groups HH * (A) and HP * (A).
In this paper we generalize these results on Hochschild and periodic cyclic homology, from finitely generated commutative algebras, to the larger class of finite type algebras. Our main result, roughly stated, relates HP * (A) and the topology of Prim(A), showing in particular that periodic cyclic homology groups of a finite type algebra A are a good substitute for de Rham cohomology groups of Prim(A). Otherwise, it is not known how to define classically the de Rham cohomology of Prim(A) because of its "multiple points." In periodic cyclic homology the "multiple points" are dealt with by considering certain filtrations of Prim(A).
Before stating our main result, let us explain how they relate to p-adic groups. Let H(G) be the Hecke algebra of G, i.e., the algebra of compactly supported, locally constant functions on G with the convolution product being defined using a fixed Haar measure. Then the groups HP * (H(G)) have two different descriptions: one using the algebraic structure of G and another one using the representation theory of G.
The first, algebraic, description of the groups HP * (H(G)) was obtained independently in [13, 28] using the action of G on a building, thus without relying on the representation theory of G.
In the present paper we adopt a point of view different from that of [13, 28] , and we obtain, as a consequence of our results, a second description, of representation theoretic nature, of the groups HP * (H(G)). This representation theoretic description is based on the relation between HP * (A) and Prim(A) that we prove for a finite type algebra A. In particular, for commuting algebras, this description takes into account the multiplicities of induced representations. To see more precisely how finite type algebras can be used to obtain a representation theoretic description of HP * (H(G)), we need to recall some results on reductive p-adic groups.
IfĜ is the admissible dual of a reductive p-adic group G, then the Bernstein components ofĜ are its connected components. Moreover, as a topological space, each Bernstein component D is homeomorphic to the primitive ideal spectrum of its associated commuting algebra A D , and thus we have the following disjoint union decomposition ofĜ
Prim(H(G)) =Ĝ = ∪
In terms of periodic cyclic homology, this means that
The strategy of relating HP * (H(G)) to the topology ofĜ is now as follows. First, using (2), we reduce the computation of HP * (H(G)) to that of the computation of HP * (A D ). Next, for the finite type algebras A D , their periodic cyclic homology groups are related to the topology of their primitive ideal spectrum by our main result (Theorem 1, below). Then, finally, we determine the topology ofĜ from that of the individual Bernstein components using (1) .
We now address some more specific aspects of the paper. The starting idea is that that for the homology theories we use-Hochschild and cyclic-a semiprimitive finite type algebra with only irreducible representations of dimension k, for some fixed k, behaves like its center. Our approach attempts to generalize this behavior to arbitrary finite type algebras A. More precisely, the technique to compare to commutative algebras is based on a certain class of filtrations of A by ideals, called abelian filtrations (Definition 3). Thus, let us consider a decreasing filtration (I k ) by ideals, A = I 0 ⊃ I 1 ⊃ . . . ⊃ I n = Jac(A) ⊃ (0), of a finite type algebra A. Theorem 1 below states the existence of a spectral sequence associated to an abelian filtration (I k ) of A convergent to HP * (A). Before we can state our main result, Theorem 1, we need to introduce some notations.
Consider an abelian filtration (I k ) of a finite type algebra A. Then, for each k, the center Z k of A/I k is a finitely generated complex algebra, and hence it is isomorphic to the ring of regular functions on an affine, complex algebraic variety X k . Let Y k ⊂ X k be the subvariety defined by Z k ∩ (I k−1 /I k ) and X If the algebra A in the above theorem is commutative, then any decreasing filtration of A (by radical ideals) is abelian, which explains the terminology "abelian filtration," and our spectral sequence reduces to the spectral sequence inČech cohomology associated to the filtration of a space by closed subsets.
Our theorem is general enough to apply to all finite type algebras, because each finite type algebra has abelian filtrations. An example is obtained by letting I k to be the intersection of the kernels of all irreducible representations of dimension at most k (this filtration is called the standard filtration, see equation (5) and Proposition 1). The excision theorem of Cuntz and Quillen plays an important part in the proof of our results.
We now proceed to describe the contents of the paper. We begin Section 1 with a few general properties of finite type algebras that extend well known properties of finitely generated commutative algebras. We then introduce abelian filtrations and prove that the standard filtration is abelian. We have tried to rely as little as possible on the general theory of algebras with polynomial identities (or PIalgebras), and the material included in this section reflects this desire.
In Section 2 we prove that the Hochschild homology of finite type algebras behaves well with respect to I-adic completions. This is done by comparing ordinary and topological resolutions. Topological resolutions require the framework of "relative homological algebra" [21] , in which all resolutions must have continuous (or bounded) contractions. It turns out that this condition is automatically satisfied for finite type algebras and finitely generated resolutions, and this gives Theorem 3, after a sequence of Lemmata.
In Section 3 we use central localization to study the relation between abelian filtrations and Hochschild homology. An illustration of this relation is a certain analog of the Trace Paley-Wiener property [4] , valid for semiprimitive finite type algebras. We conclude this section with a remark attesting to the complications one has to deal with when using Hochschild homology.
Section 4 contains the most significant results of this paper. We begin this section with a brief review of the needed results from cyclic homology. Then, in Theorem 8, we give a powerful criterion for two algebras to have the same periodic cyclic homology. Theorem 9 identifies the periodic cyclic homology of ideals of finitely generated commutative algebras with a relative cohomology group, generalizing results of [10, 15] . Our main result, Theorem 1, stated above, follows then by identifying the E 1 -term of a general spectral sequence in periodic cyclic homology. (We actually prove a more general result, Theorem 10, which contains the result of Theorem 1 as a particular case.)
We hope that the results we have obtained can be used to obtain a better understanding of the admissible dual of a reductive p-adic group G. We also plan to use the results of this paper to obtain a description of the "K-theory" ofĜ [18] .
Filtrations of finite type algebras
In this section we introduce finite type algebras and abelian filtrations, and study their most basic properties. We shall also use this opportunity to fix notation and to recall a few facts and definitions.
Finite type algebras form a subclass of the class of algebras with polynomial identities (or PI-algebras). Although we tried to make this section as self-contained as possible, we have found it difficult, and not reasonable, to avoid two results: the existence of central polynomials and the Artin-Procesi's Theorem. A good reference to these results and to some other properties of PI-algebras is [27] . Some of the facts we present below have generalizations to PI-algebras, but they are usually more difficult to prove.
In what follows, Z(A) will denote the center of an algebra A. An algebra with unit will be called a unital algebra. All algebras considered in this paper will be complex algebras and all ideals will be two-sided ideals, unless otherwise stated. By k we shall denote a finitely generated commutative unital complex algebra; a k-algebra is a (not necessarily unital) algebra together with a unital morphism k → Z(M (A)) to the center of M (A), the multiplier algebra of A. Definition 1. A finite type k-algebra is a (not necessarily unital) k-algebra A that is a finitely generated k-module.
A finite type algebra is an algebra that is a finite type k-algebra for some commutative unital finitely generated algebra k. Clearly, the center Z of a unital finite type algebra A is a finitely generated algebra and A is a finite type Z-algebra, as well. Also, it follows from the definition that, if J ⊂ A is a two-sided ideal of a finite type algebra, then A/J is also a finite type algebra.
Recall that a polynomial identity algebra (or a PI-algebra) is an algebra A for which there exists a non-zero complex polynomial P (X 1 , X 2 , . . . , X m ), in noncommuting variables X 1 , X 2 , . . . , X m , without constant term such that P (a 1 , a 2 , . . . , a m ) = 0, for any a 1 , a 2 , · · · , a m ∈ A. The polynomial P is called an identity of A. A finite type k-algebra A satisfies an alternating multilinear identity of degree q + 1, where q is the number of elements in a system of generators of A as a k-module, so finite type algebras are PI-algebras.
Recall that a primitive ideal of A is a two-sided ideal P ⊂ A which is the kernel of a nonzero irreducible complex representation of A. Denote by Prim(A) the primitive ideal spectrum of A endowed with the Jacobson topology; the closed sets of the Jacobson topology are the sets of the form V (S 0 ),
The Jacobson radical of A, Jac(A), is the intersection of all primitive ideals of A.
Wedderburn's Theorem (see also [27, 1.5.16] ) gives that, if Q is a primitive ideal of a PI-algebra A, then there exists a division algebra D such that A/Q M n (D). Moreover, if A satisfies a non-trivial identity of degree d and if [D :
It follows that all irreducible representations of A will have dimensions uniformly bounded from above. Lemma 1. Let A be a unital finite type algebra A with center Z = Z(A). Then (i) If P is a primitive ideal of A, then P ∩ Z is a maximal ideal of Z and A/P M n (C), for some n; moreover, n ≤ C, where C is a constant that depends only on A and not on P.
(ii) The "infinitesimal character" map,
satisfies Θ −1 (V (I)) = V (IA) for any ideal I ⊂ Z, and hence Θ is continuous and surjective.
(
Proof. (i) We observe that Z has finite or countable dimension, and hence A and any simple left A-module V also have finite or countable dimensions. The center Z 0 of End A (V ) is a field extension of C, because V is irreducible. Since the only field extension of finite or countable dimension of C is C itself, we obtain that Z → Z 0 is surjective, and hence P ∩ Z, the kernel of Z → End A (V ), is a maximal ideal of Z.
Hilbert's Nullstellensatz implies that Z/Z ∩ P C. Because C is the only finite dimensional complex division algebra, we obtain that A/P M n (C). Moreover, if A is generated as a Z-module by q elements, then n ≤ (q + 1)/2.
(ii) Let I ⊂ Z be an ideal. We then have
This proves that Θ −1 (V (I)) = V (IA). Since the closed subsets of the Jacobson topology on Prim(A) are the sets of the form V (S 0 ), S 0 ⊂ A, the continuity of Θ follows.
We now prove the surjectivity of Θ. If p is a maximal ideal of Z(A), then pA is a proper two-sided ideal of A and hence contained in a maximal left ideal L ⊂ A. The quotient A/L is consequently a simple left module of A and, if we let P denote the annihilator of A/L, then P ∈ V (pA), which hence is nonempty. This proves that
so the map Θ is surjective.
(iii) The result is well known if A is commutative, so we shall assume the contrary. Recall that the nilradical of an algebra is the sum of all nilpotent ideals. Since Z is noetherian and A is finitely generated, it follows that the nilradical of A, denoted Nil(A), is nilpotent. We claim that it is enough to show that Z contains non-zero nilpotent elements if Jac(A) = (0). Indeed, then Jac(A/ Nil(A)) = Jac(A)/ Nil(A) and, if Jac(A) = Nil(A), then A/ Nil(A) contains non-trivial nilpotent ideals, contradicting the definition of Nil(A). It follows that Jac(A) = Nil(A), and hence Jac(A) is nilpotent.
We now check that Z contains non-zero nilpotent elements if Jac(A) = (0). Define
. Then A (j+1) = {0} for large j; in fact, this holds if A has a system of generators, as a Z-module, with less than j elements. Choose j to be the largest integer such that A (j) = 0. If follows then that A (j) is a subset of Z, the center of A. Choose a ∈ A (j) different from 0. We shall prove that a is nilpotent. Indeed, it is enough to check that a belongs to each maximal ideal of Z. Choose then a maximal ideal p ⊂ Z and a primitive ideal P of A containing p, which exists using (ii) above. Using also (i), we obtain that P intersects Z in a proper ideal containing p, and hence that p = P ∩ Z, because p is maximal. It will be then enough-in order to check that a belongs to p-to prove that π(a) = 0 for any irreducible representation π with kernel P. Now, π(A) M n (C), and π(a) is a scalar matrix. Because A is not commutative, [A, A] = 0, hence j ≥ 1 and a is a linear combination of commutators. Consequently, π(a) has trace zero. This proves that π(a) = 0, as desired.
(iv) follows from (iii) because J 2 /J 1 is contained in the Jacobson radical of the finite type algebra A/J 1 .
If A is a finite type algebra we shall denote by Prim n (A) ⊂ Prim(A) the set of primitive ideals P ⊂ A that are kernels of irreducible representations of A of dimension n.
The PI-class of a finite type algebra A is, by definition, the smallest integer n such that any identity of M n (C) is also an identity of A. The PI-class of A has representation theoretic significance because the largest integer n such that Prim n (A) is not empty is the PI-class of A/ Jac(A); this is proved using central polynomials.
A complex 1 polynomial g n (X 1 , . . . , X m ) with no constant term in the noncommutative variables X 1 , X 2 , . . . , X m is called an M n -central polynomial if and only if g n (a 1 , . . . , a m ) is a scalar matrix for any a 1 , . . . , a m ∈ M n (C), but g n is not identically 0 on M n (C). It is known that central polynomials exist for each n [27, 1.4.15] (this is a nontrivial fact). Fix an M n -central polynomial g n for each n.
Lemma 2. Let A be a unital semiprimitive finite type algebra such that every irreducible representation of A has dimension ≤ n. Then A has PI-class ≤ n and g n (A) is contained in the center of A.
Proof. The kernel of the morphism j : A → P A/P is by definition the Jacobson radical of A, so it vanishes, by assumption. It follows that the algebra A embeds into the direct product P A/P. By assumption, any identity of M n (C) is satisfied by each A/P. In particular, g n is either a central polynomial or an identity of each factor A/P; in both cases, g n (A/P) consists of scalar matrices.
It follows that A has PI-class ≤ n and g n (A) is in the center of A.
Let A be a finite type algebra and Ag n (A)A be the two sided ideal of A generated by g n (a 1 , . . . , a m ) for all a 1 , . . . , a m ∈ A. Note that g n is an identity for M k (C) for all k < n. If P is a primitive ideal of A that is the kernel of an irreducible representation π, we denote by d P the dimension of the space on which π acts. If P is a primitive ideal such that d P < n, then g n vanishes identically on π(A), and hence Ag n (A)A ⊂ P. Conversely, if Ag n (A)A ⊂ P, for a primitive ideal P, then A/P M k (C), for some k, and we must have k < n, because g n is not an identity of M n (C). We finally obtain that
and, consequently, X k are closed subset of Prim(A) defining an increasing filtration of Prim(A). This filtration then defines a decreasing filtration by ideals of the PI-algebra A, called the standard filtration of A: Definition 2. An Azumaya algebra of rank k over the commutative algebra Z is a unital Z-algebra A which is a finitely generated projective module of rank k over Z such that
It follows that Z coincides with the center of A. The dimensions [A p : Z p ] of the localizations A p = (Z \ p) −1 A are equal to k, for all maximal ideals p ⊂ A, and k = n 2 , where n is the PI-class of A. Moreover, the central character defines a homeomorphism Θ : Prim(A) → Prim(Z), see [23] . Azumaya algebras will play an important rôle in what follows, because of the following basic result.
Theorem 2 (Artin-Procesi).
Suppose that A is a unital PI-algebra of PI-class n and that Prim(A) = Prim n (A), then A is an Azumaya algebra of rank n 2 .
See [27, 1.8.48] or the original papers [1, 24] for a proof. We now introduce abelian filtrations and prove, as a consequence of the ArtinProcesi theorem, that the standard filtration, equation (5), is abelian.
Definition 3. A finite decreasing sequence
of two-sided ideals of a unital finite type algebra A is an abelian filtration if and only if the following three conditions are satisfied for each k:
If (J k ) is an abelian filtration of A, then the central characters define bijections
by Lemma 1. This suggests that the quotients I k−1 /I k behave like commutative algebras, and, in a certain sense, we will show that this is indeed true. Any filtration of a commutative algebra by radical ideals is an abelian filtration, and any refinement of an abelian filtration is again an abelian filtration, provided (i) is satisfied. (5), is an abelian filtration.
Proof. We need to check that the three conditions of Definition 3 are satisfied. Condition (i) is satisfied because I st k is defined as an intersection of primitive ideals. By replacing A with A/I st k , we may assume that I st k = (0) and that Z k = Z, the center of A. We then obtain that A p has center Z p (see [27, 1.7 .11] for a proof of this easy fact) and that
Condition (ii) then follows from Artin-Procesi's theorem. The last condition, (iii), is obtained as follows. First, we have that
This proves that V (I k−1 ) = V (I k−1 A), and hence that I k−1 /I k−1 A is the Jacobson radical of A/I k−1 A. Lemma 1 (iv) finally gives the desired result.
We now introduce a class of examples that will be used several times in the paper to illustrate various results.
Let k ≥ 1 and let 
Hochschild homology and completion
Fix throughout this section a unital finite type k-algebra A with center Z and an ideal I ⊂ k. For any k-module the products I n M define a filtration, the I-adic filtration, of M . In this section we shall study the effect of I-adic completion on Hochschild homology. These results are used in the last section.
Consider a vector space V endowed with a decreasing filtration
and completionV = lim
vector spaces is called bounded if there is an integer k such that φ(F n V ) ⊂ F n−k W for all n. A bounded map φ will extend to a linear mapφ :V →Ŵ between completions. We shall use a few standard results on filtered modules and their completions (such as Artin-Rees' Lemma, the exactness of −⊗ kk , andM M ⊗ kk , if M is finitely generated) that can be found in [2, 6] . We agree that all modules considered below are left modules, unless otherwise specified.
Lemma 3. Let M be a finitely generated A-module. Then M has a resolution (A⊗V i , d i ) by finitely generated free A-modules. Moreover, for any such resolution, the I-adically complete complex
Proof. Since M is finitely generated, we can find a finite dimensional space V 0 and a surjective A-linear
Suppose now that we have constructed finite dimensional vector spaces V 0 , . . . , V n and A-linear maps d 0 : A⊗V 0 → M , and
for all i ≤ n, and such that
is a k-submodule of a finitely generated k-module, and hence ker(d n ) is itself a finitely generated k-module because k is noetherian. Any set ξ 1 , . . . , ξ m of generators of ker(d n ) as a k-module will generate ker(d n ) as an A-module, so, if we define V n+1 = C m , with basis e 1 , . . . , e m and
. Continuing this procedure, we obtain the desired resolution.
The existence of the contraction s is an application of Artin-Rees' Lemma. Since the contraction s will be defined as an infinite sum, we replace the complex (A ⊗ V i , d i ) with its completion, (Â⊗V i ,d i ). We need to define C-linear maps
Now, for each i, we have two filtrations on ker
and the one induced fromÂ ⊗ V i+1 ,
From theÂ-linearity of d i+1 , we see that
All modules in sight are finitely generated k-modules, so Artin-Rees' Lemma [2, 6] may be used to find p such that
. We now define a bounded contraction as follows. First choose for each n ≥ 0 elements (v
l . By the exactness of the completion functor for finitely generated A-modules, we have that the kernel ofd i is the completion of the kernel of d i . Using this fact, we obtain that each element x ∈Â ⊗ V i that is in the kernel ofd i can uniquely be expressed as a convergent series
where λ n,l are zero, except finitely many, for each fixed n. Then define s i (x), for x ∈ ker(d i ) as above, by the series
which is still convergent (the definition of s i as an infinite sum explains why we needed to replace the complex (A ⊗ V i , d i ) by its completion). We then extend s i toÂ ⊗ V i by the formula
Since, by induction, s i−1 is bounded, s i will also be bounded. This completes the proof.
We need the following generalization of a well known result in commutative algebra.
Proposition 2. Let A be a unital finite type k-algebra. If N , respectively M , are a right, respectively left, finitely generated A-module, then Tor A q (N, M ) is a finitely generated k-module, for each q.
Proof. Choose, using Lemma 3, a resolution (A ⊗ V i , d i ) of M by free finitely generated left A-modules. Then the complex (N ⊗V i , 1⊗d i ) is a complex of finitely generated k-modules, whose homology is Tor A * (N, M ). Since k is noetherian, the result follows.
Let A op be the algebra A with the opposite multiplication and A e = A ⊗ A op , so that A becomes a left A e -module. Then HH * (A) = ⊕ q HH q (A), the Hochschild homology groups of the unital algebra A are, by definition [21] , 
If A is a k-algebra, for some commutative ring k, then the differential b is klinear, and hence each HH q (A) is naturally a k-module. Corollary 1. If A is a unital finite type k-algebra, then HH q (A) is a finitely generated k-module, for each q.
Proof. Use Proposition 2 for M = N = A and for A e in place of A.
If V and W are filtered vector spaces, we let
(Note that this is the completion of V ⊗ W by the filtration induced by the images of i+j=n F i V ⊗ F j W , for all n.) Similarly, if M and N are a right, respectively a left, A-module endowed with the I-adic filtration, then we define
The basic results of homological algebra extend to filtered vector spaces and Amodules if one is careful to use only admissible resolutions, that is resolutions that have bounded C-linear contractions, in the spirit of relative homological algebra. By Lemma 3, the completion of every resolution by finitely generated free modules is admissible, and this is essential for our argument.
The straightforward proof of the following result is the same as in the case of modules without filtrations [21] .
Lemma 4. Let V n and V n be filtered vector spaces and (Â⊗V n , d n ) and (Â⊗V n , d n ) be two admissible resolutions (i.e., with bounded contractions) of anÂ-module. Then there exists anÂ-linear bounded morphism of resolutions φ :Â⊗V • →Â⊗V • , uniquely determined up to homotopy.
If
are homotopic for any left A-module N .
Let A be a k-algebra and I be an ideal of k. Then the I-adic Hochschild complex
where
⊗q is the topological tensor product in the category of complete modules. Denote by HH top * (Â) the homology of the I-adic Hochschild complex. The ordinary, i.e., uncomplete, Hochschild complex maps canonically to the topological Hochschild complex, and hence we have a natural map
Thek-linearity of b guaranties that each HH top q (Â) is ak-module and that the map of equation (8) is k-linear. Theorem 3. Suppose that A is a unital finite type k-algebra and I ⊂ k is an ideal. Then the natural map HH * (A) → HH top * (Â) and the k-module structure on HH * (A) define an isomorphism
In particular, using also Corollary 1, we obtain that the I-adic Hochschild homology groups of A are the I-adic completions of the Hochschild homology groups of A, if A is as above.
Proof. We can assume that k is the center Z of A. Consider the ideal I 2 = I ⊗ Z + Z ⊗ I ⊂ Z ⊗ Z and endow Z e = Z ⊗ Z and A e with the I 2 -filtrations. We shall denote byẐ e andÂ e their completions. The assumptions of the theorem imply that A e is a finitely generated Z e -module so we can use the above lemmata with Z e in place of Z and A e in place of A. By Lemma 3 we can find a resolution
of A with finitely generated free A e -modules. Since Z e is Noetherian, tensoring withẐ e is exact [2, 6] , and hence we obtain an exact sequencê
By Lemma 3 the complex (10) has a bounded contraction. The I-adic b -complex
From Lemma 4 we obtain that the b -complex and the complex (10) are homotopic equivalent via aÂ e -linear homotopy φ = (φ n ).
Tensoring withÂ overÂ e we obtain, again from Lemma 4, a homotopy equivalence
We claim the homology groups of the two complexes in (13) are exactly the groups appearing in the statement of the theorem.
Indeed, the homology groups of the complex (A ⊗ V n , d n ⊗ 1) are isomorphic to HH * (A), since HH * is a derived functor (it is a Tor-group)). From this, using the exactness of the functorẐ ⊗ Z −, we obtain that the homology groups of
are isomorphic to HH * (A) ⊗ ZẐ . This takes care of the first complex.
The second complex is the I-adic Hochschild complex whose homology groups are HH top * (Â), by definition. The desired isomorphism is obtained then from (13) . The proof of the theorem is now complete.
As a corollary, we obtain the following result of [15] . Let O(X) be the ring of regular functions on an affine algebraic variety X. Denote by Ω l (X) the space of l-forms on X, if X is smooth. If I is an ideal of O(X) defining the subvariety
We shall denote by χ the Hochschild-Kostant-Rosenberg map
Corollary 2. Let Z = O(X) be the ring of regular functions on a affine smooth complex algebraic variety X and I ⊂ Z be an ideal defining a subvariety Y ⊂ X. Then the Hochschild-Kostant-Rosenberg map χ induces an isomorphism
Proof. The classical Hochschild-Kostant-Rosenberg result [14] states that χ establishes an isomorphism HH l (Z) = Ω l (X). Then, using Theorem 3 for A = Z, we obtain
because Ω l (X) is a finitely generated Z-module.
Hochschild homology and localization
In this section we use central localization techniques to establish a Trace PaleyWiener Property for general finite type algebras. Central localization will play an important rôle in the last section.
Definition 4. If A is a unital finite type algebra with an abelian filtration (I k ), then the commutative algebras Z k = Z(A/I k ) will be called the subcenters of the the filtration, and the ideals I k−1 = Z k ∩ (I k−1 /I k ) will be called the reducibility ideals of the filtration.
We fix throughout this section a unital finite type algebra A with an abelian filtration, (I k ), and we shall use the notation of Definition 4. The first integer n such that I n = Jac(A) will be called the length of the filtration (I k ).
In the proof of the following theorem we shall use the Künneth theorem for Hochschild homology [21] to conclude that the diagonal embedding a → a ⊗ E q of A into M q (A) induces an isomorphism HH * (A) HH * (M q (A)) (cf. [19] , corollary 1.2.14). Here E q denotes the multiplicative unit of M q (C), and we regard M q (A) as A ⊗ M q (C).
Proposition 3. Let A be an Azumaya algebra over Z. Then the inclusion j : Z → A defines an isomorphism j * : HH * (Z) → HH * (A).
Proof. Let V be a projective Z-module such that A ⊗ Z V Z q is free. The existence of V follows from [3] , page 476. Left multiplication defines a morphism of A into Z-linear endomorphisms of A ⊗ Z V which then gives a morphism
where we have identified A ⊗ Z A op with End Z (A). We will show that φ induces a map, φ * , inverse to j * , if we identify HH * (M q (Z)) with HH * (Z). This will be obtained by studying the compositions φ • j and j • φ. Observe first that both j and φ are Z-linear.
The composition φ • j : Z → M q (Z) is Z-linear and unital, so φ • j(z) = z ⊗ E q , where E q is the unit of M q (Z). It follows that the map φ•j induces an isomorphism φ * • j * : HH * (Z) HH * (M q (Z)).
The other composition, j
We obtain that the map j • φ is given, up to an automorphism of the algebra
This, in turn, implies that j * • φ * is also an isomorphism. Since φ * • j * is the identity (up to a canonical identification) the result follows.
In the proof of the next proposition we shall use the following result of [7] , which can also be used to give an alternative proof of the previous proposition.
Proposition 4 (Brylinski) . Let S be a multiplicative subset of the center Z of the algebra A. Then HH * (S −1 A) S −1 HH * (A).
The following proposition relates the Hochschild homology of a finite type algebra to the structure of an abelian filtration. 
, and p ⊂ Z k is a maximal ideal not containing I k−1 , then the inclusion Z k → A/I k induces an isomorphism
Proof. By replacing A by A/I k , we may assume that I k = (0) and that Z k = Z, the center of A. From the definition of abelian filtrations, Definition 3, we know that A p is an Azumaya with center Z p . Combining this with Brylinski's result, we get a commutative diagram
in which the bottom and the vertical arrows are isomorphisms (Propositions 3 and 4). It follows that the top arrow is also an isomorphism, as stated.
As an application of abelian filtrations, using localization techniques, we now discuss a generalization of the Trace Paley-Wiener property to the setting of general finite type algebras.
To any abelian filtration (I k ) of lenght n of a semiprimitive finite type algebra A we associate a filtration of HH 0 (A) by Z = Z(A)-modules,
defined by induction on the length n of the filtration (I k ). If n = 1, that is if A is an Azumaya algebra over Z, we let M 1 = 0 and L 1 = A = HH 0 (A) = Z. Assume now that the modules of (17) were defined for all semiprimitive finite type algebras and all abelian filtrations of length n − 1, and proceed to define (17) for a filtration of length n, (I k ), of A. The projection π : A → A/I n−1 induces a filtration (π(I k )) of length n − 1 of the algebra A/I n−1 , therefore, by induction, we have obtained Z-modules
, for l ≤ n − 1, where π * : HH 0 (A) → HH 0 (A/I n−1 ) is the induced morphism. Also we let M n = 0. The only group not yet defined is L n , and we let L n to be the image of Z ∩ I n−1 in HH 0 (A) induced by the inclusion Z → A.
We shall analyse the filtration (17) with the help of the following lemma, valid for not necessarily semiprimitive algebras A.
Lemma 5. Let (I k ) be an abelian filtration of length n of the unital finite type algebra A. If j : Z → A is the inclusion of the center and I = I n−1 ∩ Z, then the map j * : HH l (Z) → HH l (A) satisfies (i) I k ker(j * ) = I k coker(j * ) = 0, for some k that depends on l.
(ii) The kernel of the map j * : Z = HH 0 (Z) → HH 0 (A) consists of nilpotent elements.
(iii) The support of HH 0 (A)/j * (HH 0 (Z)) is nowhere dense in Prim(Z).
Proof. Both HH l (Z) and HH l (A) are finitely generated Z-modules by Corollary 1, and HH l (Z) p HH l (A) p for maximal ideals p ⊂ Z not containing I (Proposition 5). Since Z is noetherian, this is enough to conclude (i).
It follows from definition that HH 0 (Z) = Z. Assume first that Z is a domain. Then, applying (i) to the standard filtration, equation (5), and using that the annihilator of I k vanishes, we obtain (ii). In general, let q 1 , . . . , q r be the minimal prime ideals of Z so that q 1 ∩ q 2 ∩ . . . ∩ q r = Nil(Z), the radical of A. Since each Z/q j is a domain, the map Z/q j → HH 0 (A/q j A) is injective, and hence the kernel of the composite map
is Nil(Z).From this (ii) follows.
Again (iii) follows from (i) if Z is a domain. This shows that the support of HH 0 (A)/j * (HH 0 (Z)) contains no irreducible component of Prim(Z). Since Prim(Z) is a noetherian space, the result follows.
Lemma 5 can be used to identify some subquotients of the filtration (17) . We shall use the notation of Definition 4.
Proof. For each k the map HH 0 (A) → HH 0 (A/I k ) is surjective; then apply Lemma 5 (ii) to the center Z k of the quotient A/I k .
In particular, if A is a unital semiprimitive finite type algebra and the inclusion Z → A induces an isomorphism HH 0 (Z) HH 0 (A), then A is an Azumaya algebra, and consequently the central character Θ : Prim(A) → Prim(Z), equation (3), is a homeomorphism.
Suppose now that the quotients A/I k , for k = 1, . . . , n, are algebras with trace, in the sense that there exist Z k -linear maps Tr k : A/I k → Z k that vanish on commutators and are normalized such that Tr k (1) = 1. See [25] . By Lemma 5 (iii), Tr k , if it exists, is uniquely determined and is the identity on Z k . By abuse of notation, we shall denote by Tr k the induced map A → Z k , as well. Define then the total trace map,
by TR = ⊕Tr k . We want to describe the image and kernel of the total trace TR. To this end we need the following lemma.
We shall use the notation of Definition 4.
Lemma 6. We have that Tr
Proof. By replacing A with A/I k , we may assume that I k = (0) and that Z k = Z, the center of A. Let p ⊂ Z be a maximal ideal containing I k−1 = I k−1 ∩ Z. Since A is a finite type algebra, the quotient A/pA is a finite dimensional Z/p-vector space. Denote by τ p : A/pA → Z/p C the map induced by Tr k . Since τ p is a trace, it vanishes on all nilpotent elements of A/pA. In particular, τ p vanishes on the image of I k−1 in A/pA, because I k−1 /I k A is nilpotent (Definition 3). We finally obtain that Tr k (I k−1 ) is contained in all maximal ideals p that contain I k−1 . Since
we obtain that I k−1 is the intersection of the maximal ideals of Z k that contain it. This proves the result.
A consequence of the previous lemma is that the trace Tr k descends to a map Tr k : HH 0 (A/I k−1 ) → Z k /I k−1 satisfying Tr k (a + I k−1 ) = Tr k (a) + I k−1 . Denote by t k−1 the composition
Proof. To begin with, the difference
that vanishes on Z k−1 by the definition of t k−1 and because Tr k−1 is the identity map on Z k−1 .
Then, by Lemma 5, the support of the quotient HH 0 (A/I k−1 )/Z k−1 is nowhere dense in the maximal ideal spectrum of Z k−1 . Since Z k−1 is integral over Z k /I k−1 , it follows that the support of HH 0 (A/I k−1 )/Z k−1 , as a Z k /I k−1 -module, is nowhere dense as well. From this we obtain that any Z k /I k−1 -linear map
Denote by
We have the following analog of the 'Trace Paley Wiener' Theorem [4] . Theorem 4. Let (I k ) be an abelian filtration of length n of a unital finite type algebra A such that all quotients A/I k are algebras with trace. Assume that A is semiprimitive, then the range of the total trace TR : HH 0 (A) → ⊕ n k=1 Z k is T A and its kernel has a composition series with subquotients isomorphic to M k−1 /L k , k = 2, . . . , n, in this order.
Proof. Observe first that the map t n−1 : Z n−1 → Z n /I n−1 is surjective because it is Z n -linear and t n−1 (1) = 1. So, if we letT A = T A/In−1 , then the kernel of the projection map T A →T A is naturally isomorphic to I n−1 . By Lemma 7, we obtain that TR(A) ⊂ T A . It remains to prove that TR is surjective.
The diagram
commutes and has exact lines, by definition. Now proceed by induction on the length n of the abelian filtration (I k ), and assume that TR : HH 0 (A/I n−1 ) →T A is surjective. Since the morphism M n−1 → I n−1 L n induced by TR is surjective, by Corollary 3, it follows that TR : HH 0 (A) → T A is also surjective.
The "ker-coker" Lemma gives an exact sequence,
from which the rest of the proof follows.
For commuting algebras of p-adic groups it follows directly from results of Bernstein that the map TR is injective.
We conclude this section with a remark on the Hochschild homology of the algebras A k introduced in the first section.
Remark. We observe that TR is not an isomorphism for the algebras A k ⊂ M 2 (C[X]) considered at the end of Section 1, if k ≥ 2. We shall use the notation introduced there.
, but does not descend to a trace on A k /J 1 , so M 1 = L 2 and TR is not injective. However, for k = 1, the algebra A 1 is a crossed-product:
, where α maps Y to −Y , so we can use the results of [22] to prove that TR is an isomorphism
We also obtain that
Periodic cyclic homology of finite type algebras
In this section we shall prove two theorems establishing a very close connection between the periodic cyclic homology groups of finite type algebras and their spectra. This will lead to a proof of Theorem 1 stated in the introduction. Several results of this section will be devoted to proving that various algebras have the same periodic cyclic homology groups.
We begin with a short review of the needed definitions and results from cyclic homology.
Recall [8, 20, 31] that the cyclic homology groups of a unital algebra A, denoted HC n (A), are the homology groups of the cyclic complex (C(A), b + B), where
b is the Hochschild homology boundary map (6) and B is defined by
Here we have used the notation of [8] , that s(a 0 ⊗a 1 ⊗. . .⊗a n ) = 1⊗a 0 ⊗a 1 ⊗. . .⊗a n and t(a 0 ⊗ a 1 ⊗ . . . ⊗ a n ) = (−1) n a n ⊗ a 0 ⊗ . . . ⊗ a n−1 . More generally, cyclic homology groups can be defined for "mixed complexes," [17] . A mixed complex (X , b, B) is a Z + -graded complex vector space X = (X n ) n≥0 endowed with two differentials b and B, b : X n → X n−1 and B : X n → X n+1 , satisfying b 2 = B 2 = bB + Bb = 0. The cyclic complex, C(X ), associated to a mixed complex (X , b, B) is the complex
with differential b + B. It is the total complex associated to the bicomplex shown in Figure 1 . The cyclic homology groups of the mixed complex X are the homology groups of the cyclic complex of X , HC n (X ) = H n (C(X ), b + B).
?
? ? Figure 1 . The bicomplex associated to a mixed complex.
We review below a few necessary results on mixed complexes. The interested reader can find more information in [16] .
The homology of the complex (X n , b) is called the Hochschild homology of the mixed complex (X , b, B) and is denoted HH * (X ). If A is an algebra with unit and if we let X n = A ⊗ (A/C) ⊗n , with the differentials b and B given in the equations (6) and (19) above (note that b passes to the quotient), then we recover the usual definitions of the Hochschild and cyclic homology groups of A. If A is an arbitrary algebra, denote by A + = A + C the algebra with an adjoined unit and let X n (A) = ker(X n (A + ) → X n (C)). The cyclic and Hochschild homology groups of the resulting mixed complex (X n (A), b, B) are, by definition, the cyclic and Hochschild homology groups of the not necessarily unital algebra A. This recovers the previous definitions if A already had a unit. The cyclic and Hochschild homology groups are covariant functors on the category of mixed complexes: a morphism f : A → B of algebras induces a morphism of the corresponding mixed complexes and hence it induces morphisms f * : HC * (A) → HC * (B) and f * : HH * (A) → HH * (B).
The cyclic complex of a mixed complex (X , b, B) has a periodicity endomorphism S : C n (X ) → C n−2 (X ) which maps X n to 0 and is the identity on the other factors. This defines a map HC n (X )−→ HC n−2 (X ), also denoted by S. The homology groups HP i (X ) of the projective limit complex (20) with respect to the periodicity operator S are called the periodic cyclic homology groups of A:
Periodic cyclic homology is a Z/2Z-graded homology theory, i.e., i ∈ Z/2Z. Standard homological algebra shows that cyclic and periodic cyclic homology fit into the following lim 1 exact sequence
Lemma 8. If 0 → X → X → X → 0 is a short exact sequence of mixed complexes, then there exists a six-term periodic long exact sequence ... → HP n (X )→ HP n (X )→ HP n (X )→ HP n−1 (X )→ HP n−1 (X ) → ... . (23) of periodic cyclic homology groups. Analogous exact sequences exist for Hochschild and cyclic homology.
Proof. Since the periodicity operator is surjective, we obtain a short exact sequence of periodic cyclic complexes
A short exact sequence of complexes gives rise to a long exact sequence of homology groups (the snake lemma). This exact sequence gives the statement of the lemma. The same proof gives similar long exact sequences for Hochschild and cyclic homology.
Mixed complexes present the advantage that they form an abelian category, unlike algebras. This is useful in the following situation. If J ⊂ A is a two sided ideal then we denote by X n (A, J) the kernel of the canonical projection X n (A) → X n (A/J), to obtain a mixed complex (X (A, J), b, B) whose Hochschild, cyclic and periodic cyclic homology groups are denoted HH * (A, J), HC * (A, J) and HP * (A, J), respectively. The above Lemma shows that they fit into long exact sequences
Cyclic and Hochschild homology of a mixed complex (X , b, B) are related by the 'SBI'-exact sequence, a natural long exact sequence due to Connes in cohomology [8] and to Loday and Quillen in homology [20] ... → HH n (X )
where S is the periodicity operator defined above.
A consequence of the 'SBI'-exact sequence is that, if a morphism f : X → X of mixed complexes is such that f * : HH * (X ) → HH * (X ) is an isomorphism, then f also induces an isomorphism f * : HC * (X ) → HC * (X ) of cyclic homology groups. Using the lim 1 -exact sequence (22) we also obtain that f induces an isomorphism f * : HP * (X ) → HP * (X ) of periodic cyclic homology groups, as well.
The basic property of periodic cyclic homology leading to all the other theorems is the following result of Goodwillie [11] .
Theorem 5 (Goodwillie). If I ⊂ A is a nilpotent ideal then the quotient morphism A → A/I induces an isomorphism HP * (A) → HP * (A/I).
Let J be a two-sided ideal of A and denote by HP top * (A) the periodic cyclic homology of the mixed complex
. The Hochschild homology of this mixed complex, HH top * (Â), was considered also in the previous section. The periodic cyclic complex C per (X (A)), associated toX (A), will be also denoted byĈ per (Â).
A first consequence of Goodwillie's theorem is the following result of [29] .
Theorem 6 (Seibt). Let J be a two-sided ideal of the algebra A. Then the quotient morphism A → A/J induces an isomorphism HP top * (Â) → HP * (A/J). An equivalent form of Seibt's theorem is given in the following proposition.
Proposition 6. The kernelX (A, J) of the morphismX (A) → X (A/J) satisfies HP * (X (A, J) ) 0.
Proof. This follows from Theorem 6 and Lemma 8.
A deep result is the Excision Theorem in periodic cyclic homology [9] .
Theorem 7 (Cuntz-Quillen). Any two-sided ideal J of an algebra A over a characteristic 0 field gives rise to a periodic six-term exact sequence
An equivalent way of stating the excision theorem is the following result. Proof. This follows directly by comparing the exact sequences of Theorem 7 and Lemma 8, and by using the Five Lemma.
An immediate consequence of excision and of Goodwillie's theorem is the following corollary.
Corollary 4. For any not necessarily unital complex algebra B, the inclusion B n → B induces a natural isomorphism HP * (B n ) → HP * (B).
We now begin the proof of one of the main results of this section, Theorem 8. We start with some lemmata. Lemma 9. Let L be a finite type k-algebra and I ⊂ k be an ideal such that L k ⊂ IL for some large k. Endow k and B = k + L, the k-algebra with adjoined unit, with the I-adic filtrations. Then the projection B → k gives an isomorphism HP
whose vertical maps are induced by the projectionsB → B/IB andk → k/I. It follows from Theorem 6 that these vertical arrows are isomorphisms. The bottom map is also an isomorphism since L/IL is a nilpotent ideal. We finally obtain that the top arrow is an isomorphism, as stated.
The following lemma applies to k-algebras that are not necessarily finite type k-algebras, and to arbitrary commutative rings k, not necessarily noetherian.
Lemma 10. Let L be a k-algebra and p ⊂ k be a maximal ideal such that L p is unital. If B = k + L is the k-algebra with adjoined unit, then
Proof. We have the following isomorphisms
where the last isomorphism is due to the fact that Hochschild homology and direct sums of unital algebras commute.
We are ready now to prove a powerful criterion for two algebras to have the same periodic cyclic homology. The idea is to compare two k-algebras that have a similar behavior with respect to an ideal I ⊂ k; slightly more precisely, their periodic cyclic homology vanishes "at the points in V (I)," and their Hochschild homology groups are isomorphic "at the points outside of V (I)." Theorem 8. Let I ⊂ k be an ideal and let L ⊂ J be finite type k-algebras such that L/IL and J/IJ are nilpotent. Suppose that, for all maximal ideals p ⊂ k such that I ⊂ p, the localizations L p and J p are unital and
Proof. Let B = k + J and C = k + L be the "k-algebras with adjoined unit," endowed with the filtrations defined by the powers of I. Denote
We divide the proof into several steps, the first being a reduction of the proposition to the proof that HP * (I C ) HP * (I B ).
Step 1: HP * (L) HP * (J) ⇔ HP * (I C ) HP * (I B ). The split exact sequence 0 −→ L −→ I C −→ I −→ 0 gives rise to a natural exact sequence
By replacing I C by I B and L by J, we obtain a similar exact sequence
By definition, the inclusion I C → I B induces a morphism of these exact sequences. Then, using the Five Lemma, we obtain that HP * (I C ) HP * (I B ) if and only if HP * (L) HP * (J).
We continue by further reducing the proof of the theorem to proving the vanishing of the periodic cyclic homology of the mixed complex X = X (B, I B )/X (C, I C ).
Step 2: HP * (L) HP * (J) ⇔ HP * (X) = 0. The excision property (more precisely Proposition 7) implies that we have natural isomorphisms HP * (I C ) HP * (C, I C ) and HP q (I B ) HP q (B, I B ), for q ∈ Z/2Z. It is then enough to prove that the morphism X (C, I C ) → X (B, I B ) of mixed complexes gives isomorphisms HP * (C, I C ) HP * (B, I B ). Thus for the rest of the proof we shall work with the mixed complexes X (C, I C ) and X (B, I B ). Let j : I C → I B be the inclusion and X = X (B, I B )/X (C, I C ), as above, then Lemma 8 gives a periodic exact sequence
Indeed, from Theorem 3 we know that the inclusion C →Ĉ determines natural isomorphisms HH * (C) ⊗ kk HH top * (Ĉ). Also, since I HH * (C/I C ) = 0, we obtain a straightforward isomorphism
From
Step 4 we obtain that HH q (X) = HH q (X) ⊗ kk HH q (X) for all q. The proof of Step 5 is now complete.
Summing up, we have obtained, as desired, that HH * (X) HH * (X), and hence also that HP * (X) HP * (X) 0, due to Step 3 and to the fact that a morphism of mixed complexes that induces an isomorphism in Hochschild homology also induces an isomorphism in periodic cyclic homology. In view of Step 2, this completes the proof of the Theorem.
Lemma 11. Let L ⊂ A be a k-subalgebra of a unital finite type k-algebra A such that L ⊂ IA for some ideal I ⊂ k. Then L k ⊂ IL for some large k, and hence L/IL is nilpotent.
Proof. The Artin-Rees Lemma states that we can find k such that
In particular, we obtain that
Corollary 5. Let A be a unital finite type k-algebra and L ⊂ J ⊂ IA be inclusions of finite type k-algebras, where I ⊂ k is an ideal. Suppose that, for all maximal ideals p such that I ⊂ p, the localizations L p and J p are unital and
Proof. Lemma 11 shows that the assumptions of Theorem 8 are satisfied.
We can drop the assumption that L → J is an inclusion in the above Corollary, by using mapping cone complexes in the proof of Theorem 8.
An important situation when the previous theorem applies is given in the next proposition. We shall use the notation and terminology from Definition 4; thus Z k = Z(A/I k ) are the subcenters and I k−1 = Z k ∩ (I k−1 /I k ) are the reducibility ideals associated to an abelian filtration (I k ) of A. Proposition 8. Let (I k ) be an abelian filtration of a unital finite type algebra A. Let Z k and I k be the subcenters and the reducibility ideals of the filtration (I k ). Then, for each k and for each two-sided ideal a of A, the inclusion
induces an isomorphism in periodic cyclic homology. In particular, we have isomorphisms HP * (I k−1 ) → HP * (I k−1 /I k ), for all k ≥ 1.
Proof. By replacing A by A/I k , we may assume that I k = (0) and that Z k is the center Z of A. We claim that all assumptions of Corollary 5 are satisfied for I = L = a ∩ I k−1 =: I a k−1 and J = IA, and hence that we can conclude from that theorem the existence of a natural isomorphism HP * (I) HP * (J), induced by inclusion.
The conditions L, J ⊂ IA of Corollary 5 are satisfied by definition. By Proposition 5, we have an isomorphism HH * (Z p ) → HH * (A p ), for any maximal ideal p not containing I k−1 = I k−1 ∩ Z. If p does not contain a either, then I p Z p and J p A p , which shows that I p and J p are unital and that HH * (I p ) HH * (J p ). Now, in order to conclude the proof, it is enough to verify that
is nilpotent. To this end, using Lemma 1 (iv), we see that it is enough to check that V (a ∩ I k−1 ) = V (J). Thus, let us consider a primitive ideal P ⊂ A containing J. Consider the maximal ideal p = P ∩ Z of Z. First, if I k−1 ⊂ p, then I k−1 A ⊂ P, and hence J k−1 ⊂ P, because J k−1 /I k−1 A is nilpotent by the definition of an abelian filtration (Definition 3).
Next, if I k−1 ⊂ p, then A p is an Azumaya algebra over Z p , also by Definition 3, and hence
Since A/P = (A/P) p = A p /P p , the inclusion a p ⊂ P p implies a ⊂ P. Thus, whether p = P ∩ Z contains I k−1 or not, we obtain that a ∩ I k−1 ⊂ P, if J ⊂ P. The proof is now complete.
We now identify the periodic cyclic homology of ideals in finitely generated algebras. This is the last significant result that we need before we can deal with the main theorem stated in the introduction. We first review mapping fiber complexes.
If f = (f n ) : A → B is a morphism of two complexes A = (A n , d n ) and B = (B n , d n ), then we shall denote by M(f ) the mapping fiber complex associated to A, B, and f . Recall that M n (f ) = A n ⊕ B n+1 is the complex with differential
The following lemmata will be used in the proof of Theorem 9. A morphism of complexes is a quasi-isomorphism if the map induced on homology is an isomorphism. A. This isomorphism gives rise to a natural long exact sequence relating the homology groups of A, B and M(f ). A similar exact sequence is satisfied by M (f ). The morphism (φ, ψ) : M(f ) → M (f ) is part of a morphism of the corresponding long exact sequences, the two other morphisms being induced by φ and ψ. The Lemma is then a consequence of the Five Lemma.
We are interested in mixed complexes because they compute relative cohomology groups.
Denote, in what follows, by A m C the m-dimensional complex affine space (whose coordinate ring is R := C[X 1 , X 2 , . . . , X m ]). Let X an be the analytic variety associated to a closed subvariety X ⊂ A m C , and letΩ q X be the sheaf (onX) of algebraic q-forms defined in an infinitesimal neighborhood of X. If X is defined by an ideal a ⊂ R, then its global sections are given bŷ
Correspondingly letΩ q,an X be the sheaf (onX an ) of holomorphic q-forms defined in an infinitesimal neighbourhood of X an . We have the following relative de Rham theorem for formally smooth varieties. 
Proof. It is known, see [12] , that the canonical homomorphism of complexes of sheaves fromΩ * X to the total direct image R(an) * Ω * ,an X under the natural map an :X an →X is a quasi-isomorphism, i.e., induces an isomorphism of (hyper) cohomology groups
Let ι : Y → X denote the inclusion map and let j
Y ) be the restriction of algebraic (respectively holomorphic) forms. Using Lemma 12 and the isomorphism (32), we obtain that
The analytic Poincaré lemma, see [12] , states that the complex of sheavesΩ * ,an X (respectivelyΩ * ,an Y
) is a resolution of the constant sheaf C X (respectively C Y ). Let r : C X → ι * C Y be the natural morphism. Then
by the analytic Poincaré lemma, Lemma 12 and (33).
We shall continue to use the notation of the above proof. Let a ⊂ b ⊂ R = C[X 1 , X 2 , . . . , X m ] be ideals defining the varieties Y ⊂ X ⊂ A m C . Denote then bŷ R X be the completion of R with respect to the a-adic topology and byR Y the completion of R with respect to the b-adic topology. Then the natural morphism f :R X →R Y , the Hochschild-Kostant-Rosenberg map χ, equation (14) , and the restriction morphism j * fit into the following commutative diagram
By Corollary 2, the vertical morphisms (i.e., the Hochschild-Kostant-Rosenberg maps χ) are isomorphisms.
In the following we shall use the notation H [j] (A, B) = k∈Z H j+2k (A, B; C) to denote the Z/2Z-periodic cohomology groups of a pair (A, B) of Hausdorff locally compact spaces.
We will also need to identify the relation between χ and the differential B. This relation is best expressed by the commutativity of the following diagram
Since χ • b = 0, we get that the map χ gives a morphism, denoted also χ, of mixed complexes
which induces an isomorphism of the Hochschild homology groups, by Corollary 2. We finally obtain than that χ induces an isomorphism of periodic cyclic homology groups as well. The morphism (34) will be used in the proof of Theorem 9.
Because the periodic cyclic complex of (Ω * (X), 0, d DR ) is a direct product of copies of the de Rham complex ofX, shifted by even integers (see Figure 1) , we obtain that HP
BecauseR X /aR X = R/a O(X), Seibt's theorem gives an isomorphism HP top * (R X ) HP * (O(X)). Combining this with the isomorphism H * DR (X) H * (X an ; C) between de Rham andČech cohomology (see [12] ), we recover the isomorphism
of [10, 15] . This result will be extended in the next theorem to ideals of O(X), by generalizing the previous argument and using mapping fiber complexes.
Theorem 9. Let I be an ideal of the ring of regular functions on a complex affine algebraic variety X, and let Y ⊂ X be the subvariety defined by I. Then we have a natural isomorphism
Proof. Let I 0 be the radical of I. Because O(X) is noetherian, we have that I 
of the periodic cyclic complexes associated to the Z/2Z-periodic de Rham complexes ofX andŶ . The morphism χ of equation (34) extends to a morphism of mapping fiber complexes and defines an isomorphism
Now the periodic cyclic complex of ΩX (respectively ΩŶ ) splits as the direct product of copies of the de Rham complex (Ω * (X), d DR ) ofX (respectively as the direct product of copies of the de Rham complex (Ω * (Ŷ ), d DR ) ofŶ ) naturally. We then obtain a similar decomposition of M(j * [2] ). Precisely, the complex M(j * [2] ) is the direct product of copies of the complex M(j * ), shifted by even integers (see Figure 1 )
We finally obtain that
The isomorphism of the theorem follows by putting together the isomorphisms (36), (38), (39), (40), and the isomorphism H q (M(j * )) H q (X an , Y an ; C) of Proposition 9.
Proposition 10. Let A be a (not necessarily unital) complex algebra endowed with a filtration, Proof. This spectral sequence is obtained from the filtration of the periodic cyclic complex C per (A) by the kernels (F p ) p∈Z of the natural projections:
Since F −p /F −p+1 ker(C per (A/J p−1 ) → C per (A/J p )), and the kernel complex computes the periodic cyclic homology of J p−1 /J p , by excision, the result follows.
The proof of our main result, Theorem 1, is now a direct consequence of the facts that we have established. Actually, we shall establish a more general result, valid for two-sided ideals a ⊂ A of unital finite type algebras.
Before stating this more general result, we need to introduce the necessary notation. Consider, as in the statement of Theorem 1, an abelian filtration (I k ) of a unital finite type algebra A. Let X k be the complex affine algebraic variety associated to the center Z k of A/I k . Let a be a two-sided ideal of A, and let Y k (a) ⊂ X k be the subvariety defined by Proof. The abelian filtration, I k , of A gives rise to a filtration of a, a = a ∩ I 0 ⊃ a ∩ I 1 ⊃ . . . ⊃ a ∩ I n = a ∩ Jac(A).
Using Proposition 10, we obtain a spectral sequence with We continue with some applications, the first one being an easy computation.
Remark. Let A k ⊂ M 2 (C[X]), for k ≥ 1, be the algebras considered at the end of Section 1. Then X 1 consists of two points, so that Z 1 C ⊕ C. Also, X 2 = A 1 C is the one dimensional affine complex space, and Y 2 = {0}. We then obtain that H * (X is empty. We obtain that HP q (A k ) C ⊕ C, if q is even, and that HP q (A k ) 0, otherwise.
The point of this remark is that, unlike Hochschild homology, periodic cyclic homology gives the same result for all the algebras A k , where k ≥ 1. Because the algebras A k have the same spectrum, it follows that the periodic cyclic homology of an algebra is more closely related to the spectrum of that algebra than the Hochschild homology is.
Theorem 11. Suppose L ⊂ M N (k) is a k-subalgebra such that L ⊂ M N (I), for some ideal I of k. Assume that, for any maximal ideal p not containing I, the algebra L/L∩M N (p) has a unique simple quotient. Then the inclusion L → M N (I) induces an isomorphism HP * (L) → HP * (M N (I)) HP * (I).
We agree that simple algebras have units and 1 = 0.
Proof. We denote for any finite dimensional algebra B by B ss the semisimple quotient B/ Jac(B). Thus our hypothesis is that for each maximal ideal p ⊂ k the algebra (L/L ∩ M N (p)) ss is either simple or 0. The proof will consist of two steps.
Step 1. The theorem is true if dim(L/L∩M N (p)) ss = k 2 is constant for all maximal ideals p ⊂ k such that I ⊂ p.
Since the radical of k is nilpotent, we may assume that k is reduced. By replacing M N (k) with M 2N +1 (k) and L by M 2 (L), if necessary, we may also assume that L ∩ k = {0} and that L has no irreducible representations of dimension 1 (here we identified k with the center of M N (k)). Then using Lemma 11 we see that the standard filtration of the algebra B = L + k is It is then enough to prove that HP * (K 0 ) HP * (I).
The trace T r : M N (k) → k maps K 0 to an ideal K L ⊂ I, by k-linearity. We claim that I m ⊂ K L , for some large m. Indeed, it is enough to check that, if p ⊂ k is a maximal ideal containing K L , then I ⊂ p. So let K L ⊂ p, p maximal, and T r p : L/L ∩ M N (p) → k/p = C be the factor morphism induced by the trace. Then
where the last implication is obtained from the assumptions of the theorem. We obtain in this way that HP * (I) HP * (K L ), and hence it suffices to prove that HP * (K 0 ) HP * (K L ).
We consider again the trace, more precisely, its restriction T r : K 0 → K L which descends to a linear isomorphism f : K 0 → K L . If I ⊂ p, then the composition K 0 → K L /K L ∩ p descends to a trace K 0 /pK 0 → C = k/p that takes 1 to k. We obtain in this way that f /k is a multiplicative linear isomorphism, i.e., an algebra isomorphism. Moreover, the morphism induced by trace HP * (K 0 ) → HP * (K L ), factors as HP * (K 0 ) −→ HP * (K 0 ) kf * − − −→ HP * (K L ), where the first morphism is the isomorphism induced by the surjective morphism K 0 → K 0 with nilpotent kernel. Since f is an isomorphism, it follows that HP * (K 0 ) HP * (K L ), and this is enough to prove the claim, as explained above.
Step 2. Induction: Suppose that the theorem is true for all subalgebras L such that dim(L/L ∩ M N (p)) ss < k and we prove it for all subalgebras such that dim(L/L ∩
