We study quantum mechanics in the phase space associated with the coherent state (CS) manifold of Lie groups. Eigenstates of generators of the group are constructed as one dimensional integral superpositions of CS along their orbits. We distinguish certain privileged orbits where the superposition is in phase. Interestingly, for closed in phase orbits, the geometric phase must be quantized to 2πZ, else the superposition vanishes. This corresponds to exact Bohr-Sommerfeld quantization. The maximum of the Husimi-Kano Q quasiprobability distribution is used to diagnose where in phase space the eigenstates of the generators lie. The Q function of a generator eigenstate is constant along each orbit. We conjecture that the maximum of the Q function corresponds to these privileged in phase orbits. We provide some intuition for this proposition using interference in phase space, and then demonstrate it for canonical CS (H4 oscillator group), spin CS (SU (2)) and SU (1, 1) CS, relevant to squeezing. arXiv:1911.09966v1 [quant-ph] 
I. INTRODUCTION
The study of coherent states has become ubiquitous in different branches of physics. First introduced by Schrödinger [1] while investigating quantum mechanical wave packets whose evolution most closely approximate the classical dynamics of the simple harmonic oscillator (SHO), coherent states (CS) have now been generalized so that their applicability extends to arbitrary Lie groups. [2] In this article, we start with the construction of eigenstates of Lie group generators as superpositions along their corresponding orbits in the CS manifold. We see that geometric phase [3] [4] [5] [6] ideas appear naturally in the process (especially for closed orbits). We obtain integral quantization of geometric phase along in phase closed orbits. After this we consider some interesting facets of this construction as outlined below.
The manifold of generalized CS (with appropriate choice of fiducial state) can be treated as a phase space with appropriate symplectic strucure in a number of typical situations. We start with the question of where a state |ψ is located in phase space. If a point in phase space is parametrized by η, and hence the associated CS is |η , a simple diagnostic would be the regions where | η|ψ | 2 is maximized. Indeed, this is the Husimi-Kano Q quasiprobability distribution [7] in phase space.
We illustrate our main ideas in the context of the familiar SHO CS. (The notation used in this section is standard, for elaboration refer to main text, Section IV A.) Let us start with the CS |q, p . The Q function Q |q,p (q , p ) = e − 1 2 (q−q )
. This matches our intuitive notion that the CS is localized at (q, p). The uncertainty principle precludes arbitrarily narrow distributions in phase space. However, in a quantifiable sense CS are the most localized states [8, 9] in phase space. * hereismayukh@gmail.com Wehrl conjectured [8] that among the set of density matricesρ in a Cartesian quantum mechanical system, projectors onto coherent states minimize the Wehrl entropy S W .
where Q(q, p) = q, p|ρ|q, p is the Q function ofρ. This was proved soon after by Lieb. [10] Actually, they are the unique states that minimize the Wehrl entropy [11] , and this result extends to Bloch CS too. [12] Thus, while one expects the CS |η to be localized at the corresponding point in phase space, what about other states? In this article, we restrict ourselves to eigenstates of the generators of the group. We conjecture that the state is localized/Q function maximized along special "in phase" orbits. We also construct the eigenstate as a superposition over such orbits. This superposition stays where it is put.
In particular, consider the Fock state |m which is an eigenstate of the number operatorn, a generator of the H 4 oscillator group. Now, it is well known that a Fock state can be expanded as a superposition of CS over arbitrary circles in phase space (orbits generated byn).
π 0 dθ e −imθ |r cos θ, r sin θ .
(2)
We note the following points about the expression above.
• |m can be expressed as a superposition over an arbitrary circle. (any orbit ofn)
• The normalizing coefficient outside the integral is minimized at r = √ 2m. We refer to this as the superposition being "efficient". The further away we choose the orbit from the "natural" location of |m at r = √ 2m, the larger the normalizing coefficient.
• Over the "privileged" orbit at r = √ 2m the geometric phase is quantized to 2πm (we will see that this is characteristic of superpositions over closed orbits), and the superposition is "horizontal/in phase". These statements will be explained in detail in the main sections.
• The Q function of |m (Eqn. (47)) is constant on any circle. However, its value is maximized on the circle of radius √ 2m.
Thus, although we can express |m as a superposition over any circle, its natural position as diagnosed by the Q function is at r = √ 2m. A superposition over r = √ 2m stays in place.
• Finally, at r = √ 2m we have exact Bohr-Sommerfeld condition of old quantum theory¸p dq = 2πm.
It turns out that these features are true for generalized systems of coherent states (GCS) with some assumptions, as we will see in the succeeding sections.
We note that in a talk given in 2001 [13] , R. Simon had presented generator eigenstates as group averages over their in phase orbits. Further, he also emphasized the importance of geometric phase in analyzing interference patterns in the Q distribution due to superpositions of coherent states. We present some of these ideas and develop them further in Secs. II C, III A.
In Ref. [14] , these ideas have been discussed at length for SHO CS in the context of understanding interference in phase space [15, 16] from a geometric phase perspective without using any semiclassical arguments. Here, we follow the same logical steps as Ref. [14] , stating these results so that they are valid for general CS systems, but concentrating on the conjecture about Q function maximization for in phase orbits.
II. GENERAL FORMALISM

A. Generalized coherent states
We consider generalized coherent states as introduced in Refs. [2, 17] . Let G be a Lie group and T its irreducible unitary representation acting on the Hilbert space H. We choose a fixed fiducial state |0 in H. Then, the coherent state (CS) system {G, T, |0 } corresponds to the set of states {|α g }, g ∈ G, where |α g = T (g)|0 . However, note that |α g1 and |α g2 differ only by a U (1) phase if T (g −1 2 g 1 )|0 = e iφ |0 , and hence represent the same physical state. To eliminate this redundancy, one defines the subgroup H, T (h ∈ H)|0 = e iφ(h) |0 . The maximal subgroup H is called the isotropy subgroup of |0 . The CS manifold is indexed by elements x of the left coset space Ω = G/H. Thus, T (g)|0 = e iφ(g) |x(g) , where x ∈ G/H is the equivalence class to which g belongs. Ω is the "phase space" of our quantum mechanical system. While any state in H can be chosen as the fiducial state, if |0 is chosen to have the largest isotropy subalgebra, the CS are closest to classical states and have minimum uncertainty [17] [18] [19] [20] . With such choice of |0 , Ω is endowed with a symplectic structure, in fact they are complex homogenous manifolds with a Kähler structure in a number of typical cases. [21] ( Compact/solvable Lie groups and also some non-compact cases with discrete representations. For details refer to [17, 21] .)
Henceforth, we denote the operator O in the representation T acting on H i.e. T (O) asÔ.
B. Geometric phase preliminaries
The study of geometric phases has played an important role in different branches of physics ever since it was introduced by Berry in the context of adiabatic cyclic quantum evolution [3] , where it is called the Berry phase.
We use the kinetic formulation [5, 6] where the restrictions of adiabaticity and cyclic evolution can be revoked [22, 23] . Given a once differentiable parametrized curve C (χ) in the space of normalized states in H, we define the relative or Pancharatnam phase φ P , the dynamical phase φ d and the geometric phase φ geom as we move from
It is easy to check that φ geom is invariant under local U (1) transformations, and hence solely depends on the projection π(C ) = C in ray space R.
φ geom being a property of projective ray space R, to calculate it we can transform to the "locally" in phase/horizontal curve C hor , where neighbouring points are in phase with each other.
φ dyn (C hor ) = 0, φ geom (C) = arg ψ (χ 1 )|ψ (χ 2 ) .
We briefly discuss two related ideas which actually precede Ref. [3] and will be of some use to us. |ψ 1 and |ψ 2 are in phase if ψ 1 |ψ 2 ∈ R + . In general, the relative phase between |ψ 1 and |ψ 2 is
While studying polarization states of unidirectional light, Pancharatnam [4, 24] realized that being in phase is not a transitive relation, and he gave a measure of the non-transitivity. Distinct polarizations are specified by ρ a = |ψ a ψ a |, (where |ψ a is a 2 component complex electric field vector) and correspond to points on the Poincaré sphere S 2 . If |ψ a and |ψ b are in phase, and so is |ψ b and |ψ c , the phase difference between |ψ c and |ψ a has a simple geometrical interpretation. arg ψ a |ψ c = − 1 2 Ωρ a ,ρ b ,ρc , where Ωρ a,ρb ,ρc is the solid angle subtended by the spherical triangle (ρ a ,ρ b ,ρ c ) on S 2 .
The relative phase between |ψ a and |ψ c can also be expressed as
where ∆ 3 (ρ a ,ρ b ,ρ c ) = Tr(ρ aρbρc ) is the three vertex Bargmann invariant introduced [25] in the context of proving Wigner's theorem on symmetries in quantum mechanics, and like φ geom is obviously a property of ray space R. As we will see, ∆ 3 is intimately related to the geometric phase. We now state a few results for Hilbert space curves over the CS manifold Ω. Consider the closed curve in Ω
and the corresponding curve in H
When Ω is Kähler, the geometric phase for cyclic quantum motion along C is equal to the negative of the symplectic area enclosed by C in Ω. [26] We see this in the examples in Section IV. The following generalization of Pancharatnam's result on non-transitivity stated in terms of the Bargmann invariant holds true for a certain sub-class of Kähler manifolds, the so called "Hermitian symmetric" manifolds. Actually, a number of familiar manifolds are Hermitian symmetric (the complex plane, Riemann sphere CP 1 and Poincaré disk are examples we will encounter in this article).
Consider the geodesic triangle (g 1 , g 2 , g 3 ) in Hermitian symmetric Ω. The geometric phase for the circuit |g 1 |g 2 |g 3 |g 1 along the geodesic triangle is
where A (g 1 , g 2 , g 3 ) is the symplectic area of the geodesic triangle (Refs. [26] [27] [28] [29] [30] [31] ). In Eqn. (13) , neighbouring points on the sequence are assumed to be non-orthogonal, g i+1 |g i = 0, g 1 |g 3 = 0. For a triad of points on a geodesic, the area enclosed vanishes. Thus, on geodesics being in phase in an equivalence relation, and is a global statement. While considering geodesics in the projective ray space R, similar relations and more generalized versions [5, 32, 33] have been explored.
C. Construction of eigenstates of generators
Let T be a generator of the group G, i.e. T ∈ g, the Lie algebra. The action of the one parameter subgroup e −iχT , generated by T , foliates Ω into orbits of T . O T , α0 is the group orbit of T in Ω passing through α 0 .
Above, the limits of χ are not explicit. For open orbits −∞ < χ < ∞, whereas for closed orbits the bounds are finite, 0 ≤ χ < χ 0 . We now construct eigenstates of the Hilbert space operator T (T ) ≡T as a one dimensional integral superposition of CS over (almost) any given orbit generated by T in Ω. When we fail to do so, |α 0 is an eigenstate ofT to begin with and O T , α0 is just the point α 0 . (For example consider the orbit of the number operatorn acting on the ground state |0 of the SHO CS).
This should come as no suprise, as CS are in general overcomplete. For oscillator CS, any state in H can be represented as an expansion over "characteristic sets" e.g. smooth curves of finite or infinite length, or an infinite sequence of points with a finite limit point [34, 35] .
Corresponding to the orbit O T , α0 in the group manifold, we consider the family of Hilbert space curves CT , |α0 (t 0 )
with limits on χ left implicit as before.
In general, the state e −iχT |α 0 differs from the CS |e −iχT α 0 (or |x(e −iχT α 0 ) ) corresponding to e −iχT α 0 ∈ O T , α0 , by a U (1) phase.
Indeed, π(CT , |α0 (t 0 )) is independent of t 0 .
Thus, π(CT , |α0 (t 0 )) is essentially specified by the group orbit O T , α0 . Further, since geometric phase is a property of the ray space projection π(CT , |α0 (t 0 )), φ geom (CT , |α0 (t 0 )) is independent of t 0 and is determined by O T , α0 .
To determine whether O T , α0 is open or closed in Ω, we need only look at π(CT , |α0 (t 0 )). O T , α0 is closed iff
The smallest positive value χ 0 is called the period of the generator. Henceforth, we will reserve the symbol χ 0 for the period.
To construct eigenstates for open orbits, we simply average over the curve CT , |α0 (t 0 ):
N α0, t0 is the normalization factor. One can easily verify
=⇒T |ψT , t0 = t 0 |ψT , t0 , thus concluding that |ψT , t0 is an eigenstate ofT with eigenvalue t 0 . The Pancharatnam phase between two infinitesimally separated points along CT , |α0 (t 0 ) is
Here, T is the same for all states along CT , |α0 (t 0 ), and is determined by |α 0 .
Thus, from Eqn. (18) , when
neighbouring states are in phase with each other, and we have a local in phase superposition CT , |α0 ( T ).
The dynamical phase as we move along CT , |α0 (t 0 ) between χ :
Thus the Pancharatnam, dynamical and hence the geometric phases are translationally invariant, they do not depend on the starting point but rather on the spacing between the states. Therefore, we use the notation φ dyn (η) (and similarly for φ geom and φ P ) instead of φ dyn (χ 1 → χ 1 + η).
For closed orbits, the integration is only over the period χ 0 . Thus,
As we will see now, other constraints need to be satisfied.
(To be precise, at this point that we have tacitly assumed that the group average formula Eqn. (16) , valid for the open orbit case is valid for the closed orbit too.)
Essentially, the average |ψT , t0 is independent of the starting point . This is only possible when the integrand is single-valued. Using Eqns. (6) and (20), we get
Alternatively, we can derive Eqn. (23) more concretely by setting = χ 0 in Eqn. (22) 
The only way the above equation is satisfied is if
Thus, we have integral quantization of the Pancharatnam phase for the closed orbit. However, the Pancharatnam phase is not a gauge invariant quantity.
To obtain a gauge invariant quantity, we consider in phase orbits, where T = t 0 (Eqn. (19) ) holds. Then, the condition (26) becomes
Thus, horizontal superpositions on closed orbits give rise to exact integral quantization of geometric phase. Hence, for in phase orbits we have the following relations:
Open orbits:
If Ω is Kähler, using Eqn. (12) for these privileged closed orbits, we get exact Bohr-Sommerfeld quantization in phase space
where A (T , α 0 ) is the symplectic area of the closed curve in Ω generated by T and passing through α 0 . We will see illustrative examples in Sec. (IV). The Q function (Eqn. (1)) of |ψT , t0 is trivially invariant along each orbit OT , α0 .
We note that integral Bohr-Sommerfeld quantization conditions have been considered in mathematical studies in the context of geometric quantization, Refs. [36] [37] [38] . We hope that that this alternate approach proves to be useful and more approachable for physicists. Also, we point out that Eqns. (25) , (26) , (27) are valid for arbitrary Ω, regardless of whether it is Kähler.
To recapitulate, we saw that an arbitrary eigenstate of T ∈ g can be constructed as a U (1) weighted average of CS over the group orbit O T , α0 (as long as α 0 is not a fixed point of T ). However, for closed orbits, the sum vanishes unless the relative or Pancharatnam phase is quantized in integral multiples of 2π.
For the eigenstate |ψT , t0 , the orbit O T , α0 is privileged, t 0 = α 0 |T |α 0 . It allows for the expansion of |ψT , t0 as an in phase superposition. Further, the dynamical phase vanishes, and hence the geometric phase (dependent solely on the orbit in Ω instead of the Hilbert space curve) is now quantized to 2π times an integer. What is even more striking is that an in phase superposition of the form of Eqn. (21) over an orbit where the geometric phase is not quantized vanishes. We note that O T , α0 : t 0 = α 0 |T |α 0 is not unique. See example in Sec. IV C.
III. PUTTING QUANTUM STATES IN PHASE SPACE SO THAT THEY STAY PUT
A. Building up intuition: interference in phase space
In the introduction, we motivated the use of the Q function maximum to probe the location of states in phase space. Our interest, as evinced in the title is to put superpositions of coherent states along some curve in phase space so that the resultant Q function is maximized there.
We are concerned with the location of a continuous superposition of states along orbits as constructed in Section II C. We remark that this section is heuristic, it aims to outline the intuition which led us to the conjecture.
To develop some insight, first consider the Q function of the un-normalized superposition of two CS
Where is this superposition localized/Q function maximized?
Now, Q |ψ (g) in Eqn. (32) can be rewritten as
It is useful to envision the Q function in Eqn. (33) as intensity resulting from "interference" in phase space with two sources located at g 1 and g 2 . We make the physically plausible assumption that the Q function of the CS state |g i , i.e. I i (g) in Eqn. (32) is maximized at g = g i . Also, in this subsection we restrict ourselves to Hermitian symmetric manifolds where Eqns. (12) and (13) hold. Hence,
the symplectic area of the geodesic triangle (g 1 , g 2 , g 3 ) is equal to the argument of the 3-vertex Bargmann invariant. Then, the lines of constructive interference in Eqn. (33) are
Thus, interference in phase space is driven by areas rather than propagation distances. These ideas have been developed in more detail for SHO CS in Ref. [14] .
Consider the scenario when the sources are in phase, i.e. φ P (|g 1 , e iθ |g 2 ) = 0. Then the geodesic joining g 1 and g 2 is a line of constructive interference, and we expect Q |ψ (g) to fall off as we move away from this geodesic line. When φ P (|g 1 , e iθ |g 2 ) = 0, the location of |ψ is shifted in the perpendicular direction.
Carrying over these ideas to continuous superpositions, we expect that at least for open curves, putting an in phase superposition along a geodesic results in constructive interference along the said line of superposition. Using Eqn. (35) and the fact that A (g 1 , g, g 2 ) vanishes if g lies on the geodesic joining g 1 and g 2 , any two in phase states interfere constructively on any other point on the geodesic. We will see examples of this in Eqns. (38) , (40) .
Another piece of evidence in anticipation of the conjecture to be presented is squeezing for in phase superposition of two SHO CS in a direction perpendicular to the line joining them. [14, 39] . Indeed, as more states are added to this superposition, squeezing becomes more pronounced. Our construction takes this to the limit by considering a continuous superposition.
Of course, these arguments are heuristic and do not constitute a proof. The nth line of constructive interference is generally not even a bright fringe as I i (g) falls off as we move away from g i .
Further, it turns out constructive interference can happen along curves which are not geodesics (e.g. circles for the Fock state). Non-local effects like the net geometric phase over a closed orbit also play an important role as we have already seen. The general case turns out to be a complex multi source interference effect in phase space driven by a combination of Bargmann and Pancharatnam phase, and we do not attempt to solve it.
Guided by these observations and buoyed by the examples (to be presented later in Sec. IV), now we make a conjecture about the eigenstates of the generator.
B. Conjecture about the Q function: location of the eigenstates |ψT ,t 0 in Ω Consider the coherent state system {G, T, |0 } of the Lie group G built from the fiducial state vector |0 with the largest isotropy subalgebra. (refer to [17] for details) H is the isotropy subgroup of the fiducial state. The coherent space manifold Ω = G/H. The group G acts transitively on Ω. We assume that Ω is Kähler.
Let T be a generator of the group G, i.e. T ∈ g, the Lie algebra and is Hermitian. We denote by |ψT , t0 an eigenstate ofT with eigenvalue t 0 . The Q function of |ψT , t0 , Q |ψT , t 0 is constant along each orbit O T , α ofT in Ω.
We conjecture that the maximum value of Q occurs along a curve in Ω which is an orbit of T , O T ,α0 , such that T = α 0 |T |α 0 = t 0 . For closed orbits, we also demand that the symplectic area enclosed is an integral multiple of 2π.
If the eigenspace associated with t 0 is non-degenerate, there is a unique orbit O T , α0 associated with the eigenstate. On the other hand, with degenerate eigenspaces, one expects to find an infinite number of disjoint orbits satisfying T = t 0 .(see Section IV C for an example) An average of the form of Eqns. (16),(21) over the orbit O T , α0 generates an eigenstate whose Q function is maximized over O T , α0 .
We can express |ψT , t0 as a CS expansion over another orbit O T , α 0 , but the state as diagnosed by the Q function maximum still lies at OT , α0 . The coherent state expansions in Eqn. (28) put along in phase orbits (which are their curves of Q function maximum) stay there.
We show the validity of this conjecture in illustrative examples in the following section. In phase expansions along O T , α0 are tantamount to constructive interference along the line of superposition.
It is important to note that other restrictions might be necessary. In particular, all the examples we consider are Hermitian symmetric manifolds, where Eqn. (34) holds true. Hence, one line of inquiry would be to consider a manifold which is not Hermitian symmetric. However, mostly generators produce orbits which are not geodesics, and hence we do not expect Eqn. (34) to help with constructive interference. Thus, we have assumed the validity of the conjecture in general for Kähler manifolds.
In any case, it would be good to have a proof/disproof of this conjecture or example where it fails. However, even if the general conjecture as stated fails, considering its validity in the number of cases shown below, we expect some structure present which should hold true with some restrictions.
For a horizontal closed curve, the relative (and geometric phase) is determined by area enclosed in (Kähler) phase space. The Q function is maximized along the curve as well. These facts have been exploited for SHO CS [14] to understand the emergence of areas while calculating the interference term in inner products between states whose representations as line integral horizontal superpositions intersect. This phenomenon is popularly known as interference in phase space [15, 16] . Our construction in Sec. II C which provides a recipe for obtaining eigenstates as horizontal superpositions over orbits shows that this scheme can be generalized to other CS systems as well. We will show next that this conjecture is true for a variety of groups, H 4 , SU (2) and SU (1, 1). Indeed interference in phase space has been studied for spherical phase space [40] (associated with SU (2)), and hyperbolic phase space [41] (SU (1, 1) ).
IV. EXAMPLES
A. Simple Harmonic Oscillator coherent states
We apply the general construction from Section II C to simple harmonic oscillator (SHO) coherent states. These results are there in [14] , but we now present them from a group theoretic perspective. The relevant group H 4 is generated by the algebra h 4 [17, 20] with the generators {1,q,p,n =â †â }, where the annihilation operatorâ = 1 √ 2 (q +ip). The Hilbert space is spanned by the eigenkets of the number operatorn|n = n|n .
Any element of the H 4 oscillator group takes the form e i(pq−qp) e i(t1+yn) . We choose the harmonic oscillator ground state as the fiducial state |0 . It satisfiesn|0 = 0, and has the maximal isotropy subalgebra {1,â,n}.
The maximal isotropy group of |0 consists of the elements exp
Thus, the CS are indexed by points (q, p) on the two dimensional real phase plane, (q, p) ∈ R 2 or the complex combination z = 1 
The canonical CS are eigenstates of the annihilation op-eratorâ|z = z|z .
We first obtain expressions for eigenstates ofq,p which generate translations in p and q respectively, and have open orbits in phase space.
O q, (q0,0) (where α 0 = (q 0 , 0) in the notation of the previous section) is the line q = q 0 parallel to the p-axis. The position eigenstate |q 1 ; pos by Eqn. (16) is |q 1 ; pos ≡ |ψq ,q1 = Nˆ∞ −∞ dp e i(q1−q0/2)p |q 0 , −p = Nˆ∞ −∞ dp e ip (q0/2−q1) |q 0 , p .
Calculating the inner product with another position eigenstate x 0 ; pos|q 0 ; pos = δ(x 0 − q 0 ) and using q , pos|q, p = 1
yields the normalization N . Finally, we get
However, this is not an in phase superposition. As was shown in Section II C, this will be so for |q 1 ; pos when we choose the orbit such that q = q 1 . This restricts us to the orbit O q, (q1,0) . Putting q 0 = q 1 in Eqn. (37) leads us to the in phase expansion
A completely analogous procedure forp, yields
Restricting ourselves to the orbit O p, (p1,0) , we obtain the in phase expansion
The in phase superpositions (Eqns. (38) and (40)) for position and momentum eigenstates are along geodesics in R 2 . The symplectic area, and hence the argument of the Bargmann invariant vanishes for any triad of states on the orbit. Hence they are not just local, but global in phase expansions. For the position and momentum eigenstate expansions (Eqns. (37) and (39)), we see that the superposition coefficients increase exponentially the further we move away from the in phase superpositions at q = q 1 and p = p 1 respectively, exhibiting efficient superposition along the in phase orbits as alluded to in the introduction. Now, we turn ton which generates closed orbits (circles) in phase space.
As we saw in Section II C, geometric phase considerations now become important. Let us consider CS along a closed curve in Ω = R 2 ,
Since φ geom (χ 0 ) is invariant under U (1) transformations, we work with the horizontal curve (Eqn. (7))
The dynamical phase vanishes, and φ geom (χ 0 ) is simply obtained by the Pancharatnam phase accumulated, arg z (0)|z (χ 0 ) .
Thus, the geometric phase for a closed curve in Ω is given by the negative of the symplectic area enclosed. (Area enclosed is taken to be positive when we traverse the curve in the anticlockwise direction) Using Eqn. (21)
We have chosen as the orbit O n,(r0,0) , which is a circle of radius r 0 centred at the origin. Positivity ofn ensures n 0 ≥ 0. On O n,(r0,0) , n = Thus, we get the quantization of the eigenvalues ofn, which is consistent. The normalization N m for the Fock state is determined by calculating m|p = δ mp , where |p is another Fock state
As expected, N m = √ m! 2π 
Over orbits of radius √ 2m, Eqn. (42) implies exact Bohr-Sommerfeld quantization for the Fock state |m ,
Alternatively consider
This is an in phase superposition. Further, it is easily checked that m|ψ = 0 ∀m, which imples |ψ = 0. This is to be expected from Eqns. (25) and (27) as φ geom is not an integral multiple of 2π. Finally, we look at the Q distribution of the eigenstates ofq,p andn.
We have included the usual factor of 2π coming from the measure dqdp 2π in comparison with Eqn. (1) .
The Q distributions are indeed maximized along the privileged orbits of their in phase superpositions, q = q 1 , p = p 1 and r 2 = 2m as we have conjectured.
There is no obvious generator in h 4 which has elliptical orbits. As a prelude to Section IV B, we now ask what happens if we nevertheless put a continuum of in phase states on an ellipse. Does the resultant sum have a Q function maximum along the in phase superposition? We take a numerical approach to answer the question. We put 300 equispaced states on the ellipse q 2 4 + p 2 = 1, such that the neighbouring states are in phase with each other. The enclosed area is 2π, thus ensuring that the beginning and the penultimate states are in phase with each other as well.
It is quite obvious from Fig. 1(a) that the maximum of the Q function does not lie on the ellipse of superposition. In Fig. 1(b) we plot the variation of the Q function as we move along the major axis through the origin, and we see more concretely that this is indeed the case.
B. Simple harmonic oscillator coherent states on an ellipse
In Section IV A, we briefly considered the difficulty of putting states on an ellipse such that they stayed there, or in other words, such that the Q function was maximized along the superposition.
However, there clearly is a quadratic operator whose orbit is an ellipse. Let us considern s . In this case, we have chosen the operatorsâ s so as to introduce a natural scale into the problem and reciprocal scaling of the variablesq andp. However,n s / ∈ h 4 , and thus the validity of the conjecture is not violated.
We therefore construct the CS system for the slightly modified algebra h 4,s = {1,q,p,n s } and determine whether the eigenstates ofn s are maximized along an ellipse. The new fiducial state |0 s obeysâ s /n s |0 s = 0. As expected, |0 s is just a scaled version of the ordinary SHO ground state.
The new Fock states are
We focus on the eigenstates generated byn s . Consider the orbit O ns, (a,0) . The classical orbit in Ω is
The expansion of |m s along O ns, (a,0) is |m s = N mˆ2 π 0 dθ e imθ |a cos θ, −as 2 sin θ s .
We check that Eqn. (26) is satisfied φ geom = πa 2 s 2 ; n s = |z| 2 = a 2 s 2 2 ; Fig. 1(a) along the major axis p = 0. The solid black lines denote the points on the ellipse (±2, 0), the dashed blue lines denote the position of the maximum at (±1.613, 0). In phase superposition happens when
Over the privileged orbits O ns, ( √ 2m s , 0) we get the in phase superposition
φ geom = 2πm for these orbits. We see that the Q function of the eigenstate |n s is
Indeed, the Q function is maximized along the ellipse q 2 s 2 + p 2 s 2 = 2n. For the state |1 s and s = 1 √ 2 , the maximum lies along q 2 4 + p 2 = 1.
C. 2d isotropic simple harmonic oscillator: dealing with degeneracy
In this section, we consider the 2d isotropic SHO. It closely follows the 1d SHO from Sec. IV A, We introduce it only to briefly highlight aspects of degeneracy that were absent in the 1d case.
The Lie algebra g = {1,q 1 ,p 1 ,q 2 ,p 2 ,n =â † 1â 1 +â † 2â 2 }, whereâ i = 1 √ 2 (q i + ip i ). Points in the CS manifold are now given by (q 1 , p 1 , q 2 , p 2 ).
The eigenspace ofn with eigenvalue 1 is 2 dimensional. In the basis |n 1 , n 2 (the simultaneous eigenvectors of n 1 =â † 1â 1 andn 2 =â † 2â 2 ) it is spanned by the states |0, 1 and |1, 0 .
By Eqn. (19) , in phase superpositions |ψn ,1 must be over orbits such that
Being a degenerate system, one can find infinitely many disjoint orbits which satisfy the above criterion. For example, consider the the family of orbits indexed by α, On , ( √ 2 cos α,0, √ 2 sin α,0) . Each orbit is given as
where θ ∈ [0, 2π). We conclude by giving the basis states |1, 0 and |0, 1 as in phase superpositions.
The ket |1, 0 can be expanded over the orbit On , ( √ 2,0,0,0) as
Similarly, |0, 1 expanded over the orbit On , (0,0,
The group SU (2) consists of the set of 2 × 2 unitary matrices with determinant unity. The general element of SU (2) can be represented as a 0 1 2×2 + ia 1 σ x + ia 2 σ y + ia 3 σ z , 3 i=0 (a i ) 2 = 1, a i ∈ R, where σ i are the Pauli spin matrices. Hence, the group manifold of SU (2) can be identified with the 3 sphere S 3 .
In general, SU (2) admits (2j + 1) dimensional spin j representations, j ∈ N/2. The generators obey the relations [Ĵ i ,Ĵ j ] = i ijkĴk , i, j, k ∈ x, y, z. (the spin 1/2 generators areĴ i = σi
2 ) The corresponding raising and lowering operators areĴ ± =Ĵ x ± iĴ y . The set of states in the Hilbert space H are labelled by the simultaneous eigenstate ofĴ 2 andĴ z , |j, m . SU (2) CS have been introduced and studied in detail in [2, [42] [43] [44] We choose as the fiducial state, |0 = |j, j , which has the maximal isotropy subalgebra {1,Ĵ z ,Ĵ + }. The isotropy subgroup H of |j, j is e iθĴz , e iθĴz |j, j = e iθj |j, j .
Any group element of SU (2) can be represented as e η−Ĵ− e 2η0Ĵz e η+Ĵ+ , where η 0 , η + , η − ∈ C and satisfy the following relations.
Noticing that e η+J+ |j, j = |j, j , and quotienting out by the isotropy subgroup H corresponds to the choice η 0 ∈ R, the corresponding SU (2) group element is given by e ζĴ− e − ln(1+|ζ| 2 )Ĵz e −ζĴ+ . The coherent state manifold is SU (2)/U (1) = S 2 , and an arbitrary CS is given as
The correspondence with the unit sphere can be made explicit by setting ζ = e iφ tan( θ 2 ), θ ∈ [0, π], φ ∈ [0, 2π), ζ being the stereographic projection from the South Pole of the sphere through n = (cos φ sin θ, sin φ sin θ, cos θ) to the complex plane. The fiducial state |j, j ≡ |0 corresponds to the North Pole, n 0 = (0, 0, 1) (ζ = 0). We identify the South Pole with all points |ζ| = ∞.
The various equivalent definitions for the SU (2) CS we shall use are |n ≡ |θ, φ ≡ |ζ = e iφj e −iφĴz e −iθĴy |0 , Using Eqn. (7) , the accumulated geometric phase takes the form (ζ depends implicitly on χ)
where Ω(C ) is the solid angle subtended by the curve C at the centre of the sphere. Thus, the geometric phase is equal to the negative of the symplectic area enclosed by the curve. Since, we are on a compact surface, the requirement, e −ijΩ = e ij(4π−Ω) is consistent with the quantization of j in N 2 . Now, we turn to the construction of eigenstates. Note that
Hence, it is sufficient to consider orbits generated byĴ z . Using Eqn. Thus, geometric phase considerations require the quantization of eigenvalues of J z For an in phase superposition, using Eqn. (19) and n|Ĵ |n = jn,
which selects privileged orbits located at latitudes θ 0 . This also implies |m| ≤ j, and we have 2j + 1 eigenvalues ofĴ z differing from j by integers. In Fig. 2 , these preferred orbits (latitudes) are shown for the spin 2 representation. One can see similar pictures with semiclassical interpretation drawn on spheres with radius j(j + 1). However, using insights from in phase expansions, Fig. 2 is exact. We determine the normalization constant N m in Eqn. (58) by expanding the CS |ζ . We expect that the maximum of the Q distribution lies along the line of in phase superposition. We verify this for the state |j, m
One can easily check that the maximum of Q |j,m (θ, φ) lies at θ 0 satisfying j cos θ 0 = m, as we anticipated. Equivalently, at θ 0 , the superposition coefficients i.e. N m is minimized.
The group SU (1, 1) consists of the set of complex valued 2 × 2 unimodular matrices which acting on the complex vector (z 1 , z 2 ) T preserves |z 1 | 2 −|z 2 | 2 . A general element can be written as α β βᾱ with |α| 2 −|β| 2 = 1. Thus the group manifold can be described by x 2 +y 2 −z 2 −w 2 = 1, x, y, z, w ∈ R. The generatorsK 0 ,K 1 ,K 2 of SU (1, 1) and their complex combinationsK ± = K 1 ± iK 2 obey
SU (1, 1) allows a variety of representations [17, 45] , however the ones we consider belong to the so-called positive discrete series. A representation is described by the Bargmann index k which determines the quadratic CasimirĈ 2 =K 2 0 −K 2 1 −K 2 2 = k(k − 1)1. SU (1, 1) being non-compact, all unitary representations are infinite dimensional. The basis states |k, m are eigenkets ofK 0 .K 0 |k, m = (k + m)|k, m . For the positive discrete series, m ∈ N ∪ {0}.
An arbitrary element of SU (1, 1) can be written as e η+K+ e 2η0K0 e η−K− ; η 0 , η + , η − ∈ C, with the following relations between them
We choose the lowest weight state |k, 0 in the representation as the fiducial state. It has isotropy subalgebra {1,K 0 ,K − }. The maximal isotropy subgroup is e iηK0 , this coupled withK − |k, 0 = 0 implies we can confine ourselves to η 0 ∈ R. The CS manifold is thus given by SU (1, 1)/U (1). Introduction to SU (1, 1) CS can be found in [2, 17, 46] . SU (1, 1) CS with fiducial state |0 ≡ |k, 0 take the form
The above parametrization gives the CS as a point on the Poincaré disk ζ, |ζ| < 1. Alternate parametrizations we will find useful are |ζ = e −iφk e iφK0 e iτK2 |0 ; The Poincaré disk ζ is the stereographic projection of the upper hyperboloid in the x − y plane through the point (0, 0, −1). We move from the co-ordinate (x, y, z) on the hyperboloid to the point ζ on the Poincaré disk by ζ =
x + iy 1 + z .
The geometric phase associated with the closed curve
In the last line of Eqn. (67) φ and τ are implicit functions of χ. The geometric phase is again given as the negative symplectic area enclosed by C in the CS manifold.
Among the various useful applications of SU (1, 1), one occurs in quantum optics in the context of squeezed states. For example a possible realization of the algebra in terms of a single mode of the electromagnetic field isK
The quadratic Casimir for this realization evaluates to − 3 16 1 = k(k − 1)1. This corresponds to the Bargmann index k = 1 4 / 3 4 for the choice of the fiducial state |0 /|1 (the ground state/the first excited Fock state), both of which have the isotropy subalgebra {1,K − ,K 0 }. Other two mode realizations of this algebra which realize the discrete series are also possible. Now, as in the previous examples let us turn to the construction of eigenstates. We consider three classes of generators: the elliptic (K 0 ) , hyperbolic (K 1 ,K 2 ) and parabolic (K 0 +K 1 ,K 0 +K 2 ) elements.
First, let us consider K 0 (elliptic element). It generates circles on the Poincaré disk. e iφK0 |ζ = e iφk |ζe iφ .
We construct eigenstates as an expansion over the circle of radius tanh R 2 ; R > 0 on the Poincaré disk. In our notation, we are considering the orbit O K0, tanh R 2 (in co-ordinates ζ) which is |ζ| = tanh R 2 . Using Eqn. (21) , the eigenstate with eigenvalue m 1 is
Since the Pancharatnam phase must be quantized over an orbit, we get from Eqn. (26) 
which is the expected result for the quantization of m. From Eqn. (19) , in phase superposition occurs on special orbits of radius tanh R0 2 where R 0 satisfies
Thus, the eigenstate |k, m of K 0 with eigenvalue k + m is expressed as
where the normalization N m can be calculated using
The Q function of |k, m is
As expected from the conjecture, Q |k,m is maximized at k cosh R 0 = m + k, which is the circle of in phase superposition in Eqns. (69),(70) whereas N m is minimized.
Let us now construct the eigenstates of the noncompact generators. Note thatK 1 andK 2 are related by conjugation,
Hence, for the hyperbolic class we concentrate on the eigenstates generated byK 2 . Using
The action of e −iχK2 on the CS |ζ is
On the hyperboloid it produces boosts in the (x − z) plane. The equation of the orbits can be determined by noting that K 2 remains constant on them.
Hence the orbits of K 2 given in terms of τ and φ are sinh τ sin φ = sinh τ 0 .
At τ = τ 0 , φ = π 2 the orbit intersects the vertical axis of the Poincaré disc at ζ 0 = i tanh τ0 2 , and these orbits pass through the diameter at ±1. (See the red dotted line in Fig. 3(a) .)
Thus, applying Eqn. (16) we get the eigenstate ofK 2 with eigenvalue t 0 |ψK 2 ,t0 expressed as a superposition over the orbit O K2,i tanh τ 0 2 . We get an in phase superposition when K 2 = t 0 . This determines τ 0 through sinh τ 0 = − t 0 k .
Since sinh τ ∈ R, the spectrum ofK 2 consists of the entire real line. Unlike the other cases, obtaining a closed form expression for the Q function of the eigenstate ofK 2 is non-trivial. Hence, in this article, to prove the validity of the conjecture we plot the Q function of a discretized version of the in phase superposition using Eqns. (74) and (75) in Fig. 3 . We see that the maximum of the Q function does indeed lie along the superposition as posited.
Finally, we turn to the parabolic class,K 0 +K 1 .
The orbits are determined as the loci of points on which K 0 +K 1 stays constant. In τ − φ co-ordinates, this translates to cosh τ (1 + tanh τ cos φ) = exp(τ 0 ).
(76) τ 0 determines the point at which the orbit crosses the x-axis at tanh τ 0 2 . Thus Eqn. (76) specifies the orbit O K0+K1,tanh(τ0/2) .
They are circular orbits that pass through -1 and are tangential to the unit circle at -1. (See the red dotted circle in Fig. 4(a) .) These are also called horocycles. 
We get in phase superposition when K 0 +K 1 = t 0 . This determines τ 0 through exp (τ 0 ) = t 0 k .
Hence, we know that the spectrum of the parabolic operator consists of the positive real line. Again, the point of deriving these equations is to show that the Q function maximum of the eigenstate lies along the in phase superposition. We find this analytically intractable. So, we discretize Eqn. (78) using the condition in Eqn. (79). The resulting plot is shown in Fig. 4 . We see that the maximum of the Q function indeed lies along the superposition, in line with our conjecture.
V. CONCLUSION
In this article, we have shed light on how we can use superpositions of coherent states along group orbits to construct the eigenstates of the corresponding generator. While this construction applies to any orbit, in phase orbits exhibit many distinguishing characteristics.
One sees integral quantization of geometric phase for in phase closed orbits. While this idea has been around in geometric quantization literature, we bring an alternate and perhaps more approachable perspective to the problem.
We see maximization of Q function along both open/closed in phase orbits in a number of illustrative examples, however we cannot furnish a proof at this point. We also provide some intuition which guided us to this conjecture using interference in phase space ideas.
It would be good to see a proof/disproof of the conjecture. As already remarked, we do not have an example where this works for a manifold which is not Hermitian symmetric.
We hope that our article will be of interest both to people interested in quantum state engineering/quantum optics and also more mathematically inclined physicisits.
