Abstract. We study a class of design problems in solid mechanics, leading to a variation on the classical question of equi-dimensional embeddability of Riemannian manifolds. In this general new context, we derive a necessary and sufficient existence condition, given through a system of total differential equations, and discuss its integrability. In the classical context, the same approach yields conditions of immersibility of a given metric in terms of the Riemann curvature tensor. In the present situation, the equations do not close in a straightforward manner, and successive differentiation of the compatibility conditions leads to a more sophisticated algebraic description of integrability. We also recast the problem in a variational setting and analyze the infimum value of the appropriate incompatibility energy, resembling the "non-Euclidean elasticity".
The metric-restricted inverse design problem
Suppose we need to manufacture a 2-dimensional shell S ⊂ R 3 where a material of type p should be used at any given point p ∈ S. The question is how to print a thin film U ⊂ R 2 combined of these materials, in a manner that the activation of the prestrain in the film would result in a deformation leading eventually to the desired surface shape S. In view of [12] , the activation u : U → R 3 must be an isometric immersion of the Riemannian manifold (U, G) into R 3 , where G is the prestrain in the flat (referential) thin film. Denoting the prestrain induced by the material of type p by g(p), our design problem requires that S = u(U ), and that any x ∈ U in the thin film carrying a material of type p, is mapped to the point p ∈ S, so that:
u(x) = p, ∇u(x) T ∇u(x) = G(x) = g(p).
In this paper we shall be hence concerned with the following inverse design problem. Let S ⊂ R 3 be a given smooth surface, and let g : S → R 2×2 pos,sym be a smooth map from S into the space of 2 × 2 positive definite, symmetric matrices. The question is to find an open domain U ⊂ R 2 and a bijective deformation u : U → S, such that the equivalent of (1.1) holds true:
This question can be further rephrased as follows. Let y : Ω → R 3 , be a smooth parametrization of S = y(Ω). We now want to find a change of variable ξ : Ω → U so that the pull back of the Euclidean metric on S through y is realized by the following formula:
(1.3) (∇y) T ∇y = (∇ξ) T (g • y)∇ξ in Ω.
Clearly, the two questions are equivalent, by setting: u = y • ξ −1 .
The described problem is natural as a design question in various areas of solid mechanics, even though the involved tensors are not intrinsic geometric objects. For example, it includes the subproblems and extensions to higher dimensions:
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• Given the deformed configuration of an elastic 2d membrane and the rectangular Cartesian components of the Right Cauchy-Green tensor field of a deformation, mapping a flat undeformed reference of the membrane to it, find the flat reference configuration and the deformation of the membrane 1 .
• Given the deformed configuration of a 3-dimensional body and the rectangular Cartesian components of the Right Cauchy-Green tensor field of the deformation, mapping a reference configuration to it, find the reference configuration and the deformation.
• Suppose the current configuration of a 3d, plastically deformed body is given, and on it is specified the rectangular Cartesian components of a plastic distortion F p . Find a reference configuration and a deformation ζ, mapping this reference to the given current configuration, such that the latter is stress-free. Assume that the stress response of the material is such that the stress vanishes if and only if (∇ζ(F p ) −1 ) T (∇ζ(F p ) −1 ) = Id 3 .
Note that any ξ satisfying (1.3) is an isometry between the Riemannian manifolds (Ω,G) and (U, G • ξ −1 ), with the smooth Riemannian metrics:
T ∇y and G = g • y on Ω.
What distinguishes our problem from the classical isometric immersion problem in differential geometry, where one looks for an isometric mapping between two given manifolds (Ω,G) and (U, G), is that the target manifold U = ξ(Ω) and its Riemannian metric G = G • ξ −1 are only given a-posteriori, after the solution is found. Note that only when G is constant, the target metric becomes a-priori well defined and can be extended over the whole of R n , as it is independent of ξ, and then the problem reduces to the classical case (see Example 4.4 and a few other similar cases in Examples 4.5 and 4.6).
: ,
Geometry of the problem. 1 We thank Kaushik Bhattacharya for bringing this problem to our attention.
One approach, which we adapt in the present paper, is to study the variational formulation of (1.3) and analyze the infimum value of the appropriate incompatibility energy, resembling the "non-Euclidean elasticity" functional [12] . Another approach is to formulate (1.3) as a system of total differential equations, in which the second derivatives of ξ are expressed in terms of its first derivatives and the Christoffel symbols of the involved metrics. The idea is then to investigate the integrability conditions of this system. When this method is applied in the context of the standard Riemannian isometric immersion problem, the parameters involving ξ can be removed from the conditions and the intrinsic conditions of immersibility will be given in terms of the Riemann curvature tensors. In our situation, the equations do not close in a straightforward manner, and successive differentiation of the compatibility conditions leads to a more sophisticated algebraic description of solvability. This approach has already been adapted in [1] for deriving compatibility conditions for the Left Cauchy-Green tensor.
We will first discuss the problem (1.3) in the general n-dimensional setting and only later restrict to the case n = 2. Hence, we assume that Ω is an open, bounded, simply connected and smooth subset of R n . We look for a bilipschitz map ξ : Ω → U := ξ(Ω), such that:
and which is orientation preserving:
For convenience of the reader, we gather some of our notational symbols in Figure 1 .1.
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A variational reformulation of the problem (1.4)
In this section, we recast the problem (1.4) in a variational setting, similar to that of nonEuclidean elasticity [12] . Using the same arguments as in [8, 12] , we will analyze the properties of the infimum value of the appropriate incompatibility energy, over the natural class of deformations of W 1,2 regularity. We begin rewriting (1.4) as:
Note that, in view of the polar decomposition theorem of matrices, a vector field ξ : Ω → R n is a solution to (2.1), augmented by the constraint (1.5), both valid a.e. in Ω, if and only if:
where G 1/2 (x) denotes the unique symmetric positive definite square root of G(x) ∈ R n×n sym,pos , while SO(n) stands for the set of special orthogonal matrices. Define:
It immediately follows that E(ξ) = 0 if and only if ξ is a solution to (2.1) and hence to (1.4), together with (1.5). Also, note that E(ξ) < ∞ if and only if ξ ∈ W 1,2 (Ω, R n ), as can be easily deduced from the inequality:
valid with a constant C > 0 independent of x and F .
Finally, observe that, due to the uniform positive definiteness of the matrix field G:
loc (Ω, R n ) satisfy (1.4) for a.e. x ∈ Ω. Then ξ ∈ W 1,∞ (Ω, R n ) must be Lipschitz continuous.
(ii) Assume additionally that for some k ≥ 0 and 0
Proof. The first assertion clearly follows from the boundedness ofG and positive definiteness of G, through (2.5). To prove (ii), recall that for a matrix F ∈ R n×n , the matrix of cofactors of F is cof F , with (cof F ) ij = (−1) i+j detF ij , whereF ij ∈ R (n−1)×(n−1) is obtained from F by deleting its ith row and jth column. Then, (1.4) implies that:
Since div(cof ∇ξ) = 0 for ξ ∈ W 1,∞ (where the divergence of the cofactor matrix is always taken row-wise), we obtain that ξ satisfies the following linear system of differential equations, in the weak sense:
Writing in coordinates ξ = (ξ 1 . . . ξ n ), and using the Einstein summation convention, the above system reads:
The regularity result is now an immediate consequence of [16, Theorem 4.35] in view of the ellipticity of the coefficient matrix A αβ ij = aG ijG αβ .
We now prove two further auxiliary results.
(Ω, R n ) with the properties:
Proof. Use the approximation result of Proposition A.1. in [8] to obtain the truncationξ = ξ λ , for λ > 0 having the property that if a matrix F ∈ R n×n satisfies |F | ≥ λ then:
Then ∇ξ λ L ∞ ≤ Cλ := M and further, since ∇ξ = ∇ξ λ a.e. in the set {|∇ξ| ≤ λ}:
The last inequality of the lemma follows from the above by the triangle inequality.
Then there exists a unique weak solution φ : Ω → R n to:
Moreover, there is constant C > 0, depending only on G andG, and (in a nondecreasing manner) on ∇ξ L ∞ , such that:
Proof. Consider the functional:
The formula (2.4), in which we have implicitly used the coercivity of G andG, implies that:
. Therefore, in view of the strict convexity of I, the direct method of calculus of variations implies that I admits a unique critical point φ in the set:
By the symmetry of G andG, (2.6) is precisely the Euler-Lagrange equation of I, and hence it is satisfied, in the weak sense, by φ.
Further, for the correction
Indeed, the last term above equals to 0, since the row-wise divergence of the cofactor matrix of ∇ξ is 0, in view of ξ being Lipschitz continuous. Use now η = ψ to obtain:
The last inequality above follows from:
because when G 1/2 FG −1/2 ∈ SO(n) then the difference in the left hand side above equals 0.
Theorem 2.4. Assume that the metrics G,G ∈ C(Ω, R n×n ) are Lipschitz continuous. Define:
Then, κ(G,G) = 0 if and only if there exists a minimizer ξ ∈ W 1,2 (Ω, R n ) with E(ξ) = 0. In particular, in view of Proposition 2.1, this is equivalent to ξ being a solution to (1.4) (1.5), and ξ is smooth if G andG are smooth.
Proof. Assume, by contradiction, that for some sequence of deformations ξ k ∈ W 1,2 (Ω, R n ), there holds lim k→∞ E(ξ k ) = 0. By Lemma 2.2, replacing ξ k byξ k , we may without loss of generality request that ∇ξ k L ∞ ≤ M . The uniform boundedness of ∇ξ k implies, via the Poincaré inequality, and after a modification by a constant and passing to a subsequence, if necessary:
Consider the decomposition ξ k = φ k + ψ k , where φ k solves (2.6) with the boundary data φ k = ξ k on ∂Ω. By the Poincaré inequality, Lemma 2.3 implies for the sequence
In view of the convergence in (2.7), the sequence φ k must be uniformly bounded in W 1,2 (Ω), and hence by [16, Theorem 4.11, estimate (4.18)]:
Recalling that E(ξ k ) converge to 0, we finally conclude that:
This proves the claimed result.
3. An equivalent system of PDEs for (1.4)
In this section, we investigate the integrability conditions of the system (1.4). Firstly, recall that since the Levi-Civita connection is metric-compatible, we have:
, where the Christoffel symbols (of second kind) of the metric G are:
Above, we used the Einstein summation over the repeated upper and lower indices from 1 to n.
Lemma 3.1. Assume that there is a bilipschitz map ξ : Ω → U := ξ(Ω), between two open, bounded subsets: Ω, U of R n , satisfying (1.4) and such that ξ ∈ W 2,2 (Ω, U ). Then, denoting byΓ k ij the Christoffel symbols ofG, and by Γ k ij the Christoffel symbols of the metric G • ξ −1 on U , there holds, in Ω:
In particular ξ automatically enjoys higher regularity: ξ ∈ W 2,∞ (Ω, U ).
Proof. By (3.1) we obtain:
ik , while differentiating (1.4) directly, gives:
where we used [17, Theorem 2.2.2] to conclude that G • ξ −1 ∈ W 1,∞ and to apply the chain rule. Equating both sides above, and using (3.1) to the Lipschitz metric G • ξ −1 , we get:
which we rewrite as:
For each i, j : 1 . . . n we now define the vector P ij ∈ R n with components:
By (3.3), we see that:
where G∇ξ) k−col is the vector denoting the k-th column of the matrix G∇ξ.
Since P ij = P ji , it now follows that:
But the columns of the invertible G∇ξ form a linearly independent system, so there must be P ij = 0, which completes the proof of (3.2).
Corollary 3.2. Let ξ : Ω → U be a bilipschitz map satisfying (1.4) as in Lemma 3.1. Assume that ξ ∈ W 2,2 (Ω, U ). Then ξ and ζ = ξ −1 are both smooth and bounded, together with all their derivatives. In particular, (3.2) holds everywhere in Ω.
Proof. It was already established that ∇ 2 ξ ∈ L ∞ . We have
is the composition of two Lipschitz mappings and hence it is Lipschitz. We conclude that for all i,
, which implies that ∇ζ ∈ W 1,∞ , and hence ζ ∈ W 2,∞ (U, Ω). By (1.4) we get the following formula:
By the same calculations as in Lemma 3.1, it results in:
pq . In view of (3.2) and by a bootstrap argument, we obtain that ξ, ζ ∈ W k,∞ for every k ≥ 1. Hence the result follows. Corollary 3.3. Equivalently, (3.2) can be written as:
Proof. Denoting ζ = ξ −1 as before, we obtain:
Inserting in (3.2) and contracting ∂ p ζ t ∂ j ξ p to the Kronecker delta δ t j , we obtain (3.5).
Theorem 3.4. Consider the following system of the algebraic-differential equations in the unknowns ξ, w i : Ω → R n , i : 1 . . . n:
where the matrix [W t m ] t,m=1..n is defined as the inverse of the matrix field w : Ω → R n×n , whose columns are the vectors w i , i.e.:
Then we have the following:
(i) Problem (1.4) has a solution given by a bilipschitz map ξ ∈ W 2,2 (Ω, U ) (as in Corollary 3.2), if and only if (3.6) has a solution (ξ, w) given by a bilipschitz ξ : Ω → U and w ∈ W 1,2 (Ω, R n×n ). (ii) Problem (3.6) has a solution, understood as in (i) above, if and only if (3.6c) has a solution. This statement should be understood in the following sense. Assume that (3.6c) is solved in the sense of distributions, by the vector fields
Then there exists a smooth ξ : Ω → U such that (3.6b) holds. Moreover, ξ is locally invertible to a smooth vector field ζ, and the Christoffel symbols of the following metrics:
are the same. If additionally ξ is globally invertible to ζ : U → Ω, and if we have:
Proof. Clearly, the equivalence in (i) follows from Lemma 3.1 and Lemma 3.3. For the equivalence in (ii) note first that, by a bootstrap argument, an L ∞ vector field w satisfying (3.6c) is automatically smooth in Ω, together with W . Further, in a simply connected domain Ω, the condition (3.6b) is the same as:
, which is implied by (3.6c), by the symmetry of its right hand side (in i, j).
We now prove that the metrics G andG have the same Christoffel symbols on the subdomain of U where the local inverse ζ is defined. Note that both ξ and ζ are smooth. We first compute:
By Lemma 3.1, we also obtain:
where Γ k ij are the Christoffel symbols of G. Now, since:
Consequently, (3.8) becomes:
(3.9)
Call γ k ij the Christoffel symbols ofG, so that:
Using the same reasoning as in the proof of (3.4) we get, as claimed:
. This concludes the proof of (ii) in view of Lemma 3.5 below, and sinceG(ξ(x 0 )) = G(ξ(x 0 )).
Lemma 3.5. Assume that the Christoffel symbols of two smooth metrics G 1 , G 2 on a connected domain U ⊂ R n coincide, and that for some
Proof. Let ∇ i represent the covariant derivative associated with the metric G i through the LeviCivita connection [11, p. 114 . Let x ∈ U and let γ be any piece-wise C 1 curve connecting x 0 and x in U . Let τ γ be the parallel transport from the point u 0 to u along γ. It follows that:
which concludes the proof.
Remark 3.6. Assume that the Christoffel symbols of two smooth 2d metrics G 1 , G 2 on a connected domain U ⊂ R 2 coincide. Assume moreover that the Gaussian curvature of G 1 (and hence of G 2 ) does not vanish identically in U . Then, one can directly prove that there exists a positive constant λ such that G 1 = λG 2 in U . Namely, let ∇ i represent the covariant derivative associated with the metric G i through the Levi-Civita connection, as in the proof of Lemma 3.5. Again, equivalence of the Christoffel symbols implies that ∇ := ∇ 1 = ∇ 2 . Let x 0 ∈ U and let H = Hol(U, x 0 ) be the holonomy group associated with ∇ at x 0 . By [3] , (see also [2, Theorem 392] ), H is a connected subgroup of the special orthogonal group associated with the scalar product G i (x 0 ). Since (Ω, G i ) is not flat, H cannot be the trivial subgroup. The only other possibility (when n = 2) is that H is the entire SO(2, G i (x 0 )). This implies that the SO(2, G 1 (x 0 )) = SO(2, G 2 (x 0 )), which by the transitivity of the action of the special orthogonal group over the unit sphere, results in G 1 (x 0 ) = λG 2 (x 0 ).
Note that for n > 2, the holonomy group H generically coincides with the full special orthogonal group [2, p.643] . In this case again SO(n, G 1 (x 0 )) = SO(n, G 2 (x 0 )) for some x 0 ∈ U , and so the result is established for generic metrics G i . 
Some remarks and examples
where
Clearly, existence of a solution ξ 1 to (4.2) on Ω 1 is completely equivalent with existence of ξ solving (1.4) on Ω, with the same required regularity. Notice also that, in view of the compensated regularity for ξ in Corollary 3.2, any solution to (1.4) satisfies, up to a global reflection, the orientation preserving condition (1.5). In view of (4.1), (3.7) now becomes: w(x 0 ) ∈ SO(n). For the particular case of w(x 0 ) = Id, it is easy to notice that (3.6c) at x 0 reduces to: ∂ j w s i (x 0 ) =Γ s ij − χ s ij , with χ s ij denoting the Christoffel symbols of the metric G on Ω.
Remark 4.2. We now present alternative calculations leading to the system (3.6a) -(3.6c), adapting classical ideas [13] . These calculations do not require knowledge of the metric compatibility of the connection.
1. Assume that there exists a bilipschitz map ξ : Ω → U , whose global inverse we denote by ζ : U → Ω, such that (1.4) holds in Ω. LetΓ ijk the Christoffel symbols of the first kind of the metricG on Ω:
while let Γ αβγ stand for the Christoffel symbols of the metric G = G • ζ on U :
As above, we will use the Latin indices for components of vectors in Ω, and the Greek indices in U .
Since by (1.4) we haveG = (∇ξ) T (G • ξ)(∇ξ), we obtain:
Similarly, exchanging the following pairs of indices: γ with α and β with γ in the first equation, and γ with β in the second equation below, we get:
Consequently:
2. We now compute the Christoffel symbols of the second kind for the metricG:
3) we get: 
which implies the same formula as in (3.2):
3.
We now proceed as in Corollary 3.3:
Consequently, and in view of (4.5):
which directly implies (3.6c). 
Hence, we see thatΓ k ij =Γ k ij in Ω and again, in view of Lemma 3.5, it follows thatG =Ḡ = (∇ξ) T G(∇ξ) in Ω, provided that we have this identity at a given point x 0 , as required in (3.7). at all points x in a neighborhood of x 0 , and for all w in a neighborhood of a given invertible w 0 ∈ R n×n which satisfiesG(x 0 ) = w T 0 Gw 0 . Since the expression in parentheses above equals R m ijk (x), it follows that the Thomas condition for (4.6) is precisely the vanishing of the whole Riemann curvature tensorR · ··· of the metricG, or equivalently thatG be immersible in R n . On the other hand, letting A = √ G denote the unique positive definite symmetric square root of the matrix G, we see that the problem (1.4) becomes:
with ξ 1 (x) = Aξ(x). Since A is invertible, we easily deduce that (1.4) has a solution iffG is immersible in R n . Consequently, in this example the Thomas condition for (3.6c) is necessary and sufficient for solvability of (1.4). Solution to (4.7) exists if and only if the Ricci curvature of the metric e 2fG , which is conformally equivalent to the metricG, is equal to 0 in Ω. More precisely, denoting:
and ∇f 2G =G jk ∂ j f ∂ k f ∈ R, the condition reads:
When alsoG = λ(x)Id 3 , then (4.8) after setting h = 1 2 log λ µ , reduces to:
An immediate calculation shows that the only solutions of (4.9) are:
with arbitrary constants c ∈ R and a ∈ R n . Indeed, in this case the solutions to (4.7) are conformal, and so by Liouville's theorem they are given by the Möbius transformations in R 3 , as compositions of rotations, dilations, inversions and translations of the form:
Example 4.6. In dimension n = 2, existence of a solution to (4.7) is equivalent to the vanishing of the Gauss curvature:
(4.10) 0 = κ(e 2fG ) = e −2f κ(G) − ∆Gf , which further becomes: κ(G) = ∆Gf . When alsoG = λ(x)Id 3 , this reduces to: ∆h = 0, which is also equivalent to the following compatibility of the Gauss curvatures of G andG:
Some further remarks on systems of total differential equations
Systems of total differential equations have been extensively studied in the literature [14, 10, 4, 7, 15] . They are over-determined systems in the unknown w : Ω → R N , of the form:
where all the partial derivatives of w are given by functions f i : Ω × R N → R N . Note that if the latter are assumed of sufficient regularity, the uniqueness of solutions to (5.1) with a given initial data w(x 0 ) = w 0 is immediate. For existence, observe that any solution must satisfy the compatibility conditions:
This leads, under sufficient regularity assumptions, to the necessary condition for existence of w:
The advantage of the system (5.2) is that it does not involve any partial derivatives of the a-priori unknown solution w, and hence, if certain conditions are satisfied, it can be used to obtain the candidates for w by solving for w(x) at each x ∈ Ω. Naturally, the more solutions (5.2) has, the more there is a chance to find a solution to (5.1). A plausible strategy, possibly adaptable as practical numerical schemes, is to find all the candidates w from (5.2) and check whether they satisfy (5.3). This insight, combined with the observation about the over-determination of the original system, implies its rigidity, and leads to non-existence of solutions in generic situations. On the other hand, the ideal situation is to have:
satisfied for all x ∈ Ω and all w ∈ R N . All functions w : Ω → R N obtained this way are solutions to (5.2) and, as shown in [14] , this leads to existence of a family of local solutions to (5.1), parametrized by the initial values at a given point x 0 ∈ Ω. If (5.3) is not satisfied, one comes short of having an ample set of solutions w and might be content for other intermediate scenarios, where solutions to (5.1) may still exist but with less liberty in choosing initial values. In section 3 we showed that (1.4) is equivalent to a system of total differential equations. Note that even though our problem shares some familiar features with the isometric immersion problem, it is of a fundamentally different nature in as much as we cannot establish the equivalence of (5.1) and (5.3). Not being able to close the system (5.2) as in the isometric immersion case, in order to find necessary and sufficient conditions, we need to study the above mentioned possible intermediate scenarios when the Thomas condition (5.3) is not satisfied. We will carry out this plan in this sections 6 and 7. Below, we begin by a simple example of (5.1), whose conditions (5.3) are far from optimal.
Example 5.1. For n = 2, N = 1, consider the system:
where a, b : Ω → R 2 are given smooth vector fields and c ∈ R 2 . In order to find the Thomas condition (5.3) for existence of a solution w : Ω → R, we take:
Substituting (5.4), we obtain the counterpart of (5.2) in the present case:
The satisfaction of the above in the (x, w) space is precisely the condition (5. 
Let a, b
: Ω → R 2 be two smooth vector fields such that the first condition in (5.6) does not hold at any point x ∈ Ω. For example, one may take:
in any domain Ω which avoids 0 in its closure. Then (5.5) becomes:
and it has only two smooth solutions: w ≡ 0 and w(x) = −2/|x| 2 . On the other hand:
so none of these functions is a solution to (5.4) when c = 0.
Further, observe that augmenting (5.4) to a system of (decoupled) total differential equations: As in Lemma 5.2, we can set up the data such that, there exists a solution w 1 (x) to the first equation in the system (5.8) and that all the equations in (5.9) for I = 2 . . . N are satisfied in such a manner that (5.7) still has no solutions.
6. The Thomas condition in the 2-dimensional case of (1.4)
In this section, we assume that n = 2 and follow the approach of [5] . Recalling (2.2) as the equivalent form of (1.4), we note that it has a solution (on a simply connected Ω) if and only if:
for some rotation valued field R : Ω → SO (2) . Denote V = G 1/2 ,Ṽ =G 1/2 and represent R by a function θ : Ω → R, so that R(x) = R(θ(x)) is the rotation of angle θ. Note that:
Since W is a rotation, it commutes with all R ∈ SO(2). Also: W T = W −1 = −W , and:
We finally need to recall the conformal-anticonformal decomposition of 2 × 2 matrices. Let R 2×2 c and R 2×2 a denote, respectively, the spaces of conformal and anticonformal matrices:
It is easy to see that
because both spaces have dimension 2 and they are mutually orthogonal:
c , and F a on R 2×2 a are:
We easily obtain that:
Also:
Lemma 6.1. The following system of total differential equations in θ is equivalent with (1.4):
where we have denoted:
Proof. We calculate the expression in (6.1):
The two last terms above equal, in view of (6.2):
Therefore, by (6.1) and (6.4):
We simplify the equation for θ as follows:
which clearly implies (6.5).
If the Thomas condition for (6.5) is satisfied, there exists a unique solution to (6.5) for all initial values θ(x 0 ) = θ 0 . The original problem (1.4) has then a unique solution for all initial values of the form w(
Example 6.2. Assume that G = Id 2 . Then A i = B i = 0, so that (6.5) becomes:
The condition for solvability of (6.7) is: curl hṼ ≡ 0, which is expected from Example 4.4. Indeed, a direct calculation shows that (see also [6, Remark 2, page 113]) this condition is equivalent to the vanishing of the Gaussian curvature ofG:
Example 6.3. As in Examples 4.5 and 4.6, assume that G = µ(x)Id 2 = e −2f Id 2 , with f given in (4.7). Then:
This implies that A i = (∂ i f ) Id 2 and B i = 0. Consequently, (6.5) becomes:
But by (6.2) it follows that: 1
and hence:
Thus, the Thomas condition to (1.4) is here:
curl hṼ + detG ∆Gf = 0, and we see that, in view of (6.8), it coincides with the equivalent condition (4.10) for existence of solutions to (1.4).
Lemma 6.4. Without loss of generality and through a change of variable, we can assume that:
Id 2 with g = 1 2 log λ.
Then, for an arbitrary metric G, condition (6.5) becomes:
where m = ∇ ⊥ g + (A 1 e 2 − A 2 e 1 ) and n = B 1 e 2 − B 2 e 1 . The Thomas condition of (6.10) reads:
Proof. As in (6.9), we observe thatṼ curlṼ = e 2g ∇ ⊥ g, and hence:
The above equation has a similar structure to (24) in [5] , even though the two original problems are different. In the present case, both G andG are involved in defining m, while in [5] the vector fields m, n depend on the matrix field G in the Left Cauchy-Green equation: (∇η)(∇η) T = G. In order to derive the Thomas condition for (6.10), note that:
Substituting ∂ i θ from (6.10) we arrive at:
Finally, writing R(2θ)W = R(2θ + π/2) = − sin(2θ)Id 2 + cos(2θ)W , we obtain:
which should be satisfied for all x ∈ Ω and all θ ∈ [0, 2π), implying hence (6.10).
Example 6.5. In the setting and using notation of Example 4.6, we see that: m = ∇ ⊥ g + ∇ ⊥ f = ∇ ⊥ (f + g) = ∇ ⊥ h where h = Example 6.6. We will now provide an example, where the Thomas condition (6.11) is not satisfied, but a solution to (1.4) exists. We start with requesting thatG = Id 2 , which yields: m = A 1 e 2 − A 2 e 1 and n = B 1 e 2 − B 2 e 1 . Consider the general form of the diagonal metric G:
G(x) = e 2a(x) 0 0 e 2b(x) ,
for some smooth functions a, b :Ω → R. Then: V ∂ i V −1 = −diag{∂ i a, ∂ i b}, and hence: We now specify to the claimed example. Take a = − log x 1 and b = − log x 2 , so that:
, defined on a domain Ω ⊂ R 2 in the positive quadrant, whose closure avoids 0. We easily check that the first condition in (6.12) does not hold, since: ∆ log(x 1 x 2 ) + |∇ log( x 1 x 2 )| 2 = −∂ 11 log x 1 + |∂ 1 log x 1 | 2 − ∂ 22 log x 2 + |∂ 2 log x 2 | 2 = 2( 1
).
On the other hand, ξ 0 (x 1 , x 2 ) = In fact, by reversing the calculations in the proof of Lemma 6.4, in can be checked that ξ 0 and −ξ 0 are the only two solutions to the problem (1.4).
7.
A sufficient condition for the solvability of the problem (3.6c) (3.7)
In this section we go back to the general setting of n ≥ 2 dimensional problem (1.4) and its equivalent formulation (3.6c). Let w 0 ∈ R n×n be an invertible matrix, such that:
In view of (7.6), applied to F =F r , r = 1 . . . M and v = w, the desired equality in (7.10) follows directly by the invertibility of the matrix , which by (7.3) is valid in a sufficiently small neighborhood O of (x 0 , w 0 ). Remark 7.2. Another similar approach [1] , would be as follows. In case the Thomas condition (7.1) is not satisfied, one could relax the initial condition (3.7) and instead add the set of equations (3.6a) to those in (7.1), before proceeding to derive the collections of equations in (7.2) by successive differentiation and substitution, as described above. Assume then that (7. 3) holds in a large domain rather than a given point (x 0 , w 0 ). The advantage of this method is that one does not have to be concerned about satisfying the initial condition potentially limiting the choices of the functionsF r in (7.3), and hence one has a larger set of equations among (7.2) to choose from. Through this method, existence of an n 2 − M parameter family of solutions to (3.6c) follows, as one has the freedom to set up the initial data in step 3. The disadvantage is that a larger set of equations in (7.5) must be satisfied for the sufficient condition to hold true.
