Many classifiers struggle when confronted with a high dimensional feature space like in the data sets provided for the Interspeech ComParE challenge. This is because most features do not significantly contribute to the prediction. To alleviate this problem, we propose a feature selection based on a Genetic Algorithm (GA) that uses an SVM as the fitness function. We show that this yields a reduced subset (1) which results in an Unweighted Average Recall (UAR) that beats the challenge baseline on the development set for the 3-class classification problem. Further, we extract an additional per-phoneme feature set, where the features are inspired by the ComParE features. On this set the same GA-based feature selection is performed and the resulting set is used for training in isolation (2) and in combination with the aforementioned reduced challenge features (3). Five classifiers were tested on the three subsets, namely SVMs, DNNs, GBMs, RFs, and regularized regression. All classifiers achieved a UAR above the baseline on all three sets. The best performance on set (1) was achieved by an SVM using an RBF kernel and on sets (2) and (3) by a fusion of classifiers.
Introduction
The underlying assumption of dialect classification is that speech patterns systematically vary from region to region. This is usually attributed to early childhood influences such as a speakers' parents, peers and social environment [1] .
Dialect classification based on acoustic features aims to identify these varying characteristics in the speech signal and to assign the correct dialect class to the speaker. Especially regarding English dialects, this area of research has received a lot of attention in the past (e.g. [2, 3, 4, 5] ). For German dialects only a few studies on automatic dialect classification exist (e.g. [6, 7, 8] ). [6] compared the performance of two systems, one that only applied acoustic features and a second that also incorporated word n-grams. They found that using n-grams improved the accuracy by a factor of 1.73. [7] used only acoustic information, but the method relied on a manually obtained orthographic transcription and a subsequent automatic phonetic alignment. [8] applied a similar method as [7] , but aimed to estimate the speaker's geographical position instead of her/his dialect class. The ComParE 2019 dialect classification challenge is comparable to the above studies as it consists of a three-class dialect classification problem. In it, the participants are tasked with classifying three phonetically close East Bavarian dialects ( [9] ) recorded in the area of Styria, Austria.
In dialect classification a variety of features have been applied in the past. Examples are Mel-frequency cepstral coefficients (MFCCs; e.g. [3, 4, 5, 10] ), signal energy (e.g. [4, 10] ), Perceptual Linear Prediction coefficients (e.g. [4, 10, 11] ), voicing probability (e.g. [12, 13] ), and fundamental frequency (e.g. [10] ). This is also true for the used classifiers, examples being Support Vector Machines (SVMs; e.g. [12, 14, 5, 8] ), Deep Neural Networks (DNNs; e.g. [15] ), Random Forests (RFs; e.g. [7] ), Gradient Boosting Machines (GBMs; e.g. [16] ), and decision trees (e.g. [12] ).
For the challenge a vast number of features (> 10k) is provided by the organizers (including all, but is not limited to the aforementioned features used in previous studies). The key assumption for this (and previous) challenges is: a high number of features makes it likely that at least a few carry information regarding the task at hand. While this is a reasonable hypothesis, it is known that the performance of many classifiers decreases on data sets containing many features that do not contribute to the prediction (e.g. [17, 18, 19, 20] ). It can safely be assumed that in the vast Challenge Feature Set, a number of features will not contribute to the dialectal classification and can, therefore, be considered as noise for the classification. To reduce the feature set and therefore alleviate this "noise" issue, a variety of feature selection algorithms have been proposed (see [17, 18] for good overviews). An algorithm that has been shown to provide a good selection of successful features (e.g. [20] ) by mimicking an evolutionary process is GA (cf. Sec. 3.2).
Data & Features

Speech material
The speech signals provided for the challenge are snippets of recordings from the STYRIALECTS corpus [21] . The speech in this corpus was elicited by a questionnaire, a picture naming task, and free speech [21] . The majority of signals in the challenge data sets are single words or short sequences of a few words; signals have a duration between 300 ms and 1500 ms, averaging at 855.35 ms, and are labelled with their respective dialect groups: EasternS, NorthernS, or UrbanS.
BoAW Features:
The second official feature set is an unsupervised representation, known as bag-of-audio-words (BoAW). As the name suggest, these features are extracted in a similar way to bag-of-words features for text. Here they are calculated based on the same 65 LLDs as the ComParE feature set, and the histogram is based on a code book (for more information cf. [24, 23] ). For feature extraction the open source toolkit openXBOW is used [25] .
AUDEEP Features: The third official feature set is based on recurrent sequence to sequence autoencoders and is extracted using the AUDEEP toolkit [26] . These features are extracted unsupervised with recurrent neural networks based on a set of Mel-scaled spectrograms extracted from the raw speech signal (for more information cf. [26, 23] ).
Additional Features in this Study
We extracted a set of additional features that potentially contain additional information for the classification. While the challenge features are extracted for the complete signal, our additional feature set relies on a phonetic segmentation and labeling of the signal. Extracting features on a per-phoneme-basis could be beneficial to the classification, as it is possible to model pronunciation differences in certain categories between regions.
The same feature set has been successfully applied to classify speakers of German-speaking areas (i.e., mostly Germany, Austria, and Switzerland) into broad categories (North/South; East/West) [7] , and to continuously estimate a speaker's geographical position [8] . In both cases, however, an orthographic transcription existed and, therefore, a forced-alignment using WebMAUS [27] was possible.
As our extraction process relies on phoneme labels and segment boundaries and the challenge data sets does not contain orthographic transcript, we used the publicly available phoneme recognizer WebMINNI 1 . WebMINNI is a variant of the forcedalignment tool MAUS developed by the third author of this paper (for more information cf. [28, 27] ).
The performance of WebMINNI varies considerably depending on the language, the speaker and the quality of the speech signal. However, [8] showed that even noisy phoneme classes can successfully contribute to distinguishing different dialect areas. Hence, we assumed that for the current scenario the performance of WebMINNI is sufficient to get a rough categorization of the speech material to unveil regional variation.
The features are extracted using openSMILE [29] with a window size of 25 ms and a step size of 10 ms. All per-frame feature vectors that span 20% of the phoneme midpoint (±10%) are averaged to form the final vector of the current phoneme. The same method was applied in [7, 8] . The features extracted are based on the ComParE feature set and include several LLDs (e.g., energy, pitch, MFCCs, chroma features, harmonics-tonoise ratio, jitter, shimmer, spectral band energies, formants, linear predictive coding, line spectral pairs, intensity, and various spectral features such as slope, skewness, sharpness, etc.) and their ∆s and ∆∆s. Additionally, the current, the previous, and the following phoneme label plus the current phoneme's duration are also used as features. [8] gives a more detailed description of the features used.
Since multiple predictions (per phoneme) exist for each signal, the final prediction is made using a majority vote based on the prediction for each phoneme in a signal file. In case of ties the class with more training samples is chosen. 
Applied Feature Sets
From the feature sets described above, three test sets were constructed. All feature sets were standardized based on the mean and standard deviation of the respective training set. It is worth noting that three files could not be processed, as the phoneme recognition detected only pauses/noise. These files got assigned the majority class during classification, making sure to not influence the prediction positively, as this leads to a UAR 2 of 0.33.
Combined Feature Set: On both feature sets, Challenge and Additional Feature Set, an independent feature selection was performed as is explained in the Sec. 3.2, and the resulting subsets were combined to form a third feature set, consisting of presumably the most useful features from both individual sets. This combined feature set consisted of 429 features (cf. Sec. 4.1) and the same amount of observations as the additional set. This will be referred to as the Combined Feature Set.
Method
Overview
We propose improving classification performance by reducing the initially large feature sets by using a Genetic Algorithm (GA) for feature selection. On the resulting feature subsets five different classifiers, namely SVMs, DNNs, lasso, GBMs, and RFs were applied in this study. The performance of each classifier is reported individually and in a fusion step, where the 3-best majority vote (a vote based on the three best classifiers) predicted the final class label.
Genetic Algorithms
Overview
Genetic Algorithms (for a good overview cf. [20] ) mimic an evolutionary process in order to 'select' the optimal set of features. To do so, each feature subset is described by a chromosome consisting of 0s and 1s (a 1 denotes a feature being part of the subset, a 0 that it is not). In each generation the fitness of all chromosomes is evaluated and the best ones are combined to find a presumably better subset. A common method for the combination is depicted in Fig. 1 , where a randomly chosen position is used for combining the chromosomes. To increase the process' search space, random mutations can be specified.
The process of creating new sets and estimating the fitness is repeated for a number of iterations, until the search converges or a maximal number is reached. An option called elitism ensures that always the best feature subsets are used for the generation of new ones, by taking over a certain percentage of the best chromosomes of each generation into the next one.
A parameter called 0-to-1 ratio controls the number of features selected by the chromosomes. The higher the 0-to-1 ratio, the fewer features are added to the final set.
Settings
We used an adapted version of the R [31] package genalg [32] , where the adaption enabled us to evaluate the subset performance in each generation in parallel.
Due to different amounts of features in the feature sets, parameters were different, except for the chance of mutation (0.01) and elitism (20%) for both sets. We set the population size to 150 for the Challenge Feature Set, 40 for the Additional Feature Set, the 0-to-1 ratio was set to 30 for the Challenge Feature Set -aiming at 300 to 500 features -and 5 for the Additional Feature Set -aiming at 100 to 200 features.
We used an SVM with a Radial Basis Function (RBF) kernel to evaluate the fitness of the candidate chromosomes (with standard setting for C = 1 and γ = 1 p ). We chose the SVM with a RBF kernel as it is able to learn arbitrary decision boundaries, has the benefit of not requiring random steps, and can be calculated in reasonable time on commodity hardware.
Classifiers
Support Vector Machine:
To train the SVM we used the R packages e1071 [33] . SVMs are known to be sensitive to their hyperparameters, which when using an RBF kernel are C and γ. Therefore, we performed a hyperparameter tuning using a standard grid search for values for C and γ of 1 * 10 x , where x ∈ −3, −2, −1, 0, 1, 2, 3, as well as γ ∈ 1 p (e1071 default). lasso: To train the regularized regression with the least absolute shrinkage and selection operator (lasso) we used the package glmnet [34] . We performed a grid search for the regularization parameter for λ for 1 x , where x was varied between the values 1 and −4 and decremented in steps of size 0.1.
Random Forest: We used the R package ranger [35] for training the RF. As RFs are also known to be insensitive to their hyperparameters [36, 7] , the standard setting of √ p for the number of features randomly considered at each split was kept. We decided to use 500 trees in the RF. Gradient Boosting Machine: We used the R package gbm [37] to train the GBM. We trained 500 trees for the Challenge and the Additional Feature Set, and 700 trees for the Combined Feature Set. We kept the other parameters at their standard values. These are shrinkage (0.1), which controls the learning rate, and bag.fraction (0.5), which controls the random subsampling.
Deep Neural Network: We used the R package keras [38] to train the DNN. We tested different topologies, where the first layer always had the number of input features and the last 3 output neurons. The amount of hidden layers was varied between 2 and 5 and the number of neurons per hidden layer between 50, 100, 200, and 500. The dropout rate was 0.2, weights were randomly initialized and training stopped if the validation loss (categorical cross-entropy) did not decrease for 10 epochs. Note: All classifiers were trained with class weights to account for the class imbalance in the data set. The weights were calculated as the inverse amount of training samples and then normalized so the majority class "UrbanS" had the weight 1.
Results
Feature Selection
Challenge Feature Set
The genetic algorithm was stopped after 750 iterations with 150 candidate feature sets in each iteration (which translates to roughly 110k trained models). The best result obtained was a UAR of 0.6523 selecting 323 features (cf. results in Tbl. 1). The development of the UAR over the generations can be seen in Fig. 2 , showing the mean (orange, dotted) and the maximal UAR (blue, solid) in each generation. These 323 features are composed of the three subsets in the following way: 171 Com-ParE features, 65 BoAW, and 87 AUDEEP features. We will call the 323 features containing subset the Challenge Feature Set.
Additional Feature Set
Due to the time complexity of O(m 3 ) of SVMs, where m is the number of training patterns (e.g. [39] ), we decided to train the SVM only on 50% of the available 25,705 training samples during feature selection with the GA for this data set. These 50% are randomly sampled from the training patterns, which means they differ for all models during the evaluation process.
This random subsampling might influence the performance of the prediction on the Development set, as the complete data set is not available to the model. Therefore, according to the achieved UAR during feature selection, a SVM model was trained on the full subset and subsequently evaluated against the development set, for the 50 best subsets. The final result reported in Tbl. 1 is the best UAR achieved on those reduced feature subsets using all training samples. The best subset contained 149 features (110 ∆ and ∆∆) and achieved a UAR of 0.5609. Hence this subset is called Additional Feature Set.
Classification Results
Challenge Feature Set
The best performance on the Challenge Feature Set could be achieved by the SVM that was also used to select the features (C = 1, γ = 1 p ). This is not surprising, as the selected subset during the evolution of subsets is highly adapted to the algorithm assigning the fitness score and the used validation set. However, a moderately complex DNN (configuration neurons per layer: 323, 50, 50, 50, 3) also achieved a good UAR of 0.6200, which also holds true for the regularized linear regression with lasso with a UAR of 0.6149 (λ = 0.00631; for results cf. Tbl. 1). Especially the result of lasso on the reduced setsince it is a linear combination of the input features -can be taken as an indicator of a valid subset selection.
Additional Feature Set
The performance on the Additional Feature Set is worse than for that of the Challenge Feature Set. Here the best performance was achieved by a fusion of the 3-best individual classifiers yielding a UAR of 0.5713 (cf. Tbl. 1).
The three best classifiers were lasso (λ = 0.0005102, UAR = 0.5482), followed by the SVM (C = 1, γ = 0.001, UAR = 0.5462), and the DNN (topology 156, 50, 50, 50, 3, UAR = 0.5123).
Combined Feature Set
The results of the individual classifiers on the Combined Feature Set fall behind the UAR of the SVM on the Challenge Feature Set. lasso (λ = 0.003981) achieved a UAR of 0.6489, the SVM (C = 1, γ = 1 p ) a UAR of 0.6404, and the DNN (topology: 440, 50, 50, 50, 3) a UAR of 0.6257.
However, the 3-best fusion of these classifiers achieved a UAR of 0.7055, which is better than the UAR of all other classifiers and fusions (cf. Tbl. 1). 
Results on Test Set
To prove the generalization of the trained models, they were applied to an independent test set. The prediction of the model that resulted in the best UAR using the Challenge Feature Set (cf. 4.1) yields a UAR of 0.3983, which is much worse than on the development set. This could be due to the GA highly optimizing towards/overfitting the used classifier and validation set. A similar drop in performance can be seen using the Additional Feature Set (cf. 4.1), where the 3-best majority vote achieves a UAR of 0.42 and for the Combined Feature Set, on which the 3best majority vote achieves a UAR of 0.4129. Hence, all results fall behind the model reported in the baseline paper trained on the −50 dB AUDEEP feature set [23] . It is worth noting that the UAR of 0.47 is rather surprising and not in line with the results on similar sets. Except for this one result, the UAR achieved on all feature sets reported in the current study are better than in the baseline paper [23].
Conclusions
We have shown that the feature selection using a GA approach generally benefits various classifiers, as suggested in the literature (e.g. [20] ). Using this approach we were able to achieve UARs on the development set that outperformed the UAR reported in the baseline paper. One major drawback of any supervised feature selection, i.e. including the GA, is that the feature set is highly adapted to a) the validation set and b) the classifier used to evaluate the fitness/performance. This implies that the development set needs to closely approximate the data during the test and/or application phase. If this is not the case, the performance will suffer. This is likely to be the reason why the performance of our classifiers on the test set was significantly worse than for the development set.
To further improve the accuracy on unseen speakers, i.e. the generalization of the classifier, a n-fold Cross Validation (CV) could have been employed during the evaluation of the fitness that ensures different speakers in the test and validation set during the folds. However, other than the dialect labels, no speaker information was included in the challenge data set. Additionally, using a n-fold CV would have increased training time with the amount of folds.
A further observation is that the tree-based classifiers fall behind the other methods. This was to be expected, as decision boundaries in the feature space are less complex. However, even though the performance is not as good, they all also achieve a UAR that is better on the development set, than the ones in the challenge paper and for all but one on the test set [23] .
The performance of the lasso classifier is also quite interesting. Being a regularized linear regression, it linearly combines the input features leading to a less complex decision boundary when compared with, e.g., DNNs or SVMs using an RBF kernel. Despite the linear combination of the input features lasso outperforms the SVM (used during feature selection) on the Additional and Combined Feature Set. This good performance might be attributed to the similarity of lasso and SVMs with linear kernels [40] . Albeit, being different to SVMs with RBF kernel, this indicates that the feature selection did generally produce good feature sets and could potentially be improved, e.g. with a more carefully designed CV during the fitness evaluation. The fact that it was possible to enhance the Additional Feature Set, which is extracted per-phoneme, with features that are extracted over the whole signal file is worth noting here. By doing this, the UAR improves significantly in the 3-best classifier fusion and should be further investigated, for example in combination of the method in [7, 8] together with a proper n-fold CV.
