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Introduccio´n
Este trabajo explora alguno de los principales me´todos para obtener de-
sigualdades de concentracio´n, es decir, cotas para la probabilidad de que una
variable aleatoria se desv´ıe de su valor central. Es un hecho bien conocido
que la media de variables aleatorias independientes e igualmente distribuidas
tiende a concentrarse en torno a su valor medio. Desde un punto de vista cua-
litativo, e´ste es el resultado de la ley de los Grandes Nu´meros. Esta memoria
se centra ma´s en resultados cuantitativos. En el caso de la media muestral,
la desigualdad de Chebyshev ser´ıa un ejemplo de desigualdad de concentra-
cio´n. Esta desigualdad admite mejoras en muchas direcciones. Por un lado,
bajo ciertas condiciones, es posible probar desigualdades exponenciales, ma´s
fuertes que la desigualdad cuadra´tica de Chebyshev. Por otro lado, la concen-
tracio´n de variables aleatorias se observa en situaciones mucho ma´s generales
que la de sumas de variables independientes.
A lo largo de este trabajo se han estudiado refinamientos en estas dos
direcciones. Partiendo del me´todo de Chernoff, se han recorrido dos grupos
de te´cnicas principales para la obtencio´n de desigualdades de concentracio´n:
me´todos basados en martingalas y me´todos basados en la entrop´ıa. En el
primer grupo se incluye la desigualdad de Efron-Stein. En origen, e´sta es
una desigualdad de varianzas, aunque en la memoria se muestra co´mo, en
ocasiones, se puede aprovechar la idea para obtener cotas exponenciales. En
este trabajo se muestran varias aplicaciones de la desigualdad de Efron-Stein,
incluyendo desigualdades de concentracio´n para el ma´ximo autovalor de cier-
tas matrices aleatorias y a la demostracio´n de la desigualdad gaussiana de
Poincare´.
El segundo grupo de te´cnicas se basa en el uso de la entrop´ıa. Dedicamos
un cap´ıtulo a exponer algunas propiedades de la entrop´ıa y de la entrop´ıa
relativa, incluyendo su relacio´n con las funciones de Chernoff, a trave´s del
resultado conocido como “Lema de transporte”. Estas propiedades se explo-
tan en el u´ltimo cap´ıtulo para obtener desigualdades logar´ıtmicas de Sobolev.
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E´stas son acotaciones de la entrop´ıa de funciones suficientemente suaves por
momentos del gradiente, en un sentido que se precisara´. El intere´s de las
desigualdades de concentracio´n es que se puede obtener las segundas a partir
de las primeras mediante argumentos tipo Herbst descritos en esta memoria.
Como ilustracio´n de la utilidad y la potencia de este me´todo, la memoria con-
cluye con resultados sobre la concentracio´n de vectores y procesos aleatorios
gaussianos, incluyendo la desigualdad de Tsirelson-Ibragimov-Sudakov.
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Cap´ıtulo 1
Desigualdades ba´sicas
La ley de los grandes nu´meros nos dice que el promedio de variables
aleatorias independientes e igualmente distribuidas tiende a concentrarse en
torno a su valor central. En este sentido podemos interpretar esta ley como un
resultado de concentracio´n. Sin embargo, en esta memoria nos centraremos
en resultados cualitativos ma´s que en resultados asinto´ticos como el anterior.
El objetivo sera´ ver bajo que´ condiciones se tiene una cota superior para
la probabilidad que una variable aleatoria real Z difiera de EZ de una cierta
cantidad, es decir,
P (Z − EZ ≥ t), P (Z − EZ ≤ −t) donde t > 0.
A esta cota se la conoce como desigualdad de concentracio´n. Se asume que
el valor esperado EZ existe. Adema´s como la probabilidad P (|Z −EZ| ≥ t)
coincide por
P (Z − EZ ≥ t) + P (EZ − Z ≥ t)
se considerara´ Z˜ = Z − EZ o´ Z˜ = EZ − Z para centrarse en cotas
exponenciales para P (Z ≥ t) con Z variable aleatoria centrada. A P (Z −
EZ ≥ t) se la llama probabilidad de la cola por la derecha y a P (Z −EZ ≤
−t) probabilidad de la cola por la izquierda y as´ı sera´ usual encontrarlo a lo
largo del trabajo.
Una desigualdad de concentracio´n ba´sica es la desigualdad de Chevyshev.
Si Z es una variable aleatoria con varianza finita entonces
P (|Z − EZ| ≥ t) ≤ Var(Z)
t2
, t > 0.
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En la seccio´n (1.1) se discuten las virtudes y las limitaciones de esta cota,
as´ı como posibles mejoras. Esta desigualdad nos dice que podemos obtener
cotas de concentracio´n para Z si disponemos de cotas para Var(Z). Por otro
lado, de la representacio´n
Var(Z) =
∫ ∞
0
P (|Z − EZ| > √n)dt,
deducimos que los problemas de encontrar cotas para la varianza y para las
colas esta´n estrechamente relacionados, un hecho al que se vuelve en varias
partes de esta memoria.
Aunque discutimos en este trabajo desigualdades de concentracio´n res-
pecto de la media, e´sta no es la u´nica eleccio´n posible como valor central de
una distribucio´n. En la seccio´n (1.1) se prueba resulta equivalente obtener
resultados de concentracio´n respecto de la media o de la mediana.
Se describira´ el me´todo de Crame´r-Chernoff, te´cnica ba´sica para deducir
cotas superiores exponenciales para colas de probabilidad. Nos detendremos
en dos casos con especial importancia en los que las sumas muestran dos
comportamientos diferentes: sub-gaussiano y sub-exponencial.
Aunque no es el objetivo principal, en la seccio´n (1.2) se mostrara´ una
aplicacio´n del me´todo de Chernoff a la obtencio´n de desigualdades maxima-
les.
Por u´ltimo se enunciara´n desigualdades de sumas de variables aleato-
rias, Z = X1 + ... + Xn con X1, ..., Xn independientes que en los casos ma´s
favorables pueden derivar a colas de probabilidad exponenciales. De forma
general se vera´ en cap´ıtulos posteriores que Z se tome como una funcio´n de
n variables X1, ..., Xn.
1.1. Preliminares
Un resultado elemental pero potente para limitar las probabilidades de
cola es la desigualdad de Chebyshev que puede ser deducida fa´cilmente de la
desigualdad de Markov. La desigualdad de Chebyshev es uno de los resultados
cla´sicos ma´s importantes de la teor´ıa de probabilidad.
8
1.1 Teorema (Desigualdad de Markov). Sea Y una variable aleatoria no
negativa e integrable , para todo t > 0.
P (Y ≥ t) ≤ EY
t
.
Aplicando la desigualdad de Markov a variables Y = |Z−EZ| se pueden
obtener desigualdades de concentracio´n y si adema´s se exigen condiciones de
integrabilidad ma´s fuertes sobre Z se produce una mejora en la cota. La idea
es aplicar la desigualdad de Markov a unas funciones convenientes. Si Φ es
una funcio´n no decreciente y no negativa definida en un intervalo I ⊂ R y si Y
denota una variable aleatoria que toma valores en I, entonces la desigualdad
de Markov implica que para todo t ∈ I con Φ(t) > 0,
P (Y ≥ t) ≤ P (Φ(Y ) ≥ Φ(t)) ≤ EΦ(Y )
Φ(t)
(1.1)
Tomando Φ(t) = t2 en I = (0,∞) e Y = |Z − EZ| en (1.1) se obtiene la
desigualdad de Chebyshev.
P (|Z − EZ| ≥ t) ≤ Var(Z)
t2
con Z una variable aleatoria no negativa e integrable , para todo t > 0.
De forma general, se puede tomar Φ(t) = tq para algu´n q > 0. Entonces
para todo t > 0 se tiene que
P (|Z − EZ| ≥ t) ≤ E[|Z − EZ|
q]
tq
Uno de los casos ma´s sencillos se da cuando Z es suma de variables alea-
torias independientes, es decir, Z = X1 + ... + Xn, en este caso se tiene
que Var(Z) =
∑n
i=1 V ar(Xi), y por tanto, la desigualdad de Chebyshev se
transforma en
P
(
1
n
∣∣∣∣∣
n∑
i=1
(Xi − EXi)
∣∣∣∣∣ ≥ t
)
≤ σ
2
nt2
donde σ2 =
1
n
n∑
i=1
V ar(Xi).
Aunque la desigualdad de Chebyshev permite manejar con facilidad la
concentracio´n de sumas de variables independientes, tambie´n presenta algu-
nas limitaciones. Por ejemplo, para t pro´ximo a 0 la cota se hace grande
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y la cota no resulta suficientemente u´til. Una mejora de esta cota la da la
desigualdad de Chebyshev-Cantelli en la que el te´rmino acotante es siempre
menor o igual a uno.
1.2 Teorema (Desigualdad de Chebyshev-Cantelli). Para cualquier
variable aleatoria con valores reales Y y sea t > 0,
P (Y − EY ≥ t) ≤ V ar(Y )
V ar(Y ) + t2
. (1.2)
Demostracio´n. Sea Z = Y − EY , entonces EZ = 0. Como t = E(t − Z) se
tiene
t = E(t− Z) ≤ E((t− Z)I(Z < t))
y elevando ambos miembros de la desigualdad al cuadrado se tiene
t2 ≤ [E((t− Z)I(Z < t))]2
≤ E(t− Z)2P (Z < t)
= (EZ2 − 2tEZ + t2)(P (Z < t))
= (Var(Z) + t2)P (Z < t).
Luego,
P (Z < t) ≥ t
2
Var(Z) + t2
.
Es decir,
1− P (Z < t) = P (Z ≥ t) ≤ Var(Z)
Var(Z) + t2
=
V ar(Y )
V ar(Y ) + t2

A pesar de la mejora, la cota de Chebyshev- Cantelli y la de Chebyshev
son del mismo orden para t grande. Posteriormente veremos co´mo usar de
forma distinta la desigualdad de Markov para obtener cotas exponenciales
para las cotas.
Aunque hasta ahora, y en casi toda la memoria, tratamos la concentracio´n
respecto de la media, probar la concentracio´n en torno a la media o en torno
a la mediana resulta equivalente como se puede ver a continuacio´n,
1.3 Teorema. Sea MZ la mediana de una variable aleatoria Z de cuadrado
integrable (es decir, P (Z ≥MZ) ≥ 1/2 y P (Z ≤MZ) ≥ 1/2). Se tiene que
|MZ − EZ| ≤√Var(Z).
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Demostracio´n. Equivaldr´ıa a ver:
1. MZ − EZ ≤√Var(Z)
2. EZ −MZ ≤√Var(Z)
Como
MZ − EZ ≤
√
Var(Z)⇔ P (Z ≥ EZ +
√
Var(Z)) ≤ 1
2
⇔ P (Z − EZ ≥
√
Var(Z)) ≤ 1
2
.
Y por (1.2)
P (Z − EZ ≥
√
Var(Z)) ≤ Var(Z)
Var(Z) + Var(Z)
=
1
2
se tiene 1.
Y del mismo modo se tiene para 2.

Terminamos esta seccio´n con una desigualdad de cara´cter distinto, pero
relacionada, porque muestra que es poco probable que una variable aleatoria
tome valores muy por debajo de su valor medio.
1.4 Teorema (Desigualdad de Paley-Zygmund). Para cualquier varia-
ble aleatoria no negativa Y con a ∈ (0, 1),
P (Y < aEY ) ≤ 1− (1− a2)(EY )
2
E[Y 2]
.
Demostracio´n. Como
P (Y − EY ≥ (a− 1)EY ) = 1− P (Y − EY < −(1− a)EY )
y por (1.2) se tiene
P (Y − EY < −(1− a)EY ) ≥ 1− V ar(Y )
V ar(Y ) + (1− a)2(EY )2 =
(1− a)2(EY )2
V ar(Y ) + (1− a)2(EY )2
≥ (1− a)2 (EY )
2
EY 2
).
siendo la u´ltima desigualdad cierta pues EY 2 − (1− (1− a)2(EY )2) ≥ EY 2

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1.2. Me´todo de Crame´r-Chernoff
Este me´todo determina la mejor cota posible para una cola de proba-
bilidad que uno puede obtener usando la desigualdad de Markov con una
funcio´n exponencial Φ(t) = eλt en (1.1). Sea Z una variable aleatoria real,
para algu´n λ > 0 la desigualdad de Markov implica
P (Z ≥ t) ≤ e−λtEeλZ .
Como esta desigualdad es cierta para todo valor de λ ≥ 0, se puede elegir
λ tal que minimice la cota superior. Definiendo el logaritmo de la funcio´n
generadora de momentos ψZ(λ) = logEe
λZ para todo λ ≥ 0, e introduciendo,
ψ ∗Z (t) = sup
λ≥0
(λt− ψZ(λ)) (transformacio´n de Crame´r de Z)
se obtiene la desigualdad de Chernoff
P (Z ≥ t) ≤ e−ψ∗Z(t).
Como ψZ(0) = 0, ψ∗Z es una funcio´n no negativa. Si EZ existe entonces la
convexidad de la funcio´n exponencial y la desigualdad de Jensen implica que
ψZ(λ) ≥ EZ y adema´s para valores negativos de λ, λt− ψZ(λ) ≤ 0 siempre
que t ≥ EZ, por lo que se puede extender el supremo a todo valor λ ∈ R en
la definicio´n de la transformacion de Crame´r :
ψ ∗Z (t) = sup
λ∈R
(λt− ψZ(λ)) (1.3)
A la expresio´n a la derecha de la igualdad se la conoce como funcio´n dual
de Fenchel-Legendre de ψZ . As´ı, para todo t ≥ EZ, la transformacio´n de
Crame´r ψ ∗Z (t) coincide con la funcio´n dual de Fenchel-Legendre.
Es claro que la desigualdad de Chernoff es trivial siempre que ψ∗Z (t) = 0.
Esto ocurre si ψZ(λ) = ∞ para todo λ positivo o si t ≤ EZ. Las desigual-
dades son no triviales si existe un λ > 0 tal que EeλZ < ∞. El resultado
siguiente muestra una fo´rmula u´til para la inversa de la funcio´n dual convexa
de Fenchel-Legendre. La demostracio´n de este resultado y de otros similares
puede encontrarse en [1].
1.5 Lema. Sea ψ una funcio´n convexa y continuamente diferenciable defi-
nida en el intervalo [0,b) donde 0 < b ≤ ∞. Se asume que ψ(0) = ψ′(0) = 0
y se considera
ψ ∗Z (t) = sup
λ∈(0,b)
(λt− ψ(λ)) para todo t ≥ 0.
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Entonces ψ∗ es una funcio´n convexa no negativa y no decreciente en [0,∞).
Adema´s, para todo y ≥ 0 el conjunto {t ≥ 0 : ψ ∗ (t) > y} es no vac´ıo y la
funcio´n inversa de ψ∗ definida por
ψ ∗−1 (y) = ı´nf{t ≥ 0 : ψ ∗ (t) > y},
puede tambie´n escribirse como
ψ ∗−1 (y) = ı´nf
λ∈(0,b)
[
y + ψ(λ)
λ
]
Como ilustracio´n de la potencia del me´todo de Chernoff, probamos a
continuacio´n una cota para probabilidades binomiales.
1.6 Teorema. Sea D y n nu´meros enteros positivos con 1 ≤ D ≤ n/2. Se
cumple que
D∑
j=0
(
n
j
)
≤
(en
D
)D
Demostracio´n. Sea Z una variable aleatoria con distribucio´n binomial de
para´metros n y 1/2. Recue´rdese que
P (Z = k) =
(
n
k
)
1
2n
con k=0,..,n
y que por tanto
P (Z ≤ D) = 1
2n
D∑
j=0
(
n
k
)
= P (Z ≥ n−D),
siendo la u´ltima igualdad cierta pues Z
d
= N−Z. Z expresarse como suma de
n variables de Bernoulli independientes Z
d
= Z1 + ...+ Zn con Zi ∼ B(1/2).
Adema´s por la desigualdad de Chernoff se tiene
P (Z ≤ D) = P (Z ≥ n−D) ≤ e−ψ∗Z(n−D) con ψ∗Z(λ) = sup
s>0
(λs− ψZ(s))
y ψZ(s) = logEe
sZ . Por otro lado
EesZ = E[esZ1 ...esZn ] = [EesZ1 ]n = [
1
2
+
1
2
es] = [
1
2
(1 + es)]n.
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Un ca´lculo simple muestra que
ψ∗Z(n−D) = (n−D) log
n−D
D
− log n
D
+ n log 2.
Por lo tanto,
P (Z ≤ D) =
D∑
j=0
(
n
k
)
≤ 1
2n
( n
D
)n( D
n−D
)n−D
≤
( n
D
)D 1
2n
(
1 +
D
n−D
)n−D
≤ 1
2n
( n
D
)D
eD,
donde hemos usado que 1 + x ≤ ex, x ∈ R. Esto completa la demostracio´n.

Muchas e importantes clases de variables aleatorias tienen colas de pro-
babilidad que decrecen al menos tan ra´pidamente como variables aleatorias
con distribucio´n normal.
1.7 Definicio´n. Una variable aleatoria centrada X se dice que es sub-Gaussiana
con factor varianza ν si
ψX(λ) ≤ λ
2ν
2
para todo λ ∈ R.
Se denota por G(ν) a la coleccio´n de variables aleatorias sub-Gaussianas.
Una variable aleatoria centrada X ∈ G(ν) si la funcio´n generadora de
momentos de X, esta´ dominada por la funcio´n generadora de una variable
aleatoria normal centrada de varianza ν. Adema´s la desigualdad de Chernoff
implica que si
X ∈ G(ν),
ma´x{P (X > t), P (−X > t)} ≤ e−t
2
2ν
El siguiente resultado caracteriza de forma ma´s precisa cua´ndo una va-
riable aleatoria es sub-gaussiana.
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1.8 Teorema. Sea X una variable aleatoria centrada. Si para algu´n ν > 0
ma´x{P (X > t), P (−X > t)} ≤ e−t
2
2ν para todo x > 0 (1.4)
entonces para todo entero q ≥ 1,
E[X2q] ≤ 2q!(2ν)q ≤ q!(4ν)q. (1.5)
Rec´ıprocamente si para alguna constante positiva C, E[X2q] ≤ q!Cq, entonces
X ∈ G(4C) (y por consiguiente (1.8) se cumple para ν = 4C)
La condicio´n para los momentos de X (1.5) es equivalente a otra con-
dicio´n usada a menudo como definicio´n alternativa de variables aleatorias
sub-gaussianas: Para algu´n α > 0 se tiene que Eeαx
2 ≤ 2.
Las variables aleatorias acotadas son una clase importante de variables
aleatorias sub-Gaussianas. La propiedad sub-Gaussiana para variables alea-
torias acotadas se establece por el siguiente lema:
1.9 Lema (Lema de Hoeffding). Sea Y una variable aleatoria con EY = 0
que toma valores en un intervalo acotado [a,b] y sea ψY (λ) = logEe
λY .
Entonces
V ar(Y ) = ψ′′Y (λ) ≤
(b− a)2
4
e Y ∈ G
(
(b− a)2
4
)
.
Demostracio´n. En primer lugar no´tese que∣∣∣Y − (b+ a)
2
∣∣∣ ≤ (b− a)
2
y adema´s,
Var(Y ) = Var(Y − (a+ b)/2) ≤ (b− a)
2
4
.
Sea P la distribucio´n de Y y sea Pλ la distribucio´n de probabilidad con
densidad
x→ e−ψY (λ)eλx
con respecto a P. Como Pλ esta´ concentrado en [a,b], la varianza de la varia-
ble aleatoria Z con distribucio´n Pλ acotada por (b− a)2/4. Por consiguiente,
mediante ca´lculos elementales se tiene,
ψ′′Y (λ) = e
−ψY (λ)E[Y 2eλY ]− e−2ψY (λ)(E[Y eλY ])2
= Var(Y ) ≤ (b− a)
2
4
.
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Como ψY (0) = ψ
′
Y (0) = 0, por el teorema de Taylor se tiene que para un
ζ ∈ [0, λ],
ψY (λ) = ψY (0) + λψ
′
Y (0) +
λ2
2
ψ′′Y (ζ)
lo que probar´ıa la propiedad sub-gaussiana.

1.10 Definicio´n. Una variable aleatoria centrada X se dice que es sub-
exponencial en la cola derecha con factor varianza ν y para´metro escala c
si
ψX(λ) ≤ λ
2ν
2(1− cλ) para todo λ tal que 0 < λ <
1
c
.
Se denota a la coleccio´n de tales variables aleatorias por Γ+(ν, c).
De forma similar, una variable aleatoria centrada X se dice que es sub-
exponencial en la cola izquierda con factor varianza ν y para´metro escala c
si -X es sub-exponencial en la cola derecha con factor varianza ν y para´me-
tro escala c. Se denota a la coleccio´n de tales variables aleatorias por Γ−(ν, c).
1.11 Definicio´n. X se dice que es simplemente sub-exponencial con factor
varianza ν y para´metro escala c si X es sub-exponencial a ambos lados con el
mismo factor varianza ν y para´metro escala c. La coleccio´n de tales variables
aleatorias por Γ(ν, c). Obse´rvese que Γ(ν, 0) = G(ν). Si se considera una
variable aleatoria Y con distribucio´n gamma y para´metros a, b ≥ 0 entonces
su versio´n centrada X = Y − EY es un t´ıpico ejemplo de variable sub-
exponencial.
Por aplicacio´n directa del me´todo de Chernoff se obtiene que si X ∈
Γ(ν, c), entonces para todo t > 0,
ma´x{P (X >
√
2νt+ ct), P (−X >
√
2νt+ ct)} ≤ e−t
El siguiente resultado proporciona un rec´ıproco a este hecho.
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1.12 Teorema. Sea X una variable aleatoria centrada. Si para algu´n ν > 0
ma´x{P (X >
√
2νt+ ct), P (−X >
√
2νt+ ct)} ≤ e−t para todo t > 0
(1.6)
entonces para todo entero q ≥ 1,
E[X2q] ≤ q!(8ν)q + (2q)!(4C)2q. (1.7)
Rec´ıprocamente si para algunas constantes positiva A y B, E[X2q] ≤ q!Aq +
(2q)!A2q, entonces X ∈ Γ(4(A + B2), 2B) (y adema´s (1.6) se cumple para
ν = 4(A+B2 y C = 2B).
1.3. Desigualdades maximales
Aqu´ı se vera´ como la tranformacio´n de Crame´r de variables aleatorias
de una coleccio´n finita puede ser usada para acotar la ma´xima esperanza de
estas variables aleatorias.
1.13 Teorema. Sean Z1, ..., ZN variables aleatorias con valores reales tales
que para todo λ ∈ (0, b) e i = 1, ..., N , ψZi(λ) = logEeλZi ≤ ψ(λ) sonde ψ es
una funcio´n convexa y continuamente diferenciable en [0, b) con 0 < b ≤ ∞
tal que ψ(0) = ψ′(0) = 0. Entonces
E ma´x
i=1,...,N
Zi ≤ ψ ∗−1 (logN).
En particular, si Zi son variables aleatorias sub-Gaussianas con factor va-
rianza ν, esto es ψ(λ) = λ2ν/2 para todo λ ∈ (0,∞), entonces
E ma´x
i=1,...,N
Zi ≤
√
2ν logN.
Demostracio´n. Por la desigualdad de Jensen,
exp
(
λE ma´x
i=1,...,N
Zi
)
≤ E exp
(
λ ma´x
i=1,..,N
Zi
)
= E ma´x
i=1,..,N
exp(λZi)
para cualquier λ ∈ (0, b). As´ı, definiendo ψZi(λ) = logE exp(λZi),
exp(λE ma´x
i=1,...,N
)Zi ≤
N∑
i=1
E exp(λZi) ≤ N exp(ψ(λ)).
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Adema´s, para cualquier λ ∈ (0, b),
λE ma´x
i=1,..,N
Zi − ψ(λ) ≤ logN,
lo que implica usando el lema (1.5), que
E ma´x
i=1,..,N
Zi ≤ ı´nf
λ∈(0,b)
( logN + ψ(λ)
λ
)
= ψ∗
−1
(logN).
Ahora bien, como el inferior se alcanza cuando λ =
√
2v logN/ν se tiene que
E ma´x
i=1,..,N
Zi ≤
√
2ν logN.

1.14 Corolario. Sean Z1, ..., ZN variables aleatorias con valores reales per-
tenecientes a Γ+(ν, c). Entonces
E ma´x
i=1,...,N
Zi ≤
√
2ν logN + c logN.
Demostracio´n. Por el Teorema anterior se tiene que
E ma´x
i=1,..,N
Zi ≤ ı´nf
λ∈(0,b)
( logN + ψ(λ)
λ
)
= ψ∗
−1
(logN).
por lo que se trata de calcular la funcio´n ψ∗
−1
(λ). Como ψ(λ) = νλ2/(2−2cλ)
se sigue mediante ca´lculos elementales que para todo t > 0
ψ ∗ (t) = sup
λ∈(0,1/c)
(
tλ− λ
2ν
2(1− cλ)
)
=
ν
c2
h1(
ct
ν
)
siendo h1(u) = 1 +u−
√
1 + 2u con u > 0. Como h1 es una funcio´n creciente
de (0,∞) a (0,∞) con funcio´n inversa h−11 (u) = u+
√
2u, finalmente se tiene
que
ψ∗
−1
(u) =
√
2νu+ cu.
De modo que evaluando la funcio´n ψ∗
−1
(u) en logN se llega a
E ma´x
i=1,...,N
Zi ≤
√
2ν logN + c logN.
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1.4. Desigualdades cla´sicas para sumas de va-
riables aleatorias independientes
En esta seccio´n enunciamos algunas desigualdades de concentracio´n cla´si-
cas para sumas de variables independientes. Estas desigualdades se obtienen
mediante un uso ma´s o menos directo del me´todo de Chernoff y nos sirven
como referencia para garantizaciones posteriores. Tratamos en primer lugar
la desigualdad de Hoeffding, va´lida para sumandos acotados. Posteriormente
enunciamos variantes (desigualdades de Bennet y de Bernstein) en las que
se relaja la hipo´tesis de acotacio´n.
Si X1, ..., XN son variables aleatorias independientes con media finita tales
que para algu´n intervalo I no vac´ıo, EeλXi es finito para todo i ≤ n y todo
λ ∈ I entonces definiendo
S =
n∑
i=1
(Xi − EXi),
por independencia para todo λ ∈ I,
ψS(λ) =
n∑
i=1
logEeλ(Xi−Ei).
Si Xi toma valores en [ai, bi] para todo i ≤ n, entonces como∣∣∣∣S − (bi − ai)2
∣∣∣∣ ≤ n∑
i=1
∣∣∣∣Xi − (bi + ai)2
∣∣∣∣ ≤ n∑
i=1
(bi − ai)
2
y, V ar(S) = V ar
(
S − (bi − ai)
2
)
≤
n∑
i=1
(bi − ai)2
4
entonces por el Lema de Hoeffding
ψS(λ) =
λ2
2
ψ”S(θ) ≤ λ
2
2
n∑
i=1
(bi − ai)2
4
con θ ∈ [0, λ].
Ahora un uso directo de la cota de Chernoff prueba el siguiente resultado
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1.15 Teorema (Desigualdad de Hoeffding). Sean X1, ..., XN variables
aleatorias tales que Xi toma valores en [ai, bi] casi seguro para todo i ≤ n.
Sea S =
∑n
i=1(Xi − EXi). Entonces para todo t > 0
P (S ≥ t) ≤ exp
(
− 2t
2∑n
i=1(bi − ai)2
)
.
Para relajar la hipo´tesis de acotacio´n podemos observar que como la fun-
cio´n generadora de momentos logar´ıtmicos de las sumas de variables aleato-
rias independientes es igual a la suma de funciones generadoras de momentos
logar´ıtmicos de sumandos centrados, esto es,
ψS(λ) =
n∑
i=1
(
logEeλXi − λEXi)
)
.
usando que log u ≤ u− 1 para todo u > 0, se obtiene
ψS(λ) ≤
n∑
i=1
E[eλXi − λXi − 1)].
Las desigualdades de Bennet y de Bernstein, enunciadas a continuacio´n
pueden ser derivadas de esta cota bajo condiciones diferentes de integrabili-
dad para los Xi.
1.16 Teorema (Desigualdad de Bennet). Sean X1, ..., XN variables alea-
torias independientes con varianza finita tal que Xi ≤ b para algu´n b > 0 casi
seguro para todo i ≤ n. Sea S = ∑ni=1(Xi − EXi) y ν = ∑ni=1E[X2i ]. Si es-
cribimos φ(u) = eu − u− 1 para u ∈ R, entonces, para todo λ > 0,
logEeλs ≤ n log
(
1 +
ν
nb2
φ(bλ)
)
≤ ν
b2
φ(bλ),
y para cualquier t > 0,
P (S ≥ t) ≤ exp
(
− ν
b2
h(
bt
ν
)
)
donde h(u) = (1 + u) log(1 + u)− u para u > 0.
La desigualdad h(u) ≥ u2
2(1+u/3)
implica que bajo las condiciones del ante-
rior Teorema
P (S ≥ t) ≤ exp
(
− t
2
2(ν + bt/3)
)
)
desigualdad conocida como desigualdad de Bernstein.
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1.17 Teorema (Desigualdad de Bernstein). Sean X1, ..., XN variables
aleatorias independientes con valores reales. Se asume que existen nu´meros
positivos ν y c tales que
∑n
i=1 E[X
2
i ] ≤ ν y
n∑
i=1
E[(Xi)
q
+] ≤
q!
2
νcq−2 para todo entero q ≥ 3,
donde x+ = ma´x(x, 0).
Si S =
∑n
i=1(Xi − EXi) entonces para todo λ ∈ (0, 1/c) y t > 0,
ψS(λ) ≤ νλ
2
2(1− cλ)
y
ψS ∗ (t) ≥ ν
c2
h1
(
ct
ν
)
donde h1(u) = (1 + u) −
√
(1 + 2u) para u > 0. En particular, para todo
t > 0,
P (S ≥
√
2νt+ ct) ≤ e−t.
1.18 Corolario. Sean X1, ..., XN variables aleatorias independientes con va-
lores reales que satisfacen las condiciones del anterior teorema y sea S =∑n
i=1(Xi − EXi). Entonces para todo t > 0,
P (S ≥ t) ≤ exp
(
− t
2
2(ν + ct)
)
Se puede ver que cuando t se hace lo suficientemente grande la desigual-
dad dada en este u´ltimo corolario tiene el mismo comportamiento que e−t en
vez de e−t
2
, que es el comportamiento que garantiza la desigualdad de Hoeff-
ding. Tambie´n se puede ver que para grandes valores de t la desigualdad de
Bernstein pierde el factor logar´ıtimico en el exponente, en cambio cuando
ν/b tiene un valor moderado las desigualdades de Bennet y de Bernstein
tienen un comportamiento similar.
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Cap´ıtulo 2
Me´todos de Martingala
El resultado principal en este cap´ıtulo es la desigualdad de Efron-Stein,
una desigualdad para las varianzas de funciones de variables aleatorias inde-
pendientes. Esto se describe en la seccio´n (2.1). En algunos casos es posible
obtener tambie´n desigualdades exponenciales a partir de este me´todo,como
se puede ver en la seccio´n (2.2). La seccio´n (2.3) particulariza la desigualdad
de Efron-Stein a algunas funciones de tipo especial.
Finalmente, en la seccio´n (2.4) se muestran dos ejemplos de aplicacio´n:
una desigualdad de concentracio´n para autovalores de matrices aleatorias y
una prueba de la desigualdad de Efron-Stein.
Formalmente, sea f : X n −→ R una funcio´n con valores reales de n varia-
bles donde X es algu´n espacio medible. Si X1, ..., Xn son variables aleatorias
independientes que toman valores en X , entonces podemos definir la variable
aleatoria con valores reales Z = f(X1, ..., Xn). Cabe sen˜alar que Xi puede
tener diferentes distribuciones, la u´nica suposicio´n esencial es la independen-
cia. Se asume que Z tiene varianza finita y el propo´sito sera´ encontrar cotas
superiores generales.
2.1. La desigualdad de Efron-Stein
La desigualdad de Efron-Stein proporciona una cota en te´rminos de va-
riaciones locales de la funcio´n f . La demostracio´n de la desigualdad de Efron-
Stein esta´ basada en un argumento de martingalas, que dara´ lugar a a gene-
ralizaciones presentadas en secciones posteriores.
23
Antes que dar una cota para la varianza de funciones generales Z =
f(X1, ..., Xn) se considerara´ el caso especial en el que las variables X1, ..., Xn
tienen valores reales y Z = X1 + ... + Xn. En este caso se tiene Var(Z) =∑n
i=1 V ar(Xi).
En primer lugar cabe hacer un comentario acerca de la notacio´n que se
va a utilizar a lo largo de esta seccio´n.
Notacio´n. Para cualquier funcio´n integrable Z = f(X1, ..., Xn), definimos
Ei =
∫
Xn−i
f(X1, ..., Xi, xi+1, ..., xn)dµi+1(xi+1), ..., dµn(xn)
donde, para todo i = 1, ..., n, µi denota la distribucio´n de probabilidad de
Xi. Por el Teorema de Fubini Ei esta´ bien definido y es finito con proba-
bilidad 1. Adema´s denotamos por E(i) la esperanza condicionada a X(i) =
(X1, ..., Xi−1, Xi+1, ..., Xn), es decir,
E(i) =
∫
X
f(X1, ..., Xi, Xi−1, xi, Xi+1, ..., Xn)dµi(xi)
Nuestra presentacio´n de la desigualdad de Efron-Stein se basa en el uso
del me´todo de martingala. Detallamos a continuacio´n algunos aspectos ba´si-
cos de este concepto. Sea un espacio de probabilidad definido por (Ω,F, P ),
donde Ω es el espacio de muestra, F es la σ-a´lgebra asociada a Ω y P es
la medida de probabilidad. Se llama filtracio´n a una familia {Ft}t>0 de sub-
σ-a´lgebras tal que Ft ⊂ Fr si t < r. En las misma condiciones nombradas
anteriormente sea F una filtracio´n de σ-a´lgebras: F1 ⊂ F2 ⊂ ... ⊂ FT ⊂ F .
Sea {Xn} = X1, .., Xn una sucesio´n de variables aleatorias que forman un
proceso estoca´stico. Entonces, el proceso estoca´stico {Xn, n > 0} adaptado a
la filtracio´n F recibe el nombre de martingala si E(Xm|Fn) = Xn con m ≥ n
y donde Fs es cualquier sub-σ- a´lgebra de la filtracio´n F.
Para acotar la varianza de una funcio´n general expresaremos Z − EZ
como una suma de diferencias de martingalas para la filtracio´n de Doob y
usaremos la ortogonalidad de estas diferencias (en L2). La filtracio´n de Doob
es la ”natural”, es decir, si X1, ..., Xn son variables aleatorias independientes
y Fi es la sigma-a´lgebra generada por X1, ..., Xi la filtracio´n de Doob es
la coleccio´n F1, ..., Fn. Si denotamos como Ei la esperanza condicionada a
X1, ..., Xi y se asume que E0 = E, se puede definir
∆i = EiZ − Ei−1Z
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para todo i = 1, ..., n. As´ı,
Z − EZ =
n∑
i=1
∆i
y se tiene
Var(Z) = E
( n∑
i=1
∆i
)2 = n∑
i=1
E[∆2i ] + 2
∑
j>i
E[∆i∆j].
Ahora bien si j > i
Ei∆j = E
[
∆j|X(i)
]
= E
[
EjZ − Ej−1Z|X(i)
]
= E [E(Z|X1, ..., Xj)− E(Z|X1, ..., Xj−1)|X1, ..., Xi]
= E(Z|X1, ..., Xi)− E(Z|X1, ..., Xi) = 0.
lo que implica que
Ei[∆j∆i] = ∆iEi∆j
y por eso E[∆j∆i] = 0. Por consiguiente, se obtiene la siguiente fo´rmula de
aditividad de la varianza:
Var(Z) = E
( n∑
i=1
∆i
)2 = n∑
i=1
E[∆2i ]
Recordando la notacio´n anteriormente definida y haciendo uso del Teore-
ma de Fubini se tiene
Ei[E
(i)Z ] = Ei−1Z. (2.1)
2.1 Teorema (Desigualdad de Efron-Stein). Sean X1, ..., Xn variables
aleatorias independientes y sea Z = f(X1, ..., Xn) una funcio´n de cuadrado
integrable. Entonces
Var(Z) ≤
n∑
i=1
E
[
(Z − E(i)Z)2] def= ν.
Adema´s si X ′1, ..., X
′
n son copias independientes de X1, ..., Xn y se define para
todo i = 1, ..., n,
Z ′i = f(X1, ..., Xi−1, X
′
i, Xi+1, ..., Xn)
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entonces
ν =
1
2
n∑
i=1
E
[
(Z − Z ′i)2
]
=
n∑
i=1
E
[
(Z − Z ′i)2+
]
=
n∑
i=1
E
[
(Z − Z ′i)2−
]
donde x+ = ma´x(x, 0) y x− = ma´x(−x, 0) denotan la parte positiva y nega-
tiva del nu´mero real x.Asimismo,
ν = ı´nf
n∑
i=1
E
[
(Z − Zi)2
]
,
donde el ı´nfimo se toma entre la clase de todas las variables Zi que son X
(i)
medibles y de cuadrado integrables i = 1, ..., n.
Demostracio´n. Se empezara´ demostrando el primer enunciado. No´tese que
haciendo uso de (2.1) se puede escribir
∆i = Ei[Z − E(i)Z].
Ahora bien, por la desigualdad de Jensen
∆2i ≤ Ei[(Z − E(i)Z)2]
y como Var(Z) =
∑n
i=1 E[∆
2
i ] se obtiene que
Var(Z) ≤
n∑
i=1
[(Z − E(i)Z)2].
Para probar la igualdad para ν, sea
Var(i)Z = (VarZ|X(i))
def
= E
[
(Z − E[Z|X(i)])2|X(i)]
= E
[
(Z − E(i)Z)2|X(i)]
= E(i)
[
(Z − E(i)Z)2] .
Entonces,
ν =
n∑
i=1
E
[
(Z − E(i)Z)2] .
Para probar el segundo enunciado no´tese que si X e Y son variables aleatorias
independientes ide´nticamente distribuidas con valores reales entonces
E[(X − Y )2] = E[X2 + Y 2 − 2XY ] = 2E[X2]− 2[EX]2 = 2Var(X),
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es decir
Var(X) =
1
2
E[(X − Y )2]
volviendo al enunciado como Z ′i es una copia independiente de Z y usando
la condicionalidad a X(i) se tiene
Var(i)Z =
1
2
E(i)[(Z − Z ′i)2]
y adema´s esto equivale a
E(i)
[
(Z − Z ′i)2+
]
= E(i)
[
(Z − Z ′i)2−
]
.
La u´ltima igualdad se obtiene del hecho de que para toda variable aleatoria
real X, Var(X) = ı´nfa∈RE[(X − a)2]. Y usando la condicionalidad a X(i)
sobre este argumento se tiene para todo i = 1, ..., n
Var(i)(Z) = ı´nf
Zi
E(i)[(Z − Zi)2].
No´tese que el ı´nfimo se alcanza siempre que Zi = E
(i)Z.

Obse´rvese que si
∑n
i=1 Xi con X1, ..., Xn variables aleatorias independien-
tes (con varianza finita) la desigualdad de Efron-Stein se convierte en igual-
dad.
2.2. Desigualdad exponencial
El propo´sito de esta seccio´n es ver dos formas diferentes en las que la
desigualdad de Efron-Stein puede ser usada de una forma simple para obte-
ner cotas exponenciales en colas de probabilidad de funciones con diferencias
acotadas, las cuales se vera´n con ma´s detenimiento en (2.3). En los argu-
mentos, de hecho, basta con una condicio´n ma´s suave que la de diferencias
acotadas, la propiedad que existe una constante positiva ν tal que
n∑
i=1
(Z − Zi)2+ ≤ ν (2.2)
ocurre con probabilidad 1.
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Un camino para obtener cotas exponenciales es el siguiente: se aplica la
desigualdad de Efron-Stein a eλZ/2 con λ > 0 y posteriormente el teorema
del valor medio
EeλZ − (E[eλZ/2]2) ≤ E
[ n∑
i=1
(eλZ/2 − eλZ′i/2)2+
]
≤ λ
2
4
E
n∑
i=1
[
eλZ(Z − Z ′i)2+
]
Ahora se puede hacer uso de la condicio´n (2.2) y deducir que
EeλZ − (E[eλZ/2]2) ≤ νλ
2
4
EeλZ
o equivalentemente que(
1− νλ
2
4
)
F (λ) ≤ (F (λ/2))2,
donde F (λ) = Eeλ(Z−EZ) o equivalentemente(
1− νλ
2
4
)
F (λ) ≤ (F (λ/2))2,
con F (λ) = Eeλ(Z−EZ). Esta u´ltima desigualdad controla la funcio´n genera-
dora de momentos y su solucio´n se prueba haciendo uso del siguiente lema
cuya demostracio´n se puede ver en [1].
2.2 Lema. Sea g : (0, 1)→ (0,∞) una funcio´n tal que el l´ımite l´ımx→0(g(x)−
1)/x = 0. Si para todo x ∈ (0, 1)
(1− x2)g(x) ≤ g(x/2)2,
entonces
g(x) ≤ (1− x2)−2.
Como F (0) = 1 y F ′(0) = 0, l´ımλ→0(F (λ)− 1)/λ = 0 y se puede aplicar
el lema (2.2) a la funcio´n que env´ıa x en F (2xν−1/2) y se llega a
F (λ) ≤
(
1− λ
2ν
4
)−2
(2.3)
para todo λ ∈ (0, 2ν−1/2). Por tanto, la desigualdad de Efron-Stein puede
ser usada para probar la integrabilidad exponencial de Z. Adema´s, como por
(2.3) F (ν−1/2) ≤ 2, por la desigualdad de Markov, para todo t > 0,
P (Z − EZ ≥ t) ≤ 2e−t/
√
ν . (2.4)
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Otra forma de explotar (2.3) es acotar − log(1−u) por u(1−u)−1 y concluir
que para todo λ ∈ (0, 2ν−1/2)
logF (λ) ≤ λ
2ν
2(1− (λ2ν/4))) ≤
λ2ν
2(1− (λ√ν/2)) .
Esta cota para la funcio´n generadora de momentos sen˜ala que Z−EZ es una
variable aleatoria sub-exponencial con factor varianza ν y para´metro escala
c =
√
ν/2. Como se vio´ en la seccio´n (1.2) del primer cap´ıtulo, para todo
t > 0,
P (Z − EZ ≥
√
2νt+ ct) ≤ e−t. (2.5)
Como c =
√
ν/2,se puede ver que si t no es muy pequen˜o (t ≥ 1), el te´rmino
lineal en la expresio´n
√
2νt+ ct domina a la otra. Por esta razo´n no se puede
considerar a (2.5) como una desigualdad sub-gaussiana.
En las siguiente subsecciones se hara´ uso de la desigualdad de Efron-Stein
para ejemplos t´ıpicos.
2.3. Algunos casos especiales
2.3 Definicio´n. Se dice que una funcio´n f : X n −→ R tiene la propiedad
de diferencias acotadas si para alguna constante no negativa c1, ..., cn,
sup
x1,...,xn,
x′i∈X
|f(x1, ..., xn)− f(x1, ..., xi−1, x′i, xi+1, ..., xn)| ≤ ci, 1 ≤ i ≤ n
En otras palabras si se cambia la i-e´sima variable de f mientras se man-
tengan el resto fijas, el valor de la funcio´n no cambiara´ ma´s que ci.
La desigualdad de Efron-Stein implica lo siguiente
2.4 Corolario. Si f tiene la propiedad de diferencias acotadas con constantes
c1, ..., cn, entonces
Var(Z) ≤ 1
4
n∑
i=1
c2i
Demostracio´n. Por la desigualdad de Efron-Stein,
Var(Z) ≤ ı´nf
Zi
n∑
i=1
E[(Z − Zi)2]
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donde el ı´nfimo se toma entre la clase de todas las variables Zi que son X
(i)
medibles y de cuadrado integrables i = 1, ..., n.. Entre ellas elegimos
Zi =
1
2
(
sup
x′i∈X
f(X1, ..., Xi−1, x′i, Xi+1, ..., Xn) + ı´nf
x′i∈X
f(X1, ..., Xi−1, x′i, Xi+1, ..., Xn)
)
.
Y como
(Z − Zi)2 ≤ c
2
i
4
y Var(Z) ≤
n∑
i=1
E[Z − Zi]2
se sigue que
Var(Z) ≤ 1
4
n∑
i=1
c2i .
Adema´s, si se aplica (2.4) se tiene
P (Z − EZ ≥ t) ≤ 2e
−2t√∑n
i=1
c2
i .

2.5 Definicio´n. Se dice que una funcio´n no negativa f : X n −→ [0,∞) tiene
la propiedad de ser autoacotante si existen funciones fi : X n−1 −→ R tales
que para todo x1, ..., xn ∈ X y todo i = 1, ..., n
0 ≤ f(x1, ..., xn)− fi(x1, ..., xi−1, xi+1, ..., xn) ≤ 1
y tambie´n
n∑
i=1
(f(x1, ..., xn)− fi(x1, ..., xi−1, xi+1, ..., xn)) ≤ f(x1, ..., xn)
Para funciones autoacotantes claramente se tiene,
n∑
i=1
(f(x1, ..., xn)− fi(x1, ..., xi−1, xi+1, ..., xn))2 ≤ f(x1, ..., xn)
y adema´s la u´ltima expresio´n de ν en el Teorema de Efron-Stein implica lo
siguiente:
2.6 Corolario. Si f tiene la propiedad de ser autoacotante, entonces
Var(Z) ≤ EZ
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Demostracio´n. Por el Teorema de Efron-Stein se tiene,
Var(Z) ≤ E
[
n∑
i=1
(f(x1, ..., xn)− fi(x1, ..., xi−1, xi+1, ..., xn))2
]
≤ E [f(x1, ..., xn)] = EZ.

Una clase importante de funciones que satisfacen la propiedad de ser
autoacotante son las llamadas funciones configuracio´n.
2.7 Definicio´n. Suponemos que tenemos una propiedad Π definida sobre
la unio´n de productos finitos de un conjunto X , esto es, una secuencia de
conjuntos
Π1 ⊂ X , Π2 ⊂ X 2, ...,Πn ⊂ X n.
Se dice que (x1, ..., xm) ∈ Xm satisface la propiedad Π si (x1, ..., xm) ∈ Πm.
Se asume que Π es hereditaria en el sentido que si (x1, ..., xm) satisface Π
entonces cualquier sub-secuencia (xi1 , ..., xik) tambie´n lo hace.
2.8 Definicio´n. La funcio´n f : X n −→ N de Π que asigna cualquier vector
x = (x1, ..., xn) la longitud de la sub-secuencia ma´s grande en Π es una
funcio´n configuracio´n asociada a la propiedad Π, es decir,
f(x1, ..., xn) = ma´x{k ∈ N : ∃i1 ≤ ... ≤ ik ∈ {1, .., n}/(xi1 , ..., xik) ∈ Π}}
2.9 Corolario. Sea f una funcio´n configuracio´n y sea Z = f(X1, ..., Xn)
donde X1, ..., Xn son variables aleatorias independientes entonces
Var(Z) ≤ EZ
Demostracio´n. Haciendo uso del Corolario (2.6) es suficiente ver que cual-
quier funcio´n de configuracio´n tiene la propiedad de ser autoacotante. Sea
Zi = f(X
(i)) = f(X1, ..., Xi−1, Xi+1, ..., Xn). La condicio´n 0 ≤ Z − Zi ≤
1 se satisface trivialmente. Por otra parte, se asume que Z = k y sea
{Xi1 , ..., Xik} ⊂ {X1, ..., Xn} una subsecuencia (existe pues f es funcio´n de
configuracio´n) de cardinal k tal que fk(Xi1 , ..., Xik) = k. Claramente, si el
ı´ndice i es tal que i /∈ {i1, ..., ik} entonces Z = Zi y adema´s
n∑
i=1
(Z − Zi) ≤ Z
tambie´n se satisface, lo que concluye la prueba pues f tendr´ıa la propiedad
de ser autoacotante.
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2.4. Ejemplos y aplicaciones
Para ilustrar el hecho de que las funciones configuracio´n aparecen de
forma natural en numerosas aplicaciones a continuacio´n se vera´n algunos
ejemplos en diferentes campos.
2.4.1. El mayor autovalor de una matriz sime´trica alea-
toria
Sea A una matriz sime´trica real cuyas entradas Xi,j 1 ≤ i ≤ j ≤ n
son variables aleatorias independientes con valor absoluto acotado por 1. Sea
Z = λ1 el mayor autovalor de A. Esta propiedad se necesita para poder acotar
la varianza de Z, esto es, si v = (v1, ..., vn) ∈ R es el autovector asociado a
λ1 con ||v|| = 1, entonces
λ1 = v
TAv = sup
u:||u||=1
uTAu.
Se considera ahora la matriz sime´trica A′i,j obtenida de reemplazar Xi,j en
A por una copia independiente X ′i,j mientras se mantiene el resto de las
variables fijas. Sea Z ′i,j el mayor autovalor de la matriz obtenida. Entonces
se tiene
(Z − Z ′i,j)+ ≤ (vTAv − vTA′i,jv)1{Z>Z′i,j}
= (vT (A− A′i,j)v)1{Z>Z′i,j}
≤ 2(vivj(Xi,j −X ′i,j))+
≤ 4|vivj|.
Y por consiguiente,
∑
1≤i≤j≤n
(Z − Z ′i,j)2+ ≤
∑
1≤i≤j≤n
16|vivj|2 ≤ 16
( ∑
1≤i≤j≤n
v2i
)2
= 16
Tomando esperanza a ambos lados y usando la desigualdad de Efron-Stein
se tiene
Var(Z) ≤
n∑
i=1
E[(Z − Z ′i,j)2] ≤ 16.
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En consecuencia, la varianza esta´ acotada por una constante independiente
del taman˜o de la matriz y de la distribucio´n de las entradas. La u´nica con-
dicio´n que se necesita es la independencia y la acotacio´n de las entradas; no
tienen que tener la misma distribucio´n. Adema´s, si se aplica (2.4) se tiene
P (Z − EZ ≥ t) ≤ 2e−t/4.
La desigualdad de Efron-Stein se puede aplicar satisfactoriamente para
probar una cota fuerte para la varianza de una funcio´n suave de un vector
aleatorio con distribucio´n normal esta´ndar.
2.4.2. Desigualdad gaussiana de Poincare´.
Sea X = (X1, ..., Xn) un vector de variables aleatorias independientes
igualmente distribuidas con distribucio´n normal esta´ndar (es decir, X ∼
γn , γn ∼ N(0, In)).
Sea f : Rn → R cualquier funcio´n de clase C1. Entonces
Var(f(X)) ≤ E[||Of(X)||2] =
∫
Rn
||Of(X)||2dγn(x).
Demostracio´n. Se asume que E[||Of(X)||2] < ∞, pues en otro caso la de-
sigualdad es trivial. Sean 1, ..., n variables aleatorias independientes Rade-
macher, es decir, P (i = 1) = P (i = −1) = 1/2 con i = 1, ..., n, y se define
Sn = 1/(
√
n)
∑n
j=1 j. En primer lugar veamos que´ ocurre cuando f es una
funcio´n de soporte compacto y en segundo lugar se hara´ uso de que toda
funcio´n se puede extender a una de soporte compacto.
Primer caso: Suponemos f ∈ C 2c (R). Por la desigualdad de Efron Stein
se tiene
Var(Z) ≤
n∑
i=1
E[Var(i)](Z)
y como se puede escribir
Var(i)(f(Sn)) =
1
4
(
f
(
Sn +
1− i√
n
)
− f
(
Sn − 1 + i√
n
))2
uniendo estos dos resultados se llega a
V ar(f(Sn)) ≤ 1
4
n∑
i=1
E
(
f
(
Sn +
1− i√
n
)
− f
(
Sn − 1 + i√
n
))2
(2.6)
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pues Z = f(X) ∼ f(Sn). El teorema central del l´ımite implica que
Sn converge en distribucio´n a X, donde X tiene una distribucio´n nor-
mal esta´ndar. Por consiguiente Var(f(Sn)) converge a Var(f(X)). Se
considera el desarrollo de Taylor de f en torno a Sn,
f(Y ) = f(Sn) + f
′(Sn)(Y − Sn) +R2(f)
con R2(f) el resto de Taylor de orden dos, es decir,
R2(f) = f II)(ζ)
(Y − Sn)2
2!
.
Sea K el supremo del valor absoluto de la segunda derivada de f y
haciendo uso ahora del corolario 2.4.1 de [3] se tiene que para todo i,∣∣∣f(Sn + 1− i√
n
)
− f
(
Sn − 1 + i√
n
)∣∣∣ ≤ 2√
n
|f ′(Sn)|+ 2K
n
y adema´s,
n
4
(
f
(
Sn +
1− i√
n
)
− f
(
Sn − 1 + i√
n
))2
≤ f ′(Sn)2 + 2K√
n
|f ′(Sn)|+ K
2
n
.
Esto y el teorema central del l´ımite no llevan a que
l´ım sup
n→∞
n∑
i=1
E
[(
f
(
Sn +
1− i√
n
)
− f
(
Sn − 1 + i√
n
))2]
= E[f ′(X)2],
y haciendo uso de (2.6) se llega a que
Var(f(X)) ≤ E[f ′(X)].
Segundo caso: f ∈ C 1(R). Suponemos sin pe´rdida de generalidad que∫∞
−∞ f(x)ϕ(x)dx = 0 entonces
Var(f(x)) =
∫ ∞
−∞
f(x)2ϕ(x)dx = l´ım
k→∞
∫ k
−k
f(x)2ϕ(x)dx.
Adema´s, ∫ k
−k
f(x)2ϕ(x)dx = l´ım
→0
∫
R
f(x)
2ϕ(x)dx,
donde
f(x) =
∫ 
−
1

η
(y

)
f |[−k,k] (x− y) y
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η(y) =
{
C exp
(
1
x2−1
)
si |x| < 1
0 resto
y C elegida de forma que
∫
R η(y)dy = 1. Por el Teorema 6 pa´gina 630
de [4] se tiene,
l´ım
→0
∫ ∞
−∞
f(x)ϕ(x)dx =
∫ k
−k
f(x)2ϕ(x)dx.
y
l´ım
→0
∫ ∞
−∞
f(x)
2ϕ(x)dx =
∫ k
−k
f(x)2ϕ(x)dx.
Por lo tanto, l´ım→0 Var(f(x)) = Var(f |[−k,k] (x)). Por otro lado, por
el primer caso (porque f es C∞c (R))
Var(f(x)) ≤
∫
R
(f ′)
2(x)ϕ(x)dx.
Pero tambie´n se tiene (de nuevo por el Teorema 6 pa´gina 630 de [4])
l´ım
→0
∫
R
(f ′(x))
2ϕ(x)dx =
∫ k
−k
f ′(x)2ϕ(x)dx.
De aqu´ı concluimos que∫ k
−k
f(x)2ϕ(x)dx ≤
∫ k
−k
f ′(x)2ϕ(x)dx.
Ahora bien, por el teorema de la convergencia mono´tona
l´ım
k→∞
∫ k
−k
f(x)2ϕ(x)dx =
∫ ∞
−∞
f(x)2ϕ(x)dx
l´ım
k→∞
∫ k
−k
f ′(x)2ϕ(x)dx =
∫ ∞
−∞
f ′(x)2ϕ(x)dx
y concluimos que∫ ∞
−∞
f(x)2ϕ(x)dx ≤
∫ ∞
−∞
f ′(x)2ϕ(x)dx
como quer´ıamos probar.

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Cap´ıtulo 3
Entrop´ıa de variables aleatorias
En este cap´ıtulo se introducira´ la nocio´n de entrop´ıa relativa que es una
herramienta clave para probar desigualdades de concentracio´n. Muchas de
las ma´s importantes desigualdades de concentracio´n se pueden obtener por
el me´todo de la entrop´ıa.
En la seccio´n (3.1) se presentan varios resultados de representacio´n de la
entrop´ıa relativa mediante fo´rmulas variacionales o de dualidad. Como conse-
cuencia de estas representaciones, en la seccio´n (3.2) se demuestra el “Lema
de Transporte”, un resultado clave para relacionar la entrop´ıa relativa con la
concentracio´n de variables aleatorias. Una aplicacio´n de este lema se presenta
en la seccio´n (3.3) , donde se demuestra la desigualdad de Pinsker. Finalmen-
te, la seccio´n (3.4) prueba una importante propiedad de sub-aditividad de la
entrop´ıa de variables independientes. En este caso presentamos el resultado
en la forma general Φ- entrop´ıas, que incluyen el caso de la entrop´ıa cla´sica,
pero tambie´n la desigualdad de Efron-Stein como casos particulares.
Si Φ denota la funcio´n Φ(x) = x log(x) definida en [0,∞) (donde 0 log 0
se define como 0) y (Ω,A,P) es un espacio de probabilidad, entonces Y
una variable aleatoria no negativa definida en tal espacio y tal que Y sea
integrable, esto es, si EY =
∫
Ω
Y (ω)dP(ω) < ∞, se define la entrop´ıa de Y
por
Ent(Y ) = EΦ(Y )− Φ(EY ). (3.1)
Ent(Y ) esta´ bien definida para toda variable aleatoria no negativa.
Como Φ es una funcio´n convexa, por la desigualdad de Jensen, Ent(Y )
es una cantidad no negativa (quiza´s infinita). Adema´s Ent(Y ) <∞ si y so´lo
si Φ(Y ) es integrable.
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Si Y es una variable aleatoria no negativa con EY = 1, se puede defi-
nir otra medida de probabilidad en (Ω,A,P) por Q(A) = ∫
A
Y (ω)dP(ω) =
E[Y 1A] para todo A ∈ A. Escribimos Q = YP para tal medida de probabi-
lidad. Entonces la divergencia de Kullback-Leibler(o entrop´ıa relativa) de Q
respecto a P se define por D(Q||P) = Ent(Y)
3.1. Dualidad y fo´rmulas variacionales
El siguiente resultado da una caracterizacio´n alternativa a la entrop´ıa
relativa.
3.1 Teorema (Fo´rmula de dualidad de Entrop´ıa). Sean Y una variable
aleatoria no negativa definida en el espacio de probabilidad (Ω,A,P) tal que
EΦ(Y ) <∞. Entonces se tiene la fo´rmula de la dualidad
Ent(Y) = sup
U∈U
E[UY ]
donde el supremo se toma sobre el conjunto U de todas las variables aleatorias
U : Ω −→ R¯ con EeU = 1. Adema´s si U es tal que E[UY ] ≤ Ent(Y) para
toda variable aleatoria no negativa Y tal que Φ(Y ) es integrable y EY = 1,
entonces EeU ≤ 1.
3.2 Comentarios.
Bajo el estudio de la funcio´n
g(x) = xu− x log x con u ∈ R, x > 0
se tiene que eu−1 es un punto cr´ıtico de g(x), es decir,
sup
x>0
(xu− Φ(x)) = eu−1.
Por tanto, si Φ(Y ) es integrable y Eeu = 1, se tiene,
UY ≤ Φ(Y ) + 1
e
eu.
Adema´s, U+Y es integrable y se puede definir E[UY ] como E[U+Y ]−
E[U−Y ] (donde U+ y U− denotan las partes positivas y negativas de
U.). Por ello el lado derecho de la igualdad del teorema esta´ siempre
bien definido.
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(Formulacio´n alternativa de la Fo´rmula de la dualidad). La
fo´rmula de la dualidad se puede reescribir como
Ent(Y) = sup
T
E[Y (log T − log(ET ))] (3.2)
donde el supremo se toma sobre todas las variables aleatorias integra-
bles y no negativas.
Demostracio´n. Para probar la fo´rmula de dualidad de entrop´ıa obse´rvese que
para toda variable aleatoria U con Eeu = 1, se tiene,
Ent[Y ]− E[UY ] = EnteuP [Y e−u]
pues es inmediato al aplicar la definicio´n (3.1). No´tese que EnteuP se define
como la entrop´ıa en la que las esperanzas se toman con respecto a la medida
de probabilidad eUP. Esto nos muestra que
Ent[Y ]− E[UY ] ≤ 0
y se de la igualdad cuando eU = Y/E[Y ]. Y as´ı queda probada la fo´rmula
de la dualidad. Para ver la u´ltima parte del teorema conside´rese U tal que
E[UY ] ≤ Ent[Y ] para toda variable aleatoria no negativa Y en (Ω,A) tal que
Φ(Y ) es integrable. Si EeU = 0 no hay nada que probar. De otra forma, dado
un entero positivo n suficientemente grande, se puede elegir Y = eU∧n/xn con
xn = E[e
U∧n] lo que nos lleva a que
E[UYn] ≤ Ent[Yn] = EΦ(Yn)− Φ(EYn)
y adema´s,
1
xn
E[Uemı´n(U,n)] ≤ 1
xn
[E[(mı´n(U, n))emı´n(U,n)]− log xn].
Por tanto, log xn = logEe
mı´n(U,n) ≤ 0 y tomando el l´ımite cuando n → ∞,
se tiene por el Teorema de la convergencia mono´tona que EeU ≤ 1, lo que
concluye la prueba del teorema.

El teorema previo hace posible establecer una dualidad entre entrop´ıa y
las funciones generadoras de momentos.
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3.3 Corolario. Sea Z una variable aleatoria integrable con valores reales.
Entonces para todo λ ∈ R,
logEeλ(E−EZ) = sup
Q<<P
[λ(EQZ − EZ)−D(Q||P)]
donde el supremo se toma de todas las medidas de probabilidad Q absoluta-
mente continuas con respecto a P, y EQ denota la integracio´n con respecto
a la medida Q.(E es la integracio´n con respecto a P).
Demostracio´n. Sea Q una medida de probabilidad absolutamente continua
con respecto a P. Tomando Y = dQ/dP y eligiendo U = λ(Z − EZ) −
ψZ−EZ(λ), y como EeU = 1 se sigue de la fo´rmula del Teorema (3.1) que
D(Q||P) = Ent(Y) ≥ E[UY ] = λ(EQZ − EZ)− ψZ−EZ(λ),
o equivalentemente que
ψZ−EZ(λ) ≥ λ(EQZ − EZ)−D(Q||P)
y adema´s
ψZ−EZ(λ) = logEeλ(Z−EZ) ≥ sup
Q′<<P
[λ(EQ′Z − EZ)−D(Q′||P].
Rec´ıprocamente, tomando
U = λ(Z − EZ)− sup
Q′<<P
[λ(EQ′Z − EZ)−D(Q′||P]
para toda variabales aleatoria no negativa Y tal que EY = 1,
E[UY ] ≤ Ent(Y).
Por consiguiente, por el Teorema (3.1), EeU ≤ 1 lo que quiere decir que
ψZ−EZ(λ) = logEeλ(Z−EZ) ≤ sup
Q′<<P
[λ(EQ′Z − EZ)−D(Q′||P].

La fo´rmula de la dualidad implica la propiedad siguiente de la divergencia
de Kullback-Leibler.
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3.4 Corolario. Sean P y Q dos distribuciones de probabilidad en el mismo
espacio. Entonces
D(Q||P) = sup
Z
[EQZ − logEeZ ]
donde el supremo se toma entre todas las variables aleatorias tales que
EeZ <∞.
La fo´rmula de la dualidad para la entrop´ıa y sus corolarios tienen muchas
u´tiles consecuencias. Entre ellas se encuentran las tres siguientes.
3.5 Teorema (Convexidad de la divergencia de Kullback-Leibler).
Para cualquier medida P en X , la funcio´n Q −→ D(P||Q) es convexa en el
conjunto de distribuciones de probabilidad sobre X .
Demostracio´n. Sea Z una variable aleatoria simple, Z =
∑
i∈I
aiIAi se tiene
EQ(Z) =
∑
i∈I
aiQ(Ai). Ahora bien, si Q1 y Q2 son dos medidas de probabili-
dad
EλQ1+(1−λ)Q2(Z) =
∑
i∈I
ai(λQ1(Ai) + (1− λ)Q2(Ai))
= λ
∑
i∈I
aiQ1(Ai) + (1− λ)
∑
i∈I
aiQ2(Ai))
= λEQ1(Z) + (1− λ)EQ2(Z).
Recue´rdese que E es la integracio´n con respecto a P.
D(λQ1 + (1− λ)Q2||P) = sup
Z
[EλQ1+(1−λ)Q2(Z)− logEeZ ]
= sup
Z
[λ(EQ1(Z)− logEeZ) + (1− λ)(EQ2(Z)− logEeZ)]
≤ sup
Z
[λ(EQ1(Z)− logEeZ)] + sup
Z
[(1− λ)(EQ2(Z)− logEeZ)]
= λD(Q1||P) + (1− λ)D(Q2||P)

3.6 Teorema (Divergencia de Kullback-Leibler y Transformacio´n de
Legendre de la funcio´n generadora de momentos logar´ıtmicos). Sea
Z una variable aleatoria con valores reales. Recue´rdese que ψZ(λ) = logEe
λZ
para todo λ ∈ R. Sea ψ ∗ (t) = supλ∈R[λt−ψZ−EZ(λ)]. Entonces se tiene para
todo t > 0 que
ψ ∗ (t) = ı´nf{D(Q||P) : EQ(Z)− EZ ≥ t}
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Demostracio´n. En primer lugar cabe sen˜alar que como se vio´ en (1.3)
ψ ∗Z (t) = supλ≥0[λt−ψZ(λ)] se puede extender a supλ∈R[λt−ψZ−EZ(λ)] por
lo que la desigualdad formulada equivale a ver que
sup
λ≥0
[λt− ψZ(λ)] = ı´nf{D(Q||P) : EQ(Z)− EZ ≥ t}.
Sea Q una medida de probabilidad absolutamente continua con respecto a
P. Tomando Y = dQ/dP y eligiendo U = λ(Z − EZ)− ψZ−EZ(λ), se tiene
EeU = 1 y se sigue de la fo´rmula del Teorema (3.1)
D(Q||P) = Ent(Y) ≥ E[UY ] = λ(EQZ − EZ)− ψZ−EZ(λ),
Si D(Q||P) es tal que cumple EQ(Z)− EZ ≥ t
{D(Q||P) : EQ(Z)− EZ ≥ t} ≥ λt− ψZ−EZ(λ) ∀t,∀λ ≥ 0.
En particular,
ı´nf{D(Q||P) : EQ(Z)− EZ ≥ t} ≥ sup
λ≥0
[λt− ψZ(λ)]
o lo que es lo mismo,
ı´nf{D(Q||P) : EQ(Z)− EZ ≥ t} ≥ sup
λ∈R
[λt− ψZ(λ)].
Rec´ıprocamente,
Si EQ(Z)− EZ ≥ t, por el corolario (3.3) se tiene
supλ≥0[λt−D(Q||P)] ≤ ψZ−EZ(λ)⇔ supλ≥0[λt−ψZ−EZ(λ)] ≤ ı´nf{D(Q||P) :
EQ(Z)− EZ ≥ t}

3.7 Teorema (La divergencia de Kullback-Leibler respecto a la dis-
tribucio´n producto.). Sea P la probabilidad definida en X × Y. Sea Px y
Py sus distribuciones marginales y sean Qx y Qy distribuciones de probabi-
lidad definidas en X e Y. Se tiene que
D(P||Qx ⊗Qy) = D(P||Px ⊗ Py) +D(Px||Qx) +D(Py||Qy)
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Demostracio´n. Si Q << P,
Ent
(dQ
dP
)
= D(Q||P) con Y = dQ
dP
.
Ahora bien,
D(Q||P) = Ent(Y ) =
∫
Ω
Y log Y dP =
∫
dQ
dP
log
(dQ
dP
)
dP.
Aplicado a este problema,
D(P||Qx ⊗Qy) =
∫
dP
d(Qx ⊗Qy) log
( dP
d(Qx ⊗Qy)
)
d(Qx ⊗Qy).
Haciendo uso de la descomposicio´n
dP
d(Qx ⊗Qy) =
dP
d(Px ⊗ Py) ·
d(Px ⊗ Py)
d(Qx ⊗Qy)
se tiene,
D(P||Qx ⊗Qy) =
∫
log
( dP
d(Px ⊗ Py)
)
dP +
∫
log
( d(Px ⊗ Py)
d(Qx ⊗Qy)
)
dP.
Recue´rdese ahora que si P˜ = Px ⊗ Py y Q˜ = Qx ⊗Qy
dP˜
dQ˜
(x, y) =
dPx
dQx
(x) · dPy
dQy
(y).
De modo que,
D(P||Qx ⊗Qy) =
∫
log
( dP
d(Px ⊗ Py)
)
dP +
∫ [
log
dPx
dQx
(x) log
dPy
dQy
(y)
]
dP
=
∫
log
( dP
d(Px ⊗ Py)
)
dP +
∫
log
dPx
dQx
(x)dP +
∫
log
dPy
dQy
(y)dP
= D(P||Px ⊗ Py) +D(Px||Qx) +D(Py||Qy).

La divergencia de Kullback-Leibler se puede derivar de la divergencia de
Bregman como se puede ver a continuacio´n.
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3.8 Teorema (La esperanza minimiza la divergencia de Bregman).
Sean I ⊂ R un intervalo abierto y sea f : I −→ R una funcio´n convexa y
diferenciable. Para todo x, y ∈ I, la divergencia de Bregman de f para x a y
es f(y)− f(x)− f ′(x)(y− x). Sea X una variable aleatoria con valores en I.
Entonces
E[f(X)− f(EX)] = ı´nf
u>0
E[f(X)− f(a)− f ′(a)(X − a)].
Tomando f(x) = x log x, se obtiene la siguiente fo´rmula variacional para
la entrop´ıa.
3.9 Corolario. Sea Y una variable aleatoria no negativa tal que
EΦ(Y ) <∞. Entonces
Ent(Y) = ı´nf
u>0
E[Y (log Y − log u)− (Y − u)].
3.2. Lema de transporte
La fo´rmula de la dualidad del Corolario (3.3) permite relacionar la propie-
dad de concentracio´n de una variable aleatoria Z alrededor de su esperanza
con lo que se llama coste de transporte, esto es, el “precio” que uno tiene que
pagar cuando se calcula la expectativa de Z bajo una medida de probabilidad
Q en lugar de la medida de probabilidad original P.
3.10 Lema. Sea Z una variable aleatoria integrable con valores reales. Sea
Φ una funcio´n convexa y continuamente diferenciable en un intervalo [0, b)
(puede que no acotado ) y se asume que Φ(0) = Φ′(0) = 0. Se define para
todo x ≥ 0,
Φ∗(x) = sup
λ∈(0,b)
(λx− Φ(λ)),
y sea para todo t ≥ 0
Φ∗−1(t) = ı´nf{x ≥ 0 : Φ∗(x) > t}.
Entonces los dos enunciados siguientes son equivalentes:
(i) ∀λ ∈ (0, b), logEeλ(Z−EZ) ≤ Φ(λ)
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(ii) Para cualquier medida Q absolutamente continua con respecto a P tal
que D(Q||P) <∞,
EQZ − EZ ≤ Φ∗−1[D(Q||P)]. (3.3)
En particular, dado ν > 0
logEeλ(Z−EZ) ≤ νλ
2
2
∀λ > 0
si, y so´lo si, para cualquier medida de probabilidad Q absolutamente
continua respecto a P y tal que D(Q||P) <∞,
EQZ − EZ ≤
√
2νD(Q||P).
Demostracio´n. Haciendo uso del Corolario (3.3) se tiene que
sup
Q<<P
[λ(EQ − EZ)−D(Q||P)] ≤ Φ(λ),
lo que equivale a
EQ − EZ ≤ ı´nf
λ∈(0,b)
(
Φ(λ) +D(Q||P)
λ
)
para toda distribucio´n Q que es absolutamente continua con respecto a P.
Sin embargo, se sigue del Lema (1.5) que
Φ∗−1(D(Q||P)) = ı´nf
λ∈(0,b)
(
Φ(λ) +D(Q||P)
λ
)
lo que lleva a que (i) es equivalente a (ii).

3.3. Desigualdad de Pinsker
En esta seccio´n se vera´ un resultado fundamental conocido como desigual-
dad de Pinsker que es la base del e´xitoso me´todo para probar desigualdades
de concentracio´n llamado “me´todo de transporte”. La desigualdad de Pins-
ker relaciona la entrop´ıa de dos distribuciones de probabilidad en un espacio
medible (Ω,A). En primer lugar ve´ase la definicio´n de variacio´n total.
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3.11 Definicio´n. La variacio´n total o la distancia variacional entre P Y Q
esta´ definida por
V (P,Q) = sup
A∈A
|P(A)−Q(A)|
pudie´ndose representar tambie´n por dTV (P,Q).
Adema´s la variacio´n total se puede definir como la mitad de la distancia
L1(||f ||1 =
(∫
X
|f |1dm) ), esto es, si λ es la medida dominante comu´n de P
y Q con p(x) = dP/dλ y q(x) = dQ/dλ sus densidades respectivas, entonces
V (P,Q) = P(A∗)−Q(A∗) = 1
2
∫
|p(x)− q(x)|dλ(x)
donde A∗ = {x : p(x) ≥ q(x)}. Adema´s se puede probar que V (P,Q) =
mı´n P{X 6= Y }, donde el mı´nimo se toma sobre todos los pares de distri-
buciones comunes para las variables aleatorias (X, Y ) cuyas distribuciones
marginales son X ∼ P y Y ∼ Q.
De forma similar a como ocurre en el caso continuo se tiene,
3.12 Teorema. Sean P y Q distribuciones de probabilidad en el mismo
conjunto discreto X . Entonces,
V (P,Q) = P(A∗)−Q(A∗) = 1
2
∑
x∈X
|P(x)−Q(x)|
donde A∗ = {x : P(x) ≥ Q(x)}. Adema´s, V (P,Q) = mı´nP{X 6= Y }, donde
el mı´nimo se toma sobre todos los pares de distribuciones comunes para las
variables aleatorias (X, Y ) cuyas distribuciones marginales son X ∼ P y
Y ∼ Q.
Demostracio´n. Sean A∗ = {x : P(x) ≥ Q(x)} y B∗ = {x : P(x) ≤ Q(x)}.
Puesto que∑
x∈A∗
(P(x)−Q(x)) = −
∑
x∈B∗
(P(x)−Q(x)) = 1
2
∑
x∈X
|P(x)−Q(x)|.
En particular,
1
2
∑
x∈X
|P(x)−Q(x)| ≤ V (P,Q).
Por otro lado, si C∗ ⊂ X
P(C∗)−Q(C∗) = (P(C∗ ∩A∗)−Q(C∗ ∩A∗)) + (P(C∗ ∩B∗)−Q(C∗ ∩B∗))
y de aqu´ı se deduce
−P(A∗)−Q(A∗) ≤ P(C∗)−Q(C∗) ≤ P(A∗)−Q(A∗).
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Como aplicacio´n de esta caracterizacio´n de la distancia de variacio´n total,
probamos a continuacio´n la siguiente versio´n de la ley de los sucesos raros.
La Ley de los Eventos Raros fue demostrada por Poisson en su libro Re-
cherches sur la Probabilite´s des Jugements en Matie`re Criminelle et Matie`re
Civile. Surge del estudio de una variable aleatoria X que mide el “nu´mero de
e´xitos” en n ensayos Bernoulli con para´metro p. El te´rmino raro se refiere a
que la probabilidad de e´xito p > 0 es pequen˜a.
3.13 Teorema (Ley de eventos raros). Sea P la distribucio´n de proba-
bilidad de una suma de n variables aleatorias independientes X1, ..., Xn con
distribucio´n Bernoulli con para´metros p1, ..., pn. Sea Po(µ) la distribucio´n
Poisson con esperanza µ =
∑n
i=1 pi.
Entonces V (P, Po(µ)) ≤
∑n
i=1 p
2
i .
Demostracio´n. Se utilizara´ la letra P para denotar la medida de probabilidad
y P y Q sera´n distribuciones de probabilidad. Recue´rdese que si P y Q son
distribuciones de probabilidad en el mismo conjunto discreto X entonces
V (P,Q) =
1
2
∑
x∈X
|P(x)−Q(x)|.
Tenie´ndose adema´s que
V (P,Q) = mı´nP{X 6= Y },
donde el mı´nimo se toma sobre todos los pares de distribuciones comunes para
las variables aleatorias (X, Y ) cuyas distribuciones marginales son X ∼ P y
Y ∼ Q. Ahora bien, para P = B(p) y Q = Po(p) se tiene,
V (B(p), Po(p)) =
1
2
∞∑
j=0
|P(j)−Q(j)|
=
1
2
[ ∞∑
j=2
e−ppj
j!
+ |(1− p)− e−p|+ |p− e−pp|
]
=
1
2
[
e−p(ep − 1− p) + e−p − (1− p) + p(1− e−p)]
=
1
2
(
2p− 2pe−p)
= p(1− e−p) ≤ p2.
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pues recue´rdese que 1− p ≤ e−p. Ahora bien como
V (B(p), Po(p) = p(1− e−p) ≤ p2
en particular existen (Xi, Yi) con Xi ∼ B(pi) , Yi ∼ Po(pi) y
P{Xi 6= Yi} ≤ p2i . Sean (X1, Y1), ..., (Xn, Yn) variables aleatorias indepen-
dientes tales que X1 + ...+Xn ∼ P y Y1 + ...+ Yn ∼ Po(µ) se tiene
P{X1 + ...+Xn 6= Y1 + ...+ Yn} ≤
n∑
i=1
P{Xi 6= Yi} ≤
n∑
i=1
p2i .
De modo que V (P, Po(µ)) ≤
∑n
i=1 p
2
i

Completamos la seccio´n con el resultado anunciado que relaciona la dis-
tancia en variacio´n total con la entrop´ıa relativa.
3.14 Teorema (Desigualdad de Pinsker). Sean P y Q distribuciones de
probabilidad en (Ω,A) tal que Q << P. Entonces,
V (P,Q)2 ≤ 1
2
D(Q||P)
Demostracio´n. Sea la variable aleatoria Y tal que Q = YP y sea
A∗ = {Y ≥ 1} el conjunto que alcanza el ma´ximo en la definicio´n de variacio´n
total entre P y Q. Entonces siendo Z = 1{A∗},
V (P,Q) = Q(A∗)−P(A∗) = EQZ − EZ
se sigue del lema de Hoeffding (1.9) que para todo λ > 0
ΨZ−EZ(λ) = logEeλ(Z−EZ) ≤ λ
2
8
que por (3.3), lleva a,
EQZ − EZ ≤
√
2
1
4
D(Q||P)

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3.4. Sub-Aditividad de la Entrop´ıa
A continuacio´n se vera´ una desigualdad que servira´ como la base del lla-
mado “me´todo de la entrop´ıa” para probar desigualdades de concentracio´n.
Adema´s se vera´ una versio´n mucho ma´s general con consecuencias ma´s im-
portantes.
Sean X1, ..., Xn variables aleatorias independientes y Z = f(X1, ..., Xn).
La base del me´todo de la entrop´ıa es una extensio´n u´til de la desigualdad de
Efron-Stein. Recue´rdese que la desigualdad de Efron-Stein establece que
Var(Z) ≤
n∑
i=1
E
[
E(i)(Z2)− (E(i)Z)2] .
Es claro que esta ecuacio´n equivale a tomar Φ(x) = x2 en
EΦ(Z)− Φ(EZ) ≤
n∑
i=1
E
[
E(i)Φ(Z)− Φ(E(i)Z)2] .
De hecho, esta desigualdad es cierta para una clase ma´s amplia de funciones
convexas Φ. Estudiamos ahora el caso Φ(x) = x log x.
3.15 Teorema (Sub-aditividad de la entrop´ıa). Sean X1, ..., Xn varia-
bles aleatorias independientes y sea Y = f(X1, ..., Xn) una funcio´n medi-
ble no negativa de estas variables tal que Φ(Y ) = Y log Y es integrable.
Para todo 1 ≤ i ≤ n, se denota por E(i) a la esperanza condicionada a
X(i) = (X1, ..., Xi−1, Xi+1, ..., Xn) y Ent(i)(Y ) la entrop´ıa condicional de Y,
Ent(i)(Y ) = Ent(i)Φ(Y )− Φ(Ent(i)Y ). Entonces,
Ent(Y) ≤ E
n∑
i=1
Ent(i)(Y ).
Demostracio´n. Sea Ei[·] = E[·|X1, ..., Xi] la varianza condicional para i =
1, ..., n y se asume que E0 = E. Se tiene la descomposicio´n:
Y (log Y − log(EY )) =
n∑
i=1
Y (log(EiY )− log(Ei−1Y )).
Haciendo ahora uso de (3.2) y de que Ei[E
(i)Z ] = Ei−1Z pues X1, ..., Xn son
independientes se tiene
E(i)[Y (log(EiY )− log(E(i)[EiY ]))] ≤ Ent(i)(Y ).
49
Uniendo ambos resultados y tomando esperanzas a ambos lados
E[Y (log Y − log(EY ))] =
n∑
i=1
E
[
E(i)[Y (log(EiY )− log(E(i)[EiY ]))]
]
=
n∑
i=1
E [Y (log(EiY )− log(Ei−1Y ]]
≤
n∑
i=1
E
[
Ent(i)(Y )
]
.

Esta propiedad de sub-aditividad es va´lida para otros tipos de Φ- entrop´ıa,
concepto que introducimos a continuacio´n
3.16 Definicio´n. Sea Φ : [0,∞) −→ R una funcio´n convexa y se asigna a
toda variable aleatoria no negativa Z e integrable el nu´mero
HΦ(Z) = EΦ(Z)− Φ(EZ).
Por la desigualdad de Jensen, HΦ(Z) es siempre no negativa. A HΦ(Z) se le
llama Φ-entrop´ıa de Z.
Recue´rdese que Z = f(X1, ..., Xn) sera´ la funcio´n a estudiar siendo e´sta
medible no negativa donde X1, ..., Xn son variables aleatorias independientes
que toman valores en un conjunto X . La propiedad clave que se necesita es
la siguiente desigualdad se sub-aditividad de Φ-entrop´ıa.
HΦ(Z) ≤ E
n∑
i=1
H
(i)
Φ (Z)
donde H
(i)
Φ (Z) = E
(i)Φ(Z)−Φ(E(i)Z) es la entrop´ıa condicional y como ya s
eha mencionado anteriormente E(i) denota la esperanza condicionada a X(i).
Obse´rvese que para Φ(x) = x2, la propiedad de sub-aditividad es justo la
desigualdad de Efron-Stein, mientras que con Φ(x) = x log x se reduce a la
desigualdad de sub-aditividad de la entrop´ıa ordinaria.
Aqu´ı se vera´ que las Φ-entrop´ıas son sub-aditivas para una amplia clase
de funciones convexas Φ. De hecho, se caracteriza la clase de funciones Φ que
dan lugar a los funcionales de entrop´ıa con la propiedad de sub-aditividad.
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En primer lugar cabe sen˜alar que la sub-aditividad es equivalente a una
desigualdad de tipo Jensen. En realidad para n=2 y tomando Z = f(X1, X2),
la propiedad de sub-aditividad se reduce a
HΦ
(∫
f(x,X2)dµ1(x)
)
≤ HΦ(f(x,X2)) (3.4)
donde µ1 denota la distribucio´n de X1. Por otra parte, (3.4) implica la pro-
piedad de aditividad. En efecto, sea Y1 igualmente distribuida a X1 y sea Y2
igualmente distribuida a la n-1-tupla X2, ..., Xn. Sean µ1 y µ2 sus distribucio-
nes correspondientes. Entonces, Z = f(Y1, Y2) es una funcio´n medible. Por
el teorema de Tonelli-Fubini,
HΦ(Z) =
∫ ∫ (
Φ
(
f(y1, y2)
)
− Φ
(∫
f(y′1, y2)dµ1(y
′
1)
)
+ Φ
(∫
f(y′1, y2)dµ1(y
′
1)
)
− Φ
(∫ ∫
f(y′1, y
′
2)dµ1(y
′
1)dµ2(y
′
2)
))
dµ1(y1)dµ2(y2)
=
∫ (∫ [
Φ
(
f(y1, y2)
)
− Φ
(∫
f(y′1, y2)dµ1(y
′
1)
]
dµ1(y1)
)
dµ2(y2)
+
∫ (
Φ
(∫
f(y′1, y2)dµ1(y
′
1)
)
− Φ
(∫ ∫
f(y′1, y
′
2)dµ1(y
′
1)dµ2(y
′
2)
))
dµ2(y2)
=
∫
HΦ
(
f(Y1, y2)
)
dµ2(y2) +HΦ
(∫
f(y′1, Y2)dµ1(y
′
1)
)
≤
∫
HΦ
(
f(Y1, y2)
)
dµ2(y2) +
∫
HΦ(f(y
′
1, Y2))dµ1(y
′
1)
donde el u´ltimo paso se sigue de (3.4). En otras palabras se tiene
HΦ(Z) ≤ EH(1)Φ +
∫
HΦ(f(x1, X2, ..., Xn))dµ1(x1).
Por induccio´n, (3.4) lleva a la propiedad de sub-aditividad para todo n. En
consecuencia, la propiedad de sub-aditividad de HΦ es equivalente a lo que
podr´ıamos llamar propiedad de Jensen, esto es, (3.4). Esto implica que para
probar la sub-aditividad de una Φ-entrop´ıa es suficiente ver que e´sta cumple
la propiedad de Jensen.
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3.17 Teorema (Sub-aditividad de la Φ-entrop´ıa). Sea C la clase de fun-
ciones f : [0,∞) −→ R que son continuas y convexas en [0,∞), doblemente
diferenciables en (0,∞) y tal que o Φ es una funcio´n af´ın o Φ′′ es estric-
tamente positiva y 1/Φ′′ es co´ncavo. Para todo Φ ∈ C, el funcional HΦ es
sub-aditivo.
La demostracio´n de este teorema se basa principalmente en la fo´rmula de
la dualidad para la Φ-entrop´ıa de la forma
HΦ(Z) = sup
T∈T
E[ψ1(T )Z + ψ2(T )]
con funciones convenientes ψ1 y ψ2 y una clase adecuada de variables no
negativas T . Tal fo´rmula implica obviamente que el funcional HΦ es convexa.
Por otra parte, esto tambie´n implica la propiedad de Jensen y adema´s la
propiedad de sub-aditividad para HΦ siguiendo el simple argumento: Sea
Z = f(Y1, Y2) una funcio´n donde Y1 = X1 y Y2 = (X2, ..., Xn). Entonces
HΦ
(∫
f(y1, Y2)dµ1(y1)
)
= sup
T∈T
∫ [
Ψ1(T (y2))
∫
f(y1, y2)dµ1(y1) + Ψ2(T (y2))
]
dµ2(y2)
(Por el Teorema de Fubini)
= sup
T∈T
∫ (∫
[Ψ1(T (y2))f(y1, y2) + Ψ2(T (y2))]dµ2(y2)
)
dµ1(y1)
≤
∫ (
sup
T∈T
∫
[Ψ1(T (y2))f(y1, y2) + Ψ2(T (y2))]dµ2(y2)
)
dµ1(y1)
=
∫
HΦ(f(y1, Y2))dµ1(y1).
Por consiguiente, para completar la prueba del teorema, el siguiente lema
es suficiente.
3.18 Lema (Fo´rmula de Dualidad para Φ-entrop´ıas.). Sea Φ ∈ C y
Z ∈ L+1 .Si Φ(Z) es integrable entonces
HΦ(Z) = sup
T∈L+1 ,T 6=0
{E[(Φ′(T )− Φ′(ET ))(Z − T ) + Φ(T )]− Φ(ET )}
Demostracio´n. El caso en que Φ es af´ın es trivial. En este caso HΦ es cero y
lo mismo ocurre con la expresio´n definida por la fo´rmula de la dualidad.
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No´tese que la expresio´n entre llaves para T = Z es igual a HΦ(Z) por lo
que basta comprobar la desigualdad
HΦ(Z) ≥ E[(Φ′(T )− Φ′(ET ))(Z − T ) + Φ(T )]− Φ(ET )
bajo la suposicio´n que Φ(Z) es integrable y T ∈ L+1 . Se asume que Z y T
esta´n acotadas y acotadas no pro´ximas a cero. Para todo λ ∈ [0, 1], se tiene
Tλ = (1− λ)Z + λT y
g(λ) = E[(Φ′(Tλ) + Φ′(ETλ))(Z − Tλ)] +HΦ(Tλ).
El objetivo es ver que la funcio´n g es no creciente en [0, 1]. No´tese que Z−Tλ =
λ(Z − T ) y usando los supuestos de acotacio´n para derivar en g se tiene,
g′(λ) = E[(Φ′(Tλ)− Φ′(ETλ))(Z − Tλ)]
− λE[((−Z + T )Φ′′(Tλ)− (−EZ + ET )Φ′′(ETλ))(Z − Tλ)]
+ E[−Z + T ]EΦ′(Tλ)− (−EZ + ET )Φ′(ETλ)
= E[(Φ′(Tλ)− Φ′(ETλ))(Z − Tλ)]
− λ
(
E[(Z − T )2Φ′′(Tλ)]− (E(Z − T ))2Φ′′(ETλ)
)
+ E[Φ′(Tλ)(T − Z)]− Φ′(ETλ)E[T − Z].
Esto es,
g′(λ) = −λ
(
E[(Z − T )2Φ′′(Tλ)]− (E(Z − T ))2Φ′′(ETλ)
)
.
Ahora, por la desigualdad de Cauchy-Schwarz se tiene,
(E[Z − T ])2 =
(
E
[
(Z − T )
√
Φ′′(Tλ)
1√
Φ′′(Tλ)
])2
≤ E
[ 1
Φ′′(Tλ)
]
E[(Z − T )2Φ′′(Tλ)].
Usando la concavidad de 1/Φ′′, la desigualdad de Jensen implica
E
[
1
Φ′′(Tλ)
]
≤ 1
Φ′′(ETλ)
,
lo que lleva a,
(E[Z − T ])2 ≤ 1
Φ′′(ETλ)
E[(Z − T )2Φ′′(Tλ)]
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que es equivalente a g′(λ) ≤ 0. Y adema´s g(1) ≤ g(0) = HΦ(Z). Esto quiere
decir que para todo T ,
E[(Φ′(T )− Φ′(ET ))(Z − T )] +HΦ(T ) ≤ HΦ(Z).
En el caso general se considera las secuencias
Zn = mı´n
{
ma´x
{
Z,
1
n
}
, n
}
y Tk = mı´n
{
ma´x
{
T,
1
k
}
, k
}
y el objetivo es tomar el l´ımite en k cuando n→∞ en la desigualdad
HΦ(Zn) = EΦ(Zn)−Φ(EZn) ≥ E[(Φ′(Tk)−Φ′(ETk))(Zn−Tk)+Φ(Tk)]−Φ(ETk)
que podemos escribirlo tambie´n como
E[Ψ(Zn, Tk)] ≥ −Φ′(ETk)E[Zn − Tk]− Φ(ETk) + Φ(EZn), (3.5)
donde Ψ(z, t) = Φ(z)− Φ(t)− (z − t)Φ′(t). Como tenemos que ver que
E[Ψ(Z, T )] ≥ −Φ′(ET )E[Z − T ]− Φ(ET ) + Φ(EZ), (3.6)
con Ψ ≤ 0 se puede asumir que Ψ(Z, T ) es integrable pues si no lo es (3.6)
se verifica trivialmente. A continuacio´n se tomara´ el l´ımite en (3.5) cuando
n → ∞. Primero se estudiara´ el te´rmino a la izquierda. No´tese que Ψ(z, t)
como funcio´n de t, decrece en (0, z) y crece en (z,∞). De froma similar si
Ψ(z, t) es una funcio´n de z, Ψ(z, t) decrece en (0, t) y crece en (t,+∞). Por
lo tanto, para todo t, Ψ(Zn, t) ≤ Ψ(1, t) + Ψ(z, t) mientras que para todo z,
Ψ(z, Tk) ≤ Ψ(z, 1) + Ψ(z, T ). Por consiguiente, dado k,
Ψ(Zn, Tk) ≤ Ψ(1, Tk) + Ψ(Z, Tk),
como Ψ((Z ∨ 1
n
) ∧ n), Tk) → Ψ(z, Tk) para todo z, se puede aplicar el teo-
rema de la convergencia dominada para concluir que EΨ(Zn, Tk) converge a
EΨ(Z, Tk) cuando n→∞. Por tanto, se tiene
EΨ(Z, Tk) ≥ −Φ(ETk)E[Z − Tk]− Φ(ETk) + Φ(EZ).
Ahora tambie´n se tiene que Ψ(Z, Tk) ≤ Ψ(Z, 1) + Ψ(Z, T ) y se puede aplicar
el teorema de la convergencia dominada para garantizar que EΨ(Z, Tk) con-
verge a EΨ(Z, T ) cuando k →∞. Tomando el l´ımite cuando k →∞ implica
que (3.6) se cumple para todos las T, Z ∈ L+1 tales que Φ(Z) sea integra-
ble y ET > 0. si Z 6= 0 (3.6) se cumple para T = Z,salvo en un conjunto
de medida nula, mientras que si Z = 0 se cumple para T = 1,salvo en un
conjunto de medida nula y la prueba del lema esta´ completa para todos los
casos generales.
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3.19 Comentarios.
No´tese que ya que el supremo en la fo´rmula (3.5) se alcanza para T = Z
(o´ T = 1 si Z = 0). La fo´rmula de la dualidad continua siendo cierta si
el supremo se restringe a la clase TΦ de variables T tales que Φ(T ) es
integrable. Por lo que se puede escribir una fo´rmula alternativa
HΦ(Z) = sup
T∈TΦ
{E[(Φ′(T )− Φ′(ET ))(Z − T )] +HΦ(T )}.
El lema (3.5) generaliza la fo´rmula de la dualidad del teorema (3.6)
para la entrop´ıa usual. Si se toma Φ(x) = x log x se tiene
Ent(Z) = sup
T
{E[(log(T )− log(ET ))Z]}
donde el supremo se extiende al conjunto de las variables aleatorias
integrables y no negativas T con ET > 0. Otro caos de intere´s se da
cuando se toma Φ(x) = xp con p ∈ (1, 2]. En este caso se tiene
HΦ(Z) = sup
T
{pE[(Z(T p−1 − (ET )p−1)]− (p− 1)HΦ(T )}
donde el supremo se extiende al conjunto de las variables aleatorias no
negativas en Lp.
Por simplicidad nos hemos centrado en variables aleatorias no negativas
y funciones convexas Φ en [0,∞). Esta restriccio´n se puede suprimir y
considerar Φ como una funcio´n convexa en R y definir la Φ−entrop´ıa
de una variable aleatoria Z integrable y con valores reales por la misma
fo´rmula que en el caso no negativo. Asumiendo ahora que Φ es dife-
renciable en R y doblemente diferenciable en R \ {0}, la prueba de la
fo´rmula de dualidad anterior se puede fa´cilmente adaptar para cubrir
el caso en el que 1/Φ′′ se puede extender a una funcio´n co´ncava en R.
En particular si Φ(x) = |x|p, donde p ∈ (1, 2],uno tiene,
HΦ(Z) = sup
T
{
pE
[
Z
( |T |p
T
− |ET |
p
ET
)]
− (p− 1)HΦ(T )
}
donde el supremo se extiende a Lp. No´tese que para p=2, la fo´rmula se
reduce a la fo´rmula cla´sica para la varianza
Var(Z) = sup
T
{2Cov(Z, T )− Var(T )}
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donde el supremo se extiende al conjunto de las variables de cuadrado
integrable. Esto quiere decir que la desigualdad de la sub-aditividad
para la Φ−entrop´ıa (3.17) tambie´n es cierta para funciones Φ convexas
en R con la condicio´n de que 1/Φ′′ es la restriccio´n a R \ {0} de una
funcio´n co´ncava en R.
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Cap´ıtulo 4
Me´todos basados en la entrop´ıa
En este cap´ıtulo se probara´n una desigualdad conocida como desigualdad
logar´ıtmica de Sobolev. El resultado ma´s simple se vera´ en la primera seccio´n.
Esta desigualdad es sorprendentemente u´til, se podra´ ver como puede ser usa-
da para probar una desigualdad de concentracio´n exponencial mediante un
argumento llamado de Herbst. Adema´s se vera´ como los argumentos del caso
de Bernoulli se pueden extender a variables aleatorias gaussianas obteniendo
as´ı una u´til desigualdad de concentracio´n.
4.1. Distribuciones sime´tricas de Bernoulli
El propo´sito de esta seccio´n es probar una versio´n ma´s simple de una
familia de desigualdades conocidas como “desigualdades logar´ıtmicas de So-
bolev”.
Se considerara´n funciones con valores reales definidas en el hipercubo
binario {−1, 1}n. Sea X = (X1, ..., Xn) un vector binario distribuido unifor-
memente en el hipercubo {−1, 1}n, es decir, P (Xi = −1) = P (Xi = 1) = 1/2,
con X1, ..., Xn independientes. Se considera la variable aleatoria Z = f(X)
con f : {−1, 1}n → R, la desigualdad logar´ıtmica de Sobolev presentada
aqu´ı relaciona el funcional de entrop´ıa, es decir,
Ent(f) = E[f(X) log(f(X))]− Ef(X) logEf(X),
para funciones f ≥ 0 (se usara´ indistintamente Ent(f) y Ent(Z) para referirse
a la entrop´ıa de Z = f(X)) con una cantidad relacionada con la desigualdad
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de Efron-Stein,
E(f) := 1
4
E
[ n∑
i=1
(f(X)− f(X˜(i)))2
]
donde X˜(i) = (X1, ..., Xi−1, X ′i, Xi+1, ..., Xn) es la variable que se obtiene
al sustituir la i-e´sima componente de X por una copia independiente X ′i.
Recue´rdese que por la desigualdad de Efron-Stein, Var(f(X)) ≤ E(f). Como
X esta´ uniformemente distribuida E(f) puede escribirse de una forma ma´s
conveniente,
E(f) = 1
4
E
[ n∑
i=1
(f(X)− f(X¯(i)))2
]
=
1
4
E
[ n∑
i=1
(f(X)− f(X¯(i)))2+
]
donde X¯(i) = (X1, ..., Xi−1,−Xi, Xi+1, ..., Xn) es la variable que se obtiene
al sustituir la i-e´sima componente de X por una copia independiente. Se
puede definir Of(x) = (O1f(x), ...,Onf(x)) como el vector gradiente discreto
donde sus componentes vienen definidas como Oif(x) = (f(x) − f(x¯(i)))/2.
Con esta notacio´n, la cota de la varianza por el me´todo de Efron-Stein es
justo la esperanza de la norma al cuadrado del vector gradiente discreto:
E(f) = E||Of(x)||2.
En este contexto, se conoce al siguiente resultado como desigualdad lo-
gar´ıtmica de Sobolev.
4.1 Teorema (Desigualdad logar´ıtmica de Sobolev para una distri-
bucio´n sime´trica Bernoulli). Sea f : {−1, 1}n → R una funcio´n real
definida en el hipercubo binario n-dimensional y se asume que X esta´ distri-
buida uniformemente sobre {−1, 1}. Entonces,
Ent(f 2) ≤ 2E(f).
Demostracio´n. Primero se probara´ para n = 1, esto es, cuando f : R → R
es una funcio´n continuamente diferenciable. La clave de la prueba es la sub-
aditividad de la entrop´ıa (Teorema (3.15)), esta propiedad implica que si
Z = f(X),
Ent(Z2) ≤ E
n∑
i=1
Ent(i)(Z2) (4.1)
donde
Ent(i)(Z2) = E(i)[Z2 logZ2]− E(i)[Z2] log(E(i)[Z2]).
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Adema´s es suficiente ver que para todo i = 1, ..., n
Ent(i)(Z2) ≤ 1
2
E(i)
[(
f(X)− f(X¯(i))
)2]
.
Dada cualquier realizacio´n de X(i) Z puede tomar dos valores diferentes con
la misma probabilidad, si a y b son estos valores, f(X(i)) vale b si Z vale a y
vale a si Z vale b. De modo que la desigualdad deseada (4.1) toma la forma
a2
2
log(a2)+
b2
2
log(b2)−a
2 + b2
2
log
a2 + b2
2
≤ 1
2
(1
2
(a−b)2+1
2
(a−b)2
)
=
1
2
(a−b)2
y queda demostrar que esta desigualdad es va´lida para todo a, b ∈ R. Como
(|a|−|b|)2 ≤ (a−b)2, se asume, sin perdida de generalidad, que tanto a como
b son no negativas as´ı como se puede asumir que a ≥ b. Para cualquier valor
fijo b ≥ 0 se define la funcio´n
h(a) =
a2
2
log(a2) +
b2
2
log(b2)− a
2 + b2
2
log
a2 + b2
2
− 1
2
(a− b)2 ∀a ∈ [b,∞).
Como h(b) = 0, es suficiente ver que h′(b) = 0 y que h es co´ncava en [b,∞)
de modo que as´ı h(a) ≤ 0 tal y como queremos demostrar. Si se calcula la
derivada de la funcio´n se tiene
h′(a) = a log
2a2
a2 + b2
− (a− b)
y en concreto h′(b) = 0, adema´s
h′′(a) = 1 + log
2a2
a2 + b2
− 2a
2
a2 + b2
≤ 1− 1 = 0
pues se tiene que log(x) − x ≤ −1 y como h′′(a) es negativa o´ cero, h(a)
sera´ co´ncava y as´ı h(a) ≤ 0.

La desigualdad logar´ıtmica de Sobolev es un resultado ma´s fuerte que una
desigualdad de Poincare´, como prueban los dos teoremas siguientes,
4.2 Teorema. Para cualquier variable aleatoria no negativa Z, se tiene
Var(Z) ≤ Ent(Z2).
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Demostracio´n. Se define el funcional
Ψp(Z) = E[z
2]− (E[zp])2/p con p ∈ [1, 2).
No´tese que si p = 1, Ψ1(Z) = Var(Z). Ahora bien, si se considera el funcional
U(p) = Ψp(Z)/((1/p)− (1/2)), U(1) = 2Var(Z). Adema´s
2Var(Z) = U(1) ≤ U(p).
Se vera´ que el l´ımite de U(p) cuando p tiende a 2 es 2Ent(Z2) y se con-
cluira´ que 2Var(Z) ≤ 2Ent(Z2). En primer lugar veamos que la funcio´n
f(p) = E[zp] es derivable y se calculara´ el valor de su derivada. Por el teore-
ma 25.12 de [5] como
[zp]′ = l´ım
h→0
zp+h − zp
h
= l´ım
h→0
zp
zh − 1
h
= zp log z
basta ver que ∣∣∣zh − 1
h
∣∣∣
esta´ acotada por una funcio´n integrable de modo que
zp
(zh − 1
h
)
sera´ uniformemente integrable y se cumplira´ que
E′[zp] = l´ım
h→0
E(zp+h)− E(zp)
h
= l´ım
h→0
E
(zp+h − zp
h
)
= E[zp log z]
es decir, que E′[zp] = E[zp log z]. Para obtener la acotacio´n se redefine la
funcio´n como
zh−1 = exp(h log z)−exp(0 log z) =
∫ h
0
exp(s log z) log zds = log z
∫ h
0
exp(s log z)ds.
y se analizan los siguientes casos:
si 0 ≤ z ≤ 1 y h > 0 entonces |zh − 1| ≤ h| log z|.
si 0 ≤ z ≤ 1 y h < 0 entonces |zh − 1| ≤ |h|| log z||z|h.
si z > 1 y h > 0 entonces |zh − 1| ≤ hzh log z.
siz > 1 y h < 0 entonces |zh − 1| ≤ |h| log z.
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de modo que para todo z y todo h se tiene,
zp
∣∣∣zh − 1
h
∣∣∣ ≤ (log z)zp + (log z)zp+h.
De este modo se puede concluir que f(p) = E[zp] es derivable y que su deri-
vada es E′[zp] = E[zp log z]. Si llamamos G(p) = E[zp]2/p y g(p) = logG(p) =
2/p log E[zp] entonces
g′(p) =
2
p
E[zp log z]
E[zp]
− 2
p2
log E[zp]
y se puede escribir G(p) = eg(p) de modo que
G′(p) = g′(p)eG(p)
=
(2
p
E[zp log z]
E[zp]
− 2
p2
log E[zp]
)
(E[zp])2/p
=
2
p2
(
E[zp log zp]− E[zp] log E[zp]
)
(E[zp])2/p−1
Luego,Ψ′p(Z) = G
′(p). De este modo se tiene,
l´ım
p→2−
U(p) = l´ım
p→2−
Ψp(Z)
1
p
− 1
2
= l´ım
p→2−
−G′(p)
− 1
p2
=
2
4
(E[z2 log z2]− E[z2] log E[z2])
1
4
= 2Ent(Z2).
El siguiente paso sera´ ver que
U(p) =
Ψp(Z)
1
p
− 1
2
es no decreciente para ello se vera´ primero que la funcio´n α(t) = t log(E[z1/t])
es una funcio´n convexa para t ∈ (1/2, 1]. Sea a ∈ [0, 1] y t1, t2 ∈ (1/2, 1] y
recue´rdese que α es convexa si
α(at1 + (1− a)t2) ≤ aα(t1) + (1− a)α(t2)
= at1 log(E[z
1/t1 ]) + (1− a)t2 log(E[z1/t2 ])
= log(E[z1/t1 ])(at1 + log(E[z1/t2 ])(1−a)t2 .
Ahora bien, por la desigualdad de Ho¨lder para
1/p = (at1)/(at1 + (1− a)t2) , 1/q = ((1− a)t2)/(at1 + (1− a)t2)
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y
X = Z1/t1p , Y = Z1/t2p
se tiene
E[XY ] = E[Z1/(at1+(1−a)t2)] ≤ (E[Xp])1/p(E[Y q])1/q
= (E[Z1/t1)
at1
at1+(1−a)t2 (E[Z1/t2)
(1−a)t2
at1+(1−a)t2
y elevando a ambos miembros de la desigualdad a at1 + (1−a)t2 y aplicando
logaritmos se obtiene el resultado, por lo que α es convexa. Por tanto, como
la exponencial es creciente y convexa, entonces la funcio´n β(t) = e2α(t) =
(Ef 1/t)2t es convexa. Adema´s vamos a comprobar que
β(t)− β(1/2)
t− 1/2 es no decreciente en (1/2, 1]
para ello veamos que si t < t′ se tiene
β(t)− β(1/2)
t− 1/2 ≤
β(t′)− β(1/2)
t′ − 1/2 .
En primer lugar no´tese que
t =
t′ − t
t′ − 1/2
1
2
+
t− 1/2
t′ − 1/2t
′
y que t
′−t
t′−1/2 ∈ (0, 1), t−1/2t′−1/2 ∈ (0, 1) y como β era convexa
β(t) ≤ t
′ − t
t′ − 1/2β(1/2) +
t− 1/2
t′ − 1/2β(t
′)
lo que implica
β(t)− β(1/2) ≤ t− 1/2
t′ − 1/2β(t
′)− t− 1/2
t′ − 1/2β(1/2)
y pasando el factor comu´n t − 1(/2) al otro miembro de la desigualdad se
tiene
β(t)− β(1/2)
t− 1/2 ≤
β(t′)− β(1/2)
t′ − 1/2 .
De aqu´ı se concluye que la funcio´n
U(p) =
Ψp(Z)
1
p
− 1
2
es no decreciente en p ∈ [1, 2)
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4.3 Teorema. La desigualdad logar´ıtmica de Sobolev para una distribucio´n
sime´trica Bernoulli (4.1) implica que para toda funcio´n
f : {−1, 1}n → R, Var(f(X)) ≤ E(f).
Demostracio´n. En primer lugar se vera´ que
Ent((1 + f)2) = 22Var(f(X)) + 3L()
con L() = L1() − L2() acotada en un entorno de 0 y  suficientemente
pequen˜o.
Sea 0 < ||f ||∞ < ∞. Si se aplica la definicio´n de entrop´ıa a la funcio´n
((1 + f)2) se tiene
Ent((1 + f)2) = E((1 + f)2 log(1 + f)2)− E(1 + f)2 log[E((1 + f)2)].
Lla´mense A y B a cada uno de los sumandos de modo que
Ent((1 + f)2) = A−B.
Ahora bien, recue´rdese que el desarrollo limitado del log(1+x) es el siguiente
log(1 + x) = x− x
2
2
+ x3R(x) si |x| < 1
con
R(x) =
∞∑
n=3
(−1)n−1
n
xn−3.
R(x) ∈ [1
6
,
3
6
] si |x| ≤ δ0 con δ0 > 0.
Tomo  > 0 tal que 2||f ||∞ + 2||f ||2∞ < 1/6 entonces
log(1 + f) = f − (f)
2
2
+ 3f 3R(f).
De modo que
A = 2E
[
(1 + 2f 2 + 2f)(f − 
2f 2
2
+ 3f 3R(f)
]
= 2E
[
f − 
2f 2
2
+ 3f 3R(f) + 22f 2 + 24f 4R(f)− 1
2
4f 4 + 5f 5R(f)
]
= 2Ef + 32Ef 2 + 23E(f 3R(f)) + 24E(2F 4R(f)− 1
2
f 4) + 25E(f 5R(f))
= 2Ef + 32Ef 2 + 3L1() con L1() acotado en un entorno de 0.
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yB = E(1 + 2f 2 + 2f) log(1 + 2Ef 2 + 2Ef)
= E(1 + 2f 2 + 2f)
[
2Ef 2 + 2Ef − (2Ef + 
2Ef 2)2
2
]
+ E(1 + 2f 2 + 2f)
[
(2Ef + 2Ef 2)3R((2Ef + 2Ef 2))
]
= 2Ef + 2Ef 2 − (2Ef + 
2Ef 2)2
2
+ (2Ef + 2Ef 2)3R((2Ef + 2Ef 2)) + 42E2f + 3L2()
con L2() acotado en un entorno de 0.
Llegando as´ı a que
Ent((1 + f)2) = A−B = 22Var(f(x)) + 3L()
con L() = L1()−L2() acotada en un entorno de 0. Por otro lado aplicando
la desigualdad gaussiana de Poincare´ a la funcio´n ((1 + f)2) se tiene
22Var(f(x)) + 3L() ≤ 2E((1 + f)2) = 22E(f).
Dividiendo ambos miembros de la desigualdad por 2 y haciendo tender  a
0 se tiene
Var(f(X)) ≤ E(f).

El nombre de desigualdad de Poincare´ aplicado a la cota del Teorema
(4.3) se justifica por analog´ıa con la desigualdad gaussiana de Poincare´ del
cap´ıtulo 3, sustituyendo E||Of(X)|| por su versio´n discreta, E(f).
4.2. Argumento de Herbst
El siguiente argumento, atribuido a Herbst(ver [1] ) proporciona una de-
sigualdad de concentracio´n para Z = f(X) a partir de una desigualdad
logar´ıtmica de Sobolev. Recue´rdese que f : {−1, 1}n → R y X = (X1, ..., Xn)
es un vector binario distribuido uniformemente en el hipercubo {−1, 1}.
Se usara´ la desigualdad logar´ıtmica de Sobolev para distribucio´n Bernoulli
sime´trica para la funcio´n no negativa g(x) = eλf(x)/2 donde λ ∈ R es un
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para´metro cuyo valor se optimizara´ luego. Ahora bien, si se calcula la entrop´ıa
de g2 se tiene,
Ent(g2) = Ent(eλf(x)) = λE[ZeλZ ]− EeλZ logEeλZ .
Haciendo uso de que F (λ) = EeλZ es la funcio´n generadora de momentos de
Z y F ′(λ) = E[ZeλZ ] es su derivada, se puede escribir,
Ent(g2) = λF ′(λ)− F (λ) logF (λ).
Por el Teorema (4.1), se tiene
Ent(g2) ≤ 1
2
n∑
i=1
E
[(
eλf(x)/2 − eλf(x¯(i))/2
)2]
=
n∑
i=1
E
[(
eλf(x)/2 − eλf(x¯(i))/2
)2
+
]
donde se usa el hecho de que X y X¯(i) tienen la misma distribucio´n. Por otro
lado como la funcio´n exponencial es convexa se tiene que para todo nu´mero
real z > y,
ez/2 − ey/2 ≤ (z − y)
2
ez/2.
Por lo que ahora se tiene,
Ent(g2) ≤ λ
2
4
n∑
i=1
E
[(
f(x)− f(x¯(i))
)2
+
eλf(x)
]
=
λ2
4
E
[
eλf(x)
n∑
i=1
(
f(x)− f(x¯(i))
)2
+
]
.
Sea
ν = ma´x
x∈{−1,1}n
n∑
i=1
(
f(x)− f(x¯(i))
)2
+
entonces
Ent(g2) = Ent(eλf(x)) ≤ νλ
2
4
Eeλf(x).
Expresando esta desigualdad en te´rminos de la funcio´n generadora de mo-
mentos F , se tiene,
λF ′(λ)− F (λ) logF (λ) ≤ νλ
2
4
F (λ).
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Ahora el objetivo es resolver e´sta desigualdad diferencial. Para ello se dividen
ambas partes por el te´rmino positivo λ2F (λ),teniendo as´ı
1
λ
F ′(λ)
F (λ)
− 1
λ2
logF (λ) ≤ ν
4
.
Llamando G(λ) = logF (λ) se observa que G′(λ) = F
′(λ)
F (λ)
. Por lo que la
desigualdad diferencial se puede reescribir como(G(λ)
λ
)′
≤ ν
4
.
Por la regla de L’Hoˆpital se tiene
l´ım
λ→0
G(λ)
λ
= l´ım
λ→0
logF (λ)
λ
= l´ım
λ→0
F ′(λ)
F (λ)
=
F ′(0)
F (0)
= EZ.
Ahora cabe distinguir dos casos, si λ > 0 o´ si λ < 0.
• Si λ > 0, integrando la desigualdad entre 0 y λ, se tiene
G(λ)
λ
≤ EZ + λν
4
,es decir,
G(λ) ≤ λEZ + λ
2ν
4
tomando exponenciales a ambos lados
F (λ) = EeλZ ≤ eλEZ+λ
2ν
4
y por la desigualdad de Markov se tiene
P (Z > EZ + t) ≤ ı´nf
λ>0
F (λ)e−λ(EZ+t) ≤ ı´nf
λ>0
eλ
2ν/4−λt = e−
t2
ν
donde la u´ltima igualdad se obtiene de estudiar los extremos de la
funcio´n λ2ν/4− λt.
• Si λ < 0, se estudia de forma similar. Se integra G′(λ) = F ′(λ)
F (λ)
entre
−λ y 0 y se obtiene
F (λ) = EeλZ ≤ eλEZ+λ
2ν
4
lo que implica la desigualdad de cola por la izquierda,
P (Z < EZ − t) ≤ ı´nf
λ<0
F (λ)e−λ(EZ−t) ≤ ı´nf
λ<0
eλ
2ν/4+λt = e−
t2
ν .
Como consecuencia de lo anterior
P (Z < EZ − t) ≤ e− t
2
ν , t > 0.
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4.3. Desigualdad gaussiana logar´ıtmica de So-
bolev
En esta seccio´n se usa la desigualdad logar´ıtmica de Sobolev en la distri-
bucio´n sime´trica de Bernoulli para derivar a un resultado ana´logo bajo la
distribucio´n gaussiana en Rn. Adema´s del intere´s propio de las desigualdades
logar´ıtmicas de Sobolev para el hipercubo binario e´stas se pueden usar como
resultados intermedios u´tiles para probar la desigualdad gaussiana logar´ıtmi-
ca de Sobolev y una serie de resultados relacionados.
4.4 Teorema (Desigualdad gaussiana logar´ıtmica de Sobolev). Sea
X = (X1, ..., Xn) un vector de n variables aleatorias independientes con dis-
tribucio´n normal esta´ndar y sea f : Rn → R una funcio´n continuamente
diferenciable. Entonces,
Ent(f 2) ≤ 2E[||Of(x)||2].
Demostracio´n. Primero se probara´ para n = 1, esto es, cuando f : R→ R es
una funcio´n continuamente diferenciable en la recta real y X es una variable
aleatoria con distribucio´n normal esta´ndar. Ve´ase que si E[f ′(x)2] = ∞, no
hay nada que probar por lo que se asume E[f ′(x)2] <∞. Por un argumento
de como el usado en el Teorema visto en (2.4.2) es suficiente probar el teorema
para funciones doblemente diferenciables con soporte acotado.
Sean 1, 2, ..., n variables aleatorias Rademacher e independientes. Re-
cue´rdese de la prueba de la desigualdad gaussiana de Poincare´ que
l´ım
n→∞
E
[ n∑
j=1
∣∣∣f( 1√
n
n∑
i=1
i
)
− f
( 1√
n
n∑
i=1
i − 2 j√
n
)∣∣∣2] = 4E[f ′(X)2].
Por otra parte, para cualquier funcio´n f continua uniformemente acotada,
por el teorema central del l´ımite se tiene
l´ım
n→∞
Ent
[
f 2
( 1√
n
n∑
i=1
i
)]
= Ent[f(X)2].
La prueba se completa haciendo uso de la desigualdad logar´ıtmica de Sobolev
para una distribucio´n sime´trica Bernoulli (4.1) que afirma que,
Ent
[
f 2
( 1√
n
n∑
i=1
i
)]
≤ 1
2
E
[ n∑
j=1
∣∣∣f( 1√
n
n∑
i=1
i
)
− f
( 1√
n
n∑
i=1
i − 2 j√
n
)∣∣∣2].
(4.2)
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La extensio´n del resultado para n ≥ 1 se sigue del teorema de la sub-
aditividad de la entrop´ıa (3.15) por el que se tiene
Ent(f 2) ≤
n∑
i=1
E
[
E(i)[f(X)2 log f(X)2]− E(i)[f(X)2] log E(i)[f(X)2]
]
.
Y por el resultado probado para n = 1 (4.2) se llega a
E(i)[f(X)2 log f(X)2]− E(i)[f(X)2] log E(i)[f(X)2] ≤ 2E(i)[(∂if(X))2]
y como ||Of(x)||2 = ∑ni=1(∂if(X))2 se completa la prueba.

4.4. Concentracio´n gaussiana: Desigualdad de
Tsirelson-Ibragimov-Sudakov
Igual que la desigualdad logar´ıtmica de Sobolev para distribuciones Ber-
noulli sime´tricas conduce mediante el argumento de Herbst a desigualdades
exponenciales de concentracio´n, la desigualdad logar´ıtmica gaussiana de So-
bolev lleva a desigualdades de colas exponenciales para funciones suaves de
variables aleatorias independientes normales. A este resultado se le conoce
como desigualdad de concentracio´n gaussiana y es el que aparece a continua-
cio´n.
4.5 Teorema. Sea X = (X1, ..., Xn) un vetcor de n variables aleatorias
independientes con distribucio´n normal esta´ndar y sea f : Rn → R una
funcio´n L-Lipschitziana, esto es, que existe una constante L > 0 tal que para
todo x, y ∈ Rn
|f(x)− f(y)| ≤ L||x− y||.
Entonces, para todo λ ∈ R,
log Eeλ(f(x)−Ef(x)) ≤ λ
2
2
L2.
Demostracio´n. De nuevo por un argumento de densidad como el del Teorema
visto en (2.4.2) se puede asumir que f es diferenciable con gradiente unifor-
memente acotado por L. Tambie´n se puede asumir que Ef(x) = 0. Usando
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la desigualdad logar´ıtmica gaussiana de Sobolev para la funcio´n eλf/2, se
obtiene,
Ent(eλf ) ≤ 2E[||Oeλf(x)/2||2] = λ
2
2
E[eλf(x)||Of(x)||2] ≤ λ
2
2
L2Eeλf(x).
Denotando F (λ) = Eeλf(x) y F ′(λ) = E[f(x)eλf(x)] es su derivada, se puede
escribir,
λF ′(λ)− F (λ) logF (λ) ≤ λ
2
2
L2F (λ)
para resolver e´sta desigualdad diferencial, se dividen ambas partes por el
te´rmino positivo λ2F (λ), teniendo as´ı
1
λ
F ′(λ)
F (λ)
− 1
λ2
logF (λ) ≤ ν
4
.
Llamando G(λ) = logF (λ) se observa que G′(λ) = F
′(λ)
F (λ)
. Por lo que la
desigualdad diferencial se puede reescribir como(G(λ)
λ
)′
≤ L
2
2
.
Por la regla de L’Hoˆpital se tiene
l´ım
λ→0
G(λ)
λ
= l´ım
λ→0
logF (λ)
λ
= l´ım
λ→0
F ′(λ)
F (λ)
=
F ′(0)
F (0)
= EZ.
Ahora cabe distinguir dos casos, si λ > 0 o´ si λ < 0.
• Si λ > 0, integrando la desigualdad entre 0 y λ, se tiene
G(λ)
λ
≤ EZ + λL
2
2
,
es decir,
G(λ) ≤ λEZ + λL
2
2
tomando exponenciales a ambos lados
F (λ) = EeλZ ≤ eλEZ+λL
2
2
y como EZ = 0
F (λ) ≤ eλ2 L
2
2 ,
es decir,
logF (λ) ≤ λ2L
2
2
.
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• Si λ < 0, se estudia de forma similar. Se integra G′(λ) = F ′(λ)
F (λ)
entre
−λ y 0 y se obtiene
F (λ) = EeλZ ≤ eλEZ+λL
2
2
y como EZ = 0
F (λ) ≤ eλ2 L
2
2 ,
es decir,
logF (λ) ≤ λ2L
2
2
.

Al igual como ocurr´ıa para la desigualdad logar´ıtmica de Sobolev para
una distribucio´n sime´trica Bernoulli con la cota sub-Gaussiana obtenida pa-
ra la funcio´n generadora de momentos se llega a una desigualdad de cola
exponencial v´ıa la desigualdad de Markov. Ma´s precisamente se obtiene el
siguiente resultado
4.6 Teorema (Desigualdad de concentracio´n gaussiana). Sea X =
(X1, ..., Xn) un vector de n variables aleatorias independientes con distribu-
cio´n normal esta´ndar y sea f : Rn → R una funcio´n L-Lipschitziana enton-
ces, para todo t > 0,
P (f(x)− Ef(x) ≥ t) ≤ e−t2/2L2 .
Se puede ver que, al contrario de lo que ocurr´ıa en la desigualdad de con-
centracio´n para variables aleatorias sime´tricas de Bernoulli, la cota obtenida
no depende de la dimensio´n n.
Una aplicacio´n significativa del teorema anteriormente visto es la siguiente
4.7 Ejemplo (Norma de un vector gaussiano). Sea X = X1, ..., Xn un
vector cuyas variables siguen la distribucio´n normal con media 0 y matriz de
covarianzas Γ. Sea p ≥ 1 y se considera la variable aleatoria Z con valores
reales definida por la p-norma de X, esto es,
Z = ||X||p =
( n∑
i=1
|Xi|p
)1/p
.
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Como Γ es semidefinida positiva, existe una matriz A n × n que satisface
ATA = Γ. Entonces el vector gaussiano X se distribuye como AY donde
Y = (Y1, ..., Yn) se distribuye conforme a la distribucio´n gaussiana cano´nica,
es decir, las componentes de Y son variables aleatorias independientes con
distribucio´n normal esta´ndar. Entonces f(y) = ||Ay||p es una funcio´n lips-
chitziana de Rn a R con constante Lipschitz L igual al operador norma de A
que hace corresponder l2 a lp, esto es,
L = ||A||l2→lp def= sup
y∈Rn:||y||2=1
||Ay||p.
Con esta notacio´n,
P (||X||p − E||X||p ≥ t) ≤ e−t2/2||A||2 .
4.5. Desigualdad de concentracio´n para el su-
premo de procesos gaussianos
En esta seccio´n se ilustrara´ la desigualdad de concentracio´n gaussiana
viendo como e´sta implica de una forma simple una desigualdad de concen-
tracio´n para el supremo de un proceso gaussiano. Una caracter´ıstica clave de
la desigualdad de concentracio´n gaussiana es que la cota superior no depen-
de de la dimensio´n n. Esto nos permite extenderlo fa´cilmente a un escenario
de dimensio´n infinita que se describira´ a continuacio´n. Sea T y sea (Xt)t∈T
un proceso gaussiano indexado por T , es decir, que una variable aleatoria
Xt es asignada a todo t ∈ T y para toda coleccio´n finita {t1, ..., tn} ⊂ T el
vector (Xt1 , ..., Xtn) tiene conjuntamente distribucio´n gaussiana con media 0.
Adema´s, se asume que T esta´ totalmente acotada (es decir, para todo t > 0
se puede recubrir por un nu´mero finito de bolas de radio t) y el proceso gaus-
siano es continuo casi seguro, es decir, con probabilidad 1 Xt es una funcio´n
continua en t.
4.8 Teorema. Sea (Xt)t∈T un proceso gaussiano centrado y continuo (casi
seguro) e indexado por un conjunto T precompacto para d(s, t) = √E(Xt −Xs)2.
Si
σ2 = sup
t∈T
E[X2t ],
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entonces Z = supt∈T Xt satisface que Var(Z) ≤ σ2 y para todo u > 0,
P (Z − EZ ≥ u) ≤ e−u2/(2σ2)
y
P (EZ − Z ≥ u) ≤ e−u2/(2σ2)
Demostracio´n. Se asume que T es un conjunto finito. Si T no es finito se pue-
de extender a un T precompacto arbitrario pues en particular T es separable,
por lo que existe un subconjunto D denso y numerable tal que
sup
t∈T
Xt = sup
t∈D
Xt.
Sea
D = {dn}n≥1
y
Z = sup
t∈D
Xt = l´ım
n→∞
sup(Xd1 , ..., Xdn) = l´ım
n→∞
Zn
con Zn = sup(Xd1 , ..., Xdn). Por el teorema de la convergencia mono´tona
se tiene que l´ımn→∞EZn = EZ. Como (Xt)t∈T es un proceso gaussiano
P (Zn ≥ u+EZn) ≤ e−u2/(2σ2n) con σ2n = supm≤nEX2dm . Adema´s se tiene que
l´ım
n→∞
σ2n = l´ım
n→∞
sup
m≤n
EX2dm = σ
2 = sup
n≥1
EX2dn .
Se considera σ2 <∞ y se tiene σ2n ≤ σ2. Como Zn es positiva,
EZn ≤
√
EZ2n ≤
√
VarZn ≤ σn ≤ σ.
De modo que
EZ ≤ σ <∞.
Como Zn converge a Z en distribucio´n se tiene,
l´ım
n→∞
P (Zn ≥ t) = P (Z ≥ t) para todo t de continuidad de Z.
En concreto,
l´ım
n→∞
P (Zn −EZn ≥ t) = P (Z −EZ ≥ t) para todo t de continuidad de Z.
y
l´ım
n→∞
e−t
2/(2σ2n) = e−t
2/(2σ2)
de modo que,
P (Z − EZ ≥ t) ≤ e−t2/(2σ2) ∀t > 0.
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Se asume por simplicidad que T = {1, ..., n}. Sea Γ la matriz de covarian-
za del vector centrado gaussiano X = (X1, ..., Xn). Se denota por A la
ra´ız cuadrada de la matriz semidefinida positiva Γ, es decir, ATA = Γ. Si
Y = (Y1, ..., Yn) es un vector de variables aleatorias independientes con dis-
tribucio´n normal esta´ndar, entonces f(Y ) = ma´xi=1,...,n(AY ) tiene la misma
distribucio´n que ma´xi=1,...,nXi. Por lo tanto se puede aplicar la desigualdad
de concentracio´n gaussiana acotando la constante Lipschitziana de f. Por la
desigualdad de Cauchy-Scharwz para todo u, v ∈ Rn y i = 1, ..., n
|(Au)i − (Av)i| = |
∑
j
Ai,j(uj − vj)| ≤
(
A2i,j
)1/2
||u− v||.
Como
∑
j A
2
i,j = Var(Xi), se tiene
|f(u)− f(v)| ≤ ma´x
i=1,...,n
|(Au)i − (Av)i| ≤ σ||u− v||.
Adema´s f es lipschitziana con constante σ : ||f ||L ≤ σ y se sigue de la
desigualdad de concentracio´n gaussiana que las colas esta´n acotadas, adema´s
como Var(f(X)) ≤ L2 y en este caso L = σ se obtiene as´ı la cota de la
varianza.

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