Abstract-Conformal prediction is a new framework producing region predictions with a guaranteed error rate. Inductive conformal prediction (ICP) was designed to significantly reduce the computational cost associated with the original transductive online approach. The drawback of inductive conformal prediction is that it is not possible to use all data for training, since it sets aside some data as a separate calibration set. Recently, cross-conformal prediction (CCP) and bootstrap conformal prediction (BCP) were proposed to overcome that drawback of inductive conformal prediction. Unfortunately, CCP and BCP both need to build several models for the calibration, making them less attractive. In this study, focusing on bagged neural network ensembles as conformal predictors, ICP, CCP and BCP are compared to the very straightforward and cost-effective method of using the out-of-bag estimates for the necessary calibration. Experiments on 34 publicly available data sets conclusively show that the use of out-of-bag estimates produced the most efficient conformal predictors, making it the obvious preferred choice for ensembles in the conformal prediction framework.
I. INTRODUCTION

T
HE standard classification task is to predict one class label from a set of predefined classes, i.e., a point prediction, for each example. One important question about point predictions is how confident we may be that they are correct. Obtaining accurate confidence values for the probability that the prediction is actually correct is important in many real world applications. Examples include risk sensitive applications or situations where the prediction is the basis of potentially costly decisions. In such examples, it is important to be able to deal with high confidence cases using different strategies than the low confidence cases.
Different methods for producing as accurate confidence values as possible have been evaluated in many previous studies. One such approach is the PAC (Probably Approximately Correct) learning [1] that provides bounds on the predictive error. These bounds have, in many practical applications, been noted to be overly loose. Another objection against PAC is that the bounds apply to the overall error rate rather than for predictions on specific cases [2] . Bayesian methods can produce accurate confidence values, but only if the correct priors are known. If the priors are incorrect, the confidence values have no theoretical base [3] . The conformal prediction (CP) framework [4] (which is described in section II) presents a way to output region predictions (a set of predicted class labels) with a guaranteed error rate, i.e., the probability of excluding the correct class label is less than a specified threshold (here called the significance level). The property of a guaranteed error rate is called validity. The exchangeability assumption 1 on which the framework relies is slightly weaker than the assumption normally assumed in machine learning, i.e., that examples should be independent and identically distributed.
Underlying a conformal predictor is a machine learning algorithm and a conformity measure used to estimate the probability p c that an example with a selected class label c conforms to the data set, i.e., how similar it is to previously observed examples. For a given significance level ǫ ∈ (0, 1), the corresponding region prediction Γ ǫ for an example is {c|c ∈ Y ∧ p c > ǫ}, where Y is the set of possible class labels.
The region prediction may include several class labels, when the model does not have sufficient information to make a single prediction but has to safeguard to make sure that the validity holds. It may consist of a single class, which obviously is the optimal case, or it may even be empty, when there is strong evidence against all classes, indicating that the example is atypical. Since the optimal case is when CP produces a single class prediction, one aim when constructing conformal predictors is to find ways to increase the proportion of region predictions containing as few class labels as possible, without obtaining empty prediction regions. In other words, the average size of the region prediction should be as close to one as possible, which is usually referred to as the efficiency of a conformal predictor. Efficiency is the most important feature to compare when evaluating different ways of creating conformal predictors, since the validity is guaranteed.
CP was originally defined as an online transductive framework [4] primarily employing lazy learners, like the knearest neighbor algorithm. In the online transductive mode, all available data is used to calculate the conformity score for each example which makes it necessary to train one model for every calibration example, as well as for every test example. Many real world applications are, however, offline in nature. Consider for example direct marketing, where the task is to predict which potential respondents that might answer favorably to an offer. Since all the respon-dents will usually get the offer simultaneously they must all be predicted before it becomes possible to measure the actual outcome. Fortunately, CP may also be used within an inductive framework, where one model is built from a training set and then applied to a test set. Inductive CP is hence computationally more efficient than the corresponding transductive conformal predictors. However, the data set has to be divided into a training set and a calibration set. Several different methods for utilizing the available data to both build the model and measure the conformity of an example have been proposed. Vovk presents three straightforward methods in [5] :
• Inductive conformal prediction (ICP), which divides the available data using the ordinary holdout method, using one part as the training set and one as the calibration set (see section II-A).
• Cross-conformal prediction (CCP), which employs cross-validation to divide the available data so that all data is eventually used as calibration set, one part for every fold. p-values are calculated from each calibration set and essentially averaged (see section II-B).
• Bootstrap conformal prediction (BCP), which is similar to CCP, but instead of using cross-validation, generates a bootstrap replicate [6] to train one model for each repetition. The conformity scores for each model are calculated using a calibration set consisting of all the examples not included in the bootstrap. The conformity scores from all repetitions are finally combined and used as the p-values for the BCP (see section II-C). Both CCP and BCP utilize more examples for generating the predictive models than what ICP does, but at the cost of building multiple models.
When the underlying model is created using a bagging ensemble, there is, however, a fourth option. Instead of somehow dividing the available data as proposed by Vovk, all data can be used to train the ensemble and the out-of-bag (OOB) estimates on the training set can be used as a calibration set. This method will henceforth be referred to as the OOB method, since it utilizes the OOB examples as the calibration set. This has previously been suggested when employing random forests [8] in the conformal prediction framework [7] . Random forest is a special kind of bagging ensemble built with decision trees. In this study, we will investigate whether this allows us to utilize data more effectively than when using the above strategies.
The difference between BCP and OOB is that OOB uses all data as the training set when building a single bagging ensemble whereas BCP uses one bootstrap replicate for each model it builds. The models used by BCP may be bagging ensembles (which in turn use bootstrap replicates when building its members) or some other machine learning algorithm. Each example is used as a calibration example, but instead of making predictions with all models in the ensemble, including the ones that were built using the example, predictions are only made with those models for which the example is out-of-bag. Since the probability for an example being out-of-bag is close to 37%, it means that a little more than a third of the models in the ensemble will take part in the prediction for each calibration example. Note that in contrast to CCP and BCP, OOB will only generate one ensemble model, and hence there is no computational overhead due to generating multiple models.
Until now, most studies on CP have either focused almost exclusively on mathematical aspects of the framework or used a very limited number of data sets, making them more of the proof-of-concept type. In this study, different methods for utilizing the available data in inductive conformal prediction when generating ensembles of neural networks is evaluated on a large number of data sets to allow for statistical inference, thus making it possible to establish best practices. More specifically, the methods proposed by Vovk in [5] will be compared to the OOB method to evaluate how the data can be utilized in an effective way when performing inductive conformal prediction.
In the next section, conformal prediction and bagging ensembles will be described in more detail. The third section presents related work and the fourth section describes the experimental method. Results are presented and analyzed in section five, which is followed by conclusions given in section six. Finally, the findings are discussed and directions for future work are outlined in section seven.
II. CONFORMAL PREDICTION
In this section, conformal prediction will be introduced and inductive conformal prediction will be explained in more detail. Details on conformal prediction can be found in [4] , [9] , [5] . This section describes conformal prediction for classification. It has also been defined for regression [4] , which however is outside the scope of this paper. The formal presentation of the framework will follow the notation used in [5] .
Let us consider a set of training examples z i = (x i , y i ), i = 1, ..., l, where l is the number of available examples, x i is the object which consists of a vector of attributes (the independent variables) and y i ∈ Y is the class label (the dependent variable). Let x l+1 be a new test object. The idea of conformal prediction is to try all possible class labels c ∈ Y for the test object to see how well that label conforms to the set of training examples. For an object and class label, z = (x l+1 , c), the assumption of exchangeability of the sequence of z 1 , ..., z l , z is tested. Since all the other examples z i , i ∈ {1, ..., l} are from the data set, this is equivalent to determining the likelihood that the label c is the true class label for the object x l+1 , or in other words, that z conforms to the data set.
The conformity measure is a function A that produces a conformity score A({z 1 , ..., z l }, z) measuring how typical the example z is in relation to the previous examples in {z 1 , ..., z l }. The conformity measure is often defined as
where M is a model, trained using {z 1 , ..., z l }, predicting a class label c ∈ Y for the object x. S measures the similarity between the true class label y and the predicted class label M (x) = c. The model M is built using an underlying algorithm, which can be any kind of machine learning algorithm, such as neural networks, decision trees, k-nearest neighbor, ensembles etc. Each class label for an object is assigned a p-value indicating how well that class label for that object conforms to the set of examples. The p-values are defined by equation 2.
where α i = A({z 1 , ..., z i−1 , z i+1 , ..., z l , z}, z i ) and α c = A({z 1 , ..., z l }, z) are the conformity scores for the training and test examples.
Two standard ways of using conformal prediction are:
• Output the point prediction arg max c∈Y p c together with a measure on the confidence of the prediction. For binary classification tasks, when Y = {0, 1}, the confidence and credibility can be defined as conf idence
• For a given level of significance ǫ ∈ (0, 1), output the prediction region
Confidence represents how much we can believe in the point prediction and credibility represents the largest ǫ for which the prediction region is empty. Confidence should thus be as high as possible, whilst credibility should not be too low, since that indicates either that the exchangeability assumption is not valid or that the test instance is atypical.
A. Inductive Conformal Prediction
In the online transductive setting, the underlying algorithm has to be invoked for every example. The underlying algorithm is therefore normally some simple but fast learner, such as the k-nearest neighbor algorithm. If some other kind of underlying algorithm is preferred, or the problem is offline in nature, the computational cost for using the transductive setting soon becomes overwhelming for most data sets. Inductive CP can be used to overcome the computational cost of transductive CP [4] .
When using inductive conformal prediction, the available data is divided into a training set z T , used to train a model using the underlying algorithm, and a calibration set z C , used to calculate the conformity score. (T, C) is a partition of {1, ..., l}.
The p-values of the inductive conformal predictor (ICP) is defined by:
where
One of the drawbacks with ICP is that only part of the available data is used for training the underlying model and for calibrating the conformity scores. How the division is done may affect the results of the ICP in two different ways. Using a small calibration set leads to a high variance of confidence, since the smaller the calibration set is, the less fine-grained the conformity scores will be. The p-values may change dramatically just due high variance in the chosen sample. On the orther hand, the smaller the training set is, the less powerful the predictive model will be.
B. Cross Conformal Prediction
To overcome the drawbacks of having to use only part of the data as training and calibration sets, cross conformal prediction (CCP) was proposed in [5] . In CCP, cross-validation is used to ensure that each example is used as part of the calibration set exactly once. K ∈ {2, 3, ...} is a parameter of the method and for every k ∈ {1, ..., K} a model is built. The examples z i , i ∈ {1, ..., l} are divided into K different sets and one of them is withheld as a calibration set for every fold, whereas the remaining sets are merged into a set used to train the kth model. Using the model and the calibration set from each fold, a total of k p-values for each possible class label c ∈ Y are calculated and the p-value from the CCP is approximately the average of the k p-values calculated from the folds.
More formally, the examples z i , i ∈ {1, ..., l} are divided into K different folds. Each fold consists of the examples
and the p-values from the CCP are defined as
The conformity scores α j,k and α c k are defined for each fold k and each potential class label c ∈ Y by
According to Vovk, no theoretical results about the validity of CCP exist, which means that CCP has not yet been proved to be valid.
C. Bootstrap Conformal Prediction
Bootstrap conformal prediction (BCP) is similar to CCP. Just like for CCP, K ∈ {2, 3, ...} is a parameter of the method and for every k ∈ {1, ..., K} a model is built. Instead of using cross-validation to separate training and calibration sets, BCP uses bootstrap replicates [6] and uses all the examples included in the bootstrap to train a model, i.e., approximately 63.2% of all examples, and uses the examples not included in the bootstrap as the calibration set for that model. The bootstrap is a bag, since duplicates are allowed and the examples not included in the bag are often referred to as out-of-bag.
More formally, for each k ∈ {1, ..., K}, a training sample z b k of l examples is drawn (with replacement) from the available examples z i , i ∈ {1, ..., l}. Since instances are drawn with replacement, allowing duplicates to be drawn, b k denotes a bag of indices for examples used to train a model. The conformity scores α j,k and α c k are defined for each fold k and each potential class label c ∈ Y by c) ) where {1, ..., l}\z b k denotes all out-of-bag examples, i.e. the calibration set, for the kth model.
The p-value of BCP is defined in the following way:
where T = K k=1 |{1, ..., l}\b k | is the total size of the calibration sets.
Vovk presents BCP in an appendix in [5] and does not mention anything about its validity. Our conclusion is that BCP, just like CCP, also lacks theoretical results proving it to be valid.
D. Using Out-Of-Bag Estimation in Conformity Functions
A Bagging Ensemble [10] is an aggregated model combining multiple ensemble members. The ensemble members can be built using any kind of machine learning algorithm. Each ensemble member is trained using a bootstrap replicate drawn with replacement from the available data. For classification tasks, the combination rule that is used to produce the prediction from the ensemble is usually the majority vote of all the ensemble members. When using bootstrapping, approximately 1/3 of all examples will be out-of-bag (OOB) for each ensemble member. Using votes only from ensemble members for which an example is OOB makes it possible to get an unbiased estimate on the training set.
Thus, when the underlying algorithm of CP is a bagging ensemble another option, besides using ICP, CCP or BCP, is also available. Instead of dividing the available data into a proper training set and a calibration set, all data can be used for both purposes by using the OOB examples as a calibration set.
Formally, let M = ∪ n=1,...,N m n be an ensemble of size N , where each m n is called a member of the ensemble. M (x) = ∪ n=1,...,N m n (x) predicts a class label c ∈ Y for the object x using majority voting. The probability estimate ρ c for each class label is the percentage of ensemble members voting for that class 2 . Let a training sample z b n of size l with examples drawn (with replacement) from the available examples z i , i ∈ {1, ..., l} be used to train each ensemble member m n . b n represents the indices of examples that are in the bag for the nth ensemble member, i.e., these are used for training m n , and b −n = {1, ..., l}\b n represents the indices of examples that are out-of-bag for m n . The conformity score α j for a calibration example (x j , y j ) is defined by
III. RELATED WORK
Several studies have evaluated conformal prediction in different contexts and with different purposes. Many studies have focused on different (non-)conformity measures. Papadopoulos [11] evaluated two different nonconformity measures defined for neural networks on three different data sets. Bhattacharyya [2] evaluated three different nonconformity measures for random forests on five larger data sets. Devetyarov and Nouretdinov [7] also evaluated three different nonconformity measures for random forests on a total of 10 data sets. They introduced the OOB method used in this study as a nonconformity measure for random forests. There are also several other studies that define some conformity measure or use some special feature of the underlying algorithm, and use a rather small number of data sets for evaluation, such as [12] , [13] , [14] .
To the best of our knowledge, the only study so far to investigate different methods to utilize the available data in the best way is Vovk in his working paper [5] . In that paper, he evaluated ICP, CCP and BCP on two data sets, concluding that CCP seems to be more efficient than ICP and that BCP is similar to ICP. However, using only one or two data sets does not allow any conclusions to be drawn on what to expect in general.
Considering the lack of empirical studies systematically evaluating different aspects of CP on a sufficiently large number of data sets, the main contribution of this study is a systematic investigation of one of these aspects, i.e., effective utilization of data.
IV. METHOD
As described in the introduction, the overall purpose of this study is to evaluate how different methods for utilizing the available data in inductive CP affect the efficiency and predictive performance of the conformal predictors.
The underlying algorithm used with all methods has been bagging ensembles with 100 artificial neural networks (ANNs) as ensemble members. In the first experiment, ordinary bagging has been used, which means that for each ANN, a sample with the same size as the training set was drawn with replacement and used to train the ANN. All ANNs were feed-forward neural networks trained with resilient backpropagation and a maximum of 1000 epochs.
It is well-known that there is no general rule-of-thumb that will always find an optimal, or even acceptable, number of hidden units in an ANN, based on the data set characteristics. However, there are many rules-of-thumb proposed, and most of them suggest that the number of hidden units should be somewhere between the number of input units and the number of output units, thus resulting in pyramid shaped networks. Previous studies [15] have indicated that some variation in the number of hidden nodes among ensemble members is beneficial for ensemble performance. In this study, the number of hidden units h for each ANN were calculated using equation 8.
where η ∈ [0, 1] is a uniformly distributed random number. In the experiment, ICP, CCP, BCP and OOB have been compared. How the ICP divides the available data will obviously affect both the performance of the underlying model and the quality of the conformity calibration. The proportion used for ICP in this study was 2 : 1, following the recommendation in [5] , using 2/3 of the data as training set and 1/3 as the calibration set for the ICP. For CCP, the number of folds was set to K = 5, again using one of the settings evaluated in [5] . It could be argued that using a larger K would lead to better results, since a larger part would be used as training set in each internal CCP-fold. On the other hand, since one underlying model has to be trained for each internal CCP-fold, a larger K would have a great negative impact on the computation time, especially since the underlying model in this case has been an ensemble of 100 ANNs. K = 5 was chosen since it provided a reasonable balance between computational efficiency and sufficiently large training sets. The number of repetitions in BCP does not affect the number of examples used for training a model but will only affect the variance of confidence, which will decrease when increasing the number of repetitions. The same considerations regarding computational cost do, however, apply to BCP as well. The number of repetitions chosen in this study was again K = 5 to make the comparison with CCP fair. Since the OOB method used standard bagging, no partitioning parameter had to be chosen since OOB used all available data as training set and used the out-of-bag-examples as a calibration set.
The similarity function S in equation 1 and equation 7 that was used to calculate the conformity scores was defined using the concept of margin. Since all data sets used in this study were binary data sets, the definition will assume two classes but may easily be extended to multiple classes. The higher the probability estimate ρ is for the true class y for an example z i , the more conforming the example is and the higher the probability estimate for the other class, the less conforming the example is. Based on this, the conformity score for a calibration example z i = (x i , y i ) with the true class y i is defined by equation 9.
where ρ i = M (x i ) are the probability estimates for all class labels produced by the model when presented with the ith object, ρ y i is the probability for the correct class y i and ρ
−y i
is the probability for the other class. If data sets with multiple classes would have been used, ρ −y i would have been substituted with max(ρ −y i ), i.e., the highest probability estimate among the remaining classes. For a test example, the model M refers to the entire ensemble, while for examples in the calibration set when using the OOB method, M refers to the ensemble as defined in equation 7.
For a specific test example z = (x, c), for which a conformity score for each possible class c ∈ Y must be defined, the following equation is used:
where ρ c is the probability for class c and ρ −c is the probability for the other class.
Two different types of measure were used to evaluate performance and efficiency. Measures of the first type, which we here refer to as model specific, are independent of the significance ǫ used. Confidence was chosen as a model specific measure of efficiency. Furthermore, accuracy and AUC were chosen as model specific performance measures. The point prediction for each example is defined as arg max y∈Y p y . It must be noted that accuracy and AUC, as defined in this paper, are based on the p-values from the conformal predictor, i.e., when the conformal predictor is forced to produce point predictions based on the p-values. The second kind of measures was measures that are dependent on the level of significance ǫ used.
• MultiC is the percentage of examples with more than one class in the region prediction.
• OneC is the percentage of examples with exactly one class in the region prediction.
• ZeroC is the percentage of examples with an empty region prediction.
• OneAcc is the percentage of the examples with exactly one class in the region prediction that are also correct.
• The error measure is the percentage of region predictions incorrectly excluding the true class label. During experimentation, cross-validation with 4 folds has been used, with identical folding for all methods. For every fold during experimentation, one fold was used as a test set and the examples in the remaining folds were available for training and calibration. The 34 data sets used are all publicly available from either the UCI repository [16] or the PROMISE Software Engineering Repository [17] .
Before presenting the results from the main experiment, it is important to verify that the methods and data sets used produce valid conformal predictors. One way to verify validity is to use a so-called calibration plot, showing the error, i.e., the fraction of predictions not including the correct class label, for all ǫ ∈ (0, 1). Fig. 1 shows calibration plots for the average error over all data sets. The left panel shows the average error for the whole range of significances, i.e., ǫ ∈ (0, 1), whereas the right panel only shows the most important range of significances, i.e., when ǫ ∈ (0, 0.1]. The black solid line represents the diagonal, when error = ǫ. As can be seen in Fig. 1 , both ICP and OOB are well calibrated in the sense that the average error over the 34 data sets used follows (and does not exceed) the diagonal of the plots. When looking at the results for CCP and BCP, they seem to be less well calibrated, i.e., the average error rates are higher than the significance thresholds in some cases. This could be seen as an indication that the latter methods may not be valid after all, something which needs to be further investigated. For the time being, we are content by concluding that the proposed OOB method, similar to the ICP method, apparently results in valid conformal predictors. Fig. 1 only shows the average tendency over all 34 data sets. However, plots for individual data sets have also been inspected and these confirm that all data sets used in this study are reasonably well calibrated, i.e., do not deviate substantially from the general tendency seen in Fig. 1 . Fig. 2 plot the error, the accuracy for the examples with exactly one prediction (OneAcc), and the three measures MultiC, OneC and ZeroC indicating efficiency, for Ionosphere data set. The results using the ICP method are averaged over the 4 folds.
Looking at Fig. 2 and considering the error, it is clear that ICP produces well calibrated conformal predictors for the Ionosphere data set. However, ICP seems to be overly conservative for some levels of significances on this data set. OneAcc is not defined for significance ǫ = 0.01, since all examples have both classes in the region prediction at that level. In the main experiment, the three methods (ICP, CCP and BCP) proposed by Vovk in [5] are compared to the OOB method. Table I shows the accuracy, AUC and confidence of the different models. The Average denotes the average over all data sets and Avg. rank is the average rank among the four methods within each measure over all data sets. When looking at the confidence measure, it is clear that OOB is the most efficient method. When using statistical tests to compare all the methods, i.e., a Friedman test [18] followed by a post-hoc Nemenyi test [19] , as recommended in [20] , the tests show that OOB has significantly higher confidence than the other three methods (α = 0.05 gives a critical distance of CD = 0.782 when comparing 4 different methods). The test also reveals that CCP has significantly higher confidence than both ICP and BCP.
Furthermore, it is obvious from the results that ICP is clearly performing worse than the other three methods when considering accuracy and AUC. This should be expected, since less information has been utilized both when training the model and when calibrating the p-values. When using the same test as before, this assumption is confirmed; both accuracy and AUC are indeed significantly lower for ICP than for the other three methods.
The measures above do not indicate how the conformal predictors perform for different levels of significance. Fig. 3 shows the averaged results over all data sets for MultiC, OneC, and ZeroC for significance ǫ ∈ (0, 0.3]. The colors distinguish between methods and the different line styles represents the different measures. In general, OneC should be as high as possible whereas MultiC and ZeroC should be as low as possible. OneC, MultiC and ZeroC sum up to 100%. As can be seen in the figure, the curves for OOB (the x-marked lines) clearly indicate its superior efficiency, especially in the most relevant interval of significances, with ǫ ∈ (0, 0.15]. This is most clearly seen by looking at the solid line for OneC, which clearly shows that OOB obtains a higher OneC for the lowest ǫ.
The plot only shows the average trend for all the data sets and does not guarantee that OOB will be better for each specific data set. However, the results show that in general, OOB can be expected to be the most efficient method, at least for the intervals of significances that will be most relevant under normal circumstances.
To further analyze the results in Fig. 3 and enable statistical testing, Table II tabulates OneC for ǫ ∈ {0.01, 0.05, 0.1}. For all three levels of significance, OOB turns out to be significantly more efficient than both ICP and BCP (using the same test as before with the same CD). For ǫ = 0.01, ICP is significantly less efficient than the three other methods. CCP is also significantly more efficient than BCP for ǫ = 0.05 and ICP for ǫ = 0.1.
The difference between OOB and CCP is very close to being significant using the Nemenyi post-hoc test, which is suitable for testing any difference between multiple methods. However, in a direct comparison, using a pair-wise sign test [21] (with α = 0.05) between OOB and CCP, it is seen that OOB is significantly more efficient than CCP for ǫ ∈ {0.01, 0.05}.
Another aspect of the different methods is the computational efficiency. Both CCP and BCP have utilized models that have been approximately five times more costly to build than OOB. The reason is that K = 5 and a bagging ensemble has been built for each repetition. This, in combination with comparable model performance regarding accuracy and AUC as well as superior confidence, makes OOB the most natural choice when the underlying algorithm is a bagging ensemble.
VI. CONCLUSIONS
The purpose of this study has been to evaluate how different methods for utilizing the available data when building a conformal predictor affect the efficiency and performance. To be able to draw general conclusions, a large number of data sets have been used during experimentation. The three methods (ICP, CCP and BCP) proposed by Vovk in [5] have been compared to the OOB method.
The results clearly show that the OOB method is superior to the other three methods. It is the simplest of the four methods in the sense that none of the design choices needed for the other three methods exists for OOB. It simply builds one ensemble model using all available data for both training and calibration. The other methods must either divide the data (ICP), or build multiple models and somehow combine their predictions (CCP and BCP). OOB is also the most efficient of all the methods, both in terms of confidence, when producing point predictions, and in terms of OneC, when producing region predictions. Furthermore, the model performance (in terms of accuracy and AUC) when using point predictions is significantly better than both ICP and BCP and comparable to CCP.
VII. DISCUSSION AND FUTURE WORK
The results in this study are based on bagging ensembles of ANNs and even though the assumption is that the conclusions will hold for bagging ensembles in general, including random forests, this has still to be verified.
The evaluation of the validity of the different methods casts some doubts about whether CCP and BCP are truly valid in general. As Vovk points out in his conclusions in [5] , it has not yet been proven theoretically that CCP is truly valid, which is also the case for BCP.
These results may still provide valuable insights even when using inductive conformal prediction with an underlying algorithm not utilizing bagging. The results suggest that using CCP both increases the model performance as well as leads to a more efficient conformal predictor in comparison to ICP. Provided that CCP will eventually be proven valid it should be preferred over ICP when the added computational cost is no problem.
