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a b s t r a c t
In this paper, we develop new numeric modified Adomian decomposition algorithms by
using the Wazwaz–El-Sayed modified decomposition recursion scheme, and investigate
their practicality and efficiency for several nonlinear examples. We show how we
can conveniently generate higher-order numeric algorithms at will by this new
approach, including, by using examples, 12th-order and 20th-order numeric algorithms.
Furthermore, we show how we can achieve a much larger effective region of convergence
using these new discrete solutions. We also demonstrate the superior robustness of these
numeric modified decomposition algorithms including a 4th-order numeric modified
decomposition algorithm over the classic 4th-order Runge–Kutta algorithm by example.
The efficiency of our subroutines is guaranteed by the inclusion of the fast algorithms
and subroutines as published by Duan for generation of the Adomian polynomials to
high orders.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
We develop a new framework for discrete solutions of nonlinear ordinary differential equations and systems of first-
order nonlinear ordinary differential equations. These new numeric methods are based on discretized forms of the
Wazwaz–El-Sayed modified Adomian decomposition method [1]. This approach intrinsically incorporates the notion of
analytic continuation [2,3], hence precluding any possible need for solution continuation techniques such as the diagonal
Padé approximants. The Wazwaz–El-Sayed modified decomposition is an adaptation of the Adomian decomposition
method [4–15] and specifically modifies the recursion scheme of the solution components for enhanced algorithm design
with a concomitant trade-off in deceleration of the rate of convergence.
Consider the first-order nonlinear ordinary differential equation
d
dt
u(t) = g(t)+ au(t)+ f (u(t)); u(t0) = c0, (1)
where g(t) is a given analytic function, f (u(t)) represents an analytic nonlinear operator and a and c0 are constants.
First consider the Adomian decomposition method (ADM). We rewrite Eq. (1) in the usual operator-theoretic notation of
Adomian:
Lu = g + Ru+ Nu, (2)
∗ Corresponding author.
E-mail addresses: duanjssdu@sina.com (J.-S. Duan), tapstrike@triton.net (R. Rach).
0898-1221/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2012.03.050
1558 J.-S. Duan, R. Rach / Computers and Mathematics with Applications 63 (2012) 1557–1568
where L = ddt (·), R(·) = a and Nu = f (u(t)). The inverse operator L−1 =
 t
t0
(·)dt satisfies
L−1Lu = u− Φ where LΦ = 0.
In this case, for a first-order ordinary differential equation, we of course haveΦ = c0, and also
L−1Lu = L−1g + L−1Ru+ L−1Nu,
or equivalently,
u = γ + L−1Ru+ L−1Nu, (3)
where we have defined the new function γ = Φ + L−1g for convenience.
In the ADM, the solution u(t) is represented by a decomposition series
u(t) =
∞
n=0
un(t) (4)
and the nonlinearity comprises the Adomian polynomials
Nu =
∞
n=0
An, (5)
where
An = An(u0, u1, . . . , un) (6)
are the Adomian polynomials, whose definitional formula
An = 1n!
dn
dλn
f
 ∞
k=0
ukλk

λ=0
, n ≥ 0, (7)
was first published in 1983 [16].
For convenient reference, we list the first five Adomian polynomials
A0 = f (u0),
A1 = f ′(u0)u1,
A2 = f ′(u0)u2 + f ′′(u0)u
2
1
2! ,
A3 = f ′(u0)u3 + f ′′(u0)u1u2 + f ′′′(u0)u
3
1
3! ,
A4 = f ′(u0)u4 + f ′′(u0)

u22
2! + u1u3

+ f ′′′(u0)u
2
1u2
2! + f
(4)(u0)
u41
4! .
Several algorithms [17–23] for symbolic programming have since been devised to efficiently generate the Adomian
polynomials quickly to high orders, For example, a convenient formula for the Adomian polynomials is Rach’s Rule, which
reads (see Page 16 in [7] and Page 51 in [9])
An =
n
k=1
f (k)(u0)C(k, n), n ≥ 1, (8)
where the C(k, n) are the sums of all possible products of k components from u1, u2, . . . , un−k+1, whose subscripts sum to
n, divided by the factorial of the number of repeated subscripts. An equivalent expression of Eq. (8) is
An =

p1+2p2+npn=n
f (p1+p2+···+pn)(u0)
n
s=1
upss
ps! , n ≥ 1. (9)
New, efficient algorithms with their subroutines written in MATHEMATICA for rapid computer-generation of the Adomian
polynomials have been provided by Duan in [21–23].
The solution components are determined by the standard Adomian recursion scheme:
u0(t) = γ (t), (10)
un+1(t) = L−1Run(t)+ L−1An, n ≥ 0. (11)
Next consider the Wazwaz–El-Sayed modified Adomian decomposition method [1]. In the Wazwaz–El-Sayed modified
decomposition the solution u(t) is also represented by the decomposition series u(t) =∞n=0 un(t), but where the solution
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components are instead determined by the modified recursion scheme of Wazwaz and El-Sayed:
u0(t) = γ0(t), (12)
un+1 = γn+1(t)+ L−1Run(t)+ L−1An, n ≥ 0 (13)
where Wazwaz and El-Sayed have offered a general decomposition of the function γ (t) =∞n=0 γn(t). Next we adopt the
additional suggestion by Wazwaz and El–Sayed to express the function γ (t) in terms of its Taylor expansion series:
γ (t) =
∞
n=0
γn(t) =
∞
n=0
γ¯n(t − t0)n, where γ¯n = 1n!γ
(n)(t0), (14)
which leads to
u0(t) = γ (t0), (15)
un+1(t) = γ¯n+1(t − t0)n+1 + L−1Run(t)+ L−1An, n ≥ 0. (16)
Recognizing that γ = Φ + L−1g and using the Taylor expansion series of the input function:
g(t) =
∞
n=0
gn(t) =
∞
n=0
g¯n(t − t0)n, where g¯n = 1n!g
(n)(t0), (17)
we derive a specialized form of the Wazwaz–El-Sayed modified recursion scheme
u0(t) = c0, (18)
un+1(t) = g¯nn+ 1 (t − t0)
n+1 + aL−1un(t)+ L−1An, n ≥ 0, (19)
since γ (t) = c0 +
 t
t0
g(τ )dτ , and also
γ (t0) = c0 and γ (n+1)(t0) = g(n)(t0).
Thus we have determined the solution by a different decomposition series by using a different recursion scheme. In the
sequel, we find that theWazwaz–El-Sayedmodified Adomian decompositionmethod leads to easy-to-design programming.
We remark that the convergence of the Adomian series has already been proven by several investigators [20,22,24–31].
For example, Abdelrazec and Pelinovsky [31] have published a rigorous proof of convergence for the ADM under the aegis
of the Cauchy–Kovalevskaya Theorem. In point of fact the Adomian decomposition series is found to be a computationally
advantageous rearrangement of the Banach-space analog of the Taylor expansion series about the initial solution component
function. Furthermore convergence of the ADM is not limited to cases when only the fixed-point theorem applies, which is
far too restrictive for most physical applications.
The text is organized as follows. In the next section, we develop a new framework for numeric solutions of first-order
nonlinear differential equations and illustrate these new numeric algorithms. As the ubiquitous nonlinear example, we
first solve the Riccati equation by the 4th-order modified ADM, and compare it to the traditional 4th-order Runge–Kutta
method; note the superior stability of our new approach. For example, we can easily increase the accuracy with the 12th-
order modified ADM numeric solution. In Section 3, we then develop a new framework for numeric solution of systems
of first-order nonlinear differential equations and illustrate the method. The van der Pol equation with sinusoidal input is
solved as an equivalent system of two first-order ordinary differential equations by the 20th-order modified ADM. Next the
Rössler system of equations is solved by the 20th-order modified ADM and we plot the solution as well as the well-known
Rössler attractor. Section 4 summarizes our findings.
2. The case of a single equation
We regard the Adomian polynomial An as an (n+ 1)-argument function associated with the function f . If no confusion is
caused, we can omit the associated function f and the n+1 arguments, e.g. we can express the above Adomian polynomials
as
An = An(u0, . . . , un) = An {f } = An {f } (u0, . . . , un). (20)
From Eq. (9), the Adomian polynomials satisfy the following property [29,32,33], which facilitates the nonlinear
transformation of power series,
A1(a0, a1µ) = A1(a0, a1) µ,
A2(a0, a1µ, a2µ2) = A2(a0, a1, a2) µ2,
. . . ,
An(a0, a1µ, a2µ2, . . . , anµn) = An(a0, a1, . . . , an) µn. (21)
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From the recursion scheme (18) and (19) we deduce that
u1 = [g¯0 + ac0 + A0(c0)](t − t0). (22)
Using the property in (21), we suppose each uk, for 1 ≤ k ≤ n, is in the form of uk = ck(t − t0)k, then we have deduced
from Eqs. (18), (19) and (21) that
un+1 = g¯n(t − t0)
n+1
n+ 1 + aL
−1cn(t − t0)n + L−1An(c0, c1, . . . , cn)(t − t0)n
= 1
n+ 1 [g¯n + acn + An(c0, c1, . . . , cn)](t − t0)
n+1. (23)
Thus, by induction, we have derived that the solution components un are in the form of monomials
un = cn(t − t0)n, n ≥ 0, (24)
and the coefficients are determined by the recurrence formula
cn+1 = 1n+ 1 [g¯n + acn + An(c0, c1, . . . , cn)], n ≥ 0. (25)
We denote the (n+ 1)-term approximation of the solution as
ϕn+1(t; t0, c0) =
n
k=0
uk =
n
k=0
ck(t − t0)k. (26)
By the notion of analytic continuation [2,3], the nth-order numeric solution generated by the (n+1)-term approximation
ϕn+1 is
u⟨n⟩0 = c0, u⟨n⟩k = ϕn+1(tk; tk−1, u⟨n⟩k−1), k = 1, 2, . . . ,N, (27)
where we suppose
t0 < t1 < · · · < tN = T
and where each tk, for k = 1, 2, . . . ,N , is within the domain of convergence of the former modified decomposition series.
We remark that the order n of the numeric solution is designed to be a variable parameter in our subroutines. An
important advantage of this new approach is that we can easily design a higher-order numeric solution at will.
Example 1. Consider a particular Riccati equation
du
dt
= t − u2; u(0) = 1. (28)
First we solve this equation by the Wazwaz–El-Sayed modified ADM for the general initial condition u(t0) = c0. For this
example we have
g(t) = t, f (u) = −u2.
Thus
g¯0 = t0, g¯1 = 1, g¯n = 0, n ≥ 2.
The Adomian polynomials associated with the function f : u → u2 are [21,34]
A0(c0) = c20 , A1(c0, c1) = 2c0c1, . . . , An(c0, . . . , cn) =
n
k=0
ckcn−k. (29)
The coefficients of the components of the solution are then given by the recurrence formulas
c1 = t0 − c20 , c2 =
1
2
(1− 2c0c1), . . . , cn+1 = −1n+ 1
n
k=0
ckcn−k, n ≥ 2. (30)
Hence the (n+ 1)-term approximation is obtained
ϕn+1(t; t0, c0) =
n
k=0
ck(t − t0)k. (31)
We remark that the computation of the coefficients cn in Eq. (30) only involves arithmetic operations, anddoes not require
integration or differentiation, which remarkably facilitates our programming.
Taking n = 4, step-size h = 0.5, t0 = 0, T = 18, the 4th-order modified ADM numeric solution of Eq. (28) is obtained
by
u⟨4⟩0 = 1, u⟨4⟩k = ϕ5(tk; tk−1, u⟨4⟩k−1), k = 1, 2, . . . , 36, (32)
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Fig. 1. The exact solution (solid line) and the 4th-order modified ADM numeric solution with h = 0.5 (dots) on [0, 18].
Fig. 2. The exact solution (solid line) and the 4th-order Runge–Kutta numeric solution with h = 0.5 (dots) on [0, 18].
where tk = hk. The 4th-order modified ADM numeric solution and the exact solution are plotted in Fig. 1. We note that the
exact analytic solution was obtained by using the MATHEMATICA code
DSolve[{y′[t] == t − y[t]∧2, y[0] == 1}, y[t], t].
As a comparison, we have also calculated the 4th-order Runge–Kutta numeric solution and plotted it in Fig. 2.
Do note the superior performance of our 4th-order modified ADM numeric solution in Fig. 1 when compared with the
4th-order Runge–Kutta numeric solution in Fig. 2, which demonstrates that our new approach is more robust.
Unlike the explicit Runge–Kutta numeric algorithms, which are quite difficult to derive and do not possess a general
procedure to develop higher-order subroutines, we can easily generate higher-order Wazwaz–El-Sayed modified ADM
numeric subroutines at will, which is most favorable for ease in programming.
Taking n = 12, step-size h = 0.5, t0 = 0, T = 50, the 12th-order modified ADM numeric solution is obtained by
u⟨12⟩0 = 1, u⟨12⟩k = ϕ13(tk; tk−1, u⟨12⟩k−1), k = 1, 2, . . . , 100, (33)
where tk = hk, and is plotted in Fig. 3. The MATHEMATICA program, which was used to generate the graphs in Figs. 1–3, is
listed in the Appendix.
3. The case of a system of equations
Next we consider an initial value problem for a system of first-order nonlinear differential equations in the form
Lu = g(t)+ Bu+ f(u), t0 ≤ t ≤ T , (34)
u(t0) = c0, (35)
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Fig. 3. The exact solution (solid line) and the 12th-order modified ADM numeric solution with h = 0.5 (dots) on [0, 50].
where L = ddt ,u = [u1(t), . . . , um(t)]T is an unknownm× 1 vector function, g(t) = [g1(t), . . . , gm(t)]T is a given analytic
m× 1 vector function, B ism×m constant matrix,
f(u) = [f1(u), . . . , fm(u)]T , (36)
ism× 1 vector ofm analytic functions, and c0 is the given initialm× 1 vector.
Similarly, operating with the integral operator L−1 =  tt0(·)dt on both sides of Eq. (34) yields
u = c0 + L−1g(t)+ BL−1u+ L−1f(u). (37)
The solution and nonlinear functions are decomposed as
u =
∞
n=0
un =
∞
n=0
[u1,n, . . . , um,n]T , (38)
and
f(u) = f
 ∞
n=0
un

=
∞
n=0
An(u0,u1, . . . ,un), (39)
where the Adomian polynomials are defined by the definitional formula
An(u0,u1, . . . ,un) = 1n!
dn
dλn
f
 ∞
k=0
ukλk

λ=0
, n ≥ 0. (40)
For convenient reference, we write the first two Adomian polynomials
A0(u0) = f(u0), (41)
A1(u0,u1) = f(1,0,...,0)(u0)u1,1 + · · · + f(0,...,0,1)(u0)um,1. (42)
Here we list the expression for the nth Adomian polynomial [22,23,35]
An(u0,u1, . . . ,un) =

n
j=1 j
m
i=1 pij=n
f(p1∗,...,pm∗)(u0)
m
r=1
n
s=1
upr,sr,s
pr,s! , n ≥ 1, (43)
where pi∗ =nj=1 pij, 1 ≤ i ≤ m.
Themultivariable Adomian polynomials are studied in [9,22,23,35,36], and new, fast algorithms and subroutines for their
generation in MATHEMATICA are provided by Duan in [22,23].
We regard each Adomian polynomial An as a vector function with n+ 1 arguments associated with the analytic function
f. When no confusion would arise, then the associated function and the arguments can be omitted, such as
An = An(u0, . . . ,un) = An {f} = An {f} (u0, . . . ,un). (44)
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We deduce from Eq. (43) that the Adomian polynomials satisfy the following properties
An(u0,u1µ,u2µ2, . . . ,unµn) = An(u0,u1, . . . ,un) µn. (45)
Next we expand the function g(t) in terms of its Taylor expansion series
g(t) =
∞
n=0
g¯n(t − t0)n, g¯n = g
(n)(t0)
n! . (46)
By the Wazwaz–El-Sayed modified ADM, we employ the modified recursion scheme
u0 = c0, (47)
un+1 = L−1g¯n(t − t0)n + BL−1un + L−1An(u0,u1, . . . ,un), n = 0, 1, 2, . . . . (48)
From Eqs. (47) and (48) we deduce that
u1 = [g¯0 + Bc0 + A0(c0)](t − t0).
We suppose each uk, for 1 ≤ k ≤ n, is in the form of uk = ck(t − t0)k, then we have derived from Eqs. (45), (47) and (48)
that
un+1 = L−1g¯n(t − t0)n + BL−1cn(t − t0)n + L−1An(c0, c1, . . . , cn)(t − t0)n
= 1
n+ 1 [g¯n + Bcn + An(c0, . . . , cn)](t − t0)
n+1. (49)
By induction we derive that the solution components un are in the form
un = cn(t − t0)n, n ≥ 0, (50)
where the coefficients are given by the recurrence formula
cn+1 = 1n+ 1 [g¯n + Bcn + An(c0, . . . , cn)], n = 0, 1, 2, . . . . (51)
Then the (n+ 1)-term approximation of the solution is
ϕn+1(t; t0, c0) =
n
k=0
uk =
n
k=0
ck(t − t0)k. (52)
The nth-order modified ADM numeric solution generated by the (n+ 1)-term approximation ϕn+1 is
u⟨n⟩0 = c0, u⟨n⟩k = ϕn+1(tk; tk−1,u⟨n⟩k−1), k = 1, 2, . . . ,N, (53)
where t0 < t1 < · · · < tN = T , and where, as before, each tk, for k = 1, 2, . . . ,N , is within the domain of convergence of
the former modified decomposition series.
For the case of two equations, i.e.m = 2, we have
u = (u, v)T =
∞
n=0
un, un = (un, vn)T ,
then
f(u) =

f1(u)
f2(u)

=
∞
n=0

A1,n(u0, . . . ,un)
A2,n(u0, . . . ,un)

,
where the multivariable Adomian polynomials are
Ai,n(u0, . . . ,un) =

n
j=1 j(pj+qj)=n
fi(p∗,q∗)(u0)
n
s=1
upss
ps!
v
qs
s
qs! , i = 1, 2,
where p∗ =nj=1 pj, q∗ =nj=1 qj.
Example 2. Consider the van der Pol equation for the case of sinusoidal input [37,38]
d2u
dt2
+ µ(u2 − 1)du
dt
+ u = sin t, (54)
u(0) = 1, u′(0) = 1. (55)
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We can rewrite Eq. (54) as a system of two first-order differential equations,
du
dt
= v, (56)
dv
dt
= sin t − u+ µv − µu2v, (57)
with the initial conditions
u(0) = 1, v(0) = 1. (58)
First we shall solve the system for the general initial conditions
u(t0) = c0, v(t0) = d0. (59)
Integrating the system (56) and (57) yields
u = c0 + L−1v, (60)
v = d0 + L−1 sin t + L−1(−u+ µv − µu2v). (61)
We decompose the solutions as
u =
∞
n=0
un =
∞
n=0
cn(t − t0)n, (62)
v =
∞
n=0
vn =
∞
n=0
dn(t − t0)n, (63)
and conveniently expand the sine function
sin t =
∞
n=0
g¯n(t − t0)n, g¯n = sin
(n)(t0)
n! =
sin

t0 + nπ2

n! .
The Adomian polynomials associated with the product nonlinearity f2(u, v) = u2v are [22,23,35,36]
A0(u0, v0) = u20v0,
A1(u0, v0, u1, v1) = 2u0u1v0 + u20v1,
A2(u0, v0, u1, v1, u2, v2) = u21v0 + 2u0u2v0 + 2u0u1v1 + u20v2,
. . . ,
An(u0, v0, . . . , un, vn) =
n
k=0
k
l=0
uluk−lvn−k. (64)
The coefficients of the power series in Eqs. (62) and (63) are determined by
cn+1 = 1n+ 1dn, (65)
dn+1 = 1n+ 1 [g¯n − cn + µdn − µAn(c0, d0, . . . , cn, dn)], n ≥ 0. (66)
Then the (n+ 1)-term approximation of the solution is
ϕn+1(t; t0, c0, d0) =
n
k=0
uk =
n
k=0
ck(t − t0)k, (67)
ψn+1(t; t0, c0, d0) =
n
k=0
vk =
n
k=0
dk(t − t0)k. (68)
The nth-order modified ADM numeric solution of Eqs. (56)–(58) generated by the (n+ 1)-term approximation is
u⟨n⟩0 = 1, v⟨n⟩0 = 1, (69)
u⟨n⟩k = ϕn+1(tk; tk−1, u⟨n⟩k−1, v⟨n⟩k−1), v⟨n⟩k = ψn+1(tk; tk−1, u⟨n⟩k−1, v⟨n⟩k−1), k = 1, 2, . . . ,N, (70)
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Fig. 4. The MATHEMATICA numeric solution (solid line) and the 20th-order modified ADM numeric solution u⟨20⟩k with h = 0.04 (dots) on [0, 100].
where t0 < t1 < · · · < tN = T , and where each tk, for k = 1, 2, . . . ,N , is within the domain of convergence of the former
modified decomposition series.
In Fig. 4 we plot the MATHEMATICA numeric solution and the 20th-order modified ADM numeric solution u⟨20⟩k with the
fixed step-size h = 0.04 on the interval [0, 100] for the solution u versus t for the value of µ = 20.
We note that in this article the MATHEMATICA numeric solution for the system of differential equations is obtained
by using the command ‘NDSolve’ with the options: AccuracyGoal → 15, PrecisionGoal → 15, WorkingPrecision → 20
and MaxSteps → Infinity. So we shall regard the MATHEMATICA numeric solutions as accurate enough for comparison.
Moreover, we observe that theMATHEMATICA numeric solution itself is an interpolation, thus a continuous function within
the automatic order of interpolation polynomials.
Example 3. Consider the Rössler system of equations [39]x˙ = −y− z,
y˙ = x+ ay,
z˙ = b− cz + xz.
(71)
For this system we have
u =
x
y
z

, g(t) =
0
0
b

, B =
0 −1 −1
1 a 0
0 0 −c

, f(u) =
 0
0
xz

.
For the coefficients of the decomposition solution u = ∞n=0 cn(t − t0)n, where cn = [cn,1, cn,2, cn,3]T and c0 is the initial
value, we obtain from Eq. (51)
c1 = [0 0 b]T + Bc0 + A0(c0), (72)
cn+1 = 1n+ 1 [Bcn + An(c0, . . . , cn)], n ≥ 1, (73)
where the Adomian polynomials are
An(c0, . . . , cn) =

0 0
n
k=0
ck,1cn−k,3
T
, n ≥ 0. (74)
We consider the numeric solution in the case of a = 0.38, b = 0.3, c = 4.5 and the initial value c0 = [0.1 0.2 0.3]T .
Generating the 21-term approximation ϕ21, then taking the step-size h = 0.08, we obtain the 20th-order modified ADM
numeric solution x⟨20⟩k , y
⟨20⟩
k and z
⟨20⟩
k on 0 ≤ t ≤ 160 for the Rössler system of equations.
In Fig. 5 we plot the MATHEMATICA numeric solution for y versus t and the 20th-order modified ADM numeric solution
y⟨20⟩k on the interval 0 ≤ t ≤ 160.
To offer a continuous representation using our discrete solution, we use theMATHEMATICA command ‘Interpolation’ for
the data tk, x
⟨20⟩
k , y
⟨20⟩
k and z
⟨20⟩
k to generate three interpolation functions x˜(t), y˜(t) and z˜(t) by an interpolation polynomial
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Fig. 5. The MATHEMATICA numeric solution (solid line) and the 20th-order modified ADM numeric solution y⟨20⟩k with h = 0.08 (dots) for y versus t on
0 ≤ t ≤ 160.
Fig. 6. The Rössler attractor depicted by the two-degree polynomial interpolation functions for the 20th-order modified ADM numeric solution with
h = 0.08.
of two degrees. In Fig. 6we plot the Rössler attractor in phase space by using the three interpolation functions on the interval
0 ≤ t ≤ 160.
4. Conclusion
We have developed higher-order numeric modified Adomian decomposition algorithms based on theWazwaz–El-Sayed
modified recursion scheme specialized for first-order nonlinear ordinary differential equations and systems of first-order
nonlinear ordinary differential equations. Several examples were investigated to demonstrate the ease and versatility of
our new approach. We have solved a particular Riccati equation by both 4th- and 12-th order numeric Wazwaz–El-Sayed
modified decomposition algorithms, and compared their solutions with the solution by the numeric 4th-order Runge–Kutta
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algorithm. Next we have solved the van der Pol equation with sinusoidal input as a system of two first-order ordinary
differential equations with a product nonlinearity using a 20th-order numeric modified ADM solution so as to demonstrate
a large effective region of convergence for this approach. Thenwe solved the Rössler systemof equations,which also contains
a product nonlinearity again using a 20th-order numeric modified ADM solution. Both were compared with the available
MATHEMATICA numeric solutions to emphasize the accuracy of our new approach. Finally we have reproduced the Rössler
attractor in phase space using our new numeric algorithms.
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Appendix. MATHEMATICA program for Figs. 1–3 in Example 1
df=DSolve[{y’[t]==t-y[t]^2,y[0]==1},y,t];
f1=Plot[y[t]/.df,{t,-.1,50}];
phi[t_,t0_,C0_,n_]:=Module[{n1,i},c[0]=C0;
c[1]=t0-C0^2; c[2]=(1-2 C0*c[1])/2;
Do[c[n1+1]=-1/(n1+1)*Sum[c[k]*c[n1-k],{k,0,n1}],{n1,2,n-2}];
Sum[c[i]*(t-t0)^i,{i,0,n-1}]];
sol[t0_, T_, C0_, h_,n_]:=Module[{k,N1},
N1=Floor[(T-t0)/h]; t[0]=t0; U[0]=C0;
For[k=1,k<=N1,k++, t[k]=t[k-1]+h;
U[k]=phi[t[k],t[k-1],U[k-1],n+1]];Table[{t[k],U[k]},{k,0,N1}]];
nu1=sol[0,18,1,.5,4];
Fig1=Show[ListPlot[nu1,PlotStyle -> Red,
PlotRange->{{-.1,18.1},{0,5}}],f1];
nu2=sol[0,50,1,.5,12];
Fig3=Show[ListPlot[nu2,PlotStyle -> Red,
PlotRange->{{-.1,50.1},{0,8}}],f1];
rk4[f_,t0_,T_,u0_,h_]:=Module[{t,u,m,N1,k1,k2,k3,k4},
N1=Floor[(T-t0)/h]; t[0]=t0; u[0]=u0;
For[m=0,m<=N1-1,m++,t[m+1]=t[m]+h;
k1=f[t[m],u[m]];k2=f[t[m]+h/2,u[m]+h*k1/2];
k3=f[t[m]+h/2,u[m]+h*k2/2];k4=f[t[m]+h,u[m]+h*k3];
u[m+1]=u[m]+h/6*(k1+2*k2+2*k3+k4)];
nu=Table[{t[m],u[m]},{m,0,N1}]];
f[t_,u_]:=t-u^2; rk4[f,0,18,1,.5];
Fig2=Show[ListPlot[nu,PlotStyle -> Red,
PlotRange -> {{-.1,18.1},{-2.5,5}}],f1];
{Fig1,Fig2,Fig3}
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