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EXPONENTIAL MIXING OF 2D SDES FORCED BY DEGENERATE L ´EVY
NOISES
LIHU XU
Abstract. We modify the coupling method established in [22] and develop a technique to prove
the exponential mixing of a 2D stochastic system forced by degenerate Le´vy noises. In particular,
these Le´vy noises include α-stable noises (0 < α < 2). Thanks to the stimulating discussion
[14], this technique is promising to study the exponential mixing problem of SPDEs driven by
degenerate symmetric α-stable noises.
1. Introduction
We shall study in this paper the exponential ergodicity of degenerate stochastic evolution
equation 
dX1(t) = [−λ1X1(t) + F1(X(t))]dt + dz(t),
dX2(t) = [−λ2X2(t) + F2(X(t))]dt
(1.1)
where X(t) = (X1(t), X2(t))T ∈ R2 for every t ≥ 0, λ2, λ1 > 0, F : R2 → R2 is bounded and
Lipschitz, z(t) is a one dimensional Le´vy process satisfying Assumption 2.1 below. We often
simply write the above equation as the following form:
dX(t) = [AX(t) + F(X(t))]dt + dZt, (1.2)
where A = diag{−λ1,−λ2} and Zt = [z(t), 0]T .
Since the end of the last century, the ergodicity of stochastic systems forced by degenerate
noises has also been intensively studied, see [3, 4, 5, 6] for the SPDEs with degenerate Wiener
noises and [9, 10, 11, 20, 21, 22, 13] for those forced by kick noises. However, there seems
no ergodicity result for the stochastic systems driven by degenerate Le´vy jump noises. To our
knowledge, this paper seems the first one in this direction.
The main novelty of the present paper is that we obtain the exponential ergodicity for a family
of 2D SDEs driven by a large class of degenerate Le´vy jump noises which include α-stable
noises with 0 < α < 2. In [9, 10, 11, 20, 21, 22], the authors assumed that the kick noises come
periodically and are bounded or with exponential moments. [13] studied polynomial mixing for
the complex Ginzburg-Landau equation driven by random kick noises with all p > 0 moments.
Clearly, all these assumptions in the above literatures rule out the interesting Le´vy noises only
with some p > 0 moment such as α-stable noises.
Let us also compare our ergodicity result with those known for SDEs and SPDEs forced by
Le´vy noises. [17] established the exponential mixing for a family of SPDEs with a form similar
to Eq. (1.2) under total variational norm, provided that the noises are non-degenerate α-stable
with 1 < α < 2. The non-degeneracy assumption and the regime of α ∈ (1, 2) are crucial for
getting the strong Feller property and applying the Lyapunov function technique. The new point
in the present paper is that our noises are degenerate and can be α-stable with 0 < α ≤ 1. It is
well known that α = 1 is a critical point of α-stable noises and α-stable type operators. Many
nice results in the case of α > 1 can not be extended to the case α ∈ (0, 1] ([16]). [7] established
some nice criteria of the exponential mixing (under total variation norm) for a family of finite
1
dimensional SDEs driven by jump noises which include some one dimensional equations driven
by α-stable noises.
Our approach is by modifying the coupling method established in [22, 20], which has been
applied to study the ergodicity problems of many degenerate stochastic systems ([9, 10, 11,
20, 21, 22, 13]). Roughly speaking, we follow the idea in [22, 20] to split the dynamics into
two parts, one with noises and the other with strong dissipation. We apply a maximal coupling
for the part with noises to mix the coupling chain and take advantage of strong dissipation to
control the part without noises. There are two different points between our modification and the
methods in [20, 22]. We sample the solution Markov chain according to the moment that a jump
larger than K comes (see Section 3), while the Markov chains in [20] are sampled periodically
thanks to their special periodical kick noises. To handle this new random effect, we need to
estimate some more complicated stopping times in sequel. The other point is that we use the
jumps larger than K to construct the coupling chains, while [22, 20] take the advantage of small
jumps.
It is natural to ask whether our exponential ergodicity result can be extended to SPDEs forced
by finite dimensional Le´vy noises such as z(t) = ∑nk=1 zk(t) with z1(t), ..., zn(t) being a sequence
of independent purely jump noises. Unfortunately, it seems our technique is not applicable even
for the case of 3d SDEs driven by 2d Le´vy jump noises. Let us point out the difficulty (very)
roughly by the following models. Consider

dX1(t) = [−λ1X1(t) + F1(X(t))]dt + dz1(t),
dX2(t) = [−λ2X2(t) + F2(X(t))]dt + dz2(t),
dX3(t) = [−λ3X3(t) + F3(X(t))]dt
(1.3)
where λ1, λ2, λ3 > 0, F : R3 → R3 is bounded and Lipschitz, z1(t) and z2(t) are independent
1d Le´vy jump processes. Let λ3 be sufficiently large to make the dissipative term −λ3X3(t)
dominate the third equation. For the first two equations, when z1(t) has a jump η1 at some
moment τ, there are no jumps for z2(t) at τ almost surely. We can take the advantage of the
jump η1 to control the growth of the sample paths of X1(t) in a short time interval [τ, τ+ δ). Due
to the lack of the random effect, the growth of the sample paths of X2(t) can not be handled in
[τ, τ + δ).
From the stimulating discussion [14], our technique is promising to study the exponential
mixing problem of SPDEs driven by finite dimensional symmetric α-stable processes. These
type of processes have a nice representation by WS t with Wt being a standard n-dimensional
Brownian motion and S t being an α/2-stable subordinator. When a jump of S t comes, all the
n directions of WS t jumps simultaneously, thus the difficulties in Eq. (1.3) will not appear any
more. Symmetric α-stable processes have recently studied by both analysis and probability
communities ([2, 23, 24]).
The structure of the paper is as follows. Section 2 introduces some notations and gives our
main theorem. A coupling Markov chain is introduced in Section 3. Section 4 introduces some
stopping times related to this Markov chain, which is used to prove the main theorem in Section
5.
Acknowledgements: The author gratefully thanks Jerzy Zabczyk for the stimulating discus-
sions and many useful suggestions. He also gratefully thanks Armen Shirikyan for patiently
teaching him the coupling method in the paper [22]. Special thanks are due to Vahagn Ners-
esyan for numerous useful suggestions, carefully reading the paper and stimulating discussions
about studying the exponential mixing problem of SPDEs driven by symmetric α-stable noises.
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2. Notations and main results
Denote by Bb(R2) the Banach space of bounded Borel-measurable functions f : R2 → Rwith
the norm
‖ f ‖0 := sup
x∈R2
| f (x)|.
Denote by Lb(R2) the Banach space of global Lipschitz bounded functions f : R2 → R with the
norm
‖ f ‖1 := ‖ f ‖0 + ‖ f ‖Lip.
where ‖ f ‖Lip := supx,y | f (x)− f (y)||x−y| .
2.1. Some preliminary of Le´vy process ([1]). Let (z(t))0≤t<∞ be a one-dimensional purely
jumping Le´vy process with the characteristic function
Eeiξz(t) = etψ(ξ), t ≥ 0,
where ψ(ξ) is the symbol of z(t). Recall
ψ(ξ) =
∫
R\{0}
(
eiξy − 1 − iξy1{|y|≤1}
)
ν(dy),
where ν is the Le´vy measure associated with z(t).
For every t > 0, a Poisson random measure N(t, .) is defined by
N(t, Γ) :=
∑
s∈(0,t]
1Γ
(
∆z(s)), ∀ t > 0, ∀ Γ ∈ B(R \ {0}),
where ∆z(s) = z(s) − z(s−). For every K > 0, define
zK(t) :=
∑
0≤s≤t
∆z(s)1{∆z(s)≥K}.
Further define
ΓK := (−∞,−K] ∪ [K,∞), γK := ν(ΓK),
γK is a decreasing function of K and γK < ∞ for K > 0.
Let τ˜1, τ˜2, . . . , τ˜n, . . . be a sequence of random times such that
τ˜1, τ˜2 − τ˜1, . . . , τ˜n − τ˜n−1, · · ·
are independent exponential random variables with parameter γK , i.e.
P(τ˜n − τ˜n−1 > s) = e−γK s, s > 0.
It is well known that zK(t) can also be represented by
zK(t) =
∑
k≥1
ηk1{τ˜k≤t} (2.1)
where ηk are independent random variable sequences with distribution
νK :=
1
γK
ν
∣∣∣
ΓK
. (2.2)
Assumption 2.1. Assume that the following conditions hold:
(A1) For every λ > 0 and p ∈ (0, α) with α ∈ (0, 2),
sup
0≤t<∞
E
∣∣∣∣∣∣
∫ t
0
e−λ(t−s)dz(s)
∣∣∣∣∣∣
p
< ∞.
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(A2) For some K > 0, νK has a density function pK such that for all z1, z2 ∈ R∫
R
|pK(z − z1) − pK(z − z2)|dz ≤ β1|z1 − z2|β2 ,
where β1, β2 > 0 are constants only depending on K.
(A3) There exist some M > 0 and some β0 = β0(K, M) ∈ (0, 2) such that if |z1| + |z2| ≤ M,∫
R
|pK(z − z1) − pK(z − z2)|dz ≤ β0.
(A4) γK ≥ 2β2‖F‖Lip.
Remark 2.2. The number ’2’ in ’γK ≥ 2β2‖F‖Lip’ of (A4) can be replaced by any number c > 1.
We choose the special ’2’ to make the computation in sequel more simple. Roughly speaking,
(A4) means that the process (z(t))t≥0 has sufficiently many jumps bigger than K. The number M
will be chosen in Theorem 4.1.
Proposition 2.3. An α-stable process (z(t))t≥0 with 0 < α < 2 satisfies Assumption 2.1.
Proof. Recall that the Le´vy measure of the α-stable process has the form
ν(dx) = cα
|x|α+1
1{|x|>0}dx,
where cα is some not important constant. It is easy to see that γK ↑ ∞ as K ↓ 0, thus (A4)
holds. Since z(t) has the characteristic function e−|ξ|αt, it is easy to check that
∫ t
0 e
−λ(t−s)dzs has
characteristic function exp { − 1−e−αλt
αλ
|ξ|α
}
. This, together with (3.2) of [19], immediately gives
(A1).
For every K > 0, we have
pK(z − zi) = αK
α
2
1
|z − zi|α+1
1{|z−zi|>K}, (i = 1, 2).
Since the supports of the functions pK(z − z1) and pK(z − z2) have overlaps, it holds that∫
R
|pK(z − z1) − pK(z − z2)|dz <
∫
R
pK(z − z1)dz +
∫
R
pK(z − z2)dz = 2.
It is easy to check that for all M > 0, there exists some β0 ∈ (0, 2) depending on M and K such
that (A3) holds.
It remains to verify (A2). By the easy fact 1 −
(
1
1+r
)α
≤ (α + 1)r for |r| < 12+2α , when
|z1 − z2| ≤
K
2α+2 , ∫
R
|pK(z − z1) − pK(z − z2)|dz ≤ 2α + 2K |z2 − z1|.
As |z2 − z1| > K2α+2 , we have
4α+4
K |z2 − z1| > 2 and thus∫
R
|pK(z − z1) − pK(z − z2)|dz ≤ 4α + 4K |z2 − z1|.
Take β1 = 4α+4K and β2 = 1, we immediately get (A2). 
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2.2. Main result. Let us first show Eq. (1.1) is well-posed and then give the main theorem.
Theorem 2.4. For any x ∈ R2, problem (1.1) has a unique strong solution (Xx(t))t≥0 with the
form:
Xx(t) = eAtx +
∫ t
0
eA(t−s)F(Xx(s))ds +
∫ t
0
eA(t−s)dZs. (2.3)
Moreover, (Xx(t))t≥0 has a ca`dla`g version in R2 and is an R2-valued Markov process starting
from x.
Proof. The existence, uniqueness and Markov property of the strong solution have been proved
in [19]. Since Zt clearly has a ca`dla`g version,
∫ t
0 e
A(t−s)dZs also has a ca`dla`g one. The other two
terms on the r.h.s. of (2.3) are both continuous, so (Xx(t))t≥0 is ca`dla`g. 
Denote by (Pt)t≥0 the Markov semigroup associated with (1.1), i.e.
Pt f (x) := E [ f (Xx(t))] , f ∈ Bb(R2),
and by (P∗t )t≥0 the dual semigroup acting on P(R2). Our main result is the following ergodic
theorem which will be proven in the last section.
Theorem 2.5. Let λ1 > 0 and Assumption 2.1 both hold. There exists some λ0 = λ0(‖F‖1, M, β0, β1, β2),
where M, β0, β1, β2 are as in Assumption 2.1, such that as λ2 > λ0, the system (1.1) is expo-
nentially ergodic under the weak topology of P(R2). More precisely, there exists a probability
measure µ ∈ P(R2) so that for any p ∈ (0, α) and any measure µ˜ ∈ P(R2) with finite pth moment,
we have
|〈P∗t µ˜, f 〉 − 〈µ, f 〉| ≤ Ce−ct‖ f ‖1
(
1 +
∫
R2
|x|pµ˜(dx)
)
, ∀ f ∈ Lb(R2), (2.4)
where C, c depend on p, K, ‖F‖1, β0, β1, β2, λ1, λ2, M.
Let us briefly give the strategy of the coupling method we shall use (it is a modification of
the method established in [22]):
(i) Take a waiting time T (a fixed number) and define τ0 = 0, we look for the first jump after
the time T and record its moment by τ1. Similarly, we do not look for the next jump immediately
after τ1 but do it after the time τ1 + T , and so on. In this way we get a sequence of stopping
time {τk}k≥0. The waiting time T will play an important role for estimating the stopping times
associated with the coupling Markov chain below.
(ii) For any x, y ∈ R2, take two copies of processes (Xx(t))t≥0 and (Xy(t))t≥0, consider the
corresponding embedded Markov chains (Xx(τk))k≥0 and (Xy(τk))k≥0. Using maximal coupling,
we construct a coupling Markov chain (S x,y(k))k≥0 with S x,y(k) = (S x(k), S y(k)) for every k ≥ 0.
(S x(k))k≥0, (S y(k))k≥0 have the same distributions as those of (Xx(τk))k≥0 and (Xy(τk))k≥0 respec-
tively.
(iii) Define
σ˜ = inf{k > 0; |S x(k)| + |S y(k)| ≤ M},
σˆ = inf
{
k > 0; |S x(k) − S y(k)| ≥ τk/λk2
}
.
The exact σˆ is defined in (5.1), but the above simple version captures the essential part of (5.1).
The main ingredient for showing Theorem 2.5 is
E[ecσ˜] < ∞, P(σˆ = ∞|S σ˜) > 0.
The first inequality implies that the system (S (k))k≥0 enters the M-radius ball exponentially
frequently. The second inequality means that as long as (S (k))k≥0 is in that ball, there exists a set
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of sample paths with positive probability such that |S x(k)−S y(k)| converges to zero exponentially
fast as long as λ2 is sufficiently large.
Without loss of generality, from now on we assume
λ1 ≤ λ2.
Our method of course covers the case λ1 > λ2, in which the dissipative term AX(t) dominates
the system and the exponential mixing can be shown by a quite easy argument ([18]).
2.3. Some easy estimates about the solution.
Lemma 2.6. For every x, y ∈ R2 and p ∈ (0, α), if λ2 > ‖F‖Lip we have
E|Xx(t)|p ≤ (3p−1 ∨ 1)e−λ1 pt|x|p +C, ∀ t ≥ 0,
E|Xx(t) − Xy(t)|p ≤ (3p−1 ∨ 1)e−λ1 pt|x − y|p + C, ∀ t ≥ 0,
|Xx(t) − Xy(t)| ≤ et‖F‖Lip |x − y|, ∀ t ≥ 0,
|Xx2(t) − Xy2(t)| ≤
(
e−λ2t +
‖F‖Lip
‖F‖Lip + λ2
et‖F‖Lip
)
|x − y|, ∀ t ≥ 0.
where a ∨ b := max{a, b} for a, b ∈ R and C depends on p, λ, ‖F‖0.
Proof. By (2.3) we have
|Xx(t)| ≤ e−λ1t |x| +
∫ t
0
e−λ1(t−s)|F(Xx(s))|ds +
∣∣∣∣∣∣
∫ t
0
e−λ1(t−s)dz(s)
∣∣∣∣∣∣ ,
this, together with (A1) and the assumption of F, immediately gives the first inequality. Observe
|Xx(t) − Xy(t)| ≤ e−λ1t|x − y| + 2
∫ t
0
e−λ1(t−s)ds‖F‖0,
from which the second inequality follows immediately. Further observe
|Xx(t) − Xy(t)| ≤ |x − y| +
∫ t
0
‖F‖Lip|Xx(s) − Xy(s)|ds,
from this we immediately get the third inequality by Gronwall’s inequality.
We also easily have
|Xx2(t) − Xy2(t)| ≤ e−λ2t|x − y| +
∫ t
0
e−λ2(t−s)‖F‖Lip|Xx(s)) − Xy(s)|ds,
which, together with the third inequality, yields the fourth one. 
3. Construction of the couplingMarkov chain
In this section, we construct a coupling Markov chain which will be used to prove the ergod-
icity result. Let
T > 0 be a fixed number (3.1)
to be determined later in Theorem 4.1. We call T the waiting time, which means that when a
jump comes we do not look for the next jump immediately but do it after waiting for a time T .
This waiting time T will play an important role in estimating the stopping times below.
Define
τ := inf {t > T : |∆z(t)| ≥ K} , (3.2)
τ is a stopping time with probability density
γK exp {−γK(t − T )} 1{t>T }. (3.3)
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Define τ0 := 0 and
τk := inf {t > τk−1 + T : |∆z(t)| ≥ K} for all k ≥ 1.
It is easy to see that {τk}k≥0 are a sequence of stopping times such that
{τk − τk−1}k≥1 are independent and have the same density as τ. (3.4)
Since the solution of problem (1.1) with the initial data X(0) = x has a ca`dla`g version,
Xx(τ1−) is well defined with the form:
Xx(τ1−) = eAτ1 x +
∫ τ1
0
eA(τ1−s)F(Xx(s))ds +
∫ τ1−
0
eA(τ1−s)dZs, (3.5)
By (2.1) and strong Markov property of z(t), at the time τ1, there is only one jump η almost
surely and η has the probability density νK (see (2.2)). Therefore,
Xx(τ1) = Xx(τ1−) + η[1, 0]T a.s..
Denote by P(1)x (.) : B(R2) → [0, 1] the distribution of Xx(τ1−) for every x ∈ R2, and by P(2)xˆ (.) :
B(R2) → [0, 1] the distribution of xˆ + η[1, 0]T for every xˆ ∈ R2. For any A ∈ B(R2), define
Px(A) :=
∫
R2
P(2)
xˆ
(A)P(1)x (dxˆ), (3.6)
(Xx(τk))k≥0 is an R2-valued Markov chain with transition probability (Px(.))x∈R2 .
For any random variable X,
denote by L(X) the law of X.
Let
(
ξx(xˆ1, yˆ1), ξy(xˆ1, yˆ1)
)
be the maximal coupling of L(xˆ1 + η) and L(yˆ1 + η), we have
Lemma 3.1. For every xˆ1, yˆ1 ∈ R, we have
P
(
ξx(xˆ1, yˆ1) , ξy(xˆ1, yˆ1)
)
≤ β1|xˆ1 − yˆ1|β2/2
where β1, β2 are the constants in Assumption 2.1. Furthermore, if |xˆ1| + |yˆ1| ≤ M, then
P
(
ξx(xˆ1, yˆ1) , ξy(xˆ1, yˆ1)
)
≤ β0/2.
where β0 is the constant in Assumption 2.1.
Proof. Since (ξx(xˆ1, yˆ1), ξy(xˆ1, yˆ1)) is the maximal coupling of L(xˆ1 + η) and L(yˆ1 + η),
P
(
ξx(xˆ1, yˆ1) , ξy(xˆ1, yˆ1)
)
= ‖L(xˆ1 + η) − L(yˆ1 + η)‖TV .
Note that the distributions L(xˆ1 + η) and L(yˆ1 + η) have the densities pK(z − xˆ1) and pK(z − yˆ1)
respectively, where pK is defined in Assumption 2.1. It is easy to see that
‖L(xˆ1 + η) − L(yˆ1 + η)‖TV ≤ 12
∫
R
|pK(z − xˆ1) − pK(z − yˆ1)|dz,
this, together with (A2) and (A3) of Assumption 2.1, immediately implies the desired inequali-
ties. 
For every xˆ, yˆ ∈ R2, define
¯ξx(xˆ, yˆ) :=
[
ξx(xˆ1, yˆ1)
xˆ2
]
, ¯ξy(xˆ, yˆ) :=
[
ξy(xˆ1, yˆ1)
yˆ2
]
. (3.7)
Since L(ξx(xˆ1, yˆ1)) = L(xˆ1 + η) and L(ξy(xˆ1, yˆ1)) = L(yˆ1 + η), we have
L(¯ξx(xˆ, yˆ)) = L(xˆ + η[1, 0]T ), L(¯ξy(xˆ, yˆ)) = L(yˆ + η[1, 0]T ). (3.8)
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Denote the probability of (Xx(τ1−), Xy(τ1−)) with (x, y) ∈ R2 × R2 by
P(1)(x,y)(.) : B(R2 × R2) → [0, 1], (3.9)
further denote the probability of (¯ξx(xˆ, yˆ), ¯ξy(xˆ, yˆ)) with (xˆ, yˆ) ∈ R2 × R2 by
P(2)(xˆ,yˆ)(.) : B(R2 × R2) → [0, 1]. (3.10)
For any A ∈ B(R2 × R2), define
P(x,y)(A) :=
∫
R2×R2
P(2)(xˆ,yˆ)(A)P(1)(x,y)(dxˆ, dyˆ). (3.11)
Proposition 3.2. There exists a probability space ( ˜Ω, ˜F , ˜P) and an R2 × R2-valued Markov
chain {S (k)}k≥0 on ( ˜Ω, ˜F , ˜P) with transition probability family (P(x,y))(x,y)∈R2×R2 . Moreover, for
every (x, y) ∈ R2 × R2, the marginal chain {S x(k)}k≥0 has the same distribution as {Xx(τk)}k≥0
and the marginal chain {S y(k)}k≥0 has the same distribution as {Xy(τk)}k≥0.
Proof. The construction of the coupling Markov chain is classical since the transition probabil-
ity family (P(x,y))(x,y)∈R2×R2 is ready. To prove the other claim in the proposition, it suffices to
show that for all x ∈ R2, y ∈ R2, A ∈ B(R2), we have
P(x,y)(A × R2) = Px(A), P(x,y)(R2 × A) = Py(A) (3.12)
where (Px)x∈R2 is the transition probability family of (X(τk))k≥0.
We only show the first equality of (3.12) since the other one can be proven similarly. Recall
that P(1)x (.) is the distribution of Xx(τ1−) and that P(2)xˆ (.) is the distribution of xˆ + η[1, 0]T . It is
clear that
P(1)(x,y)(. × R2) = P(1)x (.), P(2)(xˆ,yˆ)(. × R2) = P(2)xˆ (.),
where P(1)(x,y) and P
(2)
(xˆ,yˆ) are defined by (3.9) and (3.10) respectively. It follows from the definitions
of P(x,y)(.) and Px(.) that
P(x,y)(A × R2) =
∫
R2×R2
P(2)(xˆ,yˆ)(A × R2)P(1)(x,y)(dxˆ, dyˆ)
=
∫
R2×R2
P(2)
xˆ
(A)P(1)(x,y)(dxˆ, dyˆ) =
∫
R2
P(2)
xˆ
(A)P(1)x (dxˆ) = Px(A).

4. Some estimates of the coupling chain (S x,y(k))k≥0
(S (k))k≥0 constructed in previous section is a Markov chain on the probability space ( ˜Ω, ˜F , ˜P).
( ˜Ω, ˜F , ˜P) is not necessarily the same as (Ω,F , P) on which (X(t))t≥0 is located. Without loss of
generality, we assume that
(Ω,F , P) = ( ˜Ω, ˜F , ˜P). (4.1)
Otherwise we can introduce the product space ( ˜Ω × Ω, ˜F × F , ˜P × P) and consider (S (k))k≥0
and (X(t))t≥0 both on this new space. However, this will make the notations unnecessarily
complicated. So, we always assume (4.1) and consider (S (k))k≥0 and (X(t))t≥0 on (Ω,F , P) from
now on.
For any (x, y) ∈ R2 × R2, we denote {S x,y(k)}k≥0 the coupling Markov chain with initial state
(x, y). Recall that {S x(k)}k≥0 and {S y(k)}k≥0 denote the two marginal Markov chains.
Let M > 0 and d > 0 both be some number to be determined later, define the stopping times
σ˜(x, y, M) := inf {k > 0; |S x(k)| + |S y(k)| ≤ M} , (4.2)
σ(x, y, d) := inf {k > 0; |S x(k) − S y(k)| ≤ d} , (4.3)
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we write σ˜ = σ˜(x, y, M), σ = σ(x, y, d) in shorthand if no confusions arise, and shall prove the
following two theorems.
Theorem 4.1. For all p ∈ (0, α), as T > T0 := (p−1) log 3pλ1 ∨ 0, there exist some M, ˜ϑ,C > 0 all
depending on p, λ, ‖F‖0, T, so that for all x, y ∈ R2,
E(x,y)[e ˜ϑσ˜(x,y,M)] < C(1 + |x|p + |y|p).
Theorem 4.2. There exists some constants ϑ,C > 0 depending on p, λ, ‖F‖1, d, K, such that for
all p ∈ (0, α) and x, y ∈ R2,
E(x,y)[eϑσ(x,y,d)] ≤ C
(
1 + |x|p + |y|p
)
. (4.4)
Proof of Theorem 4.1. It suffices to show that for every p ∈ (0, α), as T > T0 := (p−1) log 3pλ1 ∨ 0,
there exist some M > 0 depending on p, λ, ‖F‖0, T, ν and some q ∈ (0, 1) depending on p, λ, M
such that
P(x,y)(σ˜ > k) ≤ qk (1 + |x|p + |y|p) k ≥ 1, (4.5)
for all x, y ∈ R2. The proof of (4.5) is by the same argument as that in Lemma 6.5 of [17]. To
apply that argument, we only need to show
E (|S x(1)|p + |S y(1)|p) ≤ q2(|x|p + |y|p) + C. (4.6)
where C depends on λ, p, ‖F‖0.
By Proposition 3.2, for all p ∈ (0, α) we have
E
(
|S x(1)|p + |S y(1)|p) = E |Xx(τ1)|p + E |Xy(τ1)|p ,
which, together with Lemma 2.6, implies
E
(
|S x(1)|p + |S y(1)|p) ≤ (3p−1 ∨ 1)E [e−pλ1τ1] (|x|p + |y|p) + C, (4.7)
where C depends on λ, ‖F‖0, p. Therefore, to show (4.6), we only need to show that
(3p−1 ∧ 1)E[e−pλ1τ1] < 1. (4.8)
When p ≤ 1, (4.8) automatically holds for all T ≥ 0. When p > 1,
3p−1E[e−pλ1τ1] = 3
p−1γKe
−pλ1T
γK + pλ1
< 1
as T > T0. 
We are now at the position to show Theorem 4.2, to this end, we first show
Proposition 4.3. For all x, y ∈ R2, we have
P
{
|S x(k + 1) − S y(k + 1)| > δk|S x(k) − S y(k)|
∣∣∣S x,y(k)} ≤ κ|S x(k) − S y(k)|β2 ,
for all k ≥ 0, where
δk = e
−λ2(τk+1−τk) +
‖F‖Lipe(τk+1−τk)‖F‖Lip
λ2 + ‖F‖Lip
, κ = β1e
β2‖F‖LipT , (4.9)
with β1, β2 being the constants in Assumption 2.1 and T being defined in (3.1). Furthermore, if
|S x(k)| + |S y(k)| ≤ M,
P
{
|S x(k + 1) − S y(k + 1)| > δk|S x(k) − S y(k)|
∣∣∣S x,y(k)} ≤ β0/2,
with β0 being the constant in Assumption 2.1
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Proof. The proofs of the both inequalities are similar, we only show the first one. Since
{S x,y(k)}k≥0 is a time-homogeneous Markov chain, it suffices to show the inequality for k = 0,
i.e.
P (|S x(1) − S y(1)| ≥ δ0|x − y|) ≤ κ|x − y|β2 . (4.10)
By the construction of the Markov chain {S x,y(k)}k≥0, S x,y(1) has the same distribution as(
¯ξx(Xx(τ1−), Xy(τ1−)), ¯ξy(Xx(τ1−), Xy(τ1−))), (4.11)
we shall write (4.11) by (¯ξx, ¯ξy) in shorthand. By (3.7), we have ¯ξx =
[
ξx
Xx2(τ1−)
]
, ¯ξy =[
ξy
Xy2(τ1−)
]
, thus
P
(
| ¯ξx − ¯ξy| > δ0|x − y|
)
≤ P
(
|ξx − ξy| + |Xx2(τ1−) − Xy2(τ1−)| > δ0|x − y|
)
≤ P
(
ξx , ξy
)
+ P
(
ξx = ξy, |Xx2(τ1−) − Xy2(τ1−)| > δ0|x − y|
)
.
(4.12)
It follows from Lemma 3.1 that
P
(
ξx , ξy
)
= E
[
P
(
ξx , ξy
∣∣∣(Xx1(τ−), Xy1(τ1−)))
]
≤ β1E
∣∣∣Xx1(τ1−) − Xy1(τ1−)
∣∣∣β2 ,
this, together with Lemma 2.6 and (A4) of Assumption 2.1, implies
P
(
ξx , ξy
)
≤ β1E
[
eβ2‖F‖Lipτ1
]
|x − y|β2/2 ≤ κ|x − y|β2 . (4.13)
From Lemma 2.6 we have
|Xx2(τ1−) − Xy2(τ1−)| ≤ δ0|x − y| a.s.,
thus,
P
(
|Xx2(τ1−) − Xy2(τ1−)| > δ0|x − y|
)
= 0. (4.14)
Collecting (4.12)-(4.14), we immediately get the desired inequality. 
To prove Theorem 4.2, we also need
Lemma 4.4. Let x, y ∈ R2 be such that |x| + |y| ≤ M. As λ2 is sufficiently large, depending on
‖F‖1, K, T, β, M, d, we have
P {|S x(1) − S y(1)| > d} < (2 + β0)/4
where β0 ∈ (0, 2) is the constant defined in Assumption 2.1.
Proof. It is easy to have
P {|S x(1) − S y(1)| > d} ≤ P {|S x(1) − S y(1)| > δ0|x − y|, δ0 ≤ d/M} + P {δ0 > d/M}
where δ0 and κ are defined in Proposition 4.3. This inequality, together with Proposition 4.3,
Markov inequality, implies
P {|S x(1) − S y(1)| > d} ≤ β0/2 + ME(x,y)[δ0]/d
≤ β0/2 + M/d
[
e−λ2T
γK
γK + λ2
+
2e‖F‖LipT ‖F‖Lip
λ2 + ‖F‖Lip
]
.
As λ2 is sufficiently large, we get the desired inequality. 
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Proof of Theorem 4.2. It suffices to show that for every p ∈ (0, α), there exist some γ > 0 and
C > 0 depending on p, λ, ‖F‖1, K, so that
P(x,y) {σ = k} ≤ Ce−γk(1 + |x|p + |y|p), ∀k > 0, ∀x, y ∈ R2; (4.15)
and
P(x,y) {σ = ∞} = 0. (4.16)
Step 1. Write σ˜0 = 0, define
σ˜k = inf{ j > σ˜k−1 + 1; |S x( j)| + |S y( j)| ≤ M}, k ∈ N.
Since (S (k))k≥0 is a discrete time Markov chain, it is strong Markovian. Therefore, it follows
from Theorem 4.1 that
ES (σ˜k)
[
e
˜ϑ(σ˜k+1−σ˜k−1)
]
≤ C(1 + |S (σ˜k)|p) ≤ C(1 + Mp). (4.17)
where C, ˜ϑ depends on λ, p, M, T, ‖F‖0. The above inequality, together with strong Markov
property, implies
E(x,y)[e ˜ϑσ˜k] = E(x,y)
[
e
˜ϑσ˜1ES (σ˜1)
[
e
˜ϑ(σ˜2−σ˜1) · · ·ES (σ˜k−1)
[
e
˜ϑ(σ˜k−σ˜k−1)
]
· · ·
]]
≤ Cke ˜ϑk(1 + Mp)k−1(1 + |x|p + |y|p).
(4.18)
Step 2. Given any k ∈ N, define
ρ˜k = sup{ j; σ˜ j ≤ k}.
Clearly, σ˜ρ˜k+1 > k if ρ˜k < ∞. We have
P(x,y)(σ = k) =
k∑
j=0
P(x,y)(σ = k, ρ˜k = j) ≤
l∑
j=0
P(x,y)(ρ˜k = j) +
k∑
j=l+1
P(x,y)(σ = k, ρ˜k = j), (4.19)
where l < k is to be chosen later. We denote
I1 =
l∑
j=0
P(x,y)(ρ˜k = j), I2 =
k∑
j=l+1
P(x,y)(σ = k, ρ˜k = j).
Step 3. Let us now estimate I1 and I2. By Chebyshev inequality and strong Markov property,
we have
P(x,y)(ρ˜k = j) ≤ P(x,y)
(
σ˜ j ≤ k/2, ρ˜k = j
)
+ P(x,y)
(
σ˜ j > k/2
)
≤ P(x,y)
(
σ˜ j ≤ k/2, σ˜ j+1 > k
)
+ P(x,y)
(
σ˜ j > k/2
)
≤ E(x,y)
[
PS (σ˜ j)
(
σ˜ j+1 − σ˜ j > k/2
)]
+ e−
˜ϑk/2
E(x,y)[e ˜ϑσ˜ j].
By (4.17) and (4.18), the above inequality implies
P(x,y)(ρ˜k = j) ≤ Ce ˜ϑ(1 + Mp)e− ˜ϑk/2 +C je j ˜ϑ(1 + Mp) j−1(1 + |x|p + |y|p)e− ˜ϑk/2.
Hence,
I1 ≤ (Ce ˜ϑ)l+2(1 + Mp)l+2(1 + |x|p + |y|p)e− ˜ϑk/2. (4.20)
Next we estimate I2. For j ∈ N, define
A j :=
{
|S x(σ˜1 + 1) − S y(σ˜1 + 1)| > d, . . . , |S x(σ˜ j + 1) − S y(σ˜ j + 1)| > d
}
.
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By the definitions of σ and ρ˜k, strong Markov property, we have
P(x,y) (σ = k, ρ˜k = j) ≤ P(x,y)(A j−1) = P(x,y)
{
|S x(σ˜ j−1 + 1) − S y(σ˜ j−1 + 1)| > d, A j−2
}
= E(x,y)
{
Pu {|S ux(1) − S uy(1)| > d}A j−2
}
,
where u = S x,y(σ˜ j−1). Combining with Lemma 4.4, the above inequality implies
P(x,y) (σ = k, ρ˜k = j) ≤
(
1
2
+
β0
4
)
P(x,y)(A j−2) ≤
(
1
2
+
β0
4
) j−1
Hence,
I2 ≤
(
1
2
+
β0
4
)l / (1
2
−
β0
4
)
. (4.21)
Take l = εk, it follows from the bounds of I1 and I2 that as ε > 0 is sufficiently small, (4.15)
follows.
Step 4: Let us now show (4.16). Define
ρ˜∞ = sup{ j; σ˜ j < ∞},
it is clear that σ˜ρ˜∞+1 = ∞ if ρ˜∞ < ∞. For all j ∈ N ∪ {0}, by strong Markov property and
Theorem 4.1 we have
P(x,y) (ρ˜∞ = j) = E(x,y)
[
PS (σ˜ j)
(
σ˜ j+1 − σ˜ j = ∞
)]
= 0. (4.22)
Hence,
P(x,y) (ρ˜∞ = ∞) = 1 ∀ x, y ∈ R2.
By a similar computation as estimating I2 in step 3, we have
P(x,y) (σ = ∞) = P(x,y) (σ = ∞, ρ˜∞ = ∞) ≤ P(x,y)(A j) ≤
(
1
2
+
β0
4
) j
→ 0, j → ∞.

5. Proof of the main theorem
Define
σˆ(x, y) := inf{k ≥ 1; |S x(k) − S y(k)| > (δ0 . . . δk−1)|x − y|} (5.1)
where δ j ( j = 0, ..., k − 1) are defined in Proposition 4.3, we shall often write σˆ = σˆ(x, y) in
shorthand.
Lemma 5.1. If |x − y| ≤ d with 0 < d <
(
1
4κ
)1/β2
and κ defined in Proposition 4.3, as λ2 > 0 is
sufficiently large, depending on T, K, ‖F‖Lip, β, we have
P(x,y)(σˆ = ∞) > 1/2.
Moreover, there exists some ǫ,C > 0 depending on d, λ, ‖F‖1, K such that
E(x,y)[eǫσˆ1{σˆ<∞}] ≤ C.
Proof. For all k ≥ 0, define
Bk := {|S x(k + 1) − S y(k + 1)| > δk|S x(k) − S y(k)|} ,
Ck :=
{
|S x( j + 1) − S y( j + 1)| ≤ (δ0 . . . δ j)|x − y|, 0 ≤ j ≤ k
}
,
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it is easy to see that Ck ⊃ Bck ∩Ck−1. It follows from Proposition 4.3 that
P(x,y) (Ck) ≥ P(x,y) (Bck ∩Ck−1) = E(x,y) [P (Bck∣∣∣S x,y(k)) 1Ck−1]
= E(x,y)
{[
1 − P
(
Bk
∣∣∣S x,y(k))] 1Ck−1} ≥ E(x,y) [(1 − κ|S x(k) − S y(k)|β2) 1Ck−1]
≥ P(x,y)(Ck−1) − κE(x,y)
[
(δ0 . . . δk−1)β2
]
|x − y|β2 .
This inequality, together with (3.3), (3.4), (A4) of Assumption 2.1, implies that
P(x,y) (Ck) ≥ P(x,y)(Ck−1) − κθk |x − y|β2
≥ P(x,y)(Ck−2) − κθk−1|x − y|β2 − κθk|x − y|β2
≥ 1 − κ
1 − θk+1
1 − θ
|x − y|β2 > 1/2
where
θ =
γK
γK + λ2β2
e−λ2β2T + 2
(
‖F‖Lip
‖F‖Lip + λ2
)β2
<
1
2
,
as long as λ2 > 0 is sufficiently large. Thus, we get the first inequality.
Defining Dk := {|S x(k+1)−S y(k+1)| > (δ0 . . . δk)|x−y|} for all k ≥ 0, by a similar calculation
as above we have
P(x,y)(σˆ = k) = P(x,y)(Dk−1 ∩ Ck−2) ≤ P(x,y)(Bk−1 ∩Ck−2)
= E(x,y)
[
P
(
Bk−1
∣∣∣S x,y(k − 1)) 1Ck−2] ≤ κE(x,y)[(δ0...δk−2)β2]|x − y|β2
≤
1
2
θk−1 ≤ (1
2
)k.
This immediately implies the second inequality. 
Define
σ†(x, y, d) := σ + σˆ(S x,y(σ)) (5.2)
where σ = σ(x, y, d) is defined by (4.3). Further define
σ¯(x, y, d, M) := σ† + σ˜(S x,y(σ†), M). (5.3)
where σ† = σ†(x, y, d) and σ˜ are defined in (4.2).
The motivation for defining σ¯ is the following: we only know |S x(σ†) − S y(σ†)| ≤ d, but
have no idea about the bound of |S x(σ†)| + |S y(σ†)|. This bound is very important for iterating
a stopping time argument as in Step 1 of the proof of Theorem 4.2. To this aim, we introduce
(5.3) and thus have
|S x,y(σ¯)| ≤ M ∀x, y ∈ R2. (5.4)
Lemma 5.2. Let 0 < d <
(
1
4κ
)1/β2
and p ∈ (0, α). There exist some γ,C > 0 depending on
d, λ, ‖F‖1, p, M, K such that
E(x,y)
[
eγσ¯(x,y,d,M)1{σ¯(x,y,d,M)<∞}
]
≤ C(1 + |x|p + |y|p).
Proof. Note that σ < ∞ a.s. by Theorem 4.2. By the strong Markov property we have
E(x,y)
[
eγσ
†(x,y,d)1{σ†(x,y,d)<∞}
]
= E(x,y)
{
Eu[eγσˆ1{σˆ<∞}] eγσ
}
where σ = σ(x, y, d), u = S x,y(σ), σˆ = σˆ(S x,y(σ)).
By (2) of Lemma 5.1 and Theorem 4.2, as γ > 0 is sufficiently small we immediately get
E(x,y)
[
eγσ
†(x,y,d)1{σ†(x,y,d)<∞}
]
≤ C(1 + |x|p + |y|p) (5.5)
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where C is some constant depending on d, λ, ‖F‖1, p, K.
By strong Markov property and the above inequality, we have
E(x,y)
[
eγσ¯(x,y,d,M)1{σ¯(x,y,d,M)<∞}
]
≤ E(x,y)
{
Eu
[
eγσ˜(u,M)
]
eγσ
†(x,y,d)1{σ†(x,y,d)<∞}
}
≤ CE(x,y)
[
(1 + |u|p/2)eγσ†(x,y,d)1{σ†(x,y,d)<∞}
] (5.6)
where u = S x,y(σ†) and C depends on M, λ, ‖F‖1, p, K. Note from Lemma 2.6 that
E|S x,y(σ†)|p = E|Xx(τσ†)|p + E|Xy(τσ†)|p ≤ C(1 + |x|p + |y|p).
The inequality (5.6), together with Ho¨lder inequality and (5.5), immediately implies the desired
inequality as γ > 0 is sufficiently small. 
Define σ¯0 = 0, for all k ≥ 0 we define
σ¯k+1 = σ¯k + σ¯(S x,y(σ¯k), d, M).
Lemma 5.3. For all x, y ∈ R2, we have
P(x,y) (σ¯k < ∞) ≤ 1/2k, k ∈ N. (5.7)
Proof. It follows from Theorem 4.2 that σ < ∞ a.s.. By the definition of σ¯, strong Markov
property, Lemma 5.1, for all x, y ∈ R2 we have
P(x,y)(σ¯ = ∞) = E(x,y) [PS x,y(σ) (σˆ = ∞)] > 1/2.
This, together with strong Markov property, implies that as σ¯k−1 < ∞,
Pu(σ¯k − σ¯k−1 = ∞) > 1/2,
where u = S x,y(σ¯k−1). Hence,
P(x,y) (σ¯k < ∞) = P(x,y) (σ¯k < ∞, σ¯k−1 < ∞)
≤ E(x,y)
[
Pu (σ¯k − σ¯k−1 < ∞) 1{σ¯k−1<∞}
]
≤
1
2
P(x,y)
(
σ¯k−1 < ∞
)
≤
1
4
P(x,y)
(
σ¯k−2 < ∞
)
≤ ... ≤
1
2k
.

Proof of Theorem 2.5. The existence of invariant measures has been established in [18]. Ac-
cording to Section 2.2. of [22], the inequality (2.4) in the theorem implies the uniqueness of the
invariant measure. So now we only need to show (2.4), by [22] again, it suffices to show that
for all p ∈ (0, α) we have
|Pt f (x) − Pt f (y)| ≤ Ce−ct‖ f ‖1(1 + |x|p + |y|p) ∀ f ∈ Lb(R2), (5.8)
where C, c depend on p, β, K, ‖F‖1, λ. Let us prove (5.8) by the following four steps.
Step 1. Let l ≥ 2 be some natural number to be determined later. We easily have
|E[ f (Xx(t))] − E[ f (Xy(t))]| ≤ I1 + I2
with
I1 :=
∣∣∣E {[ f (Xx(t)) − f (Xy(t))] 1{τl−1>t}}∣∣∣ ,
I2 :=
∣∣∣E {[ f (Xx(t)) − f (Xy(t))] 1{τl−1≤t}}∣∣∣ .
By (3.3), we have Eeτ jγK/2 = eγK T j/22 j for all j ∈ N, thus
I1 ≤ 2‖ f ‖0P(τl−1 > t) ≤ 2‖ f ‖0
(
2eγK T/2
)l−1
e−γK t/2. (5.9)
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Step 2. Now we estimate I2. Observe
I2 ≤ I2,1 + I2,2, (5.10)
where
I2,1 =
∣∣∣E {[ f (Xx(t)) − f (Xy(t))] 1{τl−1≤t<τl}}∣∣∣ ,
I2,2 =
∣∣∣E {[ f (Xx(t)) − f (Xy(t))] 1{τl≤t}}∣∣∣ .
By a similar argument as for I1, we have
I2,1 ≤ 2‖ f ‖0P(τl > t) ≤ 2‖ f ‖0
(
2eγK T/2
)l
e−γK t/2.
For I2,2, by strong Markov property we have
I2,2 =
∣∣∣E [(g(Xx(τl)) − g(Xy(τl))) 1{τl≤t}]∣∣∣
where
g(Xx(τl)) = E[ f (Xx(t))|Xx(τl)], g(Xy(τl)) = E[ f (Xy(t))|Xy(τl)].
By strong Markov property again, on the set {τl ≤ t} we have
g(ux) = E [ f (Xux(t − τl))] , g(uy) = E [ f (Xuy(t − τl))] ,
where ux = Xx(τl), uy = Xy(τl), by the third inequality in Lemma 2.6 we further have
|g(ux) − g(uy)| ≤ E [| f (Xux(t − τl)) − f (Xuy(t − τl))|]
≤ ‖ f ‖1E [|Xux (t − τl) − Xuy(t − τl)|]
≤ ‖ f ‖1et‖F‖Lip |ux − uy|.
(5.11)
By Proposition 3.2 and the easy fact ‖g‖0 ≤ ‖ f ‖0, we have
I2,2 ≤
∣∣∣E [g(Xx(τl)) − g(Xy(τl))]∣∣∣ + ∣∣∣E {[g(Xx(τl)) − g(Xy(τl))] 1{τl>t}}∣∣∣
≤
∣∣∣E [g(S x(l)) − g(S y(l))]∣∣∣ + 2‖ f ‖0P(τl > t)
≤
∣∣∣E [g(S x(l)) − g(S y(l))]∣∣∣ + 2‖ f ‖0 (2eγK T/2)l e−γK t/2.
where the last inequality is by a similar calculation as for I1.
Step 3. Let m = [εl] with 0 < ε < 1/2 to be determined later. We have∣∣∣E [g(S x(l)) − g(S y(l))]∣∣∣ = J1 + J2,
where
J1 =
∣∣∣E {[g(S x(l)) − g(S y(l))] 1{σ¯m<∞}}∣∣∣ , J2 = ∣∣∣E {[g(S x(l)) − g(S y(l))] 1{σ¯m=∞}}∣∣∣ .
By the easy fact ‖g‖0 ≤ ‖ f ‖0 and Lemma 5.3, we have
J1 ≤ 2‖ f ‖0P(x,y){σ¯m < ∞} ≤ ‖ f ‖02m−1 ≤ ‖ f ‖02
−εl+1. (5.12)
Observe
E
{
|g(S x(l)) − g(S y(l))| 1{σ¯m=∞}
}
= J2,1 + J2,2.
where
J2,1 =
m−1∑
i=0
E
{
|g(S x(l)) − g(S y(l))| 1{l/2<σ¯i<∞, σ¯i+1=∞}
}
,
J2,2 =
m−1∑
i=0
E
{
|g(S x(l)) − g(S y(l))| 1{σ¯i≤l/2, σ¯i+1=∞}
}
.
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By Chebyshev inequality and Lemma 5.2
J2,1 ≤ 2‖ f ‖0
m−1∑
i=0
P(x,y)
{
l
2
< σ¯i < ∞
}
≤ 2‖ f ‖0e− l2γ
m−1∑
i=0
E(x,y)[eγσ¯i],
and
E(x,y)[eγσ¯i] = E(x,y)
[
eγσ¯1ES (σ¯1)
[
eγ(σ¯2−σ¯1) · · ·ES (σ¯i−1)
[
eγ(σ¯i−σ¯i−1)
]
· · ·
]]
≤ Cieγi(1 + Mp)i−1(1 + |x|p + |y|p),
where the last inequality is by (5.4). Hence,
J2,1 ≤ 2‖ f ‖0e− l2γ
m−1∑
i=0
eγi(1 + Mp)i−1(1 + |x|p + |y|p)
Recall m = [εl], as ε > 0 is small enough we have
J2,1 ≤ e−
γl
4 ‖ f ‖0(1 + |x|p + |y|p).
It remains to estimate J2,2. Recall the definition of σ, σˆ, σ†, σ¯, σ˜ and note that
σ¯i+1 = σ¯i + σ + σˆ + σ˜, (5.13)
with σ = σ(S x,y(σ¯i), d), σˆ = σˆ(S x,y(σ¯i + σ)), σ˜ = σ˜(S x,y(σ¯i + σ + σˆ), M). Observe that
J2,2 = J2,2,1 + J2,2,2,
with
J2,2,1 :=
m−1∑
i=0
E
[
|g(S x(l)) − g(S y(l))| 1{σ¯i≤l/2, σ¯i+σ> 3l4 ,σ¯i+1=∞}
]
,
J2,2,2 :=
m−1∑
i=0
E
[
|g(S x(l)) − g(S y(l))| 1{σ¯i≤l/2,σ¯i+σ≤ 3l4 ,σ¯i+1=∞}
]
.
By strong Markov property, Chebyshev inequality, Theorem 4.2 and the clear fact |S x,y(σ¯i)| ≤ M
for all i ≥ 1, as ε > 0 is sufficiently small we have
J2,2,1 ≤ 2‖ f ‖0
m−1∑
i=0
E(x,y)
[
Pui(σ > l/4)
]
≤ C‖ f ‖0e−ϑl/4[(m − 1)(1 + Mp) + (1 + |x|p + |y|p)]
≤ C‖ f ‖0e−ϑl/8(1 + |x|p + |y|p)
(5.14)
where ui = S x,y(σ¯i) and C, ϑ depend on d, λ, ‖F‖1, p, M.
As for J2,2,2, recall (5.13) and note σ˜ < ∞ a.s. from Theorem 4.1, we have
J2,2,2 =
m−1∑
i=0
E
{
|g(S x(l)) − g(S y(l))| 1{σ¯i≤l/2,σ¯i+σ≤ 3l4 ,σˆ+σ˜=∞}
}
=
m−1∑
i=0
E
{
|g(S x(l)) − g(S y(l))| 1{σ¯i≤l/2,σ¯i+σ≤ 3l4 ,σˆ=∞}
}
.
(5.15)
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It follows from the above equality, (5.11) and strong Markov property that
J2,2,2 ≤ ‖ f ‖1et‖F‖Lip
m−1∑
i=0
E
[
|S x(l) − S y(l)|1{σ¯i+σ≤ 3l4 ,σˆ=∞}
]
≤ ‖ f ‖1et‖F‖Lip
m−1∑
i=0
E
[
|S x(l) − S y(l)|1{σ¯i+σ≤ 3l4 ,σˆ=∞}
]
= ‖ f ‖1et‖F‖Lip
m−1∑
i=0
E
[
Eu
(
|S x(l) − S y(l)|1{σˆ=∞}) 1{σ¯i+σ≤ 3l4 }
]
where u = S x,y(σ¯i + σ). By the definition of σ we have |ux − uy| < d. By the definition (5.1)
with σˆ = σˆ(S x,y(σ¯i + σ)) and the previous inequality, as λ2 > 0 is sufficiently large, depending
on T, K, ‖F‖Lip, we have
J2,2,2 ≤ ‖ f ‖1et‖F‖Lip
m−1∑
i=0
E
[
Eu(δ0...δl/4)|ux − uy|
]
≤ dm‖ f ‖1et‖F‖Lip
(
γK
γK + λ2
e−λ2T + 2
‖F‖Lip
‖F‖Lip + λ2
)l/4
≤ εdl‖ f ‖1et‖F‖Lip
( 2
λ2
)l/4
.
Step 4. Collecting the bounds for J2,2,1, J2,2,2, J2,1, J1, we have that there exist some ǫ,C > 0
depending on p, λ, ‖F‖1, K such that
I2,2 ≤ J1 + J2 + 2‖ f ‖0
(
2eγKT/2
)l
e−γK t/2
≤ J1 + J2,1 + J2,2,1 + J2,2,2 + 2‖ f ‖0
(
2eγK T/2
)l
e−γK t/2
≤ ‖ f ‖02−εl+1 + C‖ f ‖0e−ϑl/8(1 + |x|p + |y|p) + εdl‖ f ‖1et‖F‖Lip
( 2
λ2
)l/4
+ 2‖ f ‖0
(
2eγK T/2
)l
e−γK t/2
Choosing l = [δt] with δ > 0 sufficiently small (depending on p, λ, ‖F‖1, K, β, M) and then
choosing λ2 sufficiently large (depending on p, λ, ‖F‖1, K, β, M, δ), we immediately get
I2,2 ≤ C0e−c0t‖ f ‖1(1 + |x|p + |y|p),
where C0 and c0 both depending on p, λ, ‖F‖1, K, β, M.
Combining the estimates of I1, I2,1 and I2,2, we immediately get the desired (5.8). 
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