Conclusions
The crux of the numerical optimal control problem is the implementation of the state dynamic equations. In direct collocation, the state equations are implemented as equality constraints, whereas in the differential inclusion approach they assume the form of both inequality and equality constraints. For the differential inclusion transformation to work, the value of the rate of change of state variables at the i th node should be expressible in terms of the discrete states. This hitherto limited the scope of the discretized differential inclusions to simple Euler integration rules. Consequently, the gains obtained in reducing the size of the problem in a differential inclusion transformation were lost due to the use of the less accurate Euler rule, which requires more nodes to maintain acceptable accuracy. The pseudospectral method presented here overcomes these drawbacks because the calculation of the state derivatives in this method allows for expressing the derivative at the i th node as a linear combination of values of the states at the discrete nodes. In this manner, the discretization of the derivative of the states is signi cantly different from the integration rules used in other collocation methods. The use of this highly accurate pseudospectral method in the discretization of the differential inclusion makes it quite competitive to direct collocation methods that employ high-order quadrature rules.
Introduction
A FAULT-TOLERANT control system (FTCS) is a control system that possesses the ability to accommodate system component failures automatically. Such a control system is capable of maintaining overall closed-loop stability and performance in the event of failures. Research on the FTCS was started by the U.S. Air Force in an attempt to design self-repairing ight control systems 1 and by the aerospace industry to design restructurable (recon gurable) ight control systems for commercial aircraft 2 in the mid1980s. Typically, a recon gurable FTCS consists of three parts: a recon gurable controller, a fault detection and diagnosis (FDD) scheme, and a control law recon guration mechanism. The key issue is how to design those subsystems in an integrated way such that they can operate in harmony to recover the prefault system performance as much as possible.
The existing methods for recon gurable controller design can be classi ed as linear quadratic regulator (LQR), 2 eigenstructure assignment (EA), 3 multiple model (MM), 4 adaptive control, In other words, the recon gurable control laws are designed without any interaction with the FDD scheme. Generally speaking, a simple-minded combination of the two parts will not guarantee an operational FTCS. Therefore, it is highly desirable to develop new techniques that can integrate the FDD scheme and the recon gurable control law in a coherent fashion without assuming knowledge of the postfault system model. Ideally, at each step of the controller recon guration, the FDD scheme should provide information on the postfault system in real time as precisely as possible, and the recon gurable controller should be able to recover the performance of the prefault system to the maximum extent with consideration of the physical limitations of the system.
In this Note, an integrated approach to the design of online fault detection, diagnosis, and automatic recon gurable control systems is proposed. The scheme includes a proportional-integral (PI) control structure to recover both the dynamic and steady-state performances of the prefault system and to reject unknown disturbances. A singular value decomposition (SVD)-based EA technique is developed to achieve online automatic redesign of the controller. Fault diagnosis and controller recon guration are carried out using online statistical hypothesis tests based on the information from a two-stage adaptive Kalman lter. 8 The approach has been applied to an aircraft example to deal with various type of actuator faults, for example, abrupt and incipient faults, partial and total faults, and single, multiple, and consecutive faults in the collective pitch control and the longitudinal cyclic pitch control channels.
Modeling of Actuator Faults as Loss in Control Effectiveness
Consider a fault-free system described by the following model:
where x k 2 R n is the system state and u k 2 R l is the input. y k 2 R p is the system output. H r is a matrix that relates to the subset of outputs that track the reference inputs. z k 2 R m represents the measurements used in the Kalman lter. w x k is a zero-mean white Gaussian process noise sequence with covariance Q x k representing the modeling errors. v k is a zero-mean white Gaussian measurement noise sequence with covariance R k . The initial state x 0 is a Gaussian vector with meanx 0 and covarianceP 0 .
To model actuator faults, control effectiveness factors have been introduced. The system-state equation in the presence of actuator faults can be written as
where the control effectiveness vector°k = [c 1 
The goal of the FDD scheme is to determine the location and the extent of the loss in the control effectiveness,°k , so that the recon gurable control law can be synthesized accordingly. In the absence of knowledge of the true status of the control effectiveness factors, they can be modeled as a random bias vector:°k
where k F denotes the unknown time instance at which the fault has occurred, and w c k accounts for the random characteristics in°k and the modeling uncertainty.
Consequently, the combined state and control effectiveness model has the following form:
where w c k is a zero-mean white Gaussian sequence with covariance Q c k . Given the previous fault model, the objective of the proposed scheme is to 1) estimate the system state and the control effectiveness simultaneously, 2) detect and diagnose the fault in terms of the loss of the control effectiveness, and 3) recover the system performance to the maximum extent via online controller recon guration.
Recon gurable Control with PI Actions
To achieve the command tracking in the presence of noise, disturbance, and uncertainty, PI control strategy has been widely used in practice. In this Note, PI control action is to be incorporated in the design of the recon gurable FTCS to achieve satisfactory recovery of both transient and steady-state performance and to reject unknown disturbances. Figure 1 illustrates the overall con guration of this scheme.
To incorporate the integral action into the controller design, we can consider an integrator as an augmented state. In the discrete domain, the state-space representation of multiple integrators can be described as
where e k is the tracking error de ned as e k = r k ¡ y k . T is the sample period.
The feedback control is required to make the output y k track the command input r k so that at the steady-state
where r k 2 R p consists of piecewise constant-command inputs. To achieve this objective, an augmented state vector is de ned
], and the augmented closed-loop system can be represented by
and the closed-loop control signal is described as
where K P and K I are the proportional and integral gains of the controller, respectively. For the augmented system, a control law of the form in Eq. (9) can be synthesized such that the output of the closed-loop system tracks a constant command input. Since the stability and dynamic performance of a system is governed not only by its eigenvalues, but also by the associated eigenvectors. To ensure the stability and to recover the performance after a fault, the eigenstructure of the recon gured system should be assigned as close to that of the prefault system as possible if suf cient actuator redundancy exists (in terms of actuator power rating).
An SVD-based eigenstructure assignment technique has been developed for calculating the recon gurable controller gains. Detailed calculation of K P and K I can be found in Ref. 9 .
Integration of the FDD and the Recon guration Mechanism Estimation of States and Control Effectiveness Factors
To achieve online controller recon guration, it is necessary to obtain the state and to determine the control input matrix B f k in the event of actuator failure. This is a combined state and parameter estimation problem. The control input matrix can be calculated by
]. To estimate both x k and°k effectively, a two-stage adaptive Kalman lter 8 has been used. With the integrated FDD and the recon gurable control structure illustrated in Fig. 1 , it is important to note that the input signal to the Kalman lter is a closed-loop signal that can be obtained at the controller output:
FDD Scheme
For online recon guration purposes, an FDD scheme is needed to provide information for fault time, location, and type as soon as the failure occurs. The magnitude of the actuator faults is further obtained from the estimates of control effectiveness factors. To provide fast and reliable FDD, the statistical hypothesis test 10 has been adopted.
Recon guration Mechanism
After the fault has been detected, one still has to decide the best starting time to activate the recon guration process. To avoid excessive fault-induced transients in the system and recover the prefault system performance, should the recon guration process start right after the fault is declared or should one wait for some time until a more accurate fault parameter estimate becomes available? Because it is important to design recon gurable control law based on the converged control effectiveness factor estimates, it is found that to achieve good recon guration performance, the activation of the recon guration process should take place only when the errors in consecutive control effectiveness factor estimates satisfy the following smooth condition:
The threshold d i is a design parameter.
Example and Performance Evaluation
In this section, the effectiveness of the proposed scheme will be demonstrated through an example of a linearized longitudinal vertical takeoff and landing (VTOL) aircraft model.
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Simulation Example
The discretized model of the VTOL aircraft with the sampling period T = 0.1 s has been used for simulation, where
T . The states of the system are horizontal velocity u, vertical velocity v, pitch rate q, and pitch angle h . The two control inputs are collective pitch control l c , and longitudinal cyclic pitch control l l . To track the horizontal velocity and vertical velocity, the H r and H matrices are given as
arameters used are as follows:
, and R k = R. The controller for the prefault system is designed using an LQR technique, the state and the control weighting matrices are chosen to be Q LQR = diag{1, 1, 1, 1}and R LQR = diag{1, 1}, respectively.
Measures for Performance Evaluation
Because it is desirable to have short transient response and small steady-state error, the following normalized measures are used in the performance evaluation: represents the output of the recon gured system. In addition, the average and the maximum values of e k , 8 k 2 {1, N } are also used:
where N is the total number of the data points (200) used in the simulation.
Fault Scenarios and Reference Inputs
To simulate different situations of actuator faults, three arbitrarily designed fault scenarios were selected: a loss of the control effectiveness in a single actuator (S1), simultaneous loss of the control effectiveness in both actuators (S2), and an abrupt loss followed by a gradual loss in one actuator, then followed by an abrupt loss in the second actuator (S3).
To demonstrate the effectiveness of the proposed scheme for tracking different reference inputs even in the presence of actuator faults, two types of inputs, constant and arbitrarily varying, have been used.
System Performance in Different Cases
The vertical velocity of the recon gured system under the condition of a constant reference input in the S2 is shown in Fig. 2 . In this case, simultaneous partial faults have been considered where a 95% loss of the control effectiveness in the rst actuator and a 75% loss of the control effectiveness in the second actuator occurred at t F = 5 s. For comparison purposes, the response under the normal condition and the one without the controller recon guration are also demonstrated. To evaluate the performance of the designed recongurable control system under the actuator saturation, the response with a limit of j uj max = 5 for both closed-loop control signals is also illustrated.
The proposed approach has recovered both the dynamic and the steady-state performance of the prefault system with a short transient. However, the system will become unstable if left without recon guration. It is interesting to note that before the recon guration process is activated at t = 5.4 s, the output of the closed-loop system tends to diverge. This means that the system has to be recongured as soon as possible to prevent saturation and disintegration. After the recon gurable control law has been initiated, the stability and performance of the system are recovered. The recon gured system can track the reference input r k = [5 5] T even in the presence of the fault. Furthermore, even if the actuator saturation has occurred under the given control signal limits, the scheme can still maintain excellent overall performance. Table 1 illustrates the corresponding detection time (t D ) and recon guration time (t R ). The average and maximum values of the performance index e k with and without recon guration are further given in Table 2 for all three test scenarios. Based on the results in Table 2 , for different type of actuator faults, excellent results have been achieved via the developed integrated FDD and the recon gurable control scheme. To evaluate the performance of the proposed scheme in the presence of both unknown faults and disturbances, a constant disturbance of magnitude 0.1 (about 10% compared to the maximum fault magnitude) and a time-varying disturbance (turbulence) have been added to each of the measurement variables. The vertical velocity of the recon gured system in the presence and absence of such disturbances for S2 is shown in Fig. 3 . It can be seen that even in the presence of constant and time-varying disturbances, the proposed scheme can still obtain an excellent performance.
To show that the proposed scheme has the ability to effectively recover the performance of the prefault system even with general reference input, the results for the S2 under the arbitrarily varying reference inputs are illustrated in Fig. 4 . It can be observed that the satisfactory recon guration performance has also been achieved in this case. Without the recon guration, however, the system becomes unstable.
Conclusions
An integrated FDD and recon gurable control system design approach has been investigated in this Note. The proposed scheme is based on a two-stage adaptive Kalman lter for state and fault parameter estimation, the statistical decisions for fault detection, diagnosis and activation of the controller recon guration, and the recon gurable control law design based on the EA technique. Design of these subsystems is carried out automatically online. Effective recovery of the performance in the presence of reference inputs and the unknown disturbances has been achieved using the proportional-integral control structure. The proposed approach is capable of dealing with different types of actuator faults and different types of reference inputs, disturbances, and random noises. The design technique has been applied to an aircraft control problem. Simulation results have demonstrated the effectiveness of the approach.
