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Abstract
The development and evaluation of quantum computing algorithms for com-
putational fluid dynamics is described. A hybrid classical/quantum hardware
approach is assumed where selected computationally intensive parts of the solver
are implemented as quantum circuits. The vortex-in-cell method is considered
as an example where the Quantum Fourier Transform is used to build a Poisson
solver. Computational aspects of simulating the required quantum circuits on
a classical parallel computer are discussed including an analysis of the required
data exchanges for a distributed-memory parallelization using message-passing.
The effect of errors and noise in the quantum algorithm on the flow solution is
analyzed and it is shown that despite inevitable noise and uncertainties, mean-
ingful flow simulations can be performed using a hybrid classical/quantum hard-
ware approach. An improved version of the vortex-in-cell method with increased
resilience to noise is also discussed along with suggestions for future steps. The
presented work is limited to a single CFD algorithm. However, building on this
work, a broader range of algorithms will be considered in future work.
Keywords: Quantum Computing, Quantum Computer Simulator,
Vortex-in-Cell Method
2010 MSC: 00-01, 99-00
1. Introduction
In recent years the field of quantum computing (QC)[1] has grown into an
active and diverse field of research and significant progress has been made with
building quantum computers. For a small number of applications, quantum al-
gorithms have been developed that would lead to a significant speed-up relative5
to classical methods when executed on a suitable quantum computer. Despite
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this research effort, progress in defining suitable applications for quantum com-
puters has been relatively limited and two decades after their invention, Shor’s
algorithm for factoring composite integers and Grover’s algorithm for quantum
search are still among the main applications. Further applications have been10
developed which take advantage of the unique capabilities of quantum comput-
ing platforms, e.g. methods for the solution of linear systems of equations[2],
numerical gradient estimation[3] and the Poisson equation[4].
The present work aims to investigate the potential of quantum computing
and suitably designed algorithms for future computational fluid dynamics appli-15
cations. In the absence of the required quantum hardware, large-scale parallel
simulations on parallel classical computers are required in developing such al-
gorithms. A hybrid classical/quantum hardware approach is assumed where
selected computationally intensive parts of the solver are implemented as quan-
tum circuits.20
Quantum computer applications aim to achieve a computational speed-up
relative to classical computers by using unique quantum effects. The first and
most important for the algorithms considered here is quantum parallelism, based
on the use of qubits representing a superposition of infinitely many possible
states of a binary system. Quantum entanglement and quantum teleportation25
are the other main quantum effects used to create computational capabilities
not available to classical computers.
Quantum parallelism used in quantum computing achieves potential perfor-
mance benefits over conventional hardware and algorithms by representing 2nq
simultaneous values in a qubit register with nq qubits. A calculation using this30
register calculates all possible outcomes for the 2nq input values. However, in
order to read out the results of a calculation, the output of the calculation needs
to be measured. This measurement forces all the qubits to a particular value
thereby destroying the parallel state.
With current technologies, implementing quantum computers with many35
qubits is extremely challenging. One of the main obstacles is decoherence, in
effect an interaction of quantum systems with their environment that destroys
the superposition on which most of the potential performance gains of quantum
algorithms over classical algorithms are built. Furthermore, there are opera-
tional errors caused by quantum gates in a quantum circuit implementation not40
performing the intended transformations perfectly.
A key aspect of work in quantum algorithm development and implementa-
tion of quantum computers is therefore the analysis of performance and robust-
ness of quantum circuits in the presence of decoherence and operational errors.
For a realistic implementation, quantum error-correcting codes will typically be45
required and the analysis of the effectiveness of these codes forms another rea-
son for the detailed analysis of quantum algorithms and hardware on classical
computers.
In the literature, a range of general-purpose parallel simulators for quantum
algorithms and quantum circuits have been presented that typically have been50
applied to the Shor and Grover algorithms, e.g. Niwa et al.[5] and Miquel et
al.[6]. The effect of decoherence on the Quantum Fourier Transform (QFT) was
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analyzed by Cirac and Zoller[7] and Barenco et al.[8]. The present work is a
targeted investigation of quantum algorithms for flow simulations, employing
QC simulation techniques directly implemented into the C++ framework MΦC55
[9, 10], that forms the basis of the CFD methods studied here. Demonstrat-
ing how simulation of quantum circuits relevant to CFD can be performed on
conventional parallel computers and a first example application to a relevant
simulation method are the aims of the present work. The vortex-in-cell method
is considered and applied to a test case involving two colliding vortex rings.60
Recently, the vortex-in-cell method has been investigated in detail for effi-
cient simulations on GPUs showing a good speed-up of a single GPU relative
to a CPU[11]. This study showed that the method could be well suited to
computing hardware beyond classical CPU-based systems.
In particular, the focus in the present work is on the QFT-based Poisson65
solver and the sensitivity of the developed vortex-in-cell method to measure-
ment and operational errors in the solution of the Poisson problems. The QFT
is simulated as a quantum circuit involving up to 24 qubits facilitating the so-
lution of the Poisson equation for a uniform mesh of up to 2563. To account
for measurement and operational errors, numerical noise is injected into the70
simulated outcome of the Poisson equation and its effect on the flow solution
considered. Since measurement and operational errors are inevitable in prac-
tical quantum computer implementations, the present work also considers a
modification of the vortex-in-cell method in which the velocity field is derived
from spectral space rather than through finite differences applied to the velocity75
potential function. The present work therefore focusses on a single CFD algo-
rithm, and future work will expand this to a broader range of algorithms used in
CFD applications. This work starts with a brief review of quantum computing
principles, followed by a detailed analysis of the simulation of relevant quan-
tum circuits on parallel classical computers. Then, the vortex-in-cell method80
is described. Finally, results for a colliding vortex pair with different levels of
noise representing measurement and operational errors are discussed. Finally,
conclusions and future lines of work are discussed.
2. Quantum Computing Principles
Before describing the quantum algorithms considered here for computational85
fluid dynamics, a number of definitions commonly used in quantum computing
literature is briefly reviewed. A more detailed description of quantum computing
principles can be found in the textbook by Nielsen and Chuang[1] The funda-
mental unit of quantum computation is the quantum bit or qubit. Whereas a
classical bit is confined to existing in either the 0 or 1 state, a qubit can be in90
a state of superposition, i.e. it exists in both states simultaneously. Upon mea-
suring the qubit, the quantum state collapses to either of these two states, and
the qubit is no longer in a state of superposition. The state of a qubit is defined
through a pair of complex numbers c0 and c1 such that the probability of finding
the qubit after measuring in state 0 is |c0|2 and the probability of measuring95
state 1 is |c1|2. The amplitudes are bound by the requirement |c0|2 + |c0|2 = 1.
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For a quantum system with nq coherent qubits, measurement of the quantum
system can lead to 2nq possible outcomes. A collection of nq qubits is called
a register of size nq. Information is stored in the registers in binary form. For
nq qubits, a superposition is created as
∣∣cnq−1〉⊗ ∣∣cnq−2〉⊗ . . . |c1〉 ⊗ |c0〉, often100
written as
∣∣cnq−1cnq−2 . . . c1c0〉, which represents a quantum register prepared
with the value c = 20c0 + 2
1c1 + . . .+ 2
nq−1cnq−1. Here c0, . . . , cnq−1 are com-
plex numbers representing quantum wave number amplitudes, defining the state
vector of the system ψ = (c0, . . . , cnq−1)
T . In the following the qubits are num-
bered 0 to nq − 1 running left to right, i.e. with qubit 0 representing the most105
significant bit and qubit nq−1 the least significant bit. A quantum logic gate is
an elementary quantum computing device which performs a fixed unitary opera-
tion on selected qubits in a fixed period of time. Written in matrix form, unitary
means that the determinant of the transformation is unity. Here 1-qubit and
2-qubits gates are considered. A quantum network consists of quantum logic110
gates whose computational steps are synchronized in time. The output of some
of the gates are connected to the input of others. The present work considers
the quantum circuit model of quantum computing, i.e. the quantum computer
is considered as an implementation of a quantum network.
3. Quantum Fourier Transform115
The Quantum Fourier Transform (QFT) provides an efficient method for
computing the Discrete Fourier Transform
QFT (|ψ〉) =
N−1∑
j=0
bj |j〉 ; bj = 1√
N
N−1∑
k=0
ck · exp
(2pii · j · k
N
)
(1)
Using the quantum circuit model of quantum computing, the QFT can be repre-
sented by the circuit sketched in Figure 1. This circuit takes an input quantum
state |I〉 and outputs the result in the quantum state |O〉. As can be seen, the120
circuit involves a series of gate operations, e.g. H and Rn, where H represents
the single-qubit Hadamard operation and Rn the controlled-rotation acting on
two qubits. Rn performs a conditional phase shift, i.e. it applies a phase factor
exp(2pii/2n) only if the considered two qubits are both in their |1〉 state, leaving
the other three basis states unaffected. The single-qubit Hadamard transforma-125
tion and two-qubit controlled rotation operations are defined as,
H =
1√
2
(
1 1
1 −1
)
; Rn =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e2pii/2
n

 l (2)
Similar to the results of the classical FFT algorithms employing recursion, the
output state represented by 2nq complex numbers occurs in ’bit-reversed’ order.
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Figure 1: Circuit representation of the Quantum Fourier transform. The input quantum state
|I〉 is transform into an output quantum state |O〉. In the output state vector represented by
2nq complex numbers, vector elements appear in bit-reversed order. This is represented by
the crosses in the circuit output channels.
4. Parallel Quantum Computer simulation130
The number of processors is assumed as np = 2p with p < nq. The state
vector is defined as ψ = (c0, . . . , cnq−1)
T as is equally split over the processes
within an MPI Communicator, i.e. each process stores nnq−p amplitudes, with
amplitudes c0, . . . , cnq−p−1 allocated to process 0, etc. Qubit 0 is the left-most
qubit in the register and represents the most significant bit, and single-qubit135
operations on this qubit will thus affect all 2nq amplitudes in the register. For
qubits further to the right in the register, a single-qubit operation will involve
increasingly smaller subsets of the register. For np processes, it can then be
shown that for qubit index iq a single-qubit operation does not need exchange
of data between processors if 2iq > np. For an example register with 4 qubits140
this is illustrated in Figure 2 for a single-qubit operation on the 1st qubit and
Figure 3 for the 2nd qubit. For a two-qubit operation, a 4×4 matrix represents
the operation and for the controlled-rotation gates used here, the matrix is a
diagonal matrix, e.g. Rn in Equation (2). This means that independent of
the qubits considered, data exchange between processes is not required. If we145
assume iq1 to be the index in the register of the control-qubit and iq2 > iq1 that
for the qubit to be transformed, then application of the two-qubit controlled-
rotation gates will involve multiple processes when 2iq1+1 > np.
4.1. Multiple realizations in noise analysis
For the considered algorithms designed to perform computational fluid dy-150
namics simulations, it is envisaged that part of the simulation is conducted on a
classical computer, while particular, computationally costly parts are executed
on a quantum computer. The results of the ’quantum’ part of the simulation
need to be coupled to the remainder of the algorithm and this process involves
measuring the quantum state of the qubit register. The collapse of the wave155
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function involved in the process will result in a solution in which each qubit takes
on one of two possible value with a probability defined by the corresponding am-
plitude of the wavefunction. This means that typically multiple realizations will
be needed with statistical sampling to obtain the required output.
The analysis of the effect of operational, decoherence and statistical measure-160
ment errors requires multiple realizations to be considered and sampled. The
present work considered multiple realizations conducted sequentially. However,
the quantum simulation method developed also allows parallel execution of mul-
tiple realizations by creating multiple MPI Communicators in which separate
realizations are run in parallel. A similar approach has been previously used165
by Tabakin and Julia-Diaz[12] for analysis of Shor and Grover algorithms. For
more complex algorithms considered here, this has not yet been published pre-
viously, and such an analysis for a more complex CFD-related algorithm forms
a key innovation of the present work.
4.2. Analysis of QFT-based Poisson solver170
To analyze the computational cost of the QFT-based solver when executed
on a classical computer, the wall-clock times for different parts of the current
solver running on a single core of a 4-core Intel Xeon processor were measured.
Different mesh sizes were considered, i.e. 643, 1283 and 2563 corresponding to
18, 21 and 24 qubits. Table 1 presents the CPU times for the execution of the175
discrete Fourier transform for points along a single line in one coordinate direc-
tion. As can be seen, the computational complexity of the QFT implementation
still scales largely as Nlog2N like the standard FFT implementation shown for
comparison, while the required time is up to 20 times longer.
Table 1: Wall clock time for discrete Fourier transform for one direction
nq nlog2n tQFT (s) tFFT (s) tQFT /tFFT
18 384 1.71 · 10−4 1.25 · 10−5 13.6
21 896 4.57 · 10−4 2.63 · 10−5 17.4
24 2048 1.16 · 10−3 6.03 · 10−4 19.2
The findings of relative CPU times for FFT and QFT obtained here are180
consistent with previous work by Niwa et al.[5] who analyzed the QFT using
their general-purpose parallel simulator and found that the execution time of
the QFT in the simulator is 20 − 30 times slower than that of a classical FFT
algorithm.
5. Vortex-In-Cell method185
The vortex-in-cell method[13, 11] is a well-studied hybrid particle-mesh method
for incompressible flows and is particularly well-suited for flows in regular do-
mains such that efficient Poisson solvers can be used. In the present work,
the Fourier Analysis approach to solving the problem in a fully periodic do-
main is used, using the QFT for the required discrete Fourier Transforms. The190
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Figure 2: Single-gate operation on the first qubit in a 4-qubit register. Examples shows
the required steps for the state vector distributed over two processes of a distributed-memory
computer. As can be seen, the single gate operation involves 8 steps modifying the 24 complex
numbers in the state vector. Each step requires data from another processor.
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Figure 3: Single-gate operation on the second qubit in a 4-qubit register. Examples shows
the required steps for the state vector distributed over two processes of a distributed-memory
computer. As can be seen, the single gate operation involves 4 steps independently performed
on both processors modifying the 24 complex numbers in the state vector. For this case, no
data exchange between processors is required.
vortex-in-cell method, solves the incompressible-flow Navier-Stokes equations
transformed into the Helmholtz equation for vorticity evolution,
∂ω
∂t
+
(
u · ∇)ω = (ω · ∇)u+ ν∆ω ; ω = ∇× u (3)
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A viscous splitting algorithm is employed, which first solves the inviscid equa-
tion,
∂ω
∂t
+
(
u · ∇)ω = (ω · ∇)u (4)
where the right-hand side represents the vortex-line stretching term. Next, the195
viscous effects are introduced by solving the diffusion equation,
∂ωi
∂t
= ν∆ωi (5)
where ωi is the vorticity field obtained after the inviscid step. The advection of
vorticity represented by the second term on the left-hand side of Equation (4) is
modeled using Lagrangian motion of vortex particles on a regular background
mesh. The vortex-line stretching term is evaluated on this regular mesh at the200
start of the time-step. In the current implementation, the vorticity is transferred
from the particle to the mesh at the end of each time-step. Since this is done
after each step of the inviscid equation, the viscous effects can be introduced by
Equation (5), discretized on the regular background mesh using second-order
accurate central differences. This is followed by a regularization step in which205
the particles are placed at the nodes of the regular background mesh. The
vorticity represented on this mesh is the used to re-initialize the strength of
the vorticity in each of the vortex particles. The velocity field is then evaluated
from a vector potentialA, which follows from solving the following three Poisson
problems,210
∆Ai = −ωi ; i = 1, 2, 3 ; u = ∇×A (6)
with i representing the coordinate directions. The solution of the Poisson prob-
lems forms the quantum part of the present hybrid classical/quantum algorithm.
For the time-integration, a predictor-correction approach is used, such that for
each time step, the steps described above need to be executed twice. For the
transfer of vorticity from particles-to-mesh and mesh-to-particles, the following215
interpolation kernel (M ′4) is used,
ζ(r/σ) =


1− 5
2
(
r/σ)2 + 3
2
(
r/σ
)3
if 0 ≤ r/σ ≤ 1[
2− (r/σ)2]2(1− (r/σ))/2 if 1 ≤ r/σ ≤ 2
0 if 2 ≤ r/σ
(7)
where r is the distance from the center of the kernel and σ is the mesh width.
For the present 3D cases, a tensor-product of this kernel is used.
In the first version of the vortex-in-cell method considered here, the velocity
field is obtained from the vector potential as shown in Equation (6), where the220
gradients of the potential are evaluated on the Cartesian mesh using second-
order accurate finite-differences. In the considered hybrid quantum/classical
computing approach, the vector potential obtained from the quantum-based so-
lution of the Poisson equation will include noise when used in the classical part
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(a) T = 6.0 (60 steps) (b) T = 12 (120 steps)
(c) T = 18 (180 steps) (d) T = 24 (240 steps)
Figure 4: Colliding vortex rings simulated with and without viscosity. Vorticity isosurface at
ω = 1. Uniform 1283 background mesh was used.
of the algorithm as a result of measurement and operational errors. In the con-225
sidered algorithm, the finite-difference computation of the velocity is performed
on the classical computer, so that noise levels are amplified relative to the lev-
els in the original vector potential as a result of applying finite-differences to
noisy data. An improved version of the vortex-in-cell method with increased
resilience to noise was derived in the present work. The underlying principle230
was the elimination of the finite-differencing of the vector potential. Since the
Poisson solver used in the considered rectangular Cartesian domains is based
on the discrete Fourier transform, here implemented using the QFT, the second
version of the vortex-in-cell method was designed to evaluate the velocity field
from the Fourier transforms of the solution to the Poisson equation of Equa-235
tion (6). The derivatives of the vector potential in one of the three coordinate
directions are obtained after the Discrete Fourier Transform has been applied
using the QFT. In the 3D domains considered, the data is stored using nq/3
qubits for each coordinate direction, e.g. in the current implementation the first
nq/3 qubits represent the x−direction, followed by nq/3 qubits each for both240
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(a) T = 6.0 (60 steps) - noise 0.01% (b) T = 24 (240 steps) - noise 0.01%
(c) T = 6.0 (60 steps) - noise 0.05% (d) T = 24 (240 steps) - noise 0.05%
Figure 5: Colliding vortex rings with simulated noise. (a)-(b) scaled noise magnitude 0.0001,
(c)-(d) scaled noise magnitude 0.0005. Vorticity isosurface at ω = 1. Uniform 1283 background
mesh was used. Inviscid flow simulations.
y−direction and z−direction. As a first step, the following single-qubit operator
is applied to the first qubit in the relevant range of qubits,( −i 0
0 i
)
(8)
This step can be efficiently executed on a quantum computer, since it only
involves a single-qubit operation. The remaining work needed was designed to be
executed on classical hardware and involves multiplying the complex coefficients245
resulting from the QFT and the single-qubit operation described above, with
real-valued numbers representing wave numbers. An inverse QFT transform
will then return the derivative in the considered coordinate direction in the 3D
domain. In summary, the second implementation of the velocity computation
compares to the finite-difference approach as follows:250
• the finite-difference method applies finite-difference operations on a ’noisy’
set of data (representing the vector potential) defined on the three-dimensional
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(a) T = 6.0 (60 steps) - noise 0.1% (b) T = 24 (240 steps) - noise 0.1%
Figure 6: Colliding vortex rings with simulated noise. Velocity field evaluated in spectral
space. Scaled noise magnitude 0.001. Vorticity isosurface at ω = 1. Uniform 1283 background
mesh was used. Inviscid flow simulations.
mesh. This process will typically amplify the noise levels of the derivative
as compared to the original signal
• the QFT-based approach for derivatives avoids this noise-amplifying step255
• the single-qubit operation required for the derivative-calculation can be
done efficiently on a quantum computer
• the main drawback of the QFT-based approach as implemented here, is
that it assumes that the multiplication with the wave numbers can be done
efficiently on the classical hardware in the envisaged hybrid approach. Fur-260
thermore, it has so far been assumed that no additional noise is created in
the transfer of the Fourier coefficients from quantum to classical hardware.
This aspect will be studied in more detail in future work.
It follows that the proposed QFT-based approach for the velocity-field evalu-
ation would mainly be of interest for quantum computer applications in case265
the multiplication with the wave numbers can be performed completely on a
quantum computer. At present it is not yet clear if and how this can be done
efficiently.
6. Simulation of colliding vortex rings
A pair of colliding vortex rings is considered with equal but opposite-signed270
strength. A non-dimensional formulation is used with the flow domain a unit
cube and the ratio of vortex core radius (rc) to ring radius (R) equal to rc/R =
1/5. For a uniform 1283 mesh the vortex core radius is 5 mesh widths, while
the vortex core radius is 10 mesh widths for a uniform 2563 mesh. The vertical
spacing between the centers of the vortex rings at the start of the simulation is275
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1.5 times the ring radius. The vortex rings are initialized with a Gaussian profile
with a unit (non-dimensional) peak vorticity. Inviscid results and results for a
circulation based Reynolds number of 105 are compared in Figure 4, showing
the increasing radius for both rings due to mutual velocity induction. For the
inviscid result the vorticity magnitude increase due to vortex-line stretching280
effect is somewhat more pronounced than the viscous simulation where part of
the increase is cancelled by viscous dissipation. Results on a 2563 mesh were
also computed. However, for the time span considered the increased spatial
resolution created negligible differences, so for the remaining simulations a 1283
mesh was used, with approximately 884, 736 vortex particles located in mesh285
points centered around the vortex rings. The domain was decomposed in 8
subdomains for parallel simulation with a maximum of 8 processes. Due to the
need for multiple realizations in the quantum simulation part of the simulation,
and the design of the simulator created to perform these simultaneously in
separate MPI Communicators, a larger number for processes for each realization290
has so far not been considered.
The sensitivity to operational errors of the quantum gates and statistical
sampling errors due to measurement is investigated. The vector potential is
computed from the solution of a Poisson with the vorticity forming the source
term as in Equation 6. Since ideal quantum gate operations involve unitary295
operations, the algorithm used here first normalizes the system and stores the
scaling factor involved. Then random noise is added to the solution of the Pois-
son system before the scaling factor is applied in the reverse direction. The
vortex-in-cell method then applies second-order finite differences to create an
updated velocity field defined on the background mesh, which is subsequently300
transferred to the vortex particles for the advection step in the next time step.
Here two amplitudes of the random noise were considered, e.g. 0.0001 and
0.0005 relative to the normalized state vector in the quantum network repre-
senting the QFT based Poisson solver. More elaborate noise scenarios with
more detailed gate operational errors and decoherence errors will be considered305
in future work. Figures 5 show the results for both noise amplitudes at two non-
dimensional time instances. Clearly, the larger noise amplitude considered leads
to significant errors early in the simulation and at later stages both vortex rings
have lost their coherence. In contrast, the smaller noise amplitude enables the
simulation to maintain the coherence of the vortex rings as well as the main fluid310
dynamics aspects of the interaction. Clearly, relative to the noiseless simulations
shown previously, the effects are still significant but for simulations focussing
on the main large-scale dynamics, the introduced noise could be acceptable. In
the conventional vortex-in-cell formulation used so far, the noise in solution for
the vector potential is enhanced for the velocity field since this is obtained from315
finite-differences from this potential field. A novel formulation of the vortex-in-
cell method was also developed, using the fact that the Poisson solver is based
on Fourier analysis. The new approach involves evaluation of the velocity field
directly from the Fourier modes in the Poisson solver and therefore avoid the
need for finite-differencing the potential field. Figure 6 shows results for this320
formulation, where the noise level is increased to 0.001, and which show a co-
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herence of the computed vortex system similar to that for the lowest noise level,
i.e. 0.0001, for the conventional velocity evaluation. These results clearly show
that with suitable modifications to this particular vortex-in-cell implementation
the sensitivity to noise and uncertainty can effectively be reduced.325
7. Conclusion
The application of the Quantum Fourier Transform in a Poisson solver ap-
plied to a vortex-in-cell method was described and analyzed. A hybrid classi-
cal/quantum hardware approach was assumed where the computationally inten-
sive Poisson solver was executed in quantum circuits. In applying this approach,330
the key aspects of errors introduced in the quantum circuit, here focussed on
operational errors, as well as uncertainty introduced by measurement of the
quantum system needed to extract classical information, were analyzed. It was
demonstrated what levels of errors the developed vortex-in-cell method can tol-
erate to still produce meaningful answers to the example application considered,335
i.e. the collision of two vortex rings. In terms of simulating quantum algorithms
on parallel computers, the presented work discussed the required data exchange
required for 1-qubit and 2-qubit operations and its dependency on the position
of the qubit within the register as well as the number of processors used in
the simulation. Based on these initial findings, we believe that for future ap-340
plications of quantum hardware the type of parallel simulations discussed here
will play an important role and that the hybrid classical/quantum approach
to computing represents a promising line of development. For a range of CFD
algorithms, devising changes to increase resilience to noise will facilitate the in-
troduction of quantum computing techniques. Future work will consider a more345
detailed error analysis and a wider range of algorithms used in computational
fluid dynamics. Decoherence errors were not modelled in the present work, it
will be considered in future work.
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