In this paper, we present an analysis of the effects of channel noise on the performance of coordinated and noncoordinated MAC protocols. In order to observe the degradation in the performance of a coordinated MAC protocol (MH-TRACE) with increasing BER level, we created an analytical model to estimate MH-TRACE's performance. This analytical model is validated through simulation experiments. Our results show that despite its higher level of vulnerability, the coordinated MAC protocol's performance loss is comparable to the performance loss of the noncoordinated MAC protocol (IEEE 802.11) for low to mid BER levels (i.e., BER < 10-4). On the other hand, for extremely high BER levels (i.e., BER > 10-4) the performance loss of the coordinated MAC protocol is comparatively higher than the performance loss of the non-coordinated MAC protocol due to its dependence on control traffic, which is also affected by the BER level.
INTRODUCTION
Medium Access Control (MAC) protocols are employed to control access to the channel in order to regulate transmissions to avoid or minimize collisions [1] . Furthermore, the MAC protocol is the key element in determining many features of a wireless network, such as throughput, Quality of Service (QoS), energy dissipation, fairness, stability, and robustness [2] , [3] , [4] . In other words, the performance of a particular network highly depends on the choice of the MAC protocol.
MAC protocols can be classified into two categories based on the collaboration level of the network in regulating the channel access: coordinated and non-coordinated. A coordinated MAC protocol operates with explicit coordination among the nodes and is generally associated with coordinators, channel access schedules and clusters. A noncoordinated MAC protocol, on the other hand, operates without any explicit coordination among the nodes in the network. For example, IEEE 802.11 is a non-coordinated Abstract ID: 589. This work was supported in part by the University of Rochester Center for Electronic Imaging Systems and in part by Harris Corporation, RF Communications Division. MAC protocol when operating in the broadcast mode (i.e., in broadcasting mode, IEEE 802.11 becomes plain CSMA without any handshaking) [5] . Figure 1 illustrates the channel access mechanism for generic coordinated In broadcasting mode, IEEE 802.11 uses p-persistent CSMA with a constant defer window length (i.e., the default minimum defer period) [5] . When a node has a packet to broadcast, it picks a random defer time and starts to sense the channel. When the channel is sensed idle, the defer timer counts down from the initially selected defer time at the end of each time slot. When the channel is sensed busy, the defer timer is not decremented. Upon the expiration of the defer timer, the packet is broadcast. Figure 2 shows a snapshot of MH-TRACE clustering and medium access. In MH-TRACE, the network is partitioned into overlapping clusters through a distributed algorithm. Time is organized into cyclic constant duration superframes consisting of several frames. Each clusterhead chooses the least noisy frame to operate within and dynamically changes its frame according to the interference level of the dynamic network. Nodes gain channel access through a dynamically updated and monitored transmission schedule created by the clusterheads.
Each frame consists of a control sub-frame for transmission of control packets and a contention-free data sub-frame for data transmission (see Figure 3 ). Beacon packets are used for the announcement of the start of a new frame; Clusterhead Announcement (CA) packets are used for reducing co-frame cluster interference; contention slots are used for initial channel access requests; the header packet is used for announcing the data transmission schedule for the current frame; and Information Summarization (IS) packets are used for announcing the upcoming data packets. IS packets are crucial in energy saving. Each scheduled node transmits its data at the reserved data slot. In MH-TRACE, nodes switch to sleep mode whenever they are not involved in data transmission or reception, which saves the energy that would be wasted in idle mode or in carrier sensing. Instead of frequency division or code division, MH-TRACE clusters use the same spreading code or frequency, and inter-cluster interference is avoided by using time division among the clusters to enable each node in the network to receive all the desired data packets in its receive range, not just those from nodes in the same cluster. Thus, MH-TRACE clustering does not create hard clustersthe clusters themselves are only used for assigning time slots for nodes to transmit their data. For a more complete description of MH-TRACE, the reader is referred to [6] .
ANALYTICAL MODEL
In this section we develop an analytical model to estimate the performance of MH-TRACE as a function of BER. In our analysis we do not consider any error correction scheme, thus, if there is at least one bit error within a packet, then that packet is discarded. Random packet errors are independently introduced at the receivers.
BASIC MODEL
To minimize the number of parameters in the model, first we consider a fully-connected network with a small number of static nodes. The number of data slots in one superframe is high enough to support all of the nodes in the network (see Table I ). When there are no channel errors, all nodes should be able to transmit and receive without any packet drops or collisions. There will be only one clusterhead in the network due to the fact that there cannot be two clusterheads that can hear each other directly.
The number of data packets generated per node per second, (DPrtode), is equal to the packet rate (Rpacket) of MH-TRACE (i.e., one packet per superframe time (l/Tlf)).
1 DPnode = Rpacket T DPn2ode represents the number of data packets generated by a single node in the network and can be regarded as the maximum number of packets a node can transmit given that it has full access to a perfect channel whenever it needs. However a lossy channel will cause packet drops and therefore the throughput of the network will drop accordingly.
In Figure 4 , the corresponding throughput losses due to corrupted beacon, header and contention packets are given to illustrate the impact of the particular control packet on overall protocol performance. In these results only the specified control packets are lost due to channel errors and all the other packets are not affected [7] .
As can be seen from the figure, header packets are vital to MH-TRACE and are the packets whose loss has the most impact on the performance of MH-TRACE. Loss of contention packets cause 10 times less loss in data packets than loss of header packets (0.19). Finally, for each beacon packet dropped, only 0.0015 data packets are dropped. Like beacon packet losses, losses of other control packets (e.g., IS, CA) do not significantly affect the throughput of the network. Thus, the header and contention packets are the only control packets whose loss due to channel noise significantly affect the network performance.
Therefore In order to get the number of received packets per second in the network we need to multiply the transmit throughput per node per second with the number of neighboring nodes N -1 (note that all the nodes can hear each other in this network). Moreover, each data packet is received with a probability PD, which is the probability that a data packet (with length LD = 104 bytes) goes through the channel with no error at a given BER. Accordingly, the receive throughput per node per second (T) becomes: In Figure 5 the analytical model for MH-TRACE and IEEE 802.11 are plotted against increasing BER. Also the simulation results are included for both protocols to demonstrate the accuracy of the models. The throughput of MH-TRACE drops by almost 50% at a BER around 7 x 10-4. On the other hand, IEEE 802.11 retains almost 55% of its initial throughput at the same BER (note that the initial throughputs of both protocols are the same). This difference can be translated into the fact that IEEE 802.11 performs 10% better than MH-TRACE, which experiences a worse performance degradation due to lost coordination packets [7] .
These [8] .
Our approach to this more complex model will be basically the same as before. We begin by calculating the transmit throughput per node per second (Tn,ode) when the channel is perfect. In addition to Equation (7) we need a term that captures the effect of the voice source model. This term can easily be represented with the ratio of spurts to the whole conversation (ri). Therefore, we can write Triode as in Equation (9).
After obtaining the expression for the transmit throughput per node per second, we have to find an expression for the average number of nodes within the communication rage of a given node (i.e., the average number of neighbors for a given node). In Figure 6 , the rectangular field is partitioned into three different regions according to the coverage characteristic of a node in a particular region. For example, a node inside region 1 (e.g., n2) has its full coverage within the boundaries of the field. Therefore, any node inside region 1 utilizes 100% of its total coverage. Whereas nodes inside regions 2 and 3 (e.g., n1 and n3) have a part of their coverage outside the field of interest and consequently the average percentage coverage for these nodes is less than 100%. Finding the percentage coverage for each region will lead us to the average number of neighbors.
We start the derivation of the percentage with region 2. In Figure 7 the approach we used for obtaining the percentage is given. The area of the piece of circle shaded in Figure 7 can be expressed as follows: After obtaining the average coverage as in Equation (11) (17) with Equation (9) to get the receive throughput per node per second T. According to our model, given that we have a constant simulation area and the same traffic model, throughput increases as the number of nodes in the network increases. In other words, the model suggests that throughput increases linearly with increasing node density. However, our previous work showed that throughput per node per second goes into saturation as the number of nodes in the network increases (see Figure 9 ). This trend is a result of packet collisions and drops emerging from mobility and increased contention for channel access [7] . According to this fact, we have to modify our initial throughput value (throughput when there is a perfect channel) in order to get a more accurate model for throughput. Since it is extremely challenging to model the dynamical behavior in Figure 9 analytically, the initial throughput values are calibrated according to feedback from simulation results.
SIMULATIONS
In this section we present simulations to demonstrate the validity of the analytical results. The simulation parameters are given in Table II. The results of SET 1 simulations are given in Figure 10 , which presents the receive throughput per node per second for MH-TRACE and IEEE 802.11 along with the analytical resluts as a function of the BER. MH-TRACE throughput is obtained from the analytical model in Equation (18). The guideline for IEEE 802.11 is obtained by using the probability of successful data packet transmission ((1-BER)LD) and the initial throughput value.
When we look at Figure 10 , we see that the throughput of MH-TRACE is higher than IEEE 802.11 for low BER (i.e., BER < 10-4). However 
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Bit Error Rate the throughputs with stationary nodes. This is a result of the mobility model which makes the nodes accumulate in the middle of the field instead of distributing them uniformly [9] , providing a larger average number of neighbors (NN) than in the stationary case. Therefore the initial throughput value is calibrated. Note that after adjusting the initial value the form of the curve tracks the simulation results closely.
CONCLUSIONS
In this paper we proposed an analytical model for the throughput of MH-TRACE. Parameters such as network area, number of nodes and BER of the channel are included in the model. Moreover, we derived an expression to determine the average number of single-hop neighbors. The impact of channel errors on the performance of MH-TRACE and IEEE 802.11, which are examples of coordinated and non-coordinated MAC protocols, respectively, are estimated by using this model. We also presented ns-2 simulations to demonstrate the validity of the model. As expected, the performance of MH-TRACE is better than IEEE 802.11 for low-mid BER levels. However, for extremely high BER rates IEEE 802.11 performance is better than MH-TRACE due to the dependence of MH-TRACE on the robustness of the control packet traffic. However, for higher data rates or node densities, we expect MH-TRACE to perform better than IEEE 802.11 even under very high BER levels due to its coordinated channel access mechanism.
