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Abstract Large-eddy simulations (LES) of a vertical turbulent channel flow laden
with a very large number of solid particles are performed. The motivation for this
research is to get insight into fundamental aspects of co-current turbulent gas-particle
flows, as encountered in riser reactors. The particle volume fraction equals about
1.3%, which is relatively high in the context of modern LES of two-phase flows. The
channel flow simulations are based on large-eddy approximations of the compress-
ible Navier–Stokes equations in a porous medium. The Euler–Lagrangian method
is adopted, which means that for each individual particle an equation of motion
is solved. The method incorporates four-way coupling, i.e., both the particle-fluid
and particle–particle interactions are taken into account. The results are compared
to single-phase channel flow in order to investigate the effect of the particles on
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turbulent statistics. The present results show that due to particle–fluid interactions
the mean fluid profile is flattened and the boundary layer is thinner. Compared to
single-phase turbulent flow, the streamwise turbulence intensity of the gas phase
is increased, while the normal and spanwise turbulence intensities are reduced.
This finding is generally consistent with existing experimental data. The four-way
coupled simulations are also compared with two-way coupled simulations, in which
the inelastic collisions between particles are neglected. The latter comparison clearly
demonstrates that the collisions have a large influence on the main statistics of both
phases. In addition, the four-way coupled simulations contain stronger coherent
particle structures. It is thus essential to include the particle–particle interactions in
numerical simulations of two-phase flow with volume fractions around one percent.
Keywords Turbulence · Particle-laden flow · Large-eddy simulation ·
Channel flow · Inelastic collisions · Coherent structures · Four-way coupling ·
Turbulence modulation
1 Introduction
Many flows of relevance to large-scale chemical processing involve solid catalyst
particles at significant concentrations embedded in a carrying gas-flow. Control over
the spatial distribution of these particles, especially its homogeneity, is essential
in order to provide a chemical processing that is as complete and uniform as
possible, that is consistent with modern environmental requirements and that does
not constitute a strong safety hazard. This provides the main context for this study
which is directed toward understanding the fundamental aspects of the dynamics of
the embedded, interacting particles, and to develop a simulation strategy with which
the central up-scaling of laboratory-scale experiments to realistic industrial settings
can be supported.
The dynamics of the embedded particle-ensemble is quite complex and interacts
nonlinearly with the carrying gas-flow. The particles are dragged along by this
carrying gas-flow and exchange momentum with it. Moreover, the solid particles
interact among each other, e.g., through inelastic particle–particle collisions. In case
only particle–fluid interactions are incorporated the description is referred to as ‘two-
way coupled’ while a ‘four-way coupled’ formulation arises when also the particle–
particle interactions are included. At sufficiently low particle volume fraction ψ
two-way coupling is adequate. However, with increasing ψ the collisions will become
dynamically significant and the computationally more involved four-way coupling
will become required. The main purpose of this paper is to demonstrate in the
context of numerical simulation that at a realistic mass load ratio of 19.5 and a
particle volume-fraction of 1.3% the collisions constitute a major dynamic effect that
needs to be incorporated in order to retain a physically reliable flow description.
This forms a separate confirmation of the commonly accepted classification in
which volume-fractions larger than 10−3 necessitate the inclusion of particle–particle
collisions [8]. The present study is the first to establish the relevance of the particle–
particle collisions, at moderately high volume fractions, using detailed turbulence
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simulations. We will show that these collisions strongly influence the main statistical
fluid properties and amplify the ‘self-organization’ of the embedded particles in
coherent swarms.
The two-phase gas–solid flow is governed by an interplay between the convective
gas-flow nonlinearity, the particle–fluid and the particle–particle interactions. These
effects may accumulate and significantly change basic turbulence properties such
as mean flow and turbulence intensities. A large-scale dynamic flow-structuring
may arise affecting the flow-statistics compared to the case with no or only weak
interactions. These flow-alterations constitute the so-called modulation of turbulence
(see [20]) which, e.g., seriously complicates the prediction of the up-scaling of flow-
phenomena from laboratory-scale experiments to industrial-scale settings. We will
consider large-eddy simulations of a vertical gas–solid channel flow to support
research in this problem-area and to help understand the fundamental modulation
of the turbulent flow properties.
The design of large-scale chemical processes is hampered by the lack of precise
(design) tools which capture the dynamics in systems of realistic proportions. Since
full-scale experimental research is costly and often not precise or not feasible, the
development of accurate simulation tools is very important. A specific example is the
cracking of oil which is facilitated by adding large numbers of catalyst particles to
a carrying gas-flow. Basic to catalytic cracking is an understanding of the granular
dynamics of large swarms of grains of sand. Specifically, it is important to investigate
whether particle–particle collisions are dynamically important and lead to large
clusters, thus contributing to spatial non-uniformities that may jeopardize safety and
product-consistency and increase pollution.
Turbulent gas–solid flows have been studied experimentally (e.g., [30, 43, 46, 59])
and with simulations. Simulations can be performed using a two-fluid model in which
the solid phase is modeled as a fluid using continuous variables (e.g., [19, 38, 46]).
This approach is quite well established and may be used to investigate statistical
properties of multi-phase flows [12]. A promising, more recent, direction to solve
two-phase flows is to enforce the no-slip condition on the boundary of each particle
using front tracking methods (see e.g., [10, 58]). No additional modeling assumptions
are required, but the amount of particles that can be calculated is currently around
1,000. In this paper we consider a third approach, the discrete particle method in
which the Navier–Stokes equations which govern the fluid in a Eulerian framework
are combined with a Lagrangian tracking of the motion of each individual particle.
The forces between the fluid and each particle are modeled with a drag law and all
collisions between particles are treated with a deterministic approach [24, 34]. The
modeling is more refined than in two-fluid models, while it presently allows 100–1,000
times more particles than the direct front tracking methods.
Bagchi and Balachandar [3] investigated the validity of the standard drag law for
particles with a diameter 1.5η < d < 10η, where η is the Kolmogorov length-scale.
They found that the time-averaged drag is accurately predicted and insensitive to
whether the fluid velocity is measured at the particle center, or obtained by averaging
over a fluid volume of the order of the particle size. Instantaneous drag is reasonably
well predicted for moderate particle sizes, e.g., d < 4η. The diameter of the particles
in the present study equals 2η and is within this region. Hence, we will assume the
drag law to be adequately representative of the dominant particle-motion physics.
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The discrete particle technique will be combined with large-eddy simulation
(LES) of the fluid flow. Large-eddy simulation solves the large flow scales like direct
numerical simulation (DNS), but models the effect of the small scales with a subgrid-
model (see the reviews by Pope [49], Sagaut [53] and Geurts [17]). It is considerably
more efficient than direct numerical simulation (DNS), which resolves all turbulent
scales in the flow. These techniques are able to give proper detailed descriptions of
the turbulence in a channel flow.
LES/DNS of channel flows supplemented with a discrete particle model have been
reported a number of times (e.g., [1, 2, 37, 56, 69, 70]). However, the total solid
volume fraction in these studies remains rather small (0.01%) and most of these
works employ one- or two-way coupling. An exception is Yamamoto et al. [69] who
started to investigate the influence of particle–particle interactions in LES of channel
flow with particle volume fractions up to 0.014%. They found that even in such dilute
regimes the effects of collisions are significant. Discrete particle models have also
been used for detailed studies of two-phase isotropic turbulence. These studies have
been performed with volume fractions up to 0.1% and were all restricted to two-way
coupling [8, 11, 55]. For pipe flow larger solid volume fractions have been achieved
recently [64].
The purpose of this paper is to present LES of a channel flow in which the
particle volume concentration is an order of magnitude higher than existing Euler–
Lagrangian studies in literature and closer to industrial applications. The discrete
particle module developed by Hoomans et al. [24] will be used, in which the spherical
particles have a finite size and all (inelastic) collisions are taken into account. A
subgrid closure needs to be adopted for the LES-equations of the gas phase for which
we will mainly adopt the recently developed model by Vreman [63].
In order to study both the effect of the particle collisions and the effects of the
particle–fluid interactions we will compare the following three simulations: (1) a
turbulent channel flow without particles, (2) a turbulent channel flow with particles,
but without collisions (two-way coupled case) and (3) a turbulent channel flow with
colliding particles (four-way coupled case). The differences between cases 1 and 2
quantify the effects of the particle–fluid interactions and the differences between
cases 2 and 3 quantify the effects of the particle collisions.
The organization of this paper is as follows. In Section 2 we extensively present
the simulation method. Results of a large number of channel flow simulations are
presented in Section 3, focusing on turbulence modulation, the differences between
two- and four-way coupling and coherent particle structures. Finally, concluding
remarks are collected in Section 4.
2 Mathematical Formulation
In this section we specify the mathematical formulation of the simulation model for
the turbulent gas–solids flow. In Section 2.1 the equations governing the gas-phase
are described. The treatment of the solids-phase is specified in Section 2.2. The
subgrid modeling for the turbulent stresses that arise in the large-eddy simulation
is introduced in Section 2.3 and, finally, the numerical method is discussed in
Section 2.4.
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2.1 The gas phase
The computational model distinguishes a gas phase and a solids phase. The em-
bedded solid particles are considered to be small compared to convective turbulent
length-scales. This allows to effectively approximate the equations for the gas
phase in terms of flow through a (time- and position-dependent) porous medium
[24, 31, 50, 72, 74]. The local, instantaneous particle concentration determines the
volume-fraction that is accessible to the gas phase. However, although the present
particle concentration is considerably higher than in previous Euler–Lagrangian
studies of gas–solid channel flow, it is still sufficiently small to omit the porous
medium effects in the gas equation. Thus for the gas equation we simply extend the
standard Navier–Stokes equations that govern a compressible flow with appropriate
forcing terms:
∂tρ + ∂ j(ρu j) = 0, (1)
∂t(ρui) + ∂ j(ρuiu j) = −∂i p + ∂ jσij + ρaextδi3 + fi, (2)
∂te + ∂ j((e + p)u j) = ∂ j(σijui) + ρaextu3 + fiui −∂ jq j. (3)
where the symbols ∂t and ∂ j denote the partial differential operators ∂/∂t and
∂/∂x j respectively. Furthermore, ρ is the density, u the velocity, p the pressure and
e = p/(γ − 1) + 12ρukuk the total energy per volume unit. The constant γ denotes
the ratio of specific heats CP/CV = 1.4. The coordinate x3 denotes the streamwise
direction of the channel flow, x2 is the normal and x1 is the spanwise direction.
Throughout, we will frequently interchange the symbols x1, x2 and x3 by x, y and
z and u1, u2 and u3 by u, v and w respectively. The domain is rectangular and the
channel width, height and depth equal L2 = 0.05 m, L3 = 0.30 m and L1 = 0.075 m
respectively. Periodic boundary conditions are assumed for the stream- and spanwise
directions. The resolution of the LES, specified in Section 2.4, is such that we
do not need a model for the wall shear stress; we thus impose no-slip boundary
conditions for the velocities at the wall. Neumann boundary conditions are used for
the temperature at the wall.
The viscous stress σij equals 2ρνSij where ν is the fluid viscosity and the strain-rate
is defined by
Sij(u) = 12∂iu j +
1
2
∂ jui − 13δij∂kuk. (4)
The heat-flux q j is defined as −κ∂ jT where T is the temperature and κ the heat-
conductivity coefficient. Pressure, density and temperature are related to each other
by the equation of state for an ideal gas ρRgasT = Mgas p, where Rgas =8.314 J/(mol K)
is the universal gas constant and Mgas = 0.0288 kg/mol is the molar mass of
the gas.
The symbol aext represents the acceleration caused by external forces on the gas
phase and fi denotes the contributions due to the force of the particles on the flow.
These are induced by an effective relative motion of the particles with respect to the
gas which gives rise to drag forces on the fluid (see next subsection). In principle the
heat transfer between particles and fluid should also be represented in the energy
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equation, but this effect is neglected, because temperature differences play a minor
role in the applications we presently have in mind.
We are interested in a section of a riser flow with a vertical centerline velocity Uc
of about 4 m/s. The parameters of the fluid in the riser are close to those for air. The
initial fluid density is uniform and equals ρg = 1.0 kg/m3. The viscosity equals ν =
3.47 · 10−5 m2/s and the heat-conductivity is obtained from the assumption that the
Prandtl number equals one. The value of the viscosity is chosen such that Reτ = 180
for channel flow without particles and Uc = 4.5 m/s. The Kolmogorov length-scale in
channel flow equals about η+ ≈ 1.5 in wall-units [49], which implies η ≈ 0.2 mm.
With a typical value of the initial pressure (around 105 N/m2) the flow has a very
low Mach number around 0.01. Instead of using an incompressible solver, we use the
available compressible LES solver [66] with an adapted initial pressure level such
that the Mach number based on Uc approximately equals 0.2. At this Mach number
the turbulent channel flow can still be regarded as approximately incompressible,
which means that a further reduction of the Mach number does not significantly
change the turbulent statistics, including pressure fluctuations. The flow is driven by
an external acceleration aext, which represents the combined effect of an external
pressure gradient and gravity on the gas phase. This acceleration is a function of time
only and its level is such that the total fluid mass flow is constant. In all cases the
average mean gas velocity is identical, Um = 3.92m/s.
2.2 The solids phase
The number of solid particles in the channel flow equals Np = 419, 904. During the
simulations the motion of all these particles was tracked, starting from an initially
uniform distribution of particles throughout the flow-domain. The initial velocity
of each particle was taken equal to the local initial velocity of the gas-phase. The
particle diameter and density are dp = 0.4 mm and ρp = 1,500 kg/m3, respectively.
With the parameters above the average volume fraction of the particles equals 0.013.
The Stokes response-time, defined as
τp =
ρpd2p
18μ
, (5)
equals 0.4 s. The Stokes number equals 10, based on the Kolmogorov time derived
from the average dissipation of the unladen flow. In this paper only a single, rather
high, value of the Stokes response-time will be adopted in order to emphasize the
dynamic effects of the embedded particles. This provides a characteristic, demanding
case of turbulent gas–solid flow which is used to assess the feasibility and accuracy
of Euler–Lagrangian LES. A comprehensive parameter-study into the physics of
this two-phase flow in which also smaller particles, at lower Stokes response-time
and volume fraction, are incorporated, is subject of ongoing research. Such a study
necessitates an efficient parallel processing of the computational model. We consider
volume fractions of ≈ 1.5%. This is considerably higher than reported thus far
in literature. However, it is still sufficiently low to use (1)–(3) as an acceptable
approximation for the dynamics of this particle-laden flow.
In the following we formulate the standard drag law and the particle collision
model, which govern the solids momentum. The mean velocity of the riser is low
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enough to neglect the heat transfer during particle collisions and the heat transfer
between particles and fluid.
The motion of every individual particle i in the system is calculated from Newton’s
second law:
mi
dvi
dt
= Viβ(u − vi) + migez + f ppi + f pwi , (6)
where mi denotes the mass, vi the velocity, Vi the volume of the i-th particle
and ez is the unit vector in the z-direction. The gravitational acceleration equals
g = −9.81 m/s2, which is opposite to the mean flow direction. The forces on the right
hand side of the equation represent standard drag, gravity, particle–particle inter-
action (f ppi ) and particle–wall interaction (f
pw
i ), respectively. The general equation
of motion for a single particle derived by Maxey and Riley [39] contains additional
forces, such as added mass and history terms. However, the comparison with DNS
results performed by Bagchi and Balachandar [3] did not show improvements when
these forces were included. In the present case, the particle density is much larger
than the fluid density. Correspondingly, these additional forces, including buoyancy
effects are relatively small and can be neglected [2]. It is unlikely that collisions
between solid particles would alter this finding.
The symbol β in the drag term is the inter-phase momentum transfer coefficient.
The flow is sufficiently dilute to employ the correlation of Wen and Yu [71] is used:
βd2p
μ
= 3
4
CDRe; CD =
{
24(1 + 0.15Re0.687)/Re; Re < 103
0.44 Re > 103, (7)
Re = ρ|u − vp|dp/μ is the particle Reynolds number, which is evaluated at the
particle position. As an alternative the drag closure can be obtained from detailed
lattice Boltzmann simulations [22].
The two-way coupling between the gas phase and the particles is achieved via the
sink term f in the momentum equations of the gas phase, which is computed from:
f(r) = 1
Vcell
∫
Vcell
Np∑
i=0
Viβ(u − vi)D(ri − r)dV (8)
where Vcell represents the nonuniform volume of the local fluid grid cell which
contains the location vector r at which the drag term needs to be computed. The
distribution function D locally distributes the reaction force acting on the gas phase
to the Eulerian grid via volume weighing (see [24] for more details). Note that D is
an approximation of the Dirac delta function.
The collision model used in this work is based on the hard-sphere model devel-
oped by Hoomans et al. [24] and Hoomans [25], who applied this model to two-
dimensional flow first. However, the model has also been validated and frequently
applied to three-dimensional flows (e.g., [7, 23] and references therein). In the
collision model it is assumed that the interaction forces are impulsive and therefore
all other finite forces are negligible during collision. Consider two colliding spheres
a and b with position vectors xa and xb . The particle velocities prior-to-collision are
indicated by the subscript 0 and the relative velocity at the contact point c (i.e., just
after the collision) is defined as vab = va,c − vb,c. The velocities prior to collisions
are the velocities at the last time step before the collision (the corresponding time
difference is not larger than 10−4s).
Flow Turbulence Combust
For a binary collision of these spheres the following equations can be derived by
applying Newton’s second and third laws:
ma(va − va,0) = −mb (vb − vb,0) = J, (9)
Ia
Ra
(ωa − ωa,0) = IbRb (ωb − ωb,0) = −n × J, (10)
where ω denotes the angular velocity, J is the momentum vector, R is the particle
radius and n is the unit vector directed along xa − xb . The moment of inertia I is
given by:
I = 2
5
mR2. (11)
Equations 9 and 10 can be rearranged to obtain:
vab − vab,0 = 7J − 5n(J · n)2mab , (12)
where mab is the reduced mass given by:
mab =
(
1
ma
+ 1
mb
)−1
. (13)
In order to calculate the post-collision velocities, a closure model consisting of three
parameters is used to describe the momentum vector J. The first parameter is the
coefficient of normal restitution, (0 ≤ e ≤ 1):
vab · n = −e(vab ,0 · n). (14)
The second parameter is the coefficient of dynamic friction (μf ≥ 0):
|n × J| = −μf (n · J). (15)
The third parameter is the coefficient of tangential restitution (0 ≤ β0 ≤ 1):
vab · t = −β0(vab,0 · t). (16)
Combining (12) and (14) yields the following expression for the normal compo-
nent of the momentum vector:
Jn = −(1 + e)mab vab ,0 · n. (17)
For the tangential component, two types of collisions can be distinguished, i.e.
sticking or sliding collisions. If the tangential component of the relative velocity is suf-
ficiently high in comparison to the coefficients of friction and tangential restitution,
gross sliding occurs throughout the whole duration of the contact and the collision
is of the sliding type. The non-sliding collisions are of the sticking type. When β0 is
equal to zero, the tangential component of the relative velocity becomes zero during
a sticking collision. When β0 is greater than zero in such a collision, reversal of the
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Table 1 Parameters used in the treatment of the discrete particles
Symbol Value Description
dp 4 10−4 m Particle diameter
ρp 1.5 103 kg m−3 Particle density
Np 419904 Number of particles
e 0.97 Normal restitution coefficient
β0 0.33 Tangential restitution coefficient
μf 0.1 Friction coefficient
Each particle is spherical, corresponds to a Stokes response-time τp = 0.4 s, associated with a
viscosity of the gas phase of μ = 3.47 10−5 kg m−1 s−1. The solids phase has an average volume
fraction 〈ψ〉 = 0.013 and the mass-load is given by 〈ψ〉ρp/ρg = 19.5
tangential component of the relative velocity will occur. The criterion to determine
the type of collision on basis of pre-collision information is as follows:
Jt =
{
−2
7
(1 + β0)mab vab,0 · t if μf Jn ≥ 27 (1 + β0)mab vab,0 · t−μf Jn otherwise,
(18)
where the two equations respectively describe collisions of the sticking and sliding
type. Given the definition of J in (17) and (18), the post-collision velocities can now
be calculated from (9) and (10). In particle–wall collisions the mass of particle b (i.e.
the wall) is taken infinitely large, which makes all terms 1/mb equal to zero.
The particle collision characteristics play an important role in the overall system
behavior as was shown by Hoomans et al. [24] and Goldschmidt et al. [19]. For this
reason realistic collision properties of the particles are supplied to the model. The
parameters used in the treatment of the discrete particles are summarized in Table 1.
Here ψ is the local solid volume fraction, which does not occur in the present model
equations, but is computed for evaluation purposes (see Section 3.3). Collisions
between particles are monitored as follows. For each particle, say A, a neighbor-list is
kept. This includes all particles that are located within a certain radius of particle ‘A’.
Particles nearer the top of the list are closer to ‘A’, while particles that are further
separated are stored lower on the list. After each collision among the entire particle
swarm, the neighbor lists are updated when necessary.
2.3 Subgrid-modeling
In order to make large-scale turbulent flow simulations at high particle volume
fractions feasible, the gas phase is described using large-eddy simulation. This is
obtained by applying spatial filtering to the flow equations in order to reduce their
dynamical complexity. The filter is defined by
a =
∫
G(x, ξ)a(ξ)dξ (19)
where a denotes a filtered flow variable and G the filter-kernel. For the compressible
equations we use a density-weighted filter,
a˜ = ρa/ρ, (20)
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the so-called Favre filter and originally proposed by Reynolds [51]. If the convolution
filter is applied to the governing equations the result may be expressed in terms of the
LES-template [17]: NS(U) = R(U, U) where the original and filtered variables are
defined by U = [ρ, u j, p, T]; U = [ρ, u˜ j, p, T˜]. The spatial filtering yields a ‘closure-
residual’ R(U, U) which contains, e.g., the filtered forcing term f i and the divergence
of the turbulent stress tensor
τij = ρuiu j − ρuiρu j/ρ = ρ{u˜iu j − u˜iu˜ j} (21)
The only closure term modeled in this paper is this turbulent stress tensor. The
subgrid terms that result from the filtering of the diffusive viscous fluxes are
neglected. Likewise, subgrid contributions arising from filtering the momentum
exchange between the discrete particles and the fluid as represented by the drag
law are also neglected. This is a reasonable assumption for the present application,
as we consider relatively coarse particles. The particles are slightly larger than the
Kolmogorov length-scale and the Stokes response time is an order of magnitude
larger than the Kolomogorov time. Therefore the motion of the particles is mainly
influenced by the large-scale eddies in the flow [1, 28, 29].
Fevrier et al. [13] decomposed the instantaneous particle velocity field into a
spatially correlated and a random (quasi-Brownian) component. They found that
increase of particle inertia (increase of Stokes response time) leads to an increase of
the quasi-Brownian component. Boivin et al. [4] and Fede and Simonin [9] showed
that single point particle statistics are not sensitive to the fluid subgrid field in case
the Stokes number is larger than 5. In the latter reference a particle diameter of 0.92
times the Kolmogorov length scale was used. It is unlikely that the conclusion would
have been very different for slightly larger particles. Thus it appears reasonable
to assume that in the present work, where the particle diameter equals 1.9 times
the Kolmogorov length scale and the Stokes number based on Kolmogorov time
is about 300, details of the fluid subgrid field do not influence particle statistics and
the effects of particle collisions. Since in this paper, we focus on the effects of particle
collisions, we model the fluid subgrid stress tensor like in unladen flow and ignore the
subgrid term arising from the filtering of the particle force in the fluid equations. For
much smaller Stokes numbers (around 3), the latter subgrid term was investigated by
Okong’o and Bellan [47].
The simulations in this work have been performed using four different subgrid-
models for the turbulent stress tensor τij, all applicable to unladen flow. As the
simulation results were found to be quite insensitive of the adopted subgrid model,
compared to the dynamic effects of the particles, we will only mention three of these
models and provide some more detail for the model for which results will actually be
shown. For details regarding the comparison of different subgrid models we refer to
Vreman et al. [65, 68] and Geurts and Vreman [18].
The first three models, M1-3, are derived from the basic Smagorinsky model,
which reads [54]:
mij(u˜) = −2C2Sρ2|S(u˜)|Sij(u˜), |S| =
(
1
2
SijSij
) 1
2
,  = (123) 13 , (22)
The symbol i denotes the filter width in the i-direction, assumed to be equal to
the grid-spacing. The basic Smagorinsky model was extended in various ways. We
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included the following extensions as point of reference for assessing the dynamic
contribution due to the particles:
• Filtered multi-scale model (M1): [57, 62], which is a generalization of the varia-
tional approach proposed by Hughes et al. [27]. By formulating the Smagorinsky
model in terms of the filtered velocity fluctuations, the excessive dissipation
associated with the Smagorinsky model in laminar and transitional flows is
removed. This is in particular relevant close to the solid walls of the vertical
channel. This model takes backscatter into account.
• Dynamic eddy-viscosity model (M2): which is based on the dynamic procedure
[14, 33]. This provides the possibility to calculate a ‘Germano-optimal’ eddy-
viscosity coefficient which adapts itself to the evolving flow. The standard
dynamic model requires a number of explicit test-filtering operations.
• Taylor-approximated dynamic model (M3): which is based on a simplification of
the dynamic procedure to avoid explicit filtering. The compressible anisotropic
form was used [65] which extends the incompressible isotropic formulation
[49]. The simplifications arising from Taylor expansions rely on the property:
ŵ = w + O(2) [6, 32]. Chester et al. [5] and Verstappen [61] also formulated
Taylor expansions of the dynamic model.
The standard dynamic eddy-viscosity and the Taylor approximated dynamic
model may lead to negative eddy-viscosities and thus lead to ill-posed equations and
unstable simulations, if the Reynolds number is sufficiently high. This problem can
for example be solved by the ad-hoc procedures of ensemble averaging and/or simply
clipping the negative values. A more elegant way to overcome this problem is to base
the eddy-viscosity on a positive invariant of the gradient model βij, which is a positive
definite tensor. This leads to model M4. Simulation results obtained with this model
were found to be largely the same as obtained with any of the models M1-M3. Model
M4 [63] employs the following positive invariant of the gradient model,
Bβ = β11β22 − β212 + β11β33 − β213 + β22β33 − β223, (23)
and defines the eddy-viscosity
νe = c
√
Bβ
(∂ ju˜i) (∂ ju˜i)
(24)
where c = 0.07. The dissipation of this eddy-viscosity and the exact subgrid dissipa-
tion were shown to vanish for precisely the same class of flows [63]. Model M4 was
proposed independently of the work of Nicoud and Ducros [45], who constructed a
similar eddy-viscosity. That eddy-viscosity is not based on the gradient model, but on
the square of the velocity gradient matrix.
The use of several different subgrid-models allows to assess the sensitivity of the
predictions. We found that the effects associated with the introduction of the discrete
particles were much stronger than differences arising from a change in the subgrid
model. For that reason, we will show explicit simulation results only for the eddy-
viscosity model that is based on the gradient model, i.e., M4. The other subgrid
models were found to yield qualitatively and quantitatively similar results.
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2.4 The numerical method
The equations for the fluid phase are solved with a second-order finite volume
method, based on central differencing on a collocated grid. For details we refer to
Geurts and Kuerten [15] and Vreman et al. [67]. In the latter work, the second-order
numerical method was found to be sufficiently accurate in LES, also with respect to
the dissipation of kinetic energy.
The channel flow is solved on the domain 3H × 2H × 12H. The length of the
domain in the spanwise (x1) direction is 1.5 times smaller than for most DNS/LES
of single-phase channel flow in order to limit the amount of carried particles and
their collisions to a manageable number. As a point of reference, we also performed
a single-phase DNS for this computational domain. Specifically, we used an incom-
pressible Fourier/Chebyshev method with 64 × 128 × 128 modes. The mean and rms
profiles (shown in the next subsection) were verified to be identical to those of
standard DNS-databases for Reτ = 180 (e.g., [26, 42, 44, 60]).
The large-eddy simulations presented in this paper involve 32 × 64 × 64 grid cells.
The grid is only nonuniform in the normal direction and symmetric with respect to
the plane x2 = 0. The grid-points in the left-half of the channel are defined by
x2, j/H = −1 + sinh(aj/N2)sinh(a/2) with j = 0, .., N2/2 and a = 6.5 (25)
Verstappen and Veldman [60]. The first grid point of the wall is at x2,1 = 0.2mm,
corresponding to y+ = 1.5 . The grid is sufficiently fine to have a well-resolved LES
of channel flow at Reτ = 180, according to common criteria (see [48]).
In this work the volume of the smallest computational fluid grid cell is still about
27 times larger than the volume of a particle. For the Euler–Lagrange method to
be applicable, the fluid grid cell volume should preferably be an order of magnitude
higher than the particle volume. With the present parameters this condition is hard
to satisfy in DNS, however in LES it is easily satisfied. The mapping of properties
from the Lagrangian particle positions to the nonuniform Eulerian computational
grid and vice versa can be done in a straightforward manner through volume
weighing techniques [7, 24]. For evaluation purposes the particle volume fraction
ψ is determined, by counting the particles within each cell of an auxiliary grid. In
contrast to the Eulerian grid the auxiliary grid is uniform and contains 32 × 25 × 64
cells. Thus, in each direction the mesh-spacing of the auxiliary grid is considerably
larger than the particle diameter [24].
The discretization in time is explicit: forward Euler for the particles and the fluid
viscous terms, and a four-stage Runge–Kutta scheme for the fluid convective and
pressure terms, using coefficients 14 ,
1
3 ,
1
2 and 1. The values for the time-steps for the
solids - and gas-phase need to be sufficiently small to accurately capture the different
physical effects. However, working with too small time-steps may unnecessarily
add to the computational cost without significantly increasing the overall accuracy.
Hence, a proper balance between these constraints needs to be determined. For the
fluid equations the time-step needs to be small enough to comply with numerical
stability restrictions of the Runge–Kutta method, with the characteristic turbulent
time-scales and with the acoustic waves arising at the low Mach number considered
here. Regarding the time-step for the solids-phase, the Stokes response-time τp
sets an important time-scale. In order to accurately determine the motion of the
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individual particles between collisions, the time-step needs to be taken well below
τp. Finally, since the solids- and gas-phase are treated with separate algorithms
which represent different contributions to the overall cost, one has the freedom to
adopt separate time-steps for the two coupled sub-systems, provided all aspects of
the resolved flow-physics are accurately generated. Within this set of constraints,
the time step is taken 10−4 s for the solids phase and 2 · 10−5 s for the gas phase.
Correspondingly, one Stokes response-time is divided into 4,000 time-steps of the
solids-phase, which appears more than sufficient within the smoothed LES context.
The time-step for the gas phase was taken a fraction of the numerical stability time-
step, which was found to be more restrictive than other characteristic time-scales
associated with the gas-phase. In total these values yield very small time-integration
errors between particle collisions. The most costly part of the simulation method
remains the discrete particle model, which requires about 80% of the computation
time in case of four-way coupled simulations.
The simulations run until at least t = 5 s, while statistics are accumulated between
t = 3s and t = 5s. The averaging time of 2s corresponds to 20H/uτ in terms of the
wall shear-velocity uτ , twice as large as a typical averaging time in single-phase
channel flow. With a Stokes response-time of τp = 0.4 s, the particles are evolved
for 12.5 τp and the accumulation of the statistics is over 5τp. The particles considered
in our simulation are highly inertial and in order to obtain quantitatively precise
statistics, the averaging should preferably be over a more extended period, even up
to tens of τp. Averaging over shorter time-intervals will give rise to some statistical
errors which may express themselves, e.g., as asymmetries in the average profiles
of gas and solids properties such as velocity and turbulence intensities. Conversely,
these asymmetries provide a first indication of the statistical averaging error. In the
case studied in this paper we observed quite low levels of asymmetry already after
averaging over only 5τp (this may be inferred from the profiles presented in the
next section). Correspondingly, the main features of the average profiles and the
influence of the solids-phase on these properties can be clearly discerned, despite
the remaining statistical error. As the averaging process is known to converge quite
slowly as function of the length of the averaging interval, it would be quite impractical
to simulate for long enough for the statistical error to become virtually negligible.
However, for the purpose of assessing and discerning the effects of two- and four-
way coupled discrete particles, the adopted averaging interval appears well justified.
The partial derivatives in the subgrid model and those in the molecular viscous
terms are treated in the same manner. The explicit filtering operations in the standard
dynamic and multi-scale subgrid models are discretizations of the top-hat filter in
each direction, using the trapezoidal integration rule on three points.
3 Results
In this section we will compare results obtained in ‘clean’ riser-flow with the particle-
laden case, using four different subgrid models. First we will consider the clean
and four-way coupled cases and quantify the turbulence modulation of the gas
phase arising from the presence of the particles (Section 3.1). In Section 3.2 we will
isolate the effects of the particle collisions and compare the four-way coupled results
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with two-way coupled simulations. Finally we will show the occurrence of coherent
particle structures in our simulations (Section 3.3).
3.1 Turbulence modulation
It appears that the particle-phase strongly alters the fluid mean flow. Figure 1 shows
the fluid mean flow profile normalized with Um and uτ . Relative to the clean channel
we observe that the particles give rise to a strongly reduced boundary layer thickness
and a flatter velocity profile. It corresponds to a larger skin-friction coefficient and,
consequently, a larger Reτ based on the fluid velocity, which increases from 180 to
300. The effects of the embedded particles on the developing flow are also reflected
by the profile in the logarithmic region. Compared to the clean case an approximately
logarithmic velocity profile develops for 10−3 < x2 < 10−2, i.e., corresponding to
20 < y+ < 200, but at a much larger Von Kármán ‘constant’ [21]. In addition, the
wall shear stress, proportional to the derivative of the mean gas flow at the wall, is
increased. This derivative increases, because the gas velocity near the wall increases.
Through the drag-force, the gas near the wall gains momentum from the particles
which come from the center of the channel into the boundary layer (see also [64]).
These particles loose their inertia slowly, because the Stokes response time is large.
The gravity, being opposite to the flow direction also decelerates the particles, and
this may explain the shoulder in the mean profile around y = −0.85H (Fig. 1a).
In single phase channel flows it is usual to normalize velocity statistics with uτ ,
which determines the fluid wall shear stress. In the present two-phase channel flow,
the external pressure gradient pg balances the sum of wall shear stress of the fluid
phase, the friction between wall and particles and the gravity force on the fluid
and the particles. For a sufficiently high solid mass load the gravity on the particles
dominates the other contributions and then normalization of velocity statistics with
uτ is less obvious. Therefore, Fig. 1 also shows the fluid mean flow normalized with
Um. In the following all velocity statistics are normalized with Um, which is the same
for all calculations.
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Fig. 1 Mean streamwise fluid velocity 〈uz〉: linear (a) and logarithmic (b) for a particle-laden flow,
comparing clean flow (dashed) with four-way coupling (solid). Subgrid model M4 is used and DNS
results of clean flow are indicated by circles
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Fig. 2 Turbulence intensities
of the fluid phase; streamwise
(top), normal (middle) and
spanwise direction (bottom),
comparing clean flow (dashed)
with four-way coupling (solid).
Subgrid model M4 is used and
DNS results of clean flow are
indicated by circles
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Figure 2 shows the turbulence intensities of the fluid phase. The turbulence
modulation by coarse particles leads to an increased streamwise turbulence inten-
sity and decreased transverse and spanwise intensities. This observation appears
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generally in line with existing experimental data. Although a direct comparison
with physical experiments faces important difficulties in view of differences in flow-
conditions, volume fractions and particle properties, an interesting analogy with
the simulation findings may be drawn. The experiments by Kulick et al. [30] adopt
smaller particles at lower volume fraction. In this regime a decrease in all components
of the turbulence intensity was noted. This appears to contrast the present simulation
findings. However, in a study by Tsuji et al. [59] larger particles at higher volume
fraction were studied including particles of 0.5 mm in diameter, with Stokes response-
time τp ≈ 0.6 s. This situation is close to our simulation setting in a number of
respects. In such cases an increase in streamwise intensities in the core region of
the channel was reported. For still coarser particles Tsuji et al. [59] found an even
stronger increase of turbulence intensity across the entire diameter of the pipe.
For a further and more detailed analysis of turbulence modulation we refer to
Vreman [64].
The quality of the LES results may be established by comparison with DNS-
data. The LES-results for the reference ‘clean’ channel flow at Reτ = 180 are quite
close to the DNS-results as far as the mean streamwise fluid velocity predictions are
concerned (Fig. 1). The results for the mean streamwise fluid velocity 〈uz〉 were found
to display a limited variation with the adopted subgrid model.
A more sensitive assessment of the quality of LES predictions may be obtained
by considering rms-fluctuation levels. Compared to the unfiltered DNS data, the
streamwise intensity of the large-eddy simulation with M4 is slightly over-predicted
when normalized with Um. It is well-known that streamwise velocity fluctuations
are somewhat over-predicted compared to DNS data, in case eddy-viscosity models,
including proper near-wall damping, are employed ([29] and references therein).
This was found in combination with a variety of numerical methods, e.g., high order
finite volume methods but also in spectral discretizations. The normal and spanwise
velocity fluctuations correspond quite closely to DNS predictions. In addition, some
numerical under-resolution may contribute to the remaining overall error-level,
although according to the commonly accepted criteria as expressed by Piomelli and
Balaras [48], the grid is sufficiently fine to have a ‘well-resolved’ LES of channel flow.
Such an under-resolution might induce a nonlinear accumulation of simulation errors
arising from the interaction between discretization and subgrid modeling errors
[16, 40, 41]; here these effects are sufficiently small for our purposes.
The turbulence intensities in the particle-laden cases are somewhat more sensitive
to the subgrid model than in the clean channel case. This may be related to
the fact that the boundary layer is thinner and the amplitude of the streamwise
turbulence intensity is higher. In the particulate channel flow Reτ was observed
to increase from 180 to a value around 300. Correspondingly, since the LES filter-
width was not changed, the dynamical effects of the sub-filter scales increases in the
particulate flow and the specific closure for the turbulent stresses will have a stronger
influence on the simulation results. This also implies that differences between the
subgrid models become more pronounced and emphasizes the increased importance
of accurate modeling of the turbulent stress tensor τij in particle-laden flow. We
observe some weak asymmetries in the results, which would probably only vanish
if a much longer averaging time was adopted. Some additional improvement of the
statistical convergence might be obtained by also averaging over both channel halves.
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However, in view of the large-scale coherent structures that arise in the particulate
flow, such a procedure could yield approximate running-time averages of which the
statistical error might be misinterpreted as too low. In fact, the degree of asymmetry
between the time-averaged results in the two channel halves is a first independent
indication of the remaining statistical error. Therefore, only the time-averaging was
included. Note that the simulation time in terms of dimensionless time units is large,
50H/uτ . The slow convergence of the statistics is caused by the relatively large value
of τp, which measures the response-time of a particle to the surrounding flow.
In all cases the differences caused by the inclusion of particles are much larger than
the observed asymmetries or the differences caused by the variation of the subgrid
model. Thus the qualitative conclusions on the modulation of turbulence due to the
inclusion of interacting particles are not contaminated by these effects.
3.2 Effects of collisions
In this subsection we quantify the effects of the collisions between particles. For this
purpose we present a detailed comparison of the predictions of the four-way with the
two-way coupled simulation.
In Fig. 3 we collected the mean streamwise fluid and solids velocity profiles. The
comparison of two- and four-way coupling displays large qualitative differences to
which we turn next.
Considering the mean flow, both the two- and four-way coupling cause a higher
skin-friction coefficient and results in a near-wall profile quite similar to the four-
way coupled case. The correspondence of the near-wall fluid velocity profiles in
the two- and four-way coupled descriptions reflects the interaction of the particles
with the solid channel walls which is identical in both cases. As observed above,
the inelastic collisions with the walls create a low-velocity-layer directly adjacent,
which effectively acts analogous to an increased wall-roughness and hence yields an
increased skin-friction coefficient. The absence of inelastic particle–particle collisions
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Fig. 3 Mean fluid velocity (a) and mean solids velocity (b), comparing two-way (dashed) with four-
way coupling (solid) using subgrid model M4
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in the bulk of the flow is responsible for the absence of a flattening of the fluid
velocity profile. The prediction of the bulk flow away from the boundary layers is
quite different when comparing the two-way and the four-way approaches. The two-
way description is seen to give rise to a somewhat localized ‘center-jet’ in which the
fluid velocity is up to about 60% larger than the velocity at the edge of the boundary
layer. In contrast, the four-way coupling gives rise to a slightly flatter velocity profile
compared to the clean channel; the particle–particle collisions evidently allow to
avoid the ‘center-jet’ as discussed above.
The consequences of collisions for the mean solids profile is shown in Fig. 3b.
The strong center-jet in 〈uz〉 observed in the two-way coupling model, also arises in
〈vz〉. The shape of the four-way coupled solids velocity profile is much flatter and
quite similar to experimental data [59]. We also observe that the near-wall solids
velocity is positive and does not drop to zero (except when the distance between
the measuring point and the channel wall is smaller than the particle radius). This is
consistent with the observation that the mean fluid velocity profile in the boundary
layer is enhanced by the forces of the particles on the fluid. It confirms experimental
data with measurements below y+ = 40 in a horizontal channel [52]: close to the wall
particles move faster than the fluid, while in the outer layer the opposite occurs.
The striking differences between the resulting dynamics in the two-way and the
four-way coupled descriptions of the solids-phase are directly related to the inter-
particle collisions. The reason is that these collisions diffuse kinetic energy of the
solids in the normal direction. As a consequence the mean solids velocity profile
flattens. Due to the coupling between phases through the drag force, this collisional
diffusion also flattens the gas mean velocity profile.
Figure 4 shows the turbulence intensities of the two phases. Again there are large
differences between two- and four-way coupling. In particular the transverse and
spanwise intensities of the solids velocity are much lower if only two-way coupling is
used. To achieve convergence of the statistics is more difficult for two-way coupling
than for four-way coupling. This is indicated by the relatively large asymmetry of the
profiles for the two-way coupled results. Also the normal spanwise fluid intensity in
the case of two-way coupling shows some spurious oscillations near the boundary.
The particle volume fraction distribution is shown in Fig. 5. To obtain the near-
wall details of 〈ψ〉 we did not use the instantaneous ψ on the uniform auxiliary
grid, but averaged the concentration of particles in vertical slices of the nonuniform
Eulerian grid. A characteristic turbophoresis effect is visible in terms of an ap-
proximately 15% higher concentration near the solid walls. Turbophoresis has been
observed in many experiments [73] and simulations. However the factor by which the
particle concentration near the wall is increased, relative to the average bulk-value,
depends strongly on the precise flow-regime that is considered. The relatively small
turbophoresis effect observed in the present simulations may be attributed to the fact
that the particles are coarse and the mass load is high. To verify this, we performed
a four-way coupled simulation with particles with a much smaller diameter (dp =
0.04mm) and, consequently, a lower particle concentration (ψ = 1.3 · 10−5). In that
case strong turbophoresis was observed; the particle concentration near the walls
increased with a factor of 30 relative to the mean bulk-concentration. When two-
way coupling is used in combination with coarse, slowly responsive particles, no
appreciable turbophoresis remains as is seen in Fig. 5.
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Fig. 4 Turbulence intensities for the fluid phase (left) and for the solids phase (right); streamwise
(top), normal (middle) and spanwise direction (bottom), comparing two-way (dashed) with four-way
coupling (solid) using subgrid model M4
3.3 Coherent particle structures
In this subsection we will consider the dynamic self-organization that arises due to the
‘competition’ between the structuring associated with the inelastic particle collisions
and the bursting of particle-clusters due to the underlying tendency of the clean
flow to develop strong turbulence, described by the dynamic eddy-viscosity model
M2. The observed flow-structuring displays an interesting dynamic behavior which
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Fig. 5 Solid volume fraction
〈ψ〉 obtained with LES using
subgrid model M4: two-way
(dashed) compared with
four-way coupling (solid).
Notice that 〈ψ〉 is shifted
downward by 0.005 for the
two-way results for clarity
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will be illustrated in terms of characteristic instantaneous snapshots of the particle
concentration. These display qualitatively the sequence of formation and destruction
of quite large coherent regions of considerably increased particle densities. This gen-
eral flow-structure illustration complements the mean-flow and turbulence intensity
results discussed in the previous subsections. We will also show that the four-way
coupling model gives rise to large-scale coherent particle swarms which are much
weaker when the two-way coupling model is used.
In order to characterize the flow-structuring we concentrate on visualizing the
instantaneous particle volume fraction ψ available at the uniform auxiliary grid. As
point of reference, the basic riser flow was simulated using LES with the standard
dynamic model and four-way coupling. The grid on which ψ is evaluated contains
32 × 25 × 64 cells. We show the particle volume fraction at different times in Fig. 6.
A contour value of ψ = 0.03 is selected, while the solid volume fraction attains a
maximum of approximately 0.1 and an average of 0.013. From these snapshots one
may infer the formation large-scale coherent structures of particle concentration.
The self-organization seen in Fig. 6 also arises when the other three subgrid
models are used. As such, the dynamic self-organization of the particles is a robust
phenomenon. At the particle volume fractions considered here, the use of the full
four-way coupling is essential. This is illustrated in Fig. 7 in which we compare
a structured particle field associated with four-way coupling, with a structure-less
field arising in the two-way coupling model. These qualitative impressions further
establish that four-way coupling can not be replaced by the computationally more
appealing two-way coupling.
The four-way coupled simulations are seen to contain relatively dense regions of
particles, transported by the mean flow and gradually changing with time. Without
collisions these regions are considerably smaller and less dense (Fig. 7b), and
therefore we conclude that the particle–particle interactions play a crucial role in
the formation of coherent particle structures.
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Fig. 6 Snapshots of the particle volume fraction showing iso-surfaces at ψ = 0.03 for the dynamic
eddy-viscosity model M2 with four-way coupling; t = 3.1 s (a) with steps of 0.05 s until t = 3.45 s (h)
Inelasticity of the collisions probably plays an important role in the clustering
process: an inelastic collision decreases the velocity difference between the two parti-
cles involved, thus after the inelastic collision the probability that these two particles
remain near to each other is higher than before the collision. The relation between
inelastic collisions and the formation of clusters was investigated experimentally
for sand-jets [36]. In addition, traveling waves of coherent particle structures were
observed in the two-dimensional simulations by Liss et al. [35]. Although a dominant
longitudinal wavelength is clearly visible in the present simulations as well, the
structures are less organized than those visualized by Liss et al., an obvious effect
of the three-dimensionality of the fluid turbulence in the present work.
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Fig. 7 Granular clustering in
coherent particle-swarms is
strongly associated with the
four-way coupling description.
Snapshot of the particle
volume fraction at t = 4 s for
the Taylor-approximated
model M3 comparing the
four-way coupling (a) with the
two-way coupling (b). The
iso-surfaces shown correspond
to ψ = 0.03
(a) (b)
4 Concluding Remarks
In this paper we presented large-eddy simulation results of particle-laden turbulent
flow in a vertical riser. This flow is relevant, e.g., to chemical processing and an
understanding of the fundamental dynamics of this flow is essential in order to
properly predict up-scaling of processes from a laboratory scale to settings which
are of industrial importance. We showed that already at a modest particle volume
fraction of about 1.5% the particle–particle interactions play an important role in
the development of the flow. The computationally more accessible two-way coupling
model proved to give rise to predictions, which for slowly responsive particles and the
present particle volume fraction, lack a turbophoresis effect and show the occurrence
of a fairly strong ‘center-jet’ which was not recorded in experimental studies. The
present particle volume fraction is much larger than in previous studies of plane
channel flow, and the effects of inter-particle collisions found in the present work
are much larger than the collisional effects reported by Yamamoto et al. [69], who
found a mild effect of collisions in their case.
The presence of a large number of interacting particles leads to a strong mod-
ulation of the turbulence in the channel. Relative to a clean channel the coupling
between particles and fluid is mainly responsible for the reduction in the thickness
of the boundary layer and the corresponding strong increase in the skin-friction.
Moreover, the log-layer that is characteristic of wall-bounded flows was seen to be
retained in the particle-laden case but with a much larger Von Kármán ‘constant’.
Turbulent intensities in the normal and spanwise directions were reduced whereas
the streamwise turbulent intensity was found to be amplified by the presence of
coarse particles. The conclusions regarding turbulence modulation in the plane
channel flow are generally consistent with the experimental findings for coarse
particles embedded in turbulent pipe flow.
In addition, the particle–particle interactions in the form of inelastic collisions
are mainly responsible for retaining turbophoresis in case particles with high Stokes
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response-time are used, and a flattening of the mean particle velocity distribution.
These interactions also gave rise to the occurrence of dynamic self-organization of
the embedded particles in coherent swarms.
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