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ABSTRACT
Zherong Pan: Efficient Motion Planning for Deformable Objects with High
Degrees of Freedom
(Under the direction of Dinesh Manocha)
Many robotics and graphics applications need to be able to plan motions by interacting with
complex environmental objects, including solids, sands, plants, and fluids. A key aspect of these
deformable objects is that they have high Degrees of Freedom (DOF), which implies that they can
move or change shapes in many independent ways subject to physics-based constraints. In these
applications, users also impose high-level goals on the movements of high-DOF objects, and planning
algorithms need to model their motions and determine the optimal control actions to satisfy the
high-level goals.
In this thesis, we propose several planning algorithms for high-DOF objects. Our algorithms can
improve the scalability considerably and can plan motions for different types of objects, including
elastically deformable objects, free-surface flows, and Eulerian fluids. We show that the salient
deformations of elastically deformable objects lie in a low-dimensional nonlinear space, i.e., the
Rotation-Strain (RS) space. By embedding the configuration space in the RS subspace, our
optimization-based motion planning algorithm can achieve over two orders of magnitude speedup
over prior optimization-based formulations. For free surface flows such as liquids, we utilize features
of the planning problems and machine learning techniques to identify low-dimensional latent spaces
to accelerate the motion planning computation. For Eulerian fluids without free surfaces, we present
a scalable planning algorithm based on novel numerical techniques. We show that the numerical
discretization scheme exhibits strong regularity, which allows us to accelerate optimization-based
motion planning algorithms using a hierarchical data structure and we can achieve 3-10 times
speedup over gradient-based optimization techniques. Finally, for high-DOF objects with many
frictional contacts with the environment, we present a contact dynamic model that can handle
contacts without expensive combinatorial optimization.
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We illustrate the benefits of our high-DOF planning algorithms for three applications. First, we
can plan contact-rich motion trajectories for general elastically deformable robots. Second, we can
achieve realtime performance in terms of planning the motion of a robot arm to transfer the liquids
between containers. Finally, our method enables a more intuitive user interface. We allow animation
editors to modify animations using an offline motion planner to generate controlled fluid animations.
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CHAPTER 1
Introduction
The problem of motion planning has been extensively studied for more than three decades
(LaValle 2006). Planning algorithms find paths for robots to reach target states or accomplish certain
objectives. In addition, to keep a low computational cost, conventional planning algorithms make
various simplified and idealized assumptions on the types of robots. For example, a mobile robot
is one with a movable base, a non-holonomic robot is one with a non-integrable kinematic state,
and an under-actuated robot is one with less controlled DOFs than movable DOFs. However, with
recent advances in material sciences and manufacturing techniques, we have many more options in
choosing our robots. In particular, we can built soft robotics (Laschi, Mazzolai, and Cianchetti 2016)
that lead to lower cost and higher flexibility and mobility, some soft robots fall into the category of
bio-inspired robotics (Iida and Ijspeert 2016) that can move efficiently by mimicking the behaviors
of animals. Due to these new trends, planning algorithms must be extended either to deal with
high-DOF deformable robot or high-DOF passive environmental objects, which means that the
robot or the passive object has a large number of independent ways of moving. As illustrated in
Figure 1.1, these scenarios appear in many applications in computer animations (Geijtenbeek and
Pronost 2012) and robotic manipulations. Elastically deformable volumetric robots are modeled and
their motions are planned to generate computer animations with the deformable robots serving as
virtual characters (Coros et al. 2012; Skouras et al. 2013), which have a number of DOFs between
103−4. Other deformable objects such as smoke and liquids are modeled to generate special effects
for movies (Bridson and Batty 2010), which have a number of DOFs between 106−8 especially when
fine details are required in modeling them. These special effects can also be modified to allow
artistic editing (Rasmussen et al. 2004), which in turn induces motion planning problems that find
paths for smokes or liquids to take given shapes or follow given paths while satisfying the governing
equations. For service robotics performing household work such as laundry cleaning (Schulman,
A. Lee, et al. 2013; A. X. Lee, Lu, et al. 2015) or food preparing (Tzamtzi and Koumboulis 2008;
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Figure 1.1: We illustrate applications of motion planning for high-DOF robots or with high-DOF
passive environmental objects. (a): Planning the motion of a spoon of liquid to avoid spillage, where
the liquid is the passive environmental object and is modeled with 100 thousand DOFs (Kuriyama,
Yano, and Hamaguchi 2008). (b): A robot manipulating a piece of cloth, where the cloth is the
passive environmental object and is modeled with 1 thousand DOFs (A. X. Lee, Lu, et al. 2015).
(c): A physical soft crawling high-DOF robot whose motions are manually designed (Shepherd et al.
2011). (d): Computer generated fluid animations that are editable by artists, where the fluid is the
high-DOF robot and is modeled with 5 million DOFs (Shi and Yu 2005).
Aribowo, Yamashita, and Terashima 2015), deformable objects are modeled as passive objects that
can be manipulated. High-DOF robots or passive objects in these applications pose new challenges
for motion planning algorithms as highlighted below.
• Dynamic Modeling: Many planning algorithms, e.g. Model Predictive Control (MPC)
(Mayne 2014), rely on the predictions of robot or passive object motions given the control
inputs. Such predictions are accomplished using a dynamic model. Unlike point-shaped,
disk-shaped, or articulated robots, the dynamic behaviors of high-DOF deformable objects
are more difficult to model because they are infinite-dimensional (J. Huang et al. 2019), so
that discretizations are needed to derive a finite-dimensional model, which in turn introduces
discretization errors. On the other hand, when the deformable objects can be controlled,
additional actuation structures, such as muscles, rigid bones, and cables, are used. These
actuation structures make motion planning easier but their dynamic behaviors are hard to
model, as multi-physics dynamic models are required (Michopoulos, Farhat, and Fish 2005).
• high-DOF Planning Algorithms: Almost all planning algorithms have complexities that
are superlinear in N . For example, solving the optimal control problem using Linear Quadratic
Regulator (LQR), which assumes a linearized dynamic model and a quadratic cost model,
incurs a complexity of O(N3) (Benner, Görner, and Saak 2006). Algebraic methods have an
exponential complexity in N (Canny 1988), but these algorithms have only been developed for
rigid and articulated robots. Similarly, sampling-based methods (Rodriguez, Jyh-Ming Lien,
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and Amato 2006; Moll and Kavraki 2006) can be used for any robot or passive object, but
they also have a superlinear complexity in N (Hopcroft, Schwartz, and Sharir 1984), so they
are only useful in low-DOF cases. Therefore, a major challenge in planning algorithms lies in
the handling of high-DOF configuration spaces.
• Planning for Non-smooth Dynamic Models: Planning problems become more challenging
when non-smooth changes in the deformable objects are considered. Examples of non-smooth
changes include changes in the boundary condition such as contact with obstacles (Posa, Cantu,
and Tedrake 2014) and fluid-solid-air interface changes (Rasmussen et al. 2004). To model
non-smooth changes, e.g. for walking and climbing robots, direct methods (Posa, Cantu, and
Tedrake 2014) introduce hard constraints into trajectory optimization for each possible case
where a non-smooth change can happen. For high-DOF deformable objects, the number of
hard constraints can increase considerably. Stochastic methods such as (Kalakrishnan et al.
2011) treat the non-smooth dynamic model as a black-box and probe the performance of a
motion plan by sampling, but little analysis has been performed on the algorithmic complexity
in terms of N .
• Realtime Performance: In a virtual environment, users can interact with deformable
characters using various input devices. These deformable characters should respond in a
controlled manner at realtime framerates. When a physical robot collaborates with humans
to manipulate a piece of cloth (Jia, Hu, et al. 2018), the robot should react to the human’s
hand movements interactively. Offline open-loop motion planning algorithms (LaValle 2006)
do not meet these performance requirements, and we therefore need online closed-loop motion
planning algorithms (Mayne 2014). However, numerical simulations of deformable objects are
computationally demanding (J. Huang et al. 2019). Online MPC algorithms (Mayne 2014) are
based on these simulation results and they also fail to meet realtime performances.
1.1 Components of Motion Planner for Deformable Objects
From the above analysis, it is obvious that essential components of a motion planner for a
deformable object include: a finite-dimensional numerical model of the deformable object’s dynamic
behaviors, an algorithm that plans the motions for the high-DOF numerical model, and optional
acceleration techniques for the numerical model or the planning algorithm. In the following sections,
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we formally define these components and discuss prior methods.
1.1.1 Dynamic Models of Deformable Objects
In the continuous setting, a deformable model takes up a bounded subset of the Euclidean
workspace. Under a deformation, each point in this subset will translate to a different location.
Therefore, the configuration of a deformable model is infinite-dimensional (Logg, Mardal, and
Wells 2012). The foremost step in deriving a dynamic model is to propose a finite-dimensional
approximation of the configuration space. This can be achieved using two methods. The FEM (Logg,
Mardal, and Wells 2012) embeds the configuration space into a finite-dimensional function space.
This method is general enough to model deformable objects with inhomogeneous materials. Under
special assumptions, e.g., the material of deformable objects is homogeneous, the Boundary Element
Method (BEM) (Bonnet, Maier, and Polizzotto 1998; James and Pai 1999) can be used to embed the
configuration space into a finite-dimensional space of fundamental solutions. The finite-dimensional
representation of FEM and BEM can be constructed for different geometric representations of
deformable objects, including mesh-based (Ho-Le 1988), meshless (Gu 2005), and spectral (Patera
1984) representations. Equipped with a finite-dimensional space, FEM and BEM then model the
materials of a deformable model by deriving the strain-stress relationship, i.e. the constitutive laws.
The constitutive laws for common deformable objects such as Eulerian fluids (Harlow and Welch
1965), viscoelastic materials (Reese and Govindjee 1998; Bonito, Picasso, and Laso 2006), elastically
deformable materials (Logg, Mardal, and Wells 2012; Fung, Tong, and Chen 2017), and fracturing
materials (Francfort and Marigo 1998; Schlangen and Garboczi 1997), have been well-studied and
numerical schemes have also been developed for computational simulations.
All these finite-dimensional dynamic models have a high number of DOFs. We illustrate the
typical values of N for different dynamic models in Table 1.1. In addition, dynamic models have
different mathematical properties, which affect the type of planning algorithms available for them.
For example, dynamic models (Logg, Mardal, and Wells 2012) for elastically deformable objects are
smooth while dynamic models (Schlangen and Garboczi 1997) for fracturing objects are non-smooth.
Finally, dynamic models of fluid with a free-surface (Scardovelli and Zaleski 1999) induce a changing
computational domain, i.e. time-dependent dimension changes of the configuration space.
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Previous Method Deformable Object Material N
(Gayle, Segars, et al. 2005) Elastically Deformable Objects 1280-10080
(Pauly et al. 2005) Fracturing objects 4300-6500
(Foster and Fedkiw 2001) Eulerian Fluids 1687500
Table 1.1: The number of DOFs, N , and the material types of dynamic models proposed by
representative previous methods.
1.1.2 High-DOF Motion Planning Algorithms
We assume that deformable objects can be modified by applying control signals. These control
signal can take various forms, such as applying external wind forces to a volume of Eulerian fluids
(Treuille et al. 2003), applying actuating muscle forces (Tan, Turk, and C. K. Liu 2012b) or cable
pulling forces (Skouras et al. 2013) to an elastically deformable object, and applying pressure forces
to pneumatic robots (L.-K. Ma et al. 2017). In any case, motion planning algorithms are needed to
compute the control signals that accomplish a high-level objective specified by users. This objective
can be a goal position of locomotions (Tan, Turk, and C. K. Liu 2012b), a quasistatic pose to be
taken (Skouras et al. 2013), or a transient shape to be taken at a certain time instance (Treuille
et al. 2003). To compute motion plans for these deformable objects, a practical algorithm must be
able to handle the high-DOF of the configuration spaces as well as the dynamic constraints of the
underlying physically-based models.
Many motion planning algorithms (LaValle 2006; Mayne 2014) are designed for handling general
nonlinear dynamic models in configuration spaces of arbitrary dimensions. However, according
to the classical analysis, their complexity with respect to N is superlinear (Benner, Görner, and
Saak 2006; Canny 1988; Hopcroft, Schwartz, and Sharir 1984). As a result, these motion planning
algorithms are only practical when N < 100, which has a big gap from the range of N considered in
our problems. Previous methods (Rodriguez, Jyh-Ming Lien, and Amato 2006; Moll and Kavraki
2006; Coros et al. 2012; Patil et al. 2011) that apply these algorithms directly to deformable objects
can only handle robots represented using coarse meshes. Many works on deformable robot design
rely heavily on human experiences (L.-K. Ma et al. 2017) and bio-inspired heuristics (Fras et al.
2018; Shepherd et al. 2011) to specify the movement patterns of the robot. Other methods (Gayle,
Segars, et al. 2005; Tan, Turk, and C. K. Liu 2012b; Skouras et al. 2013), however, assume that the
deformable objects are highly under-actuated with very few (< 100) controllable DOFs.
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An important type of motion planning algorithms that can potentially scale to high-DOF
configuration spaces are the optimization-based local planning algorithms (Kalakrishnan et al. 2011;
Schulman, Duan, et al. 2014; Treuille et al. 2003) and controller optimization techniques (Peters
and Schaal 2006; Levine and Koltun 2013; Schulman, Levine, et al. 2015). Unlike global planning
algorithms (LaValle 2006; Canny 1988), local algorithms sacrifice the completeness guarantee.
However, backed by recent advances in large-scale numerical optimization (Gill, W. Murray, and
Saunders 2005; Bottou, Curtis, and Nocedal 2018), these algorithms can search in the space of
millions of variables with practical performance. In addition, they can take possible non-linear,
non-smooth constraints, making these methods well-suited for large-scale motion planning under
dynamic constraints. The benefits of local and global methods have recently been combined in
(Kuntz, Chris Bowen, and Ron Alterovitz 2017) where the local planner refines a sampled solution
from the global motion planner.
1.1.3 Acceleration Techniques for Dynamic Models
Acceleration techniques are needed to meet additional requirements on the efficiency of motion
planning algorithms. For example, control signals must be computed within less than a second in
closed-loop motion planning. Even in offline open-loop motion planning, the time to compute a
motion plan must be less than the cost of manual design to make the algorithm practically useful.
Acceleration techniques can be divided into two categories: accelerations for dynamic models and
accelerations for planning algorithms.
For planning algorithms such as MPC (Mayne 2014; Tassa, Erez, and Emanuel Todorov 2012;
Hämäläinen, Rajamäki, and C. K. Liu 2015), the cost to simulate the dynamic models dominates the
computation. Therefore, we can achieve higher efficiency by accelerating the computational procedure
of numerical simulations. For deformable objects, many previous works have contributed to this
end. The large-scale linear system solvers required by FEM can be accelerated by iterative methods
(Elman, Silvester, and Wathen 2014), multigrids (Ruge and Stüben 1987) and domain decompositions
(Toselli and Widlund 2006). The linear system solve required by BEM can be accelerated by fast
multipole expansions (Darve 2000) and hierarchical matrices (Börm, Grasedyck, and Hackbusch
2003). For special dynamic models, we can develop customized acceleration techniques to obtain
further performance boosts. Certain material models of elastically deformable objects adopt a
local-global decomposition (Dinev et al. 2018; Overby et al. 2017) so that the linear system is fixed
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and does not require re-factorization. For scenarios that do not require high accuracy in terms
of numerical simulations, a large-scale linear system solve can be avoided by only applying local
corrections, leading to position-based dynamic models (Bender, Müller, and Macklin 2017).
On the other hand, due to the superlinear dependency of planning algorithms on N , acceleration
can be achieved by reducing N of the dynamic models. This can usually be achieved by embedding
the configuration space of a dynamic model into a low-dimensional feature space, which captures the
salient characteristics of the original high-dimensional data that are important to planning algorithms.
There are several methods to achieve this goal for general dynamic models of any kind. One example
is the Koopman operator (Korda and Mezić 2018), which captures the linear observations from
nonlinear dynamic models. Although the finite-dimensional Koopman operator is only available
for certain dynamic models (Brunton et al. 2016), machine learning can be used to approximately
compute this operator (Lusch, Kutz, and Brunton 2018). Another example is Proper Orthogonal
Decomposition (POD) (Chatterjee 2000), which embeds the configuration space into linear subspaces
spanned by orthogonal bases. This technique has been applied to elastically deformable objects
(K. K. Hauser and Shen 2003) and Eulerian fluids (De Witt, Lessig, and Fiume 2012), which can
then bring significant accelerations to planning algorithms (Barbič, Silva, and J. Popović 2009).
1.1.4 Acceleration Techniques for Planning Algorithms
In the previous section, we discussed acceleration techniques that work by approximating physics-
based or dynamic models that can be used for faster computations. Better efficiency can also be
achieved by accelerating the planning algorithms. Most previous works in this direction focus on
sampling-based motion planners. Acceleration can be achieved by reducing the number of samples by
inferring the effectiveness of new samples (Ichter, Harrison, and Pavone 2018; Jia Pan and Manocha
2016), learning a prior sampling distribution (C. Bowen, Ye, and R. Alterovitz 2015), relaxing the
optimality criterion (Salzman and Halperin 2016), reducing the number of collision checks (K. Hauser
2015), or removing unnecessary samples (Gammell, Srinivasa, and Barfoot 2014; Karaman, Walter,
et al. 2011). However, all these methods have superlinear complexity in N so that they quickly
become impractical for high-DOF deformable objects.
For the reasons listed above, acceleration techniques for optimization-based local planning
algorithms are more amenable to high-DOF problems. There are only a few works in this direction
that achieve better performance by accelerating the matrix computations on a GPU (Plancher and
7
Kuindersma 2018; Park, Jia Pan, and Manocha 2013) or by using parallel scheduling of motion
planning and execution (Park, Jia Pan, and Manocha 2014). However, there is a recent resurgence
in this direction with advances in deep learning, especially reinforcement learning. Reinforcement
learning performs offline controller optimizations (Peters and Schaal 2006; Levine and Koltun 2013)
and these controllers can be used online to achieve realtime performance. Alternatively, robots can
learn from demonstrations (Schaal 1997; Ijspeert et al. 2013; Ho and Ermon 2016) using offline
planning results as experts. Deep system identification (Lenz, Knepper, and Saxena 2015) learns a
surrogate dynamic model that provides efficient predictions to MPC. Most learning-based techniques
have been adapted to planning motions in high-DOF configuration spaces. End-to-end neural
networks can represent controllers from image-based observations (Levine, Finn, et al. 2016). System
identification has been used to learn the dynamic behaviors of 3D Eulerian fluids (Wiewel, Becher,
and Thuerey 2019).
1.2 Thesis Statement
Our thesis statement is as follows:
Planning for high-DOF deformable objects such as fluids and elastically deformable objects can
be accelerated by exploiting dimension reduction, machine learning, and hierarchical representation,
and can be parallelized on commodity parallel processors.
In this thesis, we address four different problems that arise in using motion planning techniques
for deformable objects, esp. in terms of deal with high-DOF robots or passive environmental objects:
• Planning algorithms for liquid transfer
• Artist-editable fluid animation
• Volumetric elastically deformable character locomotion
• Control of dynamic models with many frictional contacts
For each problem we propose corresponding motion planning algorithms that differ in several ways
due to the requirements of various applications. The first technique developed in our research falls
into the category of dynamic model reduction as discussed in Section 1.1.3, which allows us to
significantly reduce the number of DOFs of a dynamic model so that conventional low-DOF motion
planning algorithms can be used for deformable objects. Such reduction can either be performed
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analytically or performed using machine learning to mimic the behavior of a given dynamic model.
Another technique developed in our research falls into the category of planning algorithm acceleration
techniques as discussed in Section 1.1.4. Specifically, we develop more efficient optimization solvers
for optimization-based motion planners.
1.3 Main Results
In this section, we describe the problems and the objectives of the four motion planning problems
in more detail.
1.3.1 Planning Algorithms for Liquid Transfer
(a) (b)
Figure 1.2: In our first problem, we has a robot arm hold a source container in which there is a
body of liquid. The goal is to compute a motion planner for the source container so that the body
of liquid is transferred into the target container.
Our first problem is illustrated in Figure 1.2. In this environment, a robot arm holds a rigid
container in which there is a body of liquid. The goal of motion planning is to move the rigid
container such that the liquid is transferred into another target container. According to Table 1.1,
the high-DOF deformable object is the liquid where N can be as high as 106 (Foster and Fedkiw
2001). The dynamic behaviors of liquids are governed by the Navier-Stokes equation and are highly
underactuated in that the body of liquids can only be controlled by changing the 6-DOF pose of the
source container. The three challenging aspects of this problem are:
• The body of liquid has a free-surface so that its dynamic model is non-smooth. Indeed, the
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configuration space in this case has changing dimensions. As a result, optimization-based
planning algorithms assuming differentiable dynamic models cannot be used.
• The objective of this problem is to move a body of liquid into a target container, which is very
difficult to formulate as an objective function mathematically.
• Liquids exhibit chaotic, turbulent behaviors. As a result, it is difficult to accurately measure
the transient shape of a real-world liquid body. Further, it is difficult for a numerical fluid
model to align well with a real-world model.
In Chapter 2, we present new planning algorithms for this problem using three substeps. First,
we evaluate the smoothness and differentiability of the dynamic model. We use simple heuristics
to compute a pesudo-gradient and use an optimization-based planner to compute a motion plan,
guided by the pesudo-gradient. Second, we propose approximating the non-smooth dynamic model
with a smooth surrogate model. This model embeds the liquid’s configuration space into a very
small feature space derived by manual feature engineering. We evaluate the performance of the
optimization-based planner working with the surrogate model. Finally, we use machine learning
algorithms to learn a surrogate model and use online MPC to perform efficient online re-planning,
achieving realtime performance.
1.3.2 Artist-Editable Fluid Animation
Figure 1.3: Our second problem is to plan motions for fluid animations such that the fluid takes a
particular shape (letter A, B, and C) while preserving the fine details (while circles).
Our second problem is illustrated in Figure 1.3. We consider a scenario in computer animation
in which artists want to generate fluid animations in 2D or 3D workspaces that following physics
rules. However, instead of following the physical rules exactly, artists would like to modify the
rules to achieve artistic designs. A typical method to specify these designs is to provide keyframes
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(Treuille et al. 2003; Fattal and Lischinski 2004), which are the desired shapes of fluids at certain
time instances. The goal of our motion planning is to compute animation trajectories of fluids so
that they take these target shapes while minimizing the violations to the physics-based constraints.
This second problem is very similar to the previous problem in that our deformable object is a fluid,
with N = 104 − 106. However, we emphasize several important differences below:
• We consider fluid dynamic models without free-surfaces. In other words, the fluid is composed
of a single homogeneous material. As a result, the dynamic model is smooth and differentiable.
• We assume that the fluid dynamic model is fully actuated so every DOF can be controlled and
the dimension of the search space of the control signals is very high.
• Our application is computer animation which does not require realtime performance so we
only consider offline motion planning algorithms.
In Chapter 3, we propose an optimization-based motion planner to search for high-dimensional
control force trajectories for this problem. It has been shown in (Rees, Dollar, and Wathen 2010) that
this form of motion planning corresponds to PDE-constrained optimization. Although large-scale
optimization has been studied in previous work, e.g. (Gill, W. Murray, and Saunders 2005), their
method only controls fluid velocities but not fluid shapes. Our key technique is an accelerated
optimization solver for fluid shape control. This solver first singles out the computational bottleneck,
i.e. the large sparse linear system solver required by the Newton’s step. Then it utilizes the
regular-grid-based data structure in fluid simulations to remove this bottleneck. Specifically, this
data structure allows us to construct a spacetime multigrid that solves the sparse linear systems in
linear time, O(N).
1.3.3 Volumetric Elastically Deformable Character Locomotion
Our third problem is illustrated in Figure 1.4, where we turn to a different kind of dynamic
model, i.e. volumetric elastically deformable objects. These objects can be made of various elastic
materials, such as rubber and vinyl, that are widely used to build soft robot hardware (Shepherd et al.
2011). According to Table 1.1, a typical dynamic model for these robots induces N = 103 − 104. We
consider the motion planning problems for these soft robots and we make the following assumptions:
• We assume that the deformable object does not have actuation structures. In other words,
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(a) (b) (c)
Figure 1.4: Our third problem is to plan locomotion trajectories for boneless deformable characters
such as a single-legged T-shape jumping (a), a four-legged spider walking (b), and a fish swimming
(c). These characters have a number of DOFs, N > 1000.
users are not required to specify the internal actuation structures such as muscles (Tan, Turk,
and C. K. Liu 2012b) or cables (Skouras et al. 2013).
• The deformable object can only move around by interacting with the environment to induce
external forces. These external forces can be frictional contact forces or fluid drag forces.
• We assume that the objective of motion planning is specified by the user as an objective
function and the goal of our motion planning is to minimize the objective function.
• We assume perfect sensing of the environmental geometry and the robot’s state.
In Chapter 4, we propose an optimization-based motion planner for this problem. Our key contribution
is a fully automatic planning algorithm pipeline. This pipeline takes as inputs only a geometric
shape of the deformable robot and a description of the environment and automatically computes the
locomotion trajectory as the output. In order to perform this computation in a practical amount of
time, we present two novel techniques:
• We describe a nonlinear POD technique and embed the high-DOF dynamic model into a
low-DOF feature space. This feature space has a much lower dimension than previous POD
techniques, e.g. (K. K. Hauser and Shen 2003), while still capturing the most salient dynamic
behaviors. We perform motion planning only in the low-DOF embedded feature space, leading
to much lower computational cost.
• We formulate the problem of motion planning as an optimization in three joint variables:
position, contact forces, and gait-encoding parameters. We show that this optimization problem
can be solved efficiently by optimizing the three variables in an interleaved manner.
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Figure 1.5: All the characters in this figure have low-DOF by themselves, i.e. N ≤ 20, but they have
many points of contact with the environment. Handling these contacts can become a computational
bottleneck.
1.3.4 Dynamic Models with Many Frictional Contacts
As illustrated in Figure 1.5, our forth and final goal is to address a more fundamental problem in
high-DOF motion planning: the model of non-smoothness. In particular, we model the dynamic
behaviors of a deformable object that is low-DOF by itself but has many points of contact with
the environment. This problem frequently arises in motion planning problems of deformable solids
interacting with environmental obstacles. Conventional methods use two different techniques to
model these contacts. The first technique models each contact by introducing complementary
constraints and then solve the large constrained system in a coupled manner (Tan, Turk, and C. K.
Liu 2012b; Posa, Cantu, and Tedrake 2014), the complexity of which is superlinear in the number of
contacts. Another technique models each contact separately while ignoring all the coupling between
contacts (Tassa, Erez, and Emanuel Todorov 2012), which is not numerically stable. Instead, we
present, in Chapter 5, a new algorithm with a different set of properties below:
• Our dynamic model can be time-integrated iteratively and the complexity of each iteration is
linear in the number of contacts.
• Our dynamic model is fully implicit so that the total energy of the system dissipates under
arbitrarily large timestep sizes.
Our algorithm combines two techniques. Our first technique reformulates the numerical simulation
problem as a numerical optimization problem, the idea of which is borrowed from an optimization-
based time integrator (Overby et al. 2017). The second technique is a novel differentiable frictional
contact model that can be used as an optimizable objective function. We highlight the computational
efficiency of our model in various motion planning problems, including reinforcement learning and
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MPC. In addition, we show that our model is more amenable to the GPU architecture and enables
computation bottlenecks to be alleviated by fine-grained parallelization.
In the rest of the thesis, we will refine the details of our motion planning algorithms for the four
problems, one in each chapter. Finally, in Chapter 6 we discuss some of the open problems related
to high-DOF motion planning and highlight future research directions.
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CHAPTER 2
Planning Algorithms for Liquid Transfer
In our first problem, we deal with motion planning problems for fluid manipulations performed
using a robotic arm. We focus on the specific problem of liquid transfer, the main goal of which
goal is to transfer a liquid from one container to another container. This problem is important in
industrial applications in which robots are used to transfer dangerous liquids or chemicals as part of
material handling and cleaning, or lubricant usage. Other applications arise in domestic and service
work where robots may be used to refill a cup of coffee or to pour liquids from a bottle to a glass.
Humans tend to be quite good at learning liquid manipulations quickly and can easily exploit the
physical properties of the liquid. However, it is non-trivial for the robot to perform such work due
to the intrinsic challenges in modeling the liquid dynamic behaviors.
The first challenge arises due to the flexibility of the liquid body. The liquid body can undergo
complex topology changes and large deformations. As a result, we need to use flexible data structures
that can represent these topology changes, e.g., using a large set of particles. Unfortunately, these
representations usually parametrize the liquid body using tens of thousands of variables, leading
to a large number of DOFs. It is difficult for any existing motion planning algorithm to consider
deforming objects specified using so many DOFs. Moreover, liquid body dynamic behaviors are
governed by the Navier-Stokes (NS) equation, which is a nonlinear PDE. This PDE has to be used
as a dynamic constraint of the motion planner. Unlike data-driven motion planners (Langsfeld et al.
2014; C. Bowen and R. Alterovitz 2016), methods in this chapter aim at computing motion plans
from the governing PDE of fluids without the help of demonstrative motion plan data. In our case,
the PDE has to be numerically solved for many times to compute a feasible motion plan (Zherong
Pan, Park, and Manocha 2016). However, exact solvers for the NS equation can be expensive.
Main Results: We present three progressively more efficient algorithms to plan motions for
liquid transfer:
• We integrate a fine-grained liquid simulator and a conventional optimization-based motion
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planner. We use the liquid simulator to compute position error and use the motion planner to
correct the position error. We show that a high success rate can be achieved with very few
iterations of corrections. However, this method does not provide a convergence guarantee.
• We introduce a simplified liquid dynamic model, the configuration space of which involves only
a few global descriptors: the total volume of the liquid in the container and the out-flowing
velocity magnitude. This simplified liquid dynamic model is differentiable and can be evaluated
efficiently so it can be used as a dynamic constraint in an optimization-based motion planner to
provide a convergence guarantee. However, this motion planner relies on offline performance.
• We show that realtime performance can be achieved by using machine learning. We synthesize
a dataset of many successful liquid transfer motion plans and then train a neural network to
mimic these motion plans. The neural network can then be used as feedback motion planner
that achieves less than 5% water spillage on 90% random test problems.
2.1 Related Work
There is a considerable amount of work on motion planning with deformable objects. This
research include techniques to track and manipulate elastic bodies such as rubber beams, strings,
steerable needles or cloth (Triantafyllou et al. 2015; Li et al. 2015; A. X. Lee, S. H. Huang, et al. 2014;
Schulman, A. Lee, et al. 2013; Patil et al. 2011), but there is relatively little work on handling liquid
dynamic constraints. Work in (Davis 2008) models the dynamic behaviors of liquid in an abstract
and qualitative manner and work in (Kunze et al. 2011) presents a general framework for representing
high-level information using physics-based simulation, but they do not model fine-grained liquid
dynamic behaviors. Work in (Kuriyama, Yano, and Hamaguchi 2008) presents an algorithm for a
closely related problem: spilling avoidance. To find a feasible trajectory, their algorithm performs a
guided stochastic search. Work in (Langsfeld et al. 2014; C. Bowen, Ye, and R. Alterovitz 2015)
solves the same problem using imitation learning with the help of a number of human-provided
demonstrative examples, while we focus on computing motion plans from only governing PDEs of
the fluid.
2.2 Background: Liquid Dynamic Model
Before diving into the motion planning problem, we need to derive the dynamic model of liquids
and develop a numerical simulation algorithm to time integrate it, for which we follow (Foster
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and Fedkiw 2001; Zhu and Bridson 2005). The governing equation of liquids is the single-phase
incompressible NS equation:
Ω

Du
Dt = µ∇ · (∇u +∇u
T ) + g −∇ψ
∇ · u = 0
∂ΩC u = q
∂ΩA ψ = 0,
(2.1)
where u is the velocity field inside the liquid body and Ω is the domain of workspace occupied by liquids.
The second and third equations specify the boundary conditions: ∂Ω = ∂ΩC ∪ ∂ΩA, ∂ΩC ∩ ∂ΩA = ∅.
∂ΩC is the part of liquid boundary that touches the source container, where we require the liquid to
follow the source container by having the same velocity, where q denotes the velocity of the source
container. ∂ΩA is the part of liquid boundary that touches the air, where we assume air pressure is
zero. On the right hand side of the first equation are three body force terms that drive the liquid
particles: the isotropic viscosity force with coefficient µ, the gravity force g, and the pressure force
ψ. The dynamic viscosity coefficient µ describes how sticky the liquid is. For example, oil and honey
have a larger µ as compared with water. Moreover, we introduce additional constraints ∇ · u = 0,
which essentially imply that the volume of liquid is conserved, so that the unknown pressure ψ can
be identified as the Lagrangian multiplier and the resulting system is closed.
Given the continuous time Equation 2.1, we need to discretize it to derive a state transfer model.
There are many methods of liquid discretization and our simulator is based on (Zhu and Bridson
2005), as summarized in Algorithm 1. We use a set of particles pji to discretize the liquid’s shape at
time instance i∆t, where ∆t is the timestep size and superscript denotes particle index. pji is located
at Cartesian coordinate xji with velocity u
j
i . Algorithm 1 is essentially a time-splitting integrator
that accounts for each of the three terms separately. In this formulation, ∇ · (∇u +∇uT )(x), is
the evaluation of the differential operator ∇ · (∇u +∇uT ) at spatial location x and ∇ · u(x) is the
evaluation of ∇ · u at x. In order to evaluation these differential operators, we use a background
grid and a finite difference scheme. The two differential operators, when time-integrated implicitly,
require solving a globally coupled linear system and that becomes the computational bottleneck of
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i = 1 i = 2 i = 3 i = 4 i = 5
Figure 2.1: We ran 5 passes of 2D liquid simulations with same initial setting: pouring a cup
of water. For each larger i, we double the resolution and halve the particle radius. A mesh is
reconstructed for each timestep in each simulation (purple).
the resulted simulator. We abbreviate this discretization scheme as a state transfer model:
pi+1 = f(qi,pi), (2.2)
where the state vector at time instance i∆t is p which is a concatenation of xji ,u
j
i for all j. And the
dynamic model can be controlled only by modifying the source container’s moving velocity, i.e., qi.
Algorithm 1 The liquid’s state transfer model: pi+1 = f(qi,pi)
Input: All particle pji ’s position x
j
i and velocity u
j
i
Output: New positions xji+1 and velocities u
j
i+1
1: . Apply gravity force
2: for all j do
3: uj∗i ← u
j
i + g∆t
4: end for
5: . Apply viscosity force
6: for all j do
7: (uj∗∗i − u
j∗
i )← ∆tµ∇ · (∇u∗∗ +∇u∗∗
T )(xji )
8: end for
9: . Apply pressure force
10: Solve for ψj and uji+1 via the constrained linear system:(
I ∇
∇T
)(
uji+1
∆tψj
)
=
(
uj∗∗i
0
)
,
where the pressure ψ is the Lagrangian multipliers of constraints: ∇ · u(xji ) = 0.
11: . Particle position update
12: for all j do
13: xji+1 ← x
j
i + u
j
i+1∆t
14: end for
For the computed motion plan to be usable in real-world settings, it is important for this liquid
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Figure 2.2: (a): Error plot for mesh(i, t), i = 1, · · · , 4 with respect to timestep t. As i increases,
the error is approximately halved. (b): Number of particles whose streamline can be approximated
by a quadratic curve with error less than ε, plotted against the total number of particles used in
simulation. We choose ε equals to particle radius in all the experiments.
simulator to be convergent. In order words, we would like to verify that, as we use more particles to
achieve higher accuracy of approximation, the numerical solution to Equation 2.1 will converge. We
briefly verify the first order spatial-temporal convergence property of our liquid simulator. To do
this, we perform 5 passes of 2D simulations of pouring a cup of water as illustrated in Figure 2.1,
under different resolutions. For each timestep in each simulation, we reconstruct a mesh to get
5 sequences of meshes denoted as mesh(i, t), where i is the sequence index and t is the timestep
index. To investigate the convergence property, we treat i = 5 as the groundtruth simulation and
define the error metric as: Error(mesh(i, t)) = dm(mesh(i, t),mesh(5, t)), where dm is the mean
error defined in (Aspert, Santa Cruz, and Ebrahimi 2002). With this definition, the error plot
for mesh(i, t), i = 1, · · · , 4 is illustrated in Figure 2.2a, where it is obvious that the mean error is
approximately halved as we double the resolution.
In addition, we observe from the liquid’s outflow shape in Figure 2.1 that, as resolution increases,
particle streamlines can be approximated as quadratic curves. For each of the 5 simulation passes, we
can verify this assumption by counting the number of particles whose streamline can be approximated
by a quadratic curve with error smaller than ε, and plot it against the total number of particles
used in simulation. From the resulting Figure 2.2b, we are confident that it is safe to make such an
assumption for at least half of the particles. This assumption will be used repeatedly in our motion
planning algorithms.
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2.3 Background: Optimization-Based Motion Planner
Our motion planning algorithms are optimization-based. As discussed in Section 1.1.2, optimization-
based motion planners sacrifice completeness guarantee and only find local motion plans close to
the initial guess. However, these motion planners (Park, Jia Pan, and Manocha 2014; Schulman,
Duan, et al. 2014) can do so very efficiently by using analytic gradient information. In addition,
optimization-based motion planner can take various constraints including collision avoidance and
dynamic models into consideration. In this section, we briefly introduce this formulation. We define
a motion plan as a discrete trajectory:
Q ,
[
qT1 , · · · ,qTT
]T
P ,
[
pT1 , · · · ,pTT
]T
, (2.3)
with T time steps. Optimization-based motion planners solve for P and Q via a numerical optimiza-
tion of the following form:
argmin
Q,P
COBJ(Q,P) + CREG(Q)
s.t. CCOLL(P) ≥ 0 CROBOT(P) ≥ 0
CPDE(Q,P) = 0,
(2.4)
where CCOLL represents the constraint that no collision happens between any pair of two geometric
objects in the workspace, CROBOT requires that the robot’s kinematic and dynamic constraints,
such as joint or torque limits, are not violated, COBJ is a formulation of the objective function
that attains its minimal value when the motion planning problem is accomplished, CREG is a
regularization which requires the trajectory to be smooth, e.g. the jerk is minimized. We refer
readers to (Schulman, Duan, et al. 2014) for the concrete form of CCOLL,ROBOT,REG. The objective
term COBJ is problem-dependent and CPDE requires:
CPDE(Q,P) = 0⇐⇒ pi+1 = f(qi,pi) ∀i = 1, · · · , T − 1. (2.5)
More numerical optimization techniques such as the interior point method (Gill, W. Murray, and
Saunders 2005) guarantees that locally optimal solution of Equation 2.4 will be found if three
conditions hold:
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• All functions, COBJ,REG,COLL,ROBOT,PDE, are sufficiently smooth.
• Certain regularity conditions of constraints, i.e. the Linear Independence Constraint Qualifica-
tion (LICQ), hold.
• The initial guess is feasible.
In order to use this form of motion planning to the liquid transfer problem, we have to derive the
concrete form of COBJ and make sure that the three conditions above hold.
2.4 Heuristic Planning Algorithm using Iterative Position Correction
There are two main issues in using Equation 2.4 as liquid transfer planners. First, according to
Section 1.1.1, the state transfer model function f is not smooth due to the changing free-surface.
Second, it is non-trivial to formulate a continuous COBJ for our problem. A naive formulation of
COBJ equates it to the number of liquid particles that fall outside the target container after executing
the motion plan. However, COBJ in this form is not differentiable.
pj
Pj
• c
Figure 2.3: Each particle pj is associated with a streamline Pj , which is comprised of three stages.
The particle is within the source container during the first stage (red), free-flying in air during the
second stage (green), and inside the target container during the third stage (blue). We require Pj to
pass through the center of the rectangular target container opening c.
The first issue is fundamental to the liquid dynamic model. However, we can resolve the second
issue by using an assumption made in Section 2.2: the particle streamlines are approximately quadratic
curves. Each particle pj is associated with a piecewise linear streamline Pj = {xji |i = 1, · · · , T}
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as illustrated in Figure 2.3. An intuitive requirement for successful liquid transfer is that every
Pj should pass through the center of the target container opening, denoted by c. As a result, we
can come up with an approximate formulation: COBJ(Q,P) ,
∑
j dist(Pj , c), where dist is some
differentiable distance measure between a curve Pj and a point c.
However, Pj can take complex shapes so that dist can also be non-smooth. We overcome this
issue by assuming that Pj is comprised of three stages. During the first stage, the particle lies within
the source container. During the second stage, the particle leaves the container and the gravitational
force dominates its motion so that the sub-streamline of Pj during the second stage should roughly
follow a quadratic curve (this assumption is verified in Section 2.2). Finally, during the third stage,
the particle is inside the target container. These three stages are illustrated in Figure 2.3. We would
like to use only the second stage and approximate it using a quadratic curve. As a result, dist
becomes the distance between a quadratic curve and a point, which can be computed analytically.
To extract the second stage of Pj , we check every sufficiently long sub-segment of Pj , starting
from timestep a to b satisfying 1 ≤ a < b ≤ T ∧ b− a ≥ T/2, denoted by Pja,b. We fit a quadratic
curve from every Pja,b, denoted by P̄
j
a,b. If there exists a, b pair, such that dist(P̄
j
a,b,P
j
a,b) < ε, then
we mark pj as useful. Otherwise, pj is an outlier. Here ε is a small threshold to ensure quadratic
curve approximation accuracy and detect outliers. If pj is useful, then we accept the quadratic
curve with biggest b− a as the final approximation, denoted by P̄j . Our final definition of COBJ is:
COBJ(Q,P) ,
∑
j:useful
dist(P̄j , c). (2.6)
Given the definition of COBJ, we still need to tackle the remaining issue in using Equation 2.4,
which is the non-smoothness of state transfer model function f . In our first attempt, we propose to
use a rather coarse approximation of f by assuming that the liquid body is a rigid body. In other
words, if we move the source container’s position at timestep i by ∆xi, each liquid particle’s position
xji will also move by ∆xi. This assumption entirely ignores the fluid dynamic model, but it simplifies
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Parameter Value (Unit)
Avg. Particle Radius 0.0075(m)
Gravity −9.81(m/s)
∆t 0.01(s)
No. Particles (Long Bottle) 60000
No. Particles (Cup with Handle) 56000
T 1500
MaxIterations 10
Table 2.1: Parameters used in our liquid simulator: Average particle radius, gravity, time step size,
number of particles needed to fill the long bottle, number of particles needed to fill the cup with
handle, total number of timesteps, and maximal iterations count.
CPDE and makes it differentiable as:
CPDE(Q,P) = 0⇐⇒

pji = p
j∗
i + ∆xi ∀i = 1, · · · , T
uji = (p
j
i+1 − p
j
i )/∆t ∀i = 1, · · · , T − 1,
(2.7)
where we need some initial guess of liquid particle positions, denoted by pj∗i . Clearly, such coarse
approximation will introduce large discrepancy between particle positions predicted by Equation 2.8
and real particle positions predicted by Algorithm 1. However, we can make use of the initial guess,
pj∗i , to bridge the discrepancy gap. Concretely, we update p
j
i using two algorithms in alternation.
We first solve Equation 2.4 to get the control signal Q and then update P using Algorithm 1. This
loop continues until iteration limit or convergence. Our final algorithm is illustrated in Algorithm 2.
Algorithm 2 Interleaved Motion Planning & Fluid Simulation
Input: Center of opening c, initial control signal Q1
Output: Final motion plan Q,P
1: while k = 1, · · · ,MaxIterations do
2: Compute Pk from Qk using Algorithm 1
3: Set Pk as initial guess p
j∗
i
4: Compute Qk+1 by solving Equation 2.4 with Equation 2.7 and Equation 2.6
5: if ‖Qk+1 −Qk‖∞ small enough then
6: Exit with Q← Qk,P← Pk
7: end if
8: Exit with Q← QMaxIterations,P← PMaxIterations
9: end while
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2.4.1 Results
We test Algorithm 2 using four liquid transfer problems with different source container shapes
and liquid viscosity µ, where the parameters are listed in Table 2.1. In all four problems, Algorithm 2
reaches the iteration limit with no convergence. However, the motion plan after several iterations
of the algorithm already achieves high success rate in terms of the percentage of liquid particles
that fall inside the target container, as shown in Figure 2.4, Figure 2.5, Figure 2.6, and Figure 2.7.
Each computation of Pk from Qk takes 0.9 hour and each computation of Qk corresponds to a small
optimization problem and takes less than 1 minute. Therefore, each execution of Algorithm 2 takes
approximately 10 hours, with fluid simulation being the bottleneck.
Q2, i = 860 Q2, i = 930 Q2, i = 1060 Q2, i = 1230
Q3, i = 860 Q3, i = 930 Q3, i = 1060 Q3, i = 1230
Figure 2.4: Different timesteps i of the optimized liquid trajectoryPk after k iterations of Algorithm 2,
where we use a small dynamic viscosity coefficient µ = 0.01. The error reduces significantly after 1
iteration from Q2 to Q3.
2.5 Convergent Planning Algorithm using Simplified Dynamic Model
The main disadvantage of Algorithm 2 is that it has no convergence guarantee. This is due to the
discrepancy between the dynamic model used by the two substeps. When we solve for Pk from Qk,
we assume an accurate liquid dynamic model Equation 2.1. When we solve for Qk+1, we assume a
simplified dynamic model Equation 2.7. In addition, due to the costly liquid simulation Algorithm 1,
one iteration of Algorithm 2 is very expensive.
To overcome these two drawbacks, we introduce a simplified liquid dynamic model, the config-
uration space of which is low-dimensional and involves only global descriptors: the total volume
of the liquid in the container, and the outflowing velocity magnitude. In this small configuration
space, we use physically inspired approximations and system identification techniques to derive a
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Q2, i = 1740 Q2, i = 1910 Q2, i = 2310 Q2, i = 2480 Q2, i = 2590
Q7, i = 1740 Q7, i = 1910 Q7, i = 2310 Q7, i = 2480 Q7, i = 2590
Figure 2.5: Different timesteps i of the optimized liquid trajectoryPk after k iterations of Algorithm 2,
where we use a large dynamic viscosity coefficient µ = 0.5 for the liquid. The error reduces significantly
after 5 iterations.
simplified, differentiable governing equation for the global descriptors. As a result, the first condition
required for convergence in Section 2.3 is satisfied. Furthermore, our simplified dynamic model is
efficient to evaluate, which can improve the performance of Algorithm 2. A simplified dynamic
model, e.g. the pendulum model (Tzamtzi and Koumboulis 2008), has also been used in previous
planning algorithms. Although it is cheap to simulate and accurate when liquid is undergoing only a
slight perturbation, the pendulum model cannot account for significant container movements, e.g.,
when transferring the liquid.
The design guideline of our simplified dynamic model is to reduce the number of parameters,
i.e. DOFs, as much as possible, while at the same time retaining the ability to predict the locus of
liquid particles that leave the source container. In addition, we want to account for variations in the
environment, such as different container shapes and different liquid materials. We first formulate
our simplified configuration space, which is 2-dimensional. We denote the symbols in the simplified
dynamic system using an overbar. The components of p̄ are:
p̄ ,
 vol(m3)
vout(m/s)
 ,
where vol is the remaining volume of liquid left in the source container’s bounding volume and vout
is the magnitude of the velocity of particles leaving the source container. These parameters are
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Q2, i = 780 Q2, i = 910 Q2, i = 1080 Q2, i = 1340
Q3, i = 780 Q3, i = 910 Q3, i = 1080 Q3, i = 1340
Figure 2.6: Different timesteps i of the optimized liquid trajectoryPk after k iterations of Algorithm 2,
where we use a small dynamic viscosity coefficient µ = 0.01 for this liquid and a new cylinder-shaped
source container. Again, the error reduces significantly after 1 iteration, but there is some splash at
the beginning i = 780 which cannot be reduced by further iterations.
illustrated in Figure 2.8a.
The key to our model is a simplified governing equation p̄i+1 = f̄(qi, p̄i). We define f̄ using
forward Euler integration and the incompressible assumption to give:
voli+1 = voli −Ai+1vouti+1∆t, (2.8)
where Ai+1(m2) is the outflow cross-section area. For a given source container, we assume that A is
a function of the tilt angle θ and volume vol, as illustrated in Figure 2.9. This function A(θ, vol) is
precomputed for each given source container and stored as a lookup table. To populate the table, we
sample θ at an interval of 1◦. We then run a watershed algorithm (Roerdink and Meijster 2000) at
each θ, while adding a table entry (A, θ, vol) at each water level. Partial derivatives of this function
are approximated using finite differences. Note that the tilt angle θ is a function of q, which is not a
part of p̄.
In addition to Equation 2.8, we need to nail down the time evolution of vout. We use machine
learning to this end. Specifically, we are inspired by two physically based approximations. The first
approximation is based on the Bernoulli equation (Bernoulli 1738). This equation states that if the
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Q2, i = 1740 Q2, i = 1950 Q2, i = 2330 Q2, i = 2500 Q2, i = 2640
Q6, i = 1740 Q6, i = 1950 Q6, i = 2330 Q6, i = 2500 Q6, i = 2640
Figure 2.7: Different timesteps i of the optimized liquid trajectoryPk after k iterations of Algorithm 2,
where we use a large dynamic viscosity coefficient µ = 0.5 for the liquid. Same as the case with
Figure 2.5, error reduction is slower, taking 4 iterations.
liquid body is steady, inviscid, and incompressible, then over each particle streamline, we have:
ψ + ‖g‖h+ v
outvout
2
= constant,
where h is the position of the point on the streamline along gravity’s direction. Although the
assumptions made by the Bernoulli equation are not satisfied exactly, we can still apply it to the
two endpoints of the dashed streamline shown in Figure 2.10. The result implies that vout is related
to
√
2‖g‖∆h. Here ∆h is a function of θ and vol computed in the same way as A(θ, vol), using a
lookup table. For a 3D source container, ∆h is computed for its axial symmetric cross section. The
second approximation is based on a simple rigid body dynamic model. According to Figure 2.10,
when θ > π2 , a single particle moving along the wall of the source container will gain velocity with
magnitude proportional to
√
sin(θ − π2 )‖g‖l, where l is the length of the wall. This approximation
implies that vout should be related to sin(θ − π2 ). Unfortunately, we do not know exactly what the
best relationship model between vout and these two terms is. As a result, we use system identification
to combine their contributions via supervised learning. We hypothesize the following relationship:
vout ,g(θ, vol) = a
√
2‖g‖∆h
1
+ b
√
2‖g‖∆h
2
+ c
√
2‖g‖∆h
3
+
dsin(max(θ − π
2
, 0)) + esin(max(θ − π
2
, 0))2 + fsin(max(θ − π
2
, 0))3,
(2.9)
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Figure 2.8: (a): An illustration of the parameters related to the source container. The cross section
area A is the shaded region with centroid e. The outflowing velocity has magnitude vout. (b): The
outflow direction is horizontal when θ < 90◦. Otherwise, it is along the tangent direction.
where the coefficients a, b, c, d, e and f are found by solving the linear regression:
argmin
a,b,c,d,e,f
1
T
T∑
i=1
‖vouti+1 − g(θi+1, voli)‖2, (2.10)
using a set of training data acquired from liquid simulation. One issue with this setting of coefficients
is that vout can be negative, although this never happens in our experiments. In summary, our
simplified governing PDE f̄ is defined as:
f̄(qi, p̄i) =
 voli+1
vouti+1
 =
 voli −A(θi+1, voli)vouti+1∆t
g(θi+1, voli)
 . (2.11)
This simplified model works well if the source container is moving slowly and smoothly, which is
consistent with the goal of the regularization term, CREG. Given the simplified dynamic model
Equation 2.11, we could compute a quadratic curve. However, unlike Section 2.4 where a quadratic
curve is computed for each liquid particle, we compute a single quadratic curve representing the
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(c) (d)
Figure 2.9: (a): Illustration of function A(θ, vol). (b): Illustration of function ∆h(θ, vol). (c,d):
More examples for containers of different shapes. A watershed algorithm is used to extract the
interior of the source container (blue) and to populate the lookup table of A(θ, vol) (colormap). The
same procedure is used to precompute ∆h(θ, vol) on the axial symmetric cross section.
Δh
θ-π/2(a) (b)
Figure 2.10: The two physically inspired approximations. (a): The Bernoulli equation is used
between two end points of the dashed streamline. (b): A single liquid particle sliding down the wall
of the container.
mean outflow as follows:
P̃i(t) ,
g
2
t2 + vouti t+ ei s.t. t ≥ 0, (2.12)
where vouti is derived by multiplying v
out
i with an outflowing direction defined in Figure 2.8b. Given
Equation 2.12, we can formulate COBJ similar to Equation 2.6 as follows:
COBJ(Q,P) ,
∑
i=1,··· ,N
dist(P̃i(t), c). (2.13)
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Δh
Figure 2.11: A snapshot of the cross section of liquid simulation, the extracted quadratic curves
(red) for particles leaving the source container at the current timestep. Their tangents are averaged
to compute vout, and the cubic curve fitted to the free surface (blue). This is used to compute ∆h
by evaluating the free surface position at the boundary of the source container.
Note that Equation 2.12 depends on subscript i, so that the quadratic curve is time dependent, so
we let the curves at every time instance pass through c.
2.5.1 Learning the Simplified Liquid Model
In order to find the unknown coefficients involved in our simplified model, we need to solve
the linear regression Equation 2.10 from a set of training data. The dataset is generated using
Algorithm 1. For each source container shape and each liquid material setting, we need to solve for
a separate set of coefficients a, b, c, d, e and f . In order to compute the training data, we ran 127 3D
liquid simulations of pouring liquids out of a container by tilting it from θ = 0◦ to a final tile angle
θ ∈ [90◦, 150◦] using a random θ̇. This results in approximately 20000 training samples, each of
which is a tuple < vout, θ,∆h >. To extract these samples for the set of particles in every timestep of
the simulation, we extract their 2D axial symmetric cross-section. In this cross section, we compute
vout by averaging the magnitude of velocities of all particles that leave the source container at the
current timestep. We can identify these leaving particles by the fact that these particles should be
inside the bounding volume of the source container in the previous timestep, but outside it in the
current timestep. We also compute the characteristic height ∆h, which is found by fitting a cubic
curve to the free surface, and evaluating it at the step boundary. A snapshot of the training data is
illustrated in Figure 2.11.
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2.5.2 Results
After solving for the coefficients, we would like to evaluate the accuracy of our simplified model.
We plot the change of several related variables with respect to physical time in Figure 2.12. We note
from Figure 2.12 (c,d) that, for the oval-shaped container, the Bernoulli approximation
√
2‖g‖∆h
can already achieve acceptable accuracy. However, for the cylindrical container, the Bernoulli
approximation leads to large errors when θ ≥ π/2. In these cases, sin(max(θ − π2 )) is a better
approximation to vout. By combining the six terms in Equation 2.9, we can achieve much better
agreement with the groundtruth vout. Further, by plugging the function g into Equation (2.11),
we can even predict the entire liquid trajectory, i.e. predicting P given Q. Two of such predicted
trajectories are illustrated in Figure 2.13. Our model is flexible enough to account for different
container shapes. Note that Bernoulli approximation can result in some false predictions when
∆h = 0 (and thus A = 0), e.g. the yellow dots in the early timesteps of Figure 2.12, but this will
not cause any problems since our objective function in Equation 2.13 does not take effect in such
degenerate cases.
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Figure 2.12: For two simulated testing trajectories and two container shapes, we plot changes of the
five variables vout,
√
2‖g‖h, θ,∆h and g(θ, vol) over time. Both testing and training trajectories are
generated by simulating the liquid while tilting the container according to a random, monotonically
increasing θ curve shown in orange. The green curve is the groundtruth vout, the outflowing velocity
magnitude; the gray curve is the groundtruth ∆h, and the yellow curve is the prediction of vout
made by the Bernoulli equation
√
2‖g‖∆h. Finally, the blue curve is the predicted vout generated
using our simplified dynamic model g(θ, vol). The error between vout and g(θ, vol) is small over the
effective range where vout > 0.
To evaluate the motion planning pipeline, we plug the functions f̄ and Equation 2.13 into
Algorithm 2. We evaluated the system on the two liquid transfer problems with different sets of
obstacles in the environment as illustrated in Figure 1.2. For each benchmark, we used two sets of
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Figure 2.13: We use our simplified dynamic model Equation 2.11 to simulated a simplified trajectory
and plot the synthetic vout as (green). Over time, the tilt angle θ increases monotonically (orange)
while the total volume decreases accordingly (yellow). Note that the change of vout (green) closely
resembles the groundtruth data (Figure 2.12 green): for the cylindrical container, vout is always
increasing while for the oval-shaped container, vout first increases and then decreases.
Benchmark Viscosity
Time
Planning
Time
Validation Quality
Figure 1.2 (a) µ = 0.01 5min 2.1h 95.7%
Figure 1.2 (a) µ = 0.001 5min 2.5h 89.5%
Figure 1.2 (b) µ = 0.01 7min 1.9h 93.2%
Figure 1.2 (b) µ = 0.001 7min 2.2h 87.1%
Table 2.2: From left to right: benchmark environment, viscosity of liquid, time spent solving
Equation 2.4, time spent running forward liquid simulation for validation and quality of planned
trajectory. The quality is measured by the fraction of particles that fall inside target container.
liquid materials that differ only in their viscosity (µ = 0.01, 0.1), so that two trained models are
needed for each material and each source container S. We sampled each trajectory with 100 nodes
(N = 100). Quality measures and time cost of planning are summarized in Table 2.2. Compared
with a full-featured liquid simulation that takes 0.9 hours in Section 2.4, we achieve at least two
orders of magnitude speedup using our simplified dynamic model.
2.6 Feedback Motion Planning via Supervised Learning
The algorithm presented in Section 2.4 is an offline motion planner. We accelerated its performance
in Section 2.5, but it still cannot achieve realtime performance according to Table 2.2. In this section,
we present a feedback motion planning algorithm. In order to handle the high-DOF nature of
liquids, we present a learning-based approach to predict the liquid configurations based on low-DOF
incomplete observations from sensors. The neural network is combined with an optimization-based
receding-horizon planner to achieve realtime performance.
As illustrated in Figure 2.14, our algorithm has three stages. During the preprocessing stage, we
generated a large set of random liquid transfer problems. For each problem, we find a successful
transfer trajectory using stochastic optimization. During the training stage, we then extract a
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Figure 2.14: An illustration of our feedback motion planning framework. From the training dataset
found by stochastic optimization (a), we train a neural network that predicts key parameters in
the formulation of COBJ and CPDE (b). Our online planner then uses COBJ and CPDE and solves
Equation 2.4 in a receding-horizon manner (c).
low-DOF incomplete observation of the liquid body and train a 4-layered neural network to predict
a set of key parameters in the formulation of COBJ and CPDE, denoted as liquid outflow location
and mean trajectory prior. During the planning stage, we formulate COBJ and CPDE with the help
of parameters predicted by the neural network, and solve Equation 2.4 in a receding-horizon manner.
Specifically, if the robot is currently at timestep i, then we only optimize a sub-trajectory of length
H  T by solving:
argmin
QH ,PH
COBJ(Q
H ,PH) + CREG(Q
H)
s.t. CCOLL(P
H) ≥ 0 CROBOT(PH) = / ≥ 0
CPDE(Q
H ,PH) = 0
QH ,
[
qi1, · · · ,qi+HT
]T
PH ,
[
pi1, · · · ,pi+HT
]T
,
(2.14)
where we use the superscript H to denote the receding horizon version. After optimization, we
execute the first control signal in the sub-trajectory, qi1. In Equation 2.14, we use the simplified
model Equation 2.7 for CPDE. However, to make Equation 2.14 a feedback planner, we need to take
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into account sensor information in formulating COBJ. We assume sensor information Oi about the
liquid’s shape at timestep i is available, from which we predict two important pieces of information
using a neural network. The first piece of information is the liquid outflow location, which is described
by parameters (∆h, e,vout, ρ) as defined in Section 2.5. This information will define a quadratic
curve representing the liquid outflow. The second piece of information is the mean trajectory prior:
QH∗ ,
[
qi∗1 , · · · ,qi+H∗T
]T
, (2.15)
which encodes empirical information about how to perform liquid transfer given the current observa-
tion. As illustrated in Figure 2.15a, our neural network serves both as a state estimator and as a
control policy. Note that we have added an additional parameter ρ ∈ (0, 1), which indicates whether
the liquid has an outflow or not. Given these parameters, we can formulate COBJ as:
COBJ(Q
H ,PH) , ‖dist(P̃i(t), c)‖2ρ+ ‖QH −QH∗‖2, (2.16)
where the first term requires the liquid outflow to pass through c and the second term requires the
robot’s motion to match empirical data.
(a)
(b)
(c)
Oi
qi
c
(
∆h e vout ρ
)
QH∗
Figure 2.15: (a): Our 4-layer neural network structure for parameter estimation. The input is an
observation of the current liquid body Oi and other rigid body configurations qi, c, where we assume
the rigid body configurations are fully observable. We use ReLU activation function for all internal
layers, sigmoid activation function for the output layer of QH∗, and linear functions for the output
layer of the liquid outflow shape parameters. Each of the four hidden layers has 32 hidden units.
(b): The heightfield feature of the liquid free-surface (red) used in a simulated environment. (c):
The height feature of liquid at the lip of the source container (red).
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The sensor information O can be defined in several ways depending on the available sensors in a
certain application. In a simulated environment, we use the heightfield of the liquid surface. This is
illustrated in Figure 2.15b. However, in a real-life robotic system, acquiring the heightfield may be
very difficult. As a result, we also experimented with a simplified feature, which is the height of
liquid surface only at the lip of the source container, as illustrated in Figure 2.15c. One issue with
our neural network architecture is that we only observe the geometric shape of the liquid body, but
the dynamic behaviors of the liquid body are largely determined by velocity information. To recover
velocity information, we maintain a short memory of the heightfield over the past 4 frames as input
to the neural network so that velocity information can be recovered by finite differences.
2.6.1 Training Data Generation
We train our neural network using supervised learning from a synthetic dataset. This dataset
should contain only successful transfer trajectories. Previous works (Ross, Gordon, and Bagnell 2011;
Levine and Koltun 2014) address this problem by modifying the dataset during training. (Ross,
Gordon, and Bagnell 2011) assumes there is an expert that can provide additional training samples
on request for error recovery. However, our approach does not assume the presence of any such
expert. A human demonstrator may serve as a good expert, but digitizing or capturing the liquid
shape trajectory is non-trivial. On the other hand, (Levine and Koltun 2014) assumes that the
governing Equation 2.1 is differentiable, which does not hold.
Our solution is to use stochastic optimization to automatically search for successful transfer
trajectories similar to (Kuriyama, Yano, and Hamaguchi 2008) in 2D workspaces. We introduce
several variations to the dataset, so that the learned neural network can be generalized to different
problems. Each transfer problem can be specified by three variables:
• Relative Position: The relative distance from center of source container opening and c, which
lies in range [−3, 0]× [−3, 3](m).
• Target Container Moving Speed: We assume the target container is moving with a constant
moving speed ċ, which lies in range [−5, 5]2(m/s).
• Fill Level: The proportion of initial liquid volume with respect to the volume of the source
container, which lies in range [30, 80]%.
In order to quickly find a large number of successful transfer trajectories, we design a problem specific
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search space and reward function. We first limit the number of variables by using spline interpolation
with 6 control points for source container trajectory: qb(i−1)(N−1)/5c+1 where i = 1, · · · , 6. In 2D
workspaces, configuration of the source container qi consists of 2D translation and orientation,
denoted by qi =
(
xi yi θi
)
, leading to a 15 dimensional search space (the initial control point is
fixed). However, we found that this is still a too large search space in practice because the optimizer
can frequently generate zig-zag trajectories contrary to our intuitive observation of human transfer
behavior. Therefore, we further restrict the search space by observing that the source container is
always moving closer to c and its tilt angle is always increasing. This gives the following relationship:
(
αi ,
|xi−c|
|xi−1−c| βi ,
|yi−c|
|yi−1−c| γi ,
|θmax−θi|
|θmax−θi−1|
)
,
where θmax is the maximal allowable tile angle of source container. We propose to search in the
transformed coordinates
(
αi βi γi
)
∈ (0, 1]3 using the CMA-ES algorithm (Hansen 2016). Although
this is still a 15 dimensional seach space, much fewer random samples are needed in each iteration
with such a transformation. Finally, we use the following reward function for CMA-ES optimization
that encourages particles to pass through c and penalize spillage:
R ,
∑
j
RPj RPj ,

W−dist(Pj ,c)
W , if dist(P
j , c) < W
−100, otherwise
where W is the maximal allowed error between particle and the target container opening c.
After we find the optimal Q in our search space, we extract groundtruth observation Oi,QH∗
and label
(
∆h e vout ρ
)
for each timestep. To extract the quadratic curve parameters, we use
the same method as Section 2.4. Finally, instead of letting the neural network output QH∗, our
neural-network outputs the transformed coordinates
(
αi βi γi
)
, so that they are compatible with
the range of sigmoid activation function. We then recover QH∗ from
(
αi βi γi
)
.
2.6.2 Results
We evaluate the online and offline stages in Figure 2.14 from different aspects.
Quality of Dataset: In the training stage, we generated two datasets named TRANS-
FER+FOLLOW and TRANSFER+ZERO each containing 1000 successful transfer trajectories
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(a)
(b)
(c)
(d) (e)
(f)
Figure 2.16: We illustrate an exemplary trajectory of TRANSFER+FOLLOW (a) and TRANS-
FER+ZERO (b). On convergence of CMA-ES optimization, the liquid flow is well centered around
the opening of c (c). Problems in TRANSFER+ZERO are more challenging because liquids are
more likely to spill at an early stage of transfer (d), so that the source container must be moved and
tilted slowly (e). For each timestep in each trajectory, we extract the ground truth water heightfield
and the outflow quadratic curve as training dataset (f).
generated randomly. Specifically, we first sample the fill level with interval 12% and then select
200 relative positions and target container moving speeds for each fill level using uniform random
sampling in the given range. TRANSFER+FOLLOW and TRANSFER+ZERO differ in the initial
liquid configuration. In TRANSFER+FOLLOW, the initial liquid particle velocity follows that of
the source container. However, in TRANSFER+ZERO, the initial liquid velocity is zero. Liquid
transfer problems in TRANSFER+ZERO are considered more challenging than those in TRANS-
FER+FOLLOW. This is because, for problems in TRANSFER+ZERO, moving the source container
too quickly will lead to spillage and thus negative rewards. These two datasets are illustrated
in Figure 2.16. Figure 2.17a shows the distribution of scaled reward function R/#Particle in
TRANSFER+FOLLOW and TRANSFER+ZERO. Figure 2.17bc shows the CMA-ES convergence
history. These figures show that our stochastic optimization algorithm can efficiently find successful
transfer trajectories.
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Figure 2.17: (a): The scaled reward function R/#Particle for a set of transfer problems in
TRANSFER+FOLLOW (blue) and TRANSFER+ZERO (red). These values are all positive,
meaning that very little spillage happens and particles are well centered around c. (b,c): The average
convergence history of CMA-ES algorithm over 1000 problems. This algorithm converges equally
well for TRANSFER+FOLLOW (b) and TRANSFER+ZERO (c).
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Figure 2.18: Performance of feedback planner. (a): The fraction of spilled particle using rectangular
container S, two kinds of datasets and features. (b): The fraction of spilled particle using height
at lip feature and three different container shapes. (c): Average reward of particles that fall into
the target container in experiment (a). (d): Average reward of particles that fall into the target
container in experiment (b).
Performance of Feedback Planner: In the online stage, we solve Equation 2.14 using a
horizon length of 1.25(s), with H = 25 and ∆t = 0.05(s). This requires querying the neural network
25 times, which is very efficient due to the small size of our neural network. We tested our feedback
controller on 30 new problems that are not included in our training dataset. For each testing problem,
we experimented with three different container shapes as illustrated in Figure 2.18d. If the training
is accomplished using the TRANSFER+ZERO dataset then we set the initial velocity to be zero
and vice versa. And for experiments using new container shapes different from those in the training
dataset, we always use the TRANSFER+ZERO dataset.
The performance of the motion planner is summarized in Figure 2.18 where we plot the spilled
fraction of liquid and average reward. Note the average is taken over particles that fall into the target
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container, i.e., excluding the spilled particles, which is different from Figure 2.17a, where the average
includes negative values (spilled particles). In this way, we can analyze spillage avoidance and the
accuracy of liquid flow, respectively. Figure 2.18a shows that the fraction of spilled particles is less
than 5% in 28 of 30 problems for both features in Figure 2.15bc. But using the lip height feature
does increase the spillage by 4% at most and 0.32% on average, which means that the heighfield
feature provides more information than the lip height feature. From Figure 2.18b, we find that,
although our datasets use only the rectangular container, the spillage fraction is also very small if
we test on a conic container, with spillage fraction over 5% for only 2 problems. However, some
containers, such as the elliptic container, encourage spillage and we have seen over 5% spillage in 10
problems. From Figure 2.18c, we find that the liquid flows are generally well centered around the
center of opening of the target container with a mean reward of RPj = 0.82. If we generalize to new
container shapes, the mean reward is still over RPj = 0.8 but the variance is larger especially for the
conic container, as illustrated in Figure 2.18d.
2.7 Conclusion and Limitations
In this chapter, we proposed a feedback motion planner for liquid transfer problems. Our
formulation uses an optimization-based receding horizon planner, which is guided by a machine
learning model that provides clues for movements of liquids. Our experiments show that the planning
framework can achieve promising online performance and the machine learning model gains important
skills in pouring such as spilling avoidance and liquid position prediction. However, current system
also introduces a series of limitations and possible future works discussed below.
Our method only considers the problem of pouring the entire liquid body. However, other
requirements might arise, e.g., if only part of liquid are needed in the target container. Such
generalization can be considered as future work by slowly decreasing the turning angle when the
weight of the source container is smaller than some threshold. Another situation is that we need to
shake the source container to force jelly liquids out of the source container with narrow opening,
for which (Yamaguchi, Atkeson, et al. 2014; Yamaguchi and Atkeson 2016) is a better choice than
trajectory optimization.
In addition, it is inherently difficult to generalize our method to discrete material types, such
as a bunch of rigid bodies or granular materials. This is because the quadratic outflow curve
assumption is valid only if the material can be modelled as a continuum. In this sense, our method
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is disadvantageous compared with (Yamaguchi, Atkeson, et al. 2014; Yamaguchi and Atkeson 2016).
For granular materials, identifying a low-dimensional parameters for learning is a challenging future
work.
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CHAPTER 3
Motion Planning for Fluid Animations
As illustrated in Figure 3.1, our second problem is to plan the motion for physically-based
animations of fluid. Physically-based fluid animations are widely used in computer graphics and
related areas. Over the past few years, research in fluid simulation has advanced considerably and it
is now possible to generate plausible animations for movies and special effects in a few hours on
current desktop systems. Built on top of these works, our goal is to compute a dense sequence of
control forces such that the fluid can be driven to match these keyframes at certain time instances.
This problem is an example of directable animation and arises in different applications, including
special effects (Rasmussen et al. 2004) (to model a character made of liquid) or artistic animation
(Angelidis et al. 2006) (to change the moving direction of a smoke plume). Some of these planning
techniques, such as (Nielsen and Bridson 2011), are used in the commercial fluid software.
Spacetime
Optimization
Keyframe
Initial Frame
Control Force 
Fields
Figure 3.1: Given a set of keyframes, we use an optimization-based motion planner to compute a
dense sequence of control force fields, matching a smoke ball to the word “FLUID.” We highlight the
control force fields. Five such animations are generated at resolution 1282 with 40 timesteps. Each
of these optimization computations takes about 0.5(hr) on a desktop PC and is about 17× faster
than a conventional gradient-based, optimization-based motion planner.
In practice, keyframe-based control of fluid is still regarded as a challenging problem. Unlike
fluid simulation, which deals with the problem of advancing the current fluid state to the next one
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by time integrating the Navier-Stokes Equation 2.1, a fluid motion planner needs to consider an
entire sequence of fluid states that results in a high-dimensional space of possible control forces.
For example, to generate a 3D fluid animation discretized on a uniform grid at resolution 643 with
60 timesteps, the dimension of the resulting space of control forces can be as high as 108. The
problem of computing the appropriate control force sequence in such a high dimensional space can
be challenging for any gradient-based or gradient-free optimization algorithms. Furthermore, the
iterative computation of the control forces would need many iterations, each of which involves solving
a 2D or 3D fluid simulation problem that can take hours on a desktop system. As a result, solving
the entire optimization can take days or even weeks.
Main Results: We present an efficient optimization-based motion planner for keyframe-based
fluid animations. Our approach exploits the special structure of the Navier-Stokes equation as
discretized on a regular staggered grid. The key idea is to solve the optimization problem by finding
the stationary point of the first order optimality KKT conditions. Unlike prior methods (Treuille
et al. 2003) that only solve for the primal variables, we maintain both the primal and dual variables
(i.e. the Lagrangian multipliers). By maintaining the additional dual variables, we can iteratively
update our solution without requiring it to satisfy the Navier-Stokes equations exactly in each
iteration, thus avoiding repeated fluid simulations. To update the solution efficiently, we present the
Spacetime Full Approximation Scheme (STFAS), which is a spacetime nonlinear multigrid solver.
Our multigrid solver uses a novel spacetime smoothing operator and can converge within a small
number of iterations independent of the grid resolution and the number of timesteps, i.e. with a
complexity of O(N).
3.1 Related Work
Fluid motion planning problems have been well studied in computer graphics and animation. At
a broad level, prior techniques can be classified into Proportional-Derivative (PD) controllers and
optimization-based planners. PD controllers (Fattal and Lischinski 2004; Shi and Yu 2005) guide
the fluid body using additional ghost force terms that are designed based on a distance measure
between the current fluid shape and the keyframe. On the other hand, optimization-based planners
(Treuille et al. 2003; McNamara et al. 2004) formulate the problem as a spacetime optimization over
the space of possible control forces constrained by the fluid governing Equation 2.1. The objective
function of this optimization formulation consists of two terms: The first term requires the fluid
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shape to match the keyframe shape at certain time instances, while the second term requires the
control force magnitudes to be as small as possible. Optimization-based planners are advantageous
over PD controllers in that they search for the control forces with the smallest possible magnitude,
which usually provides smoother keyframe transitions. Works in (Treuille et al. 2003; McNamara
et al. 2004) use a simple gradient-based optimization to search for control forces. Although these
techniques reduce the overhead by constraining the control forces to a small set of force templates, a
fluid simulation problem needs to be solved in each iteration, which is prohibitively costly.
The problem of fluid motion planning falls into the broader topic of content creation for fluid
animations. Apart from motion planning, many other techniques have been developed for creating
new fluid animations, including data-driven methods (Raveendran et al. 2014; B. Kim et al. 2019),
shape-guiding methods (Nielsen and Bridson 2011; Inglis et al. 2017), and sketch-based methods
(Zherong Pan, J. Huang, et al. 2013). These techniques rely on additional inputs, such as example
fluid simulation data, guide shapes, and user sketches, to create new fluid animations. This is
orthogonal to our method that create animations using keyframes.
3.2 Background: Simplified Inviscid Fluid Model
Mathematically, our second problem deals with a simplified dynamic model compared with that
in our first problem (Equation 2.1). We assume that a fluid’s boundary condition does not change
over time. Specifically, we assume that the fluid has only boundaries with static solid obstacles and
does not have boundaries with the air, so that ∂ΩA = ∅ and ∂Ω = ∂ΩC . We also assume that the
fluid is inviscid so that µ = 0. Such a simplified model can faithfully depict the movements of certain
fluids including smoke (Fedkiw, Stam, and Jensen 2001) and fire (Nguyen, Fedkiw, and Jensen 2002).
With all these assumptions, Equation 2.1 simplifies to:
Ω

Du
Dt = u̇ + Adv[u] = q−∇ψ
∇ · u = 0
∂ΩC u = 0,
where Adv is the quadratic advection operator defined as Adv[u] , ∇× u× u. Unlike our first
problem, in which the liquid is controlled via the boundary conditions, we control the fluid by
allowing artists to apply a spatially varying body force field q. Note that q does not correspond to
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any physical forces in the real world and is only used for artistic animation. In addition, the reason
that smoke or fire can be perceived by human eyes is that there are tiny particles moving with the
fluid’s velocity field. The spatially varying densities of these particles can be modeled as a density
field ρ, which moves according to: ρ = A[ρ,u], where A is the passive advection operator defined as
A[ρ,u] , −u · ∇ρ.
This special form of the NS equation allows a fully implicit time integration scheme (Harlow and
Welch 1965):
Ω

ui+1−ui
∆t + Adv[ui+1] = qi −∇ψi+1
∇ · ui+1 = 0.
(3.1)
In addition, we use a special discretization of the operator A as follows:
ρi+1 = A[ρi,ui] , e
A(ui)∆tρi =
∞∑
k=0
∆tk
k!
A(ui)
kρi, (3.2)
where matrix A(ui) is the second order upwinding stencil (Leonard 1979) and we have approximated
the matrix exponential using its Taylor series. When k tends to infinity, this upwinding advection
operator is unconditionally stable since A(ui) is skew-symmetric, so that eA(ui)∆t is an orthogonal
matrix and ‖ρi+1‖1 = ‖ρi‖1. In practice, we truncate k to a finite value. Specifically, we set k
adaptively to be the smallest integer satisfying ∆t
k
k! A(ui)
kρi < ε where we chose ε = 1e−5. Although
this operator is computationally more expensive than the widely used semi-Lagrangian operator,
e.g. in (Fedkiw, Stam, and Jensen 2001), it generates smoother controlled animations with large
timestep size. This is useful when fewer timesteps are used to reduce the runtime cost. In summary,
our state transfer function pi+1 = f(qi,pi) consists of the time implicit discretization of the NS
Equation 3.1 and the advection Equation 3.2, where the state is: pi ,
(
ui ρi
)
3.3 Background: PDE-Constrained Trajectory Optimization
We formulate our problem as a special form of optimization-based motion planning (Equation 2.4)
with a specific objective function. Our objective function is similar to the ones proposed in prior
works (Treuille et al. 2003; McNamara et al. 2004) which matches ρi with a set of keyframes ρ∗i while
minimizing the magnitude of control forces qi. The overall optimization problem can be formulated
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as:
argmin
qi,pi
COBJ ,
1
2
T∑
i=1
ci‖ρi − ρ∗i ‖2 +
r
2
T−1∑
i=1
‖qi‖2
s.t. pi+1 = f(qi,pi) ∀i = 1, · · · , T − 1,
(3.3)
where ci is 1 if there is a keyframe ρ∗i at frame i and 0 otherwise. r is the regularization coefficient
of the control forces.
Works in (Treuille et al. 2003; McNamara et al. 2004) solve this optimization by eliminating the
state transfer function f and plugging it into the objective function. Although this reformulation
simplifies the problem into an unconstrained optimization, their new objective function takes a
much more complex form, which is a long chain of function compositions. To solve Equation 3.3,
works in (Treuille et al. 2003; McNamara et al. 2004) use a general-purpose gradient-based optimizer.
A typical gradient-based optimizer such as the Quasi-Newton method (Byrd et al. 1995) requires
repeated gradient calculation to approximate the Hessian matrix and performs line search to compute
the stepsize. Each such gradient calculation requires a fluid simulation, which becomes the major
bottleneck in their algorithm.
3.4 Overview of Our Approach
To solve Equation 3.3, prior methods require that the motion plan computed during each iteration
should satisfy the NS equations exactly, i.e., is a feasible solution. As a result, each iteration takes
considerable running time. In practice, this requirement can be overly conservative because we only
need to ensure that the final motion plan returned at the end of the algorithm is feasible. Thus, we
can relax the feasibility requirement during the intermediate steps. This is a well-known idea and
has been used by many other numerical optimization algorithms such as the interior point method
(Nocedal and Wright 2006).
We first notice that our objective function is essentially constrained by two kinds of partial
differential equations: Equation 3.2 is governing the time evolution of the density field ρi; and
Equation 3.1 is governing the time evolution of the velocity field ui. We introduce a set of slack
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variables u∗i and reformulate Equation 3.3 into the following equivalent form:
argmin
qi,pi
1
2
T∑
i=1
ci‖ρi − ρ∗i ‖2 +
r
2
T∑
i=1
‖qi‖2 + λTi (ui − u∗i ) +
K
2
T−1∑
i=1
‖ui − u∗i ‖2
s.t.
ui+1 − ui
∆t
+ Adv[ui+1] = qi −∇ψi+1
ρi+1 = A[ρi,u
∗
i ], ∇ · ui = 0,
(3.4)
where we added the augmented Lagrangian term λTi (ui − u∗i ) + K2
∑T−1
i=0 ‖ui − u∗i ‖2. This kind of
optimization can be solved efficiently using the well-known solver of ADMM (Boyd et al. 2011).
Specifically, in each iteration of our algorithm, we first fix ui, ψi and solve for u∗i . This subproblem
is denoted as AO, which is constrained only by Equation 3.2 but not Equation 3.1. We then
fix u∗i and solve for ui, ψi. This subproblem is denoted as NSO, which is constrained only by
Equation 3.1 but not Equation 3.2. The final step is to adjust λi according to the constraint violation
as λi ← λi +Kβ(ui − u∗i ), where β is a constant parameter.
In order to solve AO (Section 3.5), we use a fixed point iteration defined for its KKT conditions.
For NSO (Section 3.6), we update our solution using STFAS to avoid repeated fluid resimulations.
This leads to considerable speedup over prior methods, not only because of the fast convergence
of our multigrid solver, but also because the multigrid solver allows warm-starting so that we can
utilize coherence between consecutive iterations.
3.5 Solving the AO Subproblem
Intuitively, the goal of solving AO is to find a sequence of velocity fields u∗i to advect ρi so that
it matches the keyframes, assuming that these u∗i are temporally uncorrelated. By dropping terms
irrelevant to u∗i from Equation 3.4, we get a concise formulation:
argmin
u∗i
1
2
T∑
i=1
(ρi − ρ∗i )TCi(ρi − ρ∗i ) +
K
2
T−1∑
i=1
‖ui + λi/K − u∗i ‖2
s.t. ρi+1 = A[ρi,u
∗
i ]
∇ · u∗i = 0,
(3.5)
where we can absorb the augmented Lagrangian term λTi (ui − u∗i ) by setting: ui ← ui + λi/K.
Due to the inherent nonlinearity in the advection operator, an AO solver is prone to falling
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into local minima, leading to trivial solutions that minimize the objective function by violating the
incompressibility of the fluid body. We introduce two additional modifications to Equation 3.5 to
avoid these trivial solutions. First, we replace the scalar coefficient ci with a matrix Ci which could
be used to avoid the problem of a zero gradient if the keyframe ρ∗i is far from the given density
field ρi. Similar to (Treuille et al. 2003; Fattal and Lischinski 2004), we use the idea of a Gaussian
Pyramid (Adelson et al. 1984) and take Ci = ciΣkGTkGk to be a series of Gaussian filters Gk with
receding support. Specifically, Gk has a standard deviation of σ(Gk) = 2σ(Gk−1). The Gaussian
Pyramid makes our method almost resolution invariant, since any local error in the density field
will always lead to a non-zero gradient value at every point in the grid domain. We also introduce
additional solenoidal constraints on u∗i . Note that these additional solenoidal constraints do not
alter the optima of Equation 3.4 because ui = u∗i and ui is solenoidal on convergence due to the
NSO subproblem. However, it prevents the optimizer from creating or removing densities in order to
match the keyframe, which is a tempting trivial solution.
We solve Equation 3.5 via a fixed point iteration derived from its KKT conditions. To derive
this system we introduce Lagrangian multipliers µi for each timestpe of the advection equation
ρi+1 = A[ρi,u
∗
i ] and γi for the solenoidal constraints, giving a Lagrangian function:
L = 1
2
T∑
i=1
(ρi − ρ∗i )TCi(ρi − ρ∗i ) +
K
2
T−1∑
i=1
‖ui − u∗i ‖2+
T−1∑
i=1
µTi (ρi+1 −A[ρi,u∗i ]) + γTi ∇ · u∗i .
After taking the derivative of the above Lagrangian against ρi,u∗i (primal variables) and µi, γi (dual
variables), respectively, we get the following set of KKT conditions for 1 ≤ i ≤ T :
µi−1 =
∂A[ρi,u
∗
i ]
∂ρi
T
µi −Ci(ρi − ρ∗i )
u∗i−1 = Q(ui−1 +
∂A[ρi−1,u
∗
i−1]
∂u∗i−1
T
µi−1
K
)
ρi+1 −A[ρi,u∗i ] = 0
∇ · u∗i = 0,
(3.6)
where we set µT = 0 to unify the indices, and we have replaced γi with a solenoidal projection
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Figure 3.2: We tested the fixed point iteration Equation 3.6 using different advection operator
A[•, •] to deform an initially circle-shaped smoke (top left) into the bird icon (bottom left). The AO
subproblem solved using the semi-Lagrangian operator involves lots of popping artifacts (top row).
The upwinding operator in Equation 3.2 does not suffer from such problems (bottom row).
operator Q. This actually defines a fixed point iteration where we can first update ρi in a forward pass
and then update µi,ui in a backward pass. This is closely related to the adjoint method (McNamara
et al. 2004), which also takes a forward-backward form. Unlike (McNamara et al. 2004) which then
solves u∗i using quasi-Newton method, a fixed point iteration is much simpler to implement, and
a general-purpose optimizer is not needed. The most costly step in applying Equation 3.6 is the
operator Q where we use a conventional multigrid Poisson solver (Ruge and Stüben 1987).
A pseudo-code of our solver of the AO subproblem is given in Algorithm 3. We have introduced
two additional strategies to guarantee the convergence of the fixed point iteration. First, we determine
the order of Taylor expansion (k in Equation 3.2) in the forward pass (Line 11) and fix this k value
in the backward pass to ensure that the order of expansion is fixed within each gradient estimation.
Moreover, we introduce a simple line search strategy (Line 14 to Line 28). As a result, it is obvious
that our method to solve Equation 3.6 is a steepest descend algorithm with line search providing
guaranteed monotonic function decreases, from which convergence follows.
Note that, since we do not exploit any structure in the operator A[ρi,u∗i ], basically any advection
operator different from Equation 3.2, such as semi-Lagrangian, could be used as long as its partial
derivatives with respect to ρi,u∗i are available. Empirically, however, Equation 3.2 gives smoother
animations especially when using large timestep. This is because the semi-Lagrangian operator
can jump across multiple cells when performing backtracking, and the density value changes in
these cells are ignored. As a result, the semi-Lagrangian operator suffers from popping artifacts as
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illustrated in Figure 3.2, while our operator (Equation 3.2), being purely grid-based, does not exhibit
such problems. Unlike (Treuille et al. 2003), where these popping artifacts can be alleviated by
constraining control force fields to a small set of force templates, we allow every velocity component
to be controlled. In this case, the use of our new advection operator is recommended.
3.6 Solving NSO Subproblem
Complementary to the AO subproblem, the goal of the NSO subproblem is to enforce the
correlation between ui given the sequence of guiding velocity fields u∗i . The optimization takes the
following form:
argmin
ui
r
2
T−1∑
i=1
‖qi‖2 +
K
2
T−1∑
i=1
‖ui − u∗i ‖2
s.t.
ui+1 − ui
∆t
+ Adv[ui+1] = qi −∇ψi+1
∇ · ui = 0.
(3.7)
This subproblem is the bottleneck of our algorithm, for which a forward-backward adjoint method
similar to Equation 3.6 requires solving the NS equations exactly in the forward pass. To avoid this
costly solve, we update primal as well as dual variables from the previous iteration using a unified
algorithm. To do this, we derive the KKT conditions and assemble them into a set of nonlinear
equations:
f =

K
r (ui − u
∗
i ) +
∂qi
∂ui
T
qi +
∂qi−1
∂ui
T
qi−1 +∇ψ̄i
∇ · ui
ui+1−ui
∆t + Adv[ui+1]− qi +∇ψi+1
∇ · qi

= 0, ∀i (3.8)
where the partial derivatives are ∂qi∂ui = −
I
∆t ,
∂qi−1
∂ui
= I∆t +
∂Adv[ui]
∂ui
, and the additional variable ψ̄i
is the Lagrangian multiplier for the solenoidal constraint: ∇ · ui = 0. We refer readers to (Zherong
Pan and Manocha 2017) for the derivation of Equation 3.8. In summary, we have to solve for the
primal variables qi,ui as well as the dual variables ψi, ψ̄i. Unlike Equation 3.6, however, we do not
differentiate these two sets of variables and solve for them by iteratively bringing the residual f to
zero.
To this end, we develop a FAS, which is a geometric multigrid algorithm designed for solving a
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Figure 3.3: A 2D illustration of FAS. We use semi-coarsening only in the spatial direction (horizontal),
with each finer level doubling the grid resolution. We use trilinear interpolation operators for P,R
and tridiagonal SCGS smoothing for S, which solves the primal variables qi,ui (defined on faces as
short white lines) and dual variables ψi, ψ̄i (defined in cell centers as black dots) associated with one
cell across all the timesteps (vertical) by solving a block tridiagonal system. The solve can be made
parallel by the 8-color tagging in 3D or 4-color tagging in 2D.
nonlinear system of equations as illustrated in Figure 3.3. The multigrid solver is a classical tool
originally used for solving linear systems induced from elliptical PDEs. Recently, the multigrid
solver has also been used for solving nonlinear problems such as PDE-constrained optimization.
For example, Work in (Hinze, Köster, and Turek 2012) used a spacetime multigrid to track and
stabilize the velocity field of incompressible NS flow, and work in (Borzi and Griesse 2005) used
a semi-coarsening multigrid to control a reaction-diffusion flow. The nonlinear multigrid in our
formulation can be considered as a combination of these two approaches: a semi-coarsening multigrid
to control the incompressible NS flow. Given that we want to solve a density tracking problem,
instead of a velocity tracking problem, we use the spatial FAS multigrid as our NSO subproblem
solver. We refer the readers to (Ruge and Stüben 1987) for a detailed introduction and briefly review
the core idea in the following parts.
3.6.1 Full Approximation Scheme
Since Equation 3.8 is valid for all the indices i, we concatenate all the timestep-related variables
and discard subscripts for convenience. A multigrid solver works on a hierarchy of grids in descending
resolutions. In each FAS iteration, it refines the solution
(
u ψ̄ q ψ
)
by reducing the residual
f(u, ψ̄,q, ψ). Since different components of the residual can be reduced most effectively at different
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resolutions, the multigrid solver downsamples the residual to the appropriate resolutions and then
upsamples and combines their solutions. With properly defined operators introduced in this section,
our multigrid algorithm can generally achieve a linear rate of error reduction, which is optimal in
the asymptotic sense.
To adopt this idea to solve Equation 3.8, we introduce a hierarchy of spatial grids (uh, ψ̄h,qh, ψh),
where h is the cell size. We use semi-coarsening in the spatial direction only where every coarser
level doubles the cell size. We denote the coarser level as (u2h, ψ̄2h,q2h, ψ2h), and use the simple
FAS-VCycle(2,2) iteration to solve the nonlinear system of equations: f(u, ψ̄,q, ψ) = res. See
Algorithm 4 for details of the NSO solver.
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Figure 3.4: Convergence history of FAS compared with that of the LBFGS optimizer, running on
two grid resolutions and with a different number of timesteps (denoted as nd/N). FAS achieves a
linear rate of error reduction independent of grid resolution and number of timesteps, as the two
curves overlap.
The fast convergence of the geometric FAS relies on a proper definition of the three application-
dependent operators: R,P and S. The restriction operator R downsamples a fine grid solution to a
coarser level for efficient error reduction, and the prolongation operator P upsamples the coarse grid
solution to correct the fine grid solution. We use simple trilinear interpolation for these two operators
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whether applied on scalar or vector fields. Finally, designing the smoothing operator S is much more
involved. S should, by itself, be a cheap iterative solver for f(u, ψ̄,q, ψ) = res. Compared with
previous works such as (Chentanez and Müller 2011) where multigrid is used for solving the pressure
field ψ only, we are faced with two new challenges. First, since we are solving the primal as well as
dual variables, which gives a saddle point problem, the Hessian matrix is not positive definite in
the spatial domain, so that a Jacobi or Gauss-Seidel (GS) solver does not work. Second, we are not
coarsening in the temporal domain, so the temporal correlation must be considered in the smoothing
operator.
Our solution is to consider the primal and dual variables at the same time using the Symmetric
Coupled Gauss-Seidel (SCGS) smoothing operator (Vanka 1983). SCGS smoothing is a primal-dual
variant of GS. In our case, where all the variables are stored in a staggered grid, SCGS smoothing
considers one cell at a time. It solves the primal variables v, u stored on the 6 cell faces as well as
the dual variables ψ, ψ̄ stored in the cell center at the same time by solving a small 14× 14 linear
problem (10× 10 in 2D). Like red-back-GS smoothing, we can parallelize SCGS smoothing using the
8-color tagging (see Figure 3.3).
The above SCGS solver only considers one timestep at a time. To address the second problem
of temporal correlation, we augment the SCGS solver with the temporal domain. We solve the
14 variables associated with a single cell across all the timesteps at once. Although this involves
solving a large 14T × 14T linear system for each cell, the left hand side of the linear system is a
block tridiagonal matrix so that we can solve the system in O(T ). Indeed, the Jacobian matrix of f
takes the following form:
∂f
∂u, ψ̄,q, ψ
=

K
r I ∇
∂q0
∂u0
T
∇T
∂q0
∂u0
−I ∇ ∂q0∂u1
∇T
∂q0
∂u1
T K
r I ∇
∇T
. . .

, (3.9)
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where the size of each block is 5× 5 in 2D and 7× 7 in 3D. Due to this linear time solvability, the
optimal multigrid performance is still linear in the number of spatial-temporal variables. The average
convergence history for our multigrid solver is compared with a conventional LBFGS algorithm
(McNamara et al. 2004) in Figure 3.4. Our algorithm achieves a stable linear rate of error reduction
independent of both the grid resolution and the number of timesteps.
3.7 ADMM Outer Loop
Equipped with solvers for the two subproblems, we present our ADMM outer loop in Algorithm 5.
We find it very time-consuming for either Equation 3.6 or a quasi-Newton method solving the AO
subproblem to converge to an arbitrarily small residual due to the non-smooth nature of the operator
A[•, •]. Both algorithms decrease the objective function in the first few iterations and then wander
around the optimal solution. In view of this, we run Equation 3.6 (Section 3.5) for a fixed number of
iterations before moving on to the NSO subproblem (Section 3.6) so that each ADMM iteration
has O(ndT ) complexity, where n is the grid resolution, and is linear in the number of spacetime
variables. Finally, our stopping criterion for the NSO subproblem is that the residual ‖f‖∞ < εFAS.
Our stopping criterion for the ADMM outer loop is that the maximal visual difference, the largest
difference of the density field over all the timesteps, generated by two consecutive ADMM iterations
should be smaller than εADMM.
3.8 Results and Analysis
Name Value
∆t 0.4 ∼ 2.0(s)
K 103
r 102∼4
β for updating λi 1
#Equation 3.6 2
εFAS 10
−5
εADMM
ρmax
100
Table 3.1: Parameters.
Parameter Choice: We use the same set of parameters listed in Table 3.1 for all experiments,
where ρmax is the maximal density magnitude at the initial frame. In our experiments, the ADMM
algorithm always converges in fewer than 50 iterations. Further, running only 2 iterations of
Equation 3.6 in each ADMM loop will not deteriorate the performance. In fact, according to the
53
averaged convergence history of the AO subproblem illustrated in Figure 3.5, the fixed point iteration
Equation 3.6 usually converges in the first 4 iterations before it wanders around a local minimum.
After fine tuning, we found that 2 iterations lead to the best overall performance. In this case, the
overhead of solving the AO subproblem is marginal compared with the overhead of solving the
NSO subproblem. Finally, unlike fluid simulation, the performance of spacetime optimization does
not depend on the timestep size due to our robust advection operator (Equation 3.2). When we
increase the timestep size from 0.4(s) to 2(s) for the examples in Figure 3.6 and Figure 3.7, which
is extremely large, our algorithm’s convergence behavior is about the same. Under this setting,
the convergence history of the ADMM outer loop for our first example (Figure 3.1) is illustrated
in Figure 3.5. The convergence history can be decomposed into two stages. In the first stage, the
first term of Equation 3.4 (keyframe shape matching) dominates, the solver gradually evolves the
solution to match the keyframe shape, and the KKT-Residual is not monotonically decreasing. In
the second stage, however, the second term (control force regularization) dominates Equation 3.4
and the KKT-Residual quickly decreases. Since the solutions of consecutive ADMM iterations do not
change much, we have also tried to use just a few SCGS smoothing steps, instead of the entire FAS
Algorithm 4, to approximately solve the NSO subproblem. In practice, we observed this treatment
smoothed out the fluid-like behaviors, when large regularization r is used.
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Figure 3.5: We profile the convergence history of the example Figure 3.1. We plot the logarithm of
relative KKT residual of the optimized velocity field after each ADMM loop (left); and the absolute
residual of the AO subproblem’s KKT conditions after each iteration of Equation 3.6 (right).
Benchmarks: To demonstrate the efficiency and robustness of our algorithm, we used 7
benchmark problems that vary in their grid resolution, number of timesteps, and number of
keyframes. The memory overhead and computational overhead are summarized in Table 3.2. All of
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Example(nd/N) Boundary #ADMM AO(s) NSO(s) Time(hr) Mem(Gb) LBFGS(hr)
Letters ”FLUID”(1282/40, r = 103) Neumann 13 10 60 0.25 0.06 4
Letters ”FLUID”(1282/80, r = 103) Neumann 17 21 142 0.76 0.12 9
Circle Bunny(1282/80, r = 102) Neumann 25 20 130 1.04 0.2 12
Circle Bunny(1282/80, r = 103) Neumann 37 20 220 2.46 0.2 15
Circle Bunny(1282/80, r = 104) Neumann 43 20 218 2.84 0.2 16
Letters ABC(1282/60, r = 104) Neumann 33 16 179 1.78 0.15 14
Sphere Armadillo Bunny(643/40, r = 103) Neumann 17 103 1341 6.81 1.34 N/A
Varying Genus(642 × 32/40, r = 103) Periodic 20 82 840 5.12 0.67 N/A
Human Mocap(642 × 128/60, r = 103) Periodic 5 1437 3534 6.9 4.0 N/A
Moving Sphere(643/60, r = 102) Neumann 17 630 1792 11.43 2.2 N/A
Moving Sphere(643/60, r = 103) Neumann 22 630 1978 15.93 2.2 N/A
Letters ABC 3D(643/150, r = 102) Periodic 20 1512 3220 26.28 5.9 N/A
Table 3.2: Memory and computational overhead for all the benchmarks. From left to right: name of
example (resolution parameters); the spatial boundary condition; number of outer ADMM iterations;
average time spent on each AO subproblem; average time spent on each NSO subproblem; total time
until convergence using our algorithm; memory overhead; total time until convergence using LBFGS.
By comparing the three “Circle Bunny” examples, we can observe that the number of ADMM outer
loops is roughly linear to log10(r). More ADMM outer loops are needed, if more fluid-like behaviors
are desired. From the two examples of the Letters “FLUID” (Line 1 and Line 2), we can observe
that the computational cost of each ADMM outer loop (Avg. AO + Avg. NSO) is roughly linear in
the number of timesteps. This cost is also closely related to the number of keyframes. By comparing
Line 2 and Line 4, we can observe that the Circle Bunny example which involves two keyframes
requires more computation to solve the NSO subproblem.
the results are generated on a desktop PC with an i7-4790 8-core CPU 3.6GHz and 12GB of memory.
We use OpenMP for multithread parallelization.
Our first example is five controlled animations matching a circle to the letters “FLUID”. Compared
with (Treuille et al. 2003), which uses a relatively small set of control force templates to reduce the
search space of control forces, we allow control on every velocity component so that the matching to
keyframe is almost exact. After the keyframe, we remove the control force, and rich smoke details
are generated by pure simulation as illustrated in Figure 3.1. However, in the controlled phase
of Figure 3.1, this example seems “too much controlled”, meaning that most smoke-like behaviors
are lost. This effect has also been noticed in (Treuille et al. 2003). However, unlike their method,
in which the number of templates needs to be carefully tuned to recover such behavior, we can
simply adjust the regularization r in our system to balance matching exactness and the amount of
smoke-like behaviors. In Figure 3.6, we generated three animations with two keyframes: first two
circles and then a bunny, using r = 102,3,4 respectively. These animations are also shown in the
video. Our algorithm is robust to a wide range of parameter choices. But more iterations are needed
for the multigrid to converge for a larger r as shown in Table 3.2. Finally, since we allow every
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Figure 3.6: For this animation, we match the circle (red) first to two smaller circles and then to a
bunny (we show frames 20, 40, 60, 80 from top to bottom). The resolution is 1282/80, and we test
three different values of ghost force regularization r = 102,3,4 (from left to right). More smoke-like
behaviors are generated as we increase r.
velocity component to be optimized, the resulting animation exhibits lots of small-scale details as
indicated in Figure 3.7, which is not possible with the small set of force templates used in (Treuille
et al. 2003).
In addition to these 2D examples, we also tested our algorithm on some 3D benchmarks. Our
first example is shown in Figure 3.8 and runs at a resolution of 643/40. We use two keyframes at
frame 20 and 40, and the overall optimization takes about 7 hours. In our second example, shown in
Figure 3.9, we try to track the smoke with a dense sequence of keyframes from the motion capture
data of a human performing a punch action. Such an example is considered the most widely used
benchmarks for PD-type controllers such as (Shi and Yu 2005). With such strong and dense guidance,
our algorithm converges very quickly, within 5 iterations. Our third example (Figure 3.11) highlights
the effect of regularization coefficient r in 3D. Like our 2D counterpart Figure 3.6, larger r usually
results in more wake flow behind moving smoke objects. Finally, we evaluated our algorithm on a
benchmark with keyframe shapes of varying genera. As illustrated in Figure 3.10, the initial smoke
shape has genus 0, but we use two keyframes, where the smoke shapes have genus 1 and 2. Our
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Figure 3.7: In this example, we deform a sphere into letter “A”, then letter “B” and finally letter
“C”. For such a complex deformation, it is advantageous to allow every velocity component to be
optimized. So that a lot of fine-scale details can be generated as illustrated in the white circles.
Figure 3.8: 3D smoke control example of deforming a sphere first to an armadillo and then to a
bunny. This example runs at the resolution of 643 with 40 timesteps. The optimization can be
accomplished in 7(hr).
algorithm can handle such complex cases.
Comparison with LBFGS: We compared our ADMM-based solver with a gradient-based
quasi-Newton optimizer in solving the original problem (Equation 3.4). Specifically, we use the
LBFGS method (Nocedal and Wright 2006). LBFGS approximates the Hessian using a history of
gradients calculated by past iterations. We set the history size to be 8, which is typical. We use
the same stopping criteria for both LBFGS and our method. Under this setting, we compared the
performance of LBFGS and the ADMM solver on two of our 2D examples: Figure 3.1 and Figure 3.6.
For the example of letter matching in Figure 3.1, LBFGS algorithm takes 4(hr) and 71 iterations
to converge. While for the example of changing regularization in Figure 3.6, LBFGS algorithm
takes 12(hr) and 152 iterations at r = 102, 15(hr) and 170 iterations at r = 103, and 16(hr) and 212
iterations at r = 104. Therefore, our algorithm is approximately an order of magnitude faster than a
typical implementation of LBFGS.
The speedup over the LBFGS optimizer occurs for two reasons. First, we break the problem up
into the AO subproblem and the NSO subproblem, that have sharply different properties. The AO
subproblem is nonsmooth while the NSO subproblem is not. In practice, neither our fixed point
iteration scheme in Equation 3.6 nor the LBFGS algorithm can efficiently solve AO to arbitrarily
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Figure 3.9: We generate the famous example of tracking smoke with a dense sequence of keyframes,
which comes from human motion capture data. Our algorithm converges and generates rich smoke
drags within 5 ADMM iterations.
Figure 3.10: Example of smoke control where the keyframes have varying genera. The initial frame
is a sphere (genus 0). The first keyframe located at frame 20 is a torus (genus 1) and the second
keyframe located at frame 40 is the shape eight (genus 2). The resolution is 642 × 32/40 and the
overall optimization takes 5(hr) with r = 103.
small KKT residual. Without such a decomposition, it takes a very long time to solve the overall
optimization problem by taking a lot of iterations. The second reason is the use of a warm-started
FAS solver for the NSO subproblem. Note that the LBFGS algorithm not only takes more iterations,
but each iteration is also more expensive. This is mainly because of the repeated gradient evaluation
in each LBFGS iteration, where each evaluation runs the adjoint method with a cost equivalent to
two passes of fluid resimulation.
Memory Overhead: Since fluid control problems usually have a high memory overhead, we
derive here an analytical upper bound of the memory consumption M(n, d, T ):
M(n, d, T ) ∼
[
(nd) ∗ (1 + d) ∗ 2 ∗ 2
]
∗
[
1 +
1
2
+
1
4
· · ·
]
∗ T = 8nd(1 + d)T,
where n is the grid resolution, d is the dimension, and T is the number of timesteps. To derive
this bound, note that we can reuse the memory consumed by Algorithm 4 in Algorithm 3, and
Algorithm 4 always consumes more memory than Algorithm 3, so that we only consider the memory
overhead of Algorithm 4. The first term nd ∗ (1 + d) is the number of variables needed for storing
a pair of pressure and velocity fields. This number is doubled because we need to store qi, ψ̄i in
addition to ui, ψi at each timestep. We double it again because we need additional memory for
storing res in FAS. Finally, the power series is due to the hierarchy of grids. At first observation,
this memory overhead is higher than (Treuille et al. 2003; McNamara et al. 2004) since we require
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Figure 3.11: A moving smoke sphere guided by the 3 keyframes (left). We experimented with
r = 103 (top) and r = 104 (bottom). Larger regularization results in more wake flow behind moving
smoke objects. The same effect can be observed in Figure 3.6.
additional memory for storing the dual variables at multiple resolutions. However, due to the
quasi-Newton method involved in their approach, additional memory is needed to store a set of L
gradients to approximate the inverse of the Hessian matrix. L is usually 5 ∼ 10, leading to the
following upper bound:
MLBFGS(n, d, T ) ∼
[
(nd) ∗ (1 + d)
]
∗ L ∗ T = Lnd(1 + d)T.
In our benchmarks, the memory overheads of our ADMM and LBFGS solvers are comparable.
Convergence Analysis: Here we analyze the convergence of our approach and discuss some
modifications towards improved convergence of Algorithm 5. We have applied some of these
modifications for Line 7 and Line 9 of Algorithm 5, which then takes a slightly more complex form.
For our AO solver (Line 7 of Algorithm 5), we observe that it can be difficult for Algorithm 3
to converge to an arbitrarily small KKT residual in each loop of Algorithm 5. As illustrated in
Algorithm 3, one could use a simple strategy that can guarantee function value decreases by blending
a new solution with the previous solution and tuning the blending factor in a way similar to the
line search algorithm. This modification has low computational overhead since one does not need
to apply the costly solenoidal projection operator Q again after the blending, as the sum of two
solenoidal vector fields is still solenoidal. In our benchmarks, this strategy leads to a convergent
algorithm with low overhead, but the error reduction rate after the first few iterations can still be
slow.
The same analysis can also be used for the NSO solver (Line 9 of Algorithm 5). To ensure
convergence of Algorithm 4, we could add a perturbation to the penalty coefficient K in the Hessian
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Figure 3.12: Convergence history of the NSO solver in the Circle Bunny example. When the
regularization coefficient r is extremely large, we have to treat the FAS-VCycle as a subproblem
solver of the LM algorithm and the entire NSO solve requires many more FAS-VCycles.
matrix Equation 3.9. Note that as K → ∞, ui → u∗i . Therefore, this strategy essentially makes
Algorithm 4 the subproblem solver for the LM algorithm (Nocedal and Wright 2006), which in
turn guarantees convergence. As illustrated in Figure 3.12, LM modification can be necessary when
one uses extremely large regularization r, because we observe that the convergence rate decreases
as r increases. In these settings, however, many more FAS-VCycles are needed to solve the NSO
subproblem and the advantage over the LBFGS solver also decreases.
Finally, for the ADMM outer loop (Line 5 of Algorithm 5), state-of-the-art results showing its
convergence rely on strong assumptions of its objective function, such as global convexity. Therefore,
our current implementation of the outer loop is not guaranteed to converge. However, such a
guarantee can be provided by using a standard Augmented Lagrangian solver, instead of the ADMM
solver. Specifically, one can run Algorithm 5 without applying Line 18 until the decrease in function
value is lower than some threshold. Further exploration of this option is left as future work.
3.9 Conclusion and Limitations
In our work, we present a new algorithm for the optimal control of smoke animation. Our
algorithm finds the stationary point of the KKT conditions, solving for both primal and dual
variables. Our key idea is to refine primal as well as dual variables in a warm-started manner,
without requiring them to satisfy the Navier-Stokes equations exactly in each iteration. We tested
our approach on several benchmarks and a wide range of parameter choices. The results show
that our method can robustly find the locally optimal control forces while achieving an order of
magnitude speedup over the gradient-based optimizer, which performs fluid resimulation in each
gradient evaluation.
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On the downside, our method severely relies on the spatial structure and the staggered grid
discretization of the Navier-Stokes equations. This imposes a major restriction to the application
of our techniques. Nevertheless, generalizing our idea to other fluid discretization is still possible.
For example, our method can be used with a fluid solver discretized on a general tetrahedron mesh
such as (Chentanez, Feldman, et al. 2007; Pavlov et al. 2011) since the KKT conditions are invariant
under different discretizations, and the three operators to define STFAS stay valid. On the other
hand, generalizing our method to free-surface flow or to handle internal boundary conditions can be
non-trivial. The distance metric Ci in AO needs to be modified to make it aware of the boundaries,
e.g., Euclidean distances should be replaced with Geodesic distances. However, modifying the NSO
solver to handle the boundaries can be relatively straightforward. This is because our multigrid
formulation is the same as a conventional multigrid formulation in spatial domain, using simple
trilinear prolongation and restriction operators. Therefore, existing works on boundary aware
multigrid such as (Chentanez and Müller 2011) can also be applied to our spacetime formulation.
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Algorithm 3 The Fixed Point Iteration: This is used to solve the AO subproblem. The algorithm
consists of a forward sweep that updates the density fields ρi and a backward sweep that updates µi
and u∗i . Here, we introduce a line-search parameter α to ensure algorithm convergence, where u
∗∗
i
stores the tentative solution.
Input: Initial ui, ρ0, α ∈ (0, 1], and keyframes ρ∗i
Output: Fixed point solution u∗i , µi
1: E ←∞
2: for i = 1, · · · , T − 1 do
3: . Initialization
4: u∗i ← ui
5: u∗∗i ← ui
6: end for
7: while not converged do
8: . Forward pass
9: for i = 1, · · · , T do
10: . Find primal variables ρ
11: Find smallest k such that ∆t
k
k! A(u
∗∗
i−1)
kρi−1 < 1e
−5
12: ρi ← A[ρi−1,u∗∗i−1]
13: end for
14: . Ensure function value decrease
15: Enew ← 12
∑T
i=1 ‖ρi − ρ∗i ‖2Ci +
K
2
∑T−1
i=1 ‖ui − u∗∗i ‖2
16: if Enew < E then
17: E ← Enew
18: for i = 1, · · · , T − 1 do
19: u∗i ← u∗∗i
20: end for
21: increase α
22: else
23: for i = 1, · · · , T − 1 do
24: u∗∗i ← u∗i
25: end for
26: decrease α
27: goto Line 8
28: end if
29: . Backward pass
30: set µT ← 0
31: for i = T, · · · , 2 do
32: . Find dual variables µ
33: µi−1 ←
∂A[ρi,u
∗
i ])
∂ρi
T
µi −Ci(ρi − ρ∗i )
34: . Find primal variables u
35: u∗∗i−1 ← (1− α)u∗i−1 + αQ(ui−1 +
∂A[ρi−1,u∗i−1])
∂u∗i−1
T
µi−1
K )
36: end for
37: end while
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Algorithm 4 FAS VCycle(uh, ψ̄h,qh, ψh, resh): This is used to solve the NSO subproblem. The
algorithm is a standard FAS-VCycle with 2 pre and post smoothing (Line 8, Line 28) and 10 final
smoothing (Line 3).
Input: A tentative solution (uh, ψ̄h,qh, ψh)
Output: Refined solution to f(uh, ψ̄h,qh, ψh) = resh
1: if h is coarsest then
2: . Final smoothing for the coarsest level
3: for k = 1, · · · , 10 do
4: S(uh, ψ̄h,qh, ψh)
5: end for
6: else
7: . Pre smoothing
8: for k = 1, 2 do
9: S(uh, ψ̄h,qh, ψh)
10: end for
11: . Down-sampling
12: for t = u, ψ̄,q, ψ do
13: t2h ← R(th)
14: th ← th −P(t2h)
15: end for
16: . Compute FAS residual by combining:
17: . 1. the solution on coarse resolution
18: . 2. the residual on fine resolution
19: res2h ← f(u2h, ψ̄2h,q2h, ψ2h)
20: res2h ← res2h + R(resh − f(uh, ψ̄h,qh, ψh))
21: . VCycle recursion
22: VCycle(u2h, ψ̄2h,q2h, ψ2h, res2h)
23: . Up-sampling
24: for t = u, ψ̄,q, ψ do
25: th ← th + P(t2h)
26: end for
27: . Post smoothing
28: for k = 1, 2 do
29: S(uh, ψ̄h,qh, ψh)
30: end for
31: end if
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Algorithm 5 ADMM Outer Loop
Input: Parameters K, r, ρ∗i , εSTFAS, εADMM
Output: Optimized velocity fields ui and density fields ρi
1: for i = 0, · · · , N do
2: Set ui ← 0
3: Set ρlasti ← ρi
4: end for
5: while true do
6: . Solve the AO subproblem
7: Run Algorithm 3 for a fixed number of iterations
8: . Solve the NSO subproblem
9: while ‖f(u, ψ̄,q, ψ)‖∞ > εSTFAS do
10: Algorithm 4
11: end while
12: . Stopping criterion
13: if maxi‖ρlasti − ρi‖∞ < εADMM then
14: Return ui, ρi
15: end if
16: for i = 0, · · · , N do
17: Set ρlasti ← ρi
18: . Update augmented Lagrangian multiplier
19: Set λi ← λi +Kβ(ui − u∗i )
20: end for
21: end while
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CHAPTER 4
Motion Planning for Volumetric Elastically Deformable Objects
Our third problem is illustrated in Figure 1.4, where we handle a new kind of dynamic model:
elastically deformable models. Modeling elastically deformable objects is a well-studied problem
in computer graphics and related areas. Early methods such as (Terzopoulos et al. 1987; Müller
and Gross 2004) focus on passive animations using numerical simulations. These techniques are
widely used to generate plausible simulations of clothes (Bridson, Fedkiw, and Anderson 2002),
plants (Barbič and Zhao 2011), human tissues (Chentanez, Ron Alterovitz, et al. 2009), etc. Such
passive animations are frequently used in movies and games to increase the realism. On the other
hand, generating controlled or active deformable object animations (Tan, Turk, and C. K. Liu
2012a; Coros et al. 2012; J. Kim and Pollard 2011) is considered more challenging, especially when a
deformable object’s movements are governed by physics-based constraints. In such cases, additional
control inputs such as keyframes or rest shapes need to be determined based on a deformable
object’s interactions with the environment to generate the animation. This can be computationally
challenging in high-DOF cases. To simplify the problem, previous methods (T. Kim and James
2011; Hahn et al. 2012; Harmon and Zorin 2013; L. Liu et al. 2013; Xu and Barbič 2016) partition
the deformable object’s DOFs into controlled DOFs and uncontrolled DOFs. In practice, prior
techniques specify the trajectories of controlled DOFs using manual keyframes and they use physics-
based simulation algorithms to generate movements corresponding to uncontrolled DOFs, i.e. the
secondary dynamic behaviors. Such techniques are widely used for physical character rigging. In
general, it is difficult to generate controlled deformable object animations without user intervention
or specifications. The animators not only need to manually partition the DOFs into controlled DOFs
and uncontrolled DOFs, but they also need to specify the movements of the controlled DOFs.
Main Results: We present a new method for active deformable object animations. The input
to our method is a volumetric mesh representation of the object, a specification of the environment,
and a high-level objective function that is used to govern the object’s movement. Our algorithm
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can automatically compute active animations of the deformable object and can generate motions
corresponding to walking, jumping, swimming, or rolling, as shown in Figure 1.4. We compute the
animations using a special form of optimization-based motion planner, Equation 2.4, and formulate
the objective function considering dynamic constraints as well as various interactions with the
environment. These include collisions, frictional contact forces, and fluid drag forces. Compared
with keyframe-based methods, we use objective functions to control the animation. In practice, these
objective functions are more general and easier for the user to specify. For example, to generate
walking animation, a user can just specify the target walking speed instead of manually specifying
the walking poses corresponding to different timesteps. Furthermore, our approach can be easily
combined with partial keyframe data to provide more user control.
In addition, we combine our motion planner with DMP, which have been used in robotics (Schaal
2006). DMP improves the performance of our algorithm in terms of avoiding suboptimal solutions.
Furthermore, DMP enables a two-stage animation framework. During the first stage, we compute
the animation trajectories using DMP as a prior. These animations are then tracked and composed
together at realtime using DMP as a controller (Section 4.4).
4.1 Related Work
Active deformable object animation has been used by animators or artists to direct the animation
while satisfying the physics-based constraints. Early works in this area (Grzeszczuk and Terzopoulos
1995) focused on controlling low-DOF swimming animals under fluid forces. More general methods
(Bergou et al. 2007; Barbič, Silva, and J. Popović 2009; Barbič, Sin, and Grinspun 2012; Schulz et al.
2014) allow deformable objects to follow arbitrary user-provided animations by applying external
forces. However, deformable objects in real life, such as worms, snakes, and fishes, can only move
themselves by generating internal forces. To respect this property, (J. Kim and Pollard 2011; Tan,
Turk, and C. K. Liu 2012a; Coros et al. 2012) control virtual deformable objects to follow a given
animation by applying internal forces only. Our work can be considered as complimentary to these
methods. We generate animations that can be used as input to these previous methods, with a
focus on reduced deformable models. Deformable object control methods can also be categorized
based on the underlying user interfaces: (Bergou et al. 2007; Barbič, Silva, and J. Popović 2009;
Barbič, Sin, and Grinspun 2012; Schulz et al. 2014; J. Kim and Pollard 2011) require the user to
specify a set of spacetime keyframes, while (Tan, Turk, and C. K. Liu 2012a; Coros et al. 2012) and
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our approach specify the goals for controlling the animation using objective functions.We further
show that conventional keyframe-based user-interface can be incorporated into our system using
additional objective function terms.
Our method heavily relies on model reduction which is a practical method for fast deformable
object simulations. It is based on the observation that only visually salient deformations need to
be modeled. The earliest reduced model is based on Linear Modal Analysis (LMA) (Pentland and
Williams 1989; K. K. Hauser and Shen 2003), which is only accurate for infinitesimal deformations.
Methods for non-linear and large deformations have been proposed in (Choi and Ko 2005; Barbič and
James 2005; An, T. Kim, and James 2008). In this paper, we use the rotation-strain space dynamic
model (Zherong Pan, Bao, and J. Huang 2015) because it can preserve the key characteristics
of deformable objects with a lower-dimensional configuration space representation. However, our
method can also be used with other reduced dynamic models.
4.1.1 Background: Optimization-Based Motion Planner Using Soft Constrained
We formulate the motion planning problem using a special form of optimization-based method,
Equation 2.4, where all the hard constraints are transformed into soft constraints as following:
argmin
Q,P,fE
CPHYS(Q,P, fE)+CENV(Q,P, fE) + COBJ(Q,P) + CREG(Q), (4.1)
where we have two new terms. We define CPHYS as soft formulation of the hard dynamic constraints
in Equation 2.4. CPHYS also involves collision avoidance terms. In addition, we introduce a set of
standalone variables for external forces fE, and we use a special objective function term, CENV, to
ensure that the external forces applied on the deformable objects, such as the frictional contact
forces, follow physical laws. Formulating fE as a standalone term is a technique introduced in (Posa,
Cantu, and Tedrake 2014; Mordatch, Emanuel Todorov, and Z. Popović 2012), which leads to simpler
formulation of objective functions that are amenable to numerical optimization.
4.1.2 Background: Parameterization of Configuration Spaces
Although our method can work with any parametrization of the deformable object’s configuration
p, different parametrizations result in drastically different computational cost. A straightforward
method is to use volumetric meshes with V vertices
(
v1 · · · vV
)
and define p as all the vertices’
Euclidean coordinates. In this case, the dimension of the configuration space, N , scales linearly with
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the number of vertices and may be several thousands for moderately complex deformable objects.
Using optimization algorithms in such a large search space is only practical for very short animations.
Indeed, (Tan, Turk, and C. K. Liu 2012a; Bergou et al. 2007) used this vertex-based parametrization
for tracking deformable object animation in a frame-by-frame manner, i.e., T = 1.
vj(0)
u
c
w
vj(p)
(a)
(b) (c) (d)
Figure 4.1: The deformable object is represented as a triangle mesh (a). With a deformation
bases set (b), its position is parameterized by local deformation u, a global rigid translation c (c),
and rotation w (d). The Euclidean coordinates of jth vertex vj (blue dot) can be recovered by
transformation function vj(p).
Instead, we represent the configuration of a deformable object using a rigid-coupled reduced
model defined as:
p ,
(
u c w
)T
, (4.2)
where u parametrizes the deformable object’s non-rigid deformations in its local frame of reference.
This is complemented with a rigid transformation in the world coordinates parametrized using a
global translation c and rotation w, as illustrated in Figure 4.1. By using a precomputed dataset of
deformation bases, the dimension of local deformation |u| in Equation 4.2 is usually no more than
20. Moreover, methods such as cubature approximation (An, T. Kim, and James 2008) and Fast
Sandwich Transform (FST) (T. Kim and James 2011) can be used to efficiently recover a vertex
vj ’s Euclidean coordinates using the transformation function vj(p). This transformation function
can take a different form depending on the underlying reduced dynamic models. A widely-known
model is the reduced Saint Venant-Kirchhoff (StVK) (Barbič and James 2005). Instead, we use
the recently proposed RS space dynamic model (Zherong Pan, Bao, and J. Huang 2015) because it
achieves comparable results with a lower-dimensional configuration space, i.e., a smaller |u|. We
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denote the reconstructed Euclidean coordinates representation as:
p̄(p) ,
(
v1(p) v2(p) · · · vV (p)
)T
.
These formulations make it computationally tractable to numerically optimize a complex nonlinear
function C(Q,P). Moreover, Equation 4.2 is very convenient in terms of formulating our objective
functions COBJ. For example, we could use a function in c to direct a deformable object to walk to
a specific position, or a function in w to specify that a deformable object should stay balanced.
4.2 Objective Function Terms
In this section, we present details of the objective function used in Equation 4.1. Throughout
the section, we denote by W• the weighting of term C•. We use superscript for vertex indices and
subscript for timestep indices, unless otherwise specified.
4.2.1 Physics-Based Constraints
The first term CPHYS penalizes any violation of the PDE, and our formulation is similar to prior
work (Barbič, Silva, and J. Popović 2009; Barbič, Sin, and Grinspun 2012). In addition, we also
penalize any self-penetrations or collisions with static obstacles. Altogether, CPHYS is represented as:
CPHYS(Q,P, fE) =
T−1∑
i=2
CEOM(pi−1,pi,pi+1,qi, fE,i) + CCOLL(pi) + CSELF(pi).
Equations of Motion Since pi only represents a deformable object’s position, CEOM models the
dynamic behavior using 3 consecutive frames. One advantage of this formulation is that we can use a
position-based large timestep integrator (Hahn et al. 2012) to formulate our PDE. An implicit-Euler
scheme determines pi+1 from pi−1,pi using the following optimization formulation:
pi+1 = argmin
p
[
A(p)TMA(p)
2∆t2
+ P (p)− qTi u− fTE,ip̄(p)
]
A(p) , p̄(p)− 2p̄(pi) + p̄(pi−1),
where M is the mass matrix constructed from the volumetric mesh of the deformable object using
FEM, qi represents the internal control forces. P is the elastic potential energy, and we model this
energy term using the rotation-strain space linear elastic energy P (p) = uTKu/2, where K is the
isotropic stiffness matrix. Even with an arbitrarily large ∆t, the above time integrator is always
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stable. The term CPDE is simply defined as the norm of gradient:
CEOM =
1
2
∥∥∥∥∥∥∂p̄(pi+1)∂pi+1
T M
∆t2
A(pi+1) +
∂
[
P (pi+1)− qTi ui+1 − fTE,ip̄(pi+1)
]
∂pi+1
∥∥∥∥∥∥
2
. (4.3)
Collision Avoidance Collision handling is regarded as a challenging problem in terms of de-
formable object simulation. In our method, we use two terms to approximately avoid collisions. For
collisions with static obstacles, we formulate an energy term as:
CCOLL(p) =
WCOLL
2
V∑
j=1
min(dist(vj(p)), 0)2, (4.4)
where dist(v) is the signed distance from a vertex’s position to static obstacles, which is negative when
there is penetration and positive otherwise. To evaluate this function for vertices, we precompute a
signed distance field for the static obstacles.
Handling self-collisions is even more challenging. In order to generate animations such as walking
and jumping, many deformable objects have thin structures that function as legs. Successful handling
of self-collisions between such thin structures usually requires Continuous Collision Detection (CCD),
as illustrated in Figure 4.2. We make use of our reduced representation and use an approximate
CCD scheme. Given a configuration p =
(
u c w
)
that has self-penetrations, we first search for
colliding pairs of vertices by reconstructing p̄(pi) from pi and run a conventional discrete collision
detection. As shown in (Barbič and James 2010), considering only vertex-vertex collisions is enough
(a) (b)
Figure 4.2: To resolve collisions between thin components (a), we use approximate continuous
collision handling (b).
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for plausible handling of self-penetrations in reduced-model deformable object animations. Moreover,
we observe that self-penetrations are invariant to the global rigid transformation
(
c w
)
, so we
only look at the local deformation component u of p. Since we already know that the undeformed
configuration, i.e., u = 0, has no self-collisions, we can use a line-search algorithm in u to find the
largest η ∈ (0, 1] such that ηu has no self-collisions. We can then approximate the direction of
separation as:
dab ,
va(ηu)− vb(ηu)
‖va(ηu)− vb(ηu)‖
,
this direction is treated as a fixed vector in each iteration of optimization, i.e. its derivatives are
ignored. Finally, for each pair of vertices va(u) and vb(u) in collision, we add an energy term:
CabSELF(u) , min((v
a(u)− vb(u))Tdab, 0)2,
and CSELF is then defined as:
CSELF(u) =
WSELF
2
V∑
a=1
V∑
b=1
CabSELF(u)I
ab, (4.5)
where the last Iab is an indicator of whether va(p) and vb(p) are in collision.
4.2.2 Environmental Force Model
Since we allow only internal forces q as the control input, a deformable object must make use of
external environmental forces fE to move around. We consider two kinds of environmental forces:
frictional contact forces and fluid drag forces. The frictional contact forces are used for generating
contact-rich animations such as walking, balancing, rolling or jumping. The fluid drag forces are
used for underwater swimming.
Frictional Contact Force Model To model the frictional contact forces, we use Contact Invariant
Optimization (CIO) (Mordatch, Emanuel Todorov, and Z. Popović 2012; Mordatch, J. M. Wang,
et al. 2013) and leave external forces fE as an additional optimizable variable. However, fE must
satisfy two additional constraints. First, the contact force on vertex vj , f jE should lie inside the
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frictional cone, we have:
‖f jE,i‖‖ ≤ µf
j
E,i⊥
, (4.6)
where ‖ and ⊥ are the tangent and normal component of the contact force, respectively, and µ is the
frictional coefficient. The big advantage of CIO is that it allows the optimizer to jointly search for
both contact forces and contact points by introducing the so-called contact-integrity term defined as:
CENV(pi,pi−1, f
j
E,i) = WENV
T∑
i=2
V∑
j=1
(‖dist(vj(pi))‖2 + ‖(vj(pi)− vj(pi−1))‖‖2)‖f
j
E,i‖
2. (4.7)
This term essentially encourages every external force fE to have maximal velocity dissipation and
every contact point to stay on the contact manifold. In this work, we use a slightly different
formulation from (Mordatch, J. M. Wang, et al. 2013) and use a quadratic penalty for fE. In this
way, the objective function C(Q,P) becomes a quadratic function when we are optimizing only
with respect to fE. Together with Equation 4.6, we can find the optimal fE, given P, by solving a
Quadratically Constrained Quadratic Programming (QCQP) problem. In Equation 4.7, the function
dist(•) returns the closest distance to the environmental obstacles. We compute this efficiently by
precomputing a distance field for the environment and we then use a smoothing algorithm (Calakli
and Taubin 2011) so that dist(•) is C1-continuous.
Fluid Drag Force Model The fluid drag forces, fE,i, are not free variables but functions of
pi,pi−1. (Yuksel, House, and Keyser 2007) used a quadratic drag force model, which is defined as a
summation of forces on each triangular surface patch
(
va vb vc
)
. Similar to the case with elastic
energy, this quadratic drag force model has a corresponding potential energy defined follows:
fTE,ip̄ = f
T
E,i(pi+1,pi)p̄(pi+1) = WDRAG
∑
va,b,c
PDRAGabc
PDRAGabc (pi,pi+1) , max(n
T
abcUabc, 0)U
T
abcBabc(pi+1),
(4.8)
where we have also approximated the surface patch force as a point force on the barycenter Babc.
Here nabc is the area-weighted normal and Uabc(pi+1,pi) is the barycenter’s relative velocity against
fluid, as illustrated in Figure 4.3. Note that Equation 4.8 only takes effect when a surface patch is
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moving towards the fluid environment. However, Equation 4.8 cannot be used by a gradient-based
numerical optimizer because the gradient is discontinuous. We propose a continuous model by a
slight modification:
PDRAGabc (pi,pi+1) , max(n
T
abcUabc, 0)
2n
T
abcBabc(pi+1)
‖nabc‖2 + ε
,
which is C1-continuous, and we set ε = 10−6 to avoid degeneracy. This new model only relates drag
forces with the normal component of the relative velocity. Since no other constraints or conditions
are imposed on fE, we define CENV = 0 for the fluid drag model.
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‖U⊥‖
(a) (b) (c)
Figure 4.3: Fluid drag force is applied on each surface patch (va,vb,vc). The force strength
depends on the surface normal n and relative velocity U (a). We also plot the force strength with
respect to tangential relative velocity U‖ and normal relative velocity U⊥. Our new formulation is
C1-continuous (b), while the original formulation has a discontinuous gradient (c), especially when
the relative velocity is almost tangential (shown with a red box).
4.2.3 Controller Parametrization and Shuffle Avoidance
The two terms, CPHYS, CENV, cannot uniquely determine an animation. Therefore, we add two
terms that model the prior knowledge in plausible character animations: controller parametrization
and shuffle avoidance.
Periodic and Temporal Smoothness First, we notice that for several kinds of animations,
including walking, swimming, and rolling, the deformable object should move in a periodic manner.
Moreover, the desired animation is temporally smooth. To respect this property, we use a general
representation: DMP (Schaal 2006) to parameterize the control inputs. DMP is a special open-loop
controller parametrization that can represent controllers for many complex problems including tennis
playing and walking. DMP is capable of representing both periodic and non-periodic trajectories.
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Figure 4.4: A letter T jumping forward. With DMP regularization term CDMP, its center of mass
(blue) traces out a periodic trajectory.
Algorithm 6 Algorithm to update WDMP.
1: Evaluate A←
∑T−1
i=2 CEOM(pi−1,pi,pi+1,qi, fE,i)
2: Evaluate B ←
∑T−1
i=2
∑|ui|
j=1 ‖q
j
i −DMP(i∆t,Wj)‖2
3: if B > 0.1A then . Control input does not match DMP
4: WDMP ← 2.1WDMP . Enforce better match
5: end if
6: if B < 0.01A then . Control input matches DMP
7: WDMP ← 0.5WDMP . Allow more animation explorations
8: end if
The latter is useful, e.g., for jumping animations. A periodic DMP controller is defined as:
DMPp(t,W) =
N∑
n=1
αnexp(β
2
ncos(τt− µn)), (4.9)
and a non-periodic DMP controller is defined as:
DMPnp(t,W) =
N∑
n=1
αnexp(−(βnt− µn)2)t. (4.10)
Note that DMP can be considered a special kind of one-input-one-output neural network using
exp() and cos() as the activation function, where N is the number of neurons in each layer and
the neural-net weights are W , (αn, βn, µn, τ). In practice, we need one DMP function for each
deformable component of qi so that the total number of additional variables to be determined is
|W|×|u|. We denote the DMP for the jth component of qi using superscript j. In order to guide the
optimizer to look for control inputs that can be represented using DMP, we introduce an additional
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energy term:
CDMP(qi) =
WDMP
2
|ui|∑
j=1
‖qji −DMPp/np(i∆t,Wj)‖
2. (4.11)
We simultaneously optimize Q and Wj . We also adaptively adjust the weighting of this term
so that CDMP is almost zero after the iterative algorithm converges. As a result, the output of
function DMPp/np matches the required internal control forces q
j
i exactly and DMPp/np can be
used as an open-loop controller after spacetime optimization. To achieve such exact match between
qji and DMPp/np, we use a simple adaptive penalty method (Boyd et al. 2011). Specifically, we
use Algorithm 6 to adjust WDMP after every iteration of optimization. Our scheme allows the
optimizer to quickly explore the space of new animations, while keeping ‖qji − DMP(i∆t,Wj)‖2
small. Figure 4.4 illustrates the effect of this heuristic term.
(a)
(b)
Figure 4.5: Frames highlighting the dragon walking trajectory using our approach. In the result
without CSHUFFLE (a), the dragon’s foot is always in close proximity to the floor plane (blue). The
artifact is mitigated using CSHUFFLE (b). We also observe more secondary dynamic behaviors in (b),
e.g., around the tail (green).
Shuffle Avoidance As observed in (Mordatch, J. M. Wang, et al. 2013), another artifact due to
the lack of internal actuation structure is the shuffling movement across the contact manifold. This
implies that the contact points are always in close proximity to the solid boundary. To mitigate this
artifact, we introduce an additional hint term CSHUFFLE defined as:
CSHUFFLE(pi,pi−1) = WSHUFFLE
V∑
j=1
‖(vj(pi)− vj(pi−1))‖‖2exp(−γdist(vj(pi))), (4.12)
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Example LBFGS(s) Hybrid(s)
2D Crawling 1534 18
2D Rolling 823 12
Table 4.1: Performance of LBFGS and our hybrid solver on two examples: 2D worm crawling and
2D ball rolling. Our approach is significantly faster.
where γ is the distance attenuation coefficient. For each vertex vj , we penalize its tangential velocity
attenuated by its distance from static obstacles. In this way, the shuffling artifact is removed by
asking a walker to lift its legs before moving forward. The effect of this hint term is illustrated in
Figure 4.5. We combine the above two hints and Tikhonov regularization, giving:
CHINT(Q,P) =
T−1∑
i=2
[
WREG
2
‖qi‖2 + CSHUFFLE(pi,pi−1) + CDMP(qi)
]
. (4.13)
4.3 SpaceTime Optimization
In this section, we present our efficient, hybrid optimizer to minimize the objective function:
argmin
P,Q,fE,W
C(P,Q, fE,W), (4.14)
where different subproblem solvers are used for minimizing with respect to each of the 4 free variables:
P,Q, fE,W . As a special case, fE is not a free variable for swimming animations using our fluid drag
model. Without loss of generality, we consider Equation 4.14 for presentation. Since the objective
function is C1-continuous, our first attempt was to use an off-the-shelf implementation of the LBFGS
algorithm (Byrd et al. 1995). However, we found out that even for small problems, having very
small |u| and T , it takes a large number of iterations to converge. Instead, we present a novel hybrid
optimization algorithm that converges in much fewer iterations.
4.3.1 Hybrid Optimizer
To accelerate the rate of convergence, we first notice that Q appears only in CEOM, and CDMP
as a quadratic function. Therefore, we can solve for Q analytically and eliminate it. We further
observe that the other three sets of variables (P, fE,W) appear in the objective function with special
structures. The DMP weight vector W appears only in CDMP and optimizing W amounts to a
small neural-network training problem for which LBFGS is the most effective. The external force
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fE is a quadratic function in both CEOM and CENV, and fE,i for each timestep i is separable and
can be solved in parallel. Together with constraint Equation 4.6, finding the optimal fE amounts
to solving a QCQP problem, for which special solvers are known. For example, we use a primal
interior-point method (E. Todorov 2011). We found that solving QCQP is faster than solving
Quadratic Programming (QP) with a linearized frictional model because it requires fewer constraints
and makes use of coherence in the intermediate solutions between the consecutive iterations by
allowing warm-starting. We can update these variables W, fE, and P in an alternative manner.
Finally, for trajectory P itself, LBFGS can still be used, but we found that LBFGS does not use
gradient information effectively. A large number of gradient evaluations are performed inside the
line-search scheme and LBFGS usually chooses a conservative step size. Therefore, we choose the
LM method for updating P. The outline of our method is given in Algorithm 7. Table 4.1 shows a
comparison between our solver and LBFGS on two small 2D problems.
4.3.2 Efficient Function Evaluation
The costliest step in our algorithm is the evaluation of the function values, including the gradient
and approximate hessian. We combine several techniques to accelerate these evaluations. First, we
notice that vj(pi), the recovered vertex j’s Euclidean coordinates from reduced representation at
timestep i, appears in almost every objective term. Moreover, these values are independent of each
other. Therefore, we can compute and store vj(pi), ∂v
j
∂pi
, ∂
2vj
∂pi2
for all 1 ≤ i ≤ T and 1 ≤ j ≤ V in
parallel, before each evaluation. Therefore, the overhead of these computations is independent of the
number of vertices V . We also utilize this information to assemble the hessian. This assembly step
can be a computational bottleneck because we have to evaluate the summations over all the vertices
that appear in the physics violation term CEOM, in the collision avoidance term CCOLL,SELF, in the
environmental force term CENV, and finally in the shuffle avoidance term CSHUFFLE.
Accelerating the Assembly of CCOLL,SELF For collision avoidance terms, only very few vertices
will contribute non-zero values to the objective function. Therefore, we use a bounding volume
hierarchy (James and Pai 2004) to update the non-zero terms. This data-structure can be updated
solely using reduced representation |p|, and the update for different timesteps can be performed in
parallel.
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Accelerating the Assembly of CENV,SHUFFLE In the previous section, we used cubature
approximation to accelerate the fluid drag forces. For frictional contact forces, however, all the vertices
in close proximity to the static obstacles will contribute non-zero values to CENV and CSHUFFLE. Since
these vertices cannot be determined during the precomputation stage, we dynamically update them.
Specifically, we remove vertex vj(pi) from CENV if dist(vj(pi)) > ε1 and ‖f jE,i‖ < ε2maxi,j ‖f
j
E,i‖.
After CENV is updated, we update CSHUFFLE accordingly, since CSHUFFLE is also very small for
vertices that are far from the static obstacles. These updates can be accelerated using a bounding
volume hierarchy.
(a) (b) (c)
Figure 4.6: For the spider (top) and fish (bottom) models (a), we visualize the kinetic cubatures
(b) and surface patch cubatures (c). In both cases, only a small fraction of elements need to be
considered for the summation. This fraction is 12% for the spider and 0.7% for the fish model.
Accelerating the Assembly of CEOM Works in (An, T. Kim, and James 2008; Barbič and James
2005) have addressed the problem of accelerating the assembly of CEOM. Specifically, summation
over all vertices appears in two places of CEOM highlighted below:
∂p̄(pi+1)
∂pi+1
T M
∆t2
A(pi+1) +
∂
[
P (pi+1)− qTi ui+1 − f
T
E,ip̄(pi+1)
]
∂pi+1
.
We use the cubature approximation (An, T. Kim, and James 2008) to accelerate these two terms.
The blue part above corresponds to the kinetic cubature used in (Zherong Pan, Bao, and J. Huang
2015). The red part above corresponds to the fluid drag force, which is a summation over all the
78
surface patches. Cubature approximation assumes that:
fTE,i(pi+1,pi)p̄(pi+1) = WDRAG
∑
va,b,c
PDRAGabc ≈
∑
va,b,c∈T
WabcP
DRAG
abc ,
i.e., the sum over all surface patches can be approximated using the weighted sum of a selected set
of surface patches T . As illustrated in Figure 4.6, this greatly reduces the computational overhead.
The set T and weights Wabc are computed via dictionary learning. Specifically, we first construct
a dataset of D exemplary deformations {p1,p2, · · · ,pD} according to Gaussian distribution as
described as in (An, T. Kim, and James 2008). Then for each pair of pi,pi+1, we compute the
groundtruth fluid drag force. The problem of finding T and Wabc is formulated as the following
sparse coding problem:
argmin
Wabc
‖Wabc‖0 +
D−1∑
i=1
‖
∑
va,b,c
∂
[
WDRAGP
DRAG
abc −WabcPDRAGabc
]
∂pi+1
‖2
s.t.Wabc ≥ 0,
(4.15)
which is solved using iteratively reweighted Lasso optimization as in (Zherong Pan, Bao, and J.
Huang 2015). We take partial derivative in Equation 4.15 so that we are measuring error in drag
force ∂P
DRAG
abc
∂p , instead of the corresponding potential energy P
DRAG
abc . Finally, T consists of all surface
patches with non-zero Wabc.
4.3.3 Robustness to Suboptimal Solutions
It is well-known that spacetime optimization is prone to bad local minima leading to suboptimal
solutions, except for simple cases (Barbič, Sin, and Grinspun 2012). In our algorithm, there are two
energy terms that can result in the computation of bad local minima. One is the contact integrity
term, CENV, which models the non-smoothness of frictional contacts. The other one is CDMP, which
models the trajectory smoothness and periodic movements.
In terms of CDMP, previous methods (Schaal 2006; Rückert and D’Avella 2013) use sampling-
based methods to search for the global optimum. Since we only use a gradient-based local optimizer,
CDMP could result in the computation of a bad local minima. Indeed, we found that our optimizer
can have difficulty in terms of finding good DMP parameters W. At a local minima, several DMP
neurons usually have same values of (αn, βn, µn), values in Equation 4.9 or Equation 4.10, meaning
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that we are wasting parameters. In addition, we found that the period parameter τ can get stuck in
a local minima very close to our initial guess. In this section, we introduce some simple modifications
to overcome these problems.
Figure 4.7: When user sets a target point (green) too far away (5 meters to the right) and uses very
few timesteps (20 in this case), the Letter T chooses to lean itself too much to recover from falling
down.
We first initialize the phase shift uniformly in the phase space, i.e., µn = 2πn/N , and we initialize
αn, βn to very small random values. To avoid the period parameter τ falling into a bad local minima,
we use multiple initial guess for τ and run an LBFGS optimization from each initial guess in Line 25
of Algorithm 7. In our experiments, we set 2π/τ = 0.2, 0.4, · · · , 5(s) and run LBFGS 25 times very
10 iterations to avoid bad local minima. After that, we get 25 candidate DMP parameters, W, and
we choose the candidate leading to the smallest CDMP. Such multiple LBFGS optimizations will
result in additional computational overhead during the first few iterations of optimization. As the
optimizer gets closer to a local minima, τ will converge to a same local minima for several candidates
of DMP parameters, and we can merge these candidates into one. In addition, if a certain candidate
is never chosen as the best during the last 100 iterations, we remove this candidate from further
consideration. In practice, we have only 2− 3 remaining candidates after 500 iterations.
The approach highlighted above greatly increases the chances that our optimization algorithm
computes a good local minima without significant computational overhead. This is because periodic
DMP formulation (Equation 4.9) is guiding the whole trajectory to follow a same gait. When our
optimization algorithm finds a useful gait, this information is quickly encoded into the DMP controller
and reused to compute the entire trajectory using the CDMP formulation. In order to highlight this
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feature, we show two swimming trajectories computed using our optimization algorithm. In order
to compute the trajectory shown in Figure 4.8 (a), we initialize the spider pose to u = c = w = 0
at all timesteps. While to generate Figure 4.8 (b), we initialize the spider to a different random
pose at every timestep. Moreover, the convergence history of these two optimization schemes are
plotted in Figure 4.9. Our optimizer converges to two different but almost equally effective swimming
gaits with very small objective function values. This means that although there are numerous local
minima, most of them leads to plausible animations. However, bad local minima can still happen
especially in contact-rich animations and we illustrate one such failure case in Figure 4.7.
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Figure 4.8: We show two swimming trajectories optimized using static initialization (a) and random
initialization (b). For both trajectories, we plot the locus of the deformable object’s center of mass
(white curve) and the magnitude of control forces in (c,d). The goal is to move 5 meters to the left
after 10 seconds. Our optimizer finds two different but almost equally effective gaits.
4.4 Results and Evaluations
In this section, we highlight the results on complex benchmarks.
Parameter Choices: We use an identical set of parameters listed in Table 4.2 for all the
benchmarks. The coefficient of the physics violation term is 1. Some parameters are related to l,
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Figure 4.9: We plot the convergence history using static initialization (a) and random initialization
(b). Both optimizations reduce the objective function to less than 1% of the original value. This plot
shows that many local minima of our objective function leads to plausible animations. There are
some jittering during the optimization. This is because the adaptive penalty method (Algorithm 6)
is adjusting WDMP.
Name Value
WCOLL (Equation 4.4) 102
WSELF (Equation 4.5) 102
µ (Equation 4.6) 0.7
WENV (Equation 4.7) 101/l2
WDRAG (Equation 4.8) 103
N (Equation 4.9, 4.10) 5
WDMP (Equation 4.11) dynamic
WSHUFFLE (Equation 4.12) 10−1
γ (Equation 4.12) log(10)/l
Name Value
WREG (Equation 4.13) 10−3
ε1 (Section 4.3.2) 3l
ε2 (Section 4.3.2) 0.01
D (Equation 4.15) 1000
∆t 0.05s
Young’s modulus 105Pa
Poisson’s ratio 0.48
Mass density ρ 1kg/m3
Gravity 9.81m/s2
Table 4.2: Parameters.
which is the average element size. If a deformable object has volume vol and is discretized using P
FEM elements, then l = (vol/P )1/3. An exception is the coefficient for CDMP, which is adaptively
adjusted within the optimization algorithm.
Benchmarks: We implemented our method in C++ and tested it on many benchmarks using
a desktop machine with dual E5-2670 12-core CPU 2.1GHz and 12GB of memory. Given only a
volumetric mesh and a definition of the environment, we first precompute the reduced dynamic
model using (Zherong Pan, Bao, and J. Huang 2015). We also precompute the surface cubatures
to approximate the fluid drag forces. We use OpenMP to parallelize the function and gradient
evaluations and run at most 10000 iterations of optimizations or stop early, if the relative error of
‖∂C(P)∂P ‖ is smaller than 10
−3. The setup and computational cost in each benchmark is summarized
in Table 4.3 and analyzed below.
Fish Swimming: Fishes are the simplest deformable objects and can be used for testing the
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Example V/P |u| Pre./PreSF.(min) T/#P Opt.(hr) App.
Fish Swimming (Fig.4.10a) 2118/7812 5 0.8/0.1 200/3 1.7 DMP
Spider Swimming (Fig.4.10b) 1054/4033 10 1.2/0.3 200/3 2.5 DMP
Spider Walking (Fig.4.11) 1054/4033 10 1.2/ 200/4 5.2 FB
Dragon Walking (Fig.4.5) 929/1854 10 1.3/ 200/1 2.2 None
Letter T Walking (Fig.4.4) 1523/3042 15 1.1/ 200/4 4.5 FB
Beam Jumping (Fig.4.12) 1024/640 10 1.1/ 100/1 1.1 None
Cross Rolling (Fig.4.14) 623/1499 10 1.3/ 200/1 2.1 None
Dinosaur Walking (Fig.4.16) 1493/5249 15 0.9/ 200/1 1.9 None
Table 4.3: Benchmark setup and computational overhead. From left to right, number of vertices
V /number of FEM elements P , DOFs of local deformation |u|, precomputation time for building
reduced dynamic model/computing surface patch cubatures, number of frames/number of trajectories,
time spent on optimization, and the supported application: DMP means we use DMP as open-loop
controller to control realtime forward simulation, FB means that we use feedback controller to track
the animation (both of these are realtime).
performance of our method. As illustrated in Figure 1.4, a fish swims by simply swinging its body,
so we use a reduced configuration space of small DOFs: |u| = 5, i.e., |p| = 11. Under this setting,
we command the fish to swim straight forward in a gravityless environment using the following
objective:
CMOVEOBJ (P) = W
MOVE
OBJ
T∑
k=2
‖ck+1 − ck − exp(wk+1)vc∆t‖2/2, (4.16)
where exp(wk+1) transforms the velocity to a global frame of reference and vc is the target swimming
speed in a local frame of reference. In addition, we add a balance energy to encourage fixed orientation:
CBALOBJ (P,d) = W
BAL
OBJ
T∑
k=2
‖exp(wk)d− d‖2/2, (4.17)
where d is the balance direction. Here we use d = g, the unit gravitational direction. We can even
navigate the fish to an arbitrary 3D point by optimizing 3 trajectories: swimming forward, swimming
left, and swimming right. For swimming left and right, we add the following objective functions in
addition to Equation 4.16:
CTURNOBJ (P,d) = W
TURN
OBJ
T∑
k=2
‖exp(wk+1)− exp(θd∆t)exp(wk)‖2/2, (4.18)
where θ is the target rotating speed, we use d = g again. After the optimization, the DMP function
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can be used as an open-loop controller to generate controlled forward simulations at real-time
framerate. In Figure 4.10a, we wrap our forward simulator into a sampling-based motion planner,
RRT* (Karaman and Frazzoli 2011), to navigate the fish to look for food plants.
(a) (b)
Figure 4.10: We use RRT* to navigate physical swimming characters, the fish (a) and the spider
(b), to look for food plants (green). The white line is the locus of the deformable object’s center of
mass computed using RRT*.
Spider Swimming: We also evaluated our approach on a more complex model: a four-legged
spider. More degrees of freedom are used to allow each leg to move independently, so we use more
DOFs: |u| = 10, i.e., |p| = 16. Again, we optimize to generate 3 trajectories with the same τ and µn
for all trajectories. However, for the first trajectory we set vc = 1, θ = 0, and for the other two we
set vc = 0, θ = ±1 so that the spider cannot turn itself around while swimming forward. This gives
very different gaits for turning and swimming forward. We again use DMP to drive the realtime
forward simulator and wrap it into a motion planner, as illustrated in Figure 4.10b.
Spider Walking: To analyze the walking animation, we use the same spider model and objective
Equation 4.16 but replace the fluid drag force model with the frictional contact force model. However,
we observe that this optimization takes approximately twice as many iterations to converge due
to the contact-integrity term CENV and the shuffle avoidance term CSHUFFLE. In Figure 4.11, we
illustrate the walking gaits for two kinds of environments.
Similar to swimming, we allow a user to navigate the spider on the ground by optimizing 4
trajectories: walking left, right, backward, and forward, where the objective function is Equation 4.18
with corresponding vc. We then use a feedback controller similar to (Tan, Turk, and C. K. Liu
2012a) to drive forward simulator. Specifically, we optimize C(P) over one timestep (T = 3) with
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(a) (b)
Figure 4.11: The spider walking on planar ground (a) and V-shaped ground (b).
the objective function:
CTRACKOBJ (P) = W
TRACK
OBJ (p̄(p2)− p̄(p∗))TM(p̄(p2)− p̄(p∗))/2, (4.19)
where p∗ is the configuration of the tracked trajectory. Due to the efficiency of reduced representation,
such short-horizon optimization can be solved at realtime framerates.
Letter T Walking: A more challenging example is Letter T walking, as illustrated in Figure 4.4.
This model has no static stability, so it must keep jumping to move around. Again, we first optimize
4 trajectories and then track these trajectories at realtime to navigate the character.
Beam Jumping: Jumping is an essential component in many animations. To generate these
animations, we use the following objective function:
CJUMPOBJ (P) = W
JUMP
OBJ
[
‖gT cT/2 − h‖2/2 + ‖(I− ggT )(cT/2 − cT/2−1 − exp(wT/2)vc∆t)‖2/2
]
, (4.20)
where the first term specifies the target altitude and the second term specifies the target horizontal
velocity vc so that the character can jump forward. Using different h and vc, we generate a series of
results in Figure 4.12 and Figure 4.13 for a small beam, where the beam exhibits huge and varied
deformations.
Cross Rolling: As illustrated in Figure 4.14b, we generate a rolling animation for a cross-shaped
deformable body by combining the objective functions given in Equation 4.17 and Equation 4.18.
4.4.1 Combining our Algorithm with Partial Keyframe Data
Although our main contribution is a control framework that does not require keyframes, we
can easily take keyframes into consideration to provide more flexibility to a user. These keyframes
can either be specified fully or partially. A full keyframe specifies a target position for each of the
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(a) (b) (c)
Figure 4.12: Different frames during a beam jumping with different target altitudes (yellow arrow);
(a): h = 2, (b): h = 3, and (c): h = 4.
(a) (b) (c)
Figure 4.13: Different frames during a beam jumping forward with different target distance (yellow
arrow); (a): ‖vc‖ = 2, (b): ‖vc‖ = 2.5, and (c): ‖vc‖ = 3 (the target altitude h = 3).
V vertices, while a partial keyframe only specifies a target position for a subset of vertices on the
deformable body. For example, in Figure 4.16a, we show a dinosaur walking on the ground with its
head swinging periodically to the left and right. The dinosaur’s head is guided by a set of M partial
keyframes illustrated in Figure 4.16b. The keyframes only specify the head and torso poses and we
leave the leg poses to be determined by other objective function terms. We denote these keyframes
as uKEY1 , · · · ,uKEYM specified at timesteps t1, · · · , tM . Note that these keyframes only specify the
dinosaur’s deformable poses u and do not affect the global transformation
(
c w
)
. The keyframe
guiding is achieved using an additional objective function:
CKEYOBJ (P) = W
KEY
OBJ
M∑
i=1
‖I(p(uKEYi )− p(uti))‖2/2, (4.21)
where I is an importance-weighting matrix allowing the users to specify partial keyframes. In our
example, I is a diagonal matrix with diagonal value 1 around the head and torso (788 vertices) and
0 elsewhere.
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(b)
(a)
Figure 4.14: (a): An X-shaped deformable body walking by rolling. (b): The rest shape.
(c)
(b)
(a)
Figure 4.15: To compute the navigation path for the spider, we optimize 3 trajectories: swimming
forward (a), turning left (b), and turning right (c) (the timestep index increases along the arrow,
and the white bodies mark the most deformed configurations). These differences in the gaits can be
represented by different DMP parameters αn and βn only.
4.5 Conclusion and Limitations
We present a method to automatically generate active animations of reduced deformable bodies,
where the user provides a high-level objective and the animation is generated automatically using
spacetime optimization. We take into account physics constraints, environmental forces in terms of
CIO and fluid drag models, and DMP-based controller parametrization, so that the local minima
of our objective function corresponds to a plausible animation. By evaluating objective functions
and function gradients in a subspace, the optimization can be accomplished within several hours
on a single desktop machine. Although optimization is offline, the results can be used to generate
animations at realtime rates. For swimming animations, the optimized DMPs can be used as a
controller for forward simulation. Unfortunately, DMP cannot be used as controllers for contact-rich
animations. Since DMP is not a feedback controller, model discrepancy can quickly accumulate,
leading to failures such as falling. In these cases, DMP is just used as a periodic and smoothness
prior.
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(a)
(c)(b)
Figure 4.16: We show a walking dinosaur guided by both our high-level objectives and user-specified
keyframes in (a) so that its head is looking around, and the upper-body partial keyframes are
illustrated in (b,c). Each of these keyframes contains 788 of the 1493 vertices.
Our approach has some limitations. First, our method inherits all the limitations of the underlying
reduced model. For example, current reduced model (Zherong Pan, Bao, and J. Huang 2015) cannot
work with user specified skeletons. Working with skeletons is a desirable feature in terms of modelling
some animal-like deformable bodies, such as the fish, where deformable tissues are covering skeletal
bones. In addition, although our method requires no keyframes or user designs, we still ask the
users to choose the form of objective functions and their parameters. Moreover, our optimizer
may get stuck in a bad local minima due to insufficient DOFs of the reduced configuration space,
a sub-optimal bases set, or an inappropriate settings of the weights. Furthermore, the inherent
limitations of CIO term (Mordatch, J. M. Wang, et al. 2013) for contact modeling and the fluid drag
model can also affect our results. For example, we cannot have a deformable body bouncing off the
ground since the CIO term only models inelastic contacts. CIO also allows inexact contacts to occur
anywhere in the air, not only on the ground. Finally, like all the optimization-based motion planners,
the performance of our method is still governed by a large set of parameters. Some parameters, such
as the number of DMPs, are determined empirically. We have not evaluated the sensitivity of our
method with respect to these parameters.
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Algorithm 7 The hybrid optimization algorithm.
1: . Setup multiple initial guesses for DMP periods
2: 2π/τ ← 0.2, 0.4, · · · , 5(s)
3: for iteration=0, · · · do
4: . Evaluate function values and gradients
5: Evaluate C(Q,P), ∂C(Q,P)∂P
6: Evaluate an approximation to ∂
2C(Q,P)
∂P2
denoted as H
7: . Update trajectory, see (Lourakis 2005) for more details
8: do
9: Pnew ← P− (H + dI)−1 ∂
2C(Q,P)
∂P2
10: if C(Pnew) > C(P) then
11: increase d
12: else
13: decrease d
14: end if
15: while C(Pnew) > C(P)
16: P← Pnew
17: . Update contact forces (Equation 4.3,4.6,4.7)
18: if Using frictional contact model then
19: for i = 2, · · · , T − 1 in parallel do
20: Update fE,i using (E. Todorov 2011)
21: end for
22: end if
23: . Update DMP weights for all initial guesses (Equation 4.11)
24: if W is not updated in the last 10 iterations then
25: for Each initial guess do
26: Update DMP weights W using 1000 iterations of LBFGS (Byrd et al. 1995)
27: end for
28: Choose W leading to smallest CDMP
29: end if
30: if Using frictional contact model then
31: . Adaptive contact handling (Equation 4.7, 4.12)
32: for all 1 ≤ i ≤ T and 1 ≤ j ≤ V do
33: if dist(vj(pi)) > ε1 and ‖f jE,i‖ < ε2maxi,j ‖f
j
E,i‖ then
34: Exclude vj(pi) from CENV,SHUFFLE
35: else
36: Include vj(pi) in CENV,SHUFFLE
37: end if
38: end for
39: end if
40: end for
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CHAPTER 5
Dynamic Models with Many Frictional Contacts
In our third problem, we model non-smooth frictional contact forces between deformable objects
and obstacles. Frictional contact forces contribute to the non-smoothness of a dynamic model and
their theoretical and numerical modelings are well studied. The most widely used model is the
dry frictional model (Berger 2002), which can be time-integrated by finding one solution to the
corresponding Differential Inclusion (DI) problems (Aubin and Cellina 2012). Particular solutions
to DI problems have been proposed, e.g., in (Stewart and Trinkle 2000; B. Smith et al. 2012),
and used, e.g., in (Tan, Turk, and C. K. Liu 2012b; Mordatch, Emanuel Todorov, and Z. Popović
2012) and Chapter 4 for motion planning. However, all these techniques involve solving the Linear
Complementary Problem (LCP) during each timestep of simulation, which is computationally costly.
This issue is worsened when there are a lot of contact points because the worst-case complexity of
solving LCP is superlinear. This is a common case during motion planning for high-dimensional
deformable objects.
On the other hand, some approximate versions of DI problems have been proposed, e.g., in (Tassa,
Erez, and Emanuel Todorov 2012) for fast MPC solvers. However, these methods time-integrate
frictional forces as explicit force terms, which is numerically unstable under large timestep sizes. As
a result, (Tassa, Erez, and Emanuel Todorov 2012) used a small timestep of less than 5(ms). Indeed,
even in (Stewart and Trinkle 2000; B. Smith et al. 2012), where frictional forces are time integrated
implicitly, numerical instability can still be an issue due to the linearization of the Newton-Euler’s
equation when solving LCP.
Main Results: We present PBAD, a novel optimization-based algorithm for time-integrating
Newton-Euler’s equation. Unlike prior methods (Stewart and Trinkle 2000; B. Smith et al. 2012),
which represent the velocity as a time derivative and evaluate this derivative analytically, our PBAD
formulation represents this velocity using finite differences in the Euclidean space. This Euclidean
space discretization allows us to represent all the physical variables as functions of positions. As
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a result, we can integrate the system implicitly without linearizing the Newton-Euler’s equation.
In addition, we approximate frictional contact forces using position-based functions. We show that
the position-based functions approximate dry frictional forces arbitrarily well under large enough
frictional coefficients. We also show that time-integration with frictional contact forces can be recast
as an unconstrained numerical optimization problem that can be solved using iterative numerical
optimization algorithms where each iteration has linear complexity in the number of contact points.
Finally, all the operations in our unconstrained numerical optimization are inherently parallel,
allowing us to accelerate the simulation on a GPU.
5.1 Background: Newton-Euler’s Equation
We briefly review the conventional articulated object dynamic model under generalized coordinates
(see (R. M. Murray et al. 1994) for more details). Throughout our derivation, we assume that there
is only one rigid object. The more general case of N rigid objects can be derived by a concatenation
of equations for each rigid object. Here we slightly abuse the notation and define N as the number of
rigid objects instead of the number of DOFs, which will not cause any conflict because the number
of DOFs is proportional to the number of rigid objects. The configuration of a rigid object R is
parameterized by generalized coordinates, p. For an arbitrary point x ∈ R in the object-fixed frame
of reference, its corresponding position in a global frame of reference is:
X(p) = R(p)x + t(p),
where R is a global rotation and t is a global translation. The dynamic behaviors of R is governed
by the following equation:
∫
x∈R
∂X(p)
∂p
T [
ρẌ(p)− fE
]
dx = 0, (5.1)
where fE are the external forces on x and ρ is the mass density. If we analytically evaluate the
second derivative in Equation 5.1, we arrive at the following well-known equation:
JTMJp̈ +
JTMJ̇ + JT
 0
[ω]
MJ
 ṗ− JT fE = 0, (5.2)
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where we have Ṙ = [ω]R, J =
(
∂ω/∂pT ∂t/∂pT
)T
, M being the 6 × 6 mass matrix. From
Equation 5.2, we can formulate a discrete version to predict the next configuration
(
pi+1 ṗi+1
)
from the current configuration
(
pi ṗi
)
. To this end, several widely-used articulated object
simulators (E. Todorov 2014; R. Smith 2008) use a semi-implicit Euler scheme:
ṗi+1 − ṗi
∆t
=
[
JTi MiJi
]−1 JTi fE,i+1 −
JTi MiJ̇i + JTi
 0
[ωi]
MiJi
 ṗi
 , (5.3)
where [ωi] is the 3× 3 skew-symmetric cross-product matrix. The above scheme usually works well
for a small timestep size (usually smaller than 0.01s), but its stability under large timestep sizes is
not guaranteed. This is due to the explicit velocity update in Equation 5.3, i.e. the right-hand side
of Equation 5.3 is at timestep k. One common method for achieving better stability under a large
timestep size is to use the fully implicit Euler scheme by replacing
(
pi ṗi
)
in the right-hand side
of Equation 5.3 with
(
pi+1 ṗi+1
)
and solving for pi+1 using an iterative algorithm. A widely-used
iterative algorithm is the (Quasi)-Newton method, which has been used to stably simulate deformable
and fluid objects (Schroeder 2011). However, there are two difficulties in using the (Quasi)-Newton
method for fully implicit integration:
• The (Quasi)-Newton method requires the derivatives of the right-hand side of Equation 5.3 with
respect to pi+1, which involves third-order derivatives, ∂3R/∂p3 and ∂3t/∂p3, the evaluation
complexity of which is O(N3).
• The implicit integrator solves a system of nonlinear equations for which even (Quasi)-Newton
method could fail to converge under large timestep sizes (Gast et al. 2015).
5.2 Background: Time-Integrating Frictional Contact Forces
Previous works (Stewart and Trinkle 2000; B. Smith et al. 2012) solve for the external force
fE,i+1 and the velocity Jiṗi+1 for each contact point. In this case, the dry frictional contact model
can be conveniently formulated as two complementarity conditions:
0 ≤ J⊥i ṗi+1 ∧ f⊥E,i+1 ≥ 0
0 ≤ µf⊥E,i+1 − ‖f
‖
E,i+1‖ ∧ ‖J
‖
ipi+1‖ ≥ 0,
(5.4)
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where searching for fE,i+1 and pi+1 satisfying Equation 5.4 amounts to solving an LCP problem.
5.3 Position-based Articulated Object Dynamic Model
In this section, we present our PBAD formulation. We notice that, from Equation 5.1, the
acceleration of X is evaluated analytically to derive Equation 5.2, which involves up to second-order
derivatives. However, if we use a finite difference approximation of Ẍ directly from Equation 5.1,
the analytic derivatives can be eliminated, allowing us to perform a (Quasi)-Newton method
without evaluating ∂3R/∂p3 and ∂3t/∂p3. For example, if we use second-order finite difference
approximation, Equation 5.1 becomes:
∫
x∈R
∂X(pi+1)
∂pi+1
T [
ρ
X(pi+1)− 2X(pi) + X(pi−1)
∆t2
− fE(X(pi+1))
]
dx = 0. (5.5)
Corresponding to Equation 5.1 under the conventional formulation, Equation 5.5 is the governing
equation under our PBAD formulation. Note that Equation 5.5 converges to Equation 5.1 as
∆t→ 0. Equation 5.5 takes a similar form to the governing equations in previous position-based
methods (Overby et al. 2017; Hahn et al. 2012) for simulating deformable objects but is expressed
for articulated objects under minimal coordinates. We can now argue that Equation 5.5 overcomes
the two difficulties. First, if we use the Newton’s method to solve Equation 5.5, we only need to
evaluate derivatives up to the second-order, i.e. ∂2R/∂p2 and ∂2t/∂p2. Moreover, we will show
that, if we use the Quasi-Newton method, only first-order derivatives are needed without modifying
the final solutions. Second, the convergence difficulty of the (Quasi)-Newton method under a very
large timestep size can be fixed by reformulating Equation 5.5 as an energy minimization problem:
C(p) ,
∫
x∈R
[ ρ
2∆t2
‖X(p)− 2X(pi) + X(pi−1)‖2 + P (X(p))
]
dx, (5.6)
where P is the potential energy for a position-dependent conservative force fE. Such a reformulation
allows us to use an off-the-shelf, gradient-based optimizer to solve for pi+1 = argmin C(p). These
optimizers use line-search (Byrd et al. 1995) or trust region limitations (Lourakis 2005) to ensure
that each iteration gets the solution closer to a local minima of C(p), i.e. the correct pi+1. Although
C(p) in Equation 5.6 still involves an integral over R, we can derive its analytic form.
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5.3.1 High-Order Position-Based Collocation Method
One advantage of using Equation 5.1 is that one could use a general linear multistep method (Butcher
2008) to achieve a variable-order of accuracy. We show that our PBAD formulation can also have such
flexibility by modifying a high-order collocation method (Ascher and Petzold 1998). A collocation
method approximates the locus of the configuration of R using high-order polynomials. Note that, in
Equation 5.5, we assume that, for any x ∈ R, its trajectory in the period of time [(i−1)∆t, (i+1)∆t]
is determined by the three collocation points X(pi−1),X(pi),X(pi+1) and a collocation method
assumes that x follows a polynomial curve passing through all the collocation points. For example,
in Equation 5.6, we can fit a quadratic curve from the three points so that it is a second-order
collocation method.
To develop higher-order methods, we introduce additional collocation points, X(pi+α1) to
X(pi+αK−2), in between timesteps for an Kth-order method, where 0 < α1 < · · · < αK−1 = 1. We
fit an Kth-order polynomial for any x ∈ R from the K + 1 collocation points:
X∗ ,
(
X(pi−1+αK−2) · · · X(pi+αK−1)
)
.
The Kth-order polynomial takes the following form:
X(t) , X∗H
(
1 t · · · tK
)T
Ẍ(t) , X∗H
′′
(
1 t · · · tK
)T
,
where H,H′′ are the polynomial basis matrices. We call this a position-based collocation method. A
key difference between a position-based collocation method and a conventional collocation method
(Ascher and Petzold 1998) is that we fit polynomials for X instead of p. In other words, we assume
that any x ∈ R follows a polynomial curve in the Cartesian workspace instead of the configuration
space. By plugging X(t) into Equation 5.1, we obtain:
∫
x∈R
∂X(pj)
∂pj
T [
ρẌ(j∆t)− fE(X(pj))
]
dx = 0 ∀j = i+ α1, · · · , i+ αK−1. (5.7)
from which we can solve for p∗ =
(
pi+α1 · · · pi+αK−1
)
simultaneously. Given a set of collocation
points, we have completed our high-order formulation of PBAD. In practice, we follow (Guo and Z.-q.
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Wang 2009) and use the roots of the Legendre polynomials as our collocation points. In other words,
suppose LK−2(x) is the (K−2)th-order Legendre polynomial of the first kind, then LK−2(2αi−1) = 0
for i = 1, · · · ,K − 2. Note that, although Equation 5.7 allows fully implicit integration without
high-order derivatives, it does not have a corresponding energy form like Equation 5.6. However, we
can still govern the convergence of a gradient-based optimizer using the following energy form:
C(p∗) =
j=i+αK−1∑
j=i+α1
‖
∫
x∈R
∂X(pj)
∂pj
T [
ρẌ(j∆t)− fE(X(pj))
]
dx‖2, (5.8)
where we solve for all the p∗ from p∗ = argmin C(p∗). The high-order position-based collocation
method (Equation 5.8) is more general than its second order counterpart (Equation 5.6) because fE
is not integrated to get P , allowing fE to be non-conservative. Further, Equation 5.8 still allows
simulation in a fully implicit manner without computing third-order derivatives.
5.3.2 Optimization Algorithm
In this section, we introduce the algorithm that performs numerical simulations under our
PBAD formulation. During the timestep i, an implementation of our PBAD articulated object
simulator calls a gradient-based optimizer to solve p∗ = argmin C(p∗), where C takes the form of
Equation 5.6 for second-order collocation methods and conservative force models and C takes the
form of Equation 5.8 for high-order collocation methods or non-conservative force models. Each
timestep is an iterative algorithm whose complexity is not a constant. However, we can analyze the
complexity of each iteration and profile the number of iterations empirically.
Our objective functions involve both inertial and potential energy terms. Since the concrete
form of potential energy P is application-dependent, we focus on the inertial term. Values and
derivatives of most widely-used potential energies, such as the gravitational energy, can be evaluated
in O(N) or O(N2) and the complexity of algorithm is dominated by the inertial term. During each
iteration, we evaluate the value and the partial derivatives of C, which involve an integral over R.
We can evaluate this integral analytically. Note that C in Equation 5.6 is a linear combination of
the following term:
I(pa,pb) =
∫
x∈R
X(pa)
TX(pb)dx, (5.9)
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Algorithm 8 Compute I(pa,pb),
∂I(pa,pb)
∂pb
using adjoint method within O(N). Here A is a 4× 4
matrix. Note that Line 12 is O(1) because ∂Tii−1(pb)/∂pb is non-zero only at entries corresponding
to the ith link.
1: T0(pa)← I,T10(pa)← I
2: T0(pb)← I,T10(pb)← I
3: I(pa,pb)← 0
4: for i = 1, · · · , N do . O(N) forward pass
5: Ti(pa)← Ti−1(pa)Tii−1(pa)
6: Ti(pb)← Ti−1(pb)Tii−1(pb)
7: I(pa,pb)← I(pa,pb) + Ii(pa,pb)
8: end for
9: A← 0,∂I(pa,pb)∂pb ← 0 . A is 4× 4 matrix
10: for i = N, · · · , 1 do . O(N) backward pass
11: A← A + ∂I
i(pa,pb)
∂Ti(pb)
12: ∂I(pa,pb)∂pb ←
∂I(pa,pb)
∂pb
+ (Ti−1
∂Tii−1(pb)
∂pb
) : A . O(1)
13: A← ATii−1(pb)T
14: end for
with different (a, b)-pairs. Similarly, C in Equation 5.8 is a linear combination of Equation 5.9’s
partial derivatives. Equation 5.9 can be evaluated analytically as:
I(pa,pb) =
[
T(pa)
TT(pb)
]
: M̃− 1
M̃ ,
∫
x∈R
 x
1

 x
1

T
dx,
where the integrals on the right-hand side, M̃, is related to the mass and inertia tensor of R (not
exactly the same). This matrix does not depend on pa,b and can be precomputed. We have also
used contract symbols such that A : B = tr
[
ATB
]
and we have used homogeneous coordinates:
T(p) =
R(p) t(p)
1
 .
To solve p∗, we consider two optimizers, LBFGS and LM. Given an objective function C(p∗),
each iteration of LBFGS computes a gradient, ∂C(p∗)/∂p∗, and updates p∗ using a line-search along
the gradient direction to ensure the decrease of C(p∗). The cost of an LBFGS iteration is dominated
by the computation of the gradient which takes O(N2) in the case of Equation 5.8 and O(N) in the
case of Equation 5.6. Unlike LBFGS, each iteration of LM computes a gradient, ∂C(p∗)/∂p∗, and a
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Algorithm 9 Compute ∂
2I(pa,pb)
∂pb2
using adjoint method within O(N2). Here A,B are 4×4 matrices.
1: . Same forward pass as Algorithm 8.
2: A← 0, ∂
2I(pa,pb)
∂pb2
← 0
3: for i = N, · · · , 1 do . O(N2) backward pass
4: A← A + ∂I
i(pa,pb)
∂Ti(pa)
5: ∂
2I(pa,pb)
∂pb2
← ∂
2I(pa,pb)
∂pb2
+ (Ti−1
∂2Tii−1(pb)
∂pb2
) : A . O(1)
6: B← A∂T
i
i−1(pb)
∂pb
T
7: for j = i− 1, · · · , 1 do
8: ∂
2I(pa,pb)
∂pb2
← ∂
2I(pa,pb)
∂pb2
+ (Tj−1
∂Tjj−1(pb)
∂pb
) : B . O(1)
9: B← BTjj−1(pb)T
10: end for
11: A← ATii−1(pb)T
12: end for
aaaaaaaaa
Optimizer
Objective
Equation 5.6 Equation 5.8
LM I(pa,pb),
∂I(pa,pb)
∂pb
, ∂
2I(pa,pb)
∂pa∂pb
∂I(pa,pb)
∂pb
, ∂
2I(pa,pb)
∂pb2
, ∂
2I(pa,pb)
∂pa∂pb
LBFGS I(pa,pb),
∂I(pa,pb)
∂pb
∂I(pa,pb)
∂pb
, ∂
2I(pa,pb)
∂pb2
, ∂
2I(pa,pb)
∂pa∂pb
Table 5.1: The variables required by different optimizers using different objective functions. Since
high-order methods are more frequently used, we use Equation 5.8 as our objective function in most
cases.
JTJ-approximate Hessian, JTJ(C(p∗)), and updates p∗ using the Newton’s method:
p∗ ← p∗ −
[
JTJ(C(p∗)) + λI
]−1 ∂C(p∗)
∂p∗
,
where λ is tuned to ensure the decrease of C(p∗). To compute the JTJ-approximate Hessian, our
objective function must be a sum-of-squares, as is the case with Equation 5.8, or an integral-of-
squares, as is the case with Equation 5.6. The cost of an LM iteration is dominated by solving a
linear system of size |p| × |p|, and is O(N3) assuming a general linear solver.
The two optimization algorithms require different partial derivatives of I(pa,pb) (up to second
order) during each iteration, as illustrated in Table 5.1. The values and derivatives of I(pa,pb)
can be computed efficiently using the adjoint method, which results in algorithms similar to the
forward/inverse dynamic algorithms in (Featherstone 2007). To introduce these algorithms, we need
notations for multiple rigid objects. We assume that we have N rigid objects R1, · · · ,RN , where
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Algorithm 10 Compute ∂
2I(pa,pb)
∂pa∂pb
using adjoint method within O(N2). Here E,F,G are 4×4×4×4
tensors, A,B,C,D are 4 × 4 matrices, and we use double contraction such that A : E : B =∑
xyzw [ExyzwBwz] and we have A : CED : B = AC : E : DB. Finally, we define Exyzw =
∂2I(pa,pb)/∂Txy(pa)∂Tzw(pb).
1: . Same forward pass as Algorithm 8.
2: E← 0, ∂
2I(pa,pb)
∂pa∂pb
← 0
3: for i = N, · · · , 1 do . O(N2) backward pass
4: E← E + ∂
2Ii(pa,pb)
∂Ti(pa)∂Ti(pb)
,F← E,G← E
5: for j = i, · · · , 1 do
6: ∂
2I(pa,pb)
∂pa∂pb
← ∂
2I(pa,pb)
∂pa∂pb
+
7: (Ti−1(pa)
∂Tii−1(pa)
∂pa
) : F : (Tj−1(pb)
∂Tjj−1(pb)
∂pb
)T+
8: (Tj−1(pa)
∂Tjj−1(pa)
∂pa
) : G : (Ti−1(pb)
∂Tii−1(pb)
∂pb
)T . O(1)
9: F← FTjj−1(pb)T ,G← T
j
j−1(pa)G
10: end for
11: E← Tii−1(pa)ETii−1(pb)T
12: end for
the parent of Ri is Ri−1. We use superscripts to denote object indices. For each Ri, we denote its
transformation as Ti and we have Ti = Ti−1Tii−1. With these notations, I(pa,pb) =
∑
i I
i(pa,pb)
becomes the summation of all the objects. We compute I(pa,pb) and ∂I(pa,pb)/∂pb within O(N)
using Algorithm 8. We compute ∂2I(pa,pb)/∂pb2 within O(N2) using Algorithm 9 and we compute
∂2I(pa,pb)/∂pa∂pb within O(N2) using Algorithm 10.
5.3.3 Algorithm Complexity of High-Order Collocation Methods
Compared with second-order collocation method that only optimizes pk+1, high-order collocation
methods optimize multiple p in p∗. In addition, we have to use Equation 5.8 as the objective function.
The cost of each iteration of the optimization algorithm is dominated by computing the matrix
∂2I(pa,pb)/∂pa∂pb. This matrix has size |p∗| × |p∗| and can be decomposed into (K − 2)× (K − 2)
blocks of size |p| × |p|. Each block is computed using Algorithm 10 and takes O(N2), so that the
computation of the entire |p∗| × |p∗| matrix takes O((K − 2)2N2).
5.3.4 GPU Parallelization
Our PBAD formulation is designed to be GPU-friendly. Simulating rigid bodies on a GPU has
been previously studied (Yang, Wu, and J. Pan 2018; Yang, Wu, and J. Pan 2017). These methods
formulate forward/inverse dynamic algorithms as GPU-scan operations. Our GPU implementation
deviates from (Yang, Wu, and J. Pan 2018; Yang, Wu, and J. Pan 2017) in two ways. First, our
implementation is intended to be used for modeling predictive control (Tassa, Erez, and Emanuel
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Todorov 2012) and reinforcement learning (Duan et al. 2016), where we need to generate multiple
trajectories at once. This fact provides more opportunities for parallelism. Second, our algorithm
is iterative and the number of iterations performed during each timestep tends to be different. In
practice, an implementation that runs each timestep in a separate thread could result in starvation,
where threads finishing early are waiting for other threads. As a result, we parallelize each iteration
of an optimization instead of each timestep. This mechanism is illustrated in Figure 5.1.｛
｛
p1
p2
p3
p4 p5
p1
p1
p2
p2
p3 p4 p5
p3 p4
p5
N
M
/N
Figure 5.1: An illustration of our GPU implementation. The GPU has M cores, each illustrated as
a gray box on the left. We use a workgroup of N cores (black arrow) to simulate one trajectory. In
this illustration, we compute 3 trajectories that each have 4 timesteps (p2, · · · ,p5). During each
call to the GPU, instead of finishing the entire LM optimization, we compute just one iteration
of the LM optimization (colored block on the right) so that all the workgroups are running the
same computation and no starvation will happen. Different timesteps are illustrated using blocks
of different colors. For example, it takes 2 iterations to compute p2 in the first trajectory and 7
iterations to compute p2 in the second trajectory (red block).
We choose the LM algorithm in our GPU implementation. Each iteration of LM involves
computing ∂I(pa,pb)∂pb , ∂
2I(pa,pb)/∂pb
2, ∂2I(pa,pb)/∂pa∂pb according to Table 5.1 and then using
a linear system solver. The serial computation of ∂2I(pa,pb)/∂pb2 and ∂2I(pa,pb)/∂pa∂pb takes
O(N2), which can be costly. We introduce an additional fine-grain parallelism by using a GPU
workgroup of N cores to reduce the complexity of computing the partial derivatives to O(N). With
the same workgroup of N cores, the complexity of the GPU linear solver is reduced to O(N2) using
parallel Cholesky factorization (Galoppo et al. 2005). As a result, a GPU with M cores can simulate
bM/Nc trajectories in parallel and the complexity of each iteration is dominated by the linear solver,
i.e. is O(N2). This method is suitable for modern commodity GPUs with the number of cores
M  N .
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5.4 Frictional Contact Model for PBAD
Since PBAD uses position variables, our idea is to model contact forces at point X using only the
position variables. We first discuss the modeling of normal forces, fE⊥(X), in Section 5.4.1. Then
we analyze previous inaccurate tangential force models and derive our formulation in Section 5.4.2.
A key problem is to decide whether Equation 5.6 or Equation 5.8 should be used when there are
frictional contact forces. In order to use Equation 5.6, the external force must be integrable. In
addition, for a gradient-based numerical optimizer to converge when minimizing Equation 5.6, we
need the following lemma:
Lemma 5.4.1. If P (X(p)) ∈ C1 is bounded from below, then a Newton-type solver will always bring
Equation 5.6 to a local minimum.
Proof. We define:
C0(p) ,
∫
x∈R
[ ρ
2∆t2
‖X(p)− 2X(pi) + X(pi−1)‖2
]
dx
Since C0(p) is a composition of smooth functions (joint transformations), we have C0(p) ∈ C∞. We
also have C0(p) ≥ 0. Therefore, combined with P (X(p)), C(p) ∈ C1 is also bounded from below.
The convergence of a Newton-type solver under these conditions is shown, e.g., in Theorem 3.2 of
(Yuan 1998).
n
R
X
0
d
ist(X
(p
))
nTX(p)
Figure 5.2: The penetration depth, dist(X(p)), at point X is the magnitude of the blue vector.
We plot the change of dist(X(p)) as the red curve, which is a piecewise smooth function. Here the
obstacle is the hatched area and n is the unit outward contact normal.
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5.4.1 Normal Force Model for PBAD
To represent fE⊥(X) using position-based variables, we assume that fE⊥(X) is a function of the
penetration depth dist(X). In this paper, we use the following relationship:
fE⊥(X) = dist(X(p))
αn, (5.10)
where n is the unit outward contact normal. α is a constant coefficient that dictates the speed of
normal force growth as the penetration depth increases. In addition, we can modify the smoothness
property of fE⊥(X) by changing α. Equation 5.10 is fully compatible with Equation 5.6 because it
has a conservative energy form:
P⊥(X(p)) =
1
α+ 1
dist(X(p))α+1. (5.11)
In practice, the integral in Equation 5.11 is replaced with a summation over the set of points found
by a contact detector. It is obvious that Equation 5.10 and Equation 5.11 satisfy Equation 5.6. The
remaining issue is that dist(X(p)) is only piecewise smooth, and it is C0-continuous globally as
illustrated in Figure 5.2. Fortunately, the property used by Lemma 5.4.1 would still hold based on
the following lemma:
Lemma 5.4.2. If α > 0, then dist(X(p))α+1 ∈ C1, P⊥(X(p)) ∈ C1, and Lemma 5.4.1 holds when
P (X(p)) = P⊥(X(p)) in Equation 5.6.
Proof. Since dist(X(p))α is piecewise smooth, its gradient is:
∂dist(X(p))α+1
∂p
=

−(α+ 1)
[
∂X(p)
∂p
T
n
]
dist(X(p))α dist(X(p)) > 0
0 otherwise
.
However, when dist(X(p)) → 0 in the first case, dist(X(p))α → 0. Therefore, the point where
dist(X(p)) = 0 is also continuous and dist(X(p))α+1 ∈ C1. It is obvious that P⊥(X(p)) ∈ C1.
Finally, Lemma 5.4.1 holds because P⊥(X(p)) ≥ 0, i.e. this function is bounded from below.
However, it is more difficult to model tangential forces because they depend on both the tangential
velocity and the normal force.
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5.4.2 Tangential Force Model for PBAD
We notice that the tangential force always acts to damp the velocity. Therefore, we could introduce
a velocity damping force to approximately model the friction using the following conservative energy
formulation:
∫
x∈R
‖(I− nnT )(X(p)−X(p−1))‖β+1dx, (5.12)
where I− nnT represents a projection matrix to the tangential plane and β is a constant coefficient
with similar function as α. Note that every conservative force has an equivalent energy form, but an
energy form does not necessarily correspond to a conservative force. For example, Equation 5.12
corresponds to a dissipative force pointing in the opposite direction of the tangential velocity. This
is because Equation 5.12 acts to minimize the difference between X(p) and X(p−1), which is
proportional to the velocity at X. However, Equation 5.12 does not approximate the dry friction
model because it applies the friction force even when X is not in contact, i.e. fE⊥(X) = 0. To
respect the fact that the magnitude of fE‖ is upper bounded by µfE⊥, a simple idea is to weight
Equation 5.12 using fE⊥. Since fE⊥ is proportional to dist(X(p)) in our formulation, we multiply
the integrands in Equation 5.11 and Equation 5.12 to get the following conservative energy for
tangential forces:
P‖(X(p)) =
∫
x∈R
‖(I− nnT )(X(p)−X(p−1))‖β+1dist(X(p))γ+1dx, (5.13)
where γ a constant coefficient with similar function as α. At this point, we can model both the
normal and frictional forces by setting P (X(p)) = C⊥P⊥(X(p)) + C‖P‖(X(p)) and Lemma 5.4.1
holds for this P (X(p)) if α, β, γ > 0, following a similar argument as that in Lemma 5.4.2. Here we
introduce two additional constant coefficients C⊥, C‖. Variants of this P (X(p)) have been used in
(Zherong Pan and Manocha 2018) for articulated body simulation.
However, one of our key observations is that Equation 5.13 is still not accurate because it does
not approximate the dry frictional model in any sense, and the frictional forces are considerably
underestimated. To see this, we evaluate the partial derivatives, ∂P‖(X(p))∂p , to derive the corresponding
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forces of P‖(X(p)):
∂P‖(X(p))
∂p
=−
∫
x∈R
∂X(p)
∂p
T
(fE‖(X) + fE∗(X))dx,
fE‖(X) ,− (β + 1)(I− nnT )(X(p)−X(p−1))‖(I− nnT )(X(p)−X(p−1))‖βdist(X(p))γ+1,
fE∗(X) ,(γ + 1)n‖(I− nnT )(X(p)−X(p−1))‖β+1dist(X(p))γ .
(5.14)
From these equations, we find that P‖(X(p)) corresponds to two force terms. The first force, fE‖(X),
is the desired tangential frictional force. However, the second force, fE∗(X), is an undesired term.
Intuitively, fE∗(X) means that a contact point with larger tangential speed will produce larger normal
forces on R, which does not correspond to any physical phenomena. In our benchmarks, fE∗(X)
produces large non-physical normal forces for fast moving R. As a result, fE∗(X) will erroneously
reduce dist(X(p)), which in turn reduces fE‖(X).
In summary, we propose to remove the second force term, fE∗(X), and retains only fE‖(X).
Together with, fE⊥(X), we define:
fE(X) , fE‖(X) + fE⊥(X), (5.15)
which is not integrable, meaning that we have to use Equation 5.8 for optimization-based time
integration. By a similar argument as Lemma 5.4.2, we can show that Lemma 5.4.1 holds if
α > 1, β, γ > 0.
5.4.3 Comparison with Dry Frictional Model
Compared with the dry frictional model, which has only one parameter µ, our model has five
parameters α > 1, β, γ > 0, C⊥, C‖. These two models coincide when µ,C⊥, C‖ →∞ at the same
time. In this case only static contact occurs, and both models ensure that the tangential velocity is
exactly zero, because otherwise C(p)→∞ in our model.
However, these two models would exhibit different behaviors in the case of sliding contacts. In
this case, the dry frictional model will apply a force ‖fE‖‖ = µfE⊥ independent of the relative
tangential velocity between R and the obstacle. However, our model will apply a velocity dependent
force fE‖ due to the presence of X(p)−X(p−1) in Equation 5.14.
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5.5 Evaluations Without Frictional Contact Forces
Throughout this section, we compare our formulation with conventional formulations based on
Equation 5.2 and integrated using the Runge-Kutta method (Butcher 2008). The same algorithm is
implemented in (R. Smith 2008; E. Todorov 2014). Note that the definition of order of integration is
different for the Runge-Kutta method and the position-based collocation method. The position-based
collocation method of order K has accuracy similar to that of the Runge-Kutta method of order
K − 1. All experiments are performed on a single desktop machine with a 4-core CPU (Intel i7-4790
3.6G) and a 3584-core GPU (Nvidia Titan-X), i.e. M = 3584.
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Figure 5.3: (a): We plot the total kinetic+potential energy over time during a standard simulation
of a 10-link chain that swings downward. Each joint of this chain is a 2-DOF ball joint so that
this chain has 20-DOF. Forward Euler integrator for the Newton-Euler equation and semi-implicit
Euler integrator are not stable. Being fully implicit, our second-order PBAD solver is stable but
quickly loses energy. By increasing the order by one, both the second-order Runge-Kutta and our
third-order PBAD solver preserve energy very well. (b): For the more challenging problem of a
100-link chain (200-DOF) that swings downward, even the second-order Runge-Kutta method is not
stable and we have to use the third-order Runge-Kutta method for better energy preservation. Our
second-order PBAD solver is stable but quickly loses energy. Our third-order PBAD solver preserves
energy very well. (c): We compare the total computational time for generating a 10s trajectory of a
10-link chain swinging down using a second-order collocation method for PBAD and a semi-implicit
Euler integrator for a conventional formulation. PBAD is 1.5− 2.1 times slower at a small timestep
size and up to 4 times faster at a large timestep size, such as 0.05s.
Energy Preservation: We compare the accuracy of time integrators for our PBAD formulation
and conventional formulation. In Figure 5.3a, we plot the total kinetic+potential energy over
time during a standard simulation of a 10-link chain (20-DOF) that swings downward (the same
benchmark was used in (Gayle, Lin, and Manocha 2006)). The timestep size is 0.0025s. We can see
that PBAD is very stable and continuously loses energy (Figure 5.3a purple). In contrast, low-order
explicit integrators such as forward Euler and semi-implicit Euler are not stable. For better accuracy,
we can increase the order of integration by one, resulting in a much better performance in terms of
energy preservation. In Figure 5.3b, we redo the experiment for a 100-link chain (200-DOF). This is
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more challenging and low-order explicit integrators are more unstable. The Runge-Kutta method for
the Newton-Euler equation is stable at the third order. Although our second-order PBAD solver
suffers a fast energy loss, increasing the order by one can significantly improve accuracy.
Timestep Size: In Figure 5.3c, we compare the total computational time for generating a 10s
trajectory of a 10-link chain that swings downward using a second-order collocation method for
PBAD and a semi-implicit Euler integrator for a conventional formulation. Each timestep of PBAD
integration is costlier because multiple iterations of computations are needed to ensure the optimizer
converges. For example, when we use timestep sizes of 0.001s and 0.0025s, the total computational
time of the PBAD integrator is 1.5− 2.1 times that of the semi-implicit integrator. However, the
PBAD integrator can be more efficient under a larger timestep size, while 0.0025s is the largest
timestep size that works for the semi-implicit Euler integrator. At a timestep size of 0.05s, the total
computational time of the PBAD integrator is 0.21 times that of the semi-implicit integrator, leading
to a 4 times speedup.
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Figure 5.4: We compare the performance of the two optimization algorithms (LM and LBFGS) during
the simulation of a 10-link (20-DOF) (a) and a 40-link (80-DOF) chain (b) with a large timestep size
of 0.05s. The number of iterations used by LBFGS is much larger than that used by LM, although
each iteration of LBFGS is cheaper. In addition, the number of iterations is almost independent of
the number of links, N . (c): We plot the average time to finish one step of the simulation against
the number of links, N . LBFGS is comparable to LM in terms of computational time and the
computational time grows almost linearly with N in the range of N = 10− 40. (d): We plot the
average time to finish one step of the simulation against the timestep size, ∆t. PBAD can be used
with very large timestep sizes and we tested ∆t = 0.001, 0.002, 0.004, 0.008, 0.016, 0.032, 0.064, 0.128s.
The computation time for each timestep is almost invariant to ∆t.
Optimization Algorithm: We compare the performance of the two optimization algorithms
(LM and LBFGS) on CPU. Figure 5.4ab shows that, LBFGS generally takes 10 times more iterations
than LM. In addition, PBAD integration performed using Equation 5.8 as the objective function
will require more iterations to converge than when using Equation 5.6. Moreover, the numbers of
iterations used by both algorithms are independent of the number of links, N . Considering the
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number of iterations as an invariant, the cost of LM grows as O(N3) and the cost of LBFGS grows
as O(N) on CPU. However, Figure 5.4c shows that, when the number of links N < 40, the total
computational time grows almost linearly. In particular, using LM to optimize Equation 5.8 is
costlier than other choices. Figure 5.4c also shows that the computation times of LBFGS and LM
are comparable. Finally, PBAD can be used with very large timestep sizes, such as ∆t = 0.128s,
shown in Figure 5.4d, and the average time to compute each timestep is almost invariant to the
timestep size. Therefore, large timestep sizes lead to a reduction in total computation time but they
also lead to a higher rate of numerical dissipation.
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Figure 5.5: We compare the performance of CPU and GPU in simulating a chain swinging benchmark.
(a): We plot the speedup against the number of links, N . The speedup increases with N and the
maximal speedup over a 4-core CPU is 6 times. (b): When N = 10, we plot the speedup against
the number of trajectories. The speedup also increases with the number of trajectories and the
maximal speedup is 4 times. (c): We plot the total computational time against the number of links,
N , for generating 100 trajectories of 10 timesteps each. When N = 40, the 100 trajectories can be
generated in less than 1s on GPU. (d): We plot the total computational time against the number of
trajectories.
GPU Acceleration: We compare the performance of our PBAD formulation on CPU and
GPU. Our GPU implementation only provides acceleration when multiple trajectories are simulated
simultaneously for different initial conditions, which is the case with many online/offline control
algorithms such as (Duan et al. 2016; Tassa, Erez, and Emanuel Todorov 2012). In Figure 5.5ab, we
show the speedup of our GPU implementation over a 4-core CPU. The speedup increases with both
the number of links and the number of trajectories to be computed. The speedup is between 3-6
times. The total computational time for generating 100 trajectories of 10 timesteps each is plotted
in Figure 5.5c. On GPU, generating these trajectories takes less than 1s for N ≤ 40. Finally, in
Figure 5.5d, we plot the total computational time against the number of trajectories to be computed
when N = 10. Note that our GPU has 3584 cores and we can compute bM/Nc = 358 trajectories in
parallel. Therefore, when the number of trajectories increases from 100− 300, more GPU cores are
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used and the total computational time does not increase. Therefore, the green curve in Figure 5.5d
is almost flat.
5.6 Evaluations With Frictional Contact Forces
In this section, we compare three frictional contact force models: the dry frictional model
Equation 5.4 working with governing Equation 5.2, the incorrect integrable model Equation 5.13
working with Equation 5.6, and our final non-integrable formulation in Equation 5.15 working with
governing Equation 5.8. Our frictional contact force model requires five parameters α > 1, β, γ >
0, C⊥, C‖. In all our experiments, we set α = 2, β = γ = 1 and only tune the last two parameters.
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Figure 5.6: (a): We simulate a box sliding on the ground with an initial velocity of 1m/s, using
different formulations. We plot the box’s sliding distance against the change in the parameter
controlling the strength of the frictional forces. The parameter is µ for the dry frictional model
and C‖ for our formulations. (b): In both our non-integrable formulation and the dry frictional
model, the sliding distance consistently decreases as the parameter increases (green, red). In the
integrable formulation, however, the sliding distance increases after the parameter exceeds a certain
threshold due to the underestimation of frictional forces (blue). (c): As we use larger timestep sizes,
the underestimation of frictional forces in the integrable formulation becomes more obvious. (d):
When we further increase timestep sizes, the sliding distance of the dry frictional model becomes
unstable (green), while our non-integrable formulation is still stable.
Contact Model Correctness: In Figure 5.6, we compare the frictional contact forces predicted
using different models. We simulate a 2D box sliding on the ground with an initial horizontal velocity
and plot the change in sliding distance against the change in frictional coefficients. The frictional
coefficient is µ for the dry frictional model and C‖ for both our integrable and non-integrable
formulations. Ideally, the sliding distance should consistently decrease as the frictional coefficient
increases. Both the dry frictional model and our non-integrable formulation can regenerate the ideal
behavior. However, due to the underestimation of frictional forces in our integrable formulation,
which is discussed in Section 5.4.2, the sliding distance erroneously increases when the frictional
coefficient is beyond a certain threshold. On the other hand, as we increase the timestep sizes, the
Newton-Euler-based solver will become unstable but our non-integrable formulation always predicts
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stable sliding distances. Finally, Figure 5.6 shows that, in order to achieve a same sliding distance,
the value of C‖ in our non-integrable formulation is quite different from the value of µ in the dry
frictional model. Currently we use Figure 5.6 to lookup C‖ based on a desired sliding distance.
To
ta
l C
om
pu
ta
ti
on
 T
im
e 
(s
ec
)
Avg. #Contact Points
 0
 1
 2
 3
 4
 5
 6
 7
4X2X1X
1X
2X
4X
To
ta
l C
om
pu
ta
ti
on
 T
im
e 
(s
ec
)
 0
 1
 2
 3
 4
 5
 6
 7
 8
 9
Parameter Increase
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 5
0.001 0.0025 0.01 0.1
Timestep Size (sec)
To
ta
l C
om
pu
ta
ti
on
 T
im
e 
(s
ec
)
Newton-Euler
PBFD
g
(a)
(b) (c) (d)
Figure 5.7: (a): A 10-link chain sliding off a slope. (b): Time cost to compute a 10s trajectory
plotted against timestep size. Conventional formulation is stable only when ∆t < 0.0025s. (c): Time
cost plotted against the average number of contact points (more contact points derived by refining
the mesh). (d): Time cost plotted again the frictional coefficient (µ for the dry frictional model, C‖
for our formulation).
Computational Cost: In Figure 5.7a, we compare our formulation and the Newton-Euler-based
solver in terms of computational efficiency using three metrics. Our first metric is the timestep
size (Figure 5.7b). Our formulation only provides acceleration under a large timestep size. In our
specific benchmark, Newton-Euler-based solver can only take ∆t < 0.0025s, while our solver can
take ∆t = 0.1s. Under this setting, the speedup is 3×. When we use a safer timestep size for the
Newton-Euler-based solver, i.e., ∆t = 0.001s, the speedup is 5×. Our second metric is the average
number of contact points. We observe that as the number of contact points increases, the computation
time of Newton-Euler-based solver increases considerably because more complementarity conditions
(Equation 5.4) need to be solved, while the performance of our solver is almost invariant to the
number of contact points (Figure 5.7c). Our last metric is the frictional coefficient (Figure 5.7d). We
observed that the performance of both models are almost invariant to the frictional force coefficient
change, although the fluctuations in the Newton-Euler solver is more evident.
Applications: Our third benchmark demonstrates the performance of our solver in RL applica-
tions. We select two famous RL benchmarks from (Duan et al. 2016), 2D-hopper and 3D-walker.
For each benchmark, we train a neural-net controller using our non-integrable formulation. We then
test the neural-net controller using conventional formulation. Each iteration of RL takes 37s for
the 2D-hopper and 125s for the 3D-walker on CPU. On GPU, each iteration of RL takes 6s for the
2D-hopper and 31s for the 3D-walker. The convergence of the RL algorithm is plotted in Figure 5.8,
and the average reward achieved using the conventional formulation is drawn as the red bar, which
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Figure 5.8: We run two RL benchmarks, 2D-hopper (a) and 3D-walker (b). For each benchmark,
we train a neural-net controller using our non-integrable model. The convergence history of RL is
plotted for each benchmark. Finally, we test the neural-net on a conventional formulation, achieving
the reward shown as the red bar.
is close to the best reward achieved using our formulation. This result supports our claim that the
accuracy of our formulation is comparable to conventional formulation on controller optimization
applications.
5.7 Conclusion and Limitations
In this chapter, we present PBAD: a reformulation of articulated body dynamics. Our reformula-
tion casts the simulation as an energy minimization problem. As a result, off-the-shelf optimizers
can be used to stably simulate articulated bodies under very large timestep sizes. Although each
timestep of our algorithm requires more iterations than conventional methods, the overall speedup
of our PBAD over conventional methods in various benchmarks is up to 4 times under very large
timesteps. In addition, if frictional forces are to be considered, we show that it can be incorporated
as a non-integrable term.
PBAD still has some limitations. First, numerical dissipation cannot totally be avoided, although
we can reduce it using smaller timestep sizes or high-order collocation methods. Second, to recast
the articulated body dynamics as an optimization problem and avoid high-order derivatives, we
discretize the velocities in a Euclidean workspace, instead of using a Lie-Group structure (J. Lee et al.
2016). As a result, our PBAD method can be less accurate compared with Lie-Group integrators.
109
CHAPTER 6
Conclusion and Future Work
We study four different problems related to motion planning in this thesis: liquid transfer
(Chapter 2), keyframe-based fluid animation (Chapter 3), elastically deformable object locomotion
(Chapter 4), and dynamic behavior modeling of articulated objects under many contact points
(Chapter 5). All four problems involve high-DOF physical objects, either as the robot or as passive
environmental objects.
In Chapter 2, we study the problem of liquid transfer, where the liquid is a passive environmental
object. We propose a simplified, differentiable dynamic model for liquid objects and use this
model as dynamic constraints in an optimization-based motion planner. This model accelerates the
performance of an optimization-based motion planner by avoiding computationally costly liquid
simulations based on NS equations. We further propose a realtime feedback motion planner by
learning from a dataset of successful liquid transfer trajectories computed using offline stochastic
optimizations.
In Chapter 3, we propose an optimization-based motion planner for keyframe-based fluid anima-
tions where the fluid is considered as a fully-actuated robot controlled by external forces. To improve
the computational efficiency, we propose a numerical algorithm to solve the optimization problem.
We split the optimization problem into two subproblems, AO and NSO. These two subproblems are
combined using the ADMM method. The AO subproblem is solved using fixed point iterations and
the NSO subproblem is solved using STFAS.
In Chapter 4, we study the problem of motion planning for elastically deformable objects. We
reduce the dimension of the search space by nonlinear dimension reduction, which in turn reduces
the space of configuration of the dynamic model. In the reduced search space, we jointly optimize the
locomotion trajectory, the external forces, and the controller parameters. The optimization problem
is solved efficiently using a hybrid method, adopting different solvers for different parameters. We
solve QCQP problems for the external forces in parallel, use LBFGS to search for the controller
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parameters, and use LM to search for the locomotion trajectory.
In Chapter 5, we study dynamic models of articulated objects under frictional contact forces.
We propose PBAD that reformulates the Newton-Euler’s equation using only position variables.
Our formulation is equivalent to Newton-Euler’s equation and can be time-integrated using variable
order collocation methods. The most remarkable feature is that PBAD is unconditionally stable
under arbitrarily large timestep sizes. Finally, we show that frictional contact force models can be
approximately represented using position variables, although the approximate model is non-integrable.
6.1 Limitations
The methods proposed in this thesis still suffer from two majors limitations. First, our methods
heavily rely on the development of simplified dynamic models that can be efficiently computed
or integrated into a motion planner. However, we still lack a systematic method to evaluated
the discrepancy between a simplified model and an accurate model. To bridge the gap, extensive
experiments are needed to evaluate the accuracy of our simplified model. In addition, we also lack
techniques to optimize or modify simplified dynamic models to make it more accurate. Second, we
notice that all the motion planning algorithms proposed in this thesis only provide locally optimal
motion plans. The quality of results generated by locally optimal planners still rely on initial guesses
and/or manual engineering of parameters. Due to the high cost of generating samples for high-DOF
objects, it is impractical for most globally optimal or complete, sampling-based planning algorithms
to be used in our problems.
6.2 Future Work
We identify three avenues of future work. In future work, we would like to provide stronger
guarantees, including probabilistic completeness and asymptotic optimality. One method to provide
these guarantees is to use sampling-based methods such as RRT*, which can be combined with our
nonlinear dimension reduction techniques proposed in Chapter 4 to reduce the sampling complexity.
Another technique to provide completeness guarantee is global optimization such as mixed-integer
optimization (Ding et al. 2011) and particle swarm optimization (Masehian and Sedighizadeh 2013).
Second, we would like to study learning-based methods to achieve realtime feedback motion planning.
In Chapter 2, we developed a learning-based feedback motion planner for liquid transfer problems
using supervised learning. However, the generality of the learned controller is limited and the
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robustness of the controller in terms of environmental uncertainty has not been systematically
evaluated. In future work, we would like to use our optimization-based motion planner in model-
based RL to create more robust motion planners. In our recent work (P. Ma et al. 2018), we have
experimented model-free RL in the control of coupled fluid-rigid systems. However, model-free
RL requires too many samples making training for practical scenarios prohibitively costly. Using
model-based RL can potentially reduce the number of required samples. Finally, we would like to
transfer our learned motion plans to physical robot hardware. This will require us to tackle the
model discrepancy between real and simulated environments and the uncertainty in sensing and
control. In our work (Jia, Z. Pan, et al. 2019), we have transferred a particular controller for the
manipulation of cloth to the ABB YuMi robot. Future research will focus on a more systematic
method to transfer general controllers to physical robot systems.
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