We introduce a blossoming procedure for polynomials related to the 
[0] q = 1,
[n] q = (q n − 1)/(q − 1), q = 1 n, q = 1, n ∈ N; 70 the q-shifted factorials are defined by
72 and the q-binomial coefficients are defined by
74
We shall also use the notation (a; q) 0 = 1, 
77
A r φ s basic hypergeometric series is defined by [10, (12. 1.6 
The Askey-Wilson Operator

84
To define the Askey-Wilson operator, we begin by setting x = cos θ and f (x) = Here θ may be real or complex, x = ϕ(z), and z = x + √ x 2 − 1, using the branch of 88 the square root for which √ x > 0 for x > 0.
89
Fix q ∈ (0, 1 
128
Let P(x) be a degree n polynomial. Then P(x) = The proof of uniqueness is standard. Assume thatp 1 (u 1 , . . . , u n ) andp 2 (u 1 , . . . , 135 u n ) are two AW-blossoms of P(x). Since every symmetric and multiaffine function 136 of {u j } n j=1 has a unique representation as a linear combination of the elementary
139
Setting u j = ϕ(q j−1−(n−1)/2 z), j = 1, . . . , n in the last equation and using 140 the diagonal property of the AW-blossom yields
Since the polynomials {F n,k (x; q)} n k=0 are linearly independent, 
Therefore,
The homogeneous AW-blossom of a degree n polynomial P(x) is the homogeniza-
In Theorem 4.4 we proved that the AW-blossom of P(x) is given by (4.5). Combining
157
(4.8) and (4.5) yields a formula for the homogeneous AW-blossom of P(x).
158
By definition, the homogeneous AW-blossom of P(x) is a symmetric and multi-159 linear function in the pairs {(u j , w j )} n j=1 and has the diagonal property
Next we will show that the homogeneous AW-blossom can be used to find AW- 
that by (4.9), the symmetry and multilinearity of the homogeneous AW-blossom, and (3.5), it follows that
173
(4.12)
174
We now proceed by induction on m. Assume that (4.10)-(4.11) holds for some m < n.
175
Notice that 
181
(4.14)
182
where we used the diagonal, symmetry, and multilinear properties of the homoge- 
186
As an example, we next compute the AW-derivatives of the polynomials 
Iterating this equation yields
D m qF n,k (z; q) = κ n,m (q)F n−m,k−m (z; q), m ≤ k ≤ n,(4.= α k , 0 ≤ l ≤ k ≤ n − 1.
199
We shall also call a sequence
of pairs of real or complex numbers a progressive parameter sequence if 
) is generated as follows: Set
207
and define recursively 
) and a permutation σ ∈ S n is generated as
R e v i s e d P r o o f Constr Approx
and with ξ = q −(n−1)/2 z define recursively
Proof Equations (5.6) follow from the symmetry and multiaffine properties of the 230 AW-blossom, by induction on s. Equation (5.7) follows from the case s = n of (5.6)
231
and the symmetry and diagonal properties of the AW-blossom of P(x).
232
Corollary 5.3 Let P(x) be a degree n polynomial, and let
1 ≤ m ≤ n. Then for 233 each subset J = { j ν } n−m ν=1 ⊂ {1, . .
. , n} and each permutation σ ∈ S n−m , the recur-
There are n!/m! such algorithms.
237
Proof This result follows from the symmetry of the AW-blossom and Proposition 4. 5 . 
243
Definition 6.1 Let a, b ∈ C be such that 1 
Proof Equation (6.2) follows immediately from the definition of the degree n AW- 
. , n, and
Proof Let P(x) be a degree n polynomial with multilinear AW-blossomp((u 1 , w 1 ),
, where by (6.2) 271 and (4.8),
with the parameter sequence defined by (6.1). Hence
279
Now we prove (6.3). We evaluate (D qP )(z) using the recursive evaluation algorithm
is a degree n − 1 polynomial 283 generated by the first n −1 steps of this algorithm from the control points P 0 , . . . ,
is a degree n − 1 polyno-286 mial generated by the first n − 1 steps of this algorithm from the control points
, n in (6.6) and (6.8), using that κ n,
and applying (3.3) to simplify β 0 − α n−1 yields (6.3).
293
Next we prove (6.4). By (6.7) and Proposition 6.2,
Since the AW-blossom of a polynomial is independent of the parameters a and b, on 296 the right-hand side of (6.9) we can replace a by q 1/2 a and b by q −1/2 b. Therefore by 297 (6.9), (6.1), (6.5), and the multilinear property of the AW-blossom, 
308
(6.12) (z) in (6.13) yields (6.11).
325
Now we prove (6.12). We apply the first step (s = 1) of the recursive evaluation 326 algorithm from Corollary 5.2 with σ = Id ∈ S n and {P 0 k = δ k, j } n k=0 to evaluate 
and with σ = Id ∈ S n−1 , initial blossom values
and z replaced by q 1/2 z. Thus
Relation (6.12) follows from (6.14), (6.15), and (6.16).
340
Proposition 6.6 (Symmetry Relations)
Proof Relation (6.17) follows from the dual functional property (6.2) and the obser-
. , n, which is due to the fact that ϕ(w) = ϕ(1/w).
347
Relation (6.18) follows from the dual functional property (6.2) and the observation
n, which is due to the symmetry of the AW-blossom.
351
Using recurrence relation (6.11) (or (6.12) but the derivation is harder) and induc- 
357
Proof SetB n −1 =B n n+1 = 0. We will use induction on n and recurrence relation 358 (6.11). By definitionB 0 0 = 1, and also by the definition of {B 1 k } 1 k=0 , (6.11), and (3.4),
359
it follows that
which verify (6.19) when n = 1.
363
Now assume that (6.19) holds for some n ∈ N and all k = 0, . . . , n. By (6.11),
364
(3.3), and (6.19),
385
Solving for γ yields γ
Replacing the expression in the last two lines of (6.20) by (6.21) yields (6.19) for 
390
We end this section with a degree elevation formula for the AW-Bernstein basis 
(6.23)
396
Proof To simplify our notation, we set λ = 1/(ab 
(6.25)
402
Equating the constant coefficients and the coefficients of z + 1/z on both sides of 403 (6.24) yields the system 
414
We begin with an alternative representation forB n k (z; a, b; q), which is more con-415 venient for proving identities for basic hypergeometric series.
416
Proposition 7.1
418
Proof We will use the identity
where in the last step we applied (7.2) with A = qλ. Next we use the identity
with B = q −n /λ to write
Combining (7.3) and (7.4), we get
Also by (7.2),
Substituting (7.5) with λ = 1/(ab) and (7.6) into (6.19) and simplifying yields (7.1). Proof Equation (7.7) follows from the dual functional property (6.2) applied to the 438 constant polynomial P(x) = 1 whose AW-blossom isp(u 1 , . . . , u n ) = 1.
439
for a 6 φ 5 series.
441
Corollary 7.3
Proof Substituting (7.1) into (7.7) yields (7.8).
444 Formula (7.8) is equivalent to the terminating version of Rogers' 6 φ 5 sum [10,
(7.9)
447
To verify this equivalence, set in (7.9) A = q −n ab, B = az, and C = a/z. With
448
this substitution the left-hand side of (7.9) becomes the left-hand side of (7.8). The 449 right-hand side of (7.9) becomes
, which reduces to the right-hand 450 side of (7.8) after applying the identity Set y = ϕ(w) in (7.12). By (3.4), the left-hand side of (7.12) becomes
Similarly, with y = ϕ(w), by (3.4) the coefficient ofB n k (z; a, b; q) in (7.12) becomes
Now (7.11) follows from (7.12), (7.13), and this form of the coefficient of 479B n k (z; a, b; q) in (7.12).
480
Corollary 7.5
481
(7.14) and then we substituteB n k (z; a, b; q) by the expression on the right-hand side of (7.1).
486
The resulting sum on the right-hand side of (7.11) is the 8 φ 7 sum on the left-hand side 487 of (7.14) times A, q becomes the left-hand side of (7.14), and the right-hand side of (7.15) becomes
This expression reduces to the right-hand 499 side of (7.14) after applying identity (7.10) with 
507
The case k = 0 of Proposition 7.6 is the partition of unity property (7.7). Here
508
we consider the case k = 1 of Proposition 7.6 to derive a nontrivial identity for 509 hypergeometric series. By (7.1), 
Proof A straightforward computation shows that
Substituting (4.6) and (7.19) into the case k = 1 of (7.16) and then 519 applying (7.7) and (7.17) to simplify the resulting expression yields (7.18).
520
Degree elevation is an important procedure in the theory of Bézier curves and given by with λ = 1/(ab), so (7.22) also holds for m = 1.
551
Now assume that for some m ∈ N,P(z) = 
559
To complete the proof, we need to verify the case m + 1 of (7.21) and (7. Combining (7.27) and (7.28) yields (7.21) with m replaced by m + 1.
566
It remains to show that (7.22) holds for m +1. From (7.26), the induction hypothesis 567 on (7.22), and (7.24), it follows that simplifying, and using M. Ismail's idea (see the discussion after (7.9)). 
