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SUMMARY
The focus of this thesis is on improving the description and understanding of
non-bonded interactions. Non-bonding interactions can range in strength from very
weak dispersion-bound complexes such as rare gas dimers to very strong electrostat-
ically bound salt bridges such as lysine interacting with aspartic acid. Of particular
interest to chemistry is the interaction energy of two monomers, defined as
EIE = EAB − EA − EB, (1)
where subscript AB indicates the dimer and subscripts A and B indicate the monomers
A and B, respectively. This quantity is the energy difference between monomers at
a finite separation compared to isolated monomers (infinite separation). In this defi-
nition, a negative interaction energy means a favorable interaction. To better under-
stand interactions such as hydrogen bonding, C-H/π, and π-π interactions, prototyp-
ical complexes are commonly examined. For example, the benzene dimer is often the
model system for studying π-π interactions. It is to these prototype complexes that
very high level computations are then applied. The current state of the art method
available for molecular systems of less than ∼40 atoms is coupled-cluster theory with
iterative single and double excitations and perturbative triple excitations [CCSD(T)],
which will be detailed in chapter 1. Using CCSD(T) in conjunction with large basis
sets often results in good agreement with experimental results. It is with these very
high level computations that we can then start to learn exactly what physics is being
captured properly with more routinely used low scaling methods such as force-fields,
semi-empirical methods, and density functional theory. As computational power has
increased, so has the number of accessible prototype systems that we can investigate,
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and this gives rise to benchmark databases, which are collections of accurate bench-
marks. The most commonly used benchmark database in the area of non-bonded
interactions is the S22 database,[103] which is comprised of 22 non-bonded interac-






















































8 9 12 1310 14 1511
17 1816 21 2219 20
Ammonia2 Water2 Formic Acid2 Formamide2 Uracil2
2-Pyridone·
2-aminopyridine Adenine·Thymine
Methane2 Ethene2 Bz·Methane Pyrazine2
Indole·BzEthene·Ethine Bz·Water Bz·Ammonia Bz·HCN Phenol2
Bz2 Uracil2 Indole·Bz Adenine·Thymine
Bz2
Figure 1: The S22 benchmark database by binding motif. Red, blue, and green
represent hydrogen-bound, dispersion, and mixed-influence interactions, respectively.
Some complexes have had their binding motif redefined with symmetry adapted per-
turbation theory, illustrated by complexes being in the wrong row. Reproduced with
permission from Lori A. Burns.
Shown in Figure 1, the S22 database attempts to capture the important non-
bonded interactions commonly found in biological systems. Some of these com-
plexes are so large that even CCSD(T) cannot be used without approximations.
The most common approximation when trying to achieve very accurate interac-
tion energies for systems as large as adenine·thymine complexes is to use focal-point
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analysis.[48, 38] Focal-point analysis allows one to estimate CCSD(T) in a large basis
[est. CCSD(T)/large]:
Elarge









CCSD(T ) − EsmallMP2 , (3)
where the subscripts and superscripts on energies refer to the method and basis set,
respectively. The “large” basis set is often a complete basis set (CBS) extrapolation,
whereas the “small” basis set used for δ
CCSD(T )
MP2 is usually a single basis set, though it
may also be a basis set extrapolation.[193] As has been noted,[199, 101, 82, 198, 155]
the focal-point approach works well because even though the convergence rates of
CCSD(T) and MP2 correlation energies are slow with respect to basis set size, the rate
of convergence of the difference [CCSD(T)–MP2] is much faster.[100] Thus, a much
smaller basis set may be used for the δ
CCSD(T )
MP2 correction than for the underlying
SCF and MP2 computations. This approach has been applied to obtain several non-
covalent interaction benchmark energies.[221, 199, 103, 50]
To better understand the errors remaining in our benchmark computations, each
component in the focal-point analysis was looked at individually. A complete un-
derstanding of the convergence of the MP2 component, as well as common approx-
imations made to MP2 were investigated (Chapter 4). We demonstrate that with
a careful choice of approximations, MP2-quality results can be computationally af-
fordable for systems with a few dozen atoms or larger without introducing significant
error. Density fitting (explained in detail in chapter 1) reduces the time to compute
the MP2 correlation energy, dual-basis techniques abate the cost of the underlying
SCF, and heavy-augmented functions (using aug-cc-pVNZ on heavy atoms, and cc-
pVNZ on hydrogen) speed up both parts of the computation relative to the fully
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augmented basis sets. Except for comparisons using the smaller heavy-aug-cc-pVDZ
basis set, all of these approximations show significant speed-up while never incurring
a RMSE greater than 0.045 kcal mol−1 for the S22 test cases. We also demonstrate
that all of these approximations do indeed combine very efficiently.
The more complicated contribution to focal-point methods is δ
CCSD(T )
MP2 , the “coupled-
cluster correction.” It is very common to find literature that claims “benchmark”
quality computations while using δ
CCSD(T )
MP2 corrections with very small basis sets,
so a very detailed study of basis set effects employing common polarized double-ζ
sets used in “benchmark” quality results was performed (Chapter 3). We show that
although double-ζ quality bases generally yield adequate estimates of δ
CCSD(T )
MP2 , es-
pecially if diffuse functions are included (or if the d exponent is made more diffuse),
the errors of 0.10-0.39 kcal mol−1 for the S22 molecules are too large for the resulting
CCSD(T)/CBS values to be of true benchmark quality, given that several approxi-
mate methods are now capable of reproducing benchmark interaction energies within
a few tenths of one kcal mol−1. Hence, the remaining errors in δ
CCSD(T )
MP2 should be
taken into consideration when comparing new methods against benchmark sets that
utilize δ
CCSD(T )
MP2 corrections with such basis sets. By examining the coupled-cluster
correction in progressively higher angular momentum basis sets, up to aug-cc-pV6Z,
a characteristic turning point was found, after which the quantity converges mono-
tonically and before which CBS extrapolations are unreliable. Particularly, CBS
extrapolated δ
CCSD(T )
MP2 corrections should not be used for hydrogen bonded complexes
when employing aDZ and aTZ basis sets for the extrapolation. We demonstrate that
simply using the largest single basis set affordable is often the best choice.
Having computed reliable benchmarks and investigated the remaining intrinsic
errors, these types of benchmarks can be used to learn about interesting non-bonded
complexes (such as side-on cation-π in chapter 2) or fit existing methods against
these accurate values to improve accuracy (such as DW-CCSD(T**)-F12 in chapter
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6). The latter reduces the accessible double-ζ mean errors for S22 by a factor of two




1.1 Fundamentals of Electronic Structure Theory
The purpose of this section is to provide a basic introduction into electronic structure
theory as it pertains to this thesis. The notation used throughout this chapter is that
adopted by Szabo and Ostlund.[209]
1.1.1 Schrödinger Equation
With a few exceptions, the field of electronic structure theory aims at solving the
time-independent, non-relativistic Schrödinger equation shown as equation 4,
ĤΨ = EΨ, (4)
where Ĥ represents the Hamiltonian operator and Ψ is the molecular wavefunction.
For a system with N electrons and M atoms, the Hamiltonian operator in atomic











































where ∇2i and ∇2A are Lapacian operators that involve differentiation with respect to
the coordinates of the ith electron and Ath nucleus, respectively, MA represents the
mass of the Ath nucleus, ZA represent the charge of the Ath nucleus, rij represents the
distance between the ith and the j th electron, RAB represents the distance between
the Ath nucleus and the Bth nucleus, and RiA represents the distance between the
ith electron and the Ath nucleus. Each summation has a physical interpretation as
follows (a) the total kinetic energy of all electrons, (b) the total kinetic energy of all
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nuclei, (c) the total coulombic attraction between all electrons and nuclei, (d) the
total electron-electron repulsion, and (e) the total nuclear-nuclear repulsion energy.
From here, a series of approximations will be applied to result in tractable equations
for reasonable sized systems. The first approximation is in how relativistic effects are
handled. For first- and second-row chemistry, relativistic effects are of little concern
and are very often ignored, as large errors only emerge for 4th row and beyond, for
which correcting/compensating pseudo-potentials are becoming very reliable.
An important approximation in making the Schrödinger equation solvable is the
Born-Oppenheimer approximation. Since the nuclei are significantly more massive
(1.674*10−27 kilograms for the lightest atom, hydrogen) than an electron (9.109*10−31
kilograms), one can approximate the correlated movements of nuclei and electrons
with the movement of the electrons in a field of fixed nuclei. When this approximation
is employed, the (b) term in equation 5 will be zero since the nuclei are no longer
allowed to be moving and the (e) term becomes a constant formally known as the
nuclear repulsion energy. Since this value is a constant it is simply added to the
eigenvalues and has no effect on the operator eigenfunctions. The remaining terms
(a,c, and d) form what is known as the electronic Hamiltonian (Equation 6) that will





















While equation 6 looks much simpler, it is still not exactly analytically solvable for
any molecular system with more than one electron. From here, electronic structure
theorists have to start making more severe approximations on how to handle this
many-body problem. To achieve tractability, wavefunctions must be viewed as a
product of one-electron functions,
ΨHP (x1,x2, · · · ,xN) = χi(x1)χj(x2)χk(x3) · · ·χk(xN). (7)
To enforce anti-symmetry in the resulting wavefunction, a single Slater determinant
2
is used.
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is the normalization factor and χ(x) represents the one-electron spin or-
bitals. We do not yet know what the spin orbitals χi should look like and we will have






where Ciµ are expansion coefficients and φµ are atomic orbitals constructed from
Gaussian-type orbitals (GTO),




where l, m, and n are integers used to designate the angular momentum of the orbitals.
The use of these basis functions allows one to cast everything into matrix formalism
as will be demonstrated in the next chapter on Hartree–Fock Theory.
1.1.2 Hartree–Fock Theory
The central approximation to electronic structure theory is the Hartree–Fock (HF)
approximation. Within this approximation, each electron can only interact with the
average field exhibited by the other electrons. This reduces the last term of equation









+ νHF (i), (11)
and equations to solve of the form
f̂(i)χj(xi) = εjχj(xi). (12)
3
So at the heart of Hartree–Fock theory is the simplification of the many-body prob-
lem by replacing the two-electron part of the Hamiltonian with an effective average
potential, νHF (i).

























Equations 13 through 15 leave us with a path forward to iteratively solve for
the proper coefficients of equation 9. The iterative procedure as well as the starting
parameters are described at great length in Szabo and Ostlund.[209]
1.2 Correlated Methods
1.2.1 Møller–Plesset Perturbation Theory
Full reviews of Møller–Plesset Perturbation Theory can be found in references [15,
16, 17, 125]. This section can also be found as a presentation by me from 2010 at
http://vergil.chemistry.gatech.edu/video/mbpt.html. Improving on Hartree–Fock re-
quires a better description of the electron-electron interactions, which has only been
handled in an average way up until this point. The simplest of the methods that in-
clude dynamic electron correlation is Møller–Plesset Theory. In this approximation,
we introduce a small perturbation to the Hamiltonian as,
ĤΨ = (Ĥ0 + V)Ψ = EΨ. (16)
To be able to systematically improve the Hamiltonian operator, we would like to be
able to switch between the unperturbed state and the fully perturbed state. This is
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accomplished with a single parameter λ,
Ĥ = (Ĥ0 + λV). (17)
Expanding the exact eigenvalues and eigenfunctions in a Taylor series results in
|Ψi〉 = |Ψ(0)i 〉 + λ|Ψ
(1)
i 〉 + λ2|Ψ
(2)
i 〉 + · · · , (18)
and










i are the nth-order energy and wavefunction, respectively. Substi-
tuting equations 18 and 19 back into 17 yields
(Ĥ0 + λV)(|Ψ(0)i 〉 + λ|Ψ
(1)
i 〉 + λ2|Ψ
(2)








i + · · · )(|Ψ
(0)
i 〉 + λ|Ψ
(1)
i 〉 + λ2|Ψ
(2)
i 〉 + · · · ) (20)
After expanding equation 20, one can collect equal powers of λ because equation 20
must hold for all λ ∈ [0, 1]. This results in a collection of equations formally known
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Ĥ0|Ψ(2)i 〉 + V|Ψ
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This treatment is typically truncated at the 2nd order, since higher order corrections
are often at least as computationally demanding as more accurate correlated methods
that we will examine in the following chapters. We are now left with a 2nd order









and the first-order perturbed wavefunction which is constructed as a linear combina-















r−1ij − VHF . (23)
















ǫa + ǫb − ǫi − ǫj
, (25)
where electrons in molecular orbitals i and j are being excited into molecular orbitals
a and b. The numerator contains only two-electron integrals and the denominator
is the energy difference of the occupied orbitals and the orbitals the electrons are








ǫa + ǫb − ǫi − ǫj
. (26)





E(0) + E(1) +E(2). (27)
Now that electron-electron interactions are being described in more than an average
way, binding types like van der Waals interactions, which are dispersion bound, can
be investigated. MP2 is also routinely used for accurate geometry optimizations be-
cause it can now handle longer distance 1,3- and 1,4-interactions. While perturbation
theory does provide a better description of molecular systems than Hartree–Fock, it
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is not without its own defects. Primarily, it has been shown that including higher
order corrections does not always provide better accuracy. Near orbital degeneracies,
perturbation theory to diverges to infinity quickly, as can be seen in the denominator
of equation 26 when ǫa + ǫb approaches ǫi − ǫj. The higher the order of the pertur-
bation theory, the faster the energy will tend to infinity artificially because of these
orbital degeneracies. MP2 also suffers from severely overbinding dispersion bound
complexes, especially π-π interactions.
1.2.2 Coupled-Cluster Theory
For a more complete review of Coupled-Cluster (CC) theory, the reader is directed to
the following references.[170, 179, 172, 189] Coupled-cluster theory is among the most
robust levels of theory that can describe dynamic electron correlation. It achieves this
by using an exponential ansatz typically acting on the Hartree–Fock reference |Φ0〉,
though not restricted to this reference,
|ΨCC〉 = eT̂|Φ0〉, (28)
where T̂ is the excitation operator,
T̂ = T̂1 + T̂2 + T̂3 · · · + T̂N . (29)
With this definition, the T̂N operator acts on the reference wavefunction to form
excited determinants multiplied by a coefficient. For example, the T̂1 operator will
act on the reference wavefunction to form singly-excited determinants Φai multiplied
by the coefficients tai , which will be solved for iteratively. Analogously, the T̂2 operator
will act on the reference wavefunction to form doubly-excited determinants Φabij with



















Substituting equation 29 into 28 and expanding the exponential into a Taylor
series results in,










1) + · · · , (32)
where we have already grouped the operators by order of excitation. In coupled
cluster theory, there are two types of interacting excitations present, connected and
disconnected. An example of a connected double excitation is T̂2, as opposed to the
disconnected double excitation of T̂
2
1. The disconnected double excitation has two
singly excited determinants that are non-interacting. Even truncating coupled-cluster
theory to only include single and double excitations (CCSD) will include these dis-
connected, higher-order excitations, which contribute to make coupled-cluster theory
a very accurate method for its cost.
Very often, truncating coupled-cluster theory at double excitations can signifi-
cantly underestimate the energy of weakly bound complexes, but including iterative
triple excitations is too computationally demanding. For these cases, perturbative
triples can be included which is commonly abbreviated, CCSD(T). This method is
commonly referred to as the “gold-standard” of computational chemistry and will set
the bar to by which most other methods will be compared.
1.2.3 Symmetry-Adapted Perturbation Theory
Full reviews of Symmetry-Adapted Perturbation Theory (SAPT) can be found in
references.[98, 236, 97, 164, 77, 88, 89, 90] Within the supermolecular ab initio frame-
work, the interaction energy of two molecules A and B is defined using equation
33:
∆Ẽint = ẼAB − ẼA − ẼB (33)
Where the ẼAB, ẼA, and ẼB are approximations to the true ground-state energies
EAB, EA, and EB, which represent the energy of the dimer, monomer A, and monomer
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B respectively. The errors of Ei − Ẽi are always much larger than the interaction
energy itself. Ẽint can only be a good approximation to Eint (true interaction energy)
if a fortuitous cancellation of errors occur. This very large difference in scale is often
demonstrated with the example of trying to weigh a person by weighing him and an
airplane and subtracting the weight of the airplane. As grateful as people are to have
bathroom scales to weigh people, quantum chemists are grateful for what is referred
to as symmetry-adapted perturbation theory (SAPT)[98, 237] to compute interaction
energies.
With SAPT, one can compute the interaction energy directly without having to
first calculate the total energy of any component, thus avoiding subtracting very















The superscripts refer to the order of the correction. As done in our previous studies




































(AA|BB) is a Coulomb integral between the charge distribution on monomer A
and monomer B. The constant of four comes from it being a two-electron term and
the respective spin states (αα, αβ,βα,ββ).
(A|νB|A) are one-electron integrals that represent the charge distribution on monomer
A interacting with the nuclei of monomer B. The factor of two comes from it being a
one-electron term and the respective spin states (α,β).
(B|νA|B) are one-electron integrals that represent the charge distribution on
monomer B interacting with the nuclei of monomer A. The factor of two comes from
it being a one-electron term and the respective spin states (α,β).
V0 is the inter-monomer nuclear repulsion energy.
Note that since these equations work from computed charge distributions and not
atom centered charges, we capture effects such as charge interpenetration.
1.2.3.2 Exchange:
Figure 2: Overlap of two occupied orbitals from two different monomers
Exchange is by far the most complicated term in SAPT to write out (thirteen
terms), but it boils down to two components (one attractive and one repulsive).
The attractive term of exchange is captured in the (AB|AB) term. This term can
be physically thought of as a stabilizing interaction from an electron on monomer
A tunneling to an orbital on monomer B (or vice versa). The dominant repulsive
term arises from the Pauli exclusion principle shown graphically in figure 2. Figure
2 illustrates that at infinite separation, electrons on each monomer can distribute
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themselves freely around the monomer to minimize the energy (resulting in a normal
distribution of electron density). As the two monomers are brought closer to one
another, occupied orbitals from monomer A start to have a non-negligible overlap
with occupied orbitals on monomer B. It is in this overlap region that electrons from
monomer A and monomer B share a common area of electron density. The Pauli
exclusion principle restricts any two electrons of the same spin from occupying the
same point in space (the wavefunction would no longer be anti-symmetric if they
could). The energy it takes to redistribute the electron density (move some of the
density out of the overlapped region) such that it obeys they Pauli exclusion principle
















Ind(total) = IndA←B + IndB←A (41)
Induction can be thought of physically as monomer A relaxing its electron density
in the presence of monomer B’s electrostatic potential. The (A|ωB|R) integrals have






, which describe the interac-
tions of the electrons on monomer A with the electrostatic potential of monomer B.
The first term is an attractive term representing the electrons on monomer A interact-
ing with the nuclei on monomer B. The second term is a repulsive term where electrons
on monomer B are interacting with electrons on monomer A via each corresponding
charge distribution. The CAR coefficients come from solving the coupled perturbed
Hartree-Fock (CPHF) equations where (A|ωB|R) is the perturbation. Because the
induction is not solved self-consistently, any newly formed charge distributions that
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can cause induction will be captured in the δHF term (that is solved self-consistently).






(AR|BS) /(ǫA + ǫB − ǫR − ǫS) ∗ (AR|BS)
]
(42)
Dispersion (commonly referred to as the London dispersion force) is the physical
quantity that typically gives computational chemists trouble because of the need for
dynamic electron correlation to properly describe it. The minimum level required
to adequately capture dispersion from first principles is second-order Møller-Plesset
perturbation theory (MP2), and it can be noticed that equation 42 from SAPT looks
very similar in spirit to the original MP2 equations. Equation 42 should be thought
of as two separate pieces: (AR|BS) /(ǫA + ǫB − ǫR − ǫS) represents the probability
of the newly excited configuration being found; (AR|BS) represents how stabilizing
this new configuration is with respect to the total energy. The factor of four comes
from this term being a two-electron term and the corresponding spin states.
1.2.4 Focal-Point Analysis
For a more detailed discussion of focal-point methods, please refer to the following
references.[49, 37] Because of steep O(N7) asymptotic scaling, where N represents the
size of the system, CCSD(T) can only be applied to systems with a modest number
of atoms (up to ∼30 atoms). To extend the range of applicability of large basis
CCSD(T), a focal-point analysis[48, 38] approach is often used to estimate CCSD(T)
in the large basis:
Elarge









CCSD(T ) − EsmallMP2 . (44)
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The subscripts and superscripts on energies refer to the method and basis set, respec-
tively. The use of focal-point analysis has been applied to non-bonded complexes in
many recent studies.[221, 199, 101, 82, 100, 103, 198, 145, 23, 95, 155, 134, 50] While
such a focal-point approach has been shown to be reliable, caution still needs to be
taken when selecting the “small” basis set for the δ
CCSD(T )




In electronic structure theory, the evaluation and storage of four-index integrals is a
common bottleneck. Various approaches to this problem have been explored, such
as resolution of the identity[235, 46, 47, 54, 21, 108, 226, 233, 230] [now commonly
referred to as density fitting (DF)], Cholesky decompositions[19, 180, 117, 12, 24,
227, 10, 246, 25, 33] (CD), and pseudo-spectral[137, 136, 56] techniques. In the
DF treatment, four-index integrals (µν | ρσ) are approximated by summations over
three-index quantities:
(µν | ρσ) ≈
∑
PQ
(µν | P )[J−1]PQ(Q | ρσ), (45)










The three-index quantity (µν | P ) serves to cast the product (µν | onto the auxiliary
basis via the Coulomb metric








While density-fitting does not lower the asymptotic scaling of MP2, it does reduce
the prefactor significantly, with speed-ups in the range of 2 to 5.5 reported.[233, 193]
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There exist many more methods for speeding up the evaluation of the correlation
energy (e.g., local molecular orbital approaches such as local-MP2[233, 230]), yet the
application of DF alone is often sufficient to reduce the cost of the correlation energy
computation to the point that the time needed for the underlying self-consistent field
(SCF) becomes the rate-determining step.
1.3.2 Dual-Basis
For a full review of dual-basis methods, please see references.[105, 238, 127, 206, 41]
The dual-basis (DB) approximation proposed in the work of Steele et al. involves
performing an iterative SCF in a small basis, followed by a single Roothan diagonal-
ization step in a larger target basis set.[206] In practice, the small basis is typically
a specially designed subset of the target basis set, although this restriction is not
imposed by the theory. Once the SCF is converged with the small basis set, the







where S is the atomic orbital (AO) overlap matrix, i represents a MO index, Greek
letters represent AO indices, and barred indices signify large-basis quantities. Us-
ing the newly constructed coefficient matrix, the new density matrix P is formed
and a single Fock matrix is built and diagonalized. After including some first-order
corrections, the DB-SCF energy is shown to be




where ∆P = P′−P is the difference in the post-diagonalization density matrix P′ and
the small basis density matrix P (projected into the large basis). The small truncated
basis sets used in the dual-basis methods have already been implemented[191] in the
Q-Chem 3.2 program suite for several Pople and Dunning basis sets.
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1.3.3 Explicitly Correlated Wavefunctions
For a detailed explanation of explicitly correlated wavefunction based methods, the
reader is referred to the following references:[94, 122, 216, 153, 152, 151, 115, 224,
215, 55, 225, 113, 195, 220, 78]. For wavefunction based methods, one of the largest
limitations remaining in computational chemistry is the very slow convergence of the
correlation energy with respect to the size of the basis set employed. From study-
ing complete basis set (CBS) extrapolations, it is known that the correlation energy
converges close to l−3max, where lmax is the maximum angular momentum contained
in the basis sets employed. While CBS extrapolation techniques do help the con-
vergence problem to some extent, they really only work with relatively large angular
momentum basis sets and introduce one or two parameters, though they are phys-
ically justified. The cause of the slow convergence is related to the presence of the
correlation cusp in the wavefunction which requires that as two electrons converge,
the wavefunction must be linear in r12. The concept of explicitly correlated theories
is to add corrections such that these electron-electron interactions are accounted for
explicitly instead of trying to approximate them by including extremely large angular
momentum basis sets. This concept was first demonstrated by Hylleraas[94] in 1929
on helium. The difficulty of this approach is that as you correlate N electrons explic-
itly, N -electron integrals are required. Computing all the N -electron integrals would
restrict the molecular system to single atoms unless approximations are employed.
Explicitly correlated versions of MP2 introduce three- and four-center integrals. Sza-
lewicz et al. has shown that these can be avoided by using a weak orthogonality
functional.[210] The remaining three-electron integrals have been computed employ-
ing the resolution of identity approximation.[122] Recently, short-range correlation
factors such as exp(−βr12) have been shown to be more reliable than the original
correlation factors which were linear in r12 (herein referred to as F12 and R12, re-
spectively). In both theories, typical doubly excited configurations φabij , like those
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found in MP2, need to be augmented with explicitly correlated configurations φklij ,
which will describe the electron-electron interactions near the correlation cusp,
|φabij 〉 = ÊaiÊbj|Ψ(0)〉, (50)
|φklij 〉 = |Φαβij 〉Fklαβ, (51)
and
Fklαβ = 〈kl|F̂12Q̂12|αβ〉. (52)
Since there are a very large number of possible doubly-excited configurations that
could be explicitly correlated, Fklαβ can be employed to project down into a much
smaller and more manageable set |φklij 〉. The correlation factor F̂ is defined to be
either r12 or exp(−βr12), for R12 and F12 methods, respectively. The Q̂12 projec-
tor ensures strong orthogonality between the newly introduced excitations and the
reference. Using these newly constructed doubly-excited configurations and handling
all the electron-electron interactions explicitly in these new configurations leads to a






1.4 Organization of Thesis
This thesis contains six chapters starting with this introduction to electronic struc-
ture theory and more modern approximations that are employed by computational
chemists. Chapter 2 will demonstrate how simple benchmarks can be used to un-
derstand new chemical phenomena. Chapter 3 will demonstrate how benchmark
databases are developed as well as the errors we make in benchmark computations.
Since our best benchmark quality computations are focal-point methods, both the
MP2 component and the δ
CCSD(T )
MP2 correction needed to be fully investigated. Chap-
ter 4 provides an error and computational performance analysis of modern approxi-
mations applied to MP2. Chapter 5 (as well as Chapter 3) provide a very detailed
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examination of the δ
CCSD(T )
MP2 correction. Chapter 6 illustrates how to use benchmark
quality data to develop new methods that are computationally less expensive without
incurring large errors through empirical parameters. These chapters are adapted from
previously published or submitted first author papers listed below:
Chapter 2: Marshall, M. S.,Steele, R. P.,Thanthiriwatte, K. S.,Sherrill, C. D., “Po-
tential Energy Curves for Cation–π Interactions: Off-Axis Configurations Are Also
Attractive,” J. Phys. Chem. A, vol 113, p. 13628, 2009.
Chapter 3: Marshall, M. S., Burns, L. A., and Sherrill, C. D., “Basis set conver-
gence of the coupled-cluster correction, δ
CCSD(T )
MP2 : Best practices for benchmarking
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CHAPTER II
POTENTIAL ENERGY CURVES FOR CATION-π
INTERACTIONS: OFF-AXIS CONFIGURATIONS ARE
ALSO ATTRACTIVE
2.1 Abstract
Accurate potential energy surfaces for benzene·M complexes (M = Li+, Na+, K+, and
NH+4 ) are obtained using coupled-cluster theory through perturbative triple excita-
tions, CCSD(T). Our computations show that off-axis cation-π interactions, where
the cation is not directly above the aromatic ring, can be favorable and may influ-
ence molecular recognition. Even perpendicular, side-on interactions retain 18-32%
of their π-face interaction energy in the gas phase, making their bond strengths com-
parable to hydrogen bonds in the gas phase. Solvent effects have been explored for
each complex using the polarizable continuum model.
2.2 Introduction
Cation-π interactions are one of the fundamental forces of molecular recognition,[65]
and they have been implicated in a number of biochemical processes, including the
binding of acetylcholine by various acetylcholine receptors, ion selectivity in K+ chan-
nels, and steroid bio-synthesis.[72, 44, 244] Meadows et al. estimate that 8% of protein
residues are potentially involved in cation-π interactions.[140] The large number of
cation-π interactions present in proteins argues for a more complete understanding of
the nature of these interactions. Cation-π interactions have been the focus of a vast
array of recent research efforts.[196, 242, 71, 106, 241, 119, 147, 202, 222, 34, 167,
173, 171, 36, 65, 148, 142, 20, 140, 6, 57, 52, 146, 129, 44, 141, 32, 27, 107]
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The attraction between a cation and an aromatic ring can be quite strong. Al-
though nonpolar, benzene can compete with a water molecule for binding a cation in
the gas phase. For example, the interaction energy of benzene·K+ is -18 kcal mol−1,
compared to -19 kcal mol−1 for K+(H2O).[208] The experimental interaction energies
of benzene·Na+ and benzene·Li+ are stronger still, at -22.13±1.39 and -38.50±3.23
kcal mol−1, respectively.[6]
Understanding the nature of the cation-π interaction in model systems has been
a topic of much recent interest. Earlier studies explained the strength of the cation-
π interaction as arising primarily from the electrostatic attraction between an ion
and the large quadrupole moment featured by many aromatic rings.[44] However,
it is now clear that the induction term is at least as important as the electrostatic
term.[202, 222, 223]
Very high-level quantum mechanical computations on the prototype benzene·Na+
complex have been reported by Feller,[52] who estimated interaction energies using
coupled-cluster theory with perturbative triple excitations [CCSD(T)] and complete
basis set (CBS) extrapolations. Feller’s theoretical interaction energy (∆H0 = -24.4
± 0.3 kcal mol−1) falls in between two experimental results (-21.1 and -27.6 kcal
mol−1)[13] which differ by 6.5 kcal mol−1. An additional high-level theoretical study
by Feller, Dixon, and Nicholas[53] for the complexes of alkali earth cations with
benzene indicates that lower-level computations can yield 298 K binding energies
which are 3-4 kcal mol−1 too low. Woolf and co-workers have found [239] that the
CHARMM force field does not always reliably model the interaction of indoles with
point charges when compared to the more reliable density functional theory (DFT).
The effect of substituents on cation-π interactions has been examined in several
recent theoretical and experimental papers.[141, 7, 8, 45] Electrostatic interactions
appear to be sufficient to explain computed trends in substituent effects, [141, 7, 8]
although Amunugama and Rodgers also point out the role of the polarizability of the
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aromatic.[7, 8] The interaction of benzene with ions MX+ has also been examined,[31]
where M is an alkaline earth dication and X is a counter ion (e.g., H−, CH−3 ).
Despite the large number of recent studies on cation-π interactions, previous work
focuses only on cations interacting directly with the face of the aromatic ring. This
is rather surprising considering that many off-angle cation-π interactions have been
found in proteins.[36, 57, 146, 32] Because the geometry of cation-π interactions may
be constrained when these interactions occur in larger chemical or biochemical sys-
tems, it is important to know how the attractions behave as a function of distance
and orientation. While these interactions will certainly be attenuated in larger sys-
tems due to polarization of the environment, the gas phase potential energy curves
represent the first step in understanding the nature of the fundamental cation-π in-
teraction. Moreover, they may serve as benchmarks in the development of the next
generation of polarizable force fields which may accurately model noncovalent inter-
actions in biochemical systems. In this work, we present high-level quantum mechan-
ical computations of potential energy curves for cation-π interactions by considering
complexes of the cations Li+, K+, Na+, and NH+4 with benzene, and we include con-
figurations in which the cation is not directly above the aromatic ring. Contrary
to expectations based on electrostatic interactions alone, we find that off-axis ap-
proaches can be favorable—although not nearly as favorable as binding to the top
of the ring—suggesting that off-axis cation-π interactions should also be considered
when analyzing biochemical systems.
2.3 Theoretical Approach
Potential energy surfaces (PES) were computed using the CCSD(T) method[172]
with the Pople 6-311++G(2d,2p) basis set.[120, 139, 22] All interaction energies were
corrected for basis set superposition error (BSSE) using the scheme outlined by Boys
and Bernardi.[26] All single point energies had the following orbitals frozen for each
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atom: C[1s], Na[1s], K[1s,2s,2p], N[1s], Li[none]. The curves were computed with rigid
monomers employing the benzene geometry recommended by Gauss and Stanton:
rCC = 1.3915Å and rCH = 1.0800Å.[58] The NH
+
4 geometry, rNH = 1.0235Å and
θHNH = 109.467
o, was acquired from a full CCSD(T)/aug-cc-pVTZ optimization.
The NH+4 is oriented such that only one hydrogen points to the center of the ring.
Very small changes in the interaction energy are found for different orientations.
Displacements for the PES are calculated from the center of mass of the benzene to
the center of mass of the cation. Rigid PES scans were performed on a dense grid of
points for R ∈ [2.0Å, 7.0Å], θ ∈ [0◦, 90◦], and φ = 0◦ or 30◦ (see Figure 3).
Figure 3: Geometries for cation-π systems.
All computations were carried out with the MOLPRO 2006 program[232]. Because
we are tracing potential curves and because monomer geometries were frozen, the
geometries considered do not represent stationary points on the potential surface.
Hence, zero point corrections were not applied.
2.4 Results and Discussion
Cation-π Interactions
Potential energy surfaces for various metal cations and ammonium interacting
with aromatic benzene are shown in Figure 4.
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Figure 4: Potential energy curves for given (θ,φ) values for benzene·M+ (M = Li,
Na, K, NH4) at the CCSD(T)/6-311++G(2d,2p) level of theory. (a) benzene·Li+ (b)
benzene·Na+ (c) benzene·K+ (d) benzene·NH+4
Interaction energies for the minimum of each curve are given in Table 1.
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Table 1: CCSD(T)/6-311++G(2d,2p) Counterpoise Corrected Interaction Energies
(Eint, kcal mol
−1) and Equilibrium Distances (R, Angstrom)
Cation θ φ Eint R
Li+ 0 0 -35.8 1.9
30 0 -27.3 2.5
60 0 -15.3 3.4
90 0 -5.0 4.3
30 30 -27.4 2.4
60 30 -19.2 3.1
90 30 -11.3 3.5
Na+ 0 0 -22.2 2.4
30 0 -17.6 2.9
60 0 -8.6 3.9
90 0 -2.6 4.7
30 30 -17.7 2.9
60 30 -10.8 3.6
90 30 -5.1 4.1
K+ 0 0 -16.5 2.9
30 0 -12.1 3.4
60 0 -5.2 4.4
90 0 -1.5 5.2
30 30 -12.1 3.4
60 30 -6.6 4.1
90 30 -3.0 4.5
NH+4 0 0 -16.4 3.1
30 0 -13.0 3.6
60 0 -6.3 4.5
90 0 -1.7 5.3
30 30 -13.1 3.6
60 30 -7.9 4.2
90 30 -3.4 4.6
In each case, the most favorable geometry is one where the cation is directly above
the ring (θ=φ=0◦). For this configuration, the equilibrium CCSD(T)/6-311++G(2d,2p)
interaction energies are -35.8, -22.2, -16.5, and -16.4 kcal mol−1 for Li+, Na+, K+,
and NH+4 respectively. Our results for the cation above the ring (θ = 0
◦) are in good
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agreement with the previous experimental work of Amicangelo et al [6] who report
interaction energies of -38.5, -22.1, and -17.5 kcal mol−1 for Li+, Na+, and K+ re-
spectively, even though our results are purely electronic binding energies, neglecting
enthalpy corrections. Our results are slightly less bound than the very high-quality
CCSD(T) complete-basis-set estimates of Feller et al.,[53] who obtain electronic in-
teraction energies of -38.0, -25.4, and -20.6 kcal mol−1 for Li+, Na+, and K+. We
attribute the differences primarily to remaining deficiencies in the basis set and to the
lack of geometry relaxation in our results (full geometry relaxation is somewhat more
important for these cation-π interactions than for neutral non-covalent interactions,
and it can be as large as ∼ 1.5 kcal mol−1 for benzene·Li+).
As the cation is moved from above the aromatic face (θ = 0◦) to the side-on
geometry (θ = 90◦), we see that up to 30% of its interaction energy is retained,
meaning the side-on interactions are still significantly stabilized (-11.33, -5.13, -2.96,
and -3.38 kcal mol−1 for Li+, Na+, K+, and NH+4 respectively, at the optimum values
of R). The side-on geometries are saddle points, rather than local minima, on the
gas phase potential energy surface. Nevertheless, side-on or near side-on geometries
can occur in complex environments such as proteins due to backbone or other steric
constraints. Although the gas phase interaction energies would be reduced in solution,
their large magnitude indicates that even side-on interactions may be important in
molecular recognition.
For all configurations where the cation is not directly above the benzene, there
was a clear preference for φ = 30◦ (where the cation is positioned between two H
atoms) over φ = 0◦ (where the cation is aligned in a vertical plane with an H atom;
see Figure 3). Our results indicate that the size of the cation plays a substantial
role in its interaction energy. As size of the cation increases, the interaction energy
decreases. This is primarily due to the significant role of induction. The small cations
can approach closer to the ring and therefore can induce a much larger polarization
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Figure 5: Potential energy curves for all cations at θ=90◦,φ=30◦
Figure 5 compares the potential energy curves for the side-on configurations (θ =
90◦, φ = 30◦) for the various cations considered. The curves for Na+, K+, and NH+4
are similar, but Li+ is significantly more bound because of its smaller size.
Decomposition of Na+-π interaction energy
To better understand how the cation-π interaction changes from in-plane (θ =
90◦,φ = 30◦) to above the π-face (θ = 0◦, φ = 0◦) we utilize density functional based
symmetry adapted perturbation theory (DFT-SAPT) [96] to examine benzene·Na+ as
a representative example. DFT-SAPT is a recent extension of SAPT[98, 237] theory
where the interacting monomers are expressed in terms of Kohn-Sham DFT. DFT-
SAPT has been shown to accurately reproduce coupled-cluster interaction energies.[75]
In order to achieve such accuracy, one must asymptotically correct the exchange-
correlation functional.[73, 74, 76] In this work we employ the gradient-regulated
asymptotic correction of Gruning et al.[66] The shift parameters used for benzene
and Na+ are 0.0713 and 0.2783 hartree respectively. These values are calculated from
the difference between the HOMO energy and the exact ionization potential of each
monomer. The exact ionization potentials are taken from Cohen et al.[35] for Na+
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(47.2864 eV) and Lias et al.[128] for benzene (9.2459 eV). All DFT-SAPT calcula-
tions were carried out with the MOLPRO 2006 program[232] using the PBE0 density
functional [3] and the 6-311++G(2d,2p)[120, 139, 22] basis set.
Within the DFT-SAPT framework, the interaction energy is decomposed into the
following contributions: electrostatics, induction, exchange, and dispersion. The total














The superscripts refer to the order of the correction. As done in our previous studies
















elst + Edisp + Eind (57)
Using the methods and decomposition scheme outlined above, the energetic contri-
butions for the above-face and in-plane configurations are computed for benzene·Na+
(Figure 6). For the cation above the π-face, the interaction is equally stabilized by
electrostatics (47%) and induction (49%), with dispersion only contributing 4% of
the stabilizing interaction. Both CCSD(T) and DFT-SAPT predict that the in-plane
configuration are bound. With the exception of the small contribution of dispersion,
the in-plane configuration is entirely bound by induction. The electrostatic term
for the in-plane configuration is repulsive because the closest contacts are between
the cation and two hydrogens of benzene, which have partial positive charges. Most
likely this is the reason earlier studies disregarded these configurations. To validate
the reliability of DFT-SAPT for cation-π interactions, we compare DFT-SAPT to the
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Figure 6: DFT-SAPT decomposition of benzene·Na+
published SAPT data of Soteras et al.[202] for the case of Na+ above benzene (see
Figure 7). Note also how well the interaction energy predicted by DFT-SAPT (-4.9
kcal mol−1) compares to CCSD(T) (-5.1 kcal mol−1).
Figure 7: DFT-SAPT decomposition of benzene·Na+ compared to wavefunction
based SAPT for θ=0◦ (cation above the ring)
Solvent Effects
Solvent effects on the strength of the cation-π interactions were examined with
polarized continuum model (PCM)[144, 219, 30, 181] using the B3LYP[18] density
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functional and the 6-311++G(2d,2p) basis set. All solvent calculations were per-
formed using the GAMESS program.[184] The CCSD(T) interaction energies were










solv − ∆GAsolv − ∆GBsolv (59)
Three configurations were considered for each cation-benzene complex [θ,φ=(0,0),
(60,30), and (90,30)] and R taken from equilibrium distance computed using CCSD(T)/6-
311++G(2d,2p) level of theory. Interaction energies were computed for water (ǫ=78.39)
and chloroform (ǫ=4.9). Chloroform was chosen because it has a dielectric constant
closer to what one would find in the interior of a protein.[149] Solvated interaction
energies are shown in Table 2.
Table 2: Solvated Interaction Energies in kcal mol−1. Gas phase computed at
CCSD(T)/6-311++G(2d,2p). Solvation correction computed at B3LYP-PCM/6-
311++G(2d,2p).
Cation θ φ R (Ang) Gas phase Chloroform Water
Li+ 0 0 1.9 -35.8 -21.2 -18.4
60 30 3.1 -19.2 -8.0 -6.0
90 30 3.5 -11.3 0.7 -0.7
Na+ 0 0 2.4 -22.2 -15.1 -14.4
60 30 3.6 -10.8 -4.8 -4.2
90 30 4.1 -5.10 0.4 0.9
K+ 0 0 2.9 -16.5 -9.2 -8.5
60 30 4.1 -6.6 -1.2 -0.8
90 30 4.5 -3.0 1.5 1.6
NH+4 0 0 3.1 -16.4 -2.6 -0.4
60 30 4.2 -7.9 2.3 3.6
90 30 4.6 -3.4 3.9 4.6
28
attenuated by solvent, they can still be favorable, even for some of the off-axis
configurations.
Comparison to lower levels of theory
Considering that lower levels of theory have been popular for studies of cation-π
interactions,[167, 107, 147] it is useful to evaluate the reliability of more approximate
methods for these systems. Møller-Plesset perturbation theory (MP2) (Figure 8) and










































































Figure 9: Comparison of SCF to CCSD(T) Counterpoise Corrected Interaction En-
ergies.
Out of the geometries considered above, this analysis included all points where
both levels of theory predicted binding. MP2 interaction energies are comparable to
CCSD(T) with a root mean square deviation (RMSD) of only 0.43 kcal mol−1 (max
deviation of 2.58 kcal mol−1). SCF, on the other hand, has a RMSD of 1.25 kcal mol−1
(max deviation of 6.52 kcal mol−1). SCF does not include dynamical electron corre-
lation, therefore it fails to describe dispersion interactions. While not as dominant
as the electrostatic and induction contributions, the dispersion term is expected to
account for 2%, 6%, and 16% of the attractive interactions for Li+, Na+, K+-benzene
complexes (where the cation is directly above the π face), respectively.[202] If MP2
or CCSD(T) are not computationally affordable, the inclusion of an empirical disper-
sion term should be considered for methods like SCF or DFT. Density fitted MP2
(DF-MP2) has also been shown to be a very good substitute for MP2 for cation-π
interactions.[171]
2.5 Conclusions
To our knowledge, this work is the first to present potential energy surfaces for cation-
π interactions where the cation is not necessarily above the center of the aromatic ring.
30
Our computations at the CCSD(T)/6-311++G(2d,2p) level of theory show that even
in-plane cation-π interactions can be favorable, with a gas-phase interaction energies
of -3 to -11 kcal mol−1 for the systems considered here. These off-axis interactions
are not as strong as those directly above the ring face, but are still near the strength
of hydrogen bonds in the gas phase. Thus, we believe that the concept of a cation-
π interaction should be broadened to include configurations where the cation may
not be directly above the aromatic ring (and may even be in the same plane). PCM
computations of solvent effects indicate that solvents reduce the strength of the cation-
π interactions, but the off-axis configurations can still be attractive.
Because of the large induction contributions present in cation-π systems, many
pairwise potentials currently used for large-scale simulations are not able to properly
describe this type of bonding. It is our hope that the potential curves presented here








PRACTICES FOR BENCHMARKING NON-COVALENT
INTERACTIONS AND THE ATTENDANT REVISION OF
THE S22, NBC10, HBC6, AND HSG DATABASES
3.1 Abstract
In benchmark-quality studies of non-covalent interactions, it is common to estimate
interaction energies at the complete basis set (CBS) coupled-cluster through pertur-
bative triples [CCSD(T)] level of theory by adding to CBS second-order perturbation
theory (MP2) a “coupled-cluster correction,” δ
CCSD(T )
MP2 , evaluated in a modest basis
set. This work illustrates that commonly used basis sets such as 6-31G*(0.25) can
yield large, even wrongly signed, errors for δ
CCSD(T )
MP2 that vary significantly by binding
motif. Double-ζ basis sets show more reliable results when used with explicitly corre-
lated methods to form a δ
CCSD(T ∗)−F12
MP2−F12 correction, yielding a mean absolute deviation
of 0.11 kcal mol−1 for the S22 test set. Examining the coupled-cluster correction for
basis sets up to sextuple-ζ in quality reveals that δ
CCSD(T )
MP2 converges monotonically
only beyond a turning-point at triple-ζ or quadruple-ζ quality. In consequence, CBS
extrapolation of δ
CCSD(T )
MP2 corrections before the turning point, generally CBS(aug-cc-
pVDZ,aug-cc-pVTZ), are found to be unreliable and often inferior to aug-cc-pVTZ
alone, especially for hydrogen-bonding systems. Using the findings of this paper, we
revise some recent benchmarks for non-covalent interactions, namely the S22, NBC10,
HBC6, and HSG test sets. The maximum differences in the revised benchmarks are
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0.080, 0.060, 0.257, 0.102 kcal mol−1, respectively.
3.2 Introduction
High-accuracy benchmark data sets have become a cornerstone for testing new theo-
ries, basis sets, and approximations in computational chemistry. As the field becomes
more reliant on these high-quality test sets, a better understanding of their underlying
errors is required. One common approach for obtaining benchmark quality reference
data is through focal-point analysis.[48, 38] In the context of non-covalent interac-
tions, focal-point analysis is often used to estimate coupled-cluster theory through
perturbative triple excitations in a large basis set [est. CCSD(T)/large]:
Elarge









CCSD(T ) − EsmallMP2 . (61)
The subscripts and superscripts on energies refer to the method and basis set re-
spectively. The coupled-cluster correction δ
CCSD(T )
MP2 is also referred to as ∆CCSD(T)
in the literature. The “large” basis set is often a complete basis set (CBS) extrapo-
lation, whereas the “small” basis set used for δ
CCSD(T )
MP2 is usually a single basis set,
though it may also be a basis set extrapolation.[193] As has been noted,[199, 101, 82,
198, 155] this focal-point approach works well because even though the convergence
rates of CCSD(T) and MP2 correlation energies are slow with respect to basis set
size, the rate of convergence of the difference [CCSD(T)–MP2] is much faster.[100]
Thus, a much smaller basis set may be used for the δ
CCSD(T )
MP2 correction than for the
underlying SCF and MP2 computations. This approach has been applied to obtain
several non-covalent interaction benchmark energies.[221, 199, 103, 50] One of the
more common small basis sets used is 6-31G*(0.25), particularly for benchmarking
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non-covalent interactions in bio-molecules. This modified Pople basis set is formed
by replacing the usual exponent for the d polarization functions with a more diffuse
exponent (αd=0.25) better able to describe nonbonding interactions.[121, 81, 84, 83]
While this approach has been used widely, there now exist several papers showing that
δ
CCSD(T )
MP2 corrections with modest basis sets (e.g., 6-31G*, cc-pVDZ, aug-cc-pVDZ)
often lead to inaccurate interaction energies. One such paper by Boese et al.[23]
reports interaction energy errors of 10% for neutral hydrogen-bonded complexes us-
ing 6-31G*(0.25) and claims that using such small basis sets “does more harm than
good” (because too small a basis set can yield the wrong sign for the δ
CCSD(T )
MP2 cor-
rection). A large error is also seen in the work of Min et al. on benzene·Na+.[145]
They report a δ
CCSD(T )
MP2 correction increasing in magnitude from -0.13 kcal mol
−1 in
the aug-cc-pVDZ basis to -1.16 kcal mol−1 in the aug-cc-pVTZ basis. Pitoňák et
al.[155] recently studied the effect of small basis sets on stacked adenine·thymine.
They find that small Pople basis sets have errors less than 10-20% in the δ
CCSD(T )
MP2
correction. While this nucleobase test system is interesting, it is not representative of
difficult cases in which the δ
CCSD(T )
MP2 correction is a significant portion of the binding
energy. In stacked adenine·thymine, δCCSD(T )MP2 is 3.18 kcal mol−1 compared to a total
interaction energy of -11.66 kcal mol−1; whereas, the more difficult cases are systems
like the parallel-displaced benzene dimer where the δ
CCSD(T )
MP2 correction is 1.96 kcal
mol−1 compared to a total interaction energy of only -2.67 kcal mol−1.[193] When the
δ
CCSD(T )
MP2 correction is large compared to the interaction energy, a significant error
in this quantity can result in a large relative error in the total binding of the com-
plex. This is yet another reason why the benzene dimer has been examined in such
detail.[199, 221, 197, 160, 95, 157, 60, 193] In particular, a key study by Janowski and
Pulay[95] demonstrated that even the reasonably good aug-cc-pVDZ basis set is not
quite sufficient to converge δ
CCSD(T )
MP2 within 0.1 kcal mol
−1 of its true value for the
benzene dimer. Given that some approximate methods for non-covalent interactions
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are now achieving mean absolute deviations (MADs) of only few tenths of one kcal
mol−1,[61, 29] it is important to begin considering how the remaining errors in the
benchmark interaction energies can be reduced to only a few hundredths of one kcal
mol−1. In many cases, the δ
CCSD(T )
MP2 term appears to be the largest remaining source
of error, and hence it is the focus of the present study. In particular, we examine
the basis set convergence of this correction for several small van der Waals dimers,
and from this work we present revised benchmark interaction energies for several
databases of non-covalent interactions.
While estimates of CCSD(T)/CBS interaction energies using a relatively small
basis set to evaluate δ
CCSD(T )
MP2 can be quite accurate in many cases, the quality of
the procedure is not necessarily consistent across binding motifs for non-covalent
interactions. This study examines the error incurred by using double-ζ basis set
δ
CCSD(T )
MP2 corrections for complexes that are hydrogen-bonded, dispersion-bound, or
of mixed character. Particularly, we focus on the S22 benchmark set,[103] which
features diverse types of non-bonded interactions over a wide range of system sizes,
from water dimer (6 atoms) to adenine·thymine complexes (30 atoms).
This work also investigates the use of explicitly correlated wavefunctions to obtain
better δ
CCSD(T )
MP2 corrections at reduced computational cost. Analogously to Equations
70 and 71:
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CCSD(T ∗)−F12 − EsmallMP2−F12. (63)
Explicitly correlated wavefunctions have been shown to produce accurate energies us-
ing relatively small basis sets.[230, 131, 231, 229, 4, 116] This work evaluates whether




The Dunning basis sets aug-cc-pVNZ (N = D,T,Q,5,6) are herein referred to as
aNZ. The heavy-aug-cc-pVNZ (N = D,T,Q,5,6), which is aug-cc-pVNZ on the non-
hydrogen atoms and cc-pVNZ on the hydrogens, is herein referred to as haNZ. It is
also worth noting here that none of the interaction energies presented in this work
are at fully optimized minima, but instead at fixed, near-equilibrium geometries de-
fined by the corresponding original papers. All interaction energies are counterpoise-
corrected for basis-set superposition error (BSSE) with the scheme outlined by Boys
and Bernardi.[26]
3.3.2 Convergence of CBS Extrapolated δ
CCSD(T )
MP2 corrections
A better understanding is required of the convergence trends of δ
CCSD(T )
MP2 corrections
with respect to basis size for both individual basis sets (e.g. aNZ, N = D,T,Q,5,6) and
2-point Helgaker extrapolations[67] [e.g., CBS(aNZ,aMZ), NM = DT, TQ, Q5, 56].
To accomplish this, δ
CCSD(T )
MP2 quantities are computed for each of the aforementioned
basis sets for several of the smallest members of the S22 test set.
3.3.3 Revision of Benchmark Databases
In accordance with the conclusions of this study (discussed below), the reference in-
teraction energies for the S22,[103] NBC10,[193, 213, 87] HBC6,[218] and HSG[50]
databases have been revised, with geometries remaining unchanged. Benchmark val-
ues for the latter two have been computed as a sum of the HF/aQZ energy, the
two-point (aTZ and aQZ) Helgaker CBS extrapolation[67] of the MP2 correlation en-
ergy, and the δ
CCSD(T )
MP2 correction with the aTZ basis set (haTZ for HSG). Similarly,
for the NBC10 test set, previous benchmark energies employing (h)aDZ/(h)aTZ ex-
trapolations of δ
CCSD(T )
MP2 have been updated to use simple (h)aTZ values of δ
CCSD(T )
MP2 .
The databases at this revision level will be denoted as NBC10A, HBC6A, and HSG-A.
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For the S22 test set, revisions of the original[103] benchmark energies have already
been published. A recent paper by Takatani et al.[211] contributed high-quality esti-
mates of the δ
CCSD(T )
MP2 correction to define the S22A binding energies. The δ
CCSD(T )
MP2
corrections were extrapolated to the CBS limit with an aDZ,aTZ 2-point Helgaker
extrapolation[67] of the MP2 and CCSD(T) correlation energies. Another work in-
dependently revised binding energies for the S22 dimers using larger basis MP2/CBS
energies and single-basis δ
CCSD(T )
MP2 corrections with mid-bond functions.[161] These
two studies agree within 0.044 kcal mol−1 averaged across the entire set, or within
0.029 kcal mol−1 if the adenine·thymine complexes (numbered 7 and 15) are dropped.
Our group recently has analyzed the differences in these two benchmarks and con-
cluded that aDZ,aTZ CBS extrapolated δ
CCSD(T )
MP2 corrections typically slightly over-
estimate δ
CCSD(T )
MP2 corrections for hydrogen bonded complexes. A detailed study of
this is presented in Section III B. Additionally, we have performed new CCSD(T)
computations using larger basis sets when feasible. The best quality results from
among the literature values and new computations have been judiciously selected
to form the S22B benchmark set. The S22 set conveniently partitions complexes by
binding type into hydrogen bonding, dispersion-dominated, and mixed influence cate-
gories. This grouping allows one to see if particular methods struggle for certain kinds
of non-covalent interactions. Interaction energy decompositions via DFT-SAPT[61]
by Grafová et al. and SAPT2+(3)/aTZ results by Hohenstein and Sherrill[85] have
shown that the original, intuitive assignments of the S22 complexes to binding-type
subgroups were not wholly consistent. In this work, we use the grouping suggested by
SAPT2+(3) data which moves stacked adenine·thymine (15) and uracil (13) to the
mixed influence subset and T-shaped benzene dimer (20) to the dispersion-dominated
subset. We note that the “hydrogen bonding” group might more precisely be des-
ignated as “electrostatically dominated,” as the electrostatic character is what we
confirmed by SAPT analysis. Some members of this group, such as NH3 dimer, may
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not necessarily fit the latest IUPAC definition of hydrogen-bonding.[150, 14]
All subsequent discussions employ the revised S22B, NBC10A, HBC6A, and HSG-
A interaction energies as benchmarks.
3.3.4 Small Basis Set δ
CCSD(T )
MP2 Corrections
For each of the complexes in the S22 test set, we report δ
CCSD(T )
MP2 corrections (using
equation 71) for the following basis small sets: 6-31G*, 6-31G*(0.25), 6-31G**(0.25,0.15),
cc-pVDZ, and aug-cc-pVDZ (aDZ). The number in parentheses indicates the non-
standard exponent on the polarization functions. These modified Pople basis sets were
chosen because they are commonly used in the literature for computing δ
CCSD(T )
MP2 .[156,
104, 159, 39, 243, 174, 183, 182] Results are compared to the best currently available
values of δ
CCSD(T )
MP2 (several of which are revised in this work). Mean absolute devi-
ation as well as mean absolute percent deviation (MAPD, with respect to the total
interaction energy) are reported for each basis set. Considering the minimal role of
core correlation towards overall interaction energies,[23] the frozen-core approxima-
tion was employed for all computations. All total energies were converged to 10−9
hartree.
3.3.5 Explicitly Correlated δ
CCSD(T ∗)−F12
MP2−F12 corrections.
Using equations 62 and 63, we examine the performance of explicitly correlated F12
methods for computing δ
CCSD(T )
MP2 corrections. Some technical aspects of CCSD(T)-
F12 require elaboration, the first of which is how to handle the perturbative triples
correction. This work follows the approach of Marchetti et al.[132] whereby the triples
correction is scaled by the ratio of MP2 correlation energy and MP2-F12 correlation
energy:







This procedure leads to a better triples correction, but if it is done independently for
the dimer and each monomer, size-consistency is lost, as pointed out by Marchetti et
al.[132] To retain size-consistency while computing an interaction energy, the scaling
factor must be kept consistent for each complex. Any of the three scaling factors
(dimer, monomer A, monomer B) could be chosen, though the dimer is the most
common choice. Methods that employ a single scaling factor for each of the three
computations are herein referred to as CCSD(T∗∗)-F12. CCSD(T∗)-F12 (with one
asterisk) here designates independently scaled triples corrections. The second issue
that must be considered is the choice of F12 ansatz. For CCSD-F12, we present both
F12a and F12b.[4, 116] For MP2-F12, we present only MP2-F12/3C(FIX) as the MP2
reference.[229]
3.4 Results and Discussion
3.4.1 CBS Extrapolated δ
CCSD(T )
MP2 Corrections
First, it is worthwhile to establish the best possible benchmark values for δ
CCSD(T )
MP2 .
In previous work we presented a basis-set-consistent revision of interaction energies
for the S22 test set, which we designated S22A.[211] Based on limited comparisons
where extrapolated CCSD(T)/CBS(aTZ,aQZ) interaction energies were then avail-
able, it appeared that using CBS(aDZ,aTZ) δ
CCSD(T )
MP2 corrections was very similar to
and in some cases slightly preferable to using aTZ δ
CCSD(T )
MP2 corrections. However,
in the present work, we find that this previous picture is somewhat misleading—
surprisingly—because the CCSD(T)/CBS(aTZ,aQZ) interaction energies are them-
selves not always fully converged.
Figure 10 illustrates the slow, non-monotonic convergence characteristic of the
δ
CCSD(T )
MP2 term, which often results in significant errors for estimates involving double-
ζ values [i.e., aDZ and CBS(aDZ,aTZ)].
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Figure 10: Basis set convergence of δ
CCSD(T )
MP2 for a) water dimer, b) formic acid
dimer, c) formamide dimer, d) methane dimer, and e) ethene·ethine complex, and f)
ethene dimer. Hierarchical Dunning basis sets aDZ–a6Z (red bars) as well as their
two-point Helgaker extrapolations (blue bars) are plotted, showing poor reliability of
double-ζ results. All systems exhibit a “turnover” basis before which CBS estimates
are unreliable and after which the term converges monotonically.
The δ
CCSD(T )
MP2 correction for the water dimer in Figure 10a grows with increasing
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basis set until aQZ, but decreases with the a5Z and a6Z basis sets. To achieve a nearly-
converged CBS δ
CCSD(T )
MP2 correction, one would have to acquire a CBS(aQZ,a5Z)
extrapolated estimate. Because of the scaling of CCSD(T), employing basis sets
of this size is infeasible for any but the smallest complexes. From Figure 10a, we
also note how CBS(aDZ,aTZ) significantly overestimates the best available [a6Z or
CBS(a5Z,a6Z)] estimates (by ∼0.04 kcal mol−1 out of a ∼0.03 kcal mol−1 correction).
This is partly due to the poor quality of the aDZ basis set, but also due to the fact
that δ
CCSD(T )
MP2 terms do not converge monotonically with increasing basis set size.
We apply this same analysis to the double hydrogen-bonded system formic acid
dimer, shown in Figure 10b. Again, we note that the δ
CCSD(T )
MP2 correction does not
converge monotonically and this causes the CBS(aDZ,aTZ) estimate to overshoot
by -0.07 kcal mol−1 compared to CBS(aQZ,a5Z). Figure 10c demonstrates the same
trends for formamide dimer. In this case, the aDZ basis provides the correct sign for
δ
CCSD(T )
MP2 , but it is only -0.07 kcal mol
−1 compared to a best estimate of -0.27 kcal
mol−1. The CBS(aDZ,aTZ) extrapolation overshoots the best estimate by 0.07 kcal
mol−1.
While these errors are not very large, they are undesirable and possible to avoid in
general without costlier computations. Based on the water dimer, formic acid dimer,
and formamide dimer test cases it appears that the aTZ basis set provides a nice
Pauling point for the δ
CCSD(T )
MP2 correction for hydrogen bonded systems. For two out
of three cases, the aDZ basis provided the wrong sign for δ
CCSD(T )
MP2 , and in the other
case, it achieved only one-fourth of the true value. Hence, for small hydrogen-bonded
systems, we urge caution in using double-ζ basis sets for δ
CCSD(T )
MP2 corrections for
benchmark quality work. For somewhat larger complexes, contributions from disper-
sion forces will grow, and double-ζ basis sets (which work reasonably well for δ
CCSD(T )
MP2
corrections in dispersion-dominated or mixed complexes) may perform better.
Methane dimer was investigated to see if similar qualitative basis set effects could
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be seen in dispersion bound complexes. Figure 10d illustrates the δ
CCSD(T )
MP2 correction
for the Dunning basis set series for methane dimer. Again, we see non-monotonically
converging δ
CCSD(T )
MP2 correction, but now the magnitude of the difference between
CBS(aDZ,aTZ) and either aQZ and CBS(aQZ,a5Z) is 0.003 and 0.005 kcal mol−1,
respectively. While such errors are negligible, CBS(aDZ,aTZ) is still not recom-
mended in place of single-basis δ
CCSD(T )
MP2 because of the consistent over-correction.
Ethene·Ethine was investigated as a representative from the mixed category of the S22
test set. Figure 10e once again shows that the δ
CCSD(T )
MP2 correction does not converge
monotonically, instead featuring a turning point at aTZ. This leads CBS(aDZ,aTZ)
extrapolation to overestimate the δ
CCSD(T )
MP2 correction by 0.020 kcal mol
−1 compared
to the CBS(aQZ,a5Z) value. Again, these errors are not very large, but neither is the
magnitude of the δ
CCSD(T )
MP2 correction. As the size of the δ
CCSD(T )
MP2 correction increases
for other van der Waals dimers, this error should increase as well, and using aTZ for
δ
CCSD(T )
MP2 instead of CBS(aDZ,aTZ) may offer a more noticeable improvement.
3.4.2 Impact on Current Benchmark Sets for Non-Covalent Interactions
From this basis set study on the δ
CCSD(T )
MP2 correction, we reach two general conclusions.
1) Extrapolated corrections should be avoided unless one can ensure that the basis
sets used are beyond the turning point (typically aQZ for hydrogen-bonded and aTZ
for mixed and dispersion bound complexes). These are admittedly large basis sets
for CCSD(T) computations, which argues against using extrapolation techniques for
δ
CCSD(T )
MP2 corrections in general. 2) aDZ often results in the wrong sign for δ
CCSD(T )
MP2
corrections for small hydrogen-bonded complexes (S22-1 through S22-7), and larger
basis sets should be used whenever possible. In light of these new findings, we have de-
cided to revise some existing benchmark sets that used extrapolated δ
CCSD(T )
MP2 values.
The best estimates for interaction energies of the S22 complexes have been revised as
described in Table 3 and are herein referred to as S22B.
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Table 3: Benchmark interaction energies (kcal mol−1) for the S22B database with
references from which each component was taken.
Complex Benchmark IE Level of Theory
1 HB Ammonia Dimer, C2h -3.133 CCSD(T)/CBS(aQZ,a5Z)
4
2 HB Water Dimer, Cs -4.989 CCSD(T)/CBS(a5Z,a6Z)
4
3 HB Formic Acid Dimer, C2h -18.753 CCSD(T)/CBS(aQZ,a5Z)
4
4 HB Formamide Dimer, C2h -16.062 CCSD(T)/CBS(aQZ,a5Z)
4















8 DD Methane Dimer, D3d -0.527 CCSD(T)/CBS(aQZ,a5Z)
4
9 DD Ethene Dimer, D2d -1.472 CCSD(T)/CBS(aQZ,a5Z)
4






























16 MX Ethene·Ethine, C2v -1.496 CCSD(T)/CBS(aQZ,a5Z)
4






























This new set removes any CBS extrapolated δ
CCSD(T )
MP2 corrections and uses the
largest underlying MP2/CBS as well as the largest δ
CCSD(T )
MP2 correction available from
the literature. We also provide larger basis set δ
CCSD(T )
MP2 corrections or directly ex-
trapolated CCSD(T)/CBS values (without using a δ
CCSD(T )
MP2 term) for some of the
smallest complexes. From Table 4, we see noticeable deviations for the hydrogen-
bonded complexes compared to the S22A benchmark values of Takatani et al.[211]




Table 4: S22B benchmark interaction energies and differences (kcal mol−1) with
respect to Jurecka et al., (Ref. [103], original publication), Podeszwa et al., (Ref.
[161], revision), and Takatani et al. (Ref. [211], S22A revision) literature values.
Complex Jurecka Podeszwa Takatani S22B | ∆Jurecka| | ∆Podeszwa| | ∆Takatani|
1 -3.17 -3.145 -3.150 -3.133 0.037 0.012 0.037
2 -5.02 -5.004 -5.070 -4.989 0.031 0.015 0.031
3 -18.61 -18.751 -18.810 -18.753 0.143 0.002 0.047
4 -15.96 -16.063 -16.110 -16.062 0.101 0.002 0.059
5 -20.65 -20.643 -20.690 -20.641 0.009 0.002 0.049
6 -16.71 -16.938 -17.000 -16.934 0.224 0.004 0.066
7 -16.37 -16.555 -16.740 -16.660 0.290 0.105 0.080
8 -0.53 -0.530 -0.530 -0.527 0.003 0.003 0.003
9 -1.51 -1.483 -1.480 -1.472 0.039 0.012 0.029
10 -1.5 -1.448 -1.450 -1.448 0.052 0.000 0.002
11 -2.73 -2.654 -2.620 -2.654 0.076 0.000 0.034
12 -4.42 -4.255 -4.200 -4.255 0.165 0.000 0.055
13 -10.12 -9.783 -9.740 -9.805 0.315 0.022 0.065
14 -5.22 -4.524 -4.590 -4.524 0.696 0.000 0.066
15 -12.23 -11.856 -11.660 -11.730 0.500 0.126 0.070
16 -1.53 -1.503 -1.500 -1.496 0.034 0.007 0.014
17 -3.28 -3.280 -3.290 -3.275 0.005 0.005 0.015
18 -2.35 -2.320 -2.320 -2.312 0.038 0.008 0.008
19 -4.46 -4.540 -4.550 -4.541 0.081 0.001 0.009
20 -2.74 -2.717 -2.710 -2.717 0.023 0.000 0.007
21 -5.73 -5.627 -5.620 -5.627 0.103 0.000 0.007
22 -7.05 -7.097 -7.090 -7.097 0.047 0.000 0.007
Average 0.137 0.015 0.035
Max 0.696 0.127 0.080
We also note substantial differences for the adenine·thymine complexes compared
to the work of Podeszwa et al.[161], due to the latter’s use of an aDZ δ
CCSD(T )
MP2 cor-
rection. S22B benchmark values differ from those of Jurecka et al.,[103] Podeszwa
et al.,[161] and Takatani et al.[211] by 0.137, 0.015, and 0.035 kcal mol−1 on av-
erage, respectively. Maximum differences are 0.696, 0.127, and 0.080 kcal mol −1,
respectively.
The NBC10[193, 213, 87] test set also generally utilized CBS(aDZ,aTZ) and
CBS(haDZ,haTZ) δ
CCSD(T )
MP2 corrections, so we updated these to use only the aTZ
and haTZ δ
CCSD(T )
MP2 corrections. The geometries were not changed. Supplemental
Tables S2–S6 reflect the new values and the change to the new δ
CCSD(T )
MP2 corrections.
This new benchmark will be referred to as NBC10A. We report a shift of 0.017 kcal
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mol−1 on average across all complexes and a maximum difference of 0.060 kcal mol−1
for PD Benzene Dimer at an intermolecular separation of 3.2 angstroms and a slip dis-
tance of 0.2 angstroms. We note the largest corrections are for stacked configurations
on the repulsive wall.
Since the overestimation of δ
CCSD(T )
MP2 corrections by CBS(aDZ,aTZ) extrapolation
primarily affects hydrogen-bonded systems, we must also revise the HBC6 test set
which consists of double- hydrogen-bonded complexes. The only modification to this
test set was the replacement of CBS(aDZ,aTZ) δ
CCSD(T )
MP2 corrections with pure aTZ
δ
CCSD(T )
MP2 corrections for all complexes. Tables 5-7 reflect the new values and the mag-
nitude of the change to the new δ
CCSD(T )
MP2 corrections, along with an incrementation
of the test set name to “HBC6A”. We report a shift of 0.073 kcal mol−1 on average
across all complexes and a maximum difference of 0.257 kcal mol−1 for foramidine
dimer at an intermolecular separation of 3.4 angstroms. Similar to NBC10, we note
the largest corrections are for geometries on the repulsive wall.
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Table 5: HBC6A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /aTZ components] and differences (kcal
mol−1) with respect to Thanthiriwatte et al. [Ref. [218], original publication using
δ
CCSD(T )
MP2 /CBS(aDZ,aTZ) extrapolation]; Formic acid (FaOO) and formamide (FaON)
dimers at various intermolecular distances (in Å).
Complex Original HBC6A | ∆ |
FaOO–FaOO-3.4 -19.834 -19.627 0.207
FaOO–FaOO-3.5 -20.027 -19.850 0.177
FaOO–FaOO-3.6 -20.060 -19.910 0.150
FaOO–FaOO-3.7 -19.776 -19.650 0.126
FaOO–FaOO-3.8 -19.132 -19.027 0.105
FaOO–FaOO-3.9 -18.161 -18.075 0.086
FaOO–FaOO-4.0 -16.943 -16.873 0.070
FaOO–FaOO-4.1 -15.574 -15.517 0.057
FaOO–FaOO-4.2 -14.148 -14.100 0.048
FaOO–FaOO-4.3 -12.736 -12.697 0.039
FaOO–FaOO-4.4 -11.392 -11.360 0.032
FaOO–FaOO-4.6 -9.014 -8.990 0.024
FaOO–FaOO-4.8 -7.091 -7.074 0.017
FaOO–FaOO-5.0 -5.590 -5.577 0.013
FaOO–FaOO-5.4 -3.548 -3.539 0.009
FaOO–FaOO-5.8 -2.325 -2.323 0.002
FaOO–FaOO-6.4 -1.320 -1.320 0.000
FaOO–FaOO-7.0 -0.801 -0.802 0.001
FaOO–FaOO-8.0 -0.394 -0.397 0.003
FaOO–FaOO-10.0 -0.132 -0.135 0.003
FaON–FaON-3.4 -6.726 -6.556 0.170
FaON–FaON-3.5 -10.191 -10.027 0.164
FaON–FaON-3.6 -12.781 -12.628 0.153
FaON–FaON-3.7 -14.667 -14.529 0.138
FaON–FaON-3.8 -15.919 -15.796 0.123
FaON–FaON-3.9 -16.582 -16.475 0.107
FaON–FaON-4.0 -16.714 -16.622 0.092
FaON–FaON-4.1 -16.391 -16.313 0.078
FaON–FaON-4.2 -15.713 -15.647 0.066
FaON–FaON-4.3 -14.790 -14.735 0.055
FaON–FaON-4.4 -13.723 -13.678 0.045
FaON–FaON-4.6 -11.480 -11.448 0.032
FaON–FaON-4.8 -9.401 -9.379 0.022
FaON–FaON-5.0 -7.642 -7.626 0.016
FaON–FaON-5.4 -5.108 -5.097 0.011
FaON–FaON-5.8 -3.537 -3.528 0.009
FaON–FaON-6.4 -2.187 -2.181 0.006
FaON–FaON-7.0 -1.448 -1.443 0.005
FaON–FaON-8.0 -0.816 -0.813 0.003
FaON–FaON-10.0 -0.340 -0.337 0.003
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Table 6: HBC6A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /aTZ components] and differences (kcal
mol−1) with respect to Thanthiriwatte et al. [Ref. [218], original publication using
δ
CCSD(T )
MP2 /CBS(aDZ,aTZ) extrapolation]; dimers of formic acid (FaOO), formamide
(FaON) and formamidine (FaNN) at various intermolecular distances (in Å).
Complex Original HBC6A | ∆ |
FaNN–FaNN-3.4 -8.987 -8.730 0.257
FaNN–FaNN-3.5 -10.969 -10.725 0.244
FaNN–FaNN-3.6 -12.693 -12.463 0.230
FaNN–FaNN-3.7 -14.144 -13.932 0.212
FaNN–FaNN-3.8 -15.287 -15.106 0.181
FaNN–FaNN-3.9 -16.118 -15.950 0.168
FaNN–FaNN-4.0 -16.587 -16.440 0.147
FaNN–FaNN-4.1 -16.702 -16.575 0.127
FaNN–FaNN-4.2 -16.452 -16.344 0.108
FaNN–FaNN-4.3 -15.901 -15.811 0.090
FaNN–FaNN-4.4 -15.102 -15.028 0.074
FaNN–FaNN-4.6 -13.047 -12.999 0.048
FaNN–FaNN-4.8 -10.810 -10.780 0.030
FaNN–FaNN-5.0 -8.733 -8.715 0.018
FaNN–FaNN-5.4 -5.539 -5.532 0.007
FaNN–FaNN-5.8 -3.521 -3.517 0.004
FaNN–FaNN-6.4 -1.861 -1.861 0.000
FaNN–FaNN-7.0 -1.050 -1.051 0.001
FaNN–FaNN-8.0 -0.463 -0.466 0.003
FaNN–FaNN-10.0 -0.123 -0.127 0.004
FaOO–FaON-3.4 -14.356 -14.164 0.192
FaOO–FaON-3.5 -16.486 -16.312 0.174
FaOO–FaON-3.6 -17.833 -17.679 0.154
FaOO–FaON-3.7 -18.543 -18.409 0.134
FaOO–FaON-3.8 -18.692 -18.578 0.114
FaOO–FaON-3.9 -18.347 -18.250 0.097
FaOO–FaON-4.0 -17.592 -17.512 0.080
FaOO–FaON-4.1 -16.537 -16.471 0.066
FaOO–FaON-4.2 -15.300 -15.245 0.055
FaOO–FaON-4.3 -13.989 -13.944 0.045
FaOO–FaON-4.4 -12.684 -12.647 0.037
FaOO–FaON-4.6 -10.274 -10.248 0.026
FaOO–FaON-4.8 -8.245 -8.227 0.018
FaOO–FaON-5.0 -6.613 -6.597 0.016
FaOO–FaON-5.4 -4.330 -4.321 0.009
FaOO–FaON-5.8 -2.935 -2.931 0.004
FaOO–FaON-6.4 -1.753 -1.751 0.002
FaOO–FaON-7.0 -1.121 -1.119 0.002
FaOO–FaON-8.0 -0.598 -0.597 0.001
FaOO–FaON-10.0 -0.227 -0.228 0.001
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Table 7: HBC6A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /aTZ components] and differences (kcal
mol−1) with respect to Thanthiriwatte et al. [Ref. [218], original publication using
δ
CCSD(T )
MP2 /CBS(aDZ,aTZ) extrapolation]; dimers of formamidine (FaNN) with for-
mamide (FaON) and formic acid (FaOO) at various intermolecular distances (in Å).
Complex Original HBC6A | ∆ |
FaON–FaNN-3.4 -8.239 -8.021 0.218
FaON–FaNN-3.5 -10.918 -10.711 0.207
FaON–FaNN-3.6 -13.055 -12.862 0.193
FaON–FaNN-3.7 -14.717 -14.539 0.178
FaON–FaNN-3.8 -15.921 -15.763 0.158
FaON–FaNN-3.9 -16.672 -16.532 0.140
FaON–FaNN-4.0 -16.977 -16.856 0.121
FaON–FaNN-4.1 -16.865 -16.760 0.105
FaON–FaNN-4.2 -16.390 -16.301 0.089
FaON–FaNN-4.3 -15.631 -15.557 0.074
FaON–FaNN-4.4 -14.676 -14.614 0.062
FaON–FaNN-4.6 -12.490 -12.448 0.042
FaON–FaNN-4.8 -10.304 -10.277 0.027
FaON–FaNN-5.0 -8.362 -8.341 0.021
FaON–FaNN-5.4 -5.445 -5.434 0.011
FaON–FaNN-5.8 -3.617 -3.609 0.008
FaON–FaNN-6.4 -2.087 -2.082 0.005
FaON–FaNN-7.0 -1.295 -1.292 0.003
FaON–FaNN-8.0 -0.663 -0.661 0.002
FaON–FaNN-10.0 -0.237 -0.237 0.000
FaOO–FaNN-3.6 -26.289 -26.064 0.225
FaOO–FaNN-3.7 -24.035 -23.841 0.194
FaOO–FaNN-3.8 -23.017 -22.850 0.167
FaOO–FaNN-3.9 -22.133 -21.990 0.143
FaOO–FaNN-4.0 -21.122 -21.002 0.120
FaOO–FaNN-4.1 -19.920 -19.819 0.101
FaOO–FaNN-4.2 -18.544 -18.461 0.083
FaOO–FaNN-4.3 -17.056 -16.988 0.068
FaOO–FaNN-4.4 -15.526 -15.471 0.055
FaOO–FaNN-4.6 -12.583 -12.546 0.037
FaOO–FaNN-4.8 -10.031 -10.006 0.025
FaOO–FaNN-5.0 -7.960 -7.942 0.018
FaOO–FaNN-5.4 -5.069 -5.058 0.011
FaOO–FaNN-5.8 -3.336 -3.328 0.008
FaOO–FaNN-6.4 -1.906 -1.900 0.006
FaOO–FaNN-7.0 -1.170 -1.166 0.004
FaOO–FaNN-8.0 -0.587 -0.584 0.003
FaOO–FaNN-10.0 -0.202 -0.200 0.002
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The last test set revised in this study is HSG,[50] which is a benchmark formed
by dissecting the reaction site of a bound protein-drug complex (HIV-II protease-
indinavir) into twenty-one pairs of chemical fragments that are not necessarily at
equilibrium geometries. Again, here we only replace the CBS(haDZ,haTZ) δ
CCSD(T )
MP2
correction with a haTZ δ
CCSD(T )
MP2 correction. Table 8 reflects the new values and
corresponding shifts for HSG-A. We report an average change of 0.027 kcal mol−1
and a maximum change of 0.102 kcal mol−1. The small average change is due to
there being only a few hydrogen-bonded complexes in the HSG test set.
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Table 8: HSG-A benchmark interaction energies [using HF/aQZ,
MP2/CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /haTZ components] and dif-




Complex Original HSG-A | ∆ |
1 ala29-big -0.519 -0.518 0.001
2 ala128-small -2.181 -2.283 0.102
3 arg8 -2.451 -2.478 0.027
4 ash26-asp125 -16.445 -16.526 0.081
5 asp129-big -18.984 -19.076 0.092
6 asp130 -6.009 -5.998 0.011
7 gly28-big -3.301 -3.308 0.007
8 gly50-ring-big -0.554 -0.581 0.027
9 gly50-v1 -5.038 -5.066 0.028
10 gly127 -7.532 -7.509 0.023
11 gly148 -6.279 -6.274 0.005
12 ile48-big 0.305 0.302 0.003
13 ile147 -2.087 -2.103 0.016
14 ile150-big -1.376 -1.378 0.002
15 ile184 -0.853 -0.856 0.003
16 leu23-big -1.097 -1.100 0.003
17 pro181 -1.504 -1.534 0.030
18 val33-big -0.473 -0.472 0.001
19 val83 -1.569 -1.598 0.029
20 val132 0.391 0.378 0.013




The remaining errors in these benchmark test sets are anticipated to be the follow-
ing: basis set incompleteness error (BSIE) of the MP2/CBS, BSIE of the δ
CCSD(T )
MP2
correction, core-valence correction, and higher-order excitation corrections. To ex-
amine these sources of error, we look at each for the S22 benchmark set. By com-
paring MP2/CBS(aTZ,aQZ) to MP2/CBS(aQZ,a5Z), we estimate the BSIE of the
MP2/CBS to have an average percent error of 0.10% (maximum 0.22% for PD Ben-





MP2 /aDZ and δ
CCSD(T )
MP2 /aTZ. This approach reveals an average percent error
of 0.60% (maximum of 3.01% for PD Benzene dimer). To understand the remain-
ing BSIE better, we looked at both the counterpoise corrected and non-counterpoise
corrected δ
CCSD(T )






















































Figure 11: Ethene dimer (at the S22 geometry) counterpoise (red) and uncounter-
poise (green) corrected δ
CCSD(T )
MP2 corrections with aug-cc-pVXZ (X=D,T,Q,5). CBS




























































Figure 12: Water dimer (at the S22 geometry) counterpoise (red) and uncounter-
poise (green) corrected δ
CCSD(T )
MP2 corrections with aug-cc-pVXZ (X=D,T,Q,5,6). CBS
values are computed with 2-point Helgaker extrapolation.
These figures reveal that there is still significant BSSE with the aTZ basis and
that an uncorrected δ
CCSD(T )
MP2 should therefore be used with caution (all our proposed
benchmarks use the counterpoise-corrected δ
CCSD(T )
MP2 ). The core-valence correction
was estimated by Podeszwa et al.[161] to be on the order of 0.1% and no larger than
0.5% for all molecules in the S22 test set. Because of a lack of detailed studies of
higher-order corrections (with an adequate basis set) in dispersion dominated com-
plexes, post-triples corrections are hard to quantify. Hopkins et al.[93] estimated
δ
CCSD(TQ)
CCSD(T ) corrections to be approximately a tenth the magnitude of δ
CCSD(T )
MP2 (with
the same sign), but these were for relatively small systems. Pitonak et al.[157] re-
ported quadruple excitation corrections for benzene dimer to be 0.04 kcal mol−1
(1.72%), but this study used a relatively small 6-31G*(0.25) basis set. A more de-
tailed study of higher-order corrections with adequate basis sets is required before
52
giving bounds on this error.
3.4.3 Small Basis Set δ
CCSD(T )
MP2 Corrections
Having established that benchmark-quality δ
CCSD(T )
MP2 terms generally require triple-ζ
basis sets to be truly robust, we examined the performance of small double-ζ basis
sets often present in the literature. Table S1 in the supplemental material presents
our best estimates of the δ
CCSD(T )
MP2 correction for the S22 test set, along with estimates
of this correction evaluated in various double-ζ basis sets. Mean absolute deviations
are presented in Figure 13a.
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Figure 13: Performance of double-ζ basis sets for the δ
CCSD(T )
MP2 correction. For the S22
test set, (a) mean absolute deviations and (b) mean absolute percent deviations are
assessed in relation to S22B benchmark CCSD(T)/CBS values. While the specially-
modified 6-31G*(0.25) and 6-31G**(0.25,0.15) basis sets yield low errors for hydrogen-
bonding, they are significantly worse for dispersion-bound systems, and only aug-cc-
pVDZ reaches an overall MAD for S22B of less than 0.1 kcal mol−1.
It is clear that the original 6-31G* basis should not be used for these types of com-
putations, as the optimized version 6-31G*(0.25) significantly outperforms it for the
same computational cost. 6-31G*(0.25) performs relatively well for hydrogen-bonded
complexes (MAD is 0.09 kcal mol−1), but the error becomes somewhat larger than
desirable for mixed complexes (0.15 kcal mol−1) and dispersion-dominated complexes
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(MAD 0.20 kcal mol−1 and MAPD 6.8%). Figure 13 also illustrates the importance
of diffuse functions, as progressing from cc-pVDZ to aDZ reduces the MAD from 0.22
to 0.10 kcal mol−1. Such augmented basis sets are especially important for dispersion
bound complexes, reducing the MAD from 0.26 to 0.05 kcal mol−1. Unfortunately,
even aDZ is not an adequate basis set for high-quality δ
CCSD(T )
MP2 corrections for all
binding types; it produces a MAD of 0.18 kcal mol−1 for hydrogen-bonded systems.
Overall, Figure 13 confirms that none of the small double-ζ basis sets can produce an
acceptable level of error for benchmark-quality interaction energies across all binding
types, although with judicious choices, some may be sufficient for application studies
or narrowly defined benchmarking tasks.
3.4.4 Explicitly Correlated δ
CCSD(T )
MP2 Corrections
We have shown that aDZ can lead to significant error in δ
CCSD(T )
MP2 in some cases,
so here we wanted to test how well this basis set could perform in an explicitly
correlated framework. In Figure 14, the method labeled “MP2/CBS + δF12/aDZ”
utilizes explicitly correlated δ
CCSD(T ∗)−F12




























Figure 14: Mean absolute deviation (MAD) for various explicitly correlated meth-
ods using the aug-cc-pVDZ basis versus S22B benchmark CCSD(T)/CBS values. The
method labeled “MP2/CBS + δ F12b/aDZ” is included to show the best performance
of an estimated CCSD(T) approach that uses a MP2/CBS and a δ
CCSD(T )−F12
MP2−F12 cor-
rection in an aug-cc-pVDZ basis.
MP2/CBS + δF12b/aDZ achieves 0.06 kcal mol−1 MAD overall and 0.12, 0.02, and
0.04 for hydrogen-bonding, dispersion, and mixed bonding, respectively. While this
method performs very well, it does not significantly improve upon the CCSD(T∗∗)-
F12b/aDZ approach itself. Apparently, the explicit correlation terms are so effective
that CCSD(T∗∗)-F12b/aDZ does not need to be mixed with MP2/CBS estimates
to account for basis set effects. In particular, MP2/CBS + δF12/aDZ does not
alleviate the maximum error incurred for hydrogen-bound complexes (0.23 kcal mol−1
for formic acid dimer). Hence, focal-point schemes using CCSD(T)-F12 to evaluate
δ
CCSD(T ∗)−F12
MP2−F12 corrections do not seem to offer a large advantage over the underlying
CCSD(T)-F12 in a modest basis.
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3.5 Conclusions
This work examines the error incurred by employing polarized double-ζ basis sets
for the δ
CCSD(T )
MP2 portion of a focal-point estimate of CCSD(T)/CBS interaction en-
ergies for non-covalent complexes. The error in the coupled-cluster correction for a
given basis set varies according to the non-covalent bonding motif. Although po-
larized double-ζ basis sets generally yield adequate estimates of δ
CCSD(T )
MP2 , especially
if diffuse functions are included (or if the d exponent is made more diffuse), never-
theless the errors [MAD of 0.39, 0.15, 0.17, 0.23, 0.10 for the 6-31G*, 6-31G*(0.25),
6-31G**(0.25,0.15), cc-pVDZ, and aDZ for the S22 molecules] are too large for the
resulting CCSD(T)/CBS values to be of true benchmark quality, given that several
approximate methods are now capable of reproducing benchmark interaction ener-
gies within a few tenths of one kcal mol−1. Hence, the remaining errors in δ
CCSD(T )
MP2
should be taken into consideration when comparing new methods against benchmark
sets that utilize δ
CCSD(T )
MP2 corrections with such basis sets. By examining the coupled-
cluster correction in progressively higher basis sets, up to a6Z, a characteristic turning
point was found, after which the quantity converges monotonically and before which
CBS extrapolations are unreliable. Particularly, CBS extrapolated δ
CCSD(T )
MP2 correc-
tions should not be used for hydrogen bonded complexes when employing aDZ and
aTZ basis sets. We recommend simply using the largest single basis set affordable.
We report revised benchmark values for the S22, NBC10, HBC6, and HSG test sets
based on lessons learned in this work. Cartesian coordinates and revised interaction
energies for these four test sets are available as supplementary material. The recent
revision [1] of the S66 test set [175] used haDZ,haTZ extrapolated δ
CCSD(T )
MP2 correc-
tions; for those systems, just as for these, we expect the extrapolation procedure to
introduce small errors (on the order of a few hundredths of one kcal mol−1, perhaps
more for any systems with double hydrogen bonds) relative to the true δ
CCSD(T )
MP2 /CBS
values. We observe remarkable performance by the explicitly correlated methods
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CCSD(T**)-F12a/b, even with a modest aDZ basis set, yielding an MAD of only 0.1
kcal mol−1 over the S22B test set. Such small errors mean that we need benchmark
CCSD(T)/CBS values that are at least this precisely known, highlighting the value
of the revised benchmark energies proposed here.
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CHAPTER IV




We present a systematic study of the synergistic effects of popular approximations to
Møller–Plesset perturbation theory through second-order (MP2). This work applies
the density-fitting (DF) approximation for two-electron integrals, the dual-basis (DB)
approximation for the Hartree–Fock reference, and the use of “heavy-augmented”
Dunning basis sets for basis set reduction, as well as combinations of these, to the S22
benchmark set of weakly bound dimers. For each approach, we report an error analysis
as well as relative speed-ups for the 22 interaction energies in the set. Compared to the
MP2/aug-cc-pVTZ level of theory, the DB-DF-MP2/heavy-aug-cc-pVTZ approach
achieves an average speed-up of 18 with a root-mean-square error of only 0.076 kcal
mol−1 (2%).
4.2 Introduction
In the last decade, the field of computational chemistry has demonstrated that high-
level calculations on small molecules can in some cases achieve an accuracy compa-
rable to that of experiment.[124, 166, 165, 135, 214] A current challenge lies in the
development of approximations to robust levels of theory to address larger systems of
interest. Dispersion-dominated interactions, for which dynamic electron correlation
has been shown to play an important role,[221, 199, 197, 123, 158, 192] have attracted
significant recent attention. When applying computational techniques to large-scale
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problems, long-range interactions can accumulate and must be accounted for prop-
erly. While an accurate description is provided by highly-correlated methods such as
coupled-cluster theory,[170, 190, 188] the steep computational cost of such methods
constrains their applicability to systems of but a few dozen atoms with modest basis
sets. To overcome this problem, ongoing research efforts focus on two fronts: (1) the
modification of established methods by adding adjustable parameters fit to experi-
ment or a higher-level of theory or (2) the development of approximations to robust
levels of theory that maintain their inherent accuracy while reducing the cost.
The strategy of incorporating ad hoc terms with fitted parameters has shown
great success for methods such as DFT-D (which adds a scaled, damped dispersion
correction to a DFT functional).[240, 63, 64] However, there remains no means of sys-
tematically improving the accuracy, and such methods sometimes require numerous
parameters trained upon specific test sets to produce high-quality results. Corre-
lated wavefunction methods have also been modified by fitted parameters in spin-
component-scaled Møller–Plesset perturbation theory (SCS-MP2),[62, 59, 79, 9, 213]
spin-opposite-scaled Møller–Plesset perturbation theory (SOS-MP2),[99] and spin-
component-scaled coupled-cluster with singles and doubles (SCS-CCSD).[212] MP2
tends to give reasonably reliable results for certain types of non-covalent interactions
(such as alkane-alkane interactions and H-bonded interactions). In cases where MP2
exhibits significant errors (e.g., π-stacking interactions), the scaled MP2 methods
such as SCS-MP2 tend to perform well.[9] Even in cases where very accurate binding
energies are desired for non-covalent interactions, MP2 remains a critical ingredient
in the theoretical procedure. When benchmark-quality results are needed, the current
standard procedure is to evaluate the binding energies in the MP2 complete basis set
limit, and then to correct for higher-order correlation terms by adding a ∆CCSD(T)
correction [evaluated as the difference between CCSD(T) and MP2 binding energies
in a smaller basis set].[221, 199] Thus, whether one uses bare MP2, scaled MP2, or
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MP2 in conjunction with CCSD(T) corrections, MP2 computations remain important
in studies of non-covalent interactions, and it is useful to explore approximations for
speeding up these MP2 computations and to assess the associated errors.
In electronic structure theory, the evaluation and storage of four-index integrals is
a common bottleneck. Various approaches to this problem have been explored, such
as resolution of the identity[235, 46, 47, 54, 21, 108, 226, 233, 230] [now commonly
referred to as density fitting (DF)], Cholesky decompositions[19, 180, 117, 12, 24,
227, 10, 246, 25, 33] (CD), and pseudo-spectral techniques.[137, 136, 56] In the DF
treatment, four-index integrals (µν | ρσ) are approximated by summations over three-
index quantities:
(µν | ρσ) ≈
∑
PQ
(µν | P )[J−1]PQ(Q | ρσ), (65)










The three-index quantity (µν | P ) serves to cast the product (µν | onto the auxiliary
basis via the Coulomb metric








While density-fitting does not lower the asymptotic scaling of MP2, it does reduce
the prefactor significantly, with speed-ups in the range of 2 to 5.5 reported.[233, 193]
There exist many more methods for speeding up the evaluation of the correlation
energy (e.g., local molecular orbital approaches such as local-MP2[233, 230]), yet the
application of DF alone is often sufficient to reduce the cost of the correlation energy
computation to the point that the time needed for the underlying self-consistent field
(SCF) becomes the rate-determining step.
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Numerous algorithmic advances have been achieved over the last three decades
to improve SCF efficiency. These range from Pulay’s direct inversion of iterative
subspace[168, 169] (DIIS), which minimizes the number of SCF iterations, to modern
linear scaling methods.[234, 207, 28, 186, 154] Two recent, similar advances in SCF
theory are dual-basis techniques[238, 206, 204, 42, 203, 205] to project the SCF energy
from a smaller basis set and perturbative corrections to estimate the SCF complete
basis set limit.[41]
The dual-basis (DB) approximation proposed in the work of Steele et al. involves
performing an iterative SCF in a small basis, and then taking a single Roothan
diagonalization step in a larger target basis set. In practice, the small basis is typically
a specially designed subset of the target basis set, although this restriction is not
imposed by the theory. Once the SCF is converged with the small basis set, the







where S is the atomic orbital (AO) overlap matrix, i represents a MO index, Greek
letters represent AO indices, and barred indices signify large-basis quantities. Us-
ing the newly constructed coefficient matrix, the new density matrix P is formed
and a single Fock matrix is built and diagonalized. After including some first-order
corrections, the DB-SCF energy is shown to be




where ∆P = P′−P is the difference in the post-diagonalization density matrix P′ and
the small basis density matrix P (projected into the large basis). The small truncated
basis sets used in the dual-basis methods have already been implemented[191] in the
Q-Chem 3.2 program suite for several Pople and Dunning basis sets.
Another broadly employed approximation is the truncation of the aug-cc-pVXZ
(X=D,T,Q) basis sets by eliminating diffuse functions from hydrogen atoms. These
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truncated basis sets are commonly referred to as heavy-aug-cc-pVXZ and often ab-
breviated haXZ (X=D,T,Q). For biological applications and polymer studies, where
a large number of hydrogens are present, haXZ can be a significant savings. Dropping
augmented functions on hydrogen has been shown to have a small effect on properties
such as interaction energies for non-bonded complexes.[193] The DF, DB, and haXZ
approximations have all been developed independently. In this work, we system-
atically examine the practicability of combining these approximations and evaluate
the magnitude of accumulated errors and attainable speed-ups. The S22 benchmark
set[103] has been adopted because of its focus on non-covalent complexes, which are
theoretically challenging.
Recent work by Steele et al. has shown that by combining DB and DF approxi-
mations within MP2, one can expect root mean square errors (RMSEs) of 0.043 and
0.019 kcal mol−1 for the MP2/aug-cc-pVDZ and MP2/aug-cc-pVTZ levels of theory,
respectively, for the S22 set.[205] Their timings focus mainly on evaluating DB-DF-
MP2 analytical gradients. In this work, we present an error and efficiency analysis for
each approximation independently, then repeat with the S22 set for the combination
of approximations, thereby permitting dissection of any errors incurred in the energy,
as well as elucidating the origins of the speed-up. We also consider a series of linear
alkanes to examine how these approximations behave as a function of increasing sys-
tem size. Timings are compared to those from some other methods such as density
functional theory.
4.3 Theoretical Approach
4.3.1 Efficiency Study of Approximate MP2 on Linear Alkanes
To evaluate gains by approximate MP2 methods, we examine a series of linear alkanes
(CnH2n+2). Recent work has considered the effect of RI,[200, 201] Cholesky,[11, 245]
and atomic-orbital based MP2[43] approximations on linear alkanes. Single-point
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energy computations were performed using B3LYP, DB-B3LYP, MP2, DB-MP2, DF-
MP2, and DB-DF-MP2 with the aug-cc-pVDZ basis set. For all dual-basis approx-
imations, we employed the optimized basis sets of Steele et al.[205] referred to as
racc-pVDZ, which has been shown to reproduce the target basis set (aug-cc-pVDZ)
with minimal error in total energy. For the density-fitting auxiliary basis sets, we
employed the optimized basis sets from Hättig and co-workers[228, 70] referred to as
rimp2-aug-cc-pVDZ. In this work we will only be density fitting the MP2 contribution,
not the underlying SCF, as that capability is not currently implemented in Q-Chem
3.2. The frozen-core approximation was employed for all the perturbative methods.
Alkane geometries were constructed from the following parameters: rCC = 1.53Å,
rCH = 1.09Å, and θCCC = 109.5
o. For each level of theory, we report the overall user
time as well as a decomposition of SCF and MP2 user times. For the tests performed,
I/O time was typically minor, hence user times were very similar to wall times.
All computations were performed without taking advantage of spatial symmetry.
All alkane computations used the Q-Chem 3.2[191] program suite on an Altus 1702
server featuring dual AMD Opteron 2378 processors (2.4 GHz, Quad Core), 32GB of
DDR2 RAM, and 2x1TB 7200 RPM RAID-0 local disks. The SCF was converged to
10−8 hartree, and the integral threshold was 10−13.
4.3.2 Performance Analysis of Approximate MP2 on the S22 Set
For a detailed analysis of the performance (both speed-ups and errors) by various
approximate MP2 methods, we chose the S22 benchmark set,[103] which features
diverse types of non-bonded interactions over a wide range of system sizes, from
water dimer (6 atoms) to hydrogen-bonded adenine-thymine complex (30 atoms).
Benchmark-quality CCSD(T)/CBS reference binding energies are available for this
test set.[103, 211] For each of the 22 complexes, we report the interaction energy
and the total user time for MP2, DB-MP2, DF-MP2, and DB-DF-MP2 with the
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aug-cc-pVDZ, aug-cc-pVTZ, heavy-aug-cc-pVDZ, and heavy-aug-cc-pVTZ Dunning
basis sets [a heavy-aug-cc-pVXZ (X=D,T) basis set consists of cc-pVXZ on hydrogen
atoms and aug-cc-pVXZ on all other atoms]. The choice of the DB basis set and
DF auxiliary basis is as described above. All interaction energies were corrected for
basis-set superposition error (BSSE) using the counterpoise correction scheme out-
lined by Boys and Bernardi,[26] and individual calculations employed the frozen-core
approximation. The benchmark machine for the S22 test set is an Intel Xeon (3.2
GHz, Single Core), 4GB of DDR2 RAM, and a 150 GB local disk. The SCF was
converged to 10−8 hartree, and the integral threshold was 10−13. This work focuses
on approximating three computations: MP2/aug-cc-pVDZ, MP2/aug-cc-pVTZ, and
MP2/CBS(aDZ,aTZ), where CBS(aDZ,aTZ) refers to a 2-point extrapolation as de-
fined by Halkier et al.[67] using aug-cc-pVDZ and aug-cc-pVTZ correlation energies.
All computations in this part of the study use one of these three canonical MP2
results as a reference point.
4.4 Results and Discussion
4.4.1 Efficiency of Approximations to MP2 for Linear Alkanes
In the following analysis, MP2 will be discussed in terms of two components: (a) the
underlying SCF computation and (b) the evaluation of the MP2 correlation energy
(including the transformation of the atomic orbital integrals to the molecular orbital
basis). Using the alkane test cases, we investigate how the DF, DB, and haXZ ap-
proximations affect the speed and accuracy of the computation. For a medium-sized
molecule such as C20H42, the underlying SCF takes 33% of the total user time as
shown in Figure 15(a).
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Figure 15: The relative user time and decompositions of (a) MP2 (b) DF-MP2 (c)
DB-MP2 (d) DB-DF-MP2 are shown for the alkane series methane (CH4) through
dodecane (C20H42). The percentages are computed by taking the C20H42 as a refer-
ence, with the total broken into SCF and MP2 correlation components. For the DB
approximations, SCF (small) refers to the percentage of time to solve the iterative
part and SCF (large) refers to the percentage of time to perform the single Fock build
in the target basis.
The MP2 contribution, which formally scales as O(N5), dominates over the SCF,
which formally scales as O(N4), because of the AO to MO transformation required.
(Of course, actual computational scalings with respect to system size will be lower
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than these formal scalings because of techniques such as integral pre-screening; more-
over, integral pre-screening will work best in one-dimensional systems such as these.)
As system size or basis set increases, an increasing fraction of time will be spent in the
MP2 portion of the computation. It is this costly step that DF abates by changing the
complexity of the AO to MO transformation from O(N5) to O(N4) while increasing
the correlation energy evaluation from O(N4) to O(N5), but with a much lower pref-
actor than before. Figure 15(b) shows how DF-MP2 reduces the time to compute the
MP2 correlation energy, shifting the majority of the compute time to the underlying
SCF. For C20H42, 90% of the time to compute the DF-MP2 energy is spent in the
SCF, to obtain an overall speed-up of 2.46 relative to traditional MP2.
Now that the majority of the work has been shifted to the underlying SCF, we
investigate dual-basis techniques that can drastically reduce the time to compute this
stage. Figure 16 shows DB-MP2 speed-up to be only 1.18 relative to MP2, but this
is only because of the large amount of time spent computing the correlation energy




























Figure 16: The total user times of MP2, DF-MP2, DB-MP2, DB-DF-MP2, B3LYP,
and DB-B3LYP all with aug-cc-pVDZ basis set for the alkanes methane (CH4)
through dodecane (C20H42).
Figure 16 shows that the combination of the DF and DB approximations can
yield speed-ups of 4.94 for C20H42. Within DB-DF-MP2, the bottleneck is the SCF
iterations in the small basis, which consume 54% of the total compute time for C20H42.
To put these improvements in context, we compared each method to B3LYP and dual-
basis B3LYP (DB-B3LYP) in Figure 16, demonstrating that DF-MP2 is competitive
with B3LYP and that DB-DF-MP2 is competitive with DB-B3LYP for system sizes
upwards of C20H42. This implies that the overhead in computing the correlation
contribution within DFT is comparable to the time to compute the density fitted
correlation energy in MP2. Note, however, that DF-MP2 and DB-DF-MP2 are still
not competitive with any pure DFT method that lacks Hartree–Fock exchange.
For the systems investigated, the errors of all of these approximations scale linearly
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with system size. DB incurs an average error of 0.027 kcal mol−1 per atom, DF incurs
an error of 0.006 kcal mol−1 per atom, and DB-DF incurs and error of 0.033 kcal mol−1
per atom.
4.4.2 Performance Analysis of Approximate MP2 on the S22 Set
To analyze the error introduced by the DB, DF, and haXZ approximations, we com-
pute interaction energies for each of the 22 complexes in the S22 benchmark test
set.[103] Table 9 presents the root-mean-square error (RMSE) for the test set at each
level of theory.
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Table 9: Mean unsigned error (MUE), root mean square error (RMSE), average
percent error, and average speed-up analysis of approximating MP2/aug-cc-pVXZ
and MP2/CBS(aDZ,aTZ) for the S22 test set of complexes. All errors in kcal mol−1
Reference Level of theory Speedup MUE RMSE %Error
MP2/aug-cc-pVDZ MP2/haDZ 1.74 0.113 0.120 4.26
DB-MP2/haDZ 2.61 0.106 0.120 4.05
DF-MP2/haDZ 2.29 0.107 0.116 4.20
DB-DF-MP2/haDZ 4.12 0.104 0.119 3.99
DB-MP2/aDZ 1.78 0.034 0.043 0.82
DF-MP2/aDZ 1.31 0.002 0.003 0.04
DB-DF-MP2/aDZ 3.09 0.036 0.045a 0.84
MP2/aug-cc-pVTZ MP2/haTZ 1.87 0.068 0.070 1.95
DB-MP2/haTZ 5.76 0.072 0.077 2.01
DF-MP2/haTZ 2.43 0.066 0.069 1.91
DB-DF-MP2/haTZ 18.04 0.071 0.076 1.97
DB-MP2/aTZ 3.25 0.012 0.017 0.20
DF-MP2/aTZ 1.30 0.001 0.001 0.02
DB-DF-MP2/aTZ 10.73 0.012 0.017b 0.19
MP2/CBS(aDZ,aTZ) MP2/CBS(haDZ,haTZ) 1.86 0.039 0.044 0.94
DB-MP2/CBS(haDZ,haTZ) 5.48 0.050 0.057 1.08
DF-MP2/CBS(haDZ,haTZ) 2.42 0.038 0.043 0.92
DB-DF-MP2/CBS(haDZ,haTZ) 15.73 0.049 0.056 1.05
DB-MP2/CBS(aDZ,aTZ) 3.14 0.017 0.023 0.26
DF-MP2/CBS(aDZ,aTZ) 1.30 0.001 0.001 0.01
DB-DF-MP2/CBS(aDZ,aTZ) 9.65 0.017 0.022 0.26
a Reference [205] reports a RMSE of 0.043 kcal mol−1. b Reference [205] reports a RMSE of 0.019 kcal mol−1.
In trying to reproduce MP2/aug-cc-pVDZ results, we see that the RMSE from
DF is 0.003 kcal mol−1 while achieving an average speed-up of 1.3. The magnitude of
this error is very reasonable when compared to other remaining errors such as basis
set incompleteness error (BSIE). On the other hand, the DB approximation incurs a
RMSE of 0.043 kcal mol−1. While an order of magnitude larger, the DB error is still
rather small, especially considering it has a speed-up of 1.78. Applying both of the
approximations simultaneously shows that they do indeed compound well, achieving a
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speed-up of 3.1, but the errors are additive also, for a RMSE of 0.045 kcal mol−1. The
use of heavy-aug-cc-pVDZ in place of aug-cc-pVDZ yields a speed-up of 1.74 but at
the cost of 0.120 kcal mol−1 average error. This average error is still small considering
that the S22 MP2/aug-cc-pVDZ interaction energies range from -0.39 to -18.41 kcal
mol−1, but it may not be acceptable in some high-accuracy applications. The largest
error introduced by neglecting diffuse functions on H atoms is 0.22 kcal mol−1 for the
ethylene dimer test case, which has four closely packed hydrogens. Heavy-augmented
basis sets should be avoided for systems with multiple hydrogen-hydrogen contacts,
such as methane and ethene dimers.
To determine how well these approximations perform for larger basis sets, they
were also tested against the MP2/aug-cc-pVTZ level of theory. For this larger basis
set, RMSEs are reduced for all three approximations: DB has a RMSE of 0.017 kcal
mol−1 (down from 0.043 kcal mol−1), DF has a RMSE of 0.001 kcal mol−1 (down
from 0.003 kcal mol−1), and the use of heavy-augmented basis sets has a RMSE of
0.070 kcal mol−1 (down from 0.120 kcal mol−1). When all three approximations are
combined, speed-ups of 18.0 are achieved at the cost of 0.076 kcal mol−1 RMSE.
Considering the large gain in computational efficiency, these errors are tolerable and
DB-DF-MP2/haTZ is recommended for typical studies of non-bonded interactions.
We also examined how complete basis set (CBS) extrapolations affect the error
for each approximation. CBS extrapolations consistently reduce the RMSE (shown
at the bottom of Table 9) for the approximations considered. The extrapolations par-
ticularly abate the error caused by the use of heavy-augmented basis sets, reclaiming
0.026 kcal mol−1 on average. The compounding of all three approximations and CBS
extrapolations [DB-DF-MP2/CBS(haDZ,haTZ)] yields a RMSE of 0.056 kcal mol−1
and a speed-up of 15.7. This speed-up is not quite as large as that observed for the
DB-DF-MP2/haTZ (18.0), because the CBS extrapolations include haDZ computa-
tions which have a lesser efficiency gain. We note that MP2/CBS(aDZ,aTZ) has a
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0.118 kcal mol−1 RMSE compared to MP2/CBS(aTZ,aQZ)[211] for the S22 test set.
The DF-MP2 speed-ups in our study are not as large as might be expected. We
were forced us to use a core Hamiltonian guess to be consistent, because in Q-Chem
3.2, one cannot use the DB technique in conjunction with more advanced initial
orbital guesses. The core Hamiltonian guess requires more SCF iterations to converge,
thereby increasing the time spent in SCF. If superior SCF guesses were used, such
as superposition of atomic densities (SAD) or a small basis projection, the overall
computation would spend less time in the SCF and more time in the MP2 correlation.
This would cause the DF methods to have better overall speed-ups and DB methods
to have slightly smaller speed-ups.
To better understand the errors incurred through these approximations, a decom-
position by binding type is shown in Figure 10.
Table 10: Mean unsigned error (MUE), root-mean-square error (RMSE), and average
percent error for the interaction energies for each subgroup in the S22 test set in kcal
mol−1. All values are relative to MP2/CBS(aDZ,aTZ).
H-bonding Dispersion Mixed
Level of theory MUE RMSE %Error MUE RMSE %Error MUE RMSE %Error
MP2/CBS(haDZ,haTZ) 0.059 0.061 0.64 0.029 0.033 1.26 0.031 0.032 0.88
DB-MP2/CBS(haDZ,haTZ) 0.057 0.065 0.56 0.051 0.057 1.60 0.043 0.047 1.00
DF-MP2/CBS(haDZ,haTZ) 0.058 0.060 0.63 0.027 0.032 1.21 0.030 0.031 0.86
DB-DF-MP2/CBS(haDZ,haTZ) 0.057 0.064 0.55 0.049 0.055 1.56 0.042 0.046 0.98
DB-MP2/CBS(aDZ,aTZ) 0.020 0.025 0.17 0.018 0.024 0.29 0.015 0.017 0.32
DF-MP2/CBS(aDZ,aTZ) 0.000 0.000 0.00 0.001 0.001 0.02 0.000 0.000 0.01
DB-DF-MP2/CBS(aDZ,aTZ) 0.019 0.025 0.17 0.018 0.023 0.28 0.015 0.017 0.32
Figure 3 and Ref. [103] define the division of complexes between hydrogen-bonded,
dispersion-bound, and mixed-influence subgroups. As shown in Figure 10, dispersion-
bound complexes experience a larger mean percent error than the hydrogen-bonded
subset for every approximation examined, by a factor of 1.7–3.9, thereby suggesting
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the the approximations examined in this work, particularly haXZ, may have difficulty
with longer range interactions. For the CBS limit, we report errors among dispersion-
dominated systems of 0.02%, 0.29%, 0.28%, and 1.26% for DF, DB, DB-DF, and
heavy-augmented basis sets, respectively, while the corresponding value for hydrogen-
bonded complexes in the last case is only 0.64%.
4.5 Conclusions
This work demonstrates that with a careful choice of approximations, MP2-quality re-
sults can be computationally affordable for systems with a few dozen atoms or larger
without introducing significant error. Density fitting reduces the time to compute
the MP2 correlation energy, dual-basis techniques abate the cost of the underlying
SCF, and heavy-augmented functions speed up both parts of the computation rel-
ative to the fully augmented basis sets. Except for comparisons using the smaller
heavy-aug-cc-pVDZ basis set, all of these approximations show significant speed-up
while never incurring a RMSE greater than 0.045 kcal mol−1 for the S22 test cases.
We also demonstrate that all of these approximations do indeed combine very effi-
ciently. In future tests, density fitting will be extended to the SCF stage (currently
not implemented in Q-Chem). The use of DF within the DB-SCF framework should
be a significant stride toward achieving a level of theory that is not only accurate but
applicable to a wide range of systems. Q-Chem also will soon have the capability to
perform perturbative SCF approaches as outlined in the work of Gill et al.[41] These
new computational tools will open up larger systems of interest to ab initio techniques









Non-bonded interactions are critical to drug binding,[80, 126, 118, 51] biomolecular
structures,[102, 143, 103, 176, 177], and crystal packing[178, 162, 163]. Accurate
quantum modeling of the types of non-bonded interactions important to these appli-
cations, such as π-π or C-H/π interactions, requires the inclusion of dynamic electron
correlation. One method that performs well is coupled-cluster theory with single,
double, and perturbative triple excitations [CCSD(T)],[172] also known as the “gold
standard” of computational chemistry. With sufficiently large basis sets, CCSD(T)
has been shown to be very reliable for non-covalent interactions.[93] Because of the
steep O(N7) asymptotic scaling of its computational cost (where N represents the
size of the system), CCSD(T) can only be applied to systems with a modest num-
ber of atoms (up to ∼30 atoms). To extend the range of applicability of large basis
CCSD(T), a focal-point analysis[49, 37] approach is often used to estimate CCSD(T)
in the large basis:
Elarge









CCSD(T ) − EsmallMP2 . (71)
The subscripts and superscripts on energies refer to the method and basis set, respec-
tively. The use of focal-point analysis has been applied to non-bonded complexes in
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many recent studies.[221, 199, 101, 82, 101, 103, 198, 145, 23, 95, 155, 134, 51] While
such a focal-point approach has been shown to be reliable, caution still needs to be
taken when selecting the “small” basis set for the δ
CCSD(T )
MP2 correction, as shown in
recent work.[95, 134]
Counterpoise (CP) correction [26] is often used as a way to reduce basis set su-
perposition error (BSSE) in computations of non-covalent interactions. Frequently,
complexes tend to be overbound in uncorrected computations (because of BSSE),
and underbound in CP-corrected computations. The converged result tends to be
bounded by the CP-corrected and uncorrected (unCP) results, with convergence of
the CP results being smoother and more systematic with respect to increasing the size
of the basis set.[68] Hence, one pragmatic approach to computations of non-covalent
interactions is to simply average CP and unCP values.[111, 110, 185, 109, 68, 112]
For example, by considering a range of basis sets from aug-cc-pVDZ to aug-cc-pV5Z
(abbreviated here as aDZ and a5Z, etc.), Halkier and co-workers[69, 68] have demon-
strated that averaging CP and unCP results can yield accurate interaction energies
in various small hydrogen-bonded complexes; they found that for aDZ basis sets, the
unCP interaction energies are often closer the CBS limit than CP or averaged energies,
but for basis sets aTZ and larger, averaging the CP and unCP interaction energies
is a better approximation to the CBS limit. More recently, Mackie and DiLabio[130]
have proposed to to extend the idea of averaging CP and unCP corrected interaction
energies to focal-point methods as in Equation (71). In particular, they advocate
adding averaged δ
CCSD(T )
MP2 corrections to averaged MP2 interaction energies. Their
approach is outlined as:
Elarge









Ave−CCSD(T ) − EsmallAve−MP2, (73)
where any quantity with “Ave” is the average of CP and unCP corrected values. In
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their work, and the present work, any CP corrections use the scheme outlined by
Boys and Bernardi.[26]
Here we consider the S22 benchmark set,[103] which features diverse types of non-
bonded interactions over a wide range of system sizes, from water dimer (6 atoms)
to adenine·thymine complexes (30 atoms). The S22 set conveniently partitions com-
plexes by binding type into hydrogen-bonding, dispersion-dominated, and mixed in-
fluence categories. This work uses the categorization provided by SAPT2+(3)/aTZ
results.[91] Analysis of results by categories allows one to see if particular methods
struggle for certain binding motifs. All reported errors in this work are relative to
the S22B revised interaction energies.[134]
5.1 MP2 analysis
Before considering focal-point approaches, we first examine the MP2/CBS values
and the δ
CCSD(T )
MP2 corrections separately to see if averaging CP and unCP results is
beneficial for either of these components. CP and unCP MP2 interaction energies as
a function of basis set size (going from aDZ to a6Z) are presented for a few complexes
in Figure 17.
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Figure 17: Counterpoise-corrected (red) and uncorrected (green) MP2 interaction
energies with aug-cc-pVXZ (X=D,T,Q,5,6) for (a) water dimer (b) formic acid dimer
(c) methane dimer and (d) sandwich cyanogen dimer. CBS values are computed with
2-point Helgaker extrapolation.
Water dimer from the S22 database,[103] shown in Figure 17(a), shows a rapid
decrease of the BSSE with increasing basis set, going from 0.844 kcal mol−1 for the
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aDZ basis, to 0.014 with CBS(a5Z,a6Z) extrapolation. Many benchmark studies of
non-covalent interaction employing the focal-point approaches in equations 70 and 71
use an aQZ quality basis set or better for the MP2 component. With aQZ, the CP-
corrected MP2 interaction energy of the water dimer is -4.856 kcal mol−1, while the
uncorrected value is -5.092 kcal mol−1. Thus, even with an aQZ basis set, the BSSE
is still 0.236 kcal mol−1. Using the average of CP and unCP values, the MP2 inter-
action energy is -4.974 kcal mol−1, which is significantly closer to the CBS(a5Z,a6Z)
references of -4.957 (CP) and -4.971 (unCP) kcal mol−1 than are the individual com-
ponents. MP2/CBS(aQZ,a5Z) extrapolation, which is the reference typically used in
high-accuracy benchmarks such as the revised S22B test set,[134] reduces the BSSE
significantly from its value with aQZ basis set, becoming only 0.049 kcal mol−1 for the
water dimer. For such complete treatments of the basis set as this, the BSSE becomes
so small that it makes little difference whether one uses CP, unCP, or averaged values:
the results are -4.955, -5.000, and -4.980 kcal mol−1, respectively. When employing
basis sets as small as aDZ, the unCP interaction energy of -5.21 kcal mol−1 is signif-
icantly better than the CP interaction energy of -4.37 kcal mol−1 when compared to
the CBS(a5Z,a6Z) extrapolation in the range of -4.957 (CP) to -4.971 (unCP) kcal
mol−1. Averaging in this small basis reduces the absolute error from 0.238 (unCP)
to 0.183 kcal mol−1. Employing the aTZ basis set, averaging -4.69 (CP) and -5.16
(unCP) kcal mol−1 yields and interaction energy of -4.924 kcal mol−1, which is within
0.05 kcal mol−1 of the basis set limit, indicating that the averaging procedure can be
beneficial once the aTZ basis set is reached. As for the aQZ results, averaging in an
aTZ basis is better than using either of the components (CP or unCP) alone, at least
for this test case.
To investigate doubly hydrogen-bonded complexes, we examine formic acid dimer
from the HBC6 database.[218] Figure 17(b) shows that that BSSE is significantly
larger than for single hydrogen bonded complexes like the water dimer, ranging from
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2.574 kcal mol−1 with the aDZ basis set to 0.160 kcal mol−1 for CBS(aQZ,a5Z) ex-
trapolation. While this is a large BSSE, it is only represents 0.9% of the interaction
energy. Similarly to the water dimer, for the aQZ basis set, averaging CP (-18.057)
and unCP (-19.294 kcal mol−1) values results in an interaction energy of -18.675 kcal
mol−1, a better estimate of the CBS(aQZ,a5Z) limit [ranging from -18.521 (CP) to
-18.682 (unCP) kcal mol−1] than either component alone. When employing basis sets
as small as aDZ, the unCP interaction energy of -18.564 kcal mol−1 is significantly
better than the CP interaction energy of -15.990 kcal mol−1, or the average value of
-17.277 kcal mol−1. For the aTZ basis set, averaging -17.552 (CP) and -19.068 (unCP)
kcal mol−1 yields and interaction energy of -18.310 kcal mol−1, which has errors of
0.161 (compared to CP/CBS limit) or 0.372 kcal mol−1 (compared to unCP/CBS
limit). In this basis, as for the aQZ basis, the average appears to be closer to the
CBS limit than either the CP value (error of 0.969 kcal mol−1 vs CP/CBS) or the
unCP value (error of -0.386 kcal mol−1 vs unCP/CBS).
Hence, for both water dimer and formic acid dimer, averaging CP and unCP
values seems to be an improvement over either value alone when either the aTZ or
aQZ basis sets are used. Using CBS(aTZ,aQZ), CP corrected interaction energies
perform best for both of these hydrogen bonded complexes. For even more complete
treatments of basis set effects, such as CBS(aQZ,a5Z) extrapolation, little difference
is seen between the results of CP, unCP, or averaging. On the other hand, for aDZ
basis sets, unCP results are closer to the CBS limit for these two hydrogen-bonded
test cases than are either CP or averaged results.
To repeat the same analysis for dispersion-dominated complexes, methane dimer
from the S22 database,[103] and sandwich cyanogen dimer[92] were chosen. Methane
dimer, shown in Figure 17(c), shows the BSSE of MP2/CBS(aQZ,a5Z) to be a mere
0.004 kcal mol−1 (0.9% of the interaction energy). The MP2/aQZ interaction energies
are -0.478 (CP) and -0.533 (unCP) kcal mol−1, while the average is -0.506 kcal mol−1.
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Again, averaging is closer the CBS(aQZ,a5Z) limit, which is in the range -0.492 (CP)
to -0.488 (unCP) kcal mol−1. When employing the aDZ basis set, the CP interaction
energy of -0.390 is closer than the unCP interaction energy of -0.918 kcal mol−1.
Averaging these interaction energies yields an error of 0.162 kcal mol−1, which is not
an improvement over the CP estimate which has an error of 0.102 kcal mol−1 compared
to the CP CBS limit. If aTZ were used, the unCP results is shifted significantly to
-0.596 kcal mol−1, while the CP changes very little with an interaction energy of
-0.459 kcal mol−1. Averaging yields a absolute deviation of 0.035 kcal mol−1, where
CP yields an error of 0.034 kcal mol−1. Hence, for this dispersion-dominated case,
averaging is beneficial in an aQZ basis, it is about the same as the CP result in an aTZ
basis, and it is inferior to the straight CP result in an aDZ basis. This is similar to
the pattern observed for the hydrogen bonded test cases, except that for the smallest
(aDZ) basis set, now the CP result is superior to the unCP result.
Cyanogen dimer, shown in Figure 17(d), exhibits a BSSE of 0.028 kcal mol−1 for
CBS(aQZ,a5Z) (1.2% of the interaction energy). MP2/aQZ interaction energies are
-2.341 (CP) and -2.634 (unCP) kcal mol−1, with an average of -2.488 kcal mol−1.
MP2/CBS(aQZ,a5Z) interaction energies are in the range of -2.383 (CP) to -2.355
(unCP) kcal mol−1, and thus CP outperforms both average and unCP interaction
energies in the aQZ basis. When using a smaller basis set such as aDZ, we find
interaction energies of -2.063 (CP), -2.710 (unCP), and -2.386 (Ave) kcal mol−1 and
see that averaging achieves an absolute error of less than 0.005 kcal mol−1, which is
good compared to the absolute errors of 0.320 (CP) and 0.327 (unCP) kcal mol−1.
Using the aTZ basis set, we report interaction energies of -2.255 (CP), -2.641 (unCP),
and -2.448 (Ave) kcal mol−1, where averaging performs best with an absolute error
of 0.065 kcal mol−1, compared to the absolute errors of 0.128 (CP) and 0.258 (unCP)
kcal mol−1.
This confirms the notion that averaging CP and unCP interaction energies can
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provide a reliable estimate of the complete basis set limit. While averaging CP and
unCP is useful when employing smaller basis sets, it is often not very beneficial at
larger basis sets that are routinely used in benchmark computations because the




To investigate averaging CP and unCP δ
CCSD(T )





unCP−MP2 values as a function of basis set size, going from aDZ to a6Z;
also plotted are the complete basis set (CBS) extrapolations for each basis set pair
considered using a 2-point Helgaker extrapolation.[67] Results are shown for the water
dimer, the formic acid dimer, the sandwich cyanogen dimer, and the sandwich benzene
dimer.
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Figure 18: Counterpoise-correct (red) and uncorrected (green) δ
CCSD(T )
MP2 corrections
with aug-cc-pVXZ (X=D,T,Q,5,6) basis sets for (a) water dimer (b) formic acid dimer
(c) sandwich cyanogen dimer and (d) sandwich benzene dimer. CBS values are com-
puted with 2-point Helgaker extrapolation.
Let us begin with the water dimer results, shown in Figure 18(a). For the aDZ
basis, δ
CP−CCSD(T )
CP−MP2 fails to even predict the correct sign (208% error) whereas the
δ
unCP−CCSD(T )
unCP−MP2 value matches the CBS estimate within 0.007 kcal mol
−1. Averaging
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CP and unCP yields a δ
CP−CCSD(T )
CP−MP2 correction of -0.002 kcal mol
−1, which is signif-
icantly worse than the unCP estimate. As the basis set is increased, however, the
δ
CP−CCSD(T )
CP−MP2 value is much more well behaved than the δ
unCP−CCSD(T )
unCP−MP2 variant. In-
deed, the extrapolated δ
unCP−CCSD(T )
unCP−MP2 values show no reliable convergence behavior, in
agreement with previous observations about the unsystematic convergence of electron
correlation contributions to interaction energies of hydrogen-bonded systems.[111, 68]
On the other hand, two-point extrapolated δ
CP−CCSD(T )
CP−MP2 values show a very nice con-
vergence pattern. The notion of unCP corrected interaction energies being more
reliable for hydrogen-bonded complexes has been offered in recent studies,[187, 5]
and in this example it is certainly true that the uncorrected δ
CCSD(T )
MP2 values exhibit
less error compared to the CBS limit, even though the values behave erratically with
respect to basis set.
Figure 18(b) shows a similar trend for formic acid dimer. This test case shows
that even when using CBS(aQZ,a5Z) extrapolation, there can remain considerable
uncertainty in the CBS limit for the δ
CCSD(T )
MP2 correction (the BSSE here is 0.130
kcal mol−1). At least based on the results for water dimer and formic acid dimer,
it would appear that for hydrogen-bonded systems, in an aDZ basis set uncorrected
δ
unCP−CCSD(T )
unCP−MP2 values are the superior choice to CP-corrected or averaged values when
using a focal-point approach like that in equations 70 and 71. For larger basis sets,
both CP-corrected and uncorrected values for δ
CCSD(T )
MP2 behave somewhat erratically
with respect to basis set, although the CP values behave more systematically than
unCP values in the case of water dimer.
Figures 18 (c) and 18 (d) present the CP and unCP corrected δ
CCSD(T )
MP2 values
as a function of basis set size for dispersion-dominated complexes. The cyanogen
dimer (sandwich configuration)[92] shows relatively good agreement at the basis set
limit between the CP and unCP corrected δ
CCSD(T )
MP2 values, with results differing by
only 0.009 kcal mol−1. For this complex, using the aDZ basis set, CP corrections are
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closer to the CBS limit, but for aTZ, the unCP result outperforms the CP result.
CBS(aDZ,aTZ) extrapolation hurts the performance of the unCP corrected δ
CCSD(T )
MP2
values with a maximum error of 0.028 kcal mol−1 [relative to our best estimate at
CBS(aQZ,a5Z)]. For this complex, both CP and unCP are able to converge to the
δ
CCSD(T )
MP2 limit within 0.07 kcal mol
−1 for all basis sets. Averaging is the best ap-
proach for the following basis sets: CBS(aDZ,aTZ), aQZ, and a5Z. UnCP performs
best for aTZ, and CP only outperforms for the aDZ basis set and CBS(aTZ,aQZ)
extrapolation.
For the benzene dimer (sandwich configuration, geometry from [58] and δ
CCSD(T )
MP2
corrections taken from [193]) on the other hand, it is significantly harder to eliminate
the BSSE. Figure 18d) shows that even for CBS(aTZ,aQZ) extrapolations, there still
remains 0.11 kcal mol−1 of BSSE. While we cannot say definitively what the converged
δ
CCSD(T )
MP2 value is for this case, we can note that the CP corrected δ
CCSD(T )
MP2 values
appear to be converging much more smoothly (as we have seen in the four non-bonded
complexes presented here).
Although this term is reputed to converge very quickly with respect to basis
set size, we see that this is only true within certain error bars for large aromatic
complexes.
To summarize the results from this section, when using an aDZ basis set to com-
pute a coupled-cluster correction, δ
CCSD(T )
MP2 , to an interaction energy according to a
focal-point approach such as that in Equation (70), unCP values appear to be the
best choice for hydrogen-bound complexes, while CP values appear to be the best for
dispersion-bound and mixed binding motifs. In the aDZ basis set, the averages of CP
and unCP values for δ
CCSD(T )
MP2 did not consistently outperform either unCP or CP for
the test cases considered here. When using an aTZ basis set, δ
unCP−CCSD(T )
unCP−MP2 appears
to provide the best estimate across all binding motifs when comparing against the
CBS values. While unCP outperforms CP and averaging in the aTZ basis set, the
84
possible errors introduced remain relatively small (0.028 and 0.058 kcal mol−1 across
the S10 and S22, respectively), but are expected to increase with system size.
5.3 Composite approach analysis
In Figure 19, we present errors versus the S22B benchmarks for various composite
approaches that average the MP2/CBS and/or the δ
CCSD(T )









































































































































































Figure 19: Signed errors of interaction energies versus S22B benchmark
CCSD(T)/CBS values (Ref. [134]) for composite approaches using aug-cc-pVDZ.
CP-MP2/CBS(aTZ,aQZ) + δ
CP−CCSD(T )
CP−MP2 is included as common method for com-
parison and has a mean absolute error (MAE) of 0.131, 0.099, 0.073, and 0.097 kcal
mol−1 for hydrogen-bonded, dispersion-dominated, mixed influence, and overall cat-
egories, respectively (this ordering will be used for the rest of the analysis). Errors
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are computed against the current best estimates from the S22B database.[134] Ave-
MP2/CBS(aTZ,aQZ) + δ
CP−CCSD(T )
CP−MP2 has MAEs of (0.062, 0.075, 0.082, and 0.072
kcal mol−1). Thus, averaging the CP and unCP MP2/CBS(aTZ,aQZ) values re-
duces the MAE by a factor of two for hydrogen-bonded complexes, while not adding
significant error to the description of dispersion-dominated complexes. Next, if we
average the CP and unCP values for both the MP2 contribution and the δ
CCSD(T )
MP2
component, Ave-MP2/CBS(aTZ,aQZ) + δ
Ave−CCSD(T )
Ave−MP2 has MAEs of (0.040, 0.118,
0.174, and 0.116 kcal mol−1). While this approach is able to describe hydrogen-
bonded complexes extremely well, the error incurred for dispersion-dominated com-
plexes (0.174 kcal mol−1) is larger than the non-averaged approach (0.099 kcal mol−1).
Ave-MP2/CBS(aTZ,aQZ) + δ
unCP−CCSD(T )
unCP−MP2 has MAEs of (0.048, 0.160, 0.267, and
0.170 kcal mol−1). This composite approach has increased error for both mixed in-
fluence and dispersion-dominated complexes relative to the non-averaged approach.
Lastly, CP-MP2/CBS(aTZ,aQZ) + δ
Ave−CCSD(T )
Ave−MP2 has MAEs of (0.0857, 0.141, 0.165,
and 0.133 kcal mol−1). Overall, from these errors, we can conclude that averaging CP
and unCP MP2/CBS component of the focal-point method appears to best describe
the S22 test set. When it comes to the question of how to best correct for higher order





ave−MP2 are very accurate, but for dispersion bound and mixed influence cases,
δ
CP−CCSD(T )
CP−MP2 are the best choice. δ
CP−CCSD(T )
CP−MP2 performing best for dispersion bound
complexes is in good agreement with out earlier analysis of prototype systems, but
δ
unCP−CCSD(T )
unCP−MP2 is not always better than δ
ave−CCSD(T )
ave−MP2 for hydrogen bound complexes,
which demonstrates some extra error cancellation from the MP2 component.
The corresponding results for δ
CCSD(T )
MP2 in an aTZ basis set are presented in Figure









































































































Figure 20: Signed errors of interaction energies versus the 11 smallest complexes in
the S22B benchmark CCSD(T)/CBS values (Ref. [134]) for composite approaches
using aug-cc-pVTZ.
This subset is used to ensure the reference data is significantly higher in quality
than the methods being tested. CP-MP2/CBS(aTZ,aQZ) + δ
CP−CCSD(T )
CP−MP2 achieves
MAEs of (0.035, 0.030, 0.040, and 0.035 kcal mol−1), while CP-MP2/CBS(aTZ,aQZ)
+ δ
unCP−CCSD(T )




unCP−MP2 can provide favorable error cancellation in an aTZ ba-
sis set. CP-MP2/CBS(aTZ,aQZ) + δ
Ave−CCSD(T )
Ave−MP2 achieves MAEs of (0.021, 0.017,
0.023, and 0.021 kcal mol−1), which is in between the average performance of CP
and unCP δ
CCSD(T )
MP2 corrections. With CP-MP2/CBS(aTZ,aQZ), any of the three
δ
CCSD(T )
MP2 approaches seem to provide reliable benchmark quality results. When start-
ing with an averaged MP2 reference instead of a CP-MP2 reference, significant error
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is introduced, particularly in the hydrogen bound complexes. The largest error intro-
duced is for formic acid dimer, where we report a deviation of 0.217 kcal mol−1 for
Ave-MP2/CBS(aTZ,aQZ) with a δ
CP−CCSD(T )
CP−MP2 corrections compared to an error of
0.045 for CP-MP2/CBS(aTZ,aQZ) with a δ
CP−CCSD(T )
CP−MP2 correction. This introduced
error comes from the remaining 0.441 kcal mol−1 BSSE in the MP2/CBS(aTZ,aQZ)
computation, in which case the CP-MP2 outperforms both unCP-MP2 and Ave-MP2.
5.4 Conclusions
In conclusion, this work has shown that averaging CP and unCP corrected values does
have merit for the MP2 reference when using aQZ quality basis sets, but averaging be-
comes less useful when using complete basis set extrapolations such as CBS(aQZ,a5Z)
because the BSSE is often abated to around 1% or less of the interaction energy as
shown in several small complexes. Averaging the δ
CCSD(T )
MP2 values in an aDZ basis set
is not recommended because for each binding motif, either unCP (hydrogen bound) or
CP (dispersion) perform best, so any mixing would introduce error. When employ-
ing the aTZ basis set, CP-MP2/CBS(aTZ,aQZ) with an δ
unCP−CCSD(T )
unCP−MP2 correction
outperforms all other composite approaches overall, as well as for each binding motif
individually. With this analysis, we have demonstrated that the approach proposed
by Mackie and DiLabio[130] is not recommended as a black-box method for non-
covalent interactions, and have provided error analysis for each composite approach
against the S22 and S11 benchmark databases.
The ongoing debate of when to use CP corrections and when not remains to be
concluded, but we have demonstrated here that it will depend highly on the binding
motif. This illustrates the importance of using symmetry adapted perturbation theory
(SAPT)[98] to understand the type of binding one is working with before proceeding.
If at least aDZ quality basis sets cannot be afforded for the δ
CCSD(T )
MP2 corrections, we
do not advise using focal-point schemes as we have recently shown that this kind
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We propose a procedure denoted dispersion-weighted explicitly-correlated coupled-
cluster [DW-CCSD(T∗∗)-F12] which mixes CCSD(T∗∗)-F12a and CCSD(T∗∗)-F12b
so as to correct the small errors exhibited by each of the approximations in a small
basis set, allowing for a black-box method that can provide high-quality interaction
energies for a variety of non-bonded interactions. Relative to CCSD(T∗∗)-F12a and
CCSD(T∗∗)-F12b, DW-CCSD(T∗∗)-F12 reduces the mean absolute deviation by a
factor of 2 and the maximum error by a factor of 3 (formic acid dimer) and 4 (stacked
adenine-thymine) for the aug-cc-pVDZ basis set.
6.2 Introduction
Coupled-cluster with single, double, and perturbative triple excitations [CCSD(T)]
has been referred to as the “gold standard” in computational chemistry.[124] This
sophisticated description of dynamic electron correlation is often required to achieve
benchmark quality results. In the context of non-covalent interactions, CCSD(T)
can provide very accurate results,[93] but this typically requires very large basis sets,
augmented with diffuse functions. Coupled with the steep computational scaling
of CCSD(T), this significantly restricts the size of systems that may be studied at
this level of accuracy. With the introduction of explicitly correlated wavefunctions,
however, this computational cost is severely abated because accurate energies may be
attained using relatively small basis sets.[138, 113, 230, 131, 217, 229, 4, 231, 114, 116,
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194, 40] Applying these methods to non-covalent interactions, Marchetti et al.[132]
showed that CCSD(T∗∗)-F12a/aug-cc-pVDZ can achieve an accuracy of better than
0.2 kcal mol−1 for all dimers in the S22 test set.[103] They argued that this same
accuracy would require at least an aug-cc-pVQZ basis set with traditional CCSD(T),
which would be 1-2 orders of magnitude more expensive. More recently, de Lange et
al.[40] demonstrated that CCSD(T)-F12a/VDZ-F12 and CCSD(T)-F12b/VDZ-F12
achieve an average accuracy of 0.03 kcal mol−1 compared to CCSD(T)/CBS(a5Z,a6Z)
for small molecules interacting with carbon dioxide. This accuracy is impressive
considering the standard CCSD(T)/aug-cc-pVDZ has an average error of 0.4 kcal
mol−1 for these complexes.
When employing explicitly correlated methods, the choice of ansatz and how to
treat the triples correction are both very important. For coupled-cluster, the F12a
and F12b approximations have become the most commonly used.[4, 116] Within the
MOLPRO package[2] used here, since there is no explicitly correlated triples correc-
tion, this quantity should be scaled to achieve highly accurate results. This work
follows the approach of Marchetti et al.[132] whereby the triples correction is scaled
by the ratio of MP2 correlation energy and MP2-F12 correlation energy:






To retain size-consistency for interaction energies, one must use the same scale fac-
tor for all computations (the dimer, and both monomers). Because of this difference,
we designate CCSD(T**)-F12 (2 asterisks) to refer to the size-consistent version (us-
ing the dimer scale factor for all three computations), and CCSD(T*)-F12 (1 asterisk)
to refer to the independently scaled version.
In our recent study,[134] CCSD(T∗∗)-F12a/aug-cc-pVDZ is shown to yield a MAD
of 0.09 kcal mol−1 against the newly revised interaction energies for the S22 test
set[103] (herein referred to as S22B).[134] This accuracy is notable because standard
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CCSD(T) (in the absence of focal-point analysis) would require a much larger ba-
sis set, such as aug-cc-pVQZ, to reach this accuracy, and such computations would
become prohibitively expensive for all but the smallest molecular systems. No-
tably, CCSD(T∗∗)-F12a reproduces benchmark energies for hydrogen bonded sys-
tems very accurately while incurring small errors for dispersion bound complexes,
and CCSD(T∗∗)-F12b reproduces benchmark energies for dispersion bound complexes
very accurately but degrades somewhat in quality for hydrogen bonding. A very
similar problem has been investigated by Marchetti et al.[132] in their studies of ex-
plicitly correlated spin-component-scaled Møller–Plesset perturbation theory (SCS-
MP2-F12) and MP2-F12. In their work, they found MP2 significantly overbinds
dispersion-bound complexes but does well for hydrogen bonding, while SCS-MP2-
F12 can properly describe dispersion but underbinds hydrogen-bonding complexes.
They proposed mixing the two approaches in a method known as dispersion-weighted
MP2 (DW-MP2):








The chosen switching function (equation 76) is a hyperbolic tangent function with
two fit parameters, and the switching metric between SCS-MP2-F12 and a MP2-F12
is the ratio of MP2-F12 and self-consistent field (SCF) interaction energies. The
underlying concept is that hydrogen bonded complexes have a ratio near one because
the interaction is predominantly electrostatic, which is properly captured by SCF,
while dispersion-dominated systems should yield a ratio far from one, as SCF fails
to model dispersion because of its lack of dynamic electron correlation. This mixing
transforms MP2-F12 [root-mean-square error (RMSE) of 1.17 kcal mol−1 for the aug-
cc-pVDZ basis] and SCS-MP2-F12 [1.08 kcal mol−1] into DW-MP2 [0.24 kcal mol−1]
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for the S22B test set. Inspired by this procedure we explore analogous methods
of combining CCSD(T∗∗)-F12a and CCSD(T∗∗)-F12b based on the character of the
noncovalent interaction.
6.3 Theoretical Methods
As demonstrated in Figures 21 and 22, direct computation of interaction energies by
CCSD(T∗∗)-F12, even when using the modest aug-cc-pVDZ basis set, yields surpris-

























Figure 21: Mean absolute deviation (MAD) of interaction energies versus S22B
benchmark CCSD(T)/CBS values (Ref. [134]) for explicitly correlated methods and





























Figure 22: Maximum absolute deviation of interaction energies versus S22B bench-
mark CCSD(T)/CBS (Ref. [134]) values for explicitly correlated methods and DW-
CCSD(T∗∗)-F12 using the aug-cc-pVDZ basis.
Here, we seek to correct the minor remaining deficiencies in explicitly correlated
CCSD(T∗∗)-F12a and CCSD(T∗∗)-F12b with a scheme similar to the DW-MP2 ap-
proach of Marchetti et al.[132]








Here, the SCF energy includes the complementary auxiliary orbital basis (CABS)
correction.[224] Using Eqns 77 and 78, we fit α and β against the S22B test set.
To test the transferability of these fit parameters, we also consider another test set,
HSG-A.[134, 50]
The two test sets considered here, S22 and HSG, were chosen for their small
size, convenient separation into hydrogen-bonded, dispersion-dominated, and mixed
bonding classes, and quality of available benchmark interaction energies. S22 is an
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established test set with systems ranging from water dimer to adenine·thymine com-
plexes. Its reference values have recently been revised (S22B) to be of MP2/CBS(aug-
cc-pVTZ,aug-cc-pVQZ) + δ
CCSD(T )
MP2 /aug-cc-pVTZ quality or better. The HSG test
set was formed by dissecting the binding site of a bound protein-drug complex
(HIV-II protease-indinavir) into twenty-one pairs of chemical fragments (each of
which are not necessarily at its individual equilibrium geometries).[50] We recently
revised[134] the HSG benchmark energies replacing the previous extrapolated heavy-
aug-cc-pVDZ/heavy-aug-cc-pVTZ δ
CCSD(T )
MP2 corrections with the bare heavy-aug-cc-
pVTZ δ
CCSD(T )
MP2 corrections to avoid overestimating the coupled-cluster correction for
hydrogen-bonded systems [here heavy-aug-cc-pVXZ refers to the aug-cc-pVXZ basis
where diffuse functions are added only to heavy (non-hydrogen) atoms]. This revi-
sion results from the recent systematic study of the non-monotonic convergence of
δ
CCSD(T )
MP2 for various members of the S22 test set.[134] The revised HSG-A values are
thus similar accuracy to the S22B values.
6.4 Results and Discussion
Using equations 77 and 78, we smoothly combine the F12a to F12b ansatze according
to the relative difference in ∆ ESCF and ∆ EMP2−F12 interaction energies. Figure 21
and Table 11 illustrate the errors associated with each ansatz independently, and it
is clear that some combination of the two should result in a method that captures
both types of bonding accurately on average.
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Table 11: Counterpoise corrected interaction energies (kcal mol−1) for the
CCSD(T∗∗)-F12a, CCSD(T∗∗)-F12b, and DW-CCSD(T∗∗)-F12 methods compared to
S22B benchmark values (Ref. [134]). Fit parameters are α=3 and β=4. Computa-
tions use the aug-cc-pVDZ basis set. The errors and mixing in the DW approach can
be seen graphically in Figure 23.
Complex Reference IE F12a F12b DW-F12
1 HB Ammonia Dimer, C2h -3.133 -3.11 -3.05 -3.10
2 HB Water Dimer, Cs -4.989 -4.92 -4.86 -4.92
3 HB Formic Acid Dimer, C2h -18.753 -18.63 -18.43 -18.63
4 HB Formamide Dimer, C2h -16.062 -15.94 -15.80 -15.94
5 HB Hydrogen-Bonded Uracil Dimer, C2h -20.641 -20.63 -20.45 -20.63
6 HB 2-Pyridone·2-Aminopyridine, C1 -16.934 -16.98 -16.79 -16.97
7 HB Adenine·Thymine WC, C1 -16.660 -16.72 -16.51 -16.71
8 DD Methane Dimer, D3d -0.527 -0.53 -0.51 -0.51
9 DD Ethene Dimer, D2d -1.472 -1.50 -1.44 -1.44
10 DD Benzene·Methane, C3 -1.448 -1.47 -1.40 -1.40
11 DD Parallel Displaced Benzene Dimer, C2h -2.654 -2.90 -2.64 -2.64
12 DD Pyrazine Dimer, Cs -4.255 -4.54 -4.26 -4.26
13 MX Stacked Uracil Dimer, C2 -9.805 -10.17 -9.84 -9.88
14 DD Stacked Indole·Benzene, C1 -4.524 -4.92 -4.57 -4.57
15 MX Stacked Adenine·Thymine, C1 -11.730 -12.30 -11.84 -11.85
16 MX Ethene·Ethine, C2v -1.496 -1.51 -1.47 -1.49
17 MX Benzene·Water, Cs -3.275 -3.23 -3.13 -3.19
18 MX Benzene·Ammonia, Cs -2.312 -2.31 -2.23 -2.23
19 MX Benzene·Hydrogen Cyanide, Cs -4.541 -4.49 -4.39 -4.47
20 DD T-shaped Benzene Dimer, C2v -2.717 -2.78 -2.66 -2.66
21 MX T-shaped Indole·Benzene, C1 -5.627 -5.73 -5.56 -5.58
22 MX Phenol Dimer, C1 -7.097 -7.15 -6.99 -7.07
Hydrogen Bonded
Maximal Deviation 0.12 0.33 0.13
Mean Signed Deviation 0.03 0.18 0.04
Mean Absolute Deviation 0.06 0.18 0.06
Root-Mean-Square Deviation 0.08 0.20 0.08
Mixed Influence
Maximal Deviation -0.57 0.15 -0.12
Mean Signed Deviation -0.13 0.05 0.02
Mean Absolute Deviation 0.15 0.09 0.07
Root-Mean-Square Deviation 0.25 0.10 0.07
Dispersion Bound
Maximal Deviation -0.01 0.05 0.05
Mean Signed Deviation -0.40 0.02 0.02
Mean Absolute Deviation 0.15 0.03 0.03
Root-Mean-Square Deviation 0.21 0.04 0.04
Full Set
Maximal Deviation -0.57 0.33 0.13
Mean Signed Deviation -0.08 0.08 0.02
Mean Absolute Deviation 0.12 0.10 0.05
Root-Mean-Square Deviation 0.19 0.13 0.07
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We find fitted parameters of α=3 and β=4 for the S22B set, which results in a
MAD of 0.06, 0.03, 0.07, and 0.05 kcal mol−1, respectively, for hydrogen-bonding, dis-
persion, mixed bonding, and overall. The complexes were assigned to these categories
according to the SAPT2+(3)/aug-cc-pVTZ results of Hohenstein and Sherrill.[85] The
most substantial gain of this approach is in the reduction of maximum errors for each
subset, as shown in Figure 22. The maximum errors for F12a and F12b are 0.58 and
0.33 kcal mol−1, respectively, whereas the largest error incurred by DW-CCSD(T∗∗)-
F12 is 0.13 kcal mol−1 for formamide dimer. This is a factor of 3-4 reduction in the
maximum error and a factor of 2 reduction in the MAD. Figure 23 shows the error






























































































































Figure 23: For the aug-cc-pVDZ basis set, interaction energy errors for CCSD(T∗∗)-
F12a, CCSD(T∗∗)-F12b, and DW-CCSD(T∗∗)-F12 methods for each complex in the
S22 test set. All errors in kcal mol−1, relative to S22B CCSD(T)/CBS benchmarks
(Ref. [134]). Individual errors and statistics can be found in Table 11.
97
In this figure, one can clearly see how DW-CCSD(T∗∗)-F12 switches between
CCSD(T∗∗)-F12a and CCSD(T∗∗)-F12b to avoid the large maximum errors.
To evaluate the transferability of fitting parameters, DW-CCSD(T∗∗)-F12/aug-
cc-pVDZ was applied to the HSG test set using the parameters fit against the S22B
test set; it achieves a MAD of 0.04 kcal mol−1 for overall interaction energies. This
is a significant achievement, especially because the diverse, non-equilibrium nature of
the complexes found in the HSG set is often challenging for computational methods.
The maximum error across this test set is 0.10 kcal mol−1. These impressive results
compare to a MAD of 0.42 kcal mol−1 and a maximum error of 1.53 kcal mol−1 for
conventional CCSD(T)/heavy-aug-cc-pVDZ.
DW-CCSD(T∗∗)-F12 was also tested using an aug-cc-pVTZ basis set against the











































































Figure 24: For the aug-cc-pVTZ basis set, interaction energy errors for CCSD(T∗∗)-
F12a, CCSD(T∗∗)-F12b, and DW-CCSD(T∗∗)-F12 methods for each complex in the
S22 test set. All errors in kcal mol−1, relative to a subset of the S22B CCSD(T)/CBS
benchmarks (Ref. [134]).
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Table 12: Counterpoise corrected interaction energies (kcal mol−1) for the
CCSD(T∗∗)-F12a, CCSD(T∗∗)-F12b, and DW-CCSD(T∗∗)-F12 methods compared to
S22B benchmark values (Ref. [134]). Fit parameters are α=1 and β=0.6. Computa-
tions use the aug-cc-pVTZ basis set. The errors and mixing in the DW approach can
be seen graphically in Figure 24.
Complex Reference IE F12a F12b DW-F12
1 HB Ammonia Dimer, C2h -3.133 -3.15 -3.12 -3.14
2 HB Water Dimer, Cs -4.989 -4.99 -4.96 -4.99
3 HB Formic Acid Dimer, C2h -18.753 -18.78 -18.69 -18.77
4 HB Formamide Dimer, C2h -16.062 -16.07 -16.00 -16.06
8 DD Methane Dimer, D3d -0.527 -0.53 -0.52 -0.53
9 DD Ethene Dimer, D2d -1.472 -1.50 -1.47 -1.49
16 MX Ethene·Ethine, C2v -1.496 -1.52 -1.50 -1.51
17 MX Benzene·Water, Cs -3.275 -3.29 -3.25 -3.28
18 MX Benzene·Ammonia, Cs -2.312 -2.33 -2.29 -2.32
19 MX Benzene·Hydrogen Cyanide, Cs -4.541 -4.54 -4.49 -4.53
Maximal Deviation 0.068 0.029 0.017
Mean Absolute Deviation 0.028 0.014 0.008
With fit parameters α=1 and β=0.6, we find MADs of 0.028, 0.014, and 0.008 kcal
mol−1 for CCSD(T∗∗)-F12a, CCSD(T∗∗)-F12b, and DW-CCSD(T∗∗)-F12 respectively.
These methods achieve maximum errors of 0.068, 0.029, and 0.017 kcal mol−1 for
CCSD(T∗∗)-F12a, CCSD(T∗∗)-F12b, and DW-CCSD(T∗∗)-F12 respectively. When
using the aug-cc-pVDZ fit parameters of α=3 and β=4, DW-CCSD(T∗∗)-F12 still
achieves an overall MAD of 0.011 kcal mol−1 and a maximum error of 0.027 kcal
mol−1 (Formic acid dimer).
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6.5 Conclusions
A new “dispersion-weighted” approach is proposed for explicitly correlated coupled-
cluster studies of weakly bound systems that accurately describes both hydrogen-
bonding and dispersion bound complexes through a black-box admixture of CCSD(T∗∗)-
F12a and CCSD(T∗∗)-F12b. This technique achieves MAD values of 0.05 and 0.04
kcal mol−1 for the S22B and HSG-A test sets (using S22B-fit parameters), corre-
sponding to a factor of 2 reduction of the MAD and a factor of 3 and 4 reduction
in maximum error relative to F12a and F12b methods, respectively. Explicitly cor-
related CCSD-F12 computations are more expensive than canonical CCSD, but the
extra cost is usually negligible with the inclusion of perturbative triples. This sug-
gests that CCSD(T**)-F12, and perhaps the dispersion-weighted variant proposed





This work demonstrates how one would define “benchmark” quality computations
for non-bonded interactions and how benchmark quality databases can stimulate new
understanding of non-covalent interactions. We have shown through high-level com-
putations that certain interactions, such as cation-π interactions, cannot be modeled
well by common force-fields because of their lack of a proper description of induction.
The class of π-π interactions has also been shown to be troublesome for common force-
fields because of their use of atom-centered charges, which fail to properly describe
complexes where π-clouds are overlapping. While benchmark quality computations
such as CCSD(T) are often very reliable black-box methods, this procedure can yet
have large error bounds when not used properly. We have shown that for double-
ζ basis sets commonly used in the literature, errors on the order of 0.10–0.39 kcal
mol−1 can occur for small van der Waals dimers. We also illustrated that complete
basis set (CBS) extrapolations of the δ
CCSD(T )
MP2 coupled-cluster correction using the
aug-cc-pVDZ and aug-cc-pVTZ basis set can introduce significant amounts of error,
upwards of 0.26 kcal mol−1 for the formic acid dimer in the HBC6 database. This re-
sult was surprising and still requires more detailed examination to better explain why
CBS extrapolations perform so poorly even with a generous CBS(aTZ,aQZ) basis set
extrapolation. This work should prevent future papers from claiming “benchmark
quality” results when their methods can clearly be shown to have significant errors
from the statistics I have provided. This thesis also provides error statistics for each
contribution to focal-point methods individually, as well as providing a detailed anal-
ysis of common approximations to those contributions. For the MP2 component,
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we have shown an array of approximations from density-fitting to the use of heavy-
augmented functions and how these approximations affect the overall accuracy as
well as the magnitude of computational savings. These statistics allow researchers
to continue to apply approximations until the desired speed and accuracy balance
has been reached, resulting in fast, reliable benchmarks. We showed that with these
very accurate databases, new methods can be fit to this data directly, improving
accuracy empirically. In particular, this was demonstrated with the development of
the DW-CCSD(T**)-F12 approach which mixes CCSD(T**)-F12a and CCSD(T**)-
F12b energies so as to minimize the mean and maximum error of the interaction
energies against the S22 dataset. We verified that the resulting fit parameters are
transferable by applying this new method to other databases, such as HSG. With
these simple fitting procedures, we have shown that the mean error can be reduced
by a factor of two and the maximum error by a factor of three when this method is
used in conjunction with the aug-cc-pVDZ basis set.
Because the accuracy of our “gold standard” benchmarks is so high, we are no
longer constrained to only looking at deficiencies in low-level force-fields and semi-
empirical methods but can now also examine the performance of wavefunction-based
methods. In an upcoming paper with Dr. Lori Burns, we provide detailed statistics on
how well each wavefunction-based method does with a variety of basis sets compared
to our CCSD(T) benchmarks for 345 complexes (union of S22, NBC, HBC, and
HSG datasets). With this knowledge, we can provide the community with a detailed
performance versus accuracy analysis. As a result of this work, we have defined a
hierarchy of methods that balance accuracy and computational cost. We define these
new methods: bronze, which is MP2C-F12/aDZ; silver, which is DW-CCSD(T**)-
F12/aDZ; and gold, which is estimated CCSD(T)/CBS. This hierarchical treatment
of benchmarks allows us to continually improve our reference data with time.
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With the hierarchy of bronze, silver, and gold, we can now apply these benchmark-
quality methods to much larger scale problems. One such problem that we are work-
ing on at the moment is that of protein folding. In collaboration with Dr. Ken-
neth Merz’s group from the University of Florida, we have built a database that
includes many thousands of interactions important to protein folding, broken down
into three groups: sidechain-sidechain, backbone-backbone, and sidechain-backbone.
Using crystal structures from the PDB (with some minimum structural accuracy
standards), we have constructed a database by fragmenting proteins into about ten
thousand important interactions. We have started applying our newly developed hi-
erarchy of benchmarks; bronze is complete for the majority and silver is in progress.
Even at this early stage, we can provide very accurate statistics on the performance
of various methods of interest to the modeling community. Of particular interest to
us are examples where methods are performing very poorly (absolute errors of +15-20
kcal mol−1 in some cases), because it is through these examples that we learn why
various low scaling methods are failing. We can take these select systems and pinpoint
what physics is missing and hopefully provide insight into how to correct for it cheaply.
The other benefit to these very large databases is for parameterizing newly developed
methods. With the vast array of binding types at estimated CCSD(T)/CBS, any
method that can fit to these interaction energies properly should be able to perform
very well for protein folding problems in general.
One of the remaining problems to be elucidated in the area of non-bonded inter-
actions is the inclusion of higher order excitation corrections. We have shown that
δ
CCSD(T )
MP2 corrections are very important, but no one has fully investigated the im-
portance of including δ
CCSDT (Q)
CCSD(T ) corrections or beyond. Hopkins et al.[93] estimated
δ
CCSD(TQ)
CCSD(T ) corrections to be approximately a tenth the magnitude of δ
CCSD(T )
MP2 (with
the same sign), but these were for relatively small systems. None of the few studies
to date have convincingly demonstrated the importance of higher order corrections,
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or the lack thereof. Another largely unexplored area of non-covalent interactions is
solvation effects. Studying the effects of solvation on non-bonded interactions is an
arduous task because of the sampling required, the number of solvent molecules that
need to be included, and the lack of code with proper/fast derivatives to carry out
such a computation. In a soon to be released letter, we show that implicit solvation
models do not perform well enough to answer these very important questions. It
should also be noted that this thesis has focused primarily on purely electronic inter-
action energies, but to compare to experiments properly requires computing ∆H and
∆S, which will launch this whole benchmarking to build upon this thesis. Over time
we will be able to estimate each important contribution to compare to experiment




Table 13: Absolute error and absolute percent errors (in parenthesis) relative to
CCSD(T)/ CBS interaction energies from the S22B test set for various small basis
sets commonly used in computing δ
CCSD(T )
MP2 corrections. Relative errors evaluated as




MP2 6-31G* 6-31G*(0.25) 6-31G**(0.25,0.1) cc-pVDZ aug-cc-pVDZ
1 0.013 0.159 (5.1) 0.030 (0.9) 0.021 (0.7) 0.130 (4.1) 0.044 (1.4)
2 -0.039 0.408 (8.2) 0.109 (2.2) 0.034 (0.7) 0.276 (5.5) 0.073 (1.5)
3 -0.250 0.981 (5.2) 0.047 (0.3) 0.011 (0.1) 0.475 (2.5) 0.289 (1.5)
4 -0.290 0.603 (3.8) 0.043 (0.3) 0.084 (0.5) 0.341 (2.1) 0.225 (1.4)
5 -0.271 0.602 (2.9) 0.136 (0.7) 0.190 (0.9) 0.304 (1.5) 0.208 (1.0)
6 0.406 0.613 (3.6) 0.175 (1.0) 0.103 (0.6) 0.330 (1.9) 0.224 (1.3)
7 -0.140 0.575 (3.5) 0.100 (0.6) 0.021 (0.1) 0.308 (1.8) 0.217 (1.3)
8 -0.036 0.020 (3.7) 0.042 (7.9) 0.007 (1.4) 0.039 (7.3) 0.001 (0.1)
9 0.101 0.002 (0.1) 0.047 (3.2) 0.039 (2.6) 0.046 (3.1) 0.002 (0.1)
10 0.364 0.146 (10.1) 0.029 (2.0) 0.071 (4.9) 0.037 (2.6) 0.016 (1.1)
11 2.301 0.873 (33.0) 0.320 (12.1) 0.319 (12.0) 0.488 (18.4) 0.077 (2.9)
12 2.658 0.695 (16.4) 0.376 (8.9) 0.411 (9.7) 0.441 (10.4) 0.091 (2.1)
13 1.305 0.178 (1.8) 0.433 (4.4) 0.526 (5.4) 0.148 (1.5) 0.043 (0.4)
14 3.557 1.184 (26.2) 0.459 (10.1) 0.464 (10.3) 0.660 (14.6) 0.098 (2.2)
15 3.130 0.660 (5.6) 0.630 (5.4) 0.754 (6.4) 0.431 (3.7) 0.451 (3.9)
16 0.161 0.026 (1.7) 0.045 (3.0) 0.008 (0.5) 0.046 (3.0) 0.003 (0.2)
17 0.262 0.065 (2.0) 0.001 (0.0) 0.093 (2.8) 0.081 (2.5) 0.005 (0.2)
18 0.334 0.063 (2.7) 0.007 (0.3) 0.073 (3.1) 0.012 (0.5) 0.004 (0.2)
19 0.628 0.034 (0.7) 0.003 (0.1) 0.054 (1.2) 0.057 (1.3) 0.010 (0.2)
20 0.909 0.271 (10.0) 0.092 (3.4) 0.129 (4.7) 0.101 (3.7) 0.028 (1.0)
21 1.348 0.246 (4.4) 0.062 (1.1) 0.150 (2.7) 0.051 (0.9) 0.004 (0.1)
22 0.643 0.130 (1.8) 0.051 (0.7) 0.126 (1.8) 0.084 (1.2) 0.051 (0.7)
MAD - 0.388 (6.9) 0.147 (3.1) 0.168 (3.3) 0.222 (4.3) 0.098 (1.1)
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Table 14: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /haTZ components] and differences (kcal
mol−1) with respect to original values [using δ
CCSD(T )
MP2 / CBS(haDZ,haTZ)] for the
sandwich (S) and T-shaped (T) benzene dimers at various intermolecular distances
(in Å).
Complex Originala NBC10A | ∆ |
BzBz S-3.2 3.522 3.462 0.060
BzBz S-3.3 1.535 1.484 0.051
BzBz S-3.4 0.189 0.147 0.042
BzBz S-3.5 -0.689 -0.724 0.035
BzBz S-3.6 -1.231 -1.259 0.028
BzBz S-3.7 -1.535 -1.558 0.023
BzBz S-3.8 -1.674 -1.693 0.019
BzBz S-3.9 -1.701 -1.717 0.016
BzBz S-4.0 -1.655 -1.669 0.014
BzBz S-4.1 -1.565 -1.577 0.012
BzBz S-4.2 -1.448 -1.459 0.011
BzBz S-4.5 -1.058 -1.066 0.008
BzBz S-5.0 -0.542 -0.546 0.004
BzBz S-5.5 -0.248 -0.251 0.003
BzBz S-6.0 -0.099 -0.101 0.002
BzBz S-6.5 -0.028 -0.029 0.001
BzBz S-10.0 0.018 0.018 0.000
BzBz T-4.4 0.626 0.617 0.009
BzBz T-4.5 -0.760 -0.769 0.009
BzBz T-4.6 -1.673 -1.682 0.009
BzBz T-4.7 -2.239 -2.246 0.007
BzBz T-4.8 -2.552 -2.559 0.007
BzBz T-4.9 -2.687 -2.693 0.006
BzBz T-5.0 -2.698 -2.703 0.005
BzBz T-5.1 -2.627 -2.630 0.003
BzBz T-5.2 -2.503 -2.506 0.003
BzBz T-5.3 -2.349 -2.351 0.002
BzBz T-5.4 -2.179 -2.181 0.002
BzBz T-5.5 -2.005 -2.006 0.001
BzBz T-5.6 -1.833 -1.834 0.001
BzBz T-6.0 -1.242 -1.242 0.000
BzBz T-6.5 -0.752 -0.752 0.000
BzBz T-7.0 -0.468 -0.468 0.000
BzBz T-7.5 -0.302 -0.302 0.000
BzBz T-8.0 -0.203 -0.203 0.000
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Table 15: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /haTZ components] and differences (kcal
mol−1) with respect to original values [using δ
CCSD(T )
MP2 / CBS(haDZ,haTZ)] for the
parallel-displaced (PD) benzene dimer at various horizontal displacements for fixed
vertical displacement of 3.2 Å.
Complex Originala NBC10A | ∆ |
BzBz PD32-0.2 3.301 3.241 0.060
BzBz PD32-0.4 2.678 2.619 0.059
BzBz PD32-0.6 1.783 1.726 0.057
BzBz PD32-0.8 0.781 0.726 0.055
BzBz PD32-1.0 -0.171 -0.222 0.051
BzBz PD32-1.2 -0.954 -1.002 0.048
BzBz PD32-1.4 -1.508 -1.553 0.045
BzBz PD32-1.5 -1.695 -1.738 0.043
BzBz PD32-1.6 -1.827 -1.868 0.041
BzBz PD32-1.7 -1.911 -1.949 0.038
BzBz PD32-1.8 -1.950 -1.988 0.038
BzBz PD32-1.9 -1.957 -1.992 0.035
BzBz PD32-2.0 -1.937 -1.971 0.034
BzBz PD32-2.2 -1.860 -1.891 0.031
BzBz PD32-2.4 -1.767 -1.795 0.028
BzBz PD32-2.6 -1.702 -1.727 0.025
BzBz PD32-2.8 -1.680 -1.702 0.022
BzBz PD32-3.0 -1.705 -1.725 0.020
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Table 16: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /haTZ components] and differences (kcal
mol−1) with respect to original values [using δ
CCSD(T )
MP2 / CBS(haDZ,haTZ)] for the
parallel-displaced (PD) benzene dimer at various horizontal displacements for fixed
vertical displacement of 3.4 Å.
Complex Originala NBC10A | ∆ |
BzBz PD34-0.2 0.070 0.029 0.041
BzBz PD34-0.4 -0.257 -0.298 0.041
BzBz PD34-0.6 -0.728 -0.768 0.040
BzBz PD34-0.8 -1.260 -1.298 0.038
BzBz PD34-1.0 -1.766 -1.802 0.036
BzBz PD34-1.2 -2.179 -2.213 0.034
BzBz PD34-1.4 -2.466 -2.497 0.031
BzBz PD34-1.5 -2.557 -2.586 0.029
BzBz PD34-1.6 -2.614 -2.643 0.029
BzBz PD34-1.7 -2.640 -2.668 0.028
BzBz PD34-1.8 -2.643 -2.670 0.027
BzBz PD34-1.9 -2.624 -2.649 0.025
BzBz PD34-2.0 -2.587 -2.611 0.024
BzBz PD34-2.2 -2.479 -2.501 0.022
BzBz PD34-2.4 -2.356 -2.377 0.021
BzBz PD34-2.6 -2.242 -2.260 0.018
BzBz PD34-2.8 -2.147 -2.163 0.016
BzBz PD34-3.0 -2.079 -2.093 0.014
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Table 17: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /haTZ components] and differences (kcal
mol−1) with respect to original values [using δ
CCSD(T )
MP2 / CBS(haDZ,haTZ)] for the
parallel-displaced (PD) benzene dimer at various horizontal displacements for fixed
vertical displacement of 3.6 Å.
Complex Originala NBC10A | ∆ |
BzBz PD36-0.2 -1.293 -1.321 0.028
BzBz PD36-0.4 -1.462 -1.490 0.028
BzBz PD36-0.6 -1.708 -1.735 0.027
BzBz PD36-0.8 -1.984 -2.011 0.027
BzBz PD36-1.0 -2.248 -2.273 0.025
BzBz PD36-1.2 -2.458 -2.482 0.024
BzBz PD36-1.4 -2.597 -2.619 0.022
BzBz PD36-1.5 -2.635 -2.657 0.022
BzBz PD36-1.6 -2.652 -2.674 0.022
BzBz PD36-1.7 -2.654 -2.675 0.021
BzBz PD36-1.8 -2.642 -2.662 0.020
BzBz PD36-1.9 -2.615 -2.633 0.018
BzBz PD36-2.0 -2.575 -2.593 0.018
BzBz PD36-2.2 -2.473 -2.489 0.016
BzBz PD36-2.4 -2.356 -2.371 0.015
BzBz PD36-2.6 -2.240 -2.253 0.013
BzBz PD36-2.8 -2.130 -2.143 0.013
BzBz PD36-3.0 -2.035 -2.046 0.011
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Table 18: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /aTZ components] and differences (kcal
mol−1) with respect to original values [using δ
CCSD(T )
MP2 / CBS(aDZ,aTZ)] for the ben-
zene · H2S and benzene · methane complexes at various intermolecular distances (in
Å).
Complex Originala NBC10A | ∆ |
BzH2S-3.2 1.250 1.236 0.014
BzH2S-3.4 -1.570 -1.584 0.014
BzH2S-3.5 -2.256 -2.269 0.013
BzH2S-3.6 -2.638 -2.649 0.011
BzH2S-3.7 -2.808 -2.818 0.010
BzH2S-3.8 -2.834 -2.843 0.009
BzH2S-3.9 -2.766 -2.773 0.007
BzH2S-4.0 -2.639 -2.645 0.006
BzH2S-4.1 -2.478 -2.483 0.005
BzH2S-4.2 -2.301 -2.305 0.004
BzH2S-4.5 -1.770 -1.771 0.001
BzH2S-4.75 -1.393 -1.393 0.000
BzH2S-5.0 -1.093 -1.092 0.001
BzH2S-5.25 -0.861 -0.859 0.002
BzH2S-5.5 -0.684 -0.682 0.002
BzH2S-6.0 -0.446 -0.444 0.002
BzH2S-6.5 -0.302 -0.301 0.001
BzH2S-7.0 -0.214 -0.212 0.002
BzH2S-7.5 -0.155 -0.154 0.001
BzMe-3.2 0.717 0.686 0.031
BzMe-3.3 -0.183 -0.213 0.030
BzMe-3.4 -0.774 -0.805 0.031
BzMe-3.5 -1.135 -1.173 0.038
BzMe-3.6 -1.337 -1.378 0.041
BzMe-3.7 -1.432 -1.470 0.038
BzMe-3.8 -1.439 -1.484 0.045
BzMe-3.9 -1.414 -1.445 0.031
BzMe-4.0 -1.327 -1.374 0.047
BzMe-4.1 -1.232 -1.284 0.052
BzMe-4.2 -1.138 -1.185 0.047
BzMe-4.4 -0.950 -0.984 0.034
BzMe-4.6 -0.760 -0.800 0.040
BzMe-4.8 -0.606 -0.643 0.037
BzMe-5.0 -0.475 -0.515 0.040
BzMe-5.2 -0.370 -0.413 0.043
BzMe-5.4 -0.286 -0.332 0.046
BzMe-5.6 -0.230 -0.268 0.038
BzMe-6.0 -0.141 -0.177 0.036
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Table 19: NBC10A benchmark interaction energies [using HF/aQZ reference ener-
gies and directly extrapolated CCSD(T)/ CBS(aTZ,aQZ) correlation energies]a (kcal
mol−1) for the methane dimer at various intermolecular distances (in Å). In this case,
the original values are not changed in the NBC10A revision; they are repeated here
for the convenience of the reader.
Complex Originala NBC10A | ∆ |
MeMe-3.2 0.069 0.069 0.000
MeMe-3.3 -0.239 -0.239 0.000
MeMe-3.4 -0.417 -0.417 0.000
MeMe-3.5 -0.508 -0.508 0.000
MeMe-3.6 -0.541 -0.541 0.000
MeMe-3.7 -0.539 -0.539 0.000
MeMe-3.8 -0.515 -0.515 0.000
MeMe-3.9 -0.480 -0.480 0.000
MeMe-4.0 -0.439 -0.439 0.000
MeMe-4.1 -0.396 -0.396 0.000
MeMe-4.2 -0.354 -0.354 0.000
MeMe-4.3 -0.315 -0.315 0.000
MeMe-4.4 -0.279 -0.279 0.000
MeMe-4.6 -0.217 -0.217 0.000
MeMe-4.8 -0.168 -0.168 0.000
MeMe-5.0 -0.130 -0.130 0.000
MeMe-5.4 -0.080 -0.080 0.000
MeMe-5.8 -0.050 -0.050 0.000
aT. Takatani and C. D. Sherrill, Phys. Chem. Chem. Phys. 9, 6106 (2007).
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Table 20: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /haTZ components] and differences (kcal
mol−1) with respect to previous values [using δ
CCSD(T )
MP2 / CBS(haDZ,haTZ)] for the
“S2” sandwich configuration of the pyridine dimer at various intermolecular distances
(in Å).
Complex Originala NBC10A | ∆ |
PyPy S2-3.1 2.442 2.387 0.055
PyPy S2-3.3 -1.125 -1.165 0.040
PyPy S2-3.4 -2.016 -2.050 0.034
PyPy S2-3.5 -2.534 -2.562 0.028
PyPy S2-3.6 -2.791 -2.815 0.024
PyPy S2-3.7 -2.870 -2.890 0.020
PyPy S2-3.8 -2.832 -2.849 0.017
PyPy S2-3.9 -2.719 -2.733 0.014
PyPy S2-4.0 -2.561 -2.573 0.012
PyPy S2-4.1 -2.381 -2.391 0.010
PyPy S2-4.2 -2.192 -2.201 0.009
PyPy S2-4.3 -2.005 -2.012 0.007
PyPy S2-4.4 -1.824 -1.830 0.006
PyPy S2-4.5 -1.655 -1.660 0.005
PyPy S2-4.7 -1.354 -1.357 0.003
PyPy S2-5.0 -0.999 -1.002 0.003
PyPy S2-5.5 -0.618 -0.619 0.001
PyPy S2-6.0 -0.402 -0.402 0.000
PyPy S2-6.5 -0.277 -0.276 0.001
PyPy S2-7.0 -0.200 -0.200 0.000
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Table 21: NBC10A benchmark interaction energies [using HF/aQZ, MP2/
CBS(aTZ,aQZ) extrapolation, and δ
CCSD(T )
MP2 /aDZ components] and differences (kcal
mol−1) with respect to original values for the “T3” T-shaped configuration of the
pyridine dimer at various intermolecular distances (in Å). Unlike the other NBC10
test cases, for T3 pyridine dimer we could not afford CCSD(T)/(h)aTZ computations,
hence the level of theory is unchanged. In our revision we reproduced the original
values (within a tolerated roundoff error of ± 0.001 kcal mol−1).
Complex Originala NBC10A | ∆ |
PyPy T3-4.1 9.340 9.341 0.001
PyPy T3-4.3 1.991 1.991 0.000
PyPy T3-4.5 -1.377 -1.377 0.000
PyPy T3-4.6 -2.203 -2.203 0.000
PyPy T3-4.7 -2.673 -2.673 0.000
PyPy T3-4.8 -2.897 -2.896 0.001
PyPy T3-4.9 -2.954 -2.954 0.000
PyPy T3-5.0 -2.903 -2.903 0.000
PyPy T3-5.1 -2.784 -2.783 0.001
PyPy T3-5.2 -2.625 -2.625 0.000
PyPy T3-5.3 -2.447 -2.447 0.000
PyPy T3-5.4 -2.263 -2.262 0.001
PyPy T3-5.5 -2.080 -2.080 0.000
PyPy T3-5.7 -1.742 -1.741 0.001
PyPy T3-6.0 -1.324 -1.323 0.001
PyPy T3-6.5 -0.853 -0.852 0.001
PyPy T3-7.0 -0.574 -0.573 0.001
PyPy T3-8.0 -0.296 -0.296 0.000
PyPy T3-9.0 -0.175 -0.174 0.001
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[61] Gráfová, L., Pitoňák, M., Řezáč, J., and Hobza, P., “Comparative
study of selected wave function and density functional methods for noncova-
lent interaction energy calculations using the extended s22 data set,” J. Chem.
Theory Comput., vol. 6, pp. 2365–2376, 2010.
[62] Grimme, S., “Improved second-order møller-plesset perturbation theory by
separate scaling of parallel- and antiparallel-spin pair correlation energies,” J.
Chem. Phys., vol. 118, no. 20, pp. 9095–9102, 2003.
119
[63] Grimme, S., “Accurate description of van der waals complexes by density
functional theory including empirical corrections,” J. Comput. Chem., vol. 25,
pp. 1463–1473, 2004.
[64] Grimme, S., “Semiempirical GGA-type density functional constructed with a
long-range dispersion correction,” J. Comput. Chem., vol. 27, no. 15, pp. 1787–
1799, 2006.
[65] Gromiha, M. M., Santhosh, C., and Ahmad, S. Biological Macromolecules,
vol. 34, pp. 203–211, 2004.
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[123] Lee, E. C., Kim, D., Jurečka, P., Tarakeshwar, P., Hobza, P., and
Kim, K. S., “Understanding of assembly phenomena by aromatic-aromatic
interacitons: Benzene dimer and the substituted systems,” J. Phys. Chem. A,
vol. 111, pp. 3446–3457, 2007.
[124] Lee, T. J. and Scuseria, G. E., “Achieving chemical accuracy with coupled-
cluster theory,” in Quantum Mechanical Electronic Structure Calculations with
Chemical Accuracy (Langhoff, S. R., ed.), pp. 47–108, Dordrecht: Kluwer
Academic Publishers, 1995.
[125] Leininger, M. L., Allen, W. D., Schaefer, H. F., and Sherrill, C. D.,
“Is Møller-plesset perturbation theory a convergent ab initio method?,” J.
Chem. Phys., vol. 112, pp. 9213–9222, 2000.
[126] Li, S., Cooper, V. R., Thonhauser, T., Lundqvist, B. I., and Lan-
greth, D. C., “Stacking interactions and dna intercalation,” J. Phys. Chem.
B, vol. 113, pp. 11166–11172, 2009.
[127] Liang, W. Z. and Head-Gordon, M., “Approaching the basis set limit in
density functional theory calculations using dual basis sets without diagonal-
ization,” J. Phys. Chem. A, vol. 108, pp. 3206–3210, 2004.
[128] Lias, S. G. J. Phys. Chem. Ref. Data, vol. 17, 1988.
[129] Ma, J. C. and Dougherty, D. A. Chem. Rev., vol. 97, pp. 1303–1324, 1997.
[130] Mackie, I. D. and DiLabio, G. A., “Approximations to complete basis set-
extrapolated, highly correlated non-covalent interaction energies,” J. Chem.
Phys., vol. 135, p. 134318, 2011.
124
[131] Manby, F., Werner, H.-J., Adler, T., and May, A. J. Chem. Phys.,
vol. 124, p. 094103, 2006.
[132] Marchetti, O. and Werner, H., “Accurate calculations of intermolecular
interaction energies using explicitly correlated coupled cluster wave functions
and a dispersion-weighted mp2 method,” J. Phys. Chem. A, vol. 113, pp. 11580–
11585, 2009.
[133] Marchetti, O. and Werner, H.-J., “Accurate calculations of intermolecu-
lar interaction energies using explicitly correlated wave functions,” Phys. Chem.
Chem. Phys., vol. 10, pp. 3400–3409, 2008.
[134] Marshall, M. S., Burns, L. A., and Sherrill, C. D., “Basis set conver-
gence of the coupled-cluster correction, δ
CCSD(T )
MP2 : Best practices for benchmark-
ing non-covalent interactions and the attendant revision of the S22, NBC10,
HBC6, and HSG databases,” J. Chem. Phys., vol. 135, p. 194102, 2011.
[135] Martin, J. M. L., “Spectroscopic quality ab initio potential curves for CH,
NH, OH, and HF. a convergence study,” Chem. Phys. Lett., vol. 292, pp. 411–
420, 1998.
[136] Martinez, T. J. and Carter, E. A., “Pseudospectral methods applied
to the electron correlation problem,” in Modern Electronic Structure Theory
(Yarkony, D. R., ed.), vol. 2 of Advanced Series in Physical Chemistry,
pp. 1132–1165, Singapore: World Scientific, 1995.
[137] Martinez, T. J., Mehta, A., and Carter, E. A., “Pseudospectral full
configuration interaction,” J. Chem. Phys., vol. 97, pp. 1876–1880, 1992.
[138] May, A. J., Valeev, E. F., Polly, R., and Manby, F. R. Phys. Chem.
Chem. Phys., vol. 7, p. 2710, 2005.
[139] McLean, A. D. and Chandler, G. S., “Contracted gaussian basis sets for
molecular calculations. i. second row atoms, z=11-18,” J. Chem. Phys., vol. 72,
p. 5639, 1980.
[140] Meadows, E. S., Wall, S. L. D., Barbour, L. J., and Gokel, G. W. J.
Am. Chem. Soc., vol. 123, pp. 3092–3107, 2001.
[141] Mecozzi, S., West, A. P., and Dougherty, D. A. J. Am. Chem. Soc.,
vol. 118, pp. 2307–2308, 1996.
[142] Meyer, E. A., Castellano, R. K., and Diederich, F. Angew. Chem. Int.
Ed., vol. 42, pp. 1210–1250, 2003.
[143] Meyer, E. A., Castellano, R. K., and Diederich, F., “Interactions with
aromatic rings in chemical and biological recognition,” Angew. Chem., Int. Ed.
Engl., vol. 42, no. 11, pp. 1210–1250, 2003.
125
[144] Miertus, S., Scrocco, E., and Tomasi, J. Chem. Phys., vol. 55, pp. 117–
129, 1981.
[145] Min, S. K., Lee, E. C., Lee, H. M., Kim, D. Y., Kim, D., and Kim, K. S.
J. Comp. Chem., vol. 29, p. 1208, 2007.
[146] Minoux, H. and Chipot, C. J. Am. Chem. Soc., vol. 121, pp. 10366–10372,
1999.
[147] Mishra, B. K., Bajpai, V. K., Ramanathan, V., Gadre, S. R., and
Sathyamurthy, N. Mol. Phys., vol. 106, pp. 1557–1566, 2008.
[148] Mu, T. W., Lester, H. A., and Dougherty, D. A. J. Am. Chem. Soc.,
vol. 125, pp. 6850–6851, 2003.
[149] Nakamura, H., Sakamoto, T., and Wada, A. Protein Eng., vol. 2, p. 177,
1988.
[150] Nelson, D. D., Fraser, G. T., and Klemperer, W., “Does ammonia
hydrogen bond?,” Science, vol. 238, pp. 1670–1674, 1987.
[151] Noga, J., Klopper, W., and Kutzelnigg, W., “CC-R12: An explicitly cor-
related coupled-cluster theory,” in Recent Advances in Coupled-Cluster Methods
(Bartlett, R. J., ed.), vol. 3 of Recent Advances in Computational Chem-
istry, pp. 1–48, Singapore: World Scientific, 1997.
[152] Noga, J. and Kutzelnigg, W., “Coupled-cluster theory that takes care of
the correlation cusp by inclusion of linear terms in the interelectronic coordi-
nates,” J. Chem. Phys., vol. 101, pp. 7738–7762, 1994.
[153] Noga, J., Kutzelnigg, W., and Klopper, W., “CC-R12, a correlation cusp
corrected coupled-cluster method with a pilot application to the Be2 potential
curve,” Chem. Phys. Lett., vol. 199, pp. 497–504, 1992.
[154] Ochsenfeld, C., White, C. A., and Head-Gordon, M., “Linear and
sublinear scaling formation of hartree-fock-type exchange matrices,” J. Chem.
Phys., vol. 109, pp. 1663–1669, 1998.
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Hobza, P., “Benzene dimer: High-level wave function and density functional
theory calculations,” J. Chem. Theory Comput., vol. 4, pp. 1829–1834, 2008.
126
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