We study a variant of the classic viscous fingering instability in Hele-Shaw cells where the interface separating the fluids is elastic, and presents a curvature-dependent bending rigidity. By employing a second-order modecoupling approach we investigate how the elastic nature of the interface influences the morphology of emerging interfacial patterns. This is done by focusing our attention on a conventionally stable situation in which the fluids involved have the same viscosity. In this framework, we show that the inclusion of nonlinear effects plays a crucial role in inducing sizable interfacial instabilities, as well as in determining the ultimate shape of the pattern-forming structures. Particularly, we have found that the emergence of either narrow or wide fingers can be regulated by tuning a rigidity fraction parameter. Our weakly nonlinear findings reinforce the importance of the so-called curvature weakening effect, which favors the development of fingers in regions of lower rigidity.
I. INTRODUCTION
The celebrated Saffman-Taylor instability [1] occurs when a viscous fluid is injected into another fluid of higher viscosity in the confined geometry of a Hele-Shaw cell [2] . Under such circumstances, the fluid-fluid interface is unstable leading to the growth of fingerlike shapes. For radial fluid injection [3] [4] [5] [6] [7] [8] [9] the fingers tend to multiply and evolve through repeated tipsplitting, ultimately forming complex branched patterns. In the context of the classic Saffman-Taylor problem there is no instability when a more viscous fluid displaces a less viscous one, constituting a stable, reverse flow displacement. In this case the fluid-fluid interface propagates in the form of a stable circular front. Conventional Hele-Shaw flow with viscositymatched fluids is also stable.
In some situations of practical and technological interest one might need to favor the development of interfacial instabilities, even during reverse or viscosity-matched flows. For example, it is known the formation of interfacial instabilities is quite advantageous to improve mixing processes in small-scale devices [10] . In fact, there has been recent increased interest in trying to trigger the instability in conventionally stable Hele-Shaw flow conditions. Very recent studies [11, 12] have demonstrated, by linear stability analysis and experiments, that the introduction of a small gradient in the gap of the Hele-Shaw cell (so that the cell plates are no longer parallel) can induce the Saffman-Taylor instability under classically stable situations [13] .
Other suggestive strategies have been proposed to destabilize the fluid-fluid interface in confined Hele-Shaw flows. The development of the reversed viscous fingering instability has been investigated both theoretically and experimentally by considering the addition of surfactants to the moving interface, or to the Hele-Shaw cell plates [14] [15] [16] [17] [18] [19] [20] . The presence of the surfactant may cause the surface tension to vary along * jme@df.ufpe.br the fluid-fluid boundary, facilitating the occurrence of local disturbances. Another line of study examines the appearance of chemohydrodynamic instabilities when chemical reactions and diffusion interplay with advection or convection processes [21] [22] [23] [24] [25] [26] . Sophisticated numerical simulations have detected the occurrence of a reversed Saffman-Taylor instability in miscible viscous fingering due to double-diffusive effects [23] . Laboratory experiments of reaction-driven miscible viscous fingering [24, 25] confirmed that chemical reactions can indeed destabilize the classically stable reverse situation.
A particularly interesting experiment involving the occurrence of interfacial chemical reactions in Hele-Shaw geometry has been performed by Podgorski et al. in Ref. [27] , who performed experiments using two miscible fluids of equal viscosities. The miscible fluids react at the interface, producing a gel-like phase of increased stiffness. This system turned out to be unstable, leading to the formation of a variety of interfacial patterns, including mushroom-shaped structures and tentacle-like fingers.
A subsequent theoretical investigation tried to mimic the reactive miscible system examined in [27] , by considering that the two fluids are immiscible, but that the interface separating them is an elastic membrane, presenting a curvaturedependent bending rigidity [28] . They have assumed that the gel-like phase at the interface prevents further mixing, so that miscibility plays a negligible role in determining the fingering instability. In this scenario, they have considered a modified Young-Laplace pressure jump boundary condition that contemplates the fact that the interface has a bending rigidity changing according to the local interfacial curvature. Their linear stability results have been able to account for the fact that the reactive system is more unstable than the nonreactive one, so that reaction has a destabilizing effect. In particular, it has been shown that the interface can become unstable even if the fluids have the same viscosity, consistently with the experimental findings of Ref. [27] .
Despite the significance of the linear stability results obtained in Ref. [28] regarding the stability of the interface, at purely linear stages not much can be said about the influence of the elastic interface on the morphology of the emergent fingering patterns. To properly address this type of effect one must investigate the nonlinear stages of the dynamics. This is precisely what we do in this work: by using the theoretical model proposed in Ref. [28] as a starting point, we employ a second-order mode-coupling perturbative scheme [8] to get important insights into the onset of pattern formation processes in this interfacial elastic fingering instability problem.
II. WEAKLY NONLINEAR SCHEME
Consider a Hele-Shaw cell of gap spacing b containing two immiscible, incompressible, viscous fluids (see Fig. 1 ). Denote the viscosities of the inner and outer fluids, respectively, as μ 1 and μ 2 . Fluid 1 is injected into fluid 2 at a constant injection rate Q (equal to the area covered per unit time). Due to a chemical reaction there exists a gel-like interface separating the two fluids. As in Refs. [28, 29] we treat the interface as an elastic membrane, presenting a curvature-dependent bending rigidity.
The perturbed fluid-fluid interface is described as R(θ,t) = R(t) + ζ (θ,t), where θ represents the azimuthal angle, and R(t) is the time dependent unperturbed radius R = R(t) = √ R 2 0 + Qt/π , with R 0 being the unperturbed radius at t = 0. Here, ζ (θ,t) = +∞ n=−∞ ζ n (t) exp (inθ) denotes the net interface perturbation with Fourier amplitudes ζ n (t), and discrete wave numbers n. Our perturbative approach keeps terms up to the second order in ζ . In the Fourier expansion of ζ we include the n = 0 mode to maintain the area of the perturbed shape independent of the perturbation ζ . Mass conservation imposes that the zeroth mode is written in terms of the other modes as
For the effectively two-dimensional geometry of the radial Hele-Shaw cell, the governing equation of the system is the gap-averaged Darcy's law [3, 27] 
where v j and p j denote the velocity and pressure in fluids j = 1,2, respectively. From the irrotational nature of the flow (∇ × v j = 0), and the incompressibility condition
it can be readily verified that the velocity potential φ j (v j = −∇φ j ) obeys Laplace's equation. 
where the dimensionless parameter A = (μ 2 − μ 1 )/(μ 2 + μ 1 ) is the viscosity contrast, and
where (p 1 − p 2 )| r=R denotes the pressure jump on the perturbed interface, while (p 1 − p 2 )| r=R represents the pressure jump on the unperturbed interface [28, 29] .
To include the contributions coming from the elastic nature of the fluid-fluid interface, similarly to what was done in [28, 29] we consider a generalized Young-Laplace pressure boundary condition, which expresses the pressure jump across the perturbed fluid-fluid interface as
where
is the bending rigidity function, ν 0 is the maximum rigidity that expresses the largest resistance to disturbances, and 0 C < 1 is the rigidity fraction, which measures the fraction of intramolecular bonds broken through surface deformation. Note that the constant rigidity limit is reached in Eq. (6) by setting C = 0. κ denotes the interface curvature in the plane of the cell, and λ > 0 is a characteristic radius [28] . In Eq. (5) the primes indicate derivatives with respect to the curvature κ, while the subscripts of κ indicate derivatives with respect to the arc length s. The details of our computation leading to Eq. (5) are presented in Appendix A. Our calculation of Eq. (5) is distinct from the one presented in Ref. [29] but we obtain the same final result. The problem is specified by the generalized pressure jump boundary condition (5), plus the kinematic boundary condition which states that the normal components of each fluid's velocity are continuous at the interface [2] 
Following standard steps performed in previous weakly nonlinear studies for radial Hele-Shaw flows [8, 20] , first we define Fourier expansions for the velocity potentials. Then, we express φ j in terms of the perturbation amplitudes ζ n by considering condition (7) . Substituting these relations, and the pressure jump condition Eq. (5) into Eq. (3), always keeping terms up to second order in ζ , and Fourier transforming, we find the equation of motion for the perturbation amplitudes (for n = 0) (8) 053006-2 where the overdot denotes total time derivative,
is the linear growth rate,
, and η = (λ/R) 2 . The second-order mode-coupling terms are given by
and
where the sgn function equals ±1 according to the sign of its argument. The expressions for the functions B 1 (n,m), B 2 (n,m), B 3 (n,m), and B 4 (n,m) are given in Appendix B.
Equations (8)- (13) represent the mode-coupling equations of the elastic fingering instability problem in a radial HeleShaw cell, considering that the interface has a curvaturedependent bending rigidity. This set of nonlinear equations opens up the possibility of investigating analytically how the morphology of the evolving interface respond to the interplay between injection, and the own elastic features of the fluid-fluid boundary.
At the linear level the interplay mentioned above is clearly manifested by the linear growth rate (9) : the first term is related to the effect of injection while the second term expresses the bending rigidity contribution. For a given n, in the limit of constant rigidity (C = 0) the quantity [A 1 (C,η)(n 2 + 1) + A 2 (C,η)] is negative, and the bending forces stabilize the interface. On the other hand, considering injection Q > 0 (and not suction, where Q < 0), it can either destabilize or stabilize the system depending on the sign of the viscosity contrast (−1 A +1). However, if 0 < C < 1 the quantity [A 1 (C,η)(n 2 + 1) + A 2 (C,η)] can become positive and the effect of the curvature-dependent bending may lead to interface destabilization. In this work, we focus on the important situation in which A = 0 (viscosity-matched fluids as in Ref. [27] ), 0 < C < 1, and Q > 0 so that the injection contribution is stabilizing, and bending forces are destabilizing.
III. ONSET OF NONLINEARITIES
In this section we use our mode-coupling approach to investigate the interface evolution at first and second order. We illustrate the usefulness of our weakly nonlinear analysis in elucidating key aspects related to shape of emergent fingers during the development of the interfacial elastic instability in radial Hele-Shaw cells. To simplify our discussion it is convenient to rewrite the net perturbation in terms of cosine and sine modes
where a n = ζ n + ζ −n and b n = i(ζ n − ζ −n ) are real-valued.
Without loss of generality we may choose the phase of the fundamental mode so that a n > 0 and b n = 0. We stress that the values we take for our parameters throughout this work are consistent with typical physical quantities used in real experiments for conventional injectiondriven radial viscous flows in Hele-Shaw cells [2] [3] [4] [5] [6] [7] , and with related experimental and theoretical studies involving the development of the elastic fingering instability in this flow geometry [27] [28] [29] . We consider fluids of equal viscosities [μ 1 = μ 2 = 0.3 g/(cm s)], so that we have a zero viscosity contrast situation (A = 0). The constant injection rate is taken as Q = 0.85 cm 2 /s, and the thickness of the cell b = 0.06 cm. The initial radius R 0 is of the order of 1.0 cm, and the evolution of the interfaces we consider typically run up to a few seconds time. Specific values for R 0 and time t will be provided in the discussion of each different situation examined in the remainder of this work. Finally, unless otherwise stated we take C = 0.99, λ = 1.0 cm, and ν 0 = 0.8 g cm 2 /s 2 . As commented in Sec. I, the reactive miscible fingering experiments performed by Podgorski et al. [27] exhibited a number of finger shapes. Generally speaking, depending on the flow parameters one could get tentacle-like fingers or mushroom-shaped structures. While the convoluted tentaclelike patterns are characterized by thin fingers with narrow tips, the mushroom-shaped structures present swollen fingering protrusions with wide, inflated tips. Of course, these intricate patterns are highly nonlinear and their complex shapes could not be accurately reproduced by our weakly nonlinear Fourier analysis. However, we can use our mode-coupling approach to try to detect the onset of such nonlinear effects, and then get analytical insight into the tendency toward finger tip-widening or finger tip-narrowing already at early nonlinear stages of the dynamics. In addition, this can be conveniently done by utilizing just a small number of interacting Fourier modes [8] .
Within our mode-coupling approach the finger tip behavior is related to the influence of a fundamental mode n on the growth of its harmonic 2n [8] . Under these circumstances, the equations of motion for the cosine and sine modes of the harmonic areȧ
From Eq. (16) we can see that the growth of the sine mode b 2n is uninfluenced by a n , and does not present second-order couplings, so we focus on the growth of the cosine modes. Likewise, the equation of motion for the fundamental mode iṡ a n = (n)a n + 1 2
[T (n,2n) + T (n, − n)]a n a 2n .
053006-3 In fact, Eq. (15) shows that the presence of the fundamental mode n forces growth of the harmonic mode 2n. It has been shown in Ref. [8] that if a 2n is driven negative, one observes finger tip-widening, and even finger tip-splitting. On the other hand, if a 2n is driven positive finger tip-narrowing results. Next, we study how these finger tip mechanisms act in the presence of an elastic fluid-fluid interface.
To examine the influence of the elastic interface effects on finger tip behavior at second order, in Fig. 2 we plot the time evolution of the cosine perturbation amplitudes for the fundamental mode a n , and for its harmonic mode a 2n . This is done by solving the coupled nonlinear Eqs. (15) and (18) . Figures 2(a) and 2(b) show the purely linear evolution of the interface for initial radii R 0 = 1.2 cm, and R 0 = 1.145 cm, respectively. On the other hand, Figs. 2(c) and 2(d) depict the weakly nonlinear evolution of the interface, again for initial radii R 0 = 1.2 cm, and R 0 = 1.145 cm, respectively. We take the initial perturbation amplitudes as a n (0) = R 0 /40 cm, and a 2n (0) = 0. All patterns shown in Fig. 2 are plotted for 0 t 3 s, in equal time intervals t = 0.3 s.
By inspecting Figs. 2(a) and 2(b) it is evident that the purely linear calculation just leads to the evolution of slightly deformed, almost circular interfaces. It is true that despite of the fact that A = 0, the elastic nature of the fluid-fluid boundary and the existence of a curvature-dependent bending rigidity allow interface destabilization. However, the linear destabilizing effects seem very modest. Moreover, regardless of the value of the initial radius R 0 , the overall shapes of the patterns illustrated in Figs. 2(a) and 2(b) are quite similar.
A considerably different situation is depicted in Figs. 2(c) and 2(d) which exhibit the weakly nonlinear time evolution of the interfaces. First, it is clear that the resulting weakly nonlinear interfaces are considerably more deformed than their purely linear counterparts shown in Figs. 2(a) and 2(b) . This indicates the importance of the nonlinear effects in providing sizable interface deformations already at the onset of nonlinearity. Moreover, notice that the morphologies of the resulting patterns depicted in Figs. 2(c) and 2(d) are significantly different from one another: while finger tipnarrowing is obtained in (c), finger tip-widening is the dominant phenomenon in (d). Since the only difference between Figs. 2(c) and 2(d) resides on the value of the initial radius R 0 , this points to a strong sensitivity of the system to small changes in the initial conditions. So, a small initial difference in R 0 could be determinant in influencing the ultimate shape of the elastic interface patterns, which can present either wide or narrow fingering structures.
It is worth pointing out that this very strong sensitive dependence on the value of R 0 is not encountered in the weakly nonlinear analysis of the classical Saffman-Taylor instability [8] . What makes the present system special is the presence of high-order exponents of the unperturbed interface radius R [R N , with exponents N as high as 12] that appear in the denominators of the expressions for the growth rate, and for the second-order mode-coupling function F (n,m) [see Eqs. (9)- (12)]. The dependence on R 0 becomes even stronger because of the presence of the exponential term e −η , where η = (λ/R) 2 , in Eqs. (10)- (12) . Therefore, tiny changes in R 0 can lead to significant changes in the nonlinear dynamics. This specific effect is considerably smaller in the classical Saffman-Taylor where the highest value for the exponent N mentioned above is 4, and where the exponential factor e −η is absent (see, e.g., Eqs. (19)- (21) in Ref. [8] ).
Another interesting aspect of the weakly nonlinear dynamics can be unveiled by examining Fig. 3 which plots the time evolution of the first harmonic perturbation amplitude a 2n for (a) R 0 = 1.2 cm and (b) R 0 = 1.145 cm, for different values of the rigidity fraction C. All other physical parameters and initial conditions are the same as the ones used in Fig. 2 . From Fig. 3(a) we see that no matter what value of C is used, the perturbation amplitude is always driven positive. Moreover, we notice that by increasing the value of C one obtains increasingly larger magnitudes for a 2n > 0. In other words, as C is increased one detects the occurrence of finger tip-narrowing events, presenting increasingly sharper finger tips. Within the scope of our perturbative mode-coupling theory, the sharpest finger situation occurs when C = 0.99 that corresponds to the pattern illustrated in Fig. 2(c) .
A distinct type of behavior is verified in Fig. 3(b) : by increasing the magnitude C from 0.70 to 0.90 one does observe the production of patterns having sharper finger tips. Nevertheless, for C = 0.99 we verify that the perturbation amplitude a 2n goes strongly negative, indicating the formation of wider finger tips. This last situation corresponds to the pattern plotted in Fig. 2(d) . So, Fig. 3 interface tends to inhibit the appearance of sharp structures. Therefore, the emergence of mushroom shapes or flat, wide fingers would be favored because each represent some approximation of a minimal curvature for the fluid-fluid interface.
We now turn our attention to the effect of the bending rigidity ν = ν(θ,t) while dynamically shaping the interface. Figure 4 displays the pattern formation of the bending rigidity field associated with the evolving interfaces portrayed in Fig. 2 . The linear theory in Figs. 4(a) and 4(b) is characterized by smooth changes along the interfacial arc length with decreasing magnitude of ν, centered at the maxima in curvature, while nearly straight regions present an effectively stiffer bending elasticity. As the interface evolves, however, the initially perturbed bending rigidity distribution increases radially, with different rates, at every point of the interface. The radial growth of the interface reduces the overall curvature and, consequently, augments the magnitude of ν, despite of the local elastic weakening effect from Eq. (6). This prediction is in agreement with the general behavior of the elastic resistance across the interface, which penalizes any increase in local curvature, given the energetically higher configuration. Nevertheless, as expected from the linear theory, Figs. 4(a) and 4(b) fail to provide the dynamical significance the elastic bending weakening behavior, given its intrinsic nonlinear contribution, Eq. (5). In this case, the bending rigidity ν modifies the elastic restoring forces dynamically, as it accounts for the fact that higher curvatures may brake the elastic binding between adjacent regions of the elastic interface, thus locally reducing the effective bending resistance and promoting fingering instability.
The weakly nonlinear solutions illustrated in Figs. 4(c) and 4(d) capture this complex interplay between the interface patterning and the bending rigidity field, compare for instance with Figs. 2(c) and 2(d) . In this regime, nonlinearities are responsible for a new dynamical bifurcation at the level of the bending rigidity field ν(θ,t), which causes the branching of the bending rigidity magnitude in time. The bending rigidity bifurcation may occur for higher [ Fig. 4(c) ] or lower [ Fig. 4(d) ] values of ν. This is due to the fact that the bending rigidity modulation does not privilege outward or inward fingers, since ν does not depend on the sign of the local curvature. The competing effects between the effectively stiff and flexible regions along the evolving interface dynamically shift initially stable (unstable) regions to lower (higher) interfacial rigidities, shaping in this way the observed fingering pattern in Figs. 2(c) and 2(d).
IV. CONCLUDING REMARKS
During the past few years there has been a considerable interest in the study of the so-called reactive Hele-Shaw flows. In this type of confined flow displacements the already interesting features of traditional viscous fingering phenomena [1, 2] are supplemented by the occurrence of chemical reactions at the fluid-fluid interface [21] [22] [23] [24] [25] [26] [27] [28] [29] .
One particularly interesting experimental investigation on reactive Hele-Shaw flows has been carried out by Podgorski et al. [27] , who studied the development of visually striking patterns (mushroom-shaped and tentacle-like structures) which arise due to chemical reactions at the boundary separating two miscible fluids of equal viscosity. The reaction induces the formation of a flexible gel-like layer between the fluids, that restrains further mixing, so that the interfacial instabilities are triggered by the own elastic nature of the interface. One noteworthy feature of this pattern-forming system is the fact that it characterizes the realization of a nonviscous elastic fingering instability. Here the classic Saffman-Taylor instability is not active due to the zero viscosity contrast between the fluids.
Recently, a theoretical model has been proposed [28, 29] to explain the occurrence of instability between viscositymatched fluids as experimentally observed in Ref. [27] . By assuming that the fluid-fluid interface acts as an elastic membrane which has a curvature-dependent bending rigidity, He et al. [28, 29] developed a linear stability calculation and showed that the interface can indeed become unstable, even under zero viscosity contrast circumstances. Note that this model refers to an elastic fingering instability arising at the fluid-fluid interface [27] , which differs from an equally interesting elastic instability that also takes place in Hele-Shaw cells [30] , but that originates within the bulk of a gel.
In this work, we revisited the interfacial elastic fingering problem originally studied in [28, 29] , and went beyond the purely linear regime by focusing our attention on the weakly nonlinear stages of the dynamics. This has been accomplished by employing an analytic mode-coupling approach that is valid at lowest nonlinear perturbative order [8] . This theoretical scheme allows one to study the influence of the elastic character of the interface on key morphological features of the resulting patterned finger-like structures. In this context, we have shown that nonlinear effects are essential to induce sizable deformations, as well as to determine the ultimate shape of the fingers. Specifically speaking, we have found that by properly tuning the rigidity fraction parameter C and the initial interface radius R 0 one can get the prevalence of either finger tip-widening or finger tip-narrowing events. Finally, we verified that these basic morphological aspects are consistent with the curvature weakening effect discussed in Refs. [28, 29] , in the sense that interfacial elastic fingers arise more easily in regions of lower rigidity. In this appendix we derive the pressure jump condition in Eq. (5) associated with the presence of an interfacial elastic membrane, which effectively divides the fluid domain in two, by accounting for variations of the metric and curvature tensor describing the membrane surface [31] . The formalism presented here is general and independent of the coordinate system, and does not require specification of the coordinate components [29] .
When the flexible membrane is away from the equilibrium configuration, it generates an elastic force density that is balanced by the viscous stresses across the interface [31] . We consider a Helfrich elastic membrane [32] with bending energy
and membrane bending rigidity, ν(H ), in units of energy, which may also be a function of the local mean curvature H , where dS is the element of the membrane surface area. Equation (A1) neglects both the potential for spontaneous and Gaussian curvature, as well as membrane surface tension [31, 32] . The mean curvature in Eq. (A1) measures how the membrane bends in space, and is given by the average of the sum of the two principal curvatures, along two independent directions at the membrane surface, defined by the tangent vectors r i ≡ ∂ i r with i = α,β, where r(α,β) is the instantaneous membrane configuration parametrized by internal coordinates (α,β). The surface area element dS can be written in terms of the metric tensor g ij ≡ r i · r j , via dS = √ g dαdβ, where g denote the determinant of g ij . Hence, the force per unit area associated with the membrane bending energy in Eq. (A1) can be computed through the variational derivative
For simplicity, we neglect the influence of nonzero curvature in the direction perpendicular to the plane of flow (zdirection) [8] , and consider a cylindrical membrane deforming parallel to the Hele-Shall plates, as represented schematically in Fig. 1 . Under these conditions, the variation of the elastic bending energy simply reads δE = dα dβ − 
where κ is the interfacial curvature in the plane of flow, {ŝ,n} is the orthonormal Frenet basis, respectively, in terms of the tangent and normal vectors along the interfacial membrane, α parametrizes the arc length s of the elastic interface, and the bending rigidity ν is a function of κ. We denote partial derivatives relative to the curvature κ by primes, while subscripts represent derivatives relative to the parameter α. with a vanishing contribution of the force on the tangential direction. This follows from the fact that the bending energy of a cylindrical elastic membrane is invariant under changes in coordinates, and therefore it does not vary under deformations at every point along the tangential directionŝ, despite ν = ν(κ). Furthermore, Eq. (A4) agrees with the result reported in Refs. [28, 29] . The curvature, however, presented in the latter must be interpreted as the interfacial curvature, instead of mean curvature as argued in the text of the Refs. [28, 29] . Multiple factors of two would be introduced in Eq. (A4) if rewritten in terms of the mean curvature [31] . The balance of the membrane elastic force density Eq. (A4) and the local stresses across the membrane surface, results on the modified Young-Laplace equation for an elastic interfacê n · [π (2) − π (1) ] ·n = f, 
