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Résumé
Le respect de la vie privée par construction est de plus en plus mentionné comme une étape
essentielle vers une meilleure protection de la vie privée. Les nouvelles technologies de l’in-
formation et de la communication donnent naissance à de nouveaux modèles d’affaires et de
services. Ces services reposent souvent sur l’exploitation de données personnelles à des fins de
personnalisation. Alors que les exigences de respect de la vie privée sont de plus en plus sous
tension, il apparaît que les technologies elles-mêmes devraient être utilisées pour proposer des
solutions davantage satisfaisantes. Les technologies améliorant le respect de la vie privée ont
fait l’objet de recherches approfondies et diverses techniques ont été développées telles que des
anonymiseurs ou des mécanismes de chiffrement évolués.
Cependant, le respect de la vie privée par construction va plus loin que les technologies
améliorant simplement son respect. En effet, les exigences en terme de protection des données
à caractère personnel doivent être prises en compte au plus tôt lors du développement d’un
système car elles peuvent avoir un impact important sur l’ensemble de l’architecture de la
solution. Cette approche peut donc être résumée comme « prévenir plutôt que guérir ».
Des principes généraux ont été proposés pour définir des critères réglementaires de respect de
la vie privée. Ils impliquent des notions telles que la minimisation des données, le contrôle
par le sujet des données personnelles, la transparence des traitements ou encore la redevabilité.
Ces principes ne sont cependant pas suffisamment précis pour être directement traduits en
fonctionnalités techniques. De plus, aucune méthode n’a été proposée jusqu’ici pour aider à la
conception et à la vérification de systèmes respectueux de la vie privée.
Cette thèse propose une démarche de spécification, de conception et de vérification au niveau
architectural. Cette démarche aide les concepteurs à explorer l’espace de conception d’un
système de manière systématique. Elle est complétée par un cadre formel prenant en compte les
exigences de confidentialité et d’intégrité des données. Enfin, un outil d’aide à la conception
permet aux concepteurs non-experts de vérifier formellement les architectures. Une étude de
cas illustre l’ensemble de la démarche et montre comment ces différentes contributions se
complètent pour être utilisées en pratique.
Mots-clés : respect de la vie privée, méthodes formelles, vérification, logiques, génie logiciel,
conception, architecture
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Abstract
Privacy by Design (PbD) is increasingly praised as a key approach to improving privacy
protection. New information and communication technologies give rise to new business models
and services. These services often rely on the exploitation of personal data for the purpose of
customization. While privacy is more and more at risk, the growing view is that technologies
themselves should be used to propose more privacy-friendly solutions. Privacy Enhancing
Technologies (PETs) have been extensively studied, and many techniques have been proposed
such as anonymizers or encryption mechanisms.
However, PbD goes beyond the use of PETs. Indeed, the privacy requirements of a system
should be taken into account from the early stages of the design because they can have a large
impact on the overall architecture of the solution. The PbD approach can be summed up as
“prevent rather than cure”.
A number of principles related to the protection of personal data and privacy have been enshrined
in law and soft regulations. They involve notions such as data minimization, control of personal
data by the subject, transparency of the data processing, or accountability. However, it is not
clear how to translate these principles into technical features, and no method exists so far to
support the design and verification of privacy compliant systems.
This thesis proposes a systematic process to specify, design, and verify system architectures.
This process helps designers to explore the design space in a systematic way. It is complemented
by a formal framework in which confidentiality and integrity requirements can be expressed.
Finally, a computer-aided engineering tool enables non-expert designers to perform formal
verifications of the architectures. A case study illustrates the whole approach showing how
these contributions complement each other and can be used in practice.
Keywords: privacy, formal methods, verification, logics, software engineering, design, archi-
tecture
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Le respect de la vie privée par construction (PbD dans la suite) 1 est souvent désigné comme
une approche nécessaire pour améliorer le respect de la vie privée 2 dans la société numérique.
Il pourrait même devenir une obligation légale si le projet de règlement européen pour la
protection des données personnelles (GDPR dans la suite) 3 [GDPR14] était adopté par le
Conseil de l’Union européenne après avoir obtenu le vote du Parlement européen au mois de
mars 2014.
Le fait que de futurs cadres légaux promeuvent ou imposent le PbD est une étape significative
mais son adoption prendra du temps. De plus, les interprétations des principes relatifs au respect
de la vie privée peuvent eux-même varier de manière importante. En effet, la notion de vie
privée est composite et évolue dans le temps et selon les pays, ce qui exclut toute définition
précise dans un document légal à large portée.
Par conséquent, l’adoption de textes législatifs incorporant le PbD ne doit pas être vue comme
un aboutissement : la question de son adoption réelle reste entière. En effet, la situation politique
décrite dans la Section 1.1.1 et les tensions économiques présentées dans la Section 1.1.2 ont
autant d’importance que le cadre juridique qui fait l’objet de la Section 1.1.3.
1.1.1 Situation politique
Le respect de la vie privée est une notion complexe et très dépendante du contexte social
(géographique, politique, . . .). Aborder ce sujet demande une mise en perspective politique tant
cette notion est à la fois multiforme et sensible.
1. Diverses traductions existent pour le terme anglais de Privacy by Design : respect de la vie privée dès, ou
par, la conception, ou la construction, sont les plus fréquemment rencontrées. Nous retenons l’expression « par
construction » car il existe des phases précédant la conception proprement dite dans lesquelles cette approche
s’applique.
2. Le sens que nous retiendrons est celui rattaché au terme anglais de privacy. Les moyens informatiques pour
la protéger relèvent de la protection des données.
3. General Data Protection Regulation en anglais.
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1. Introduction
Le respect de la vie privée a pris de plus en plus de place dans l’actualité récente suite à
de nombreuses affaires qui ont culminé avec les révélations de l’affaire dite Snowden, du
nom de l’ex-analyste ayant travaillé pour la CIA 4. Celui-ci a révélé plusieurs jeux de documents
démontrant des activitésmassives de surveillance de la part de cette agence et de ses homologues
dans des pays étrangers [Gre14]. À la fois la qualité et la quantité des données concernées ont
fait apparaître la question du respect de la vie privée des citoyens à l’ordre du jour des plus
importantes réunions internationales.
Ces activités de surveillance massive portent préjudice aux citoyens, ressortissants ou non des
pays concernés. Ces derniers font l’objet d’intrusions dans leur vie privée. Ces intrusions sont
encadrées par des droits d’exception et des lois parfois secrètes que les États justifient par les
besoins de sûreté du territoire, de sécurité des personnes et de lutte contre le terrorisme.
Les citoyens ne sont cependant pas les seules victimes de cette exploitation à grande échelle.
Les États eux-mêmes le sont sur le plan fiscal. Des initiatives parlementaires considèrent que
la fourniture de ces données personnelles dans le cadre de services commerciaux constitue un
échange de valeur entre l’utilisateur et le fournisseur du service. Comme tout échange, celui-ci
devrait pouvoir être taxé. Des propositions ont été faites dans ce sens par des commissions
législatives sans déboucher pour le moment sur des mesures contraignantes [CC13].
L’importance du respect de la vie privée ne relève donc pas seulement de la relation entre
citoyens et États. Il est aussi en lien avec l’utilisation économique de plus en plus massive des
données personnelles par les industries et services numériques.
1.1.2 Pression économique
Le numérique s’impose dans toutes les filières industrielles et de services et remplace progres-
sivement les acteurs traditionnels [And11] qui n’ont pas pu ou pas voulu s’adapter à temps,
dans la ligne du principe de la destruction créatrice [Sch42]. Ce succès s’explique en partie
par l’exploitation fine, intensive 5 et permise à grande échelle 6 par les traitements automati-
sés [Man+11]. Ceux-ci permettent des services de plus en plus personnalisés et promettent de
prévoir et de satisfaire bientôt les désirs des individus avant même que ces derniers n’en soient
conscients 7.
Pour y parvenir, les utilisateurs sont invités par les fournisseurs de services à partager la plus
grande quantité possible de données pour des exploitations directes (rendre un meilleur service)
ou indirectes (afficher des publicités ciblées par exemple). Cette accumulation centralisée de
données comporte des risques importants en terme de fuites d’information ou d’utilisations
indues [Sol06]. Celles-ci peuvent avoir des impacts importants sur les utilisateurs qui peuvent
être profilés et discriminés [Odl03] ou encore voir leurs données rendues publiques [HG08].
Les enquêtes d’opinion montrent que les utilisateurs sont attentifs à la notion de respect de la vie
privée [ITS14]. Des expériences ont toutefois montré qu’il n’était pas évident que les utilisateurs
4. Central Intelligence Agency, agence de renseignement des États-Unis.
5. Data science en anglais.
6. Big data en anglais.
7. Voir par exemple les services Google Now (http://www.google.com/landing/now/) ou Amazon Echo
(http://www.amazon.com/echo/).
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1.1. Contexte
soient prêts à payer plus cher pour un service plus respectueux de leur vie privée [BKP12]. Tout
se passe comme si le respect de la vie privée était appréciable sans toutefois que son absence
soit rédhibitoire pour les utilisateurs.
L’utilisation des données personnelles par les acteurs économiques permet l’émergence de
nouveaux services personnalisés à forte valeur ajoutée. Cette utilisation crée une tension entre
les dangers d’une mauvaise utilisation et les opportunités qu’elle représente. En réaction à
ce phénomène, les législateurs et organisations publiques ont dû se prononcer à de multiples
reprises pour proposer des moyens juridiques qui suivent et encadrent l’évolution des usages.
1.1.3 Cadre juridique
La notion de vie privée n’est pas récente en matière juridique. Elle apparaît dans le droit
dès la fin du XIXe siècle avec l’avènement de la photographie [WB90]. Son respect est alors
défini comme « le droit d’être laissé seul » 8. En Europe, elle a été consacrée par l’article 8
de la CDHL 9 qui dit que « [t]oute personne a droit au respect de sa vie privée » [Con50].
Depuis, une autre vision a émergé : celle de vie privée comme droit à l’auto-détermination
informationnelle [Wes70] selon l’expression 10 retenue par la cour constitutionnelle fédérale
allemande en 1983 [GFC83].
L’appréciation de la valeur individuelle ou collective de la vie privée donne également lieu
à différentes approches. La première, plutôt d’inspiration anglo-saxonne, tend à considérer
les données personnelles comme un bien qui peut être vendu ou échangé en laissant les ci-
toyens « choisir leur niveau optimal de respect de la vie privée sans intervention parentale de
l’État » 11 [Pos73]. Au contraire, l’approche européenne privilégie la protection de la vie privée
comme bien à la fois personnel et collectif tant elle participe à la construction de la société
démocratique [RP09].
En pratique, deux types majeurs de textes juridiques officiels peuvent être distingués : les
textes non contraignants et ceux qui le sont. Pour ce qui est de la première catégorie, plusieurs
organisations ou agences internationales ont émis des positions et des recommandations sur
un traitement des données personnelles respectueux de la vie privée. Dès 1980, l’OCDE 12
a proposé des lignes de conduite[OEC80]. Celles-ci recommandent notamment de limiter la
collecte de données personnelles, d’assurer leur qualité et de circonscrire leur usage à des
finalités bien spécifiées. Leur collecte doit aussi être limitée à ce qui est nécessaire pour réaliser
ces finalités. Enfin, celui qui a collecté les données a la responsabilité de les conserver de
manière sécurisée et de permettre aux personnes concernées de les modifier. Ces principales
notions ont été reprises dans d’autres propositions telles que celles de la FTC 13 [RCRC73]
8. « [T]he right to be let alone » dans le texte.
9. Convention de sauvegarde des Droits de l’Homme et des Libertés fondamentales.
10. Informationelle Selbstbestimmung en allemand.
11. « [C]hoose their optimal mix of privacy without parental intervention from the State » dans le texte.
12. Organisation de Coopération et de Développement Économiques, Organisation for Economic Co-operation
and Development en anglais.
13. Federal Trade Commission, agence de régulation de la consommation et de la concurrence des États-Unis.
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1. Introduction
ou du groupe de travail dit « G29 » 14 [FoP09] qui rassemble les autorités de protection des
données personnelles des pays membres de l’Union Européenne.
Parmi les textes contraignants apparaissent notamment les lois, directives et règlements. Beau-
coup de pays ont légiféré sur les données personnelles, y compris des entités supranationales
telles que la Commission Européenne qui a émis une directive régissant l’utilisation des données
personnelles [Dir95]. Des règlementations sectorielles 15 ont aussi été proposées pour cibler des
activités sensibles [Dir95 ; HIPPA96]. Cependant, le texte qui pourrait avoir le plus d’influence
dans le futur proche, tout du moins en Europe, est le projet de GDPR [GDPR14], qui a été voté
par le Parlement européen au mois de mars 2014, s’il est aussi adopté par le Conseil de l’Union
européenne. Ce texte définit clairement les acteurs en jeu dans son article 4 :
— le sujet qui est la personne physique à qui se rapportent les données personnelles :
celles-ci peuvent être identifiées ou identifiables directement ou indirectement à travers
des moyens raisonnables par toute autre personne 16 ;
— le responsable de traitement qui est la personne physique ou morale qui détermine les
finalités, conditions et moyens de traitement des données personnelles 17 ;
— l’opérateur qui est la personne physique ou morale qui effectue le traitement des
données personnelles au nom du responsable de traitement 18.
Ces définitions reposent sur celle du traitement qui est l’opération ou l’ensemble des opérations
effectuées sur des données personnelles par des moyens automatisés ou non 19.
Le règlement dispose en son article 5 que doivent être respectés, entre autres, les principes de :
— la limitation de la finalité qui soumet la collecte des données à des finalités spécifiques,
explicites et légitimes 20 ;
— la minimisation des données qui limite la collecte et le traitement des données au
minimum nécessaire pour atteindre la finalité 21 ;
— la précision qui requiert que les données personnelles soient précises, maintenues à
jour et rectifiées en cas de besoin 22.
14. Working Party 29 en anglais, groupe de travail composé des vingt-neuf autorités de protection des données
personnelles des pays membres de l’Union européenne.
15. Moyen privilégié de règlementation aux États-Unis dans ce contexte.
16. « [I]dentified natural person or [. . .] natural person who can be identified, directly or indirectly, by means
reasonably likely to be used by the controller or by any other natural or legal person, in particular by reference to an
identification number, location data, online identifier or to one or more factors specific to the physical, physiological,
genetic, mental, economic, cultural or social identity of that person » dans le texte.
17. « [N] atural or legal person, public authority, agency or any other body which alone or jointly with others
determines the purposes and means of the processing of personal data » dans le texte.
18. « [N]atural or legal person, public authority, agency or any other body which processes personal data on
behalf of the controller » dans le texte.
19. « [O]peration or set of operations which is performed upon personal data or sets of personal data, whether or
not by automated means, such as collection, recording, organization, structuring, storage, adaptation or alteration,
retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or
combination, erasure or destruction » dans le texte.
20. « [Personal data shall be] collected for specified, explicit and legitimate purposes and not further processed
in a way incompatible with those purposes (purpose limitation) » dans le texte.
21. « [Personal data shall be] adequate, relevant, and limited to the minimum necessary in relation to the purposes
for which they are processed ; they shall only be processed if, and as long as, the purposes could not be fulfilled by
processing information that does not involve personal data (data minimisation) » dans le texte.
22. « [Personal data shall be] accurate and, where necessary, kept up to date ; every reasonable step must be
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1.2. Besoins et contributions
Enfin, ce projet de règlement mentionne explicitement dans son article 23 le PbD 23 qui devra
être adopté par les responsables de traitement. Dans ce cadre, la protection des données à
caractère personnel devra être assurée tout au long de « la gestion [de leur] cycle de vie » 24.
Une évaluation de l’impact sur la vie privée 25 couvrant elle aussi toutes les étapes de « la
gestion du cycle de vie des données personnelles » 26 est aussi imposée par l’article 33.
Ces contraintes de plus en plus fortes sur les industriels et fournisseurs de services amènent
ceux-ci à devoir changer leur pratiques. Des moyens techniques doivent donc être créés et mis
en œuvre pour permettre une démarche adoptant le PbD [LM10].
1.2 Besoins et contributions
Bien que les dimensions politiques, économiques et juridiques soient essentielles et que toutes
les pistes possibles pour favoriser l’adoption du PbD doivent être explorées, nous nous concen-
trons dans la suite de ce travail sur son volet technique.
De plus en plus de technologies améliorant le respect de la vie privée 27 sont aujourd’hui
disponibles pour fournir des garanties importantes dans des contextes et applications diverses.
Même si les recherches sur ces technologies doivent être poursuivies (et amplifiées), une des
questions majeures qui se pose désormais est la bonne utilisation des techniques qui sont déjà
disponibles.
Cette thèse est composée de trois parties qui répondent à ce besoin par :
1. Une démarche de génie logiciel mettant en œuvre le PbD. La plupart des travaux
existant dans le domaine du respect de la vie privée se concentrent sur les technologies
et les briques de base des systèmes. L’impact du PbD sur le cycle de conception est plus
rarement abordé. Nous proposons une démarche systématique permettant à un concepteur
non-expert de concevoir une architecture et de la vérifier par rapport à ses exigences.
2. Unmodèle formel intégré à la démarche de PbD. La vie privée est une notion intrinsè-
quement complexe qui peut, ou semble parfois, entrer en conflit avec d’autres exigences.
Elle doit donc être définie de manière précise et non ambiguë. Les modèles formels sont
particulièrement adaptés pour atteindre cet objectif. Ils rendent possible la définition
précise des concepts manipulés et permettent de vérifier les propriétés d’une solution,
de raisonner sur les choix architecturaux et de justifier ces derniers (contribuant ainsi
taken to ensure that personal data that are inaccurate, having regard to the purposes for which they are processed,
are erased or rectified without delay (accuracy) » dans le texte.
23. En utilisant le terme de data protection plutôt que celui de privacy.
24. «Data protection by design shall have particular regard to the entire lifecycle management of personal data
from collection to processing to deletion, systematically focusing on comprehensive procedural safeguards regarding
the accuracy, confidentiality, integrity, physical security and deletion of personal data [in particular with regard to
the principles laid out in Article 5.] » dans le texte.
25. Privacy impact assessment (PIA) en anglais.
26. « The assessment shall have regard to the entire lifecycle management of personal data from collection to
processing to deletion. » dans le texte.
27. Privacy-Enhancing Technologies (PETs) en anglais.
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1. Introduction
également à la notion de redevabilité 28). Nous proposons un cadre formel remplissant
ces conditions et compatible avec la démarche proposée précédemment.
3. Un outil d’aide à la conception et à la vérification, CAPRIV, implémentant la dé-
marche et le modèle de PbD. Les concepteurs ne sont généralement des experts ni en
PbD, ni en méthodes formelles. Ils ont donc besoin d’environnements dédiés basés sur
des interfaces aisées à prendre en main. Celles-ci doivent les guider dans la démarche
de conception et les préserver des détails mathématiques des modèles formels. Nous
avons conçu CAPRIV 29, un outil d’aide à la conception et à la vérification qui permet au
concepteur de spécifier ses exigences, de concevoir une architecture selon la démarche
présentée et de vérifier formellement ses propriétés.
Ces trois contributions [ALM14b] sont détaillées successivement dans les Chapitres 3, 4 et 5.
Elles sont précédées d’un état de l’art dans le Chapitre 2. Le Chapitre 6 présente une étude de
cas avant le Chapitre 7 qui conclut le document et dresse des perspectives de recherche futures.
28. Accountability en anglais, parfois traduit par « responsabilité ».
29. Pour Computer-Aided Privacy engineering tool, outil d’aide à la conception respectueuse de la vie privée.
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CHAPITRE 2
État de l’art
Le domaine d’application de cette thèse est le respect de la vie privée dans des systèmes
d’information manipulant des données personnelles. La réalisation de tels systèmes fait géné-
ralement appel à des outils techniques pour la manipulation et la protection de ces données.
Leur développement suit un cycle faisant intervenir plusieurs acteurs qui aboutit à une solution
devant satisfaire toutes les exigences qui pèsent sur le système. Ces méthodes du génie logiciel
peuvent être appliquées à cet effet. Quand des garanties plus fortes sont exigées, les méthodes
formelles peuvent être utilisées pour vérifier que le système conçu satisfait bien ces exigences.
Les méthodes formelles peuvent aussi fournir une aide dans la phase de conception du système.
Cette thèse se situe donc au carrefour de trois domaines scientifiques mis au service du respect
de la vie privée qui sont les outils techniques s’y rapportant en Section 2.1, le génie logiciel
en Section 2.2 et les méthodes formelles en Section 2.3. Enfin, une caractérisation de diffé-
rentes solutions issues de la littérature pour le domaine du relevé intelligent de consommation
électrique est proposée dans la Section 2.4.
2.1 Outils techniques
Les outils techniques utilisés ont un impact majeur sur le respect de la vie privée de leurs
utilisateurs et de la règlementation. De nouveaux critères d’analyse ont dû être créés pour
qualifier et quantifier le degré de protection offert par les techniques de protection de la vie
privée. Nous en fournissons un aperçu dans la Section 2.1.1. Les techniques de protection
disponibles, qui sont décrites dans la Section 2.1.2, reposent pour la plupart sur des schémas
cryptographiques. Ces primitives cryptographiques sont décrites dans la Section 2.1.3.
2.1.1 Critères de respect de la vie privée
Les critères les plus couramment utilisés dans le domaine proviennent des communautés scien-
tifiques s’intéressant à la sécurité et à la cryptographie d’une part et aux bases de données
d’autre part. La première s’attache surtout à la confidentialité des données et à la protection de
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2. État de l’art
l’identité des sujets et des événements d’un système alors que la seconde se concentre sur les
modes de stockage et de restriction d’accès aux données et à leur usage.
Dans la première catégorie, les notions les plus souvent utilisées sont les suivantes [PH10] :
— l’anonymat qui caractérise le fait qu’un sujet effectuant une action ne peut être identifié
parmi un ensemble de sujets ;
— le pseudonymat dans lequel un sujet effectuant une action peut être identifié par un
identifiant qui ne correspond pas à son identité ;
— la non-chaînabilité 1 dans laquelle plusieurs actions effectuées par un même sujet ne
peuvent être reliées entre elles ;
— la non-détectabilité dans laquelle l’occurrence d’un événement ne peut être différenciée
de son absence ;
— la non-observabilité dans laquelle un événement n’est pas détectable par les sujets non
concernés et dont les sujets concernés gardent leur anonymat.
Des systèmes de gestion de l’identité peuvent aussi être mis en place pour élaborer des stratégies
plus fines de fonctionnement d’un système.
Pour ce qui concerne les bases de données, des critères plus quantitatifs ont été proposés comme
moyens de mesurer le niveau de respect de la vie privée, par exemple :
— le k-anonymat quand chaque enregistrement n’est pas distinguable d’au moins k − 1
autres enregistrements [Swe02] ;
— la l-diversité quand au moins l valeurs sensibles distinctes existent pour chaque groupe
k-anonyme [Mac+07] ;
— la t-proximité 2 quand la distribution des attributs au sein de chaque classe d’équivalence
n’est pas éloignée de plus de t de la distribution de cet attribut au sein de la base de
données [LLV07] ;
— l’ϵ-différence 3 quand la réponse à une requête ne diffère pas de plus d’un facteur ϵ
qu’une personne soit présente ou non dans la base [Dwo06].
Les trois premiers critères sont cependant sensibles à des attaquants qui combinent les infor-
mations provenant de plusieurs sources. Le principal avantage de l’ϵ-différence est de fournir
des garanties fortes indépendamment des connaissances auxiliaires de l’adversaire.
Ces différents critères d’analyse permettent de caractériser l’effect des outils techniques utilisés
pour protéger la vie privée.
2.1.2 Technologies améliorant le respect de la vie privée
La simple promesse par les industriels ou les fournisseurs de services du respect de la vie
privée des usagers n’est pas forcément suffisante. Celle-ci est parfois qualifiée de respect de la
vie privée par politique 4. Une autre piste pour respecter la vie privée est d’utiliser des outils
qui empêchent les tiers de violer les politiques même s’ils le désiraient [SC09]. Beaucoup de
technologies respectueuses de la vie privée 5 ont été proposées dans ce sens [Byg02 ; AGK03 ;
1. Unlinkability en anglais.
2. t-closeness en anglais.
3. ϵ-differential privacy en anglais.
4. Privacy by policy en anglais.
5. Privacy Enhancing Technologies (PETs) en anglais.
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2.1. Outils techniques
Lan+08]. Ces technologies peuvent opérer à différents niveaux dont celui du réseau comme par
exemple :
— les réseaux de mélange 6 qui empêche la chaînabilité des messages entrants et sortants
d’un routeur, généralement utilisés en série [Cha81] ;
— le routage en oignon 7 qui assure l’anonymat des émetteurs et destinataires d’un mes-
sage à travers un routage successif de cemessage chiffrés sur plusieurs couches [RSG98] ;
— les réseaux de foules 8 qui consistent à créer des groupes de manière à ne pas pouvoir
déterminer quel est le membre du groupe à l’origine d’un message (selon une certaine
probabilité) [RR98].
Ces différentes technologies, qui sont particulièrement développées pour les applications Inter-
net [GWB97 ; Gol03 ; Gol07], reposent souvent sur des primitives cryptographiques.
2.1.3 Primitives cryptographiques
Les systèmes informatiques manipulant des données personnelles font souvent appel à des
primitives cryptographiques. Celles-ci sont omniprésentes dans les services numériques dès
lors qu’il s’agit de protéger des informations ou des communications.
La sécurité de ces primitives reposent sur des problèmes mathématiques qui sont supposés
difficiles à résoudre sans la possession d’un secret particulier. Des clés permettent à ceux qui
en ont la connaissance de retrouver l’information protégée [Sch07]. Un principe à souligner,
connu sous le nom de principe de Kerckhoffs, veut que la sécurité d’un cryptosystème ne
repose pas sur le secret de sa structure ou de sa configuration mais seulement sur le secret de
ses clés [Ker83]. Celles-ci doivent donc être protégées pour garantir les propriétés attendues.
La gestion et la protection des clés dans un système d’information est donc une condition
essentielle pour assurer leur sécurité.
Plusieurs primitives cryptographiques sont souvent utilisées dans les solutions techniques de
respect de la vie privée. Il s’agit notamment des primitives suivantes :
— le schéma d’engagement 9 qui permet à un agent de consigner une valeur sous une
forme chiffrée pour la révéler plus tard. La propriété d’injectivité (théorique) de la
fonction de chiffrement empêche l’agent émetteur de fournir ultérieurement une autre
valeur qui a la même forme chiffrée. La valeur communiquée est ainsi fixée sans être
dévoilée (immédiatement) [BCC88] ;
— le chiffrement homomorphe 10 qui établit un chiffrement permettant d’effectuer des cal-
culs sur des valeurs chiffrées de telle sorte que le résultat déchiffré soit correct [RAD78].
Le chiffrement homomorphe partiel [Pai99] est utilisable en conditions réelles mais ne
permet qu’un seul type d’opération. Le principal frein à l’utilisation du chiffrement
homomorphe complet est aujourd’hui les temps de calculs prohibitifs qui entraînent des
dégradations de performance inacceptables [Gen10] ;
6. Mix networks en anglais.
7. Onion routing en anglais.
8. Crowds en anglais.
9. Commitment scheme en anglais.
10. Homomorphic encryption en anglais.
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2. État de l’art
— la preuve de connaissance à divulgation nulle 11 qui permet à une partie (le prouveur)
de prouver une propriété à une autre partie (le vérifieur) sans qu’aucune autre informa-
tion autre que cette propriété qui ne pouvait être déduite avant ne puisse l’être après
(autrement dit, le vérifieur ne peut extraire aucune information de la preuve autre que la
validité de la propriété) [GMR85] ;
— le calcul sécurisé multipartite 12 qui permet à plusieurs parties d’effectuer un cal-
cul dont le résultat est connu de toutes les parties mais dont les arguments restent
secrets [Yao82] ;
— le transfert inconscient 13 qui consiste à faire envoyer des informations d’un émetteur
à un destinataire sans que l’émetteur sache quelles sont les informations qui ont été
envoyées (si des informations l’ont été) ni que le destinataire n’ait accès à d’autres
informations [Rab81]. Cette technique est plus protectrice de la base de données de
l’émetteur que le retrait privé d’information 14 qui n’assure pas que le destinataire
n’ait pas accès à d’autres informations [Cho+98] ;
— le partage de secret 15 qui consiste à distribuer des clés permettant de déchiffrer un
secret entre n parties de telle sorte que m ou plus de parties, quelles qu’elles soient,
puissent déchiffrer le secret et sans qu’il soit possible pour un nombre inférieur àm − 1
de le faire [Sha79] ;
— l’attribut certifié 16 qui permet à une partie de prouver une propriété à une autre partie
de manière anonyme [Cha85].
Cette liste ne prétend pas à l’exhaustivité : d’autres primitives existent et sont adaptées à diverses
applications.
Aussi puissantes et utiles que soient ces primitives, leur bonne utilisation requiert des connais-
sances pointues. En supposant qu’elles soient individuellement sans faille, une des principales
difficultés est leur composition. Celle-ci peut être source de nouvelles failles difficiles à détec-
ter [Can01 ; CD09].
Le grand nombre de technologies et de primitives disponibles pour satisfaire les attentes de la
société et les règlementations contraignantes rendent la conception de systèmes de plus en plus
complexe. Il est naturel de se tourner vers les techniques de conception et d’analyse proposées
dans le domaine du génie logiciel pour évaluer l’aide qu’elles peuvent apporter aux concepteurs
dans cette tâche.
2.2 Génie logiciel
Le génie logiciel s’intéresse aux pratiques permettant de faciliter le développement de systèmes
informatiques de qualité en prenant en compte toutes les contraintes qui pèsent sur cette
industrie, notamment les contraintes de coût et de délai. L’approche générale repose sur l’étude
du cycle de développement dont le déroulement dépend de plusieurs facteurs. Les exigences
11. Zero-knowledge proof en anglais.
12. Secure multi-party computation en anglais.
13. Oblivious transfer en anglais.
14. Private information retrieval en anglais.
15. Secret sharing en anglais.
16. Anonymous credentials en anglais.
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2.2. Génie logiciel
à satisfaire jouent un rôle important dans le choix du cycle le plus adapté. Durant celui-ci, le
système est modélisé de différentes façons afin de permettre différents niveaux d’analyse.
Ces différents points sont étudiés dans les sections suivantes : le cycle de développement en
Section 2.2.1, le respect de la vie privée par construction en Section 2.2.2 et les niveaux de
modélisation en Section 2.2.3.
2.2.1 Cycle de développement
Le cycle de développement suivi est un des éléments les plus structurants d’un projet logiciel.
Il ordonne les étapes de base de l’ingénierie logicielle que sont, a minima, la spécification, la
conception, l’implémentation, la validation et l’évolution d’un système [Som11].
Les modèles adaptés au développement d’un système dépendent de ses caractéristiques. Les
principaux modèles de développement connus sont :
— la cascade 17 où les étapes de base sont appliquées consécutivement et de façon unitaire
pour développer les fonctionnalités satisfaisant l’ensemble des exigences du système ;
— le cycle incrémental qui consiste à répéter le cycle de développement pour chaque
fonctionnalité du système. Chaque incrément conduit au développement complet d’une
fonctionnalité. Ces incréments peuvent être parallélisés si le contexte le permet. Cer-
taines fonctionnalités peuvent ainsi être montrées au client et les éventuels problèmes
détectés plus tôt dans le cycle de développement ;
— le cycle itératif qui consiste à répéter le cycle de développement plusieurs fois pour
l’ensemble des fonctionnalités du système. Chaque itération conduit à un développement
partiel de chacune des fonctionnalités du système. Le système peut ainsi être montré au
client et les éventuels problèmes détectés plus tôt.
Ces trois modèles de cycle peuvent être combinés de diverses sortes. Par exemple le cycle en
V 18 décompose l’étape de validation en trois sous-étapes correspondant aux trois étapes que
sont l’implémentation, la conception et enfin la spécification. Plus les problèmes de validation
apparaissent tardivement, plus le travail que demanderont les corrections sera important. Une
autre possibilité est le cycle en spirale qui ajoute à chaque étape une analyse de risques et un choix
de stratégie pour l’étape suivante visant àminimiser les risques d’échec du projet [Boe88]. Enfin,
les méthodes dites agiles sont caractérisées par des cycles de développement courts reposant sur
des approches à la fois incrémentales et itératives 19 [Bec+01]. Celles-ci sont particulièrement
plébiscitées pour le développement d’applications Web. En effet, la nature changeante des
exigences et donc le peu de moyens à allouer pour les définir de manière définitive en amont se
prêtent naturellement à des développements « agiles ». Au contraire, la NASA 20 a communiqué
par l’intermédiaire de Werner Gruhl sur la corrélation inverse entre les moyens alloués à une
définition fine des exigences en amont du développement et le dépassement final des coûts prévus
d’un programme de développement [Gru92]. Cependant, les programmes de développement de
la NASA sont d’une nature particulière et comportent des risques, notamment financiers, sans
commune mesure avec ceux des applications Web.
17. Waterfall model en anglais.
18. V-model en anglais.
19. Manifesto for Agile Software Development.
20. National Aeronautics and Space Administration.
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2. État de l’art
Le contexte a donc une importance cruciale pour choisir le bonmodèle ou la bonne combinaison
et il faut analyser l’impact du respect de la vie privée sur le cycle de développement pour effectuer
ce choix.
2.2.2 Respect de la vie privée par construction
Le PbD introduit brièvement dans l’introduction en Section 1.1.3 consiste (entre autres) à
prendre en compte les exigences de vie privée dès les premières étapes du cycle de développe-
ment.
Ann Cavoukian, la commissaire à la protection des informations et de la vie privée de l’Ontario,
a construit et diffusé très tôt une liste de principes à prendre en compte lors de la création d’un
système collectant et traitant des données personnelles [Cav09].
Il existe d’autres visions et définitions du PbD [Lan01] mais toutes adoptent une approche
déclarative en qualifiant les propriétés que devra respecter le système conçu plutôt que les
démarches et méthodes à suivre pour y parvenir [Dia+09 ; GTD11].
Quelques groupes de travail se sont concentrés sur des aspects plus techniques relatifs au génie
logiciel tels que les Privacy Guidelines qui proposent des bonnes pratiques pour améliorer le
respect de la vie privée [MS08] ou le projet Privacy by Design Documentation for Software
Engineers de l’OASIS [OASIS14]. Cependant, il n’existe pas encore de méthode guidant des
concepteurs en leur permettant de concilier exigences fonctionnelles et exigences relatives au
respect de la vie privée de manière raisonnée et systématique.
Quelques travaux dans ce sens existent cependant. Des stratégies de conception (telles que mini-
miser les données collectées, cacher les données des tiers, séparer les données stockées, agréger
les données communiquées, informer les sujets, contrôler les traitements de données par des
audits, respecter les politiques de données et démontrer leur respect) ont été proposées [Hoe14].
Dans un contexte différent, celui de la conception de systèmes d’information pour l’informa-
tique dans les nuages, il a été proposé l’implémentation de techniques pour rendre plus facile
aux développeurs la prise en compte des exigences de sécurité et de respect de la vie pri-
vée [Man+13]. Dans le même esprit, un outil d’aide à la décision basé sur des modèles de
conception 21 a été proposé afin d’aider les développeurs à prendre en compte les principes de
respect de la vie privée dans les étapes amont du cycle de développement [PB11].
Les divers travaux évoqués ici ciblent des niveaux de description ou des étapes différents et
permettent de résoudre des problèmes différents. Un des enjeux important en la matière est de
déterminer le niveau le plus adéquat pour avoir un impact important sur le développement de
systèmes respectueux de la vie privée.
2.2.3 Niveaux de modélisation
Différents niveaux de modélisation existent et sont utilisés aux différentes étapes du cycle de
développement. Les trois principaux sont la spécification, l’architecture et les protocoles.
21. Design patterns en anglais.
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Le premier niveau, celui de la spécification, permet de représenter les qualités attendues d’un
système sous la forme d’exigences. Il fait apparaître les différentes parties prenantes et leurs
interactions fonctionnelles et non fonctionnelles avec le système. Ce niveau exprime ce qui doit
être fait mais pas comment cela doit être fait. Dans une démarche de PbD, il est particulièrement
important que les exigences soient bien spécifiées. Une erreur ou une imprécision conduira à
développer un système qui, quelle que soit la qualité de la suite du développement, ne sera pas
conforme à la règlementation ou aux exigences attendues.
Le niveau architectural est le premier niveau à décrire comment le système doit satisfaire les
exigences. De manière générale, « [l]’architecture logicielle d’un système est l’ensemble des
structures nécessaires pour raisonner sur le système, ce qui comprend les éléments logiciels, les
relations entre eux et les propriétés des deux. » 22 [BCK12]. Par conséquent, l’architecture du
système est une abstraction qui permet de raisonner sur les propriétés du système considéré en
fonction des composants retenus. Cette étape est aussi cruciale pour la démarche du PbD car
un mauvais choix à ce niveau, découvert à une étape tardive, peut nécessiter la remise en cause
de l’ensemble de l’architecture et avoir un impact important en terme de coûts et de délais. Une
contribution récente met aussi en valeur l’importance des architectures pour le respect de la vie
privée dès la conception [Kun14]. Elle détaille une méthodologie de conception pour le respect
de la vie privée guidée par des stratégies (telles que la minimisation, le respect, la redevabilité
et l’évolutivité) et des modèles de conception (tels que le confinement de données, l’isolement
ou la gestion de bases de données hippocratiques).
Les composants définis au niveau architectural peuvent alors être implémentés en faisant appel
à une approche par composants 23 reposant sur des technologies et primitives présentées en
Sections 2.1.2 et 2.1.3 (en prêtant une attention particulière aux difficultés de composition). Pour
ce qui concerne le développement de ces composants, le niveau de modélisation adapté est celui
du protocole. Ce niveau permet de détailler l’algorithme distribué ainsi que les communications
effectuées par et entre les composants du système.
L’absence de faille au niveau de l’architecture n’empêche pas une faille au niveau du protocole
de conduire à un non-respect des exigences du système.Une étude limitée au niveau architectural
repose donc sur l’hypothèse que les protocoles sont sans défaut. Une approche mixte peut être
adoptée en vérifiant certaines primitives protocolaires et en supposant que les autres sont sûres.
Quels que soient le modèle de cycle et le niveau d’analyse retenus, le respect de la vie privée
pour un système est difficile à assurer et entre parfois en conflit avec d’autres exigences. Il est
donc particulièrement utile de disposer de techniques de validation ou de vérification adéquats.
Les méthodes formelles semblent des candidates idéales à cette fin.
2.3 Méthodes formelles
Les techniques de génie logiciel peuvent être adossées à des méthodes formelles afin d’obtenir
des garanties fortes sur les résultats obtenus. Certaines méthodes sont utilisées pour vérifier que
22. « The software architecture of a system is the set of structures needed to reason about the system, which
comprise software elements, relations among them, and properties of both. » dans le texte.
23. Components Off-The-Shelf (COTS) en anglais.
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2. État de l’art
le modèle d’un système respecte des propriétés spécifiques. D’autres méthodes offrent une aide
supplémentaire au concepteur en lui fournissant une démarche pour construire l’implémentation
en partant de la spécification. Enfin, une dernière catégorie automatise certaines étapes en
dérivant automatiquement des solutions vérifiées.
Ces différentes méthodes sont détaillées dans le contexte large de la protection de données par
la vérification d’un modèle en Section 2.3.1, le raffinement en Section 2.3.2 et la génération
automatique en Section 2.3.3.
2.3.1 Vérification d’un modèle
La méthode de vérification d’un modèle consiste à créer un modèle et à vérifier qu’il respecte
certaines propriétés.
On peut vouloir notamment vérifier la cohérence intrinsèque du modèle formel d’une spéci-
fication ou bien la satisfaction des exigences (qui doivent aussi être modélisées dans ce cas).
Une fois la spécification formelle obtenue, il est alors possible de l’utiliser pour guider les
phases suivantes du développement comme la vérification ou le test le produit par rapport à la
spécification.
Différentes familles de méthodes existent pour modéliser et vérifier des modèles. Des langages
dédiés ont été proposés pour spécifier des propriétés de respect de la vie privée [BDK04 ;
Bar+06 ; BMB11 ; Jaf+11 ; LM09 ; LeM+07 ; YLA04]. Dans le même esprit, des calculs de
processus comme le pi-calcul appliqué 24 ont été utilisés pour la définition de protocoles
respectueux de la vie privée [AF01 ; DKR10]. Les calculs de processus sont des cadres puissants
dédiés à la modélisation de systèmes concurrents. L’inconvénient de ceux-ci est donc que les
protocoles exprimés dans ce formalisme sont de bas niveau et que les spécification exprimées
d’une part et les propriétés à étudier d’autre part sont plus complexes que dans des langages
dédiés.
La représentation et l’analyse des architectures logicielles constitue un champ de recherche actif
depuis longtemps à travers les langages de description architecturale 25. Les architectures sont
souvent définies à travers des notations purement graphiques dans des cadres semi-formels ou
informels. Des cadres formels outillés ont toutefois été proposés pour définir les architectures
logicielles mais ils ne sont pas conçus pour exprimer des propriétés de respect de la vie
privée et sont souvent trop détaillés pour être facilement reliés à de telles propriétés de haut
niveau [Cle96 ; All97].
Un cadre a été proposé pour définir le sens précis des opérations disponibles dans une architec-
ture à l’aide d’une sémantique opérationnelle associée à un système d’inférence permettant de
dériver des propriétés d’architectures [LM13]. Le système d’inférence est appliqué à la preuve
de propriétés de vie privée et de détectabilité de fraudes dans des systèmes de péages routiers.
Les méthodes formelles basées sur la vérification sont d’une grande aide et peuvent être
utilisées de manière très souple, notamment dans la phase de validation. Il existe cependant des
24. Applied pi-calculus en anglais.
25. Architecture Description Languages (ADL) en anglais.
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méthodes qui ont un impact plus fort sur le cycle de développement comme celle du raffinement
par exemple.
2.3.2 Raffinement
Les méthodes par raffinement consistent à partir d’une spécification formelle et à raffiner celle-
ci jusqu’au niveau de l’implémentation. Chaque raffinement est prouvé équivalent au niveau
supérieur, ce qui permet ainsi d’obtenir une implémentation dont le comportement satisfait la
spécification. Un des exemples les plus classiques d’une telle méthode est la méthode B et ses
dérivées [Abr96]. Ces travaux ont connu un grand succès dans des applications critiques telles
que le domaine ferroviaire par exemple [LSP07].
Parmi les travaux les plus importants dans cette catégorie on peut citer notamment une mé-
thode pour développer des protocoles dont les propriétés de sécurité sont définies [SB10]. Le
concepteur raffine la spécification à travers trois autres niveaux pour obtenir un modèle d’im-
plémentation. Les preuves de correction du protocole ainsi construit sont donc développées au
long du raffinement.
Une autre catégorie de méthodes contraignantes ayant un fort impact sur le cycle de dévelop-
pement repose sur la génération automatique de solutions satisfaisant une spécification.
2.3.3 Génération automatique
La génération automatique, ou synthèse, consiste à utiliser un outil pour générer directement
une ou des solutions au problème spécifié. La principale difficulté à résoudre pour rendre cette
méthode applicable est la maîtrise de la dimension de l’espace de conception.
Des travaux ont notamment été menés pour générer de manière automatique des protocoles
satisfaisant des propriétés spécifiques. La méthode consiste à générer de manière systématique
l’ensemble des protocoles possibles puis à filtrer ceux qui ne possèdent pas les caractéristiques
recherchées. Des heuristiques existent pour couper dans l’espace de conception et éviter l’explo-
ration systématique de branches dont aucune des solutions ne pourra s’avérer viable [SPP01].
À plus bas niveau, des travaux ont aussi été menés pour générer automatiquement des primitives
du style de celles qui sont présentées en Section 2.1.3. Par exemple, desméthodes de compilation
automatique de preuves à divulgation nulle de connaissance et de calculs sécurisés multipartites
ont été proposées récemment [Ker12]. D’autres travaux, comme ZQL, concernent des outils
permettant de compiler des protocoles comme des preuves à divulgation nulle de connaissance
vérifiées et accompagnées de leurs preuves de correction [Fou+13].
2.4 Caractérisation de solutions issues de la littérature
Nous proposons dans cette section une caractérisation de plusieurs solutions proposées dans
la littérature scientifique en matière de relevé intelligent de consommation électrique. Cette
caractérisation prend appui sur la localisation des calculs et la manière dont les acteurs vérifient
l’intégrité des données.
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Nous présentons dans un premier temps les notions d’acteur, de composant et leurs rôles dans
la Section 2.4.1. Deux applications différentes sont ensuite décrites : la facturation dans la
Section 2.4.2 et la surveillance de réseau dans la Section 2.4.3.
2.4.1 Acteurs, composants et rôles
Un système est composé de plusieurs parties prenantes, dénommées acteurs, qui ont chacunes
leurs exigences. Ces exigences peuvent entrer en conflit. Différents types d’acteurs existent
comme présenté dans le Tableau 2.1 qui représente une classification inspirée de [Erk+13].
Nous avons généralisé la dénomination des rôles fonctionnels tenus par les agents pour qu’ils
soient applicables à d’autres domaines que le relevé intelligent de consommation électrique.
La relation aux données exprime le lien entre les données manipulées par le système et les
rôles fonctionnels : les utilisateurs (U) sont sujets des données, les fournisseurs (P) et les
opérateurs (O) sont responsables de traitement 26. Les parties manipulant des données qui ne
rentrent dans aucun des rôles précédents sont dénommées sous-contractantes (SC). Les données
qu’elles manipulent dépendent du service qui leur est confié. Les colonnes suivantes détaillent
la finalité, la précision et le besoin d’avoir des données rattachées à un sujet identifiable pour le
service mentionné. Enfin, le domaine d’agrégation exprime le domaine sur lequel porte cette
opération (dans les cas où une agrégation est utilisable). Une agrégation sur les utilisateurs
permet d’affaiblir l’exposition des utilisateurs en associant leurs données avec celles d’autres
utilisateurs (et est donc associée à des services ne nécessitant pas de données identifiables).
L’agrégation temporelle affaiblit leur exposition en diminuant la granularité temporelle des
données (et donc la quantité d’informations extractibles de ces dernières). Enfin, la dernière
colonne concerne le besoin d’obtention des données en temps-réel.
Ces acteurs sont instanciés par des composants qu’ils contrôlent et qui les représentent dans le
système. Par conséquent, les acteurs sont vus comme ayant un rôle fonctionnel alors que les
composants ont un rôle opérationnel comme détaillé dans le Tableau 2.2. Le réseau de commu-
nication et l’agrégateur mentionnés dans [Erk+13] ont été généralisés à des rôles opérationnels
et apparaissent donc comme des composants.
Les modalités sont les différentes opérations qui peuvent être effectuées en fonction des rôles
opérationnels. Certaines de ces modalités sont exclusives les unes des autres (une opération est
soit une évaluation arithmétique soit une perturbation) alors que d’autres peuvent se cumuler
(un émetteur peut envoyer une attestation à travers un canal anonyme). Le compteur apparaît
comme un composant propre bien qu’il soit similaire à un calculateur équipé d’une modalité
de calcul. Il tient en effet un rôle à part dans les architectures car il est directement connecté
à l’environnement physique. La modalité simple pour l’émetteur et le récepteur indique une
simple communication.
La différenciation des acteurs et composants selon leur rôle est générique. Différents domaines
et applications peuvent s’appuyer dessus pour être caractérisés. Pour le relevé intelligent de
consommation électrique, l’opérateur est le distributeur du réseau et le fournisseur est le four-
nisseur d’électricité qui établit la facture pour l’usager (qui correspond à l’utilisateur). La
26. Cette représentation est une simplification car les utilisateurs peuvent ne contracter directement qu’avec un
fournisseur ou un opérateur qui sous-traite une partie du traitement des données à l’autre acteur.
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2. État de l’art



















s Hébergeur de données
Tableau 2.2 – Classification des rôles opérationnels tenus par les composants dans un système.
facturation doit être exacte alors que les données de surveillance du réseau peuvent être ap-
proximatives aussi longtemps qu’elles sont suffisamment précises pour être techniquement
suffisantes. Enfin, les agrégateurs peuvent être considérés soit comme un composant de l’utili-
sateur, du fournisseur ou de l’opérateur selon les cas. Dans une application de péage routier à
l’usage, l’opérateur est l’entreprise assurant la gestion du traffic et le maintien de l’infrastructure
tandis que le fournisseur peut être l’État (ou son organisme de perception de droits). Comme
expliqué précédemment, les données relatives à la facturation doivent être liées aux utilisateurs
alors que les données liées à la gestion du traffic n’en ont pas besoin.
Diverses solutions respectueuses de la vie privée ont été proposées dans ces deux domaines.
Nous en proposons une caractérisation dans les sections suivantes.
2.4.2 Applications de facturation
Les architectures étudiées dans cette section se concentrent sur l’application de la facturation.












avec i utilisé pour désigner les consommateurs et t pour désigner les périodes temporelles. La
variable ECONSi,t représente la consommation réelle. Les fonctions S et F représentent les
fonctions de mesure et de tarification respectivement. Enfin, la fonction
∑
t agrège les montants
à facturer intermédiaires pour établir le montant de la facture finale feei .
Beaucoup de solutions reposant sur différentes architectures ont été proposées dans la litté-
rature et sont récapitulées dans le Tableau 2.3 pour trois applications : le relevé intelligent
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de consommation électrique, le péage routier à l’usage et l’assurance de véhicules à l’usage.
La localisation des opérations effectuées par un composant correspondant à une fonction du
service est indiquée par A(c) avec A appartenant à l’ensemble des acteurs et c à l’ensemble
des composants. Cette différentiation permet de mieux séparer les rôles fonctionnels et opéra-
tionnels. Quatre manières différentes de garantir l’intégrité sont recensées : les signatures par
des composants de confiance, les défis dans le cadre de schémas d’engagement, la sécurité qui
repose sur des primitives cryptographiques (comme des preuves ou des calculs sécurisés) et le
calcul par le composant lui-même qui s’assure ainsi de la correction du résultat.
Comme mentionné précédemment, les données agrégées de facturation doivent être identi-
fiables et exactes. Par conséquent, peu de solutions parmi celles répertoriées utilisent des
techniques d’anonymisation ou de perturbation dans leur protocole. Dans [DKR11], les per-
turbations introduites peuvent être déduites par l’utilisateur lorsque plusieurs factures ont été
émises. Dans [Lin+12], les perturbations sont utilisées comme une forme de chiffrement dont
le déchiffrement par le fournisseur est contrôlé par l’utilisateur. Enfin, la solution présentée
dans [PBB09] laisse le calcul de la fonction F être effectué par le fournisseur. Cela est rendu
possible tout en préservant le respect de la vie privée des utilisateurs car les données sont
dé-identifiées et envoyées par un canal anonyme au fournisseur qui les rediffuse à l’ensemble
des utilisateurs en retour. Les utilisateurs filtrent les données les concernant grâce à une clé
d’association dont ils sont seuls détenteurs.
Les effets des contraintes spécifiques aux domaines sont visibles à travers les types de confiance
choisis pour la mesure S. En effet, des compteurs certifiés qui signent les mesures sont utilisés
dans le domaine du relevé intelligent de consommation électrique. Cette solution est cependant
coûteuse et l’utilisation de défis dans le cadre de schémas d’engagement est préférée pour le
domaine du péage routier à l’usage. En effet, des contrôles sporadiques peuvent être effectués
à l’aide de portiques ou de radars mobiles alors que cela est plus compliqué pour un réseau de
distribution d’électricité. Une solution technique pourrait être l’utilisation de pinces ampère-
métriques. Cependant, les compteurs électriques sont souvent situés à l’intérieur des maisons et
il faut alors prévoir un aménagement contractuel entre l’utilisateur et le fournisseur pour effec-
tuer ces relevés. De plus, le fournisseur pourrait être suspecté de cibler des foyers spécifiques
pour en relever le détail des consommations électriques (ce comportement déloyal ne pourrait
cependant être pratiqué à grande échelle).
Enfin, la solution proposée dans [Tro+07] est atypique en ce que le compteur est chargé
d’effectuer les calculs de la facturation tout en étant contrôlé par le fournisseur à l’aide de
composants résistants à la falsification des données 27. Par conséquent, l’utilisateur doit vérifier
par lui-même la correction de ces calculs.
Les applications de surveillance de réseau présentent un profil différent comme nous lemontrons
dans la section suivante.
27. Tamper-resistant en anglais.
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2.4.3 Applications de surveillance de réseau
Nous nous intéressons dans cette section aux applications de surveillance de réseau dans les
domaines de la distribution d’électricité et de la gestion de circulation routière. Dans ce cadre,










où les variables et fonctions de même nom que dans la section précédente ont la même
signification. La variable loadt représente la charge du réseau durant la période temporelle t .
Diverses propositions de solutions respectueuses de la vie privée pour cette application ont été
émises et sont récapitulées dans le Tableau 2.4.
Dans cette application où les identités relatives aux données n’ont pas besoin d’être connues
et sont dé-identifiées, les opérations sont directement effectuées par l’opérateur lui-même. Le
type de confiance est donc naturellement la confiance par le calcul qui est plus simple à mettre
en œuvre. La dé-identification nécessite en revanche l’introduction de PETs supplémentaires.
Un des principaux avantages à séparer les parties et leur rôle est d’aider à rendre moins ambiguë
une architecture. Par exemple, la solution de [LeM+07] est annoncée comme effectuant tous
les calculs sur le compteur qui contient un module de plateforme de confiance 28. Cependant,
ce compteur n’est pas un simple compteur : il effectue des calculs, communique les données
à d’autres composants et fait respecter des restrictions d’accès aux données notamment. La
simple appellation de compteur peut être trompeuse pour un composant qui assume autant
de rôles. Un autre avantage de cette approche est la qualification plus précise des relations
de confiance : certains des travaux cités proposent des solutions reposant sur des composants
sécurisés. Cependant, il n’est pas toujours indiqué clairement qui doit avoir confiance dans
quels composants et pour quelles modalités.
L’équilibre d’une caractérisation doit être trouvé entre exhaustivité et lisibilité. Le bon niveau
dépend de la finalité d’une telle classification. L’analyse du respect de la vie privée fait intervenir
beaucoup de relations et il est difficile d’atteindre un niveau de détail permettant d’effectuer
tous les raisonnements utiles pour garantir que les fournisseurs, opérateurs et utilisateurs sont
assurés de la correction des données et que les exigences des consommateurs en terme de
confidentialité sont respectées.
La caractérisation que nous proposons se concentre sur les calculs et ne laisse pas apparaître
clairement les liens de communication entre les parties. Certaines de ces communications sont
déterminées par la localisation des calculs (car les arguments doivent être communiqués pour
qu’un calcul puisse être effectué). La qualification de ces communications (par canal anonyme
ou par diffusion par exemple) est cependant importante 29. Les liens de communication sont
davantage mis en valeur et étudiés dans l’enquête [JKD12] pour le domaine du relevé intelligent
28. Trusted Platform Module (TPM) en anglais.
29. L’anonymat des canaux de communication est une des étapes de la démarche systématique (voir Sec-
tion 3.5.1.3) et la diffusion peut être vue comme un canal de communication d’un composant vers tous les autres.
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2.4. Caractérisation de solutions issues de la littérature
de consommation électrique. Un des moyens de les représenter ici serait d’intégrer dans l’ar-
chitecture les acteurs permettant l’implémentation de ces canaux. Ces acteurs pourraient alors
représenter différentes implémentations telles que des anonymisateurs, des réseaux dédiés ou
encore des réseaux pair-à-pair.
Nous voyons qu’il existe une grande quantité de solutions proposées pour un même service.
Des choix ont été effectués et leur impact sur le système et ses utilisateurs n’est pas facilement
observable. Ces travaux spécifiques et les solutions présentées n’expliquent pas la démarche
suivie pour les obtenir.
Il n’existe pas aujourd’hui de démarche systématique et détaillée qui mettre en œuvre le PbD
et qui :
1. servirait de support à une méthode de développement permettant d’aider un concepteur
à concevoir une architecture respectant la vie privée et en particulier le principe de
minimisation des données comme détaillé dans le chapitre 3 ;
2. se prête à une formalisation permettant de vérifier formellement la satisfaction des exi-
gences comme détaillé dans le chapitre 4 ;
3. enfin, soit adossée à un outil intégré d’aide à la conception et à la vérification comme
détaillé dans le chapitre 5.
L’objectif de ce travail de thèse est de répondre à ce besoin.
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CHAPITRE 3
Démarche systématique de
spécification, de conception et de
vérification
3.1 Introduction
Le respect de la vie privée des utilisateurs dans la conception d’un système peut être perçu
par les fournisseurs de solution comme une contrainte additionnelle à respecter, source de
complexité, de coûts et de délais supplémentaires avant livraison. Cette contrainte deviendra
toutefois une exigence légale quand le futurGDPR entrera en vigueur. Des solutions techniques
doivent donc être proposées aux concepteurs afin de les aider dans cette tâche.
À cette fin, le respect de la vie privée des utilisateurs doit être considéré et intégré dans le cycle
de développement au plus tôt, dès la définition des exigences, comme le préconise l’approche du
PbD. Il existe quelques ensembles de principes ou lignes directrices tels que les Fair Informa-
tion Practice Principles [RCRC73] proposés par la Federal Trade Commission, la norme ISO
29100 [ISO11], le Privacy by Design proposé par l’autorité de protection de l’Ontario [Cav09]
ou encore la contribution sur The Future of Privacy proposée par le Working Party 29 [FoP09].
D’autres groupes de travail se sont concentrés sur des aspects plus techniques relatifs au génie
logiciel tels que les Privacy Guidelines qui proposent des bonnes pratiques pour améliorer
le respect de la vie privée [MS08] ou le projet Privacy by Design Documentation for Soft-
ware Engineers de l’OASIS [OASIS14] pour préparer leur arrivée dans l’industrie [Not+15].
Les pratiques en terme de sécurité, qui répondent à des préoccupations plus anciennes, sont
plus avancées. Divers manuels de référence [Sch96 ; And08], méthodes et modèles [BHF04 ;
Sch+05 ; Haf10] et techniques d’évaluation comme les Common Criteria [ISO09] sont do-
cumentés dans les littératures scientifique et technique. Cependant, il n’existe pas encore de
méthode guidant des concepteurs en leur permettant de concilier exigences fonctionnelles et
exigences relatives au respect de la vie privée de manière ordonnée et systématique.
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3. Démarche systématique de spécification, de conception et de vérification
Nous proposons de nous concentrer sur le niveau architectural d’un système. Partant de la
définition d’une architecture donnée dans le Chapitre 2, nous considérons que ses composants
sont les PETs et que la finalité de l’architecture est leur combinaison pour satisfaire les exi-
gences relatives au respect de la vie privée du système. Par conséquent, l’architecture nous sert
d’abstraction pour raisonner sur des systèmes complexes sans que cette tâche ne soit obstruée
par de trop nombreux détails. Ce niveau se prête particulièrement bien au respect de la vie
privée par construction pour de multiples raisons [BCK12] :
1. L’architecture porte les choix faits au plus tôt de la conception d’un système qui s’avèrent
être ceux dont le changement ultérieur est le plus difficile et le plus coûteux. De mauvais
choix à cette étape peuvent grandement compromettre la satisfaction des exigences de
respect de la vie privée d’un système.
2. Les architectures canalisent la créativité des concepteurs en réduisant la complexité de la
conception et du système à l’étude.Grâce à leurs propriétés d’abstraction, les architectures
permettent à ceux-ci de se concentrer sur les qualités essentielles d’un système, à savoir
ses exigences fonctionnelles et de respect de la vie privée ainsi que la composition de
technologies utilisables pour les satisfaire.
3. Une architecture documentée améliore la communication entre les parties prenantes. La
documentation des choix de conception est particulièrement importante pour satisfaire
les obligations émanant du Privacy Impact Assessment et du principe de redevabilité
mentionnés dans le projet de GDPR.
4. Une architecture est créée comme un modèle transférable et réutilisable. Elle peut donc
jouer un rôle clé pour améliorer la réutilisabilité de solutions respectueuses de la vie
privée des utilisateurs, aboutissant à réduire les coûts et les délais de conception d’une
part et à une meilleure diffusion des connaissances et des expertises chez les concepteurs
d’autre part. La capacité à dépasser le cas par cas est une étape clé pour l’industrialisation
du respect de la vie privée dès la conception.
L’object de ce chapitre est de proposer une méthode permettant d’exploiter une bibliothèque
de composants (ou PETs) pour construire de manière systématique l’architecture d’un système
respectant une propriété essentielle en matière de protection de la vie privée, à savoir la
minimisation des données. Une vue d’ensemble du cycle de développement est donnée en
Section 3.2. Les hypothèses de travail retenues sont présentées en Section 3.3 avant la méthode
elle-même dans les Sections 3.4 et 3.5.
3.2 Cycle de développement
La méthode proposée ici répond à deux objectifs principaux :
— aider un concepteur de système dans ses choix pour construire une architecture en
minimisant les données personnelles divulguées ;
— motiver les choix effectués par le concepteur en vue de la documentation du système.
Un défi majeur réside dans la combinatoire à laquelle fait face le concepteur. Pour des systèmes
réels, l’espace de conception est très vaste et la présence d’une méthode pour guider le concep-
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3.2. Cycle de développement
teur est essentielle. Peu de solutions existent aujourd’hui pour aider le concepteur dans cette
tâche. Différentes voies sont envisageables :
L’étude de solutions ad-hoc. Proposées dans la littérature scientifique et technique, de telles
solutions existent en grand nombre pour divers domaines d’applications. La difficulté
pour un concepteur non spécialiste est de trouver une solution dont les hypothèses se
rapprochent de ses contraintes ou de s’inspirer de différentes solutions pour en construire
une adaptée à ses besoins. À titre d’exemple, une enquête [JKD12] étudie 23 solutions
différentes pour concevoir un système de capteurs électriques intelligents et les compare
selon des critères fonctionnels et techniques. Cependant, ce type de document n’existe
pas pour tous les domaines d’application et ne peut remplacer une méthode.
La composition de schémas de conception. Des patrons spécifiques au respect de la vie pri-
vée ont été proposés dans la littérature [Sch+05 ; Haf10 ; PB11]. Cependant, ceux-ci
portent uniquement sur certaines catégories d’application comme des interfaces Web ou
des technologies de sécurisation des données par exemple.
La synthèse d’architectures. Cette approche a pour inconvénient l’explosion combinatoire.
Les possibilités d’architectures sont nombreuses et le processus de génération doit être
borné. Cette approche a été explorée au niveau protocolaire par [Son99] qui propose un
générateur de protocoles associé à un filtre qui ne retient que les propositions conformes.
Nous n’avons pas connaissance d’une telle approche au niveau architectural.
La programmation par contraintes. Des approches systématiques reposant sur des tech-
niques comme la satisfaction booléenne ou la résolution de contraintes nécessitent une
expertise dans des outils techniques. Ceux-ci sont généralement appliqués à des do-
maines bien définis (optimisation d’emplois du temps, planification logistique, . . .) et
nous ne connaissons pas de solutions ni de prototypes d’outils pour le PbD reposant sur
la programmation par contraintes 1.
La démarche systématique proposée dans ce chapitre s’étend de la spécification fonctionnelle
du système à la conception de son architecture comme le montre la Figure 3.1. Les exigences
du système peuvent être établies par le concepteur et le donneur d’ordres et la conception de
l’architecture est effectuée par le concepteur.
Bien que le but de cette méthode soit de permettre la convergence la plus rapide possible vers
une ou des solutions, il peut arriver de devoir revenir en arrière dans le cycle. Ces itérations
se produisent lorsqu’aucune solution satisfaisante n’apparaît et qu’il est souhaitable de revenir
sur des choix passés en assouplissant une exigence, en introduisant de nouvelles données,
en enrichissant le modèle du service ou en ajoutant des entités. Par exemple, il peut être
nécessaire d’introduire un tiers de confiance dans une spécification. Les itérations prennent fin
dès l’obtention d’une architecture satisfaisant la spécification. Les choix à remettre en cause
doivent être sélectionnés par leur capacité à ouvrir la voie vers de nouvelles solutions tout en
minimisant l’impact sur la solution en cours de développement.
1. Nous avons exploré cette piste pour optimiser la localisation des calculs afin de minimiser les données
divulguées [ALM12] mais avons préféré l’approche décrite dans ce chapitre
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Figure 3.1 – Cycle de développement, détaillé dans les Figures 3.2, 3.5 et 3.11.
Davantage de détails sur la spécification et la conception de l’architecture sont donnés res-
pectivement en Sections 3.4 et 3.5. Un exemple est présenté au fil de l’eau afin de montrer
plus clairement comment s’appliquent les différentes étapes. Nous présentons au préalable les
hypothèses de travail retenues pour ce travail dans la section suivante.
3.3 Hypothèses
Selon le principe de minimisation des données 2, nous considérons que tous les acteurs im-
pliqués, mis à part le sujet lui-même, sont des attaquants potentiels. Nous nous intéressons
aux données auxquelles ces acteurs, représentés par des composants, peuvent avoir accès à
travers les communications et calculs permis par l’architecture construite en retenant les règles
suivantes :
— pour les communications :
— une donnée communiquée est accessible à l’expéditeur et au destinataire ;
— une donnée ne peut être communiquée que par un canal de communication ;
— pour les calculs :
— un (ou un groupe de) composant(s) qui effectue un calcul a accès aux arguments
nécessaires à ce calcul ;
— un composant participant à un calcul a accès au résultat de ce calcul 3 ;
— une donnée ne peut être calculée que par un (ou un groupe de) composant(s) muni(s)
de la capacité de le faire.
2. Dans le sens où tout acteur doit n’avoir accès qu’aux données strictement nécessaires à la poursuite de la
finalité.
3. Nous nous plaçons donc dans le cas où les primitives de calcul sécurisé multipartite utilisées garantissent la
propriété d’équité (fairness en anglais).
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Nous ne considérons donc pas ici la sécurisation des canaux qui est supposée effectuée par
d’autres moyens. L’authentification des composants est également assurée par des moyens qui
sortent du cadre de cette étude.
Nous adoptons une hypothèse retrouvée classiquement dans le modèle d’attaquant dit de Dolev-
Yao [DY81] : les primitives cryptographiques et les technologies améliorant le respect de la
vie privée utilisées dans l’architecture sont supposées parfaites. Une fonction de hachage ne
peut être inversée et une fausse preuve ne peut convaincre un vérifieur par exemple. Tout accès
interdit à une variable est donc le résultat d’un problème de composition des briques de base,
et non des briques elles-mêmes. Nous considérons donc des acteurs honnêtes mais curieux : les
protocoles sous-jacents sont réputés inviolables et les acteurs ne peuvent les violer. En revanche,
ils peuvent chercher à exploiter au maximum les informations qu’ils reçoivent en effectuant
tous les calculs et communications dont ils sont capables. Les hypothèses ci-dessus reflètent le
fait que nous avons fait le choix ici de nous focaliser sur les questions spécifiques à la protection
de la vie privée en considérant que les propriétés de sécurité traditionnelles (confidentialité des
contenus et authenticité des acteurs lors des communications par exemple) sont assurées par
des moyens qui sortent du cadre de cette étude.
Nous détaillons maintenant les étapes de spécification et de conception d’architecture dans les
sections suivantes.
3.4 Spécification
La spécification, première étape à mener à bien, définit l’objectif à atteindre pour le donneur
d’ordres et le concepteur du système. Elle se décompose en trois étapes comme illustrées sur
la Figure 3.2. Ces étapes sont le recensement des acteurs en Section 3.4.1, la modélisation du
service en Section 3.4.2 et la définition des exigences en Section 3.4.3.
Nous détaillons chacune de ces étapes dans ce qui suit. Celles-ci se concentrent sur la spécifica-
tion fonctionnelle. Des éléments de la spécification non fonctionnelle interviendront toutefois
au cours de la conception pour effectuer des choix.
3.4.1 Recensement des acteurs
Les acteurs du système sont toutes les parties prenantes, notamment les sujets des données, les
responsables de traitement et, enfin, les opérateurs de traitement. Nous nous appuyons sur les
trois types d’acteur (sujet, responsable de traitement et opérateur) définis explicitement dans le
projet de GDPR comme présenté en Section 1.1.3.
Le principe de minimisation des données impose de minimiser non seulement les données
collectées mais aussi les acteurs qui peuvent y avoir accès.
Les acteurs qui n’entrent pas dans les catégories précédentes sont considérés comme des tiers
selon nos hypothèses. Les protocoles et primitives cryptographiques étant supposés parfaits, les
tiers ne peuvent ni interagir avec les acteurs légitimes ni intercepter des données. En pratique,
toute mise en œuvre d’une architecture construite selon la méthode proposée ici devra donc
intégrer des moyens d’assurer ces hypothèses (par des mesures de sécurité notamment).
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Figure 3.2 – Détail du cycle de spécification de la Figure 3.1.
Exemple. Nous prenons pour exemple la facturation de consommation d’électricité reposant
sur des compteurs intelligents. Ce domaine d’application est d’actualité et la CNIL 4 a émis
trois scénarios autour du relevé intelligent de consommation électrique [CF14]. En effet, ces
compteurs se caractérisent par des relevés de consommation très fréquents, ce qui peut s’avé-
rer intrusif pour les usagers (voir [Liu+12]). Deux acteurs sont nécessaires pour modéliser le
service et illustrent deux types principaux d’entités décrits précédemment. Les usagers sont
naturellement les sujets des données personnelles relatives à leur propre consommation élec-
trique et le fournisseur d’électricité agit comme responsable de traitement (pour calculer le prix
à facturer à l’usager à la fin de la période de facturation).
Nous supposons que tous les usagers ont un comportement similaire. Ils sont donc indistinc-
tement désignés par U ∈ DS avec U un identifiant unique. Le fournisseur est désigné par
P ∈ DC.
Nous supposons dans cet exemple que le concepteur n’a pas à ce stade d’idée préconçue sur
l’architecture du système et que les deux seuls types d’acteurs envisagés sont les usagers et les
fournisseurs.
3.4.2 Modélisation du service
Une fois les acteurs recensés, le service est modélisé sous la forme d’un ensemble d’équations.
Les variables utilisées représentent les données d’entrées (réputées correctes par définition),
des variables intermédiaires, ou des résultats. Les fonctions représentent des opérations comme
des mesures ou des calculs. Nous considérons par défaut que les fonctions sont facilement
inversibles (c’est-à-dire qu’il est facile de retrouver les arguments à partir du résultat), ce qui
4. Acronyme de la Commission Nationale de l’Informatique et des Libertés.
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3.4. Spécification
correspond à l’hypothèse la plus défavorable pour ce qui est de la minimisation. Le concepteur
devra donc indiquer expressément qu’une fonction n’est pas inversible.
Puisqu’elles représentent un service à accomplir, ces équations doivent représenter une chaîne
d’opérations sur des variables. Le service doit donc aussi pouvoir être mis sous la forme d’un
graphe orienté acyclique dont les feuilles représentent les variables et les nœuds des fonctions
appliquées à leurs fils. Nous munissons ce graphe de nœuds intermédiaires permettant de
nommer le résultat des opérations afin de faciliter leur désignation ultérieure. Les variables








Figure 3.3 – Exemple de représentation graphique d’un modèle de service.




Y2 = F3 (Y0,Y1)
Y1 = F2 (X3)
Y0 = F1 (X0,X1)
X3 = F0 (X1)

où X0, X1 et X3 sont les données d’entrée du système. Dans ce cas, l’équation X3 = F0 (X1)
n’est pas une opération produisant une nouvelle variable mais une simple relation de cohérence
de l’environnement.
Nous supposons que la modélisation du service est publique : les relations entre les variables et
les fonctions qui la composent sont connues de tous les acteurs. En d’autres termes, chacun des
acteurs connaît la spécification fonctionnelle du système. En revanche, les valeurs des variables
ne le sont pas forcément et font l’objet de l’étude des propriétés de confidentialité.
Exemple. Dans notre exemple, le service se modélise comme un montant à facturer, qui est
la somme des tarifs correspondant aux consommations à chaque instant.
Afin d’exprimer les unités de temps, nous introduisons l’indice t borné par le nombre de
périodes temporelles retenues dans la période de facturation. Nous pouvons alors modéliser le
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pricet = F (const )

avec F une politique tarifaire permettant d’obtenir le tarif pricet pour une consommation
particulière const de l’usager U à l’instant t . La version graphique de ce service est représentée
en Figure 3.4.
Tous les acteurs, à savoir les usagers i et le fournisseur d’électricité P connaissent le service et




Figure 3.4 – Modèle du service Ω0.
Dans cet exemple, on peut noter que const est une variable de l’environnement. Nous supposons
que
∑
est une fonction agrégative et que F est une fonction générique supposée facilement
inversible par défaut.
3.4.3 Définition des exigences
Une fois le modèle exprimé, il devient possible d’établir les exigences des acteurs vis-à-vis des
données à manipuler. Celles-ci se divisent en deux catégories distinctes :
La confidentialité. Ce type d’exigence établit les liens d’accès entre entités et données. La
loi Informatique et Libertés [Loi78], la directive européenne relative à la protection
des données personnelles [Dir95], et le projet de GDPR [GDPR14] donnent aux sujets
le droit d’accéder à toutes les données à caractère personnel qui les concernent. Cette
contrainte doit être prise en compte dès la définition des exigences. Les parties tierces
ne doivent avoir accès qu’aux données nécessaires pour remplir la finalité déclarée. Par
défaut, conformément au principe de minimisation des données, on considère que l’accès
à une variable est interdit quand il n’a pas été explicitement requis dans les exigences. Il
n’est donc pas utile de spécifier explicitement les interdictions d’accès. En revanche, il est
nécessaire de recenser les accès autorisés puisqu’ils dérogent au principe deminimisation.
L’intégrité. Ce type d’exigence définit le type d’assurance qu’une entité doit obtenir quant à
la correction d’une variable (par rapport à la spécification). Cette exigence se décline en
deux niveaux : la connaissance (certaine) et la croyance. La croyance correspond aux
cas où l’intégrité n’a pas été complètement vérifiée mais donne toutefois une assurance
élevée d’intégrité.
Ces deux dimensions, confidentialité et intégrité, sont traitées de manière orthogonale : aucune
des deux n’implique l’autre.
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3.5. Conception architecturale
Exemple. Dans notre exemple, à la fois l’usager U et le fournisseur d’électricité P doivent
avoir accès aux montants feei concernant l’usager. De plus, l’usager U doit avoir accès à ses
données personnelles const et pricet . En revanche, le fournisseur d’électricité P ne doit pouvoir
accéder ni aux variables const ni aux variables pricet car la fonction de tarification F, connue
de tous, est jugée facilement inversible.
Pour ce qui est de l’intégrité, l’usager comme le fournisseur doivent avoir confiance (ou






et pricet = F (const ) (sans
que cela n’implique que le fournisseur ait accès aux variables const et pricet ).
Pour récapituler, les exigences de l’exemple sont résumées dans les Tableaux 3.1 pour la
confidentialité et 3.2 pour l’intégrité.













pricet = F (const ) U, P
Tableau 3.2 – Spécifications des exigences d’intégrité pour Ω0.
La définition des exigences clôt cette section et permet au concepteur de passer à la phase de
conception proprement dite de l’architecture, objet de la section suivante.
3.5 Conception architecturale
L’étape suivant la spécification fonctionnelle est la conception d’une architecture qui la satisfait.
Les étapes de conception sont présentées dans la Figure 3.5.
La méthode proposée ici, basée sur une succession d’interactions, aide le concepteur à trouver
une voie parmi la variété d’options possibles. Chaque étape consiste en une question dont la
réponse (apportée par le concepteur) permet de réduire l’espace de conception possible pour
converger vers une solution satisfaisante. Les ingrédients affectant l’efficacité de ce processus
sont les critères retenus et l’ordre dans lequel les questions doivent être posées. Sur la base de
notre expérience des facteurs clés dans la conception de solutions architecturales respectueuses
de la vie privée, nous proposons la démarche présentée dans les sections suivantes.
Les critères retenus pour guider le concepteur se divisent en deux groupes. Dans un premier
temps, des choix dont l’effet agit sur la structure globale de l’architecture sont passés en revue
en Section 3.5.1. Dans un second temps, une suite d’étapes est appliquée à chaque équation du
service comme décrit en Section 3.5.2 pour rendre l’architecture plus opérationnelle avant de
la finaliser comme détaillé en Section 3.5.3.
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Figure 3.5 – Détail du cycle de conception de la Figure 3.1, détaillé dans les Figures 3.6, 3.7
et 3.9.
3.5.1 Structuration
La phase de structuration comprend les étapes ayant un impact majeur sur l’architecture.
Celles-ci permettent d’éliminer rapidement un grand nombre d’options incompatibles avec
les exigences à satisfaire. Ces étapes sont réparties en trois groupes : la détermination des
composants principaux (Section 3.5.1.1), la prise en compte des choix imposés (Section 3.5.1.2)
















Figure 3.6 – Détail du cycle de structuration de la Figure 3.5.
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3.5.1.1 Composants participants
Les composants sont directement reliés aux acteurs qui les contrôlent, au sens où ces derniers dé-
terminent leur comportement. En revanche, les acteurs ne peuvent pas forcément communiquer
avec ceux-ci ni avoir accès aux données qu’ils manipulent.
Tous les acteurs doivent contrôler au moins un composant au sein du système. Dans le cas
contraire, un acteur n’aurait aucune possibilité d’agir au sein du système : il ne serait donc plus
une partie prenante et deviendrait un tiers.
Toujours dans une logique deminimisation des données, il est préférable de partir d’une quantité
réduite de composants, leminimum étant un composant par acteur, pour en ajouter ensuite en cas
de nécessité. Lors des itérations suivantes, l’ajout de nouveaux composants, voire de nouveaux
acteurs, peut servir à assouplir une spécification pour laquelle aucune architecture ne peut être
conçue.
Exemple. Dans notre exemple, nous considérons que chaque acteur contrôle un composant
dans l’architecture. Le système comprend donc un composant CM pour le compteur, un com-
posant CU pour l’usager et un composant CP pour le fournisseur d’électricité.
3.5.1.2 Choix imposés
Certains choix peuvent être imposés soit par le contexte de déploiement de l’architecture, soit
par le donneur d’ordres ou encore par le concepteur lui-même quand il a déjà réalisé certains
choix de conception a priori.
Par exemple, l’emplacement des variables d’environnement est déterminé par les capteurs qui
les mesurent. L’absence de canal de communication entre certains composants peut aussi être
une contrainte forte, soit parce que ces canaux ne pourraient pas être mis en œuvre, soit parce
qu’ils est nécessaire de garantir l’isolement des composants. Les capacités de calcul sont aussi
une source de choix imposés : des compteurs ou des unités mobiles ne sont pas forcément
capables d’effectuer des calculs complexes et ces limites doivent être prises en compte.
Exemple. Dans notre exemple, les consi,t sont des grandeurs qui doivent être mesurées. Une
première opération à effectuer est la mesure à l’aide d’un instrument métrologique comme un
compteur CM. Ceux-ci sont certifiés par une tierce partie. Il est donc nécessaire de revenir en
arrière dans le cycle de conception pour ajouter un tel acteur M ∈ DP. Ces composants ne
peuvent qu’avoir accès aux données qu’ils mesurent, soit les consi,t . La tarification F et le mode
de calcul de la facture finale
∑
t
étant publics, les compteurs ont donc aussi accès aux tarifs
individuels pricei,t et au montant de facturation final feei .
3.5.1.3 Anonymat
Une autre exigence importante est le besoin d’anonymat au sein du système. Celle-ci dépend
fortement du service rendu : certains, comme la facturation, nécessitent de pouvoir relier
des données à des acteurs alors que d’autres, comme la surveillance d’un réseau, peuvent se
contenter de données anonymisées. Pour assurer l’anonymat, il est nécessaire d’utiliser des
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canaux anonymes pour transmettre l’information entre composants au sein de l’architecture.
Un canal anonyme empêche le destinataire de connaître l’expéditeur d’une donnée. Les canaux
de communication sont supposés non anonymes par défaut, cette approche évite qu’un oubli du
concepteur conduise à un résultat faussement satisfaisant.
Exemple. Le service de facturation de notre exemple est par définition nominatif. Il ne
comporte donc pas d’exigence d’anonymat.
3.5.2 Opérationnalisation
À cette étape, les critères les plus structurants pour une architecture ont déjà été choisis. Dès
lors, l’objectif est ici de permettre au concepteur de converger vers une proposition d’architec-
ture. Les équations du service définies dans la Section 3.4.2 sont traitées tour à tour en partant
des équations contenant des variables d’entrée et en remontant vers celles contenant les nou-
velles variables calculées. Ce procédé s’avère le plus efficace car la localisation des variables
d’entrée est généralement imposée par le contexte et celles-ci constituent souvent des données
personnelles.
À ce stade, chaque équation du service (dont toutes les variables ne sont pas des variables
d’entrée) définie dans la spécification est instanciée par une opération dans l’architecture. Ces
opérations peuvent représenter des réalités distinctes comme des mesures, des calculs ou encore
des affaiblissements de données (comme une perturbation ou un échantillonnage par exemple).
Nous montrons dans les sections suivantes comment associer les opérations aux composants
(Section 6.3.2.1), affaiblir les données (Section 3.5.2.2) et choisir un type de confiance approprié
(Section 3.5.2.3).


















Figure 3.7 – Détail du cycle d’opérationnalisation de la Figure 3.5.
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3.5.2.1 Localisation des calculs
Les calculs à effectuer apparaissent explicitement dans le modèle du service. Les variables
d’entrée doivent être mesurées de façon à transformer les quantités physiques en quantités
numériques. Ces mesures sont effectuées par des composants métrologiques généralement
certifiés par une partie tierce. Cette différence n’a pas d’impact sur leur représentation et leur
traitement dans notre démarche.
Celle-ci a un impact sur la divulgation des données personnelles et doit être choisie afin de la
minimiser. Pour ce faire, deux types de stratégies peuvent être appliquées :
Maximiser la décentralisation du calcul. Cette stratégie consiste à effectuer les calculs au
plus près de la source de leurs arguments, ce qui permet de limiter leur divulgation.
En général, les arguments ne se trouvent pas forcément tous sur le même composant,
certaines communications de ces arguments entre composants seront nécessaires.
Maximiser le nombre de parties du calcul. Cette stratégie implique d’utiliser un calcul sé-
curisé multipartite : celui-ci permet à plusieurs composants d’effectuer un calcul dont le
résultat est connu de tous mais dont les paramètres ne sont pas partagés (par opposition
à un calcul simple où un seul composant effectue le calcul).
Le choix du type de stratégie s’effectue selon trois critères principaux :
La confidentialité. Le calcul simple, qui est un calcul dans lequel un seul composant intervient,
nécessite la communication de tous les arguments au composant chargé d’effectuer le
calcul. Le calcul sécurisé multipartite, en revanche, permet à chaque composant partici-
pant de garder secret ses arguments (mais l’ensemble des arguments doivent être connus
par ce groupe de composants). Dans tous les cas, les composants participants au calcul
ont connaissance du résultat.
L’intégrité. L’acteur qui contrôle un composant a confiance dans les calculs qu’il effectue. En
revanche, si un calcul est effectué sur un composant non contrôlé par un acteur, alors ce
dernier devra déployer d’autres stratégies pour se convaincre de l’intégrité du résultat.
Tous les participants à un calcul sécurisé multipartite savent que le résultat calculé est
correct.
Le contexte. Le contexte impose des contraintes qui peuvent limiter les choix possibles. Pour
qu’un calcul distribué puisse être effectué, le composant devra avoir la capacité d’effectuer
ce calcul et se faire communiquer les données nécessaires. Le frein à l’utilisation d’un
calcul sécurisé multipartite est surtout le coût élevé en calcul et en communications. Le
concepteur doit aussi tenir compte de l’acteur associé au composant et de son rôle dans
le système pour choisir la localisation d’un calcul. Par exemple, un composant associé
à un fournisseur de prestations de calculs peut être privilégié pour effectuer des calculs
complexes contrairement à un composant déjà présent dans l’architecture mais disposant
de faibles capacités comme un compteur.
Ces critères entrent généralement en tension les uns avec les autres. Par exemple, un calcul
simple effectué chez un composant contrôlé par un fournisseur est la manière la plus simple
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pour ce fournisseur d’être certain de l’intégrité du résultat. En revanche, c’est aussi la solution
la plus intrusive pour l’utilisateur. Au contraire, un calcul simple effectué chez un composant
contrôlé par un utilisateur est un choix très protecteur de sa vie privée mais a priori peu certain
pour le fournisseur. Les méthodes permettant de convaincre un acteur de l’intégrité d’un résultat
effectué sur un composant qu’il ne contrôle pas sont présentées dans la Section 3.5.2.3 sur les
types de confiance.
Exemple. Nous rajoutons parmi les équations du modèle l’équation modélisant la mesure par









pricet = F (const )
const = S (ECONSt )

avec ECONSt la consommation réelle issue de l’environnement. Cette dernière devient la





Figure 3.8 – Modèle du service Ω1.
ECONSt est rajoutée au Tableau 3.1 pour donner le Tableau 3.3.





Tableau 3.3 – Spécification des exigences de confidentialité pour Ω1.
L’équation faisant intervenir ECONSt est de la même façon rajoutée au Tableau 3.2 pour
donner le Tableau 3.4. Le calcul correspondant à cette première fonction est localisé au sein









pricet = F (const ) U, P
const = S (ECONSt ) U, P
Tableau 3.4 – Spécifications des exigences d’intégrité pour Ω1.
La deuxième fonction rencontrée dans la spécification de notre exemple est F. Comme les
données de consommation sont déjà connues du compteur CM, l’option privilégiée consiste à
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localiser le calcul F au même endroit. Cependant, cette hypothèse n’est pas forcément réaliste
car les compteurs ont en général des capacités de calcul limitées et ne servent qu’une seule
fonction qui est celle de la mesure (S ici). La deuxième option pour effectuer ce calcul est
alors le composant CU contrôlé par l’usager U (en pratique, il peut s’agir de son PC ou d’un
équipement dédié). C’est l’option du calcul par le composant de l’usager CU qui est retenue.




individuelles pricet . Le meilleur endroit pour effectuer le calcul correspondant est également
le composant CU puisqu’il a déjà accès aux arguments nécessaires à cette fin.
Les choix de localisation pour les trois fonctions S, F et
∑
t









pricet = F (const ) CU
const = S (ECONSt ) CM
Tableau 3.5 – Localisation des calculs pour Ω1.
3.5.2.2 Sélection d’affaiblissements
L’affaiblissement d’une donnée consiste à réduire sa précision selon une méthode prédéfinie en
minimisant l’incidence sur la qualité du service.
Les affaiblissements n’apparaissent pas forcément dans la spécification initiale du service
modélisé. Ils peuvent cependant se déduire des niveaux de qualité exigés pour les services
considérés. Ces niveaux de qualité doivent être définis à l’étape de spécification ou alors lors
d’itérations ultérieures. Certains services (comme la facturation) nécessitent des résultats exacts
alors que d’autres peuvent se satisfaire d’approximations (comme la surveillance en temps réel
d’un réseau). Nous considérons ici quatre types d’affaiblissements différents : l’agrégation,
l’échantillonnage, la généralisation et la perturbation. Le choix entre ces différentes options
s’effectue selon les critères suivants : le caractère déterministe du résultat, la conservation
de la précision des arguments, la conservation du cardinal des arguments et l’inversibilité
de l’affaiblissement. La spécification non fonctionnelle permet au concepteur de choisir les
options les plus adaptées en fonction du contexte. Les correspondances entre ces critères et les
types d’affaiblissement sont résumées dans le tableau 3.6. Nous les présentons de manière plus
détaillée dans les paragraphes suivants.
Agrégation. L’agrégation de données est une opération visant à ne retenir qu’une seule donnée
pour représenter un ensemble.
Pour ce faire on peut avoir recours à des opérations comme lamoyenne, lamédiane, leminimum,
le maximum ou encore le cardinal des éléments d’un ensemble. Par ailleurs, la connaissance
du résultat de l’agrégation peut parfois permettre de déduire des informations sur l’ensemble
de départ, notamment quand des informations auxiliaires sont disponibles.
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Échantillonnage. L’échantillonnage consiste à ne garder qu’une partie des données d’un
ensemble.
Cette opération n’est pas nécessairement déterministe. Elle produit des valeurs moins nom-
breuses mais exactes. Par ailleurs, elle n’est pas inversible car il n’est pas possible de retrouver
l’ensemble des valeurs de l’ensemble de départ.
Généralisation. La généralisation ne diminue pas le nombre de données mais modifie ces
dernières. Dans le cas d’opérations sur des nombres, chaque valeur sera remplacée par la valeur
la plus proche, l’arrondi supérieur ou encore l’arrondi inférieur.
Cette opération est déterministe et conserve le nombre de données de l’ensemble de départ
mais elle ne conserve pas l’exactitude de ces données. Enfin, il est possible, pour chaque valeur
de l’ensemble d’arrivée, de retrouver l’intervalle dans lequel se situe la valeur correspondante
de l’ensemble de départ.
Perturbation. La perturbation consiste à modifier une valeur de manière aléatoire en suivant
une loi probabiliste définie et paramétrée a priori.
Cette opération n’est donc pas déterministe et ne conserve pas l’exactitude des données. Par
ailleurs plusieurs applications produisent des résultats différents en raison de l’aléa. En revanche,
l’opération ne réduit pas le nombre de données et permet de reconstruire une distribution
probabiliste pour les données de départ.
Affaiblissement Déterminisme Conservation del’exactitude
Conservation
du cardinal Inversibilité
Agrégation oui oui non intervallesbornes
Échantillonnage non oui non extrapolations
Généralisation oui non oui intervalles
Perturbation non non oui distributions
Tableau 3.6 – Critères pour le choix du type d’affaiblissement.
Si le concepteur décide d’introduire une opération d’affaiblissement, celle-ci doit être ajoutée
au service. L’affaiblissement ajouté à l’architecture s’interprète alors comme une opération d’un
type particulier.
Exemple. L’application retenue ici est une application de facturation. La règlementation exige
que cette donnée soit précisément établie car la facture doit refléter exactement la consommation
de l’usager. Nous supposons donc qu’aucune technique d’affaiblissement n’est utilisée.
3.5.2.3 Choix des types de confiance
Comme décrit précédemment, la spécification de l’architecture se présente sous la forme d’une
succession d’applications de fonctions à des arguments, ceux-ci étant eux-mêmes soit des
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résultats d’applications de fonctions à d’autres arguments, soit des variables d’environnement
(ou sources).
L’intégrité doit donc être vérifiée tout au long de la chaîne de calculs pour garantir la correction
des résultats. Si les variables d’entrées sont correctes (ce qui est le cas par hypothèse puisqu’elles
sont émises par l’environnement) et que tous les calculs effectués par la suite le sont également,
alors le résultat l’est aussi. Les sources communiquées par l’environnement étant correctes par
hypothèse, il suffit de s’assurer que tout résultat d’application d’une fonction dans l’arbre de
calcul est aussi correct.
Les cas à analyser sont ceux de chaque acteur pour chaque équation dont l’intégrité doit être
assurée (l’assurance d’un même calcul peut être acquise par différents moyens pour différents
acteurs). À cette fin, le concepteur détermine la manière dont chaque acteur intéressé par la
correction d’une variable (telle que définie dans les exigences d’intégrité) peut se convaincre de
cette correction. Ce choix, qui se fait en sélectionnant le type de confiance à retenir par l’acteur
en question pour chacune des fonctions, dépend des exigences et des contraintes imposées
(certains contextes ne permettent pas la mise en œuvre de certains types de confiance). Il doit
être effectué pour tous les acteurs concernés par les exigences d’intégrité. Deux acteurs peuvent
donc être convaincus par un type de confiance différent de l’intégrité d’un même résultat.
Nous distinguons quatre types de confiance principaux : confiance par le calcul, par la sécurité,
par la redevabilité ou par attestation. Un critère de choix déterminant est donc les relations
existant entre les acteurs concernés et ce qu’ils sont prêts à accepter en matière d’incertitude
sur la correction des valeurs, de contraintes sur l’architecture ou encore de coûts prévisibles.
Le tableau 3.7 récapitule les principaux critères de choix pour les différents types de confiance
que nous présentons de manière plus détaillée dans le reste de cette section. Ces critères sont à
mettre en regard de la spécification non fonctionnelle qui dépend du contexte.
Le motif de la confiance est la raison qui justifie cette confiance. La contrainte induite est la
contrepartie architecturale de l’utilisation du type de confiance considéré. Les risques sont les
cas dans lesquels l’intégrité d’un résultat pourrait être mise en échec sans que l’entité confiante
puisse le savoir. Enfin, les coûts recensent les contreparties qui ne relèvent pas de la conception
de l’architecture à ce niveau du développement. La prise en compte de l’ensemble de ces critères
permet au concepteur d’effectuer le choix le plus adapté.
Confiance par le calcul. La confiance par le calcul découle du fait qu’un acteur qui effectue
lui-même un calcul simple est assuré de la bonne exécution de ce calcul.
Dans ce cadre, ce type de confiance est le plus naturel mais il ne peut être mis en œuvre que
quand l’acteur en question peut obtenir toutes les données d’entrée du calcul.
Cette possibilité est exclue quand les exigences en matière de vie privée lui interdisent l’accès
à certaines données d’entrée.
Dans tous les cas, ce type de confiance est exclu si l’acteur ne possède pas les capacités de
calcul nécessaires. Il faut alors s’orienter vers un autre type de choix tels que ceux présentés
dans la suite.
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Confiance par la sécurité. Quand un acteur ne calcule pas lui-même un résultat, il doit
disposer de déclarations provenant d’autres acteurs sur leur correction ou participer à un calcul
sécurisé multipartite. La confiance par la sécurité repose sur la vérification systématique de la
validité des propriétés déclarées ou la collaboration au calcul. Il s’agit d’une confiance vérifiée
a priori, c’est-à-dire avant d’accepter la véracité de la propriété. Aussi quand un acteur A
reçoit une déclaration de propriété p associée à un argumentaire A(p) de l’acteur B, A s’assure
de la véracité de p en vérifiant A(p) par ses propres moyens. De la même façon, le calcul
sécurisé multipartite est une option qui peut permettre de mieux se conformer aux exigences
de confidentialité.
Ce type de confiance repose donc en dernier ressort sur la fiabilité des protocoles de vérification
des argumentaires que nous supposons parfaite par hypothèse.
Les argumentaires peuvent prendre plusieurs formes. Ils peuvent être dissociés de la variable,
fournis séparément, ou bien avoir été générés concomitamment au calcul de la variable. La
première possibilité fait appel au domaine des preuves, souvent dites à divulgation nulle de
connaissance ; la seconde au domaine des calculs sécurisés multipartites.
Bien que les garanties offertes par ces techniques soient très fortes, elles restent coûteuses
en terme de calculs et de communications entre les composants. Elles sont le plus souvent
interactives comme les preuves à divulgation nulle de connaissance ou les calculs sécurisés
multipartitesmais des efforts de recherche ont abouti à l’obtention de techniques non interactives
(voir [BFM88 ; Bei+14]).
Il peut s’avérer nécessaire de se reposer sur un des autres types de confiance suivants si ces
contraintes sont trop fortes.
Confiance par la redevabilité. La confiance par la redevabilité repose sur la possibilité
de contrôle ultérieur de la véracité d’une déclaration : il s’agit d’une confiance vérifiable
a posteriori, c’est-à-dire que la véracité de la déclaration est supposée jusqu’à preuve du
contraire 5.
Les valeurs contrôlées correspondent généralement à un échantillon des valeurs sur lesquelles
portent les déclarations et peuvent être recoupées avec d’autres sources d’information. Les
vérifications sur place 6, les contrôles sporadiques et la confidentialité révocable en cas de litige
sont des exemples d’application de ce type de confiance. Il s’agit d’autoriser la levée de la
confidentialité des valeurs en cas de contradiction entre acteurs. La confiance est ici accordée
a priori et une possibilité de contrôle existe pour l’acteur intéressé.
Les valeurs sur lesquelles les contrôles de cohérence ou de correction sont effectués sont
choisies librement par l’acteur qui accorde sa confiance.
Les contrôles inopinés menés dans le cadre de ce type de confiance peuvent nécessiter des
opérations de vérification supplémentaires et conduisent à des divulgations additionnelles de
données (les échantillons collectés). Leur mise en œuvre représente donc un affaiblissement de
5. Il s’agit du type correspondant à ce que nous avons nommé « défis » dans la Section 2.4.
6. Spotchecks en anglais.
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la protection des données personnelles de certains acteurs du système qui peut être incompatible
avec certaines exigences.
Ce type de confiance n’apporte pas de garantie absolue : un acteur « chanceux » peut frauder
régulièrement et ne jamais être confondu. Une composante essentielle de ce type de confiance est
l’aspect dissuasif pour l’acteur contrôlé. Cette démarche se rapproche du principe de redevabilité
où la confiance est établie a priori sous réserve de contrôles ultérieurs.
La mise en place de ce type de confiance a des impacts importants puisque les opérations de
contrôle et le recueil additionnel des données doivent être prévus et intégrés dans l’architecture.
Ce type de confiance peut être utilisé par un acteur aussi bien pour vérifier que des sources
ont bien été mesurées par d’autres acteurs que pour vérifier que des calculs ont été effectués
correctement.
Lorsqu’aucun des types de confiance des paragraphes précédents ne peut être utilisé, il reste la
possibilité d’opter pour la confiance par attestation.
Confiance par attestation. Nous appelons confiance par attestation celle qui repose sur la
seule déclaration d’un tiers : l’acteur B qui fait confiance par attestation à l’acteur A considère
qu’une propriété P attestée par A est effectivement vraie 7. La confiance par attestation repose
sur la confiance accordée en la simple déclaration d’un tiers. Ainsi la confiance par attestation
peut être vue comme un dual de la confiance par sécurité (où peu importe l’acteur à l’origine
du message, seule son argumentation est prise en compte pour ce qui est de la confiance dans
la correction de la valeur associée). Il s’agit aussi d’un type de confiance a priori, comme la
confiance par redevabilité. Elle peut cependant paraître plus faible que cette dernière en ce
qu’aucune procédure n’est prévue pour la vérifier, même partiellement.
Le choix de ce type de confiance se justifie soit par la volonté de ne pas mettre en œuvre les
moyens pour s’assurer effectivement de la correction, soit par l’impossibilité de le faire. Il ne
reste alors qu’à déléguer complètement cette tâche à un tiers « de confiance ». Il est essentiel
alors de pouvoir identifier avec certitude la source de l’attestation. C’est pourquoi l’identité de
la source de la donnée doit être authentifiée.
Ce type de confiance est indiqué dans trois types de situation :
— pour les interactions avec l’environnement : il est nécessaire de disposer d’une source
de confiance (sans quoi une garantie ne peut jamais être obtenue) ;
— pour traiter le cas de composants contrôlés par l’acteur concerné (composant sécurisé) ;
— pour intégrer des tiers de confiance dans une solution.
La mise en place de ce type de confiance nécessite donc une autorité de certification ou un
système de signatures pour authentifier un message.
Si cela n’est pas possible en raison du contexte, ou parce que ce type de confiance n’est
pas acceptable pour l’opération considérée, alors le concepteur peut revenir à l’étape de la
localisation des calculs (voir Section 6.3.2.1) pour tenter une autre localisation. En effet, les
7. Il s’agit du type correspondant à ce que nous avons nommé « signature » dans la Section 2.4.
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types de confiance dépendent fortement de la relation entre le composant où a lieu le calcul et
l’acteur intéressé par la correction de ce calcul. Lamodification du premier entraîne de nouvelles
possibilités pour le second. En cas d’impossibilité de trouver une solution convenable, il reste
possible d’ajouter un composant dans le système (voir Section 3.5.1.1). Il faut alors définir
l’acteur qui le contrôle, éventuellement un tiers de confiance, en ajoutant ce nouvel acteur au
système (voir Section 3.4.1) et les données auxquelles l’accès lui est autorisé (les autres lui étant
interdites par défaut, voir Section 3.4.3). La localisation du calcul ainsi fixée sur ce nouveau
composant, il reste à déterminer un type de confiance approprié comme détaillé dans cette
section.
Exemple. Il est maintenant possible de choisir un type de confiance pour chacune des opé-
rations S, F et
∑
t
de l’architecture. Ce choix doit s’effectuer pour les exigences d’intégrité de
chaque type d’acteur concerné : l’usager et le fournisseur. Les compteurs n’ont pas d’exigence
d’intégrité sur les données et ne sont donc plus mentionnés dans le reste de cette étape.
La confiance par attestation est le type de confiance choisi classiquement lorsqu’un compteur
est chargé d’effectuer une mesure, le compteur étant supposé être un composant métrologique
sécurisé et certifié.
Nous considérons d’abord les exigences d’intégrité du fournisseur sur le résultat final fee du
calcul. Le fournisseur est assuré de la bonne mesure S par une confiance par attestation de la
part du compteur. La confiance par le calcul est exclue pour ce qui est de l’opération F car
celle-ci est localisée chez un composant contrôlé par l’usager U. Le concepteur décide plutôt
de retenir une confiance par attestation, prévoyant par exemple que le composant CU est un
module de plateforme de confiance. Pour l’opération
∑
t
, la confiance par attestation est aussi
sélectionnée de la même façon que pour l’opération F. Le fournisseur doit donc avoir confiance
dans les attestations de tous les autres composants de l’architecture et être capable de vérifier
leur authenticité.
Pour ce qui est de l’usager U, celui-ci est assuré de l’intégrité de la mesure S par le même
moyen que le fournisseur : il établit une confiance par attestation dans le composant CM. En




par le calcul est retenue puisqu’il a été choisi d’y localiser ces calculs.
Le résultat obtenu à l’issue de cette étape est résumé dans le Tableau 3.8.








pricet = F (const ) Calcul Attestation
const = S (ECONSt ) Attestation Attestation
Tableau 3.8 – Types de confiance pour Ω1.
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3.5.3 Finalisation
Quand toutes les opérations ont été localisées et que toutes les exigences d’intégrité ont été
satisfaites en s’appuyant sur un type de confiance défini, il devient possible de finaliser l’ar-
chitecture. La finalisation de l’architecture consiste à intégrer les canaux de communication













Figure 3.9 – Détail du cycle de finalisation de la Figure 3.5.
Les canaux de communication concernant les variables sont détaillés dans la Section 3.5.3.1 et
les canaux concernant les déclarations le sont dans la Section 3.5.3.2.
3.5.3.1 Communication des variables
Le principe de minimisation implique qu’une donnée n’est communiquée que lorsqu’elle re-
présente un argument d’un calcul simple (voir Section 6.3.2.1) ou pour satisfaire une exigence
d’autorisation d’accès (voir Section 3.4.3). Les communications sont donc complètement dé-
terminées par les calculs et par la spécification.
La démarche la plus efficace consiste à appliquer les opérations suivantes (dans cet ordre) :
1. ajouter les canaux de communications nécessaires justifiés par les nécessités de calculs ;
2. intégrer les canaux de communication nécessaires à la satisfaction des accès autorisés.
Si un canal doit assurer l’anonymat de l’expéditeur, il est nécessaire de revenir vers l’étape de
structuration correspondante (voir Section 3.5.1.3).
Exemple. Un canal de communication doit être ajouté entre le composant du compteurCM et
le composant de l’usagerCU pour les variables const (afin que le calcul de F puisse s’effectuer).
Un autre canal doit être rajouté de CU vers le composant du fournisseur CP pour qu’il puisse
avoir connaissance de la variable fee.
3.5.3.2 Communication des déclarations
De la même façon que pour les variables, des déclarations doivent être communiquées entre
composants pour satisfaire les exigences. Les déclarations regroupent communément les at-
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3.6. Vérification
testations et les preuves. Elles dépendent des types de confiance choisis précédemment (voir
Section 3.5.2.3).
Exemple. Le compteur envoie une attestation de l’intégrité de la mesure const = S (ECONSt )
à l’usager qui la fait suivre au fournisseur. L’usager envoie lui-aussi une attestation au fournisseur







Cette étape constitue la dernière de la conception de l’architecture. La Figure 3.10 montre une
représentation informelle de l’architecture obtenue. Les flèches en pointillés représentent les
liens de confiance par attestation. Les flèches pleines représentent les envois d’un composant à
un autre. Ceux-ci peuvent consister en des variables, des attestations ou des preuves (pour l’at-
testation par sécurité) dans cet exemple. Enfin, les équations dans les composants représentent
la localisation des calculs.
3.6 Vérification
Les phases précédentes permettent de construire de façon raisonnée une (ou des) architecture(s)
en appliquant des heuristiques reflétant les bonnes pratiques en matières de PbD. Ces heuris-
tiques permettent de prendre en compte de manière systématique les exigences qui pèsent sur
le système mais n’apportent pas à elles seules de garanties absolues de conformité. La dernière
phase, la vérification des architectures obtenues, est donc nécessaire. Cette vérification peut
être réalisée de manière plus ou moins formelle. Nous décrivons ici de manière informelle les
vérifications à effectuer, la formalisation étant présentée dans le chapitre suivant.
Dernière phase du cycle de conception, la vérification de l’architecture n’en est pas moins une
étape importante. La phase de vérification porte sur trois types de propriétés : la cohérence de
l’architecture (Section 3.6.1), la satisfaction des exigences (Section 3.6.2) et la satisfaction des
contraintes (Section 3.6.3), comme indiqué dans la Figure 3.11.
3.6.1 Cohérence de l’architecture
L’architecture doit être cohérente. Le concepteur s’assure à cette étape que l’ensemble des choix
faits sont compatibles entre eux. La cohérence comprend notamment les propriétés suivantes :
— chaque donnée n’est définie (à travers un calcul ou une mesure) qu’une seule fois. Dans
le cas contraire, la méthode de résolution est de créer une nouvelle variable et de lui
appliquer la fonction appliquée deux fois en revenant à l’étape de la modélisation du
service (voir Section 3.4.2). Par exemple, si deux composants étaient chargés de calculer
y = F (x ) alors le concepteur introduit la variable y ′ et rajoute l’équations y = F (x ) ;
— chaque composant ne reçoit une donnée qu’une seule fois. Dans le cas contraire, la
méthode de résolution est d’enlever un des canaux de communication en trop. De
bons candidats sont les canaux dont l’élimination enlèverait toute justification pour le
composant expéditeur d’avoir accès à la variable concernée. Par exemple, si le composant
A reçoit x à la fois de B et de C qui le reçoit lui-même de B, alors les meilleurs canaux
de communication à enlever sont ceux entre C et A et entre B et C à condition que
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Figure 3.11 – Détail du cycle de vérification de la Figure 3.1.
C n’utilise pas la variable à d’autre fin. Dans le cas contraire, il peut être préférable
d’enlever le canal entre B et A ;
— chaque composant effectuant un calcul simple a accès aux arguments nécessaires (soit
parce qu’il les reçoit d’un autre composant, soit parce qu’il les calcule). Dans le cas
contraire, la méthode de résolution consiste à rajouter les canaux de communication
nécessaires en revenant à l’étape correspondante dans le cycle de développement (voir
Section 3.5.3) ;
— chaque argument nécessaire à un calcul sécurisé multipartite doit être connu par un des
participants au calcul. Si ce n’est pas le cas, la méthode de résolution est de donner
accès à ces données à un des composants en revenant à l’étape correspondante dans le
cycle de développement (voir Section 3.5.3).
Lorsque l’architecture est cohérente, la satisfaction des exigences qu’elle garantit peut alors être
vérifiée.
Exemple. L’architecture conçue est cohérente au regard des quatre critères de cohérence
énoncés. Il suffit pour s’en convaincre de considérer chaque critère un par un, et de vérifier
qu’il est bien rempli. Les canaux de communication permettent aux calculs d’être effectuées
aux localisations choisies (telles que décrites dans le Tableau 3.5) et chaque variable n’est ainsi
calculée qu’une seule fois.
3.6.2 Satisfaction des exigences
À cette étape, il s’agit de confronter l’architecture conçue (suivant la démarche décrite en
Section 3.5) à sa spécification (élaborée en suivant la démarche de la Section 3.4).
La satisfaction de chaque exigence doit être justifiée par un élément architectural (opération,
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3. Démarche systématique de spécification, de conception et de vérification
communication ou type de confiance). Il s’agit d’éléments exprimés explicitement sauf dans le
cas de l’interdiction d’accès pour un acteur à des données. Dans ce cas, l’absence d’un canal de
communication suffit à la justification à condition que cette donnée ne puisse être déduite d’un
autre moyen comme le calcul d’une fonction dont les paramètres sont connus ou l’inversion
d’une fonction dont le résultat est connu.
Exemple. Nous rappelons ici les exigences de confidentialité dans le Tableau 3.9 et d’intégrité
dans le Tableau 3.10 après les itérations parcourues au cours de l’exemple.





Tableau 3.9 – Spécification des exigences de confidentialité pour Ω1.
Les accès autorisés sont garantis par les canaux de communication ajoutés lors de l’étape de
finalisation dans la Section 3.5.3. En ce qui concerne les interdictions d’accès, le fournisseur P
ne peut déduire des fee les détails des consommations car la fonction
∑
t
n’est pas inversible en









pricet = F (const ) U, P
const = S (ECONSt ) U, P
Tableau 3.10 – Spécifications des exigences d’intégrité pour Ω1.
Les types de confiance sélectionnés (tels que rappelés dans le Tableau 3.8) permettent aux
exigences d’intégrité d’être satisfaites.
Cette satisfaction est une condition indispensable qui doit être atteinte par une architecture.
Cette dernière doit aussi satisfaire les contraintes non fonctionnelles comme expliqué dans la
section qui suit.
3.6.3 Satisfaction des contraintes
La satisfaction des contraintes fait écho à l’étape recensant les choix imposés au concepteur (voir
Section 3.5.1.2). Elle est présentée ici comme l’étape finale de la vérification de l’architecture
mais elle correspond en pratique à des contraintes qui doivent être prises en compte par le
concepteur à chaque étape de la méthode. Il s’agit de s’assurer que les choix architecturaux sont
acceptables.
La satisfaction des contraintes consiste en la revue de l’architecture en terme de performances, de
déployabilité, d’utilisabilité ou encore de coûts. Ces critères non fonctionnels sont déterminés
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par le contexte d’application. Si le système ne satisfaisait pas ces contraintes, il ne serait
pas viable et il est donc nécessaire d’écarter tout choix incompatible. Cette vérification fait
intervenir la connaissance du métier du concepteur et peut donner lieu à discussions avec le
donneur d’ordres.
Exemple. La solution architecturale proposée dans l’exemple doit s’analyser dans son contexte
d’application qui est la facturation de la consommation d’électricité basée sur des compteurs
intelligents. Ces compteurs ne sont pas mobiles et un lien de communication fiable peut donc
être établi avec ceux-ci. De plus, leurs capacités de calcul sont réduites au minimum puisqu’ils
ne sont chargés que des mesures. Les calculs sont ainsi déportés dans une unité sous le contrôle
de l’utilisateur, ce qui explique la confiance par sécurité déployée pour convaincre le fournisseur
de l’intégrité du résultat.
Cependant, cette architecture n’est pas commune. Elle pose donc la question de son acceptabilité
par les usagers en fonction de l’ergonomie du système final et des fournisseurs qui doivent
accepter de perdre la main sur une partie de l’architecture qui leur était acquise jusqu’ici et de
faire confiance à de nouvelles unités logiques.
3.7 Conclusion
Une des principales difficultés à laquelle fait face le concepteur durant le cycle de développement
réside dans la manière de se repérer dans l’espace de conception. En effet, la combinatoire
générée par toutes les possibilités de calcul et de communication entre divers composants
aboutit rapidement à un ensemble dans lequel il devient très difficile de trouver des solutions. La
démarche présentée précédemment guide le concepteur pas à pas à travers une série de questions
pour dériver une architecture cohérente et satisfaisant toutes les exigences et contraintes. Afin
de faciliter la tâche du concepteur, cette démarche a été mise en œuvre dans l’outil CAPRIV qui
est présenté dans le Chapitre 5.
Les architectures ont cependant été décrites jusqu’à présent de manière purement informelle.
Nous n’obtenons donc pas de garanties fortes à cette étape que les architectures dérivées
respectent réellement les exigences de confidentialité et d’intégrité. Une manière de renforcer
ces garanties est de fournir un cadre pour définir les architectures et pour raisonner sur leurs
propriétés. Ce cadre fait l’object du chapitre suivant.
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Les stratégies de conception présentées dans le chapitre précédent permettent de construire des
architectures de manière systématique en tenant compte de toutes les contraintes et exigences
décrites par le concepteur. Cependant, nous ne disposons pas à ce stade de preuve formelle de
correction, notamment en matière de respect de la vie privée.
En pratique, les architectures sont souvent décrites soit de manière picturale en utilisant diverses
sortes de graphiques munis de légendes définissant la signification des nœuds et des sommets,
soit à l’aide de représentations semi-formelles telles que les diagrammesUML [BRJ05] (définis-
sant des diagrammes de cas d’usage, de classes, de séquences, . . .). Même si ces représentations
peuvent être très utiles (particulièrement quand elles sont standardisées), raisonner sur des exi-
gences de vie privée est si complexe et subtil qu’on gagnerait à utiliser dans ce contexte des
langages d’architecture définis formellement. En effet, un langage défini dans une logique ma-
thématique qui permet un raisonnement sur les architectures étudiées devrait s’appuyer sur un
système de preuve ou de vérification.
Raisonner sur les propriétés de vie privée est complexe pour différentes raisons. Le respect de la
vie privée est une notion qui comporte de multiples facettes issues de principes qui ne sont pas
eux-mêmes définis de manière précise. Dans ce contexte, il est donc nécessaire de circonscrire
le problème et de définir précisément les aspects relatifs au respect de la vie privée qui sont pris
en compte et transparaissent dans les choix de conception. Le fait que tous les aspects relatifs
au respect de la vie privée ne soient pas susceptibles d’être formalisés n’est pas un obstacle en
soi pour l’utilisation de méthodes formelles dans ce contexte : il faut simplement se focaliser
sur les aspects du respect de la vie privée qui peuvent donner lieu à une formalisation et qui
impliquent des raisonnements complexes, comme le principe de minimisation par exemple.
Une autre source de complexité dans ce contexte est le fait que le respect de la vie privée est
souvent vu comme entrant en conflit avec d’autres exigences comme par exemple les garanties
d’authenticité, de correction, d’efficacité, ou d’utilisabilité.
Pour résumer, les méthodes formelles devraient dans ce contexte :
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1. Permettre de définir précisément les concepts manipulés (exigences, hypothèses, garan-
ties, . . .).
2. Aider les concepteurs à explorer l’espace de conception et à raisonner sur les choix
possibles. En effet, le respect de la vie privée dès la conception est souvent une affaire
de choix [LM10] : de multiples options sont généralement disponibles pour réaliser un
ensemble de fonctionnalités, certaines d’entre elles étant respectueuses de la vie privée,
d’autres moins. Un défi majeur pour le concepteur est de comprendre toutes ces options,
leurs forces et leurs faiblesses.
3. Fournir une base de documentation et des justifications rigoureuses pour les choix de
conception effectués, ce qui va dans le sens des exigences de redevabilité. Cette dernière
est définie dans le projet de règlement européen comme l’obligation pour le contrôleur
de données « d’adopter des politiques appropriées et d’implémenter des mesures tech-
niques et organisationnelles appropriées et démontrables pour assurer et être capable
de démontrer de manière transparente que le traitement des données personnelles est
effectué conformément à ce Règlement » 1.
Pour répondre à ces besoins de manière rigoureuse, nous proposons dans ce chapitre un cadre
permettant de transcrire les architectures obtenues dans un formalisme qui permet la vérification
de leurs propriétés plutôt que leur simple vérification informelle. Ce cadre repose sur les
éléments architecturaux introduits précédemment qui sont définis formellement comme des
primitives munies d’une sémantique à base de traces.
Nous présentons successivement les définitions des primitives architecturales dans la Sec-
tion 4.2, des événements et des traces compatibles avec une architecture en Section 4.3 et des
propriétés de respect de la vie privée et d’intégrité des architectures dans la Section 4.4.
4.2 Primitives architecturales
Des primitives architecturales ont été introduites dans le chapitre précédent pour permettre à
un concepteur de construire des architectures. Ces primitives sont définies de manière formelle
en Section 4.2.2 après l’introduction en Section 4.2.1 du langage des termes sur lequel elles
reposent. La cohérence d’une architecture fait l’objet de la Section 4.2.3.
4.2.1 Langage des termes
Le langage des termes est utilisé pour exprimer le service du système à concevoir. Celui-ci est




avecT les termes définis dans le Tableau 4.1.
Il permet d’exprimer le modèle du service introduit (voir Section 3.4.2).
Le symbôle X˜ représente une variable (potentiellement indexée), X une variable (X ∈ Var),
k une variable d’index (k ∈ Index), Cx une constante simple (Cx ∈ Const) et F une fonction
(F ∈ Fun). La notation F(X ) désigne l’application itérative de la fonction F aux éléments du
1. « The controller shall adopt appropriate policies and implement appropriate and demonstrable technical
and organisational measures to ensure and be able to demonstrate in a transparent manner that the processing of
personal data is performed in compliance with this Regulation » dans le texte.
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4.2. Primitives architecturales
T ::= X˜ | Cx | F(T ′) | F (T ′)
X˜ ::= X | Xk
Tableau 4.1 – Langage des termes T de l’architecture.
tableauX (eg. la somme des éléments deX si F est la fonction + interprétée comme l’addition).
L’ensemble Fun ne contient que des fonctions qui opèrent sur des valeurs de type entier (et
non sur des tableaux) et retournent des entiers. Nous nous limitons à des fonctions F unaires
pour l’application à des termes afin d’être en mesure de pouvoir garantir la complétude de
l’axiomatique que nous présenterons dans la Section 4.4.2 2. Quand X représente un tableau,
Range (X ) définit l’ensemble parcouru par son indice. Chaque variable X n’admet qu’un seul
indice k qui peut lui être associé.
4.2.2 Langage des primitives architecturales
Les primitives architecturales sont construites à partir des termes précédents. Dans ce qui suit,
nous utilisons Γ pour décrire l’ensemble des architectures respectant la syntaxe du langage















| VerifProofi (Pro) | VerifAttesti (Att)
| Spotchecki, j (X , {Eq}) | Trusti, j
S ::=Pro | Att Att ::=Attesti ({Eq})
Pro ::=Proofi ({P}) Eq ::=T1 Rel T2
P ::=Att | Eq Rel ::= = | < | > | ≤ | ≥
Tableau 4.2 – LFPA : langage des primitives architecturales.
La notation {Z } est utilisée pour définir un ensemble d’expressions de catégorie Z , les indices
i et j sont des index de composants et G est un ensemble de composants. Ceux-ci permettent
de représenter les composants définis en Section 3.5.1.1 dans l’étape de structuration du cycle
de développement. Les propriétés primitives Eq sont de simples équations et inéquations sur
2. Nous en expliquerons la raison après avoir prouvé la complétude de cette axiomatique.
3. Formal Privacy Architecture Language.
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les termesT . Une architecture est un ensemble fini de relations R correspondant aux primitives
suivantes :
Hasi (X˜) exprime le fait que la variable X˜ est une variable d’entrée pour le composant Ci (eg.
captée oumesurée). Il s’agit de la première primitive à utiliser dans l’approche ascendante





spécifie que le composantCi peut recevoir du composantCj des messages
consistant en un ensemble de déclarations {S } et un ensemble de variables {X˜ }. Cette
primitive correspond aux étapes des choix imposés et de finalisation de la démarche
systématique (voir Sections 3.5.1.2 et 3.5.3). Les déclarations peuvent être des deux
types suivants :
Proofi ({P}) pour la preuve d’un ensemble de propriétés P ;
Attesti ({Eq}) pour l’attestation d’un ensemble d’équations Eq, c’est-à-dire une simple
déclaration par le composant Ci que ces équations sont vraies.
Ces deux déclarations dépendent des types de confiance choisis (par sécurité et par





pour exprimer le fait qu’un ensemble de composants peut calculer la valeur
à assigner à une variable définie par l’équation X˜ = T (il s’agit d’un calcul simple s’il n’y
a qu’une entité dans G et nous écrivons Computei pour simplifier, d’un calcul sécurisé
multipartite s’il y en a plusieurs). Ces opérations sont introduites dans l’architecture à
l’étape de la localisation des calculs (voir Section 6.3.2.1) et traduit une confiance par le
calul ou la sécurité en fonction du nombre d’éléments dans G (voir Section 3.5.2.3) ;
Checki ({Eq}) pour exprimer le fait qu’un composant peut aussi vérifier qu’un ensemble de
propriétés Eq sont vraies. Cette primitive est utilisée dans le cadre du type de confiance
par le calcul (voir Section 3.5.2.3) ;
VerifProofi (Pro) pour exprimer le fait qu’un composant peut vérifier la preuve d’une propriété
Pro reçue d’un autre composant dans le cadre de la confiance par sécurité (voir voir
Section 3.5.2.3) ;
VerifAttesti (Att) pour exprimer le fait qu’un composant peut vérifier l’origine d’une attestation
Att reçue correspondant au type de confiance par attestation (voir Section 3.5.2.3) ;
Spotchecki, j (X, {Eq}) pour exprimer le fait qu’un composant peut effectuer un contrôle spora-
dique. Ce contrôle consiste en une demande par un composantCj d’une valeur Xk suivie
de la vérification que cette valeur satisfait Eq. Cette primitive correspond au choix du
type de confiance par redevabilité (voir Section 3.5.2.3) ;
Trusti, j pour exprimer le fait qu’un composant Ci a confiance dans les déclarations d’un
composant Cj . Cette primitive est à nouveau reliée au type de confiance par attestation
(voir Section 3.5.2.3).
Par hypothèse, nous choisissons de ne travailler que sur des architectures finies ne comportant
qu’un seul contrôle sporadique Spotchecki, j (X, {Eq}).
Notons que le langage proposé ici reflète l’ensemble des primitives (PETs) supposé dispo-
nible pour construire des architectures (preuves à divulgation nulle de connaissance, contrôles
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4.2. Primitives architecturales
sporadiques, attestations, . . .). Ce langage n’est pas fermé, il peut être étendu avec d’autres pri-
mitives en fonction des techniques disponibles dans des contextes particuliers (communications
anonymes par exemple).
La relation Depi est introduite pour exprimer le fait que des variables peuvent être dérivées




signifie que la valeur de Y˜ peut être obtenue parCi
s’il possède la variable X˜ . On aura par exempleDepi (y,x ) siy = F (x ) appartient àΩ. Par contre,
si y = H (x ) avec H une fonction de hachage, l’absence d’une relation Depi (x ,y) empêche
le composant Ci de dériver la valeur de x de celle de y, ce qui correspond à la propriété de
masquage.Depi doit inclure notamment les relations de dépendance entre les variables résultats





4.2.3 Cohérence d’une architecture
Dans ce qui suit, nous ne considérons que des architectures cohérentes. Une architecture est
dite cohérente si 4,avec i, j et k différents :
— (HC1) l’expression équationnelle du service Ω ne contient pas de cycle (ce qui est le cas
si le service correspond à un graphe dirigé acyclique comme décrit en Section 3.4.2) ;
— (HC2) seules les variables d’entrée (qui n’apparaissent en partie gauche d’aucune équa-
tion du service) apparaissent en argument de Hasi ;
— (HC3) un ensemble de composants ne peut effectuer un calcul (ComputeG (X˜ = T )) que
si la variable apparaissant dans T peut être mesurée (Hasi ), calculée (ComputeH ), ou





variable apparaissant dans T ;
— (HC4) un composant ne peut effectuer une vérification (Checki (Eq)) que s’il peut
mesurer (Hasi ), participer au calcul de (ComputeG avec i ∈ G) ou recevoir (Receivei, j )
chaque variable apparaissant dans Eq ;
— (HC5) un composant ne peut envoyer une variable (Receivei, j ) que s’il peut la mesurer
(Hasj ), participer à son calcul (ComputeG avec j ∈ G) ou la recevoir (Receivej,k ) ;
— (HC6) chaque variable ne peut être mesurée (Hasi ) ou calculée (ComputeG ) qu’une
seule fois dans l’architecture ;
— (HC7) chaque composant ne peut que (exclusivement) mesurer (Hasi ), participer au
calcul de (ComputeG avec i ∈ G), ou recevoir (Receivei, j ) une variable ;
— (HC8) un composant ne peut envoyer que des attestations (Attestk ({Eq})) dont il est
l’auteur (Receivei,k ({Attestk ({Eq})}, {X })) ou qu’il peut lui-même recevoir
(Receivei, j ({Attestk ({Eq})}, {X })) ;
— (HC9) un composant ne peut vérifier (Verifi ) que des propriétés qu’il peut recevoir
(Receivei, j ) ;
— (HC10) un composant ne peut effectuer un contrôle sporadique (Spotchecki, j (X , {Eq}))
que si Xk est une variable d’entrée, si toutes les équations de {Eq} ont les autres
variables que Xk qui peuvent être mesurées (Hasi ), calculées (ComputeG avec i ∈ G),
reçues (Receivei, j ) ou qui sont liées dans {Eq} (et sont alors discrètes) et si Xk ne peut
4. Nous allégeons la notation en ne retenant pour les primitives architecturales que les parties syntaxiques
nécessaires à la compréhension sans leurs paramètres.
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pour toutes les Eq faisant intervenir X˜ en partie gauche et Y˜ en partie droite.
Un composant a la capacité demesurer, de calculer, de recevoir, de vérifier, d’attester, de prouver
ou d’effectuer un contrôle sporadique si la primitive architecturale correspondante dans LFPA
est présente dans l’architecture. Une architecture cohérente induit donc un flot d’informations
bien défini.









= X˜ avec X˜ complètement
définie (différente de⊥ ou dont toutes les valeurs sont différentes de⊥ dans le cas d’un tableau),
ce qui traduit le fait qu’il est dans tous les cas possible de construire X˜ à partir de Y˜ .
Les hypothèses de cohérence (HC1), (HC3-5) et (HC8-10) permettent d’établir un ordre partiel,
correspondant à un service effectivement calculable, que nous notons <<A sur l’ensemble des
primitives architecturales de l’architecture A. Par exemple, l’hypothèse de cohérence (HC3)


















si H ∩G , ∅ et Y˜ ∈ Args (T ) ;
— Receivei, j
(






si i ∈ G et Y˜ ∈ Args (T ).
Exemple. Nous poursuivons l’exemple utilisé dans le chapitre précédent. La Figure 4.1 re-
présente l’architecture exprimée à l’aide de primitives formelles.
Les composants sont représentés par des boîtes. Les flèches pleines représentent les communi-
cations et les flèches en pointillés les liens de confiance par attestation entre entités 5.
Le compteur reçoit la variable d’entrée ECONSt et effectue la mesure par l’application de S.
Cettemesure const est envoyée au composant de l’usager pour effectuer les calculs de tarification
F et d’agrégation + pour déterminer le montant fee de la facture. Celui-ci est ensuite envoyé
au composant du fournisseur avec une attestation sur la mesure S par CM et une attestation
sur la tarification F et l’agrégation + par le composant de l’usager CU. La vérification de
l’authenticité de ces attestations permet au composant du fournisseur, et enfin au fournisseur
lui-même de recevoir le montant fee en étant convaincu de son intégrité (relativement aux
pricet , const et ECONSt ).
4.3 Traces d’événements
La définition de la sémantique d’une architecture est basée sur un ensemble de traces qui lui sont
compatibles. L’effet des événements constituant ces traces est modélisé par leurs conséquences
sur les états des composants.
Le langage des traces est présenté en 4.3.1 avant la définition de leur cohérence en 4.3.2 et
de leur compatibilité avec une architecture en 4.3.3. Enfin, la notion d’état des composants est
introduite en 4.3.4 avant le développement de la sémantique des traces en 4.3.5.
5. Les flèches n’ont pas de sémantique : les primitives formelles suffisent à définir complètement les communi-
cations et les liens de confiance par attestation.
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4. Cadre formel
4.3.1 Langage des traces d’événements
Une trace est une séquence d’événements de haut-niveau se produisant dans le système. Il
repose sur un langage de termes étenduT ϵ par rapport au langage de termesT de l’architecture
en permettant aux indices d’être instanciés par des constantes d’index Ck ∈ N comme défini
dans le Tableau 4.3 6. Comme chaque variable X n’admet qu’un seul indice k , la dénomination
XCk n’est pas ambiguë et désigne une valeur du tableau X . Les autres types X˜ , Cx, F, et k
correspondent à ceux de T définis précédemment.
T ϵ ::= X˜ | Cx | F (T ϵ ′) | F(X )
X˜ ::= X | XK
K ::= k | Ck
Tableau 4.3 – Langage des termes T ϵ des événements.
Le langage des traces est présenté dans le Tableau 4.4.











X˜ = T ϵ
)
| Checki ({Eq})
| VerifProofi (Pro) | VerifAttesti (Att)
| Spotchecki, j (XCk : V , {Eq})
Tableau 4.4 – Langage des événements ϵ et traces θ .
Les événements peuvent être vus comme des instantiations des primitives architecturales (à
l’exception de la primitive Trusti, j qui correspond à une hypothèse plus qu’à un événement).
Nous supposons queV est du même type que X˜ et correspond soit à une valeur dansN, soit à un
tableau< v1, . . . ,vk > de valeurs dansN parcourantRange(X ). On a doncV ∈ Val⊥ avecVal⊥ =
N∪ {⊥}∪∑ (N ∪ {⊥}) (avec⊥ la valeur indéfinie) avec∑ désignant l’ensemble des séquences.
Par exemple, un événement Receivei, j
(
{S}, {X˜ : V }
)
définit la valeur V d’une variable X˜ reçue
par le composantCi . Demanière similaire, Spotchecki, j (XCk : V , {Eq}) définit l’index spécifique
Ck (membre de Range (X )) choisi par le composantCi pour la vérification sporadique ainsi que
la valeur V de XCk. Toutes les variables d’index apparaissant dans des événements, exceptées
celles apparaissant dans les propriétés de Receivei, j , VerifProofi , Verif
Attest
i et Spotchecki, j doivent
appartenir àN. En d’autres termes, elles doivent être instanciées et désigner une valeur d’indice




correspond à la mesure d’une
6. Dans la suite, nous désignerons sans distinction les deux langages par T lorsqu’il n’y aura pas d’ambiguité
sur le langage des termes désigné.
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4.3. Traces d’événements
valeur de l’environnement, nous supposons que V est complètement défini (V ∈ Val avec
Val = N∪∑ (N)). De la même façon, les réceptions et les calculs définissent complètement les
variables. Enfin, dans le cas où X˜ est une variable tableau, nous supposons que les v1, . . . ,vn
sont tous indépendants les uns des autres de telle sorte que la connaissance d’une des éléments
du tableau ne permette pas de retrouver la valeur d’un autre élément du tableau.
4.3.2 Cohérence d’une trace
Nous définissons la relation C telle que C (ϵ,α ) est satisfaite si et seulement si l’événement ϵ
peut être obtenu d’une primitive architecturale α en spécifiant des valeurs V pour les variables
et en instanciant les variables d’index k à des entiers Ck. Cette relation est appelée relation de
correspondance.
Des hypothèses de cohérence similaires aux hypothèses de cohérence d’une architecture s’ap-
pliquent aux traces (voir Section 4.2.3) en remplaçant les primitives par les événements cor-
respondants au sens de la relation de correspondance. Il s’y ajoute des hypothèses relatives à
l’ordre des événements. Instinctivement, les variables ne peuvent être utilisées par un compo-
sant qu’après avoir été mesurées, calculées ou reçues. De même, les propriétés ne peuvent être
vérifiées qu’après en avoir reçu une attestation ou une preuve.
De plus, en cas de contrôle sporadique, les événements de la trace peuvent utiliser la variable
contrôlée XCk pour effectuer des calculs, des réceptions, des vérifications, des attestations et
des preuves.
Ainsi, l’hypothèse de cohérence d’architecture (HC3) (voir Section 4.2.3) devient, pour les




correspondant à un ensemble de composants
effectuant un calcul ne peut apparaître dans la trace que si chaque variable apparaissant dansT a
été préalablement (dans un événement d’indice inférieur dans la trace) mesurée (Hasi ), calculée
(ComputeH ), reçue (Receivei, j ) ou bien contrôlée de manière sporadique (Spotchecki, j ) par un




avec Y˜ la variable apparaissant dans T .
Nous obtenons ainsi des traces que nous appelons traces cohérentes. Nous nommons Event
l’ensemble des événements ϵ et Trace l’ensemble des traces cohérentes θ .
De la même façon que pour l’architecture, les hypothèses de cohérence des traces permettent
d’établir un ordre partiel que nous notons <<θ sur l’ensemble des événements de la trace θ . Par


















si H ∩G , ∅ et Y˜ ∈ Args (T ) ;
— Receivei, j
(






si i ∈ G et Y˜ ∈ Args (T ) ;




si i ∈ G et YCk ∈ Args (T ).
Nous construisons les hypothèses de cohérence des traces à partir des hypothèses de cohérence
de l’architecture. Par conséquent, pour toute architecture A et pour toute trace θ avec pour tout
ϵ, ϵ ′ ∈ θ et α ,α ′ ∈ A, si C (ϵ,α ) et C (ϵ ′,α ′) et α <<A α ′, alors ϵ <<θ ϵ ′. La relation d’ordre
<<θ est donc compatible avec <<A pour tous les éléments de θ et A correspondants.
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Nous remarquons que les traces sont des séquences. Toute trace est donc munie d’un ordre total
naturel. Les hypothèses de cohérence impliquent que cet ordre total est une extension linéaire
de l’ordre partiel <<θ .
La cohérence des architectures et des traces ayant été définie, nous ne nous intéressons main-
tenant qu’à celles-ci. Nous pouvons donc établir le lien entre ces architectures et ces traces.
4.3.3 Compatibilité d’une trace avec une architecture
Nous définissons la notion de compatibilité d’une trace avec une architecture. Intuitivement,
une trace est compatible avec une architecture si ses événements, hormis les Computei , corres-
pondent à une primitive de cette architecture (avec une contrainte d’unicité pour les contrôles
sporadiques Spotchecki, j ).
Définition 1 (Compatibilité). Une trace θ de longueur θ est compatible avec une architecture
A si et seulement si :




alors ∃α ∈ A,C (θa ,α ) et
si θa = Spotchecki, j (XCk : V , {Eq})
alors ∀b ∈ [1,θ ],b , a ⇒ ∀Ck′,V ′,Eq′,
θb , Spotchecki, j (XCk′ : V ′, {Eq′})
avec C (ϵ,α ) la relation de correspondance définie précédemment.
La première condition dans la définition de la compatibilité établit que, excepté pour les évé-
nements correspondant à des calculs, seuls les événements qui sont des instances de primitives
architecturales appartenant à l’architecture A peuvent apparaître dans la trace θ . Les événe-
ments de calcul sont exclus afin d’exprimer les actions à la portée d’un agent curieux essayant
de dériver la valeur d’une variable X˜ en s’appuyant sur les valeurs des variables qu’il possède
déjà. Par conséquent, les traces compatibles peuvent inclure des calculs qui ne sont pas prévus
dans l’architecture, pourvu que le composant Ci puisse mesurer, calculer ou recevoir toutes
les variables nécessaires pour effectuer ce calcul comme spécifié par la relation de dépendance
Depi (par cohérence). Conformément aux hypothèses (voir Section 3.3), le modèle d’adversaire
considéré ici permet les calculs de nouvelles variables, les calculs selon une fonction différente
dumodèle et donc la communication de valeurs incorrectes à d’autres composants 7. La seconde
condition exprime le fait que les vérifications sporadiques ne peuvent être effectuées qu’une
seule fois. Cette condition pourrait être assouplie à travers l’introduction d’un seuil t comme
paramètre supplémentaire pour exprimer le fait qu’au maximum t vérifications sporadiques
peuvent être effectuées.
Nous notons T (A) l’ensemble des traces compatibles d’une architecture A. La sémantique des
événements est définie par l’effet de ces traces sur les états des composants. Nous définissons
donc la notion d’état d’un composant avant de présenter la sémantique des traces d’événements.
7. Cependant, les attestations, preuves, vérifications et contrôles sporadiques ne peuvent par contre pas être
incorrects.
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4.3. Traces d’événements
4.3.4 État des composants
L’état d’un composant s’appuie sur les ensembles de variables et de propriétés :
State⊥ = (StateV × StateP × StateP ) ∪ {Error}




} ∪ {Trusti, j }}
L’état d’un composant est soit l’état d’erreur Error, soit un triplet constitué :
— d’un état des variables assignant une valeur, ou la valeur indéfinie⊥ 8, à chaque variable ;
— d’un premier état de propriétés définissant l’ensemble des propriétés connues par un
composant ;
— d’un second état de propriétés définissant l’ensemble des propriétés crues par un com-
posant (issues de vérifications sporadiques). Il est nécessaire de distinguer les propriétés
connues des propriétés crues car elles correspondent d’un point de vue sémantique à
deux modalités différentes.
Dans ce qui suit, nous utilisons σ pour désigner l’état global (état des composants 〈C1, . . . ,Cn〉)
défini sur Staten⊥.
L’état initial pour l’architecture A est noté InitA = 〈InitA1 , . . . , InitAn 〉 avec :








où Empty est l’état de variables indéfinies (∀X ∈ Var,Empty(X ) = ⊥). La seule information
contenue dans l’état initial est l’ensemble des propriétés de confiance spécifiées dans l’archi-
tecture.
4.3.5 Sémantique des traces d’événements
La fonction sémantique ST est définie dans le Tableau 4.5. Elle spécifie l’impact d’une trace sur
l’état de chaque composantCi . Elle est définie comme une itération sur la trace. La fonction SE
définit l’impact de chaque type d’événement sur l’état des composants.
La notation ϵ .θ est utilisée pour désigner une trace dont le premier élément est l’événement
ϵ et dont le reste est θ . Chaque événement modifie seulement l’état du composant Ci (ou des
composant {Ci } en cas de calculmultipartite). Lamodification est exprimée parσ [σi/(v, pk, pb)]
(ou σ [σi/Error] dans le cas de l’état indéfini) qui remplace les états des variables et des
propriétés du composant Ci par v, pk, et pb respectivement. Nous supposons qu’il n’y a pas
d’événement θa′ avec a′ > a qui implique un composantCi si son état σi est égal à Error après
l’occurrence de θa (en d’autres termes, toute erreur dans l’exécution d’un composant entraîne
son arrêt).
8. Nous utilisons ⊥ pour dénoter les valeurs indéfinies, c’est à dire les valeurs qui n’ont pas été fixées, par
opposition aux valeurs issues d’erreurs (comme une division par zéro ou des erreurs de type par exemple) qui ne
sont pas prises en compte ici pour des raisons de simplification. Il suffirait pour ce faire d’introduire une valeur
spécifique ⊥′.
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4. Cadre formel
ST : Trace × Staten⊥ → Staten⊥
SE : Event × Staten⊥ → Staten⊥
ST (〈〉,σ ) = σ












{S}, {X˜ : V }
)









i ∪ {X˜ = T },σpbi )}]
pour les i ∈ G
SE (Checki (E) ,σ ) = σ [σi/(σvi ,σ
pk
i ∪ E,σpbi )]
si ∀Eq ∈ E, ε (Eq,σvi ) = True





,σ ) = σ [σi/(σvi ,σ
pk
i ∪ {Eq |Eq ∈ E ou
(Attestj′ (E ′) ∈ E et
Eq ∈ E ′ et
Trusti, j′ ∈ σpki )},σpbi )]
si Verif
Proof
((E) ,σvi ) = True





,σ ) = σ [σi/(σvi ,σ
pk
i ∪ {Eq |Eq ∈ E et
Trusti, j ∈ σpki },σpbi )]
si Verif
Attest
((E) ,σvi ) = True
= σ [σi/Error] autrement





si ∀Eq ∈ E,
ε (Eq[X˜/XCk],σvi [XCk/V ]) = True
= σ [σi/Error] autrement
Tableau 4.5 – Sémantique des traces d’événements ST et SE .
L’effet de Hasi et Receivei, j sur l’état des variables du composant Ci est le remplacement des
valeurs des variables X˜ de T ϵ (qui doivent être initialement égales à ⊥ par l’hypothèse de
cohérence des traces) par de nouvelles valeurs V ∈ Val, ce qui est noté σvi [X˜/V ].
L’effet de ComputeG (X˜ = T ) est d’assigner à la variable X˜ la valeur correspondant au résultat
de l’évaluation de T dans l’état des variables courant σvi de tous les composants Ci pour
i ∈ G, ce qui est défini par ε (T , {σ vi }). Les valeurs de ces variables sont cohérentes et sans
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4.4. Propriétés
ambiguïté car nous travaillons sur des traces cohérentes. L’événement de vérification sporadique
Spotchecki, j (XCk : V ,E) assigne la valeur V à XCk. Les autres événements n’ont pas d’effet sur
l’état des variables du composant Ci .
La plupart des événements ont aussi un effet sur les états des propriétés. Cet effet est l’ajout





, cette nouvelle connaissance est l’égalité X˜ = T ; pour les événements
Checki , Verifi et Spotchecki, j , la nouvelle connaissance correspond aux propriétés vérifiées.
Dans tous les cas, excepté pour Spotchecki, j , ces propriétés sont ajoutées à l’état des propriétés
pk parce qu’elles sont admises comme telles par le composant Ci . Dans le cas de Spotchecki, j ,
les propriétés sont ajoutées à l’état des propriétés pb parce qu’elles sont crues par le composant
Ci : elles n’ont été vérifiées que pour un échantillon XCk. La seule garantie procurée à Ci par
Spotchecki, j est qu’il a toujours la possibilité de détecter une erreur ou une fraude (mais il lui





définissent la sémantique des opérations de vérification
correspondantes. Comme précisé précédemment, nous n’entrons pas dans les détails internes
des vérifications des preuves et des attestations ici et supposons que Verif
Proof
n’accepte que
des preuves correctes et que Verif
Attest
n’accepte que des attestations envoyées par un expéditeur
authentique. La spécificité des événements VerifAttesti est qu’ils ne génèrent de nouvelle connais-
sance que si l’auteur de l’attestation est considéré comme de confiance par le composant Ci
(d’où la condition Trusti, j ∈ A).
Nous notons aussi que les événements Receivei, j n’ajoutent pas de nouvelle connaissance en
eux-mêmes car les propriétés reçues doivent être vérifiées avant de pouvoir être ajoutées aux
états des propriétés.
Nous pouvons maintenant définir la sémantique d’une architecture A comme l’ensemble des
états possibles produits par les traces compatibles avec cette architecture.
Définition 2 (Sémantique des architectures). La sémantique de l’architecture A est définie
comme : S (A) = {σ ∈ Staten⊥ | ∃θ ∈ T (A), ST (θ , InitA) = σ }.
Dans ce qui suit, nous utilisonsSi (A) pour désigner le sous-ensemble deS (A) ne contenant que
des états qui sont bien définis pour le composantCi : Si (A) = {σ ∈ S (A) | σi , Error}. L’ordre
préfixe sur les traces entraîne l’ordre suivant sur les états : ∀σ ∈ Si (A),∀σ ′ ∈ Si (A),σ ≥i σ ′ ⇔
∃θ ∈ T (A),∃θ ′ ∈ T (A),σ = ST (θ , InitA),σ ′ = ST (θ ′, InitA), et θ ′ est un préfixe de θ .
4.4 Propriétés
Les traces d’événements compatibles présentées précédemment servent à vérifier la satisfaction
de certaines propriétés par les architectures correspondantes.
Le langage des propriétés et sa sémantique sont définis en 4.4.1. Une axiomatique permettant
de prouver des propriétés d’architectures est présentée en 4.4.2 et ses preuves de correction et
de complétude seront résumées en 4.4.3.
Thibaud Antignac — 2015 65
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0016/these.pdf 
© [T. Antignac], [2015], INSA de Lyon, tous droits réservés
4. Cadre formel
4.4.1 Langage des propriétés














| Ki (Eq) | Bi (Eq) | ϕ1 ∧ ϕ2
Eq ::=T1 Rel T2 | Eq1 ∧ Eq2
Tableau 4.6 – LFPP : langage des propriétés architecturales.
Le langage LFPP implique deux modalités, notées Ki et Bi , qui représentent respectivement les
propriétés de connaissance et de croyance d’un composant Ci . Elles font écho aux exigences
d’intégrité rencontrées dans la démarche systématique (voir Section 3.4.3). Notons que la
notation Eq (déjà utilisée dans le langage architectural) est utilisée ici pour représenter des
conjonctions (plutôt que des ensembles) de relations primitives dans la logique.
La sémantique de LFPP repose sur une approche dite de la « connaissance algorithmique
déductive » dans laquelle la connaissance explicite d’un composant Ci est définie comme la
connaissance que ce composant peut réellement calculer en utilisant un système déductif qui
lui est associé [Puc04]. Cette relation déductive, .i , est définie comme une relation entre
un ensemble de propriétés Eq et une propriété Eq, soit
{
Eq1, . . . ,Eqn
}
.i Eq0. La relation
.i peut typiquement être utilisée pour modéliser les propriétés des fonctions de la spécifi-
cation. Par exemple, une propriété d’injectivité d’une fonction de hachage H s’exprime par
{h1 = H (x1) ,h2 = H (x2) ,h1 = h2} .i (x1 = x2). Nous supposons que cette relation permet
au moins à un composant de déduire chacune des propriétés d’un ensemble de propriétés
(∀Eq ∈ E.E .i Eq) ainsi que toute conjonction Eq1 ∧ · · · ∧ Eqn de propriétés de cet en-
semble. De plus, nous posons une hypothèse de transitivité de .i : si E .i Eq1, . . . ,E .i Eqn et{
Eq1, . . . ,Eqn
}
.i Eq alors E .i Eq.
LFPP permet également d’exprimer d’autres propriétés utiles sur les architectures : par exemple
Hasalli (X˜ ) exprime le fait que le composant Ci peut obtenir ou dériver (en utilisant la relation
de dépendance Depi ) la valeur de Xk pour tous les k dans Range(X ). Hasonei (X˜ ) exprime le fait
que le composant Ci peut obtenir ou dériver la valeur de Xk pour un k dans Range(X ). Nous
supposons Range (X ) suffisamment grand pour queHasonei (X˜ ) n’implique pasHas
all
i (X˜ ). Enfin,
Hasnonei (X˜ ) est la propriété établissant que le composant Ci ne connaît aucune des valeurs Xk .
Ces trois propriétés correspondent aux exigences de confidentialité définies dans l’étape de
spécification (voir Section 3.4.3).
Nous soulignons ici que les propriétés Hasi signifient seulement que le composant Ci peut
recevoir ou dériver des valeurs pour les variables concernées : elles n’apportent aucune garantie
sur la correction de ces valeurs. Ces exigences d’intégrité s’expriment en utilisant les propriétés
Ki (Eq) et Bi (Eq). Ki (Eq) signifie que le composant Ci doit pouvoir établir la véracité de Eq
9. Language of Formal Privacy Properties en anglais.
66 Thibaud Antignac — 2015
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0016/these.pdf 
© [T. Antignac], [2015], INSA de Lyon, tous droits réservés
4.4. Propriétés
tandis que Bi (Eq) exprime le fait que le composant Ci doit pouvoir tester Eq, et donc détecter
une violation éventuelle (en utilisant son système déductif .i ).
Nous pouvons maintenant définir la sémantique d’une propriété ϕ.
Définition 3 (Sémantique des propriétés.). La sémantique S (ϕ) d’une propriété ϕ de LFPP est







⇔∃σ ∈ S (A).[(σvi (X˜ ) , ⊥)∧
(σvi (X˜ ) =< v1, . . . ,vk >⇒














⇔∀σ ∈ S (A).{(σvi (X˜ ) = ⊥)∨
[σvi (X˜ ) =< v1, . . . ,vk > ∧
@l , l ′ ∈ [1,k].(vl , ⊥)∧
(vl ′ , ⊥) ∧ (l , l ′)]}∧
∃σ ∈ S (A).[(σvi (X˜ ) =< v1, . . . ,vk > ∧
∃l ∈ [1,k].(vl , ⊥)]
A ∈ S (Ki (Eq)) ⇔∀σ ′ ∈ Si (A).∃σ ∈ Si (A).(σ ≥i σ ′) ∧ (σ pki .i Eq)
A ∈ S (Bi (Eq)) ⇔∀σ ′ ∈ Si (A).∃σ ∈ Si (A).(σ ≥i σ ′) ∧ (σ pki ∪ σ pbi .i Eq)
A ∈ S (ϕ1 ∧ ϕ2) ⇔A ∈ S (ϕ1) ∧A ∈ S (ϕ2)
Tableau 4.7 – Sémantique des propriétés de LFPP.
Une architecture satisfait la propriété Hasalli (X˜ ) si et seulement si le composantCi peut obtenir
toutes les valeurs de X˜ dans au moins une trace d’exécution compatible tandis que Hasnonei (X˜ )
est satisfaite si et seulement si aucune trace d’exécution compatible ne peut aboutir à un état
dans lequel le composant Ci peut associer une valeur à X˜ (ou à une partie de X˜ si X˜ est une
variable tableau).Hasonei (X˜ ) est quant à elle satisfaite si et seulement si aucune trace d’exécution
compatible ne peut aboutir à un état dans lequel le composant Ci connaît plus d’une valeur du
tableau X˜ et si le composantCi peut obtenir aumoins une valeur de X˜ dans une trace d’exécution
compatible 10. La validité des propriétés Ki (Eq) et Bi (Eq) est définie par référence aux traces
d’exécution correctes (par rapport au composant Ci ) puisqu’une trace incorrecte aboutit à un
état dans lequel une erreur a été détectée par le composant. La condition σ ≥ σ ′ est utilisée
pour écarter les états correspondant à des traces incomplètes dans lesquelles les propriétés Eq
n’ont pas encore été établies. Comme expliqué précédemment, la capacité d’un composant Ci
à dériver de nouvelles connaissances ou croyances est définie par son système déductif .i .
10. Ces deux conditions cumulées font que le composant Ci ne peut obtenir qu’une seule valeur du tableau X˜ .
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4. Cadre formel
4.4.2 Axiomatique des propriétés
Pour raisonner sur l’architecture et sur les connaissances et croyances des composants, nous
introduisons dans le Tableau 4.8 une axiomatique de la logique présentée dans la section
































































∈ A i ∈ G
A ` Ki (X˜ = T )
K2
Checki (E) ∈ A Eq ∈ E






∈ A Eq ∈ E






∈ A Attestk (E′) ∈ E Trusti,k ∈ A Eq ∈ E′






∈ A Trusti, j ∈ A Eq ∈ E
A ` Ki (Eq)
KB
A ` Ki (Eq)
A ` Bi (Eq)
I∧ A ` ϕ1 A ` ϕ2






∈ A Eq ∈ E
A ` Bi (Eq)
K.
E .i Eq0 ∀Eq ∈ E.A ` Ki (Eq)
A ` Ki (Eq0)
B.
E .i Eq0 ∀Eq ∈ E.A ` Bi (Eq)
A ` Bi (Eq0)
K∧ A ` Ki (Eq1) A ` Ki (Eq2)
A ` Ki (Eq1 ∧ Eq2)
B∧ A ` Bi (Eq1) A ` Bi (Eq2)
A ` Bi (Eq1 ∧ Eq2)
Tableau 4.8 – Axiomatique des propriétés de LFPP.
Les règles (H1), (H2) et (H3) expriment que toutes les valeurs de X˜ peuvent être obtenues lorsque
les primitives Hasi , Receivei, j et ComputeG avec i ∈ G sont présentes dans l’architecture. (H4)
exprime le fait qu’une seule valeur au plus dans le tableau X˜ peut être obtenue via Spotchecki, j
dans l’architecture. (H5) et (H6) permettent de déduire les valeurs qui peuvent être obtenues
par le composant Ci à partir des variables qu’il a déjà obtenues et de la relation de dépendance
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4.4. Propriétés
Depi . (H7) modélise les cas où aucune des valeurs de X˜ ne peut être obtenue.
Les règles (K1), (K2), (K3), (K4) et (K5) permettent de déduire les connaissances qu’un
composant peut obtenir à partir des primitives ComputeG , Checki , Proofi , Attesti et de leurs
conditions de satisfaction respectives. La règle (K.i ) traduit les capacités de déduction de
relations Eq d’un composant Ci à partir des relations qui lui sont déjà connues.
La règle (B) est utile pour dériver les croyances d’un composant à partir des Spotchecki, j qu’il
effectue. (B.i ) est similaire à (K.i ) mais s’applique aux relations crues par le composant Ci .
(KB) indique que la modalité de connaissance K est plus forte que la modalité de croyance B.
Enfin, (K∧), (B∧) et (I∧) sont des règles structurelles permettant d’introduire l’opérateur
conjonctif.
Exemple. Nous montrons dans les Tableaux 4.9 et 4.10 comment exprimer en LFPP les
















pricet = F (const ) CU, CP
const = S (ECONSt ) CU, CP
Tableau 4.10 – Spécification dans le langage LFPP des exigences d’intégrité pour Ω1.
Nous pouvons maintenant vérifier chacune des propriétés à l’aide de l’axiomatique. Les Ta-
bleaux 4.11 et 4.12 indiquent les règles permettant d’établir la validité des propriétés. Le
premier élément de chaque paire représente l’entité concernée par la propriété et le second
élément l’ensemble des règles la justifiant.
Variables Hasall Hasnone
ECONSt (CU, [H2, H5]) (CP, [H7])
const (CU, [H2]) (CP, [H7])
pricet (CU, [H3]) (CP, [H7])
fee (CU, [H3]), (CP, [H2])
Tableau 4.11 – Vérification des exigences de confidentialité pour Ω1.
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4. Cadre formel
La vérification des propriétés de confidentialité Hasall s’appuie sur les règles correspondant
aux opérations de communication (H2), de calcul (H3) et de dépendance à travers la relation
Dep (H5). La vérification des propriétés de confidentialité Hasnone s’appuie uniquement sur la
règle (H7). Cette règle repose sur l’absence de primitives permettant d’obtenir un quelconque








(CU, [K1]), (CP, [K5])
pricet = F (const ) (CU, [K1]), (CP, [K5])
const = S (ECONSt ) (CU, [K5]), (CP, [K5])
Tableau 4.12 – Vérification des exigences d’intégrité pour Ω1.
La vérification des propriétés d’intégrité K repose uniquement sur les règles (K1) pour la
confiance par le calcul et (K5) pour la confiance par attestation. Les types de confiance sélec-
tionnés permettent ainsi aux exigences d’intégrité d’être satisfaites.
Cette dernière étape permet au concepteur de s’assurer que les exigences définies sont bien
satisfaites. Si certaines ne l’étaient pas, il lui faudrait alors revenir dans les étapes de spécification
ou de conception (voir Sections 3.4 et 3.5 respectivement).
4.4.3 Correction, complétude et décidabilité de l’axiomatique
Pour que l’axiomatique introduite dans le Tableau 4.8 soit effectivement utilisable en pratique,
elle doit être correcte par rapport à la sémantique du Tableau 4.7. Dans cette section, nous
donnons les preuves de correction, de complétude et de décidabilité de l’axiomatique.
Avant d’énoncer ces trois propriétés, nous établissons la définition de la couverture d’une trace
et montrons que toute architecture cohérente admet aumoins une trace couvrante (et cohérente).
Nous montrerons ensuite que chaque mesure, calcul et réception d’une variable X˜ dans une
trace (cohérente) compatible avec une architecture cohérente définit complètement la variable




du (ou des) composant(s) concerné(s).
Définition 4 (Couverture). Une trace θ de longueur θ couvre une architecture A (notée
CouvA (θ )) si et seulement si θ est compatible avec A et ∀α ∈ A, ∃a ∈ [1,θ ],C (θa ,α ) avec C
la fonction définie de correspondance (voir Définition 1).
Intuitivement, une trace est couvrante si elle contient un événement correspondant à chaque
primitive spécifiée dans l’architecture (au sens de la relation de correspondance C). Comme
précédemment, nous ne nous intéressons toujours qu’à des architectures et des traces cohérentes.
Lemme 1 (Existence d’une trace couvrante). Toute architecture A (cohérente) possède au
moins une trace θ couvrante (et cohérente).
Démonstration. Toute architecture cohérente A est munie d’un ordre partiel <<A (voir Sec-
tion 4.2.3 sur la cohérence des architectures).
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4.4. Propriétés
Nous pouvons donc construire un ordre total arbitraire sur A par extension linéaire à partir de
<<A. L’architecture A étant finie, elle a donc un plus petit et un plus grand élément.
Cet ordre total permet de construire une trace θ compatible en transformant chaque élément α
de A par un événement ϵ correspondant selon la relation de correspondance C. Pour ce faire,
nous commençons par le plus petit élément de l’architecture selon l’ordre total issu de <<A
et nous progressons vers le plus grand élément en ajoutant l’instance correspondant à chaque
primitive à la fin de θ . Le fait que la relation d’ordre <<θ soit cohérente avec <<A assure qu’il
est toujours possible de dériver une trace compatible de cette manière (les valeurs introduites
dans les événements de communication et de calcul pouvant être choisies de manière à refléter
les événements précédents dans la trace).
Nous obtenons donc une trace θ couvrante (et cohérente puisque la relation d’ordre <<θ est
compatible avec <<A pour tous les éléments de θ et A correspondants). 
Nous montrons maintenant que la mesure, le calcul ou la réception d’une variable X˜ dans une
trace (cohérente) compatible avec une architecture (cohérente) définit complètement la variable




du (ou des) composant(s) concerné(s).
Lemme 2 (Définition complète de l’état associé à des traces cohérentes pour les opérations de
mesure, de calcul ou de réception.). Si θ est une trace cohérente et compatible avec A (aussi











∧ i ∈ G
)
∨ θa = Receivei, j
(
S, {X˜ : V }
))
avec




= V est complètement défini.
Démonstration. Nous raisonnons par récurrence généralisée sur la trace θ .
Cas de base. Soit θ˙ une trace vide. Le lemme est trivialement vrai pour θ˙ et on a donc




= V est complètement défini.
Récurrence. Supposons une trace cohérente θ = θ1. . . . .θn qui satisfait le Lemme 2, c’est à dire











∧ i ∈ G
)
∨ θa = Receivei, j
(
S, {X˜ : V }
)
avec




= V est complètement défini. Soit la traceθ ′ = θ1. . . . .θn .θn+1.








= V est complètement défini
par l’hypothèse selon laquelle les mesures sont bien définies.
Si θn+1 = Receivei, j
(
{S}, {X˜ : V }
)
, alors l’hypothèse de cohérenceHC5′ impose que X˜ ait déjà









= V , ⊥ par bonne
définition de la réception.




avec i ∈ G, alors l’hypothèse de cohérence HC3′ impose que
toutes les variables apparaissant dans T aient déjà été mesurées, reçues, ou calculées dans un







peut être calculé et nous avons
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= V pour les i ∈ G est complètement défini avec σ ′ = ST (θ ′, InitA) par bonne définition
des calculs.
Si θn+1 correspond à un autre événement, comme la définition des σvi est monotone (aucun





















∧ i ∈ G
)
∨ θa = Receivei, j
(
S, {X˜ : V }
))
avec




= V est complètement défini, ce qui prouve la propriété de
la définition complète d’une trace pour les valeurs mesurées, calculées ou reçues. 
Nous pouvons désormais établir la propriété de correction.
Proposition 1 (Correction). Quelle que soit l’architecture A de Γ, si A ` ϕ alors A ∈ S (ϕ).
La propriété de correction est prouvée par récurrence sur les arbres de preuve de A ` ϕ. Nous
considérons tour à tour chaque règle du Tableau 4.8 et montrons que, si leurs prémisses satisfont
la propriété de correction, leur conclusion A ` ϕ est telle que A ∈ S (ϕ).
Par abus de notation nous utilisons la notation ϵ ∈ θ pour représenter la propriété ∃a ∈[
1,θ
]
.θa = ϵ . Nous pouvons maintenant établir les preuves de correction pour chacune des
règles de l’axiomatique.









∈ θ selon la
définition d’une trace couvrante (Définition 4). Par conséquent, nous avons ∃σ ∈ Staten⊥.∃θ ∈








= V en vertu de la sémantique des traces
d’événements (Tableau 4.5). Or, comme Hasi
(
X˜ : V }
)
















d’après la sémantique de LFPP (Tableau 4.7).
Cas de H2 : Si Receivei, j (S,E) ∈A, alors ∃θ ∈ T (A).CouvA (θ ) d’après le Lemme 1. On a
donc ∃V ∈ Val⊥.Receivei, j
(
S, {X˜ : V }
)
∈ θ selon la définition d’une trace couvrante (Dé-









= V } en vertu de la sémantique des traces d’événements (Tableau 4.5). Or,
comme Receivei, j
(
S, {X˜ : V }
)











d’après la sémantique de LFPP
(Tableau 4.7).




∈A avec i ∈ G, alors ∃θ ∈ T (A).CouvA (θ ) d’après le




∈ θ selon la définition d’une trace couvrante (Dé-













en vertu de la sémantique des traces d’événements (Tableau 4.5). Or,
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est complètement défini selon le






d’après la sémantique de LFPP
(Tableau 4.7).




∈A, alors ∃θ ∈ T (A).CouvA (θ ) d’après le Lemme 1.
On a donc ∃V ∈ Val.Spotchecki, j (XCk : V ,Eq) ∈ θ selon la définition d’une trace couvrante





∃V ∈ Val.σvi (XCk) = V en vertu de la sémantique des traces d’événements (Tableau 4.5). Or la
définition de la compatibilité (Définition 1) interdit d’avoir tout autre Spotcheck entre Ci et Cj
et il n’est pas possible d’obtenir la valeur d’un élément quelconque de X d’une autre manière
pourCi par cohérence par (HC10). Nous avons alors ∀σ ∈ S (A).{σvi (X˜ ) =< v1, . . . ,vk > avec
@l , l ′ ∈ [1,k].[(vl , ⊥) ∧ (vl ′ , ⊥) ∧ (l , l ′)]} et ∃σ ∈ S (A).(σvi (X˜ ) =< v1, . . . ,vk > avec







d’après la sémantique de LFPP (Tableau 4.7).








= Y˜ avec X˜ complètement défini et F totale
par hypothèse de cohérence de la relation de dépendance (HCDep). Nous savons que


























) par hypothèse pour cette règle.
Dans tous les cas, on a donc ∃θ ′ ∈ T (A).
(






avec i ∈ G







d’après la sémantique de LFPP (Tableau 4.7) de la même manière que pour
le cas de H3.








= Y˜ avec X˜ complètement défini et F
totale par hypothèse de cohérence de la relation de dépendance (HCDep). Nous savons que
∃θ ∈ T (A).CouvA (θ ) d’après le Lemme 1. Comme les calculs ne peuvent être exprimés que sur
des tableaux entiers, il n’y a qu’une seule possibilité : on peut construire de manière cohérente





cette règle) selon la définition d’une trace compatible (Définition 1). On a donc





plus, la définition de la compatibilité (Définition 1) interdit d’avoir tout autre Spotcheck entre
Ci et Cj et il n’est pas possible d’obtenir la valeur d’un élément quelconque de X˜ d’une autre
manière pour Ci par cohérence par (HC10). Nous avons alors
∀σ ∈ S (A).{σvi (X˜ ) =< v1, . . . ,vk > avec @l , l ′ ∈ [1,k].[(vl , ⊥) ∧ (vl ′ , ⊥) ∧ (l , l ′)]} par la







la sémantique de LFPP (Tableau 4.7).
















la sémantique de LFPP (Tableau 4.7). Nous en déduisons donc que








, ⊥ par la sémantique des architec-








alors que ces propriétés capturent
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tous les cas qui permettent de changer la valeur initiale d’une variable (qui est ⊥) à travers
les primitives architecturales et les événements compatibles (Hasi , ComputeG avec i ∈ G,




= ⊥. Nous parvenons donc à une











∈ A avec i ∈ G, alors nous avons
∀θ ′ ∈ T (A).∃θ ∈ T (A).
(






car toute trace compa-
tible peut être étendue en une trace couvrante. Par conséquent, nous en déduisons que
∀σ ′ ∈ Si (A).∃σ ∈ Si (A).∃θ ′ ∈ T (A) .∃θ ∈ Couv (A) et(















mantique des traces (Tableau 4.5) et la sémantique des architectures (Définition 2) car les calculs
se font sans erreur par hypothèse. Nous avons donc
∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(






par correspondance entre l’ordre pré-
fixe des traces et l’ordre sur les états. Par conséquent, ∀σ ′ ∈ Si (A).∃σ ∈ Si (A) tel que(




puisque .i permet par hypothèse à un composant de déduire cha-






d’après la sémantique de LFPP (Tableau 4.7).




par Checki (E) et en consi-
dérant tous les Eq tel que Eq ∈ E. Si Checki (E) ∈ A, alors nous avons ∀θ ′ ∈ T (A).∃θ ∈
T (A).
(
CouvA (θ ) ∧ θ ≥ θ ′ ∧ Checki (E) ∈ θ
)
car toute trace compatible peut être étendue en
une trace couvrante. Par conséquent, nous en déduisons que ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).∃θ ′ ∈
T (A) .∃θ ∈ Couv (A) et
(








∧ E ⊆ σ pki
)
d’après la sémantique des traces (Tableau 4.5), la sémantique des architectures (Définition 2)
et le fait que les valeurs cohérentes d’une trace garantissent que ϵ (Eq,σvi ) = True pour tous
les Eq ∈ E (aboutissant à l’absence d’erreur dans l’état). Nous avons donc ∀σ ′ ∈ Si (A).∃σ ∈
Si (A).
(
σ ≥i σ ′ ∧ E ⊆ σ pki
)
par correspondance entre l’ordre préfixe des traces et l’ordre sur
les états. Par conséquent, ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(
σ ≥i σ ′ ∧ σ pki .i Eq
)
pour tous Eq ∈ E
puisque .i permet par hypothèse à un composant de déduire chacune des propriétés d’un en-
semble de propriétés. Nous avons donc bien A ∈ S (Ki (Eq)) pour tous les Eq ∈ E d’après la
sémantique de LFPP (Tableau 4.7).





Cas de K4 : Comme pour le cas de (K3) en considérant que Attestk (E ′) ∈ E avec Eq ∈ E ′ et
Trusti, j ∈ A.




avec Trusti, j ∈ A.
Cas de K∧ : Si A ` Ki (Eq1) et A ` Ki (Eq2) alors ∀σ ′ ∈ Si (A).∃σ ∈ Si (A) tel que(
σ ≥i σ ′ ∧ σ pki .i Eq1 ∧ σ pki .i Eq2
)
d’après la sémantique des traces (Tableau 4.5) et la séman-
tique des architectures (Définition 2). Or par hypothèse .i permet de déduire les conjonctions
de ses déductions, on a donc σ pki .i (Eq1 ∧ Eq2) et donc A ∈ S (Ki (Eq1 ∧ Eq2)).




pour l ∈ [1,n] alors on a






d’après la sémantique des traces
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(Tableau 4.5) et la sémantique des architectures (Définition 2). On peut alors établir que




2i .i (Eq1 ∧ Eq2)
)
car l’ajout de propriétés aux états est
une fonction monotone (il n’est pas possible pour un composant d’oublier une propriété). En
procédant ainsi pour tous les Eql jusqu’à l = n, on obtient que
∀Eq1, · · · ∈ E.∀σ ′ ∈ Si (A).∃σn ∈ Si (A) tel que
(















par l’hypothèse de déduction d’une conjonction par .i . Par l’hypothèse de
transitivité de .i et l’hypothèse du cas E .i Eq0 nous pouvons déduire σ
pk
ni .i Eq0. Nous avons
donc bien A ∈ S (Ki (Eq0)) .
Cas de KB : Si A ` Ki (Eq) alors ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(
σ ≥i σ ′ ∧ σ pki .i Eq
)
d’après
la sémantique des traces (Tableau 4.5) et la sémantique des architectures (Définition 2). Or




i ∪ σ pbi
)




i ∪ σ pbi
)
.i Eq. Nous pouvons donc déduire
que ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(








. Par conséquent, nous avons bien
A ∈ S (Bi (Eq)).




∈ A, alors nous avons
∀θ ′ ∈ T (A).∃θ ∈ T (A).
(
CouvA (θ ) ∧ θ ≥ θ ′ ∧ ∃V .∃Ck.Spotchecki, j (XCk:V ,E) ∈ θ
)
car toute
trace compatible peut être étendue en une trace couvrante. Par conséquent, nous en déduisons
que ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).∃θ ′ ∈ T (A) .∃θ ∈ Couv (A) et(








∧ E ⊆ σ pbi
)
d’après la sémantique
des traces (Tableau 4.5), la sémantique des architectures (Définition 2) et l’hypothèse de cohé-




= True pour tous les Eq ∈ E (état
sans erreur). Nous avons donc ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(
σ ≥i σ ′ ∧ E ⊆ σ pbi
)
par correspon-
dance entre l’ordre préfixe des traces et l’ordre sur les états. Par conséquent,
∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(
σ ≥i σ ′ ∧ σ pbi .i Eq
)
pour tous Eq ∈ E puisque .i permet par
hypothèse à un composant de déduire chacune des propriétés d’un ensemble de propriétés.
Nous avons donc bien A ∈ S (Bi (Eq)) pour tous les Eq ∈ E d’après la sémantique de LFPP
(Tableau 4.7).
Cas de B∧ : Comme pour K∧ en remplaçant σ pki par σ pbi après application de (KB) pour tous
les éléments de σ pki .
Cas de B. : Comme pour K. en remplaçant σ pki par σ
pb
i après application de (KB) pour tous
les éléments de σ pki .
Cas de I∧ : Si A ` ϕ1 et A ` ϕ2 alors A ∈ S (ϕ1) et A ∈ S (ϕ2). On a alors directement
A ∈ S (ϕ1 ∧ ϕ2) par la Définition 3 (sémantique des propriétés).

Nous pouvons maintenant énoncer la propriété de complétude.
Proposition 2 (Complétude). Quelle que soit l’architecture A de Γ, si A ∈ S (ϕ) alors A ` ϕ.
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La propriété de complétude est prouvée par une analyse de cas du Tableau 4.7 qui définit
A ∈ S (ϕ), analyse qui fait elle-même appel à la définition de la sémantique des traces du
Tableau 4.5.







∃σ ∈ S (A).σvi (X˜ ) est complètement défini d’après la sémantique des propriétés (Tableau 4.7).
Par conséquent, nous avons ∃σ ∈ S (A).∃θ ∈ T (A).
(



















S, {X˜ : V }
)




∈ θ avec i ∈ G par la définition de ST



























en utilisant respectivement (H1), (H2), (H3) ou (H5).






, alors ∀σ ∈ S (A).σvi (X˜ ) = ⊥ d’après la sémantique
des propriétés (Tableau 4.7). Par conséquent, nous avons ∀σ ∈ S (A).∀θ ∈ T (A) tel que


















ne doit apparaître dans la trace




< θ et Receivei, j
(






































définitions de trace compatible (Définition 1) et de cohérence. Dans ce cas, on peut conclure




en utilisant (H1), (H2), (H3), (H4), (H5), (H6) et (H7).







∀σ ∈ S (A).σvi (X˜ ) = ⊥∨
(
σvi (X˜ ) =< v1, . . . ,vk > ∧@ (l , l ′) , l , l ′,vl , ⊥,vl ′ , ⊥
)
d’après la
sémantique des propriétés (Tableau 4.7). Par conséquent, nous avons ∀σ ∈ S (A).∀θ ∈ T (A)





= ⊥∨ (σvi (X˜ ) =< v1, . . . ,vk > ∧@ (l , l ′) , l , l ′,vl , ⊥,vl ′ , ⊥) d’après la sémantique


















< θ et Receivei, j
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S, {X˜ : V }
)




< θ avec i ∈ G.





















est faux par les définitions de trace compa-





















< A et il n’est alors pas possible de
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4.4. Propriétés
satisfaire la seconde partie de la conjonction principale dans la sémantique de Hasone :
∃σ ∈ S (A).[(σvi (X˜ ) =< v1, . . . ,vk > ∧∃l ∈ [1,k].(vl , ⊥)].
Cas de Ki : Si A ∈ S (Ki (Eq)), alors ∀σ ′ ∈ Si (A).∃σ ∈ Si (A).
(
σ ≥ σ ′ ∧ σ pki .i Eq
)
d’après
la sémantique des propriétés (Tableau 4.7). Par conséquent, nous avons
∀σ ′ ∈ Si (A).∃σ ∈ Si (A).∃θ ∈ T (A).σ = ST (θ , InitA) ∧
(
σ ≥ σ ′ ∧ σ pki .i Eq
)
d’après la



















∈ A et Trusti, j′ ∈ σ pki
par la définition de ST (Tableau 4.5) car ce sont les seuls événements modifiant σ pki . Nous en




∈ A avec X˜ = T et i ∈ G pour Eq, soit que Checki (E) ∈ A














Trusti, j ∈ A, soit enfin que E.iEq0 et∀Eq ∈ E.A ` Ki (Eq) par les définitions de trace compatible
(Définition 1) et de cohérence. Soit Eq est une équation qui apparaît directement dans une des
primitives architecturales et on peut conclure queA ` Ki (Eq) en utilisant (K1), (K2), (K3), (K4)
ou (K5), soit Eq appartient à l’ensemble des primitives dérivables par la relation de déduction
.i et on peut alors déduire A ` Ki (Eq) par application de (K∧) et (K.).
Cas de Bi : Comme pour le cas de Ki en considérant en plus que l’on peut aussi avoir
Spotchecki, j (XCk : V ,Eq) ∈ θ car tous les événements modifiant σ pki et σ pbi doivent être consi-




∈ A. On peut donc en déduire que
A ` Bi (Eq) en utilisant d’abord (K1), (K2), (K3), (K4), (K5) et (KB), (B), (B∧) et (B.).
Cas de ∧ : SiA ∈ S (ϕ1 ∧ ϕ2) alorsA ∈ S (ϕ1) ∧A ∈ S (ϕ2) d’après la sémantique des propriétés




i , Ki et Bi ) de ϕ1 et ϕ2 on peut
déduire A ` ϕ1 et A ` ϕ1. On dérive donc A ` ϕ1 ∧ ϕ2 par (I∧). On procède par récurrence
structurelle sur le langage des propriétés architecturales LFPP pour les propriétés ϕ1 et ϕ2 sous
forme conjonctive. 
Remarque. Nous avons restreint les fonctions F s’appliquant aux termes à des fonctions
unaires dans T et T ϵ (voir Tableaux 4.1 et 4.3). Cette restriction pourrait être levée mais
cela empêcherait d’obtenir la complétude de l’axiomatique (voir Tableau 4.8). En effet, dans
le cas d’une égalité de la forme X = F (Y ,Z ), la règle (H6) ne pourrait être appliquée car la
connaissance d’une valeur de chacune des variablesY etZ pourrait, dans certains cas, permettre
de connaître deux valeurs du tableau X (dans le cas où F admet un élément absorbant par
exemple). Il faudrait alors imposer qu’une seule des variables ait un élément connu (A ` Hasonei )
et que toutes les autres variables n’en aient pas (A ` Hasnonei ). On utiliserait alors (A ` Hasnonei )
comme prémisse de la règle (H6). Or la règle (H7) qui définit les A ` Hasnonei a pour prémisse
A 0 Hasonei , ce qui suppose qu’ils soient tous dérivables avant d’appliquer (H7). Un moyen de
simuler une fonctions n-aires dans ce cadre est d’utiliser une fonction de pairage 11 telle qu’une
fonction de Cantor.
11. Pairing function en anglais.
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4. Cadre formel
Enfin, nous énonçons la propriété de décidabilité comme suit.
Proposition 3 (Décidabilité). Si les systèmes déductifs .i sont décidables, alors l’axiomatique
du Tableau 4.8 est également décidable.
La propriété de décidabilité est prouvée sur la base de la stratification des preuves de Hasalli ,
Hasnonei ,Has
one
i ,Ki etBi . On considère d’abord les preuves de propriétés ne faisant pas intervenir
les systèmes déductifs .i des composants, puis les applications des .i . La preuve détaillée est
donnée par l’existence d’un algorithme présenté dans le chapitre présentant l’implémentation
(voir Section 5.3).
4.5 Conclusion
Le cadre formel présenté dans ce chapitre [ALM14a] répond aux objectifs fixés en introduction :
définitions précises, fondements pour des raisonnements sûrs et documentation justifiant les
choix de conception.
Cependant, les concepteurs ne sont généralement pas des experts en méthodes formelles. Des
outils appropriés munis d’interfaces attractives et faciles d’emploi doivent être disponibles pour
masquer aux concepteurs la complexité de la formalisation. Un environnement de conception
devrait permettre à ses utilisateurs de parcourir chaque phase du cycle de développement
détaillé dans le Chapitre 3 en incluant une aide à la vérification formelle. Des vues claires de
la spécification, de l’architecture et des preuves doivent être générées pour aider le concepteur.
Enfin, l’outil doit aussi permettre de revenir en arrière pour ajouter ou modifier des éléments
au cours du cycle de développement jusqu’à l’obtention d’une architecture satisfaisante.
L’objet du chapitre suivant est la description de l’outil CAPRIV réalisé dans le cadre de cette
thèse. Une étude de cas illustre l’utilisation de cet outil dans le chapitre d’après.
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CHAPITRE 5
Outil d’aide à la conception
5.1 Introduction
La démarche et le modèle formel présentés précédemment forment une base théorique pour
aider le concepteur à construire une architecture répondant aux exigences de protection de la
vie privée. Il est cependant difficile de tirer profit d’une formalisation sans le support d’un outil.
En effet, le nombre de primitives à manipuler peut vite s’avérer trop important pour se prêter
à un traitement manuel. De plus, le risque d’erreur ferait perdre une partie des avantages de la
formalisation.
Il est donc nécessaire de disposer d’un outil d’aide à la conception 1. Cet outil doit :
1. guider le concepteur dans l’application de la démarche systématique présentée en Fi-
gure 3.1 du Chapitre 3 ;
2. permettre la vérification des propriétés de l’architecture ainsi conçue au regard de l’axio-
matique du Tableau 4.8 du Chapitre 4.
Ces deux points font l’objet des Sections 5.2 et 5.3. Les choix techniques retenus pour l’implé-
mentation seront ensuite détaillés en Section 5.4 et une illustration de l’exemple construit au fil
des chapitres précédents est montrée en Section 5.5.
5.2 Interface
L’interface graphique 2 est le moyen par lequel l’utilisateur sera guidé dans la démarche. Les
vues successives devront lui permettre de pouvoir avancer et revenir en arrière tel que décrit
dans le Chapitre 3.
L’interface graphique doit offrir deux types de fonctionnalités : permettre au concepteur d’agir
sur le modèle et visualiser l’effet de ses actions. Ces interactions doivent réduire son exposition
au formalisme mathématique sous-jacent sans perdre les avantages qu’il procure.
1. Computer-Aided Design tool (CAO tool) en anglais.
2. Graphical User Interface (GUI) en anglais.
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5. Outil d’aide à la conception
Cela est permis par l’utilisation de deux vues qui s’affichent simultanément dans l’interface. La
modélisation est détaillée dans la Section 5.2.1 et la visualisation en Section 5.2.2.
5.2.1 Modélisation
Pour suivre la démarche systématique, la modélisation se fait au travers de trois onglets qui
correspondent aux principales étapes du cycle de développement. L’ordre naturel d’interaction
est celui de la démarche, chaque onglet se présentant l’un après l’autre. La navigation entre ces
trois onglets est cependant libre et permet au concepteur de revenir sur des choix déjà effectués.
Ces trois onglets sont :
1. Spécifier correspond à l’étape de spécification décrite dans la Section 3.4.
2. Concevoir correspond à l’étape de conception architecturale décrite dans la Section 3.5.
3. Vérifier correspond à l’étape d’évaluation décrite dans la Section 3.6. Nous utilisons le
terme « vérifier » plutôt qu’« évaluer » dans l’outil pour insister sur le caractère formel de
l’approche 3.
Nous présentons dans la suite le rôle précis de chacun de ces onglets.
Spécifier. La première tâche du concepteur est de déclarer les éléments atomiques (acteurs,
variables et fonctions) qui seront utilisés durant le développement. Différentes propriétés de
ces éléments, comme le fait qu’une variable est indexée ou qu’une fonction n’est pas inversible,
peuvent être sélectionnées à travers le processus. Les équations définissant le service sont alors
déclarées en utilisant ces éléments. Finalement, les exigences de confidentialité et d’intégrité
sont définies à partir des éléments atomiques et du service.
Concevoir. L’étape suivante pour le concepteur est de concevoir l’architecture satisfaisant les
exigences spécifiées. À cette fin, le concepteur entre les contraintes pré-existantes et définit les
opérations et les types de confiance pour chaque équation du service. Enfin, il peut ajouter les
communications manquantes pour la satisfaction du service.
Vérifier. S’il choisit de le faire, le concepteur peut ensuite vérifier l’architecture obtenue.
La première vérification concerne la cohérence de l’architecture (par exemple le fait que les
arguments d’une opération sont eux-mêmes produits d’une manière ou d’une autre au sein
du composant effectuant l’opération). S’il le souhaite, le concepteur peut, enfin, formellement
vérifier la satisfaction des exigences de confidentialité et d’intégrité.
5.2.2 Visualisation
La modélisation permet au concepteur de naviguer dans l’espace de conception.
Elle est aussi scindée en trois onglets qui répondent aux trois onglets détaillés dans la section
précédente. Chacun affiche le résultat d’une interaction :
3. Nous rappelons que le concepteur peut choisir de suivre la démarche présentée dans le Chapitre 3 de manière
informelle.
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5.3. Algorithmes d’inférence
1. les exigences, pour le résultat de la spécification ;
2. l’architecture, pour le résultat de la conception ;
3. les preuves, pour le résultat de la vérification.
Ces trois vues sont présentées dans les paragraphes qui suivent.
Exigences La vue des exigences affiche tous les éléments atomiques déclarés par le concepteur
(ainsi que leurs propriétés particulières). Les équations du service sont aussi listées. Enfin, les
exigences de confidentialité et d’intégrité spécifiées sont affichées.
Architecture La vue de l’architecture affiche les primitives architecturales et renseigne le
concepteur sur son état.
Preuves La vue des preuves affiche, pour chaque type de vérification (cohérence et exigences
de confidentialité et d’intégrité), le résultat de sa vérification et les détails correspondant.
L’interface est le moyen de créer le modèle qui peut ensuite être soumis à la vérification. Cette
dernière nécessite l’utilisation d’algorithmes dédiés qui sont présentés dans la section suivante.
5.3 Algorithmes d’inférence
La finalité des algorithmes est de déterminer la véracité d’une exigence écrite dans le langage
des propriétés architecturales du Tableau 4.6. La vérification de ces exigences est effectuée en
mettant en œuvre les règles du Tableau 4.8.
L’arbre de dépendance des règles montré sur la Figure 5.1indique que ceux-ci forment deux
branches distinctes. Celles-ci correspondent exactement aux deux types de propriété, confiden-
tialité en partie gauche et intégrité en partie droite, qui ont été traitées de manière orthogonale
dans le cadre formel. Les rectangles arrondis représentent des ensembles d’architecture Arch,
de dépendances Depi , de déductions .i et de propriétés de confidentialité et d’intégrité. Les




i , Ki , Bi et ∧ représentent les ensembles comprenant toutes les













A ` Ki (Eq), A ` Bi (Eq) et A ` ϕ1 ∧ ϕ2. Les carrés correspondent aux règles du Tableau 4.8.
Ceux-ci permettent d’inférer de nouvelles formules (appartenant à l’ensemble désigné par la
flèche sortante) à partir d’autres formules (appartenant aux ensembles desquels viennent les
flèches entrantes). Les règles H5, H6, K∧, K., B∧, B. et I∧ sont particulières en ce qu’elles
utilisent en prémisses des formules appartenant aux mêmes ensembles que la formule de
conclusion.
Les algorithmes utilisés pour vérifier les propriétés de ces deux branches sont présentés en
Section 5.3.1 pour la confidentialité et en Section 5.3.2 pour l’intégrité.
5.3.1 Confidentialité
La vérification des propriétés de confidentialité peut se faire en calculant les trois ensembles




i puis en vérifiant si la propriété appartient à l’ensemble
correspondant.
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5.3. Algorithmes d’inférence





i respectivement. Par souci de lisibilité, nous avons fait plusieurs
simplifications :
— la description des structures de données est de haut niveau : les primitives et variables du
langage architectural sont directement utilisées en suivant les conventions du langage des
termes (voir Section 4.1), du langage architectural (voir Section 4.2) et de l’axiomatique
(voir Section 4.8) ; nous décrivons brièvement dans la Section 5.4 le choix retenu pour
leur implémentation ;
— les conditions des boucles while sont vérifiées en comparant la taille de l’ensemble
courant à sa taille lors de l’itération précédente (ce qui est noté grows) ;
— l’appel à match est une reconnaissance de motif 4 : les variables libres sont instanciées
selon l’élément courant et « _ » désigne des variables anonymes.
Algorithme 5.1 Confidentialité (1 sur 3), calcul de Hasalli .
1: for all i ∈ Comp do . (i ∈ Comp)
2: hasAllSet(i ) = ∅
3: end for
4: for all r ∈ Arch do . (r ∈ A)
5: if r match Has(i ) (x ) then . Règle H1 (i ∈ Comp, x ∈ Var)
6: hasAllSet(i ) ← hasAllSet(i ) ∪ {x }
7: else if r match Receive(i ) (_) (_) (e ) then . Règle H2 (i ∈ Comp, e ∈ 2Var)
8: for all x ∈ e do . (x ∈ Var)
9: hasAllSet(i ) ← hasAllSet(i ) ∪ {x }
10: end for
11: else if r match Compute(д) (x ) (_) then . Règle H3 (д ∈ 2Comp, x ∈ Var)
12: for all i ∈ g do . (i ∈ Comp)




17: for all i ∈ Comp do . (i ∈ Comp)
18: while size(hasAllSet(i )) grows do . Boucle de saturation
19: for all d ∈ Dep(i ) do . (d ∈ (Comp × Comp))
20: if d match (x ,y) then . (x ,y ∈ Vars)
21: if y ∈ hasAllSet(i ) then . Règle H5






La preuve de correction des Algorithmes 5.1, 5.2 et 5.3 peut désormais être établie.
Preuve de correction. La Figure 5.2 montre l’ordre dans lequel les règles sont appliqués en
4. Pattern matching en anglais.
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5. Outil d’aide à la conception
Algorithme 5.2 Confidentialité (2 sur 3), calcul de Hasonei .
1: for all i ∈ Comp do . (i ∈ Comp)
2: hasOneSet(i ) = ∅
3: end for
4: for all r ∈ Arch do . (r ∈ A)
5: if r match Spotcheck(i ) (_) (x ) (_) then . Règle H4 (i ∈ Comp, x ∈ Var)
6: hasOneSet(i ) ← hasOneSet(i ) ∪ {x }
7: end if
8: end for
9: for all i ∈ Comp do . (i ∈ Comp)
10: while size(hasOneSet(i )) grows do . Boucle de saturation
11: for all d ∈ Dep(i ) do . (d ∈ (Comp × Comp))
12: if d match (x ,y) then . (x ,y ∈ Vars)
13: if y ∈ hasOneSet(i ) then . Règle H6






Algorithme 5.3 Confidentialité (3 sur 3), calcul de Hasnonei .
1: for all i ∈ Comp do . (i ∈ Comp)
2: hasNoneSet(i ) = ∅ . (hasAllSet(i ) et hasOneSet(i ) déjà définis)
3: end for
4: for all i ∈ Comp do . (i ∈ Comp)
5: for all x ∈ Var do . (x ∈ Var)
6: if x < (hasAllSet(i ) ∪ hasOneSet(i )) then . Règle H7




partant de trois ensembles initialement vides hasAllSet(i ), hasOneSet(i ) et hasNoneSet(i ) re-




i . Cet ordre est compatible
avec les relations de dépendance entre les ensembles (voir Figure 5.1).
Ces ensembles sont ensuite augmentés des propriétés correspondant aux règles applicables 5
dans l’ordre mentionné. Les règles H5 et H6, qui font intervenir en prémisses les ensembles
eux-mêmes, sont appliquées jusqu’à saturation de ces ensembles.
L’ensemble Hasalli est complètement défini par application des règles H1, H2, H3 et H5 puis-





Hasonei , quant à lui, est complètement défini par l’application des règles H4 et H6. Enfin,
5. Nous écrivons « règles applicables » plutôt que « instances possibles des règles applicables » par souci de
lisibilité.
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l’ensemble Hasnonei est complètement défini par application de la règle H7.
Les ensembles Hasalli puis Has
one
i et enfin Has
none
i sont ainsi construits.
Les règles s’appliquent en testant l’appartenance de leurs prémisses aux ensembles représentant
l’architectureArch et les dépendancesDepi (par reconnaissance demotifs). Si les prémisses sont
vérifiées, alors la conclusion est ajoutée dans l’un des ensembles représentant les propriétés.
Les règles H5 et H6 sont appliquées par saturation des ensembles correspondants. Chaque
ensemble contient alors les variables satisfaisant la propriété correspondante. L’algorithme est
donc correct. 
La preuve de terminaison de ces trois algorithmes est maintenant donnée.
Preuve de terminaison. Les ensembles sur lesquels itèrent les boucles de l’Algorithme 5.1 sont
Comp pour les lignes 1, 12 et 17, Arch pour la ligne 4, Var pour la ligne 8, (Comp×Comp) pour
la ligne 19 et Vars pour la ligne 20. Pour l’Algorithme 5.2, les boucles se font pour les lignes
1 et 9 sur Comp, pour la ligne 4 sur Arch, pour la ligne 10 sur hasAllSet(i ) ⊆ Vars et pour la
ligne 11 sur (Comp × Comp). Enfin, l’Algorithme 5.3 boucle aux lignes 1 et 4 sur Comp et à la
ligne 5 sur Vars.
Thibaud Antignac — 2015 85
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0016/these.pdf 
© [T. Antignac], [2015], INSA de Lyon, tous droits réservés
5. Outil d’aide à la conception
OrComp etVars sont les ensembles des composants et des variables qui sont finis par hypothèse.
L’ensemble Arch contient l’architecture courante qui est aussi finie par hypothèse. Enfin, les
opérations ensemblistes d’union ∪, de produit cartésien × et d’ensemble des parties d’un
ensembleP (notées 2B dans les commentaires des algorithmes) sont appliquées à des ensembles
finis et produisent donc des ensembles finis. Toutes les boucles mentionnées précédemment
itèrent donc sur des ensembles finis.
Enfin, la boucle de saturation sur hasAllSet(i ) se termine car la taille de hasAllSet(i ) possède
un majorant qui est |Vars| : la boucle effectue donc au maximum autant d’itérations (plus une
pour la comparaison). Par conséquent, la procédure elle-même se termine. 
Les algorithmes d’inférence pour les propriétés d’intégrité, objet de la section suivante re-
posent sur le même schéma. Les relations de déduction .i demandent cependant un traitement
particulier.
5.3.2 Intégrité
La vérification des propriétés d’intégrité peut se faire comme dans la section précédente en
calculant les deux ensembles Ki et Bi . Il peut toutefois s’avérer que ce calcul ne puisse être que
partiel car les relations de déduction .i sont construites à partir des termes (voir Tableau 4.1)
qui ne sont pas finis a priori (en raison de F). Dans ce cas, les algorithmes d’application des
règles K. et B. ne seront que semi-décidables.
En effet, celles-ci reposent sur des égalités entre termes. La logique du premier ordre avec
égalité est connue pour n’être que semi-décidable dès lors qu’elle comporte plusieurs fonctions
au moins unaires [Mon76].
Les procédures sont détaillées dans les Algorithmes 5.4 et 5.5. Nous avons toutefois écarté les
règles K., K∧, B., B∧ et I∧ pour les raisons évoquées (K∧, B∧ et I∧ dépendant des résultats
de K. et B. comme montré dans la Figure 5.1). Nous nommons K′i et B
′
i ces ensembles partiels.
Nous établissons maintenant les preuves de correction et de terminaison des Algorithmes 5.4
et 5.5.
Preuve de correction. La Figure 5.3 définit un ordre dans lequel les règles sont appliquées. Cet
ordre est compatible avec les relations de dépendance entre les ensembles (voir Figure 5.1).
L’ensemble K′i est défini par application des règles K1, K2, K3, K4 et K5.
L’ensemble B′i est construit par application des règles B et KB. Il ne peut donc être construit
qu’après la construction de l’ensemble K′i car il dépend de celui-ci à travers l’application de la
règle KB.
Les règles sont appliquées comme décrit dans la preuve de correction précédente. Les algo-
rithmes sont donc corrects. 
Preuve de terminaison. Ces deux algorithmes se terminent pour les mêmes raisons que les
algorithmes construisant les ensembles relatifs à la confidentialité : les ensembles d’itération
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5.3. Algorithmes d’inférence
Algorithme 5.4 Intégrité (1 sur 2), calcul de K′i .
1: for all i ∈ Comp do . (i ∈ Comp)
2: kSet(i ) = ∅
3: end for
4: for all r ∈ Arch do . (r ∈ A)
5: if r match Compute(g) (x ) (t ) then . Axiome K1 (д ∈ 2Comp, x ∈ Var, t ∈ T )
6: for all i ∈ д do . (i ∈ Comp)
7: kSet(i ) ← (x = t )
8: end for
9: else if r match Check(i ) (e ) then . Axiome K2 (i ∈ Comp, e ∈ 2Eq)
10: for all eq ∈ e do . (eq ∈ Eq)
11: kSet(i ) ← eq
12: end for
13: else if r match VerifProof(i ) (_) (e ) then . Axiome K3 (i ∈ Comp, e ∈ 2Eq)
14: for all eq ∈ e do . (eq ∈ Eq)
15: kSet(i ) ← eq
16: end for
17: else if r match VerifProof(i ) (_) (e ) then . Axiome K4 (i ∈ Comp, e ∈ 2Eq)
18: for all r ′ ∈ e do . (r ′ ∈ Pro)
19: if r ′ match Attest (k ) (e ′) then . (k ∈ Comp, e ′ ∈ Att)
20: for all r ′′ ∈ Arch do . (r ′′ ∈ A)
21: if r ′′ match Trust (i ′) (k ′) then . (i ′ ∈ Comp, k ′ ∈ Comp)
22: if i ′ == i and k ′ == k then
23: for all eq ∈ e ′ do . (eq ∈ Eq)







31: else if r match VerifAttest(i ) (j ) (e ) then . Axiome K5 (i ∈ Comp, j ∈ Comp, e ∈ 2Eq)
32: for all r ′ ∈ Arch do . (r ′ ∈ A)
33: if r ′ match Trust (i ′) (j ′) then . (i ′ ∈ Comp, j ′ ∈ Comp)
34: if i ′ == i and j ′ == j then
35: for all eq ∈ e ′ do . (eq ∈ Eq)
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5. Outil d’aide à la conception
Algorithme 5.5 Intégrité (2 sur 2), calcul de B′i .
1: for all i ∈ Comp do . (i ∈ Comp)
2: bSet(i ) = ∅ . (kSet(i ) déjà définis)
3: end for
4: for all r ∈ Arch do . (r ∈ A)
5: if r = Spotcheck(i ) (_) (_) (e ) then . Axiome B (i ∈ Comp, e ∈ 2Eq)
6: for all eq ∈ e do . (e ∈ Eq)




11: for all i ∈ Comp do . (i ∈ Comp)
12: for all eq ∈ kSet(i ) do . Axiome KB (eq ∈ Eq)















Figure 5.3 – Algorigramme de création des ensembles de formules K′i et B
′
i .
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5.4. Implémentation
sont finis (les ensembles Pro, Att et Eq sont définis par l’architecture, elle-même finie par
hypothèse). 
Remarque. L’ensemble Bi ne devrait commencer à être construit qu’une fois l’ensemble Ki
terminé. Néanmoins, cela peut s’avérer impossible dans le cas d’une relation de déduction .i
non décidable. Cependant, nous pouvons remarquer que les règles K. et K∧ d’une part, et B. et
B∧ d’autre part, sont identiques à la modalité (connaissance ou croyance) près. Par conséquent,
pour déduire une croyance, il est toujours possible d’appliquer les règles K1 à K5, puis KB et
B avant d’appliquer B. et B∧ (plutôt que d’appliquer K. avant KB).
Ce dernier point est particulièrement utile pour l’implémentation de l’outil car il évite d’avoir
à faire appel à deux procédures indécidables pour la vérification des propriétés de croyance.
Nous faisons appel à un prouveur de théorème tiers pour l’application des règles impliquant les
.i .
5.4 Implémentation
Les algorithmes présentés dans le chapitre précédent ont été implémentés dans un outil d’aide
à la conception nommé CAPRIV 6. Celui-ci est un prototype et comporte à ce stade certaines
limitations dans l’interface.
CAPRIV a été développé en Scala [OSV10] qui est un langage fonctionnel (impur) typé orienté
objet. Le programme est exécuté sur la machine virtuelle Java 7, ce qui permet d’être indé-
pendant de la plate-forme et d’utiliser les bibliothèques Java (comme Swing qui a été utilisé
pour construire l’interface graphique). L’utilisation de Scala simplifie l’implémentation selon
l’approche LCF 8 [Gor00] qui garantit statiquement que les théorèmes ne peuvent être déduits
que des axiomes et de l’application des règles d’inférence. Tous les éléments du cadre for-
mel (langages et éléments atomiques) ont été modélisés sous la forme de types de données
algébriques. Ceux-ci ont été implémentés dans Scala sous la forme de classes abstraites. La
technique de reconnaissance de motifs 9 rend l’utilisation de ces classes abstraites naturelle. Le
résultat est un code plus concis et lisible que ce qui aurait été possible d’obtenir en Java.
La vérification de certaines des propriétés de connaissance et de croyance repose sur des
prouveurs de théorème 10 et CAPRIV agit dans ce cas comme un point d’entrée 11 vers
Why3 [Bob+11]. Why3 est une plateforme dans laquelle des théories peuvent être exprimées
dans un langage proche de ML 12. Des bibliothèques standards sont proposées pour modéliser
facilement des structures telles que des anneaux ou des tableaux par exemple. Why3 repose
lui-même sur des prouveurs de théorème tiers tels que Alt-Ergo [Bob+08] ou Z3 [DMB08]
entre autres.
6. Computer-Aided PRIVacy.
7. Java Virtual Machine en anglais.
8. Logic for Computable Functions.
9. Pattern matching en anglais.
10. Automatic Theorem Provers en anglais.
11. Front-end en anglais.
12. MetaLanguage.
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5. Outil d’aide à la conception
CAPRIV génère automatiquement des théories correspondant aux architectures (sous la forme
d’axiomes et de conjectures à prouver), appelleWhy3 et traite sa réponse à travers son interface
de programmation 13. Par exemple, si la fonction H est injective, alors l’axiome :
axiom h_inj : forall x y : t. ((h x = h y) -> (x = y))
est ajouté dans la théorie. Si la fonction HH admet une propriété d’homomorphisme, alors
l’axiome :
axiom hh_hom : forall x : t. ((mult (hh x)) = (hh (add x)))
est ajouté dans la théorie pour les variables tableaux.
Quand une propriété attendue ne peut être prouvée, un concepteur suffisamment expert peut
choisir d’utiliser directement l’interface deWhy3 qui peut être appelée depuis CAPRIV. Il peut
alors s’appuyer sur les possibilités de preuve interactive de théorèmes deWhy3 en essayant plu-
sieurs stratégies. Il est même possible pour un concepteur expert d’exploiter les configurations
détaillées ou directement les théories — ces compétences ne sont toutefois pas requises pour
un usage standard de CAPRIV. Le choix de se reposer sur un outil externe tel queWhy3montre
qu’il est possible d’intégrer le développement de solutions respectueuses de la vie privée dès la
conception dans des cadres déjà existant. Ce dernier point est particulièrement important pour
la diffusion des outils et des pratiques.
5.5 Exemple d’utilisation de CAPRIV
Nous reprenons l’exemple du relevé intelligent de consommation électrique commencé dans
les chapitres précédents. Le but est de concevoir une architecture répondant à des exigences
de confidentialité fortes vis-à-vis du fournisseur d’électricité qui ne doit avoir accès qu’au
minimum possible de données à caractère personnel. Le schéma architectural est présenté en
Figure 4.1.
Plusieurs exemples d’interaction avec CAPRIV correspondant à chacune des étapes du dévelop-
pement décrit en Section 5.2.1 sont présentés dans les sections suivantes : pour la spécification
des exigences, la conception architecturale et la vérification.
Spécification. La première étape est la spécification des exigences. Le résultat obtenu par
l’utilisation de l’outil CAPRIV est représenté en Figure 5.4.
Le concepteur rentre tous les éléments atomiques et construit les équations du service et les
exigences à partir de cet onglet. Les résultats apparaissent directement. Les éléments appa-
raissent dans des menus déroulants afin de minimiser le risque d’erreur de saisie (principe de
la non-répétition 14).
Conception. L’étape suivante est la conception architecturale. La Figure 5.5 montre une
capture d’écran de l’outil CAPRIV à cette étape.
13. Application Programming Interface (API) en anglais.
14. Don’t Repeat Yourself (DRY) en anglais.
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5.5. Exemple d’utilisation de CAPRIV
Figure 5.4 – Phase de spécification dans CAPRIV pour Ω1.
Cet onglet fait apparaître de manière très ordonnée le cycle de conception. Plus aucun élément
ne peut être entré par le clavier à cette étape. Après avoir entré les contraintes, le concepteur
peut choisir une localisation et un type de confiance par composant concerné pour chaque
opération. Enfin, les communications de variables et de primitives peuvent être sélectionnées
pour finaliser l’architecture.
Vérification. L’étape suivante est la vérification des exigences. Nous prenons deux exemples
dont les résultats attendus ont déjà été calculés manuellement dans le chapitre précédent.
Une exigence qu’il est important de vérifier, issue duTableau 4.11, est le non-accès de l’opérateur
à la consommation détaillée de l’usager : HasnoneP (ECONSt ). Une capture d’écran de CAPRIV
pour la vérification de cette propriété est donnée en Figure 6.6. Cette vérification correspond à
ce qui était attendu avec l’utilisation de la règle (H7).
La seconde vérification porte sur une exigence d’intégrité passée en revue dans le Tableau 4.12.
Le concepteur souhaite vérifier si l’usager peut être convaincu de la correction du montant final
de la facture qui lui est soumis par rapport aux prix intermédiaires. CAPRIV fait alors appel à
la plateforme Why3. Une capture d’écran de Why3 avec une théorie générée par CAPRIV pour
la vérification de la propriété KP
(
fee =  + pricet
)
est donnée en Figure 5.7. Les axiomes de
cette théorie correspondent aux relations dérivées sans utilisation de (K.). Le résultat est aussi
conforme à ce qui était attendu et cohérent avec les développements des chapitres précédents.
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5. Outil d’aide à la conception
Figure 5.5 – Phase de conception dans CAPRIV pour Ω1.
5.6 Conclusion
L’outilCAPRIV présenté dans ce chapitre facilite la tâche du concepteur en le guidant à travers la
démarche systématique détaillée dans le Chapitre 3. Cette aide à la conception d’architectures lui
permet de bénéficier du formalisme défini dans le Chapitre 4 sans y être directement confronté
grâce à l’interface graphique. Il peut donc vérifier que les exigences sont satisfaites directement
dans CAPRIV et s’appuyer sur des outils standards en cas de besoin.
Une étude de cas où plusieurs types de confiance sont explorés est présentée dans le chapitre
suivant. L’impact de ces types de confiance sur l’architecture pourra ainsi être analysé. L’apport
de l’outil sera illustré au fil de la démarche en poursuivant l’exemple.
92 Thibaud Antignac — 2015
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0016/these.pdf 
© [T. Antignac], [2015], INSA de Lyon, tous droits réservés
5.6. Conclusion
Figure 5.6 – Vérification de HasnoneP (ECONSt ) dans CAPRIV pour Ω1.
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5. Outil d’aide à la conception
Figure 5.7 – Vérification de KP
(
fee =  + pricet
)
dans Why3 pour Ω1.
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L’outil présenté dans le chapitre précédent guide un concepteur non-expert dans la démarche
systématique. Il permet aussi de vérifier formellement la satisfaction des exigences de confiden-
tialité et d’intégrité. Ce chapitre propose d’étendre le cas d’étude détaillé au cours des chapitres
précédents.
Cette étude permet d’illustrer que :
1. la démarche systématique proposée dans le Chapitre 3 aide le concepteur à concevoir une
architecture respectueuse de la vie privée des utilisateurs ;
2. l’outil présenté dans le Chapitre 5 facilite le suivi de cette démarche ;
3. l’outil permet la vérification formelle des exigences de confidentialité et d’intégrité selon
les définitions du Chapitre 4.
Le relevé intelligent de consommation électrique est une application industrielle qui peut
impliquer des relevés de consommation très fréquents s’avérant intrusifs pour les usagers
(voir [Liu+12]). Différentes sortes de services peuvent être fournis dans de tels systèmes
comme la facturation de la consommation ou la surveillance de la charge du réseau électrique.
Nous explorons dans cette étude le cas de la facturation.
Trois solutions architecturales reposant sur des types de confiance différents sont spécifiées,
proposées et évaluées dans les Sections 6.2 pour la confiance par attestation 1, 6.3 pour la
confiance par sécurité et 6.4 pour la confiance par redevabilité.
6.2 Première solution : confiance par attestation
La première solution que nous décrivons est principalement basée sur la confiance par attes-
tation. Le compteur M est chargé d’effectuer les mesures et l’usager U est en charge de la
1. Cette première solution est une reprise compacte et continue de l’exemple détaillé au fil des chapitres
précédents.
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6. Cas d’étude
tarification et du calcul du montant fee. Tous ces calculs sont attestés par les composants qui en
sont les auteurs.
La Figure 6.1 montre une représentation informelle de l’architecture envisagée 2. Nous donnons
cette figure en amont de la démarche par souci de clarté. En situation réelle, le concepteur d’un
système peut avoir une idée de l’architecture avant d’appliquer la démarche systématique ou
s’appuyer sur la démarche pour construire une architecture par application successive des
différentes étapes.
Nous commençons par la phase de spécification, dans la Section 6.2.1 avant de concevoir
l’architecture dans la Section 6.2.2. La phase de vérification est ensuite appliquée dans la
Section 6.2.3.
6.2.1 Spécification
Nous suivons la démarche de spécification systématique détaillée dans la Section 3.4 en com-
mençant par recenser les acteurs dans la Section 6.2.1.1. Le service est ensuite modélisé dans
la Section 6.2.1.2 et les exigences sont définies en Section 6.2.1.3.
6.2.1.1 Recensement des acteurs
Trois acteurs sont nécessaires pour modéliser le service. Les usagers sont naturellement les
sujets des données personnelles relatives à leur propre consommation électrique et le fournisseur
d’électricité agit comme responsable de traitement pour calculer le prix à facturer à l’usager à
la fin de la période de facturation (voir Section 1.1.3). Enfin, les relevés de consommation sont
effectués par des compteurs.
L’usager est désigné par U ∈ DS avec U un identifiant unique. Le fournisseur est désigné par
P ∈ DC et le compteur par M ∈ DP.
6.2.1.2 Modélisation du service
Dans notre exemple, le service se modélise comme un montant à facturer, qui est la somme des
tarifs correspondant aux consommations à chaque instant.
Afin d’exprimer les unités de temps, nous introduisons l’indice t borné par le nombre de
périodes temporelles retenues dans la période de facturation. Nous pouvons alors modéliser le









pricet = F (const )
const = S (ECONSt )

avec F une politique tarifaire permettant d’obtenir le tarif pricet pour une consommation parti-
culière const de l’acteur U à l’instant t . La fonction S représente la mesure de la consommation
physique réelle ECONSt . La version graphique de ce service est représentée en Figure 6.2.
2. Comme dans le Chapitre 3, les flèches en pointillés représentent les liens de confiance par attestation. Les
flèches pleines représentent les envois d’un composant à un autre. Ceux-ci peuvent consister en des variables et des
déclarations. Enfin, les équations dans les composants représentent la localisation des calculs.
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Figure 6.2 – Modèle du service Ω1.
Tous les acteurs, à savoir l’usager U, le fournisseur d’électricité P et le compteur M connaissent
le service Ω1 et peuvent s’en servir pour calculer ou raisonner.
Dans cet exemple, on peut noter que ECONSt est une variable de l’environnement. Nous
supposons que
∑
est une fonction agrégative et que F et S sont des fonctions génériques
supposées facilement inversibles par défaut.
L’étape suivante est la définition des exigences à partir du modèle Ω1.
6.2.1.3 Définition des exigences
Dans notre exemple, à la fois l’usager U et le fournisseur d’électricité P doivent avoir accès
aux montants fee concernant l’usager. De plus, U doit avoir accès à ses données personnelles
ECONSt , const et pricet . En revanche, le fournisseur d’électricité P ne doit pouvoir accéder ni
aux variablesECONSt , ni aux const , ni aux pricet car les fonctions demesure S et de tarification
F, connues de tous, sont facilement inversibles. Ces exigences de confidentialité sont résumées
dans le Tableau 6.1.





Tableau 6.1 – Spécification des exigences de confidentialité pour Ω1.
Pour ce qui est de l’intégrité, les usagers comme le fournisseur doivent avoir confiance dans






, pricet = F (const ) et const = F (ECONSt ) (sans
que cela implique que le fournisseur ait accès aux variables ECONSt , const et pricet ). Ces









pricet = F (const ) U, P
const = S (ECONSt ) U, P
Tableau 6.2 – Spécifications des exigences d’intégrité pour Ω1.
La définition des exigences clôt cette phase de la démarche. Le résultat obtenu par l’utilisation
de l’outil CAPRIV est représenté en Figure 6.3.
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6.2. Première solution : confiance par attestation
Figure 6.3 – Phase de spécification dans CAPRIV pour Ω1.
Une fois la spécification décrite, le concepteur passe à la phase de conception architecturale.
Nous décrivons cette étape dans la section suivante.
6.2.2 Conception architecturale
Le concepteur conçoit une architecture qui doit satisfaire la spécification définie dans la section
précédente.
Cette phase de conception suit les trois étapes de la démarche systématique présentées dans la
Section 3.5 que sont la structuration en Section 6.2.2.1, l’opérationnalisation en Section 6.2.2.2
et la finalisation en Section 6.2.2.3.
6.2.2.1 Structuration
La structuration pose les bases les plus importantes de l’architecture. Les choix effectués à cette
étape ont des conséquences sur toute la suite de la démarche de conception.
L’étude des composants participants, des choix imposés et de l’anonymat au sein de l’architec-
ture composent cette première étape en suivant la démarche détaillée dans la Section 3.5.1.
Composants participants. Dans notre exemple, nous considérons que chaque acteur est
représenté par un composant dans l’architecture. Le système comprend donc un composant
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6. Cas d’étude
CM pour le compteur, un composant CU pour l’usager et un composant CP pour le fournisseur
d’électricité 3.
Choix imposés. Les ECONSt sont les grandeurs qui doivent être mesurées. L’opération de
mesure, désignée par la fonction S, doit être effectuée par le compteur CM. Ces compteurs ne
doivent avoir accès qu’aux données qu’ils mesurent, soit les ECONSt .
Anonymat. Le service de facturation de notre exemple est par définition nominatif. Il ne
comporte donc pas d’exigence d’anonymat.
Une fois la structure de l’architecture définie dans cette première étape, la conception se poursuit
par la phase d’opérationnalisation.
6.2.2.2 Opérationnalisation
La phase d’opérationnalisation permet au concepteur de choisir où sont effectués les calculs.
Les types de confiance des différents acteurs pour ces calculs sont aussi choisis dans cette phase.
La localisation des calculs, l’éventuelle sélection d’affaiblissements et le choix des types de
confiance sont les étapes majeures de cette phase suivant la démarche détaillée dans la Sec-
tion 3.5.2.
Localisation des calculs. La première opération est la fonction de mesure S. Celle-ci a déjà
été localisée dans le compteur dans la phase précédente (il s’agit d’un choix imposé).
La deuxième fonction rencontrée dans la spécification de notre exemple est F. Comme les
données de consommation sont déjà connues du compteur CM, l’option privilégiée consiste à
localiser le calcul F au même endroit. Cependant, cette hypothèse n’est pas forcément réaliste
car les compteurs ont en général des capacités de calcul limitées et ne servent qu’une seule
fonction qui est celle de la mesure (S ici). La deuxième option pour effectuer ce calcul est
alors le composant CU contrôlé par l’usager U (en pratique, il peut s’agir de son PC ou d’un
équipement dédié). C’est l’option du calcul par le composant de l’usager CU qui est retenue.




individuelles pricet . Le meilleur endroit pour effectuer le calcul correspondant est également
le composant CU puisqu’il a déjà accès aux arguments nécessaires à cette fin.
Les choix de localisation pour les trois fonctions S, F et
∑
t
sont rappelés dans le Tableau 6.3.
Sélection d’affaiblissements. L’application retenue ici est une application de facturation. La
règlementation exige que cette donnée soit précisément établie car la facture doit refléter exacte-
ment la consommation de l’usager. Nous supposons donc qu’aucune technique d’affaiblissement
n’est utilisée.
3. Nous conservons les dénominations M, U et P dans l’outil par souci de lisibilité.
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pricet = F (const ) CU
const = S (ECONSt ) CM
Tableau 6.3 – Localisation des calculs pour Ω1.
Choix des types de confiance. Il est maintenant possible de choisir un type de confiance pour
chacune des opérations S, F et
∑
t
de l’architecture. Ce choix doit s’effectuer pour les exigences
d’intégrité de chaque type d’acteur concerné : l’usager et le fournisseur. Les compteurs n’ont
pas d’exigence d’intégrité sur les données et ne sont donc plus mentionnés dans le reste de cette
étape.
La confiance par attestation est le type de confiance choisi classiquement lorsqu’un compteur
est chargé d’effectuer une mesure, le compteur étant supposé être un composant métrologique
sécurisé et certifié.
Nous considérons d’abord les exigences d’intégrité du fournisseur sur le résultat final fee du
calcul. Le fournisseur est assuré de la bonne mesure S par une confiance par attestation de la
part du compteur. La confiance par le calcul est exclue pour ce qui est de l’opération F car
celle-ci est localisée chez un composant contrôlé par l’usager U. Le concepteur décide plutôt
de retenir une confiance par attestation, prévoyant par exemple que le composant CU est un
module de plateforme de confiance. Pour l’opération
∑
t
, la confiance par attestation est aussi
sélectionnée de la même façon que pour l’opération F. Le fournisseur doit donc avoir confiance
dans les attestations de tous les autres composants de l’architecture et être capable de vérifier
leur authenticité.
Pour ce qui est de l’usager U, celui-ci est assuré de l’intégrité de la mesure S par le même
moyen que le fournisseur : il établit une confiance par attestation dans le composant CM. En




par le calcul est retenue puisqu’il a été choisi d’y localiser ces calculs.
Le résultat obtenu à l’issue de cette étape est résumé dans le Tableau 6.4.








pricet = F (const ) Calcul Attestation
const = S (ECONSt ) Attestation Attestation
Tableau 6.4 – Types de confiance pour Ω1.
6.2.2.3 Finalisation
La finalisation de l’architecture consiste à la munir de canaux de communication. Ceux-ci
doivent permettre de satisfaire les exigences de confidentialité et les contraintes de cohérence.
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6. Cas d’étude
Ces étapes d’ajout de canaux de communication de variables et de déclarations constituent les
deux étapes de cette phase telles que décrites dans la Section 3.5.3.
Communication des variables. Un canal de communication doit être ajouté entre le compo-
sant du compteurCM et le composant de l’usagerCU pour les variables const (afin que le calcul
de F puisse s’effectuer). Un autre canal doit être rajouté deCU vers le composant du fournisseur
CP pour qu’il puisse avoir connaissance de la variable fee.
Communication des déclarations. Le compteur envoie une attestation de l’intégrité de la
mesure const = S (ECONSt ) à l’usager qui la fait suivre au fournisseur. L’usager envoie
lui-aussi une attestation au fournisseur pour le reste des calculs des consommations finales







L’ajout de ces communications clôt la phase de conception architecturale. La Figure 6.4 montre
une capture d’écran de l’outil CAPRIV à cette étape.
Figure 6.4 – Phase de conception dans CAPRIV pour Ω1.
La Figure 6.5 représente l’architecture exprimée à l’aide de primitives formelles 4. Le compteur
reçoit la variable d’entrée ECONSt et effectue la mesure par l’application de S. Cette mesure
const est envoyée au composant de l’usager pour effectuer les calculs de tarification F et
4. Comme dans le Chapitre 4, les flèches n’ont pas de sémantique et servent seulement à faciliter la lecture du
schéma.
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6.2. Première solution : confiance par attestation
d’agrégation + pour déterminer le montant fee de la facture. Celui-ci est ensuite envoyé
au composant du fournisseur avec une attestation sur la mesure S par CM et une attestation
sur la tarification F et l’agrégation + par le composant de l’usager CU. La vérification de
l’authenticité de ces attestations permet au composant du fournisseur, et enfin au fournisseur
lui-même de recevoir le montant fee en étant convaincu de son intégrité (relativement aux
pricet , const et ECONSt ).
L’existence d’un modèle formel sous-jacent permet d’effectuer une vérification formelle de
l’architecture. Cette phase est détaillée dans la section suivante.
6.2.3 Vérification
La vérification de l’architecture permet au concepteur d’obtenir des garanties fortes sur les
propriétés de cette architecture.
Cette phase se scinde en trois étapes comme détaillé dans la Section 3.6 : la vérification de
la cohérence de l’architecture dans la Section 6.2.3.1, la vérification de la satisfaction des
exigences dans la Section 6.2.3.2 et la vérification de la satisfaction des contraintes dans la
Section 6.2.3.3.
6.2.3.1 Cohérence de l’architecture
L’architecture conçue est cohérente au regard des contraintes de cohérence (voir Section 4.2.3).
Les canaux de communication de variables permettent aux calculs d’être effectués aux locali-
sations choisies (telles que décrites dans le Tableau 6.3) et chaque variable n’est ainsi calculée
qu’une seule fois.
6.2.3.2 Satisfaction des exigences
Pour vérifier la satisfaction des exigences, le concepteur peut se reposer sur l’outil CAPRIV qui
offre une vérification formelle. CAPRIV indique si la propriété considérée est satisfaite. Si c’est
le cas, il indique les règles de l’axiomatique de la Section 4.4.2 utilisées pour la prouver.
Le résultat de la vérification des exigences de confidentialité est présenté dans le Tableau 6.5 5.
La vérification des propriétés de confidentialité Hasall (accès autorisé) s’appuie sur les règles
correspondant aux opérations de communication (H2), de calcul (H3) et de dépendance à travers
la relation Dep (H5). La vérification des propriétés de confidentialité Hasnone (accès interdit)
s’appuie uniquement sur la règle (H7). Cette règle repose sur l’absence de primitives permettant
d’obtenir un quelconque accès aux variables considérées. Les accès autorisés sont garantis par
la localisation des calculs et les canaux de communication ajoutés lors de l’étape de finalisation.
En ce qui concerne les interdictions d’accès, le fournisseur P ne peut déduire des fee les détails
des consommations car la fonction
∑
t
n’est pas inversible en raison de son caractère agrégatif.
Une capture d’écran de CAPRIV pour la vérification de la propriété HasnoneP (ECONSt ) (accès
interdit à ECONSt pour le fournisseur) est donnée en Figure 6.6.
5. Comme dans le Chapitre 4, le premier élément de chaque paire représente l’entité concernée par l’exigence
et le second élément l’ensemble des règles justifiant sa satisfaction.
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6.2. Première solution : confiance par attestation
Variables Accès autorisé Accès interdit
ECONSt (CU, [H2, H5]) (CP, [H7])
const (CU, [H2]) (CP, [H7])
pricet (CU, [H3]) (CP, [H7])
fee (CU, [H3]), (CP, [H2])
Tableau 6.5 – Vérification des exigences de confidentialité pour Ω1.
Figure 6.6 – Vérification de HasnoneP (ECONSt ) dans CAPRIV pour Ω1.
Le Tableau 6.6 montre de la même manière la satisfaction des propriétés d’intégrité. Les règles
utilisées sont (K1) pour la confiance par le calcul et (K5) pour la confiance par attestation. Les








(CU, [K1]), (CP, [K5])
pricet = F (const ) (CU, [K1]), (CP, [K5])
const = S (ECONSt ) (CU, [K5]), (CP, [K5])
Tableau 6.6 – Vérification des exigences d’intégrité pour Ω1.
Une capture d’écran de Why3 avec une théorie générée par CAPRIV pour la vérification de
la propriété KP
(
fee =  + pricet
)
est donnée en Figure 6.7. Les axiomes de cette théorie
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6. Cas d’étude
correspondent aux relations dérivées sans utilisation de (K.).
Figure 6.7 – Vérification de KP
(
fee =  + pricet
)
dans Why3 pour Ω1.
Cette dernière étape permet au concepteur de s’assurer que les exigences définies sont bien
satisfaites. Si certaines ne l’étaient pas, il lui faudrait alors revenir dans les étapes de spécification
ou de conception (voir Sections 3.4 et 3.5 respectivement).
La satisfaction des exigences est une propriété indispensable qui doit être atteinte par une
architecture. Cette dernière doit aussi satisfaire les contraintes non fonctionnelles comme illustré
dans la section qui suit.
6.2.3.3 Satisfaction des contraintes
La solution architecturale obtenue par le concepteur doit s’analyser dans son contexte d’applica-
tion qui est la facturation de la consommation d’électricité basée sur des compteurs intelligents.
Ces compteurs ne sont pas mobiles et un lien de communication fiable peut donc être établi
avec ceux-ci. De plus, leurs capacités de calcul sont réduites au minimum puisqu’ils ne sont
chargés que des mesures. Les calculs sont ainsi déportés dans une unité sous le contrôle de
l’utilisateur. Le fournisseur doit donc avoir confiance dans les attestations de cette unité.
Cependant, cette architecture n’est pas commune. Elle pose donc la question de son acceptabilité
par les usagers en fonction de l’ergonomie du système final et des fournisseurs qui doivent
accepter de perdre la main sur une partie de l’architecture qui leur était acquise jusqu’ici et de
faire confiance à de nouvelles unités logiques.
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6.3. Deuxième solution : confiance par sécurité
Ces limitations invitent à tenter de créer une deuxième architecture. Cette démarche est proposée
dans la section suivante.
6.3 Deuxième solution : confiance par sécurité
Une deuxième solution architecturale est proposée afin de pallier les limitations de la première.
Cette nouvelle solution est basée sur la confiance par sécurité. Au lieu d’envoyer une simple
attestation au fournisseur P, l’usager U va cette fois lui apporter une preuve. La Figure 6.8
représente de manière informelle l’architecture envisagée pour cette solution 6.
Nous ne décrivons pas dans le reste de ce chapitre l’ensemble de la démarche de manière aussi
systématique que pour la première solution. Nous ne mentionnons ainsi que les différences
et évolutions par rapport à cette dernière. L’itération sur la phase de spécification est décrite
dans la Section 6.3.1, la phase de conception en Section 6.3.2 et la phase de vérification en
Section 6.3.3.
6.3.1 Spécification
À ce stade, le concepteur de l’architecture souhaite revenir sur des choix faits précédemment.
Il préfère adopter une confiance par sécurité pour les calculs effectués par le composant de
l’usager (l’application de la tarification F et l’agrégation
∑
t
). La représentation informelle de la
Figure 6.8 montre que les deux relations seront prouvées au fournisseur P par l’usager U. Nous
considérons dans la suite que la preuve de pricet = F (const ) est une primitive de base et nous







La construction de cette deuxième solution nécessite une extension dumodèle de service comme
décrit en Section 6.3.1.1. Par suite, les exigences sont redéfinies dans la Section 6.3.1.2.
6.3.1.1 Extension du modèle de service







Nous allons exploiter le fait qu’il s’agisse d’une agrégation basée sur l’addition et introduisons la
fonction HH. Celle-ci servira au fournisseur à effectuer des calculs sur des valeurs modifiées des
variables. Ces valeurs modifiées conservent néanmoins une structure homomorphe aux valeurs
non modifiées. Le fournisseur ne devra pas pouvoir retrouver les valeurs non modifiées à partir
des valeurs modifiées. Cette fonction ne doit donc pas être inversible et doit être injective. HH
doit en plus admettre une propriété d’homomorphisme telle que HH (x + y) = HH (x )×HH (y).
La fonction HH correspond à une fonction de hachage. Le modèle du service Ω1 est donc étendu
6. Comme dans la section précédente, nous donnons cette représentation en amont de la démarche par souci de
clarté. Le concepteur n’a pas besoin a priori de cette représentation pour suivre la démarche systématique.
Thibaud Antignac — 2015 107
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0016/these.pdf 






























































































108 Thibaud Antignac — 2015
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2015ISAL0016/these.pdf 
© [T. Antignac], [2015], INSA de Lyon, tous droits réservés










pricet = F (const )
const = S (ECONSt )












avec les variables cfee et cpricet les hachés des variables fee et pricet . La version graphique
de ce service est représentée en Figure 6.9. Cette PET correspond au chiffrement homomorphe











Figure 6.9 – Modèle du service Ω2.
6.3.1.2 Redéfinition des exigences
Les nouvelles variables et équations apparues dansΩ2 nécessitent de redéfinir les exigences. Les
exigences n’ont cependant pas changé pour les variables et équations déjà présentes dans Ω1.
Les nouvelles variables introduites qui sont le résultat de fonction de hachage (non inversible)
peuvent être communiquées au fournisseur comme montré dans le Tableau 6.7.







Tableau 6.7 – Spécification des exigences de confidentialité pour Ω2.
Les exigences de confidentialité déjà présentes dans le cas de Ω1 ne changent pas non plus et
seul le fournisseur est intéressé par l’intégrité des nouvelles équations (la modification des types
de confiance pour l’usager n’est pas envisagée pour cette nouvelle solution). Le Tableau 6.8
montre la spécification des exigences d’intégrité qui en résulte.
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pricet = F (const ) U, P
const = S (ECONSt ) U, P













Tableau 6.8 – Spécifications des exigences d’intégrité pour Ω2.
Nous montrons dans la Figure 6.10 la vue de CAPRIV avec le modèle enrichi par les nouvelles
équations de Ω2.
Figure 6.10 – Phase de spécification dans CAPRIV pour Ω2.
La suite de la phase de spécification est la phase de conception qui est décrite dans la section
suivante.
6.3.2 Conception architecturale
L’introduction de la fonction HH et des variables cfee et cpricet permet d’effectuer de nouveaux
calculs dans l’architecture. Nous ne détaillons que les étapes de localisation des calculs et de
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6.3. Deuxième solution : confiance par sécurité
choix des types de confiance dans les paragraphes suivants. En effet, ces deux étapes sont les
plus impactées par l’itération en cours.
La localisation des nouveaux calculs est détaillée dans la Section 6.3.2.1 et la manière dont les
types de confiance sont choisis est détaillée dans la Section 6.3.2.2.
6.3.2.1 Localisation des calculs
La localisation des calculs pour les fonctions S, F et
∑
t
ne change pas par rapport à la première
solution. Les nouvelles équations introduites dans le modèle sont considérées tour à tour.




est le composant de l’usager
CU : il est déjà chargé du calcul des pricet et a donc les arguments nécessaires au calcul.






pourrait aussi s’effectuer auprès du composant CU puisqu’il
dispose des arguments nécessaires pour ce faire. Cela nécessiterait cependant, dans l’étape
suivante, de choisir un type de confiance approprié. Nous serions alors dans la même situation






). Le concepteur change donc de
localisation et confie ce calcul au composant du fournisseurCP (sans introduire de problème de
confidentialité car la fonction HH n’est pas inversible : les pricet ne peuvent donc être déduits
des cpricet ).
Enfin, le calcul de l’équation cfee = HH (fee) n’est pas effectué. En effet, cfee est déjà calculé
par ailleurs et il n’est pas possible de calculer deux fois la même variable (cela entraînerait une
incohérence).









pricet = F (const ) CU
const = S (ECONSt ) CM













Tableau 6.9 – Localisation des calculs pour Ω2.
Après avoir localisé les calculs, nous choisissons les types de confiance appropriés comme
détaillé dans la section suivante.
6.3.2.2 Choix des types de confiance
Les types de confiance appropriés sont choisis pour chaque calcul. Pour le composant U, les
types de confiance ne changent pas par rapport à la première solution. U n’a pas besoin d’avoir
confiance dans l’intégrité des trois nouveaux calculs puisque celles déjà existantes lui suffisent
pour satisfaire l’exigence d’intégrité sur fee =
∑
t
(F (S (ECONSt ))).
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6. Cas d’étude
Pour ce qui est du fournisseur P, les exigences d’intégrité portent également sur les trois
équations permettant de déduire fee =
∑
t
(F (S (ECONSt ))). Nous avons cependant choisi de






en introduisant les trois autres équations. Il devient dès
lors nécessaire que P puisse vérifier l’intégrité des trois équations de calcul introduites.




est la confiance par sécurité : l’usager







cfee = HH (fee) sont associés à un type de confiance par calcul pour le fournisseur P. Ce choix est
naturel pour le premier calcul qui est localisé sur ce même composant. Le fournisseur dispose
des paramètres nécessaires pour établir la confiance dans le deuxième calcul en effectuant
localement un test d’égalité entre cfee et HH (fee). La confiance dans ces trois équations permet






pour laquelle nous retenons un type de confiance
par sécurité.
Le résultat obtenu à l’issue de cette étape est résumé dans le Tableau 6.10.








pricet = F (const ) Calcul Sécurité
const = S (ECONSt ) Attestation Attestation













Tableau 6.10 – Types de confiance pour Ω2.
L’interface de l’outilCAPRIV à l’issue de cette étape est montrée en Figure 6.11. Elle comprend
les choix de localisation et de types de confiance. Les éléments obtenus à travers la phase de
finalisation (non développés dans cette section) ont aussi été entrés.
Le modèle formel obtenu à l’issue de cette phase est représenté sur la Figure 6.12. Il se distingue
notamment du modèle de la première solution (voir Figure 6.5) par le changement des types de
confiance choisis et l’introduction de nouveaux calculs nécessaires à leur mise en œuvre.
L’architecture obtenue pour cette deuxième solution (après application de l’étape de finalisation,
non développée ici) semble satisfaire les exigences. La phase de vérification développée dans
la section suivante permet de le vérifier.
6.3.3 Vérification
Nous nous concentrons à ce stade sur l’étape de validation des exigences. Le résultat de la
vérification des exigences de confidentialité est présenté dans le Tableau 6.11. Nous pouvons
noter que la propriété de non-inversibilité de la fonctionHHest nécessaire afin que le fournisseur,
qui a accès aux cpricet , ne puisse pas retrouver les pricet (à travers la relation Dep).
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6.3. Deuxième solution : confiance par sécurité
Figure 6.11 – Phase de conception dans CAPRIV pour Ω2.
Variables Accès autorisé Accès interdit
ECONSt (CU, [H2, H5]) (CP, [H7])
const (CU, [H2]) (CP, [H7])
pricet (CU, [H3]) (CP, [H7])
fee (CU, [H3]), (CP, [H2])
cpricet (CU, [H3]), (CP, [H2])
cfee (CU, [H3, H5]), (CP, [H3])
Tableau 6.11 – Vérification des exigences de confidentialité pour Ω2.
La Figure 6.13montre une capture d’écran de l’outilCAPRIV pour la vérification de la propriété
HasallU (const ) (accès autorisé aux const pour l’usager). CAPRIV indique que la satisfaction de
cette exigence est prouvée par l’application de la règle (H2) (car CU reçoit directement const
de CM).
Le Tableau 6.12 montre de la même manière la satisfaction des propriétés d’intégrité. CU a
confiance dans les relations pour les mêmes raisons que dans la première solution. En revanche,
les règles utilisées pour justifier de la confiance de P sont différentes. P a confiance dans
la mesure S par l’application de la règle (K5) et dans la tarification F par application de la
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6.3. Deuxième solution : confiance par sécurité
Figure 6.13 – Vérification de HasallU (const ) dans CAPRIV pour Ω2.








(CU, [K1]), (CP, [K1, K2, K3, K.])
pricet = F (const ) (CU, [K1]), (CP, [K3])
const = S (ECONSt ) (CU, [K5]), (CP, [K5])













Tableau 6.12 – Vérification des exigences d’intégrité pour Ω2.
Une capture d’écran de Why3 avec une théorie générée par CAPRIV pour la vérification de
la propriété KP
(
fee =  + pricet
)
est donnée par la Figure 6.14. La théorie automatiquement
générée par CAPRIV et transmise à Why3 comprend un axiome d’injectivité (hh_inj) et un
axiome d’homomorphisme (hh_hom) pour la fonction HH. Les autres équations justifiées par
(K1), (K2) et (K3) apparaissent aussi car elles sont utilisées dans la résolution équationnelle.
Cette résolution modélise l’application de la règle (K.).
Cette deuxième solution satisfait les exigences de confidentialité et d’intégrité. Elle repose à la
fois sur la confiance par attestation pour ce qui est de la mesure S et sur la confiance par sécurité
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6. Cas d’étude
Figure 6.14 – Vérification de KP
(
fee =  + pricet
)
dans Why3 pour Ω2.




Cette solution, qui correspond à la proposition de [RD10], paraît aussi plus acceptable pour le
fournisseur. En effet, il n’a plus besoin d’établir un lien de confiance par attestation en faveur
de l’usager, ce qui paraît plus réaliste.
Il reste cependant encore un lien de confiance par attestation en faveur du compteur. Celui-ci
est généralement une unité métrologique certifiée par un tiers de confiance. Le fournisseur
peut désirer avoir la possibilité de vérifier que les compteurs fonctionnent correctement. Nous
proposons une troisième solution faisant intervenir la confiance par redevabilité pour satisfaire
cette exigence.
6.4 Troisième solution : confiance par redevabilité
La troisième solution architecturale à concevoir doit permettre au fournisseur P de vérifier le
bon fonctionnement du compteur. Pour ce faire, la solution sera basée sur la confiance par
redevabilité. Le fournisseur prélève un échantillon des ECONSt à la source pour vérifier que la
fonction S a bien été appliquée. La Figure 6.15 représente de manière informelle l’architecture
envisagée pour cette solution. Le lien de confiance deCP versCM a été enlevé et un échantillon-
nage a été ajouté par rapport au schéma informel de la solution précédente (voir Figure 6.8). La
preuve de l’agrégation (détaillée dans la section précédente) apparaît maintenant de manière
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6.4. Troisième solution : confiance par redevabilité
simplifiée comme une primitive de base au même titre que la preuve concernant la tarification.
Nous présentons la nouvelle itération pour la phase de spécification dans la Section 6.4.1, pour la
phase de conception dans la Section 6.4.2 et pour la phase de vérification dans la Section 6.4.3.
6.4.1 Spécification
Comme pour la deuxième solution, le changement de type de confiance nécessite une nouvelle
extension du modèle de service. Une redéfinition des exigences sera nécessaire à la fois en
raison de l’évolution du modèle de service et du changement du type de confiance.
L’étape d’extension du modèle de service est présentée dans la Section 6.4.1.1 et la redéfinition
des exigences dans la Section 6.4.1.2.
6.4.1.1 Extension du modèle de service
Afin de permettre au fournisseur de prélever un échantillon et de s’en servir, le modèle de
service doit être étendu autour de la relation const = S (ECONSt ). Nous allons utiliser un
schéma d’engagement (comme introduit dans la Section 2.1.3). La fonction de hachage H est
introduite à cette fin. Celle-ci doit être injective et non inversible. Elle servira à engager les
valeurs des consommations fournies par le compteur (sous leur forme hachée) et à vérifier
ultérieurement leur conformité avec l’échantillon prélevé. Le modèle du service Ω1 est donc









pricet = F (const )
const = S (ECONSt )
cons′t = S (ECONSt )





ccons′t = Id (cconst )

avec les variables cconst les hachés des variables const et les variables cons′t et ccons′t de
nouvelles variables pour lesmesures et leurs hachés respectivement. La fonction Id est introduite
pour représenter la fonction identité. La version graphique de ce service est représentée en
Figure 6.16.
L’étape suivante est la redéfinition des exigences en tenant compte des modifications apportées
au modèle.
6.4.1.2 Redéfinition des exigences
L’utilisation de la confiance par redevabilité nécessite d’avoir des exigences moins fortes. En
effet, aumoins une valeur deECONSt doit être divulguée dans le cadre du schémad’engagement.
Le niveau d’assurance obtenu est aussi plus faible puisque la vérification d’une valeur ne signifie
pas que toutes sont correctes. Ces deux cas correspondent aux propriétés Hasonei et Bi de LFPP
(voir Section 4.4.1) que nous qualifions ici d’« accès interdit (sauf un) » et de « croyance »
respectivement.
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Figure 6.16 – Modèle du service Ω3.
Les exigences de confidentialité et d’intégrité pour l’usager restent les mêmes que précédem-
ment mais celles pour le fournisseur doivent être relaxées comme illustré dans le Tableau 6.13
pour les exigences de confidentialité et le Tableau 6.14 pour les exigences d’intégrité. Ces
tableaux intègrent les nouvelles variables et équations du modèle de service Ω3.

















pricet = F (const ) U P
const = S (ECONSt ) U P
cons′t = S (ECONSt ) P






ccons′t = Id (cconst ) P
Tableau 6.14 – Spécifications des exigences d’intégrité pour Ω3.
La Figure 6.17 représente la vue de CAPRIV avec le modèle étendu Ω3.
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6. Cas d’étude
Figure 6.17 – Phase de spécification dans CAPRIV pour Ω3.
Une fois la phase de spécification terminée, nous pouvons passer à la phase de conception qui
est détaillée dans la section suivante.
6.4.2 Conception architecturale
Comme pour la deuxième solution, l’introduction des fonctions H et Id et des variables cconst ,
cons′t et ccons′t autorisent de nouveaux calculs dans l’architecture. Ces nouveaux calculs doivent
être localisés et des types de confiance doivent être choisis quand nécessaire.
Nous détaillons l’étape de localisation des calculs dans la Section 6.4.2.1 et l’étape de choix
des types de confiance dans la Section 6.4.2.2.
6.4.2.1 Localisation des calculs
La localisation des calculs pour les fonctions S, F et
∑
t
ne change pas par rapport à la première
solution. Les nouvelles équations sont considérées tour à tour.
La meilleure localisation pour le calcul de cconst = H (const ) est le composant de l’usagerCU
car celui-ci possède déjà les arguments utiles à ce calcul.
En revanche, il est plus facile (sans que cela constitue une obligation) de localiser le calcul des




auprès du composant chargé de vérifier
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6.4. Troisième solution : confiance par redevabilité
les valeurs engagées du schéma d’engagement. Il s’agit ici du composant CP. Ces calculs ne
seront cependant que partiels et porteront seulement sur les valeurs échantillonnées 7.
Enfin, l’équation ccons′t = Id (cconst ) ne donne pas lieu à un calcul dans l’architecture (cconst
et ccons′t sont déjà résultats d’autres calculs) pour respecter les contraintes de cohérence.









pricet = F (const ) CU
const = S (ECONSt ) CM
cons′t = S (ECONSt ) CP*






ccons′t = Id (cconst )
Tableau 6.15 – Localisation des calculs pour Ω3 (* pour les calculs sur un échantillon).
Nous pouvons désormais choisir les types de confiance les plus appropriés pour les relations
du modèle Ω3.
6.4.2.2 Choix des types de confiance
De la même manière que pour le choix des localisations, les types de confiance sont choisis
tour à tour pour chaque équation.
Pour le composant U, les types de confiance ne changent pas par rapport aux deux premières
solutions : U reçoit la valeur mesurée de la consommation, a confiance dans les attestations du
compteur et procède lui-même au calcul du montant à facturer.
Pour ce qui est du fournisseur P, les exigences d’intégrité portent sur les trois équations
permettant de déduire fee =
∑
t
(F (S (ECONSt ))). Nous avons cependant choisi de détailler
la confiance par redevabilité avec un schéma d’engagement et un relevé d’échantillon pour
vérifier que const = S (ECONSt ). Quatre nouvelles équations ont été introduites pour ce faire.
Il devient dès lors nécessaire que P puisse vérifier l’intégrité de ces quatre équations.






, pricet = F (const ) et cconst =
H (const ) est la confiance par sécurité. Elle est donc utilisée à la fois pour les équations
permettant de calculer le montant de la facture et pour le calcul servant au schéma d’engagement
(hachage des const par la fonction H).
En revanche, la confiance du fournisseur pour le calcul de const = S (ECONSt ) s’établit par





et ccons′t = Id (cconst )) est établie par redevabilité à partir de l’échantillon prélevé
d’ECONSt .
7. Il n’est pas possible d’exprimer la notion de calcul partiel dans l’architecture formelle autrement que par
l’utilisation de la primitive Spotchecki, j .
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6. Cas d’étude
Le résultat obtenu à l’issue de cette étape est résumé dans le Tableau 6.16.








pricet = F (const ) Calcul Sécurité
const = S (ECONSt ) Attestation Redevabilité
cons′t = S (ECONSt ) Redevabilité






ccons′t = Id (cconst ) Redevabilité
Tableau 6.16 – Types de confiance pour Ω3.
L’interface de l’outilCAPRIV à l’issue de cette étape est montrée en Figure 6.18. Elle comprend
les choix de localisation et de types de confiance.
Figure 6.18 – Phase de conception dans CAPRIV pour Ω3.
La Figure 6.19 représente le modèle formel obtenu à l’issue de la phase de conception de
cette troisième solution. Il se distingue notamment du modèle des première (voir Figure 6.5)
et deuxième (voir Figure 6.12) solutions par le retrait du lien de confiance par attestation du
fournisseur vers l’usager et l’ajout de l’utilisation de la confiance par redevabilité.
L’architecture obtenue pour cette troisième solution est ensuite vérifiée comme détaillé dans la
section suivante.
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6. Cas d’étude
6.4.3 Vérification
Le résultat de la vérification des exigences de confidentialité pour l’usager reste toujours le
même que pour la première solution. Les règles utilisées pour prouver la satisfaction de ces
exigences change cependant pour le fournisseur comme illustré dans le Tableau 6.17. La règle
(H4) correspond à l’utilisation de la primitive SpotcheckCP,CM sur ECONSt dans l’architecture
et la règle (H6) à l’utilisation de la relation de dépendance Dep sur les variables tableau dont
un élément est connu. Nous pouvons noter que la propriété de non-inversibilité de la fonction H
est nécessaire afin que le fournisseur, qui a accès aux cconst , ne puisse pas retrouver les const
(à travers la relation Dep).
Variables Accès autorisé Accès interdit (sauf un)
ECONSt (CU, [H2, H5]) (CP, [H4])
const (CU, [H2]) (CP, [H4, H6])
pricet (CU, [H3]) (CP, [H4, H6])
fee (CU, [H3]), (CP, [H2])
cons′t (CU, [H2, H5]) (CP, [H4, H6])
cconst (CU, [H3]), (CP, [H2])
ccons′t (CU, [H3, H5]), (CP, [H2, H5])
Tableau 6.17 – Vérification des exigences de confidentialité pour Ω3.





(accès interdit sauf un). CAPRIV indique que la satisfaction de cette exigence
est prouvée par application successive des règles H4 et H6 à l’architecture.
Le Tableau 6.18 montre de la même manière la satisfaction des propriétés d’intégrité. Les
règles utilisées sont les mêmes pour l’assurance de CU. En revanche, les règles utilisées pour
justifier de la confiance de CP sont différentes. En effet, CP a confiance dans la mesure S par
l’application des règles (K3), (KB), (B) et (B.). Les deux autres relations sont justifiées par
application des règles (K3) et (KB). L’assurance faible sur les quatre équations introduites pour
modéliser la confiance par redevabilité sont vérifiées par l’application de la règle B à l’exception












(CU, [K1]) (CP, [K3, KB])
pricet = F (const ) (CU, [K1]) (CP, [K3, KB])
const = S (ECONSt ) (CU, [K5]) (CP, [K3, KB, B, B.])
cons′t = S (ECONSt ) (CP, [B])






ccons′t = Id (cconst ) (CP, [B])
Tableau 6.18 – Vérification des exigences d’intégrité pour Ω3.
Une capture d’écran de Why3 avec une théorie générée par CAPRIV pour la vérification de la
propriété BP (cons = S (ECONSt )) est donnée par la Figure 6.21. La théorie automatiquement
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6.5. Conclusion




dans CAPRIV pour Ω3.
générée par CAPRIV et transmise à Why3 comprend un axiome d’injectivité (h_inj) pour
la fonction H. Les autres équations apparaissent comme axiomes car elles sont utilisées pour
permettre à P d’inférer cons = S (ECONSt ) dans le cadre de l’application de la règle (B.).
Cette troisième solution satisfait les exigences de confidentialité et d’intégrité relaxées telles
que définies dans la spécification. Elle repose à la fois sur la confiance par redevabilité pour ce




fournisseur peut vérifier le fonctionnement des compteurs en confrontant un relevé d’échantillon
à des valeurs préalablement engagées.
Les trois solutions présentées dans cette section se concentrent sur une application de facturation
dans le domaine du relevé intelligent de consommation électrique. Cette application et ce
domaine ne sont cependant pas les seuls à bénéficier de la démarche. Le choix de la localisation
des calculs et des types de confiance adéquats permet en effet de caractériser un grand nombre
d’architectures de domaines et applications différents comme nous le décrivons dans la section
suivante.
6.5 Conclusion
Le relevé intelligent de consommation électrique est une technologie en pleine expansion. Elle
fait intervenir de multiples acteurs et est basée sur des données personnelles sensibles.
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6. Cas d’étude
Figure 6.21 – Vérification de KP (const = S (ECONSt )) dans Why3 pour Ω3.
Les architectures utilisables pour développer ce service sont multiples. Nous avons appliqué la
démarche systématique proposée dans le Chapitre 3 pour en concevoir plusieurs. L’approche
itérative a conduit à détailler différentes parties de l’architecture et à relaxer la spécification en
fonction des types de confiance choisis. La démarche a été suivie en utilisant l’outil présenté
dans le Chapitre 5. Son interface d’entrée et de visualisation a été conçue pour correspondre
aux étapes de la démarche. La phase de vérification s’est appuyée sur le cadre formel défini dans
le Chapitre 4. Nous avons aussi illustré l’intégration transparente du formalisme dans l’outil
pour permettre à un concepteur non-expert en méthodes formelles de vérifier la satisfaction des
exigences.
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CHAPITRE 7
Conclusion
Nous présentons pour conclure une synthèse de nos contributions suivie de perspectives de
recherche à court et à long terme. Enfin, nous ouvrirons notre réflexion vers la dimension
économique.
7.1 Synthèse des contributions
L’état de l’art développé dans le Chapitre 2 amontré le besoin d’un cadre de développement pour
le PbD. En effet, de nombreux travaux existants ont porté sur les PETs dans des applications
diverses. En revanche, il n’existe que peu de méthodes pour aider un concepteur à concevoir
un système et à vérifier ses propriétés. Le niveau architectural est le plus adapté en raison de
ses qualités structurantes. Son abstraction permet au concepteur de raisonner à haut niveau
afin d’effectuer des choix fondamentaux qui ont un impact important sur le système. Cette
modélisation ouvre aussi la voie à la vérification formelle de ces propriétés.
La première contribution [ALM15] est la démarche systématique proposée dans le Chapitre 3.
Elle guide le concepteur dans les phases de spécification, de conception et de vérification d’un
système. Ces phases ont été ordonnées de manière à restreindre progressivement l’espace de
conception. La spécification des exigences consiste à modéliser le service sous une forme équa-
tionnelle puis à définir les propriétés de confidentialité et d’intégrité attendues. La conception
de l’architecture aboutit à une architecture contrainte par les choix imposés par le contexte.
Les étapes les plus importantes sont la localisation des calculs, le choix des types de confiance
associés et l’ajout des canaux de communication. Enfin, la phase de vérification permet au
concepteur de vérifier la cohérence de l’architecture et la satisfaction des exigences et des
contraintes.
La deuxième contribution [ALM14a] est le modèle formel défini dans le Chapitre 4. Il permet
au concepteur d’obtenir des garanties fortes sur les propriétés du système à partir de son
architecture. L’utilisation de ce modèle en suivant la démarche systématique constitue un
cadre qui renforce la confiance du concepteur dans ses choix. De façon cohérente avec la
démarche, les exigences de confidentialité et d’intégrité sont traitées de manière orthogonale.
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Une axiomatique a été proposée afin de faciliter le raisonnement sur les architectures. Sa
correction, sa complétude et sa décidabilité ont été prouvées par rapport à une sémantique
à base de traces. Cette sémantique représente l’évolution de l’espace de connaissances des
composants au fil de leur exécution.
La troisième contribution est l’outil qui implémente la démarche systématique et le cadre
formel comme présenté dans le Chapitre 5. Cet outil guide le concepteur non-expert dans
l’application de la démarche et l’utilisation d’outils de vérification. L’interface graphique de
l’outil permet au concepteur de ne pas être exposé au formalisme mathématique. Une partie de
la vérification est effectuée par appel à une plateforme externe de prouveurs de théorèmes. Ceci
montre que la conception de systèmes en suivant une démarche de PbD peut s’intégrer dans
des environnements formels standards. L’automatisation de la phase de vérification facilite la
documentation du système et constitue une base pour une évaluation en vue d’une certification
(labellisation).
Enfin, le cas d’étude du Chapitre 6 illustre l’apport de ces travaux. L’apport de la démarche
systématique et les garanties offertes par le cadre formel sont mis en valeur à travers l’utilisation
de l’outil. Ce cas d’étude complète et étend l’exemple développé dans les trois premiers chapitres
et montre comment les choix de localisation des calculs et de types de confiance permettent
d’aboutir à des solutions différentes.
7.2 Perspectives
Ce travail constitue une première étape contribuant aux méthodes formelles pour le respect de
la vie privée par construction. Il peut être poursuivi dans de multiples directions et la conformité
d’un protocole avec une architecture a déjà été explorée [TA15]. Nous identifions dans cette
section des limites à nos contributions et nous proposons des pistes à court et long termes pour
y répondre.
7.2.1 Perspectives à court terme
Les principales perspectives à court terme qui ont été identifiées sont la protection des iden-
tités, l’ajout de nouveaux types de confiance et le renforcement de l’intégration aux cycles de
développement standards. Nous les détaillons dans les paragraphes suivants.
Protection de l’identité. Le cadre présenté ici se concentre sur la protection des données
plutôt que sur celle des identités (selon les critères énoncés en Section 2.1.1). La démarche
systématique proposée prend en compte l’anonymat des canaux de communication mais le
cadre formel ne permet pas de le modéliser (et donc de vérifier ses propriétés).
La prise en compte de l’identité pourrait se faire en associant l’identité du (ou des) sujet(s)
concerné(s) à chaque variable. Dans le cas de fonctions agrégatives, la variable concernée
serait associée à un ensemble d’identités. Des règles additionnelles permettraient de déduire
les identités à associer aux nouvelles variables calculées. Par exemple, si x et y sont associées
au sujet A, alors z est aussi associée à A si z = x + y. En revanche, si x est associée à A et y à
B, alors z est associée à {A,B} pour la même opération qui consiste en une agrégation. Enfin, il
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7.2. Perspectives
serait possible de modéliser des fonctions anonymisantes ou pseudonymisantes. Par exemple, si
x est associée àA, alorsy est associée à⊥ (qui représente une identité inconnue) par l’opération
y = Anon(x ). Une « pseudonymisation » consisterait à changer A par une autre identité qui lui
serait liée. Ce changement serait intégré à la sémantique en ajoutant pour chaque composant un
espace de connaissances σ idi : Var → P (Comp ∪ {⊥}) dédié à l’association des identités des
sujets aux variables.
Nouveaux types de confiance. Plusieurs types de confiance ont été intégrés à ce travail (voir
Section 3.5.2.3). D’autres types pourraient cependant être utiles dans certaines situations.
Une extension pourrait être de rajouter un vote par majorité. Plusieurs composants pourraient
être en charge d’effectuer le même calcul et d’envoyer leur résultat. La valeur retenue serait alors
la moyenne ou la valeur la plus fréquente parmi les résultats envoyés. Cette piste nécessite de
pouvoir établir une relation entre les variables. En effet, les contraintes de cohérence imposent
qu’une variable ne soit calculée que par un seul composant. Il faut donc établir un moyen de
signaler que plusieurs variables sont liées.
Une autre extension possible serait une signature de groupe. Plutôt que de limiter la relation
Trusti, j à deux composants, elle pourrait s’établir entre un composant et un groupe de compo-
sants : Trusti, {j }. Une attestation signée par un des membres de l’ensemble {j} pourrait alors
être vérifiée par i sans que i connaisse l’identité du composant qui a apposé sa signature.
Cycle dedéveloppement. Les principales étapes du cycle de développement étudié concernent
les phases de spécification des exigences, de conception de l’architecture et de vérification de
satisfaction des exigences par l’architecture obtenue. Les autres étapes du cycle de conception
mentionnées en Section 2.2.1 pourraient aussi bénéficier de l’approche du PbD.
Le développement des primitives architecturales, par exemple, est une étape cruciale dans le
développement d’un système. Des failles à ce niveau peuvent invalider les garanties offertes par
le système. Par conséquent, des outils adaptés devraient être développés. Par exemple, des outils
d’annotation de code pourraient être utilisés pour vérifier à la compilation si un programme
satisfait certaines exigences. De tels outils existent pour la sécurité [BDS13] et pourraient être
étendus au respect de la vie privée. Dans l’idéal, ces annotations devraient être automatiquement
générées à partir des exigences et de l’architecture. Un cycle de développement plus intégré
serait donc obtenu en concordance avec l’approche du PbD.
Une autre difficulté couramment rencontrée lors du développement de systèmes est la difficulté
due à des exigences changeant rapidement. Des méthodes de développement agiles ont été
conçues pour, entre autres, répondre à ce type de contrainte. Celles-ci pourraient être analysées
à l’aune du principe de minimisation. En effet, l’évolution rapide des exigences a des impacts
sur la collecte et le traitement des données personnelles. Le consentement du sujet peut devoir
être à nouveau demandé. Cela a des impacts en terme d’utilisabilité et risque de dégrader
l’expérience de l’utilisateur.
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7.2.2 Perspectives à long terme
Les résultats présentés dans ce document ne couvrent évidemment pas tous les besoins identifiés
en matière de respect de la vie privée en informatique.
De nombreuses directions de recherche sont ainsi possibles. Nous en présentons trois qui
consistent en une extension des notions juridiques prises en compte, une approche quantitative
dans le cadre logique et l’élargissement à des applications plus complexes.
Exigences légales. Le travail présenté dans cette thèse repose sur une partie seulement des
critères légaux de respect de la vie privée : laminimisation des données collectées et la correction
de celles-ci. L’article 5 du projet de GDPR évoqué dans la Section 1.1.3 comprend d’autres
critères comme l’équité et la transparence des traitements.
Des travaux sur la conformité du traitement pourraient par exemple reposer sur l’analyse
de code de programmes. Des travaux existent dans le domaine de la sécurité en utilisant le
principe de non-interférence [BS10] mais ne ciblent pas spécifiquement le respect de la vie
privée. Dans notre cas, il serait possible d’analyser la conformité des traitements envisagés dès la
spécification. L’équité est une notion plus complexe car subjective. À l’étape de la spécification,
prendre en compte l’équité entre les utilisateurs pourrait permettre d’arbitrer quand plusieurs
exigences sont en conflit. Nos travaux pourraient donc être étendus pour bénéficier de ces
apports. Enfin, le critère de la transparence des algorithmes est un sujet d’actualité [Con14]. La
transparence constitue un sujet de recherche pour les juristes [RB13] et les philosophes [Hil12].
Il est difficile de savoir quels sont les traitements appliqués aux données personnelles. Cette
information peut même être légalement protégée sous couvert du secret d’affaires. Savoir
comment les données du sujet sont traitées une fois collectées lui apporterait des informations.
L’intérêt pour ce dernier serait de pouvoir savoir (ou même prévoir) ce qui peut être inféré sur
lui. Pour ce faire, il devrait considérer les hypothèses les plus pessimistes (pour le sujet) sur
les capacités de déduction des composants ayant collecté ses données et faire des hypothèses
(réalistes ou pessimistes) sur leurs connaissances auxiliaires.
L’intégration de ces travaux nécessiterait des modifications importantes du cadre formel pour
pouvoir raisonner sur des politiques de gestion de données. De plus, ces travaux se rappro-
cheraient du PpP 1 en ce qu’ils se concentreraient davantage sur l’information et le choix de
l’utilisateur selon la terminologie d’usage [SC09].
Approche quantitative. L’approche adoptée dans ce travail est principalement qualitative.
Certaines spécifications pourraient requérir davantage de souplesse et nécessiter une approche
quantitative.
Un moyen serait de définir des primitives permettant d’utiliser des critères de respect de la
vie privée tels que ceux mentionnés dans la Section 2.1.1. Le critère ϵ-différentiel semble
particulièrement indiqué pour sa robustesse face aux opérations de composition.
Par ailleurs, des calculs successifs peuvent être effectués auprès de plusieurs composants pour
satisfaire un service. La confiance accordée par les composants intéressés dépend alors de la
1. Privacy by Policy, respect de la vie privée par politique.
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7.3. Dimension économique
chaîne de confiance. Des modèles quantitatifs ont été proposés [LD08 ; Alh+14] et pourraient
servir de base pour définir un niveau de confiance pour l’intégrité des propriétés établies.
Applications. Les applications présentées ici sont des applications de service exprimables
sous forme équationnelle. Les opérations d’agrégation sont donc utilisables et permettent de
limiter les divulgations inutiles. D’autres services, basés sur le triptyque «SoLoMo» 2, prennent
une importance croissante. Demultiples travaux s’intéressent à des applications sociales [PS14 ;
FAZ09]. Ceux-ci se concentrent davantage à l’analyse des systèmes qu’à leur conception.
Le même constat peut être fait pour les services géolocalisés. La récente faille de données
concernant le service de voitures avec chauffeur Uber a récemment mis en lumière la criticité
de ces données. De nombreux travaux concernent ce domaine [GKPC10] et proposent des
solutions adaptées [Dam13]. La mobilité de ces services entraîne leur ubiquité et la continuité
des traces numériques laissées par les utilisateurs. Les services mobiles sont aussi source
d’importants risques pour le respect de la vie privée [Arf+14].
À l’ère de la « personnalisation de masse » 3, l’interconnexion de toutes ces applications va
continuer de croître fortement. Ce mouvement a déjà commencé avec les réseaux sociaux
proposant des authentifications par le système OAuth. Il devrait continuer avec les plateformes
d’interfaces comme IFTTT 4 ou Zapier. Ces applications posent des problèmes importants en
terme de respect de la vie privée tant les données sont concentrées et les usages complexes. Des
approches spécifiques à chaque application rendraient plus efficace la démarche du PbD.
7.3 Dimension économique
Le respect de la vie privée est un sujet intrinsèquement pluridisciplinaire. Nous nous sommes
concentrés jusqu’ici sur ses aspects informatique et juridique. Il existe cependant d’autres
facettes à explorer parmi lesquelles l’interaction avec l’économie.
Comme nous l’avons vu en introduction, l’économie est une source de pression importante
sur le respect de la vie privée. Deux catégories de modèles d’affaires se distinguent comme
l’a rappelé dernièrement une lettre ouverte de Tim Cook, directeur général exécutif d’Apple,
adressée aux clients de la marque : «Notre modèle d’affaires est vraiment simple : nous vendons
des produits géniaux. Nous ne construisons pas de profils basés sur le contenu de vos courriers
électroniques ou sur vos habitudes de navigation pour les vendre à des annonceurs. » 5. Cette
position (qu’elle corresponde à la réalité ou pas) est plus facile à promouvoir pour une entreprise
dont la majeure partie des marges est réalisée par la vente de produits physiques. Il est difficile
pour des entreprises comme Facebook ou Google d’adopter une stratégie aussi respectueuse
2. Social, local et mobile. De nombreuses applications et services Web se concentrent sur des solutions mêlant
ces trois aspects.
3. Mass customization en anglais.
4. If This Then That est un service permettant de déclencher des actions (comme envoyer vers le compte Dropbox
ou envoyer un e-mail) lors de l’occurrence d’événements (comme une mention sur Twitter ou l’activation d’un objet
connecté).
5. «Our business model is very straightforward : We sell great products. We don’t build a profile based on your
email content or web browsing habits to sell to advertisers. »
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7. Conclusion
des données personnelles car leurs utilisateurs 6 semblent réticents à payer pour des services
virtuels.
Par conséquent, nous pensons que l’interaction entre économie et respect de la vie privée
en informatique est un champ de recherche prometteur. Des recherches ont déjà été menées
dans cette direction. La valorisation des données issues de l’auto-quantification 7 [Li+13], les
modèles d’affaires respectueux de la vie privée [Liu+11], ou encore le développement des
crypto-monnaies [HM14] vont dans ce sens.
Les modèles d’affaires de demain devront aligner l’intérêt des utilisateurs et celui des four-
nisseurs. L’informatique a son rôle à jouer par l’apport de nouvelles techniques qui rendent
possibles de tels modèles. Pour y parvenir, le développement de démarches et d’outils suppor-
tant le PbD est une étape nécessaire pour rendre plus systématique le respect de la vie privée
des utilisateurs.
6. Les clients de Facebook et Google sont ceux qui paient leurs services, ce ne sont donc pas les internautes
lambda mais en majorité les annonceurs.
7. Quantified self en anglais.
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