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1. INTRODUCTION 
A physical quantity T (for instance temperature) be- 
ing convected by a fluid moving with a velocity q is 
typically governed by an equation of the form - 
-eV.(__VT) + V_.(qT)= 0 in ~2 
with (1) 
T=g lona~ 1 and aT -~n = g2 on a~ 2. 
For moderate to high values of the grid Peclet number, 
Pe = Iq_lh/2e, where h is the element diameter, it is 
well known that standard Gahrkin finite element 
methods give rise to inaccurate solutions which have 
non-physical oscillations. This may be illustrated by 
means of the model problem (e = 1 for convenience) 
-T"  + uT '=0,  u>0,  0~x~ 1 
T(0)= 1, T(1)=0 (2) 
whose solution is 
T(x) = (e ux -e  u) / (1-eU).  
An alternative form of (2) with homogeneous boundary 
conditions is 
-T" + uT '= u (3) 
where 
T=T- I+x .  
The unit interval is subdivided into n equal elements 
with knots at the points x = ih (i = 0, 1, 2 ..... n). The 
dependent variable T is approximated on each dement 
by a polynomial of degree k using a Lagrangian basis. 
With suitable limination of intermediate nodal vari- 
ables, where necessary, the standard Gahrkin finite 
element methods can be shown to lead to three point 
difference quations of the form 
- [ l+dL182T i+ L (T i+ I -T i _ I )  =0 (4) 
where L = --luh is the cell Peclet number and 
2 
d=[(1-1/L)c  k+ ( l+ l /L ) ] / (c  k - l )  (k=1,2,3) 
(5) 
with 
I+L  
c1 -1_  L linear basis functions 
c2= 
1 L 2 1+ L+-~-  
1 -L+-~-1L2  
3 
quadratic basis functions 
1+L+2___L2+ 1 L 3 
5 15 c 3 = cubic basis functions. 
1 -L+ 2---L2- 1 L 3 
5 15 
The general solution of (4) is of the form 
Ti= A + Bc~ 
where the characteristic root c k is in fact the (k, k) 
Pad6 approximant to the characteristic root e 21~ for 
the differential equation (2). Substituting the above 
expressions for c k into (5) leads to d = 0, 
1 L and l---L/(1 + !L  2) in the cases k = 1, 2, and 3 
3 ' 3 15 
respectively. When d = 0, (4) represents he standard 
central difference replacement of (2) and is known to 
lead to wildly oscillatory solutions for L > 1. All other 
formulae in this section are perturbations of the central 
difference scheme and are characterised bynon zero 
values of d in (4). The additional diffusion given by 
the term - dLb2Ti  in (4) is often referred to as 
"artificial viscosity" and is introduced in an attempt 
to damp out oscillations in the solution while hope- 
fully maintaining reasonable accuracy over a working 
range of L. With quadratic basis functions (k = 2) there 
are no oscillations present but unfortunately the 
amount of artificial viscosity introduced isexcessive 
and leads to poor accuracy particularly when L > x/'3 
(see table 1). In contrast, insufficient artificial viscosity 
is present with cubic trial functions and the numerical 
solutions are oscillatory for L > 2.4 (approx). 
(*) A. R. Mitchell, D. F. Griff iths, University o f  Dundee, Dept.  o f  Mathematics, Dundee DD1 
4H N, Scotland, UK. 
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2. PETROV-GALERKIN METHODS 
We now look at Petrov-Galerkin finite element 
methods which use different trial and test functions. 
The approximant 
n-1  
Th= ~ TiOi(x) 
i=1 
in which ¢i (i = 1, 2 . . . . .  n - 1) are the trial functions, 
is combined with specially constructed test functions 
• j (j = 1, 2 ..... n-1). First consider linear hat trial 
functions with test functions of the form 
ogj (x) = ~j (x) + aa (x/h -j) (6) 
where a (> 0) is a parameter and o (s) is an odd func- 
tion of s on [-1, 1] which vanishes outside this interval. 
Examples of suitable functions o are 
linear (nonconforming) quadratic (conforming) 
Fig. 1. Two ~ossible forms for the perturbing function 
a(s) (see equation (6)). 
where in eachcase o is normalised so that 
1 f: o(s)ds-- - ~-. 
Applying this method to the model equation (2) leads 
to the difference quation (4) with d = a. When a -- 1, 
this equation may be written as 
-~2Ti+ 2L (T i -T i _ l )  = 0 
where the convection term uT" has now been dis- 
cretised by a backward or upwind difference. For this 
reason these methods are known as upwinding 
schemes.  
Some commonly used values of the parameter ct are 
(i) a = 0 
(ii) a = 1 
0 L<I  (~) f 
r> 1 
(iv) a = coth L - 1 
L 
No upwinding, (1, 1) Pad6 
Full upwinding, (0, 1) Pad6 
[201 
Exact upwinding. The numerical 
solution Th(x ) coincides with the exact solution 
T(x) at the knots [12]. 
O~ 
0 11 6) k 
Fig. 2. Variation of a against L for methods based on 
linear elements. 
The test functions corresponding to quadratic trial 
functions are constructed by adding piecewise cubic 
perturbations of the form 
I 
1 
j -1  j 1 j 
2 
j j+ l  j+ l  
2 
Fig. 3. A cubic function for perturbing quadratic 
trial functions. 
to the triad functions. Following elimination of inter- 
mediate nodal values, a difference quation of the 
form (4) is obtained with 
1 ----.~1 a - - - in  )+ 1 + _~2 al_l_~_.a2) L
d =(-3-a3 12 1 12 2 (--~- 
1 
1+ (~-a3 + 1-~ a l+ 1~-a2)L (7) 
where a I , a 2 and a 3 are arbitrary parameters [4]. 
Special parameter t iples lead to the formulae 
(a) (0, O, O) d = I__ L (2, 2)" Pad~ 
3 
(b) (4,43' 3")2 d=1L/ (1+1L)3  3 (1,2) Pad6 
(c) (8,0,2) d= L / ( I+L)  (0, 2) Pad6 
(8) 
In table 1, where d is tabulated against L for these 
methods, it can be seen that (8c) is easily best except 
for very small values of L. The Finite difference method 
corresponding to (8c) was proposed independently b
Axelsson and Gustaffson [1] and Van Veldhuizen [22]. 
In a similar manner using cubic trial functions and 
cubic test functions perturbed by piecewise quartic 
polynomials [4] we obtain (4) with 
I L ) / ( I+-  1 L 2) (3, 3) Pad6 Ca) d = (~- 15 
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1 I_~_L 2) +) d= c3L+ xL2)/CI+ -L+ 
(2, 3) Pad6 
(c) d= (~-L+ ~-L2) / (1+ ~lL+lL2~2 6 " 
(1, 3) Pad~ 
(d) d=(~-L+ 2---L21/(1+L+~2L2)3 " 3 . (0,3) Pad~ 
(9) 
TABLE 1 
ForlTlula 
"Order of 
Accuracy" 
(8a) (8b) (8c) 
4 3 2 
Theoretical 
1__ L 
1 L 3 L coth L 1 
3 1+ I_L I+L  L 
3 
0 
1 
2 
3 
4 
5 
10 
0 0 0 0 
0.33 0.25 0.50 0.31 
0.67 0.40 0.67 0.53 
1.00 0.50 0.75 0.67 
1.33 0.59 0.80 0.75 
1.67 0.63 0.83 0.80 
3.33 0.77 0.91 0.90 
In table 2, where d is tabulated against L, it can be 
seen that (9c) and (9d) are accurate over a considerable 
range of L. A strategy which may give good results is 
to use (9a) for 0 ~ L < 3 and (gd) for L • 3. 
It is clear that all the methods given by (8) and (9) 
could be obtained by using the Petrov-Gahrkin method 
with linear trial functions and choosing a = d. This 
TABLE 2 
Formula (9a) 
"Order of 
Accuracy" 6 
3 
1 L 2 
1+ 15 
(9b) 
5 
I__L+ 1__L2 
3 15 
1+ I___L+ 1 L 2 
15 15 
strategy, however, does not carry over as successfully 
to more general problems as do the higher order schemes 
where the parameters are taken as constant values in- 
dependent of L. Other authors who have used Petrov- 
Galerldn methods to solve (2) are Barrett and Morton 
[2] and De Groen and Hemker [6]. The latter authors 
use standard polynomial trial and test functions per- 
turbed by piecewise xponentials. 
3. CONVERGENCE 
The problem of convergence for discretised forms of 
convection-diffusion problems is not an easy one. 
There are two parameters h and e (1/u in the model 
problem) which in theory can tend to zero. The two 
cases to be distinguished are 
(i) h~ e (L~ 1) and 
(ii) e '~ h(L> 1). 
The former case, in which e is ftxed as h tends to zero 
has been analysed by Douglas and Dupont [7] who, for 
standard Galerkin methods, proved an order of "super- 
convergence" h2r + 2 at the grid points (linears r = 0, 
quadratics r = 1, etc.). However for small values of e, 
it is generally not feasible to take a sufficiently small 
grid size to achieve these rates of convergence and 
computations are of necessity carried out with L ~ 1. 
The delicate question of rate of convergence when 
L > 1 has been tackled by De Groen and Hemker [6], 
who for their "exponentially fitted" Galerkin methods, 
give an order of convergence 
e + h r in the [ 11 eu'[] 2 + [lull2] 1/2 norm 
and 
e 2 + h 2r at the grid points 
(9c) (9d) 
4 3 
I__L+ ~1 L2 I__ L+ 2__L2 
3 6 3 3 
1+ 1 - - -L+!L  2 I+L+2L  2 
2 6 3 
Theoretical 
coth L 1 
L 
3 
4 
5 
10 
0 0 0 0 0 
0.31 0.32 0.30 0.37 0.31 
0.52 0.56 0.50 0.59 0.53 
0.63 0.73 0.63 0.70 0.67 
0.65 0.84 0.71 0.76 0.75 
0.63 0.91 0.76 0.81 0.80 
0.43 1.03 0.88 0.90 0.90 
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e provided h + ~-- < 7. Numerical experiments carried 
out  by these authors confirm the first estimate but 
obtain e 2 + h 2r + 1 for the superconvergence at the 
mesh points. The theoretical orders of convergence 
of the errors at the grid points are illustrated below. 
E 
w~ 
h 
Fig. 4. The curve h + e/h = 7 and the rates of con- 
vergence as h -* 0 and e --, 0. 
The analysis of De Groen and Hemker is of course 
not directly applicable to the methods we have de- 
scribed. A further and probably more precise con- 
vergence stimate for difference approximations to 
the convection problem can be found in Kellogg 
and Tsan [16]. 
4. DISCONTINUOUS APPROXIMANTS 
It is often suggested that a problem with a rough solu- 
tion requires arough approximant. To test this on the 
convection-diffusion problem we look at the H-1 
Galerkin method. Here the inner product is in H -1 
rather than L 2. For the model problem the method 
reduces to 
(T h, Cj" + u~'  7 = 0 "¢j 
where the test functions ~ are Hermite cubics and 
the trial functions ¢i are dxscontinuous linears. An un- 
usual feature of the method is that it is the test func- 
tions • : which must satisfy the boundary conditions 
and not J the approxirnant T h. An analysis of the 
method and numerical results for the model problem 
are given in Christie [3] and Lawlor [14]. At best the 
results can be described as disappointing, particularly 
in the boundary layer, for reasonable values of the 
Peclet number. 
Another method which uses a discontinuous approxi- 
mant has been proposed recently by Johnson and 
Ngvert [13]. For the homogeneous version of the 
model problem given by (3), this method becomes 
(Th" , xI~j')- U(Th, q~j')= u(1, e j ) .  Vj (10) 
where the trial functions in the approximant T h are 
the first derivatives of the test function q~, the latter 
being in H 1. Examples are 
Test functions Trial functions 
(a) linear hats piecewise constants 
(b) standard quadratics discontinuous linears 
(c) Lagrange cubics discontinuous quadratics. 
Points to note about he method are 
(i) suitable arrangements have to be made to accom- 
modate the boundary conditions 
(ii) at points of discontinuity ofT- h, "downwind" 
values are chosen. At x = 1 + , T--- h = 0 
(iii) special care must be taken with the evaluation of 
Evaluation of (10) away from the boundaries leads to 
the difference formulae 
-62T 2L 17 = 0, (11) i+1  + (T i+ l -  T i 
2 2 2 
in case (a) and to the formulae (8b) and (9b) in the 
cases (b) and (c) respectively. Formula (11) is equiva- 
lent to (ta 7 shifted a distance 1/2 h in the downwind 
direction. Although we have not evaluated the com- 
plete system, this shift may well be advantageous in 
view of the overdissipation in (6a 7. Also (11) is an 
example of central differencing for the convection 
term and downwind ifferencing for the diffusion 
term. Although the difference formulae at the integer 
nodes (downwind ValUeS) in cases (a) and (b) coincide 
with the formulae (8b 7 (1, 2 Pad~ 7and (9b) (2, 3 
Pad6 7 respectively, they lead to different solutions 
between the nodes. The connecting quadratics and 
cubics are piecewise continuous in the method proposed 
by Johnson and N~vert and continuous over the unit 
interval in the method leading to (8b) and (9b). No 
comparison has been made of overall accuracy for 
these contrasting interpolants. 
5. INTERIOR PENALTY GALERKIN METHODS 
Finally in this section we look at an interior penalty 
Galerkin method proposed by Doughs and Dupont 
[7] for convection-diffusion problems. In this method 
the Galerkin approximation lies between CO and C 1 
depending on the penalty parameters. We apply the 
method to the model problem (37. First defme 
1 [~, (x i+)  _~,(xi_)] '"T
and 
Ai=_~_[~,(x i+)_~,(x i_) ]  , 1  i=1 ,2  ..... n-1 
the average slope and the discontinuity in slope at the 
internal node i. The interior penalty Galerkin method 
g ives  
n -1  
[T" (xT, ~i(x7 + u~(x)]  + i__ZlOiAi(x)[* j" (xT]xi 
= -u [1 ,~ j  (x)] (j =1,2 ..... 3n-1) (12) 
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where [~j" (xTlxi denotes the jump in @j" (x 7 at the 
ith node, and 
n -1  
l"(x) = T0n0(x)+ i~l [T i~i (x)  + Ti'ni(x) + Ai~i(x)] 
+ ~ %(x), 
with ~i(x), ~i(x), and ~i(x) appropriate cubic trial 
functions, and where 
~j (x) (j = 1, 2 . . . . .  n - l )  correspond to 
~i(x) (i = 1, 2 . . . . .  n - l )  
(j = n, n + 1 ..... 2n) correspond to 
Hi(x ) (i = 0, 1 . . . . .  n) 
(j = 2n + 1, 2n + 2,.. . ,  3n - 1 correspond to 
~i(x) (i = 1, 2 ..... n - l ) .  
For equal penalty parameters ei= o (i= 1,2 ..... n-1),  
(12 7 gives 
a(E) 
hV; 
?i 
hA i 
0 
40Lh( -30-2L  2+ 3r 7 
0 
(13) 
where 
I l+L+2L2+ 1 L31i  
Ti = xi+A01i ÷ A1 5 15 
l - L+ 2L2--2-1 L 3 
5 15 
where we have the (3, 37 Pad6 approximation to e 2L. 
(ii 7 r = -+ oo. This is now the C 1 Galerkin case with 
standard Hermite cubics, and the solution is 
~ i= x i+ 3 i 
7 = 1 A 3'x')' 
where )ky (7 = 1, 2, 3) are the roots of 
(2L 2 -10L + 15)~ 3 - (46L 2- 70L + 105) ~, 2 
+ (46L 2 + 70L + 105)X - (2L 2 + 10L + 15) = 0. 
The coefficients alternate in sign for all values of 
L > 0 and so X.y (? = 1, 2, 3) > 0. (no oscillations). 
This time X 1 is not a Pad~ (or even a rational) approxi- 
mation to e 2L. 
From numerical experiments carried out with L = 5, 10, 
the solutions obtained id not show a significant varia- 
tion with o. For a given L, h was chosen to ensure at 
least one nodal pointin the boundary layer. 
6. OUTFLOW BOUNDARY CONDITIONS 
a(E 7 = (E -1) [E  3 (2L 2 -10L+ 15)r 
, It is worth bearing in mind that high Peclet numbers 
+ E 2 {( -46L  2 + 70L-  105)r - 40(L 3 -6L2+ 15L-157~ alone do not cause boundary layers. They require the 
+ E {(46L 2 + 70L + 105)r-40(L3+ 6L2+ 15L+ 15)} 
- (2L 2 + 10L + 15)r] (14) 
120o and i = 1, 2 ..... n -1. In these formulae r = h 
and E is the shift operator defined by Ea i = a i + 1' 
where a i = hTi' ,  T i or hA i. The general solution of 
(13) is 
h~ i" = B01i+ Bl~,il + B2hi2 + B3xi 3 
Ti : x i+ A01i + AIXil + A2 hi2 + A3Xg (15) 
= + 
where 1, ~1' ~'2' and X 3 are the roots ofa(X) -- 0. 
One of the roots, say ~1 is an approximation to e 2L 
and h2' h3 are additional roots introduced by the 
higher order difference formula. We look at two 
extreme cases 
(i) r = 0. This is the C 0 Galerkin case which might 
have been obtained by using Lag, range cubics. The 
solution is 
assistance of outflow (downstream) boundary condi- 
tions. If for example in the present model problem 
T -- 0 at x = 1 is replaced by T '= 0 at x = 1, the solu- 
tion becomes T = 1 for 0 g x g 1, and so, irrespective 
of the magnitude of the Peclet number, there is no 
boundary layer. 
7. THE STEADY PROBLEM IN HIGHER DIMEN- 
SIONS 
We now turn to a consideration of problem (1) in two 
space dimensions. Numerical difficulties in the solu- 
tion of (1) for moderate to high values of the Pedet 
number now depend on the geometry of the flow 
region as well as the outflow boundary conditions. The 
flow velocity is now a vector and the direction of  flow 
can be at any angle 0 to the x-axis. (0 = 0 in one space 
dimension). We assume that the flow region can be 
covered by a square grid of size h, and we look at the 
case of constant velocity q. The relevant form of (1) 
with e = 1 is 
a2T a2T ] aT aT 
- -~-  + a- -~- ]  + qx -~-x + qy ~-~--y =0 (16) 
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where qx = q cos O, qy = q sin 0 and we consider 
0 g 8 ,~ rt/2. 
Rotating the axes to a (~, 7) position where ~ is in the 
direction of flow, (1.6) becomes 
- I a2T a2T ] aT_  O, a-~ -+ + q -~-- 
suggesting that upwinding (addition of dissipation) 
should be along the direction of flow and not in a 
cross-flow direction. The standard upwind finite dif- 
ference replacement of (16) involves a five point 
stencil. 
- [(1 + aLx)6x  2 + (1 + #Ly)a 2 ] Ti, j 
+ Lx (Ti+ 1,,j -T i - l , j )  + Ly(Ti,j + 1 -Ti,j -1) = 0 
(17) 
where Lx=-~- - ,  Ly= q2-2Y--h-h ,and a,/~> 0. This 
has a truncation error (principal part) of 
2 2 aT  aT  1 h [(aq3 + [jq3)_a_~_2qxqy(aqx_~qy)~__.~_~_ 
2 q2 
+ qxqy (aqy + [jqx) ~2T ] 
a~ 2 
from which it can be seen that no choice of a and/3 
eliminate the artificial dissipation in the cross flow 
direction. We now consider ectangular finite elements 
and trial and test functions which are tensor products 
of those Used in the one dimensional case to produce 
(6), i. e. 
(x, y) = ¢ (x) ¢ (y) (18) 
$0,, y) = [¢,(x) + ao(=)][# (y) + [jo(y)], 
a ,~0 
where ~ (x), ~(y) are linear hat functions and o(x), 
o(y) are odd functions (either non-conforming linears 
or conforming quadratics). The resulting difference 
replacement of (16) is complicated and involves a nine 
point stencil (see Griffiths and Mitchell [10]. The 
principal part of the truncation error is 
-qhI(a cos 0 + ~ sin 0) a2T + ([j cos 0 -a sin0) a2T ] 
and so artificial dissipation can be confined to the 
direction of flow provided 
[J / a = tan O. 
A possible solution is 
a = rain (1, cot 0), [j = min (1, tan 0). 
These first order methods are now tested on an ex- 
ample used by Raithby [19]. This involves a thermal 
shear layer between two fluids, one hot and one coldi 
flowing parallel and adjacent to each other. The fl0W 
velocity is assumed constant and is inclined at an 
angle 0 to 
u:100 
l u:100 
U :100 
/ / i  ~ 
i 11 .  
. . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . .  .~ l j .  t 
U=0 
U=0 
U "r. 0 
Fig. 5. Domain and boundary conditions for the two- 
dimensional test problem. 
the x-axis. The grid size is 1/10 and we consider flow 
in a unit square as illustrated. The grid Peclet number 
/ 
Pe (= q-~-) is taken to be 25. The temperature T is 
calculatedZ along the centre line x = 1 .  
2 
In this problem, the steep temperature gradients occur 
in a direction perpendicular to the flow direction. 
Numerical results with a = coth L x - L~. and 
A ~  
[j = coth L - ~ in (18) are given for some other 
Y Ly F " 
problems by Hemrich et al. [11].. inite element 
methods for (16) involving triangular elements have 
been developed by Tabata [21] and Glowinski [8] but 
numerical results are not available. More complicated 
Finite difference methods than (17) have been devel- 
oped by Raithby [19] (stencil depends on direction of 
flow) and by Leonard et al. [15] and Van Veldhuizen 
[22] (higher order methods). 
8. TIME DEPENDENT PROBLEMS 
We consider first the model problem consisting of the 
linearised Burgers' equation 
a__q_u + K au a2u 
at ~-x =e ax 2 e>o,  K>0 . (19) 
In the strip (x, t) ~ (0, 1) x (0, ~) subject o initial 
data (as yet unspecified) and the boundary data 
u (0, t) = u (1, t) = 0. 
Convection dominates diffusion i.e. K ~, 1 and con- 
sequently the initial data drifts to the right with 
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TABLE 3 
0 
.1 
.2 
.3 
.4 
.5 
.6 
.7 
.8 
.9 
1.0 
0 = 0 0 = 22 ° 0 = 45 ° 
ill 
F.D. F.E. F.D F.E. F.D. F.E. 
Exact Exact Exact 
a=l,  3=0 a=l,[k--O a=3=l a=3=l a=3=1 a=3=l 
i 
0 0 0 
0 0 0 
0 0 0 
1 0 -1 
13 4 7 
50 50 50 
88 96 93 
100 100 101 
100 100 100 
100 100 100 
100 100 100 
0 0 0 
0 3 0 
0 6 -2 
2 13 -3 
15 25 14 
50 44 52 
85 67 87 
99 89 101 
100 99 101 
100 100 100 
100 100 100 
0 0 0 
0 14 -2 
0 20 -1 
4 28 6 
20 38 23 
50 50 50 
81 63 79 
98 77 97 
100 89 102 
100 97 101 
100 100 100 
speed K and only a small amount of dissipation. The 
right hand boundary condition impedes the drift and 
causes the formation of a boundary layer of width 
0 (e/K). 
The unit interval I is subdivided into M equal elements 
by the nodes x = mh (m = 0, 1 ..... M) and the semi 
discrete generalised Galerkin method for the solution 
of (19) and its associated boundary conditions i : 
Find 
M-1  
U (x, t) = ~ U m (t) em (x) (20) 
m=l  
so that 
[aU ~-~,  *On(X)] +[(U , eg~ n + K~n(X)] = O, 
(n = 1, 2 ..... M- l )  (21) 
where ~m(X) ~ Oh' ~n (x) ~ qth, ~h' ~h c HI(I), 
and a dash denotes differentiation with respect to x. 
Substitution of (20) into (21) leads to the system of 
ordinary differential equations 
h2MU= eSU 
- -  - -  (22)  
u_ (o) = u o 
where the mass and stiffness matrices have elements 
defined by 
(h2M)n, m = (Ore' ~n)' (eS)n, m = - (Om' e~n + K#n) 
(23) 
and a dot denotes differentiation with respect to t. 
We choose linear "hat" trial functions and test func- 
tions of the form (see (6)). 
Linear "hat" + ao (-~- - n) a ;, 0 
11 
resulting in (22) with 
1 1 M=I+ -~- A -  ~-- aB 
S=I -LB+aLA 
where 
-2 1 - I  0 1 
\ 
\ \ • 
\ ",. 
X ",. 
,,. -,. 
and L = Kh is the cell Peclet number. 
2e 
9. ANALYSIS OF SEMI-DISCRETE SYSTEM (22) 
Let the solution of (22) be 
U_ (t) = X_e -Xht' (24) 
where X_ is a constant vector and X h is a complex num- 
ber. This leads to the generalised eigenvalue problem 
(h 2khM+ eS) X= 0, 
which has a non-trivial solution ff 
IXM + s I= o C2S) 
where ' -  h2Xh . The roots of (25) are given by 
e 
[4 - (1 - 9_ a 2) cos 2 mnh] X 2 - 614(1 + aL) 
4 m 
+ (2-¢L)cos2mcrh]k m + 36[(1 + ¢L) 2 
- ((1 + aL)2-L  2 } cos2mnh] =0, (m =1,2 .... 2~) 
(26) 
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Griffiths [17])where M= ~ (M -1) if M (Mitchell & 
is odd, and M = 1_ M if M is even. (N.B. ~M-m = ~m)" 
2 
When M is even there is always a real root given by 
~M/2 = 3 (1 + aL). (27) 
All roots of (26) are real if 
L ~ 2 - a (28) 
4 2a + a 2 
3 
and i fmh ~ ~ , all roots are complex if
2 
3 [ a x~ a2 4-~] (29) L ;~ -~- + + . 
The limiting curves given by (28) and (29) touch at 
2 L = 3 and are shown in fig. 4 of the point a = -~-, 
[17]. In the shaded region between the two curves 
we have both real and complex roots. 
We can compare the performance of this family of low 
order Finite element methods with low order finite 
difference methods by replacing the mass matrix M 
of (22) by the identity matrix ("mass lumping"). 
A solution of the resulting system is then given in 
the form (24) with 
1 
~m = 2(1 + aL) + 2[(1 + aL) 2 - L 2] 2 cos mrth 
(m = 1, 2 ..... M -1). (30) 
All eigenvalues are real and positive provided 
1 lal < 1. (31) L~ l -a  
This limiting curve is shown in fig. 4 of [17]. 
Lastly we attempt to match up the fundamental solu- 
tions of (197 and (19) discretised in space. The solu- 
tion of (19) can be written as 
u (x, t) = 2; Ap Up (x, t) 
P 
with 
Up (x, t) = e -At exp (kx/2e) sin p*rx, (32) 
where 
), = ep 2 Ir 2 + g2/4e, (33) 
and the fundamental solutions of (197 discretised in
space may be written in the form 
Up (x m, t) = exp (--~m et/h2)Em sin pccx m (34) 
with x m = mh, and ~m given by (26). The term E m 
approximates xp (kx/2e) = (exp L) m in (33). Further 
details concerning the analysis of the semi-discrete 
system (22) can be found in Griffiths [9]. 
10. NUMERICAL RESULTS FOR TIME DEPENDENT 
PROBLEMS 
In the last section we analysed the distribution of the 
eigenvalues of the matrix M-1S (M -- I in the lumped 
mass case) over a range of values of the cell Peeler 
number L. This gives a measure of the stiffness of the 
matrix system, information which is essential in choos- 
ing a suitable time stepping algorithm. The choice of 
such an algorithm is not our concern here and the 
numerical results of this section are obtained with the 
integration i time carried out exactly to a desired 
number of decimal places. This is accomplished by 
using either the central or the backward ifference 
formula in time with a sufficiently small time step. 
The initial data is.,taken to be a "spike" of unit height 
and width 2h. In all experiments he mesh size is 
h = 1/10 and the spike is centred at x = 3h. The re- 
maining parameters are taken to be g = 1, e = 0.005 
giving a cell Peeler number of 10. The numerical solu- 
tions are shown in figure 3 (c and d) and figure 5(b) 
of [9] along with the exact solution which, because of 
complications due to the boundary conditions, is
quoted for the pure initial value problem. This differs 
from the required solution ordy within a narrow 
boundary layer near x = 1. 
We now turn to the nonlinear Burgers' equations 
(model of turbulence 1948) 
a___uu +u Ou _ 02u  
at ~-  e e > 0 (35) 
ax 2 
where u (x, t) is the fluid velocity and e is the coef- 
ficient of kinematic viscosity. Equation (35) along 
with the boundary conditions 
u (0, t) = u (1, t) = 0 
and the initial condition 
u (x, 0) = sin 7rx x ~ [0, 1] 
was solved theoretically by Cole [5]. We solve the 
problem numerically (Petrov Galerkin) with a variety 
of trial and test functions. In all calculations the grid 
spacing is I and the time step g is sufficiently small 
9 
to make the integration i  time exact o a desired 
number of decimal places. We use central difference 
replacements in time, viz. 
1 .U n + 1 U~) 
Um=-k - (  m - 
(n = O, 1, 2 .... ) 
and 
1 (U n + 1 + U~) 
Um=~-  m 
and the nonlinear system of equations at each time 
level is solved by a Newton procedure, where conver- 
gence is assumed once an answer consistent to seven 
decimal places has been obtained. Representing finite 
dements we have the fully upwinded quadratics [(0, 2 
Padd in linear case] and for finite differences we have 
"compact differencing" and "split operators". Details 
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of these methods may be found in Mitchell and 
Griffiths [18]. The numerical results for e = 0.0001 at 
t = 1.0 are given in the following table where the 
"exact" solution is obtained by solving the problem 
using fully upwinded cubic finite elements where the 
mesh sizes in both space and time are sufficiently 
small to ensure that convergence has been obtained 
TABLE 4 (L - 250 when u = ~-) 
Compact dif- Split Finite "Exact" 
ferencing operators elements 
0 0 0 0 
.075 .083 .084 .084 
.136 .166 .168 .168 
.209 .249 .252 .252 
.305 .332 .336 .336 
.374 .416 .418 .418 
.463 .506 .500 .500 
.537 .580 .580 .581 
.620 .633 .617 .659 
0 0 0 0 
to the required number of significant figures. Overall 
the numerical results by all methods confirmed the 
statement made by Cole viz. "the initial sine wave 
shows after the first instant a tendency to develop a 
steep front near x = 1, if L is sufficiently large. After 
a while this steep front broadens and dies out until 
at the end only a reduced sine wave remains. This 
sine wave has an amplitude which is smaller than that 
of the corresponding linear problem because of the 
increased issipation over intermediate range of t". 
The authors are indebted to Dr I Christie for the 
numerical results quoted in table 4. 
11. FINAL REMARK 
All methods described in this paper for convection 
diffusion problemshave used equally spaced grid 
points. There is no question that improved results 
could have been obtained by using a reduced grid size 
inside any layers where the solution has steep gradients. 
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