Abstract-In this paper, we investigate the joint resource optimization for orthogonal frequency division multiplexing relay transmissions, where the relay uses time switching (TS) scheme for wireless information and power transfer. We aim to maximize the total rate under several constraints by adjusting the subcarrier pairing (SP), the source transmission power, the relay transmission power, and the TS factor. Different from most of the previous works that ignore the energy consumption for signal receiving and processing at relay, we take into account a realistic energy consumption model. We formulate the joint resource allocation problem as a mixed integer nonlinear programming problem, which is generally difficult to solve. First, we give the feasible condition of the considered problem. Based on this condition, we prove the ordered SP is the optimal SP, and thus SP and the rest of the resource allocation problem (RRAP) can be separately solved without loss of optimality. Then, a searching algorithm is proposed to find the global optimal solution to the RRAP. To improve the efficiency, a method is proposed to reduce the searching region to a smaller one, which is proven to contain the optimal solution. Next, to further reduce the computational complexity, we subtly transform the RRAP to an equivalent problem, where the objective function is a D.C. function (difference of concave functions). By exploiting the partial convex structure, we propose an efficient and fast algorithm. Finally, simulations verify the superior performance of the proposed algorithms comparing with related ones in terms of total rate.
I. INTRODUCTION
R ECENTLY, energy harvesting technologies have become appealing since they can provide alternate energy supply for devices. Among different energy harvesting technologies, wireless information and power transfer (WIPT), which can simultaneously collect energy and process information from the source signals, has attracted significant interests [1] - [4] . Different from other energy harvesting technologies, WIPT can supply energy based on demand, which is quite suitable to charge mobile wireless devices anywhere anytime. It provides a feasible method to relieve the energy crisis problem in energy constrained wireless networks, such as wireless sensor networks, and prolong their lifetime.
The concept of WIPT was first proposed by Varshney in 2008 [5] , where the tradeoff between information rate and energy rate was investigated. Varshney's work has attracted large attention. The tradeoff between the achievable rate and the power transferred was studied in a frequency-selective channel in [6] . The robust beamforming design was analyzed in a multi-antenna broadcasting system with WIPT in [7] . However, these works assume that the receiver can extract information and energy from the same radio signal directly. This assumption is impractical since the circuits for harvesting energy from radio signals cannot be used to decode the carried information directly.
To make WIPT suitable for practical implementation, two schemes for WIPT, namely, power splitting (PS) and time switching (TS), have been proposed [3] . Then extensive works have been devoted to investigate network performance in different networks with PS and/or TS schemes. For orthogonal frequency division multiple access wireless networks, Zhou et al. studied the optimal design to achieve weighted sum rate maximization in a multi-user network [8] , where both the TS and PS schemes are analyzed. Ng et al. investigated the resource optimization algorithm design to maximize the energy efficiency for receivers with PS scheme [9] . For multi-antenna networks, Shi et al. studied the total transmission power minimization by jointly optimizing the transmit beamforming vector and PS ratio in [10] . Then this work was further extended to a scenario with imperfect channel state information in [11] . All these works focus on single-hop networks, however, they stimulate the research for multi-hop relay assisted transmissions with WIPT.
The PS and TS schemes are firstly extended to an amplifyand-forward (AF) relay network by Nasir [1] , where the relay does not have embedded energy supply and needs to first harvest energy from the source and then use the harvested energy for signal transmission. The outage probability of throughput was analyzed. Then some works have been done to investigate the resource optimization in this kind of network. Ding et al. in [2] studied the relay power allocation strategies and its impact on the outage performance for multiple source-destination pairs served by an energy harvesting relay. Chen et al. investigated different source-destination links' power splitting in relay interference channels [4] . However, these works only consider a scenario where each source-destination pair's signal transmission is carried out only on one channel.
Orthogonal frequency division multiplexing (OFDM) is a promising spectrally efficient multi-carrier transmission technology. It divides the total broad bandwidth into multiple narrow orthogonal subcarriers and allows simultaneous transmission on different subcarriers, thus it can achieve high data rate transmission and multi-carrier diversity. For a relay network, OFDM technology provides much more flexibilities to achieve better performance, but the performance is largely affected by the availability of energy. The technique of WIPT brings new possibilities to power the energy constrained relay networks, but it also introduces new technical challenges. There are relatively few studies on resource allocation for OFDM relay networks with WIPT. The joint PS factor and power allocation with the objective of maximizing the total rate was studied in [12] . In addition, most of the existing works for relay networks focus on the optimal design for PS scheme [2] , [4] , [12] . Recently, due to the simple implementation of TS scheme, a few works have been devoted to the network performance analysis for TS scheme. Nasir et al. analyzed the network throughput for both continuous energy harvesting time and discrete energy harvesting time in quasi-static fading channels [13] . Atapattu et al. studied the network performance in terms of average signal-tonoise ratio (SNR), outage probability, and throughput when the channels of source-relay and relay-destination are Rayleigh and additive white Gaussian noise (AWGN) channels, respectively in [14] . However, the network performance for TS scheme in OFDM relay networks has not been well studied so far.
Moreover, in traditional OFDM relay transmissions, existing literature has shown that appropriate subcarrier pairing (SP) or SP based resource optimization can improve network performance in various kinds of relay networks [15] - [17] . Naturally, extending the SP based resource optimization to relay networks with WIPT can enhance network performance. The joint resource optimization based on SP for OFDM relay networks with WIPT is however quite challenging and not adequately investigated in the literature. The SP based resource allocation for AF multiple-input-multiple-output (MIMO)-OFDM relay networks with WIPT has been studied in [18] . The decode-and-forward (DF) OFDM relay transmission with PS scheme has been investigated in [19] . Although SP is considered in [19] , it does not provide detailed analysis for what the optimal SP (OSP) is and how to get the OSP.
Besides, most of the related works on WIPT assume that the energy consumption for signal receiving and processing at the energy constrained relay is negligible. That is to say, all the harvested energy at the relay is only used for information transmission. This assumption is very common [13] , [18] , [20] , [21] , but it is too ideal from the viewpoint of practice. In fact, the energy consumption for signal receiving and processing cannot be ignored, especially in energy limited networks. In traditional networks without energy harvesting, network performance with the consideration of energy consumption for signal receiving and processing has drawn large attention [22] - [24] . Ismail et al. summarized different energy consumption models and analyzed possible solutions to achieve efficient energy usage in [22] . Xiong et al. studied the energy efficiency with proportional rate fairness in multi-relay OFDM networks in [23] . Miao et al. investigated the energy efficiency in frequency-selective channels in [24] . However, in energy harvesting networks, there are few works consider the energy consumption for signal processing and receiving. Rajesh et al. studied the Shannon capacity in Gaussian channels in [25] . Wang et al. analyzed the weighted sum rate maximization in MIMO systems in [26] . But references [25] , [26] assume that the energy is harvested from environment, such as solar and wind, thus they do not focus on WIPT based energy harvesting. Hence, there is still a lack of investigation on network performance with the consideration of energy consumption for signal processing and receiving in WIPT networks.
In this paper, we investigate the joint resource optimization including the SP, the source transmission power, the relay transmission power, and the TS factor to achieve the total transmission rate maximization for an OFDM relay transmission, where the relay is energy constrained and uses TS scheme for WIPT. The relay does not have any embedded energy supply, thus it must first harvest energy from the source signal and then use the harvested energy for signal transmission. Different from most of existing works, besides the energy consumption for signal transmitting, the energy consumption for signal receiving and processing at the relay is also taken into account in this paper. The main contributions are listed as follows.
Firstly, we formulate the joint resource allocation problem to be a mixed integer nonlinear programming problem aiming at the total rate maximization. We consider the constraints of the SP, the source power threshold, the available power at the relay, and the TS factor.
Secondly, we give the region of TS factor that makes the considered problem feasible. Then we prove that the ordered SP based on channel gain is the OSP under any possible value of TS factor in the feasible region. Based on this result, the SP and the rest of the resource allocation problem can be separately solved without loss of optimality. Note that the proof process for the OSP is different from the existing ones in the literature since the problems under consideration are not the same. The problem here contains not only the total power constraint at the source but also the energy harvesting constraint at the relay, while the problems in the literature only consider the total power constraint at both the source and the relay [15] , [27] .
Thirdly, for the rest of the resource allocation problem under the OSP, essentially it is non-convex, but it becomes convex if the TS factor is given. Based on this property, a searching algorithm is proposed to find the global optimal solution. To improve the efficiency of the searching algorithm, we propose a method to narrow the region of TS factor and prove that the shrinked region contains the optimal value. Although this algorithm can find the global optimal solution, it needs many searching steps. To reduce the computational complexity further, we transform the problem into an equivalent one by exploiting its special structure. The objective function of the transformed problem is a D.C. function (difference of two concave functions). Based on its partial convex structure, a fast and efficient D.C. algorithm is proposed to find the asymptotic optimal solution.
Finally, extensive numerical simulations are conducted to verify the performance of the proposed algorithms comparing with other related algorithms. The simulation results show the region of the TS factor is at least 19% less than that of the original one, thus the computational complexity of the global optimal algorithm is reduced remarkably. The D.C. algorithm can reach almost the global optimal solution but with a striking running time reduction. The simulation results also show that the proposed two algorithms with OSP are much better than the counterparts without OSP. And the proposed D.C. algorithm outperforms all the other related algorithms in different simulation scenarios.
It should be noted that although this paper focuses on the DF relay transmission, the methods can be easily extended to the AF relay transmission.
The remainder of the paper is organized as follows. In section II, the system model is introduced, and the joint resource optimization problem is formulated. In section III, the feasible condition of the problem is given and the OSP is analyzed. In section IV, to solve the rest of the resource allocation problem, a searching algorithm is proposed to find the global optimal solution under a reduced searching region. In section V, a fast and efficient D.C. algorithm is proposed to find the asymptotic optimal solution. Numerical simulation results are presented in section VI. Finally, section VII concludes the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a two-hop DF relay network where the source transmits signals to the destination with the help of an energy harvesting relay. The total bandwidth is equally divided into N orthogonal subcarriers. Let N be the set of all subcarriers, that is, N = {1, 2, · · · ,N }. It is assumed that the relay has no other embedded energy supply for signal transmissions and thus needs to first harvest energy from the received signals from the source before forwarding transmission. TS scheme is adopted by the relay for WIPT. The TS based relay transmission protocol is shown in Fig. 1 . Specifically, in each transmission block of time duration of T, it contains two hops of transmissions. The first-hop transmission is from the source to the relay, and the second-hop transmission is from the relay to the destination. In the first-hop transmission, the source sends signals, the relay uses αT of the time for energy harvesting and (1 − α)T /2 of time for signal receiving, where α denotes the TS factor and it satisfies that 0 < α < 1. In the second-hop transmission, the relay uses the energy harvested from the first-hop to transmit the source information to the destination. It is assumed that during the time duration T the relay can harvest enough energy to help the source to finish a data block transmission. For the two hop information transmission, following most of the works for DF relay [15] , [19] , [27] , [28] , the widely used equal transmission time protocol is adopted. Ideally, unequal information transmission time for DF relay is feasible and provides a new dimensional flexibility for performance improvement. However, the joint optimal design of unequal transmission time with other variables considered in the paper, including SP, TS factor, and power allocations at both the source and the relay, seems intractable due to the highly non-convex structure of the problem and complicated coupling of these variables. For tractability, we adopt the equal information transmission time protocol. The network performance derived in this paper can be treated as a lower bound of the scenario with unequal information transmission time protocol. Moreover, it is assumed that the direct transmission from the source to the destination is impossible due to the obstacles between them. The channel state information is assumed to be perfectly known, and the energy used for obtaining the channel state information at the relay is assumed from a dedicated energy provider that does not consume the harvested energy [29] .
The SNR at the relay on subcarrier n can be expressed by [16] 
where p s,n is the transmission power at the source on subcarrier n, h n the channel gain from the source to the relay on subcarrier n, and σ 2 a,n the variance of the overall zero mean AWGN including the antenna and conversion noises at the relay on subcarrier n [3] . The harvested energy at the relay on subcarrier n from the source signal is
where ς denotes the energy conversion efficiency and it satisfies 0 < ς ≤ 1. 1 Practically, the source can choose to use different transmission powers or the same transmission power for energy transmission and information transmission in the time duration of αT and (1 − α)T /2, respectively. For simplicity of implementation, the source uses the same transmission power since it does not need to remodulate its transmission by using a different signal constellation and the energy consumption for signal processing is reduced as well [1] , [14] . Therefore, the source is assumed to use the same transmission power in this paper.
The relay uses the harvested energy to forward the received signal from the source to the destination. To improve the relay's transmission performance, SP is considered, that is, the signal received at the relay from subcarrier n could be forwarded by another subcarrier, e.g., subcarrier m, ∀m ∈ N , to the destination, The SNR on subcarrier m at the destination is given by
where p r,m is the transmission power at the relay on subcarrier m, g m the channel gain from the relay to the destination on subcarrier m, and σ 
The relay gathers all the harvested energy E n from all subcarriers n ∈ N , which is denoted by E r = N n =1 E n . The energy consumption at the relay includes receiving signals, processing signals, and transmitting signals. The instant power consumption for signal receiving and processing can be considered as a constant P c , which is independent of the transmission rate [25] , [26] . For rate-dependent power consumption model, it is referred to [23] , [24] . Therefore, the total available power at the relay for information transmission is
The objective is to maximize the total rate over all subcarriers constrained by the total power at the source, the available power at the relay, the TS factor, and the SP. The problem under consideration is formulated as follows,
1 Following most of the related works [1] - [3] , [8] , [19] , the energy conversion efficiency is assumed to be a constant. In practical systems, the harvested energy is a non-linear function with the received radio frequency power. This is regarded as our future work.
where P s,tot is the power threshold at the source. To make the relay have the ability to work, the available power for information transmission at the relay should satisfy P r,tot 0, which is shown in (6c). π n,m is the SP indicator. π n,m = 1 if subcarrier n in the first-hop is paired with subcarrier m in the second-hop, otherwise π n,m = 0. Since one subcarrier in the first-hop can only be paired with one subcarrier in the secondhop, and vice versa, the constraints (6) is a mixed integer nonlinear programming problem since it contains not only continuous variables α, p s,n , and p r,m but also binary variable π n,m . In general, this kind of problem is very difficult to solve. For solving SP only, the computational complexity is N !. Even when π n,m is given, problem (6) is still a non-convex problem since the objective function is not a jointly concave function with respect to (p s,n , p r,m , α) and the function N n =1 p r,m − P r,tot in (6b) is not a convex function. This also increases difficulties in solving the problem. In the next section, we will first deduce a result about the OSP, which can be utilized for solving the problem efficiently.
III. OPTIMAL SUBCARRIER PAIRING
For notational convenience, let c(n) = m and define
We will first analyze the feasibility condition of problem (6) . It should be noted that most of the works assume P c = 0 [13] , [18] , [20] , [21] , which is an ideal case. In practice, P c must be positive. If P c = 0, it is easy to get that any α ∈ (0, 1) can make problem (6) feasible. But when P c > 0, the region of α that can make problem (6) feasible is different, which is given in the following proposition.
Proposition 1: When α ∈ [α min , 1), where
problem (6) is feasible. Proof: To make problem (6) feasible, the constraint set must be non-empty, thus P r,tot 0 must hold. Combining P r,tot 0 with (5), we have that
(7) can be rewritten as α
To get the minimal value of α, N n =1 ςp s,n |h n | 2 must reach its maximal value. Since p s,n must satisfy the constraints 0 ≤ p s,n and N n =1 p s,n P s,tot , the maximal value of N n =1 ςp s,n |h n | 2 is obtained when allocating the total power P s,tot to the best source-relay subcarrier that has the highest channel gain, i.e., max(
, thus we complete the proof.
Proposition 1 describes whatever the SP method is, the region of α that can make problem (6) feasible remains the same. This is valuable for the analysis of the OSP in the following.
A direct idea for analyzing OSP is to compare the achieved total rates of all possible SP methods and choose the best one among them. However, this method is very complicated, especially when the number of subcarriers becomes large. Another idea is to try changing the considered problem to a problem that is similar to a well studied problem. Comparing with the SP problem in traditional OFDM relay networks, if the TS factor α is given, the considered problem becomes a problem that has a similar structure as that studied in [15] , [27] , except the available power constraint at the relay, (6b). For the problem in [15] , [27] , the total power at the relay is constrained by a given threshold, thus it is not related to other variables, but P r,tot in (6b) is related to the transmission power p s,n at the source even when TS factor α is given.
In the following, we will first describe the relationship between the channel gains of subcarriers and their obtained SNRs at the optimal solution. The result is obtained by observations based on extensive numerical results and motivated by [15] , [27] .
Proposition 2: For any given α ∈ [α min , 1) that can make problem (6) feasible, the optimal solution including the OSP and the optimal source and relay power allocation to problem (6) 
Proof: The proof is presented in Appendix A. The following Proposition 3 reveals the relationship between the SNR and the SP method at the optimal solution. Its proof process is omitted due to space limitation. Interested readers are referred to Propositions 1 and 2 in [27] . In the sequel, (H n , G m ) denotes that subcarrier n with channel gain H n in the first-hop is paired with subcarrier m with channel gain G m in the second-hop.
Proposition 3: At any given α ∈ [α min , 1) that can make problem (6) feasible, if the obtained SNRs satisfy that γ r,1 γ r,2 · · · γ r,N and
Based on Propositions 2 and 3, the following proposition can be obtained directly.
Proposition 4: At any given α ∈ [α min , 1) that can make problem (6) feasible, the optimal solution to problem (6) is the ordered SP, i.e., {(
with the corresponding optimal source and relay power allocation.
Proposition 4 describes that at any given α that makes problem (6) feasible, the optimal solution is the ordered SP with the optimal resource allocation of the rest of the variables. Because the global optimal solution is the best one among all the optimal solutions obtained under all α with α ∈ [α min , 1), we can immediately get the global optimal solution in the following proposition.
Proposition 5: The global optimal solution to problem (6) is the ordered SP with the corresponding optimal allocation for all the rest of variables including the source transmission power, the relay transmission power, and the TS factor.
Proposition 5 demonstrates that to achieve the global optimal solution the SP and the rest of resource allocation including the source transmission power, the relay transmission power, and the TS factor, can be solved separately. Therefore, we can first conduct ordered SP for problem (6) . Then based on the ordered SP, the resource allocation for the rest of the variables will be optimized.
IV. GLOBAL OPTIMAL SOLUTION
To facilitate the following analysis, we can sort the subcarriers in the two hops according to the OSP rule, e.g., sorting all the subcarriers in the non-increasing order, i.e.,
This operation makes the SP the OSP. After conducting the OSP for problem (6) and substituting the result in Proposition 1 to problem (6), it becomes
Problem (8) is a non-convex problem since its objective function is not a jointly concave function with {α, p s,n , p r,n } and
is not a convex function. But it becomes a convex one if α is determined. To find the global optimal solution to problem (8) , one possible method is to search α in the region [α min , 1) with a very small step-size, solve the resulting convex problem with each given α, and choose the solution with the maximal objective function as the global optimal solution. This method is feasible, but it requires many steps of searching. If we can reduce the search region of α, the efficiency for finding the global optimal solution will be improved. To reduce the region of α, we must guarantee that the global optimal α is contained in the reduced region. To derive a much stricter region of α, we will first describe two important properties of the optimal solution, which are shown in the following propositions.
Proposition 6: At the optimal solution of problem (8), the following two constraints satisfy that
The proof is shown in Appendix B. Based on the optimal constraint conditions given in Proposition 6, we obtain the following result on SNR at the optimal solution.
Proposition 7: The optimal solution to problem (8) satisfies that
Proof: The proof is given in Appendix C. It should be noted that Proposition 7 includes the scenario where more than one subcarriers have the same maximal channel gain max n |h n | 2 , e.g., i = 2, 5, and 9. Substituting the optimal conditions in Propositions 2 and 7, and the optimal condition of the source power constraint in Proposition 6 to problem (8) , it becomes
where N h denotes the set of subcarriers with the highest source-relay channel gain, i.e., (8) and (10), the constraint set of problem (10) is much more stringent than that of problem (8) , which indicates that any solution of problem (10) is also a solution of problem (8), but not every solution of problem (8) is a solution of problem (10) . Therefore, for any given α ∈ [α min , 1), the optimal objective function of problem (8) is not worse than than of problem (10) . In addition, since the constraints of problem (10) satisfy the optimal condition of problem (8) , the global optimal solution to problem (8) is also the global optimal solution to problem (10). Thus we claim that problem (10) is equivalent to problem (8) in the sense that they have the same global optimal solution.
We desire to find α max , which makes the region of [α min , α max ] as small as possible and also contain the optimal α. Since the constraint set of problem (10) is much more stringent than that of problem (8) , it is inevitable to derive a stricter a max from problem (10) than problem (8) . In the following, we will describe how to find α max from problem (10) .
On the basis of the optimal condition about the relay's power constraint in Proposition 6, at the global optimal solution the inequality (10b) becomes an equality, and it can be rewritten as
where
(12) Ψ(p s,n , p r,n ) indicates that Ψ depends on the power allocations of p s,n and p r,n . Different power allocations may lead to different values of Ψ. To find α max , it is equivalent to find the upper bound of Ψ under the constraints of problem (10) expect the constraints of α, i.e., (8c) and (10b). This problem can be formulated as an optimization problem shown as max Ψ
where Ψ is a ratio of two linear functions. Obviously, it is not a jointly concave or convex function with p r,n and p s,n , thus problem (13) is a non-convex optimization problem. Fortunately, we find that Ψ is quasiconcave (example 3.32 in [30] ). Based on its special property, an efficient method can be proposed to solve it. One general method to solve the quasiconcave maximization problem is to represent the quasiconcave function by its superlevel set, and then find the maximal superlevel. The superlevel set of Ψ is given in the following, where ρ represents the superlevel, superlevel:
The quasiconcave maximization problem in (13) can be solved by checking the feasibility of the following problem,
s.t.
Problem (15) is a convex feasibility problem since all the constraints are linear, thus the constraint set are convex. Let ρ * represent the optimal value of problem (13) . If problem (15) is feasible, then the given ρ must satisfy ρ ρ * , otherwise ρ > ρ * . Thus we can solve problem (13) by checking whether (15) is feasible for a given ρ. It can be efficiently solved by the bisection method. At first, we set the upper and lower bounds of ρ to be ρ max and ρ min , and make the interval [ρ min , ρ max ] contain the optimal ρ * . For problem (15), we can set ρ max = 1 and ρ min = 0. Then we set ρ to be the middle point of ρ max and ρ min , and solve problem (15) . If it is feasible, then we know ρ ρ * , and we will set ρ to be a larger value to approach ρ * in the next iteration. If it is infeasible, then we get ρ > ρ * and will reset ρ to be a smaller value in the next iteration. It continues to check the convex feasibility problem for a given ρ until ρ min and ρ max are very close to each other. The final ρ is α max . The bisection algorithm for finding α max is given in Algorithm 1.
Algorithm 1:
Let ρ * = (ρ min + ρ max )/2, 4:
Check whether problem (15) is feasible, 5:
if Problem (15) is feasible then 6:
else if Problem (15) is infeasible, then 8:
end if 10: until |ρ max − ρ min | < ε 11: α max = ρ max .
In the following we will analyze that the interval [α min , α max ] contains the optimal α.
Proposition 8: The optimal α of problem (10) satisfies that α ∈ [α min , α max ].
Proof: To facilitate the proof, let us define J = N n =1 log 2 (1 + p r,n G n ). If we can prove that the optimal objective function of problem (10) when α > α max is less than the optimal objective function when α min α α max , then the optimal α must satisfy α ∈ [α min , α max ].
For ∀ α > α max , at the optimal solution of problem (10), the constraint (10b) must be inactive, i.e.,
That is because α max is the maximal value of α with which the power allocations make the constraint (10b) an equality. Since [α min , α max ] is the region that any possible power allocation satisfying the constraints of problem (15) Based on Proposition 8, we can adopt a numerical method to search the optimal solution over [α min , α max ] with a stepsize Δ. In each searching step, α has a given value. Substituting the given α to the resource allocation problem (8) or (10), the resulting problem becomes a convex optimization problem.
Then efficient methods, such as interior point methods, can be used to solve it efficiently. The total computational complexity of the global algorithm includes the calculation of α max and the numerical searching in the interval [α min , α max ]. For the calculation of α max , the iteration number for the bisection method is log 2 ((ρ max − ρ min )/ε) , where · is the ceiling function. In each iteration of the bisection method, the feasibility checking problem (15) ). In each searching step, solving the convex problem resulting from substituting a given α to problem (8) or (10) needs  O((2N ) 3 ) [30] . In conclusion, the total computational complexity is O(( log 2 ((ρ max − ρ min )/ε) + α m a x −α m in Δ )(2N ) 3 ). It should be noted that log 2 ((ρ max − ρ min )/ε) is often much less than
, thus it is negligible. In this section, we deduce a shrinked search region of α and propose a searching algorithm to find the global optimal solution to the rest of the resource allocation problem. Although the proposed upper bound of α can reduce the searching region and thus lower the computational complexity to find the global optimal solution, the proposed algorithm also needs many times of searching. In order to reduce the computational complexity further, we will propose a fast asymptotic algorithm in the next section.
V. FAST ASYMPTOTIC OPTIMAL SOLUTION
For convenience, we will introduce a new variable, y n , ∀n, which is given by
Since min{log 2 (1 + γ r,n ), log 2 (1 + γ d,n )} 0, y n must satisfy y n 0. Substituting y n to problem (8) , it becomes
Since at the optimal solution, TS factor satisfies α = Ψ, as shown in (11) . Therefore, without loss of optimality, we can substitute α = Ψ in (12) to the objective function of (17) and remove the constraints of α. After some algebraic operations, problem (17) can be rewritten as
Problem (18) is not a convex optimization problem since the objective function is not a jointly concave function with its variables {p s,n , p r,n , y n }. Obviously, the objective function is very complicated due to the coupling of all kinds of variables, which makes it quite difficult to solve problem (18) directly. In order to solve this problem, we will transform the objective function to its equivalent form. The objective function is nonnegative, and it equals to zero only when p s,n = 0 and y n = 0 simultaneously hold for all n ∈ N . Obviously, at the optimal solution p s,n = 0 and y n = 0 cannot simultaneously hold for all n ∈ N . Hence, without the consideration of this special case, the optimal solution is not affected. So the objective function can be regarded to be positive. If we perform logarithmic operation for the objective function, the optimal solution does not change since log(x) is a monotonic increasing function for x > 0. Thus without loss of optimality, the objective function can be transformed to be a new function by doing logarithmic operation, which is given by
y n , (20)
where g 1 and g 2 are concave as log(f (x)) is concave if f (x) is concave and f (x) > 0, and the sum of two concave functions is also concave [30] . Thus, the objective function in (19) is the difference of two concave functions, which is known as D.C. function, and hence problem (18) can be transformed as a D.C. optimization problem [31] . 
where ∇g 2 (x(k)) represents the gradient of g 2 at x(k) and it is given by
g 2 in (19) can be approximated by (22) at the point x(k). In each D.C. iteration, by exploiting the partial convex property of the D.C. function, the optimization problem (18) will be approximated by the following problem,
s.t. the constraints of problem (18) .
It is easy to get that the objective function in (24) is a concave function since it is the sum of a concave function and a linear function. And the constraint set is a convex set. Now problem (24) becomes a convex optimization problem and it can be efficiently solved by existing methods, such as the interior point method. After solving (24), the solution x(k + 1) is obtained. Then x(k + 1) will be substituted to (24) , and a new approximated problem is generated at point x(k + 1). The iteration process continues until a stop condition is satisfied. The algorithm on the basis of D.C. iterations is described in Algorithm 2. Now we will analyze the convergence of the D.C. algorithm. Since g 2 (x) is a concave function, by exploiting its concavity property, we have
Algorithm 2: D.C. Algorithm for the Rest of the Resource Allocation Problem. 1: Give an initial point x(0) and make sure that it satisfies the constraints of problem (24) . Calculate g 1 (x(0)), g 2 (x(0)), and ∇g 2 (x(0)). Set the precision parameter ε to be a very small value. And let the iteration number k = 0. 2: repeat 3: solve the convex optimization problem (24) and get x, 4: set k = k + 1 and let x(k) = x, 5: compute g 1 (x(k)), g 2 (x(k)), and ∇g 2 (x(k)),
In each iteration k, the objective function of (19) is
where the equality can be immediately obtained, the first inequality is because in each iteration k the maximal objective function of (24) is calculated, and the second inequality is due to (25) . (26) shows as Algorithm 2 proceeds, the objective function g 1 (x(k)) − g 2 (x(k)) keeps non-decreasing. And it will be bounded from above by the constraints N n =1 p s,n P s,tot . Therefore, the generated objective function will converge.
For the D.C. algorithm, the convergence point is not guaranteed to be the global optimal solution. However, research result has shown that the convergence point of the D.C. iteration is at least a local optimal solution [32] . The D.C. iteration method is regarded to be very efficient in practice. Although there are no analytical results in the literature to justify that the D.C. iteration method often yields the global optimal solution, there are many results to demonstrate that it really can reach the global optimal solution in many cases [33] , [34] . Initial points might affect the final convergence point. Generally, to achieve a better performance, several different initial points are chosen, and then the best solution will be picked up among all the obtained solutions. However, in the simulations in section VI.B. we find that the proposed D.C. algorithm for the considered problem always converges to the same point when three different initial points are used, and section VI.C. shows that the convergence point is almost the global optimal solution. If the precision control parameter ε in Algorithm 2 is set to be small enough, the convergence point will asymptotically approach the global optimal solution. For problem (24) , the initial point is easy to set, e.g., p s,n = P s,tot /N, p r,n = 0, ∀n ∈ N . y n can be calculated from (17a) and (17b). The computational complexity of Algorithm 2 is the computational complexity of solving the convex problem (24) multiplies the total number of iterations, thus the computational complexity of Algorithm 2 mainly comes from solving the convex optimization problem. For the convex optimization problem (24) with 3N variables, its computational complexity is O ((3N ) 3 ) [30] . For the required iteration number, the simulation in section VI.B. shows that it is often less than ten in a system with 64 subcarriers when the precision parameter is ε = 0.0001, which indicates the fast convergence property of the D.C. algorithm.
VI. NUMERICAL SIMULATION
In this section, simulations are conducted to verify the performance of the proposed algorithms for DF relay transmission comparing with other benchmark algorithms and the algorithm for AF relay transmission.
Consider a three-node relay network, where the source, the relay, and the destination are located in the same line. The wireless channel experiences large scale fading with path loss factor 3 and small scale fading, which is modeled as a frequency selective channel consisting of six independent Rayleigh multipaths. The power delay profile is exponentially decaying with e −2l , where l is the multipath index. The parameters are set as σ
−5 W. We use η to indicate the normalized distance between the source and the relay, where η = (the distance between the source and the relay)/(the distance between the source and the destination). The distance from the source to the destination is set to be 5 meters. This is acceptable since the distance setting is from 1 meter [35] to 35 meters [13] in the related references. The precision control parameter is ε = 10 −4 . Unless otherwise stated, the results of interests are obtained by averaging 200 independent channel realizations. CVX toolbox is adopted for solving the convex problems in all the algorithms [36] .
For performance comparison, middle-α algorithm, equal source power allocation algorithm, and the D.C. algorithm for AF relay are also simulated. The first two algorithms are used as benchmark algorithms for DF relay transmissions, where one (8) with the given α = (α min + α max )/2. 2) Equal source power allocation algorithm: the power at the source is equally assigned to all subcarriers, i.e., p s,n = P s,tot /N, ∀n ∈ N . After substituting p s,n to problem (18) , the solution is acquired by the D.C. algorithm.
3) D.C. algorithm for the AF relay: when the relay uses
AF transmission strategy, the total rate under a similar network model is given in [37] . However, the power consumption P c is not considered and only a suboptimal algorithm is proposed there. For fair comparison, the proposed D.C. algorithm is adjusted to solve the resource allocation problem for AF relay transmission in a network model, which is the same as that studied in this paper except of the AF and DF transmission strategies. For the global optimal algorithm, it searches α in the region [α min , α max ] using a step size of 0.001. To show the impact of OSP on the total rate, we also simulated all the algorithms with OSP and without OSP. For algorithms without OSP, it is assumed that subcarrier n, for all n ∈ N , in the first-hop is paired with the same subcarrier in the second-hop. Table I shows the calculated bounds of α for the global optimal algorithm and the number of searching steps comparison over the proposed reduced searching region of α and the original region of α under different source power thresholds, where
A. Comparison of the Proposed Reduced Searching Region Method with the Original Region Searching Method in the Global Optimal Algorithm
denote the required number of searching steps over the reduced searching region and the original region, respectively. It can be seen from Table I that both α min and α max become smaller as P s,tot increases. It is also shown that the required searching steps are reduced more than 19% by using the proposed method to get α max under different source power thresholds. For example, when P s,tot = 0.5 W, the needed searching steps are 570 if α max is known, but it requires (1 − α min )/Δ = 743 steps of searching if α max is unknown. The reduced number of searching steps is 23.3%. Therefore, by using the proposed method to get α max the searching steps of the global optimal algorithm greatly reduce.
B. Convergence of the D.C. Algorithm
We will then show the convergence property of the D.C. algorithm. Since different initial points might lead to different convergence points, three different initial points are used for one channel realization. The total rate versus the number of iterations is shown in Fig. 2 . The simulation parameters are set as N = 64, P s,tot = 0.5 W, P c = 0.05 W, η = 0.3, and ς = 0.9. Three different initial points are given by (case 1)
(case 3) p s,n = p r,n = 0, ∀n ∈ N , where H 1 and G 1 refer to the best subcarriers in the first and second hop, respectively. It is shown from Fig. 2 that although the initial points are quite different, all the curves with OSP and without OSP converge to the same point, respectively. This indicates that the proposed D.C. algorithm always converges to the same point for the considered network model. It also can be seen that the D.C. algorithm converges quickly, less than ten iterations, with the precision control parameter ε = 0.0001 for an OFDM network with 64 subcarriers. But the algorithm with initial points of cases 1 and 2 is more likely to reach the convergence point with less iterations. Taking the curves with OSP as an example, the algorithm with initial points of cases 1 and 2 almost converges at about iteration number three, while that with initial point of case 3 nearly converges at iteration number four. This reveals that good initial points can speed the convergence of D.C. algorithm. And the initial points of cases 1 and 2 are better than that of case 3. In the following simulations, the initial point of case 1 is used by the D.C. algorithm. In addition, the achieved total rate for algorithms with OSP is remarkably higher than that with- out OSP. This justifies that the ordered SP is better than the non-ordered SP.
C. Comparison of the Global Optimal Algorithm and the D.C. Algorithm
The total rate and running time comparison for the global optimal algorithm and the D.C. algorithm under different P s,tot for both N = 6 and N = 10 is shown in Fig. 3 . For a given P s,tot , one channel realization is simulated. It is evident from Fig. 3 that the D.C. algorithm always reaches almost the global optimal solution although theoretical analysis on its convergence to the global optimal has not been proven so far. It is also revealed from Fig. 3 that the running time of the D.C. algorithm is significantly less than that of the global optimal algorithm. Since the D.C. algorithm can achieve almost the same total rate as the global optimal algorithm but with a remarkable running time reduction, in the following we will only simulate the D.C. algorithm for performance comparison with other algorithms. Fig. 4 shows how the total rate varies with the number of subcarriers. The total rate achieved by each algorithm gradually increases as the number of subcarriers increases. This demonstrates the advantage of the multi-carrier diversity, i.e., as the number of subcarriers increases, the network performance will be enhanced since there are more possibilities to choose better subcarriers for pairing, energy harvesting, and resource allocation. But the total rate cannot increase infinitely since the total rate is limited by the total source power budget. Compared with other algorithms, the D.C. algorithm achieves the highest total rate under different numbers of subcarriers. As the number of subcarriers increases, the performance gaps between all the algorithms with OSP and the counterparts without OSP become much larger. That is because SP becomes much more important as the number of subcarriers increases. This reveals the positive impact of OSP on the performance improvement. Fig. 4 also shows that the total rate of the middle-α algorithm is much higher than that of the equal source power allocation algorithm. That is because the equal source power allocation algorithm treats all the subcarriers in the first-hop equally and does not consider the different channel gains of these subcarriers. Although the optimization of relay power allocation and TS factor exploits the multi-carrier diversity for the subcarriers in the second-hop and thus can make the total rate increases as the number of subcarriers increases, the total rate is still constrained by the equal source power allocation. As is evident from Fig. 4 that the achieved total rate of the AF algorithm is much lower than that of the D.C. algorithm for DF relay. This finding keeps consistent with that in traditional OFDM relay networks without energy harvesting [15] , [38] .
D. Impact of the Number of Subcarriers

E. Impact of the Constant Power Consumption at the Relay
The impact of the constant power consumption at the relay on the total rate is provided in Fig. 5 . Similarly, the D.C. algorithm obviously outperforms all the other algorithms for both the cases where OSP is employed or not. It can be found from Fig. 5 that as P c increases the total rates of all the algorithms decrease. This result shows the same tendency as we predict. As the increase of P c , the relay needs to harvest more energy to make itself have the ability to work. So more time will be used for energy harvesting, and thus the information transmission time will reduce, which is a major reason for the decrease of the total rate. It is also revealed from Fig. 5 that all the algorithms with OSP achieve higher total rate than their counterparts without OSP except the equal source power allocation algorithm. For the equal source power allocation algorithm, the gap of the total rates of the algorithm with OSP and without OSP nearly equals to zero. One of the reasons is that the number of subcarriers in the simulation is not large enough to show the advantages of the OSP. The other reason is that this algorithm does not fully exploit the multi-carrier diversity as we discussed in the previous subsection. It also shown in Fig. 5 that the AF algorithm has a little better total rate than the middle-α algorithm, but it has a much less total rate than the D.C. algorithm for the DF relay. Fig. 6 shows the comparison of the total rate when the relay has different locations. It should be pointed out that the tendency of the curves is quite different from that shown in the related works where the energy consumption used for signal receiving and processing at the relay is not considered [18] , [39] . Fig. 6 shows that the maximal total rate is achieved when the relay is near the source, and the minimal total rate is obtained when the relay is next to the destination. But the results in [18] , [39] show that the maximal total rate is acquired when the relay is near the source or the destination for the TS scheme. The total rate of all the algorithms decreases as the relay moves far away from the source. The reason is that as the distance between the source and the relay becomes large, the channel gain for the subcarriers in the first-hop becomes worse, thus the system needs more time for energy harvesting to make the relay work. Correspondingly, this will cause the information transmission time decrease, thus the total rate reduces. In addition, the D.C. algorithm is much better than other algorithms. And the algorithms with OSP achieve higher total rate than the corresponding algorithms without OSP.
F. Impact of the Relay's Location
To show the impact of the location of the relay on the optimal TS factor, the probability distribution function (PDF) of the optimal α obtained from 500 random channel realizations when η = 0.3 and η = 0.7 is plotted in Fig. 7 . It is evident from Fig. 7 that the optimal TS factor has a higher probability to become large as the relay moves from η = 0.3 to η = 0.7. This validates our analysis that the relay usually needs more time for energy harvesting as the distance between the source and the relay becomes longer. Fig. 8 shows the total rate versus the source power threshold P s,tot . It can be seen from Fig. 8 that the total rates of all algorithms increase with the source power threshold P s,tot . The reason is that the increase of P s,tot will cause both the harvested energy at the relay and the SNR increase. The D.C. algorithm achieves the highest total rate among all the algorithms. The AF algorithm is only worse than the D.C. algorithm. The total rate of the equal source power algorithm is much better than that of the middle-α algorithm. That is because as the power threshold increases, the region of [α min , α max ] becomes large, as it is shown in Table I , thus α = (α min + α max )/2 is often far away from the optimal α.
G. Impact of the Source Power Threshold P s,tot
VII. CONCLUSION
We have investigated the joint resource optimization problem for an OFDM wireless powered DF relay transmission with TS scheme, with the aim of maximizing the total rate by adaptively adjusting SP, source transmission power, relay transmission power, and TS factor. The problem is formulated as a mixed integer nonlinear programming problem. To solve this problem, we prove that the ordered SP is optimal for any given TS factor in the feasible region. Based on this result, the whole problem can be decomposed into two subproblems, SP and resource allocation for the rest of variables, without loss of optimality. Moreover, we analyze that the rest of the resource optimization problem is non-convex, but it becomes a convex one if the TS factor is determined, thus the global optimal solution can be obtained by searching over the entire region of the TS factor. To reduce the searching region, we have proposed a method to get a stringent upper bound of the TS factor and proven that the optimal TS factor is within the reduced region. To lower the computational complexity further, we transform the resource allocation problem to be an equivalent D.C. problem by exploiting its structure. And an efficient algorithm on the basis of the D.C. iteration is proposed to solve the transformed problem. Simulations have shown that the searching region of the TS factor is reduced by more than 19% using the proposed method in the considered scenario. Simulations have also shown that the D.C. algorithm always reaches almost the global optimal solution but with a significantly reduced running time. Extensive simulation results have verified the superior performance of the D.C. algorithm with other related algorithms. As a future work, we will consider a more realistic network scenario with multiple relays and multiple source-destination pairs. In this scenario, relay selection will be incorporated into the resource optimization framework to further boost the performance of wireless powered relay transmission.
where the inequality is due to (27) . Let P s = P s − P s and it satisfies P s > 0. Allocating P s to any subcarrier n, n = i, j in the first-hop, the SNR on this subcarrier becomes γ r,n = γ * r,n + P s H n > γ * r,n . Accordingly, P r,tot = P r,tot + 2α 1−α ς( P s |h n | 2 ) > P r,tot = P r,tot .
Let P r = P r,tot − P r,tot , thus P r > 0. Allocating P r to subcarrier c(n) in the second-hop, then the SNR on this subcar-
holds. Since the SNRs of subcarriers i and j exchange, i.e.,γ r,i = γ * r,j and γ r,j = γ * r,i , if subcarriers i and j exchange their paired subcarriers in the second-hop, the achieved rate of these two subcarriers keeps the same. In addition, the power allocation on all the other subcarriers except n, i and j keeps the same, so the total rate on these subcarriers does not change. For subcarrier n, the inequality min( γ r,n , γ d,c(n ) ) > min(γ * r,n , γ * d,c(n ) ) indicates the transmission rate on subcarrier n increases. Therefore, the objective function after power reallocation becomes larger than that with the original optimal power allocation, thus the result violates the initial assumption, and at the optimal solution the SNRs of subcarriers i and j must satisfy that γ r,i γ r,j .
For the second-hop, we can use a similar way to prove the result. It is assumed that at the optimal solution, γ *
r,j G j for subcarriers i and j with channel gains satisfying G i G j . Let P r = p * r,i + p * r,j . Following the power reallocation method in (28) for subcarriers i and j, we get p r,i G i = p * r,j G j , p r,j G j = p * r,i G i , and the consumed power after power reallocation is P r = p r,i + p r,j < P r . Let P r = P r − P r , and thus P r > 0. If P r is allocated to subcarrier c(n) in the second-hop, the SNR on this sub-
For subcarrier c(n), the obtained SNR after power reallocation is not less than that at the optimal solution. For subcarriers i and j, if they exchange their paired subcarrier in the first-hop, the total rate of these two subcarriers does not change. Moreover, the SNRs of all the other subcarriers keep the same as that before power reallocation. Considering all the subcarriers, the objective function after power reallocation will be better or the same as that with the optimal power allocation. This result violates the assumption on the optimal relay power allocation. Thus at the optimal solution, the SNRs of subcarriers i and j must satisfy γ *
APPENDIX B PROOF OF PROPOSITION 6
Firstly, we will analyze the first constraint. Substituting P r,tot in (5) to (8a) and after some algebraic operations, we obtain that
Since the objective function of problem (8) . The transmission rate on subcarrier i after power reallocation is (1 − α * )/2 min{log 2 (1 + γ r,i ), log 2 (1 + γ d,i )}, which is higher than (1 − α * )/2 min{log 2 (1 + γ * r,i ), log 2 (1 + γ * d,i )}. Moreover, since the power allocation on all the other subcarriers except i keeps invariable, the total rate on these subcarriers does not change. Hence, the total rate becomes better after power reallocation on subcarrier i. This contradicts the assumption, thus at the optimal solution N n =1 p s,n = P s,tot must hold.
APPENDIX C PROOF OF PROPOSITION 7
We prove the result from two steps. First, we analyze that at the optimal solution γ r,n γ d,n , ∀n ∈ N , by contradiction. It is assumed that at the optimal solution, (p s,n , p r,n , α), there exists a subcarrier l whose SNRs satisfy γ r,l < γ d,l . For convenience, let A = N n =1 log 2 (1 + min(γ r,n , γ d,n )) = n =l log 2 (1 + min(γ r,n , γ d,n )) + log 2 (1 + γ r,l ). The total rate at the optimal solution is R = (1 − α)A/2. Proposition 6 shows that at the optimal solution 
Then combining (32) , (34) with (35), we get that
ςp s,n |h n | 2 − P c .
Since 2α/(1 − α) is an increasing function with α, from 2 α/(1 − α) < 2α/(1 − α), we get α < α. So at the solution, ( p s,l , p r,l , α, p s,n , p r,n ), n = l, the achieved total rate is R = (1 − α) A/2 = (1 − α)A/2 > (1 − α)A/2 = R, where the second equality is due to (33) . This result contradicts the assumption that at the optimal solution the SNRs of subcarrier l satisfy γ r,l < γ d,l . Therefore, its SNRs must satisfy γ r,l ≥ γ d,l . This result can be directly extended to other subcarriers. Second, we prove the result for n ∈ N , n = i, i = arg max n |h n | 2 , by contradiction. From the above analysis we get that at the optimal solution γ r,n γ d,n , ∀n. It is assumed that at the optimal solution there exists a subcarrier j, j = i, with Let the source power for subcarrier j reduce, i.e., γ r,j = φ j γ r,j = γ d,j and 0 < φ j < 1, we will find that the total rate can be increased. p r,n .
The inequality is due to |h i | 2 > |h j | 2 and p > 0. Hence, there must exist a α satisfying α < α to make the following equality hold, 
