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1. Introduction
Twin support vector machine (TWSVM) is an excellent kernel-based tool for supervised classiﬁcation [1–4]. It
aims at generating two nonparallel hyperplanes such that each hyperplane is closer to one of two classes and as far as
possible from the other one. Compared to SVM [5], TWSVM is competitive in terms of performance whereas it is
around four times faster than standard SVM. However, the generalization performance of TWSVM is very dependent
on whether there is suﬃcient labeled data information. In many real world learning problems [6], e.g. natural language
parsing, spam ﬁltering, video surveillance and protein 3D structure prediction, the acquisition of labeled data is usually
costly, whereas the collection of unlabeled data is much easier.
To deal with the problems of large amounts of unlabeled data along with relative few labeled data, semi-supervised
classiﬁcation (SSC) paradigm has been proposed in recent years, and comprehensive reviews can be found in [6–8].
Among these, the well-known SSC paradigm is the elegant manifold regularization (MR) framework [9, 10]. In
the MR framework, two regularization terms are introduced: the one concentrates on the complexity of classiﬁer
in the Reproducing Kernel Hilbert Spaces (RKHS) and the other enforces the classiﬁer along the intrinsic manifold
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Abstract
Recent proposed laplacian twin support vector machine (Lap-TSVM) gains good generation by solving a pair of
quadratic programming problems (QPPs). However, the training procedure of Lap-TSVM is time-consuming. More-
over, compared with SVM and TWSVM, Lap-TSVM has more parameters need to regulate, which aﬀects its practical
applications. In this paper, we improve the Lap-TSVM from the following two aspects: (1) By introducing the suc-
cessive overrelaxation (SOR) technique, the QPPs of Lap-TSVM are solved with fast training speed without loss of
generalization. (2) A diﬀerential evolution (DE)-based model for Lap-TSVM’s parameters selection is further sug-
gested. Our DE-based model uses the real-value encoding instead of binary numbers, which enhances the eﬃciency
of parameters selection greatly. Computational results on several benchmark datasets conﬁrm the merits of the greatly
improvements on the training procedure of Lap-TSVM.
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smoothly. Furthermore, the out-of-sample extension is an exciting property of the MR framework, which can handle
both transductive and inductive settings [9].
Following the MR framework, in the spirit of TWSVM, Qi et al. [11] proposed a novel laplacian twin support
vector machine (Lap-TSVM) for SSC. The advantage of Lap-TSVM is that it integrates both the discriminative (non-
parallel hyperplane) and geometrical (manifold) information to boost the generalization ability. Experimental results
in [11, 12] showed the eﬀectiveness of Lap-TSVM on a series of datasets. However, the solution of Lap-TSVM
employs the quadratic programming (QP) solver, resulting in poor scalability. Furthermore, there are at least four pa-
rameters (ﬁve for nonlinear case) for Lap-TSVM need to be conﬁgured, which makes the optimal parameters selection
to be a burden.
In this paper, aiming at speeding up the training procedure of Lap-TSVM, we propose two improved strategies:
SOR solver for fast QPPs solving and DE-based model for fast parameters selection. In what follows, we summarize
the main contributions of the proposed as: (1) SOR enjoys the linearly convergence property to a solution and has
been successfully used to SVM for large datasets. So, by introducing the SOR technique, the QPPs of Lap-TSVM
are solved with fast training speed without loss of generalization. (2) A DE-based model for parameters selection is
further designed for Lap-TSVM. Our DE-based model uses the real-value encoding instead of binary numbers, which
improves the eﬃciency of parameter selection greatly. Computational results on several benchmark datasets conﬁrm
the feasibility of the proposed strategies, which can improve the training speed greatly.
This paper is organized as follows. In Section 2, a brieﬂy review of linear formations of Lap-TSVM. Our SOR
solver and DE-based strategies are designed for Lap-TSVM in Section 3 and Section 4, respectively. Section 5 deals
with experimental results and in the last section, we give the conclusions.
2. Reviews of laplacian twin support vector machine (Lap-TSVM)
Consider a binary semi-supervised classiﬁcation problem in the n dimensional real space Rn. Given a set of labeled
data Xl = {xi}li=1 with corresponding labels Y = {yi}li=1, and unlabeled data Xu = {xi}l+ui=l+1, where each xi ∈ Rn and
yi ∈ {+1,−1}. Suppose that labeled data belonging to the “+1” class are denoted by A ∈ Rm1×n, and the “−1” class are
represented by B ∈ Rm2×n, where m1 + m2 = l. Additionally, M ∈ R(l+u)×n denotes the all data. The goal of SSC is to
construct a classiﬁer that makes full use of the labeled and unlabeled data to give a better generalization performance.
The Lap-TSVM [11] is originally motivated to extend the supervised nonparallel hyperplane classiﬁer (TWSVM
[2, 3]) to deal with the SSC problem by exploiting the geometry information between labeled and unlabeled data. For
the nonlinear case, Lap-TSVM seeks a pair of the following two kernel-generated nonparallel hyperplanes:
f1(x) : K(x,M)u1 + b1 = 0 and f2(x) : K(x,M)u2 + b2 = 0, (1)
where u1, u2 ∈ R(l+u) and K(·, ·) is an appropriately chosen kernel, such as the Gaussian kernel K(u, v) = e−γ‖u−v‖2 ,
γ > 0. To measure the empirical risk, the loss functions are represented as
Remp1 ( f ) =
∑m1
i=1( f1(Ai))
2 + c1
∑m2
i=1 max(0, e2 + f1(Bi)), (2)
and
Remp2 ( f ) =
∑m2
i=1( f2(Bi))
2 + c1
∑m1
i=1 max(0, e1 − f2(Ai)), (3)
where e1, e2 are the vectors of ones, and c1 is the positive penalty factors. Consider the RKHS regularization terms
‖ f1‖2H =
1
2
(u1 Ku1 + b
2
1) and ‖ f2‖2H =
1
2
(u2 Ku2 + b
2
2), (4)
and the manifold regularization terms
‖ f1‖2M = (Ku1 + eb1)L(Ku1 + eb1) and ‖ f2‖2M = (Ku2 + eb2)L(Ku2 + eb2), (5)
where L is the graph Laplacian, K denotes K(M,M) and e is the vector of ones. Formally, the primal problems of
Lap-TSVM are
min
u1,b1,ξ
1
2‖K(A,M)u1 + e1b1‖2 + c1e2 ξ + c22 (u1 Ku1 + b21) + c32 (Ku1 + eb1)L(Ku1 + eb1),
s.t. −(K(B,M)u1 + e2b1) + ξ ≥ e2, ξ ≥ 0e2,
(6)
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and
min
u2,b2,η
1
2‖K(B,M)u2 + e2b2‖2 + c1e1 η + c22 (u1 Ku2 + b22) + c32 (Ku2 + eb2)L(Ku2 + eb2),
s.t. (K(A,M)u2 + e1b2) + η ≥ e1, η ≥ 0e1,
(7)
where c2, c3 are the positive regularization penalty factors, ξ ∈ Rm2 and η ∈ Rm1 are the slack vectors, and ‖ · ‖ stands
for the 2-norm. By introducing the Lagrangian multipliers α ∈ Rm2 and β ∈ Rm1 , the Wolfe dual of QPPs (6) and (7)
are formulated as
max
α
e2 α − 12αGϕ(Hϕ Hϕ + c2Dϕ + c3Jϕ LJϕ)−1Gϕ α,
s.t. 0 ≤ α ≤ c1e2,
(8)
and
max
β
e1 β − 12βHϕ(GϕGϕ + c2Dϕ + c3Jϕ LJϕ)−1Hϕ β,
s.t. 0 ≤ β ≤ c1e1,
(9)
where Hϕ = [K(A,M) e1], Gϕ = [K(B,M) e2], Jϕ = [K e] and Dϕ =
(
K 0
0 1
)
.
The nonparallel hyperplanes (1) are obtained from the solution α and β of (8) and (9) by
v1 = −(Hϕ Hϕ + c2Dϕ + c3Jϕ LJϕ)−1Gϕ α,
v2 = −(GϕGϕ + c2Dϕ + c3Jϕ LJϕ)−1Hϕ β, (10)
where vk = [uk bk]
, (k = 1, 2). Once the solutions (u1, b1) and (u2, b2) of the problems (8) and (9) are obtained, a
new point x ∈ Rn is assigned to class i (i = +1 or − 1) by
Class i = arg min
k=1,2
|K(x,M)uk + bk |√
uk Kuk
(11)
where | · | is the absolute value.
3. A fast Lap-TSVM solver
As we known, the solution of Lap-TSVM resorts to the basic quadratic programming (QP) method, resulting in
poor scalability. In this subsection, we design a fast QPP solver for the Lap-TSVM. As seen in the Lap-TSVM, the
most computational cost is solving the two dual QPPs (8) and (9). It is easy to see that these problems can be rewritten
in the following uniﬁed form:
max
α
− 12αQα + dα,
s.t. α ∈ S = {0 ≤ α ≤ ce}, (12)
where Q is semi-positive deﬁnite. For instance, the above problem (12) becomes the problem (8), when we set
Q = Gϕ(Hϕ Hϕ + c2Dϕ + c3Jϕ LJϕ)−1Gϕ , d = e2 and c = c1. In order to solve the special type of QPP (12) eﬃciently,
we introduce an optimization technique called successive overrelaxation (SOR) technique [13]. The whole procedure
is summarized in Algorithm 1.
In fact, the SOR is an iterative procedure that employs the Gauss-Seidel (GS) iterations with the extrapolation
factor t ∈ (0, 2) to accelerate the solving of the QPP with linear convergence [13]. The experimental results in the
following section will show that the SOR technique has remarkable acceleration eﬀect on Lap-TSVM.
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Algorithm 1 The successive overrelaxation algorithm for Lap-TSVM
Input: The matrix Q and the vector d (Corresponding to (8) and (9)).
The scalar  (Prescribed convergence constant).
The parameter c (Upper bound of α), t ∈ (0, 2) (Iteration step).
1: Initialize α0 = [α1, ..., αn] ∈ Rn and iterator i, j = 0.
2: Do While(‖ai+1 − ai‖ < )
3: Do For j = 1, ..., n
4: Compute αi+1j ← αij + t 	 αij, where 	αij is given by
	 αij = −(Qαi + d) j/Qj j,
where Q and d is set according to (8) and (9).
5: Project αij to the feasible range [0, c].
6: End For
7: Increase iterator j = j + 1.
8: End While
Output: The optimal solution α for the problem (12).
4. DE-based model for parameters selection
In this section, we concern the parameters selection for Lap-TSVM. The parameters that should be optimized in
Lap-TSVM include the penalty parameters c1, c2, c3, the graph construction parameter k, and an extra kernel parameter
γ for nonlinear case, described in Table 1. Diﬀerent parameters setting has a heavy impact on the performance of
Lap-TSVM. However, the optimal parameters chosen is recognized as a NP problem, which is one of the principal
unsolved problems in computer science. Typically, the heuristic search method is used to obtain the approximating
solutions of the NP problem [14]. In our implementation, the diﬀerential evolution (DE) [14–16], a powerful stochastic
evolutionary algorithm that utilizes the diﬀerential information to guide its further search, is applied to make the
parameters selection.
Table 1: Summary of parameters in Lap-TSVM [11].
Parameter Description Range Type
k the number of neighbors for graph constructing [6 ∼ 12] Integer
c1 the penalty factor for empirical risks on the labeled points [2−7 ∼ 25] Double
c2 the penalty factor for RKHS regularization term [2−7 ∼ 25] Double
c3 the penalty factor for manifold regularization term [2−7 ∼ 25] Double
γ the RBF kernel parameter [2−7 ∼ 25] Double
The design principles of DE are simplicity, eﬃciency, and use the real-value encoding instead of binary numbers
for the representation of solution (Lap-TSVM’s parameters) candidates to the problem [14]. DE has a random initial
population of solution candidates that is then improved using the evolution operations. In general, we employ the
predeﬁned maximum iterations Gmax to determine the stopping criterion of DE. Other control parameters for DE are
the mutation factor F ∈ (0 1), the crossover rate Cr ∈ (0 1), and the population size N. More detailed discussion
can refer to [14]. The process of the DE-based parameters selection for Lap-TSVM is shown in Algorithm 2 with the
following explanations:
• Pretreatment: The parameters of Lap-TSVM are transformed into the vector form X = [x1, x2, · · · , xD], which
comprises four parts (c1, c2, c3, k) and D = 4 for linear case, while ﬁve parts (c1, c2, c3, k, γ) and D = 5 for
nonlinear case. Additionally, each vector represents an individual.
• Initialization: Initialize a population of N individuals Pg = {X1,g, X2,g, · · · , XN,g}. Each individual is generated
by the uniform distribution according to the range (Table 1).
• Evolution operation: The system searches for better solutions by applying evolution operations including
mutation, crossover, and elitism selection.
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• Fitness evaluation: Train the Lap-TSVM by using each individual vector, and the corresponding 10-fold cross
validation accuracy is then evaluated as the ﬁtness function.
• Stopping criterion: Terminate the process if the stopping criterion is satisﬁed or the maximum iterations is
arrived.
Algorithm 2 The diﬀerential evolution (DE) algorithm for Lap-TSVM’s model selection (nonlinear case)
Input: The control parameters of DE: mutation factor F, crossover rate Cr, and population size N.
1: Initialize: Set the generation iterator g = 0. Initialize a population of N individuals Pg = {X1,g, X2,g, · · · , XN,g},
where Xi,g = [x1,i,g, x2,i,g, · · · , xD,i,g], representing the parameter pairs (c1, c2, c3, k, γ), is generated
by the uniform distribution according to the range (Table 1) with i = 1, 2, · · · ,N and D = 5.
2: Do While the stopping criterion is not satisﬁed
3: Do For i = 1, 2, · · · ,N (Do for each individual)
4: Mutation scheme:
Generate a mutant vector Vi,g = [v1,i,g, v2,i,g, · · · , vD,i,g] corresponding to the ith target vector Xi,g
by the diﬀerential mutation operator:
Vi,g = Xri1,g + F · (Xri2,g − Xri3,g).
5: Crossover scheme:
Generate a trial vector Ui,g = [u1,i,g, u2,i,g, · · · , uD,i,g] for the ith target vector Xi,g via crossover operator:
u j,i,g =
{ v j,i,g if (randi, j[0, 1] ≤ Cr || j = jrand),
x j,i,g otherwise.
where j = 1, · · · ,D denotes index of the element of the vector Ui,g and Xi,g, and the condition j = jrand is
to make sure that at least one element is diﬀerent compared to the elements of the old vector.
6: Fitness evaluation and selection scheme:
Evaluate the ﬁtness of the vector Ui,g and Xi,g using 10-fold cross validation, and update the vector Xi,g+1:
Xi,g+1 =
{ Ui,g if ( f (Ui,g) ≥ f (Xi,g)),
Xi,g otherwise.
7: End For
8: Increase generation iterator g = g + 1.
9: End While
Output: The optimal parameter pairs (c1, c2, c3, k, γ) for Lap-TSVM.
5. Experimental results
5.1. Experiment setting
In order to evaluate the eﬃciency of our strategies for Lap-TSVM, we investigate the classiﬁcation accuracies
and computational eﬃciencies on 6 datasets from the UCI machine learning repository [17]. These datasets represent
a wide range of ﬁelds (include pathology, biological information, ﬁnance and so on), sizes (from 155 to 1000) and
features (from 9 to 34). All datasets are normalized such that the features scale in [−1 1] before training. Similar
to [7, 18], our experiments are setup in the following way. Firstly, each dataset is divided into two subsets: 70% for
training and 30% for testing. Then, we randomly selected 10% of the training set as labeled data and the remaining
as unlabeled data. Finally, we transform them into semi-supervised tasks.
In experiments, we focus on the comparison among the following three versions of the Lap-TSVM:
• Lap-TSVM(QP) + Grid: denotes using grid-based model for parameter selection with QP solver
• Lap-TSVM(SOR) + Grid: denotes using grid-based model for parameter selection with SOR solver
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• Lap-TSVM(SOR) + DE: denotes using DE-based model for parameter selection with SOR solver
Here, we only consider the nonlinear case, and gaussian kernel K(u, v) = e−γ‖u−v‖2 is used to construct non-
linear Lap-TSVM. For grid-based approach, the optimal graph construction parameter k is selected from the set of
{6, 7, · · · , 12}, and the optimal penalty parameters c1, c2, c3 and kernel parameter γ from {2i|2−7, 2−6, · · · , 25}. Accord-
ing to [14], the control parameters for DE is conﬁgured as: the mutation factor F = 0.6, the crossover rate Cr = 0.8,
and the population size N = 80. All the experiments are implemented in MATLAB 7.0 [19] environment on a PC
with Intel P4 processor (2.9GHz) with 1 GB RAM. Furthermore, the “Accuracy” used to evaluate these algorithms is
deﬁned as follows: Accuracy = (TP+ TN)/(TP+ FP+ TN + FN), where TP, TN, FP and FN are the number of true
positive, true negative, false positive and false negative, respectively. If not particular claims, the accuracy of each
classiﬁer is measured by the standard tenfold cross-validation methodology [1].
Table 2: Mean and standard deviation(%) of 10-fold cross-validation accuracy with corresponding optimal parameters at 10% of labeled points.
/ indicates whether DE-based Lap-TSVM(SOR) is statistically superior/inferior to the compared algorithm, according to pairwise t-test 95%
signiﬁcance level. Win/Tie/Loss denotes the number of datasets where DE-based Lap-TSVM(SOR) is signiﬁcance Superior/Equal/Inferior to the
compared algorithm.
Datasets Lap-TSVM(QP) + Grid Lap-TSVM(SOR) + Grid Lap-TSVM(SOR) + DE
m × n (c1, c2, c3, k, γ) (c1, c2, c3, k, γ) (c1, c2, c3, k, γ)
Hepatitis 74.11±5.35 74.49 ±4.81 74.75±4.96
155 × 9 (24, 24, 2−1, 10, 2−2) (2−2, 25, 21, 7, 21) (2.28, 25.10, 17.72, 8, 1.93)
Hearts 70.76±5.96 71.88±6.46 70.69 ±4.49
270 × 14 (24, 2−3, 22, 8, 20) (22, 2−2, 21, 10, 2−3) (43.80, 28.87, 0.76, 10, 3.44)
Ionosphere 72.35±6.24 72.48±5.49 73.57±5.66
351 × 34 (23, 25, 2−1, 12, 2−2) (24, 2−3, 2−4, 10, 21) (26.92, 2.36, 28.33, 8, 0.67)
WDBC 86.38±6.62 86.64±6.08 87.24±5.69
569 × 30 (25, 2−3, 20, 9, 2−3) (2−1, 23, 2−4, 7, 20) (3.18, 15.35, 22.46, 11, 1.37)
Australian 66.61±7.04 65.83±5.77 66.22±6.18
690 × 14 (2−3, 22, 24, 6, 22) (2−6, 21, 23, 8, 2−1) (0.57, 35.21, 5.19, 8, 2.46)
German 60.36±7.73 60.84±7.06 61.57±6.45
1000 × 24 (24, 2−1, 23, 12, 2−4) (22, 21, 2−3, 8, 2−2) (43.46, 6.32, 21.46, 9, 0.32)
W/T/L 2/4/0 1/4/1 /
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Figure 1: The CPU times of the SOR solver compare with the QP solver for Lap-TSVM on UCI datasets.
5.2. Eﬃciency of the SOR solver
Firstly, we compare the eﬃciency of QP solver and SOR solver for Lap-TSVM, in terms of the computation time.
The process is repeated 10 times and the average CPU times of each solver on the diﬀerent datasets are plotted in
Figure 1. It shows that our SOR solver is at least one order of magnitude faster than QP on most datasets. The reason
behind is that SOR has the linearly convergence property to a solution [3, 13], resulting in the remarkable acceleration
39 Wei-Jie Chen et al. /  Procedia Computer Science  17 ( 2013 )  33 – 40 
eﬀect on Lap-TSVM. Table 2 reports the classiﬁcation accuracy for Lap-TSVM(QP) and Lap-TSVM(SOR) with
corresponding optimal parameters on several UCI datasets. The best accuracy is shown by bold ﬁgures. The results
of Tables 2 indicate that Lap-TSVM(SOR), whose solution is obtained by SOR solver, performs comparable to Lap-
TSVM(QP).
5.3. The impact of the parameter Gmax
As we known, the maximum iterationsGmax determines the stopping criterion of DE. So, in this part, we study the
relations between the performance of parameters selection for Lap-TSVM and Gmax. Here, we use the SOR solver to
implement the Lap-TSVM. Figure 2 shows the impact of Gmax in our DE-based model on UCI datasets. It is easy to
see that the accuracy tends to be stable when Gmax is larger than 100. As a consequence, in the other experiments, we
set the maximum iterations Gmax to 100.
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Figure 2: The eﬀect of maximum iterations to the performance of “Lap-TSVM(SOR) + DE” on UCI datasets.
5.4. Eﬃciencies of the DE-based approach for parameters selection
In this subsection, we compare DE-based approach with grid-based strategy [1, 2] for parameters selection for Lap-
TSVM. From Table 2, we observe that the accuracy of DE-based Lap-TSVM(SOR) is comparable with grid-based
Lap-TSVM(SOR) on most datasets. For instance, for German dataset, the accuracy of DE-based Lap-TSVM(SOR)
is 61.57%, while grid-based Lap-TSVM(SOR) and Lap-TSVM(QP) gets 60.84% and 60.36%, respectively. In Figure
3, we also plot the CPU time of DE-based Lap-TSVM(SOR) and grid-based Lap-TSVM(SOR). As we can see, our
DE-based strategy is much far faster than the grid-based, implying that DE heuristic technique can do parameters
selection well.
In order to provide more statistical evidences [7, 20], we perform a pairwise t-test with 95% of signiﬁcance level
to compare DE-based Lap-TSVM(SOR) with others. A Win/Tie/Loss (W/T/L) summarization based on t-test is also
listed at the bottom of Table 2. The results indicates that there is no statistical diﬀerence in classiﬁcation accuracy
among the these three versions of the Lap-TSVM in most cases. Overall, our proposed methods have comparable
classiﬁcation accuracy to that of original Lap-TSVM but with remarkably less training time.
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Figure 3: The CPU times of the DE-based parameters selection strategy compare with grid-based for Lap-TSVM(SOR) on UCI datasets.
6. Conclusions
In this paper, we have proposed two improved strategies, SOR solver for fast QPPs solving and DE-based model
for fast parameters selection, to improved the training procedure of the laplacian twin support vector machine (Lap-
TSVM). Experimental results demonstrate the eﬀectiveness of our strategies, and enjoy more computational advantage
than original Lap-TSVM. In the future, we concern with the sparse solutions to Lap-TSVM.
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