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CELL 2-REPRESENTATIONS AND CATEGORIFICATION AT PRIME
ROOTS OF UNITY
ROBERT LAUGWITZ AND VANESSA MIEMIETZ
Abstract. Motivated by recent advances in the categorification of quantum
groups at prime roots of unity, we develop a theory of 2-representations for 2-
categories, enriched with a p-differential, which satisfy finiteness conditions anal-
ogous to those of finitary or fiat 2-categories. We construct cell 2-representations
in this setup, and consider a class of 2-categories stemming from bimodules over
a p-dg category in detail. This class is of particular importance in the categori-
fication of quantum groups, which allows us to apply our results to cyclotomic
quotients of the categorifications of small quantum group of type sl2 at prime
roots of unity by Elias–Qi [Advances in Mathematics 288 (2016)]. Passing to
stable 2-representations gives a way to construct triangulated 2-representations,
but our main focus is on working with p-dg enriched 2-representations that should
be seen as a p-dg enhancement of these triangulated ones.
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1. Introduction
1.1. Background. The quantum group Uq(g) associated to a finite-dimensional Lie
algebra depends on a parameter q. Depending on whether q is generic or a root of
unity, the representation theory has vastly different features. In particular, if q is a root
of unity, then Uq(g) has a finite-dimensional quotient uq(g) which has been used to
construct invariants of 3-dimensional manifolds forming a 3-dimensional topological field
theory [RT]. These invariants were originally constructed using Chern–Simons theory
and have been linked to the Jones polynomial (for g = sl2) by Witten [W].
A seminal paper by Crane–Frenkel [CF] suggested to replace such Hopf algebras as
uq(g) by categories in the pursuit of constructing 4-dimensional topological quantum
field theories by algebraic means. From this, the theory of categorification emerged.
First progress was made by categorifying quantum groups at a generic parameter q,
obtaining the so called 2-Kac–Moody algebras, in [Ro, KL1, KL2, KL3]. A breakthrough
towards realizing Crane–Frenkel’s vision was the construction of a categorified Jones
polynomial for links in S3 in [Kh1], known as Khovanov homology. However, in order
to make 4-dimensional TQFTs a possibility, a categorification of quantum groups at
roots of unity is needed.
An important idea was introduced by Khovanov [Kh2], who observed that working with
algebra objects in the category of modules over a finite-dimensional Hopf algebra H
gives a way of categorifying algebras over the Grothendieck ring of the stable category
of H-modules. In the case where H = k[∂]/(∂p) for a field k of characteristic p, one
obtains, when passing to the stable category, the relation 1 + q + . . . + qp−1 = 0 of
the ring of cyclotomic integers. The relation ∂p = 0 is reminiscent of the classical
equation ∂2 = 0 of complexes in homological algebra, and there is a close relationship
to N -complexes which were considered as a new homology theory in [M1, M2], and
in [Ka], where the possibility of a link to the representation theory of quantum groups
was suspected.
The theory proposed in [Kh2] was subsequently further developed in [Qi], where p-
dg algebras and their modules are formally introduced, in analogy to the theory of dg
modules over dg algebras generalizing complexes of modules over an algebra. Milestones
in realizing the program of categorifying quantum groups at roots of unity were reached
in [KQ], [EQ1], [EQ2] with the categorification of Lusztig’s idempotented quantum
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groups (see [Lu]) u˙q(sl2)
+, u˙q(sl2), and U˙q(sl2) for q a prime root of unity, obtained
by defining a p-differential on the 2-morphism spaces of the corresponding generic 2-Lie
algebra. In [EQ1], categorifications of the graded simple u˙q(sl2)-modules for highest
weight λ = 0, . . . , p− 1 are also described.
Nowadays, categorification is often formulated in the language of 2-categories, since
algebras can be viewed as a category with idempotents as objects, which is more nat-
ural from a categorical point of view. The idea to study representations of categorified
quantum groups appears in [Ro]. A systematic study of 2-representations over certain
classes of 2-categories was initiated in [MM1], with the study of so-called finitary and
fiat 2-categories. These provide 2-categorical analogues of finite-dimensional algebras
and hence provide a first step towards the original vision in [CF] of finding a categori-
fication of finite-dimensional Hopf algebras (called Hopf categories) and studying their
representation theory.
In [MM5], simple transitive 2-representations are defined and shown to be a suitable 2-
analogue of simple representations of an algebra, in the sense that they satisfy an appro-
priate generalisation of the classical Jordan–Ho¨lder theorem. The cell 2-representations
originally defined in [MM1], and inspired by cell representations of a cellular algebra,
are examples of such simple transitive 2-representations. Moreover, for large classes
of 2-categories (including 2-Lie algebras, see [MM5, Section 7.2]), they are shown to
exhaust all simple transitive 2-representations (e.g. [MM5, MM6, MMZ2, Zi]), though
this is known to not be true in general (see e.g. [Zh, MaMa, KMMZ]). For a survey
on finitary 2-representation theory, see [Maz].
The present paper initiates a systematic study of 2-representations of so called p-
dg 2-categories, in order to contribute towards attaining some of the goals of the
categorification program. This approach adopts the spirit of the series of papers started
in [MM1], but works with enrichments by p-differentials in order to connect to the work
of [EQ1], and to provide a setup suitable for categorification of algebras over the ring
of cyclotomic integers. Further, the construction of p-dg 2-categories and their p-dg
2-representations gives a way to obtain triangulated 2-categories and 2-representations
compatible with the triangulated structure by passing to stable categories.
Another point of view is that p-dg categories are a natural generalization of differential
graded categories which are an important tool in contemporary algebraic geometry. By
specializing p = 2, one recovers dg categories in characteristic two, and adjusting signs
appropriately, our results remain valid for more general dg 2-categories, which we expect
to emerge as objects of study in their own right in the future.
1.2. Summary. This paper studies p-dg enriched 2-categories and introduces cell 2-
representations for a class of such structures satisfying finiteness conditions. Basic
properties and the relation to additive cell 2-representations are investigated. Further-
more, structural results about passing to stable 2-representations which are compatible
with the triangulated structure of the stable 2-categories are included.
Section 2 introduces all technical results on the level of 1-categories enriched with p-
differentials — so called p-dg categories — and the study of their compact semi-free
modules, which are the appropriate analogue of free modules in this context, cf. [Qi,
EQ1]. By [Qi], the stable category of (compact) cofibrant p-dg modules is equivalent
as a triangulated category to the (compact) derived category of all p-dg modules, and
compact cofibrant p-dg modules are the idempotent completion of compact semi-free
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modules. While the desired structure of modules over cyclotomic integers can only be
seen by passing to the compact derived category and taking the Grothendieck group,
we, for the most part, work on the level of the (p-dg enriched) category of compact
semi-free modules, whose idempotent completion should be seen as a p-dg enhancement
of the compact derived category in the spirit of [BK].
In order to work with small categories, we introduce a combinatorial category equivalent
to the p-dg enriched category of compact semi-free modules over a p-dg category C.
This p-dg category C should be interpreted as a p-dg analogue of the dg category of
(one-sided) twisted complexes of [BK]. For p-dg categories of this form, we study
different finiteness conditions motivated on one hand by the theory of finitary k-linear
categories (forgetting the differential should yield an idempotent complete (Karoubian)
category with finitely many indecomposables and finite-dimensional morphism spaces),
and on the other hand by the fantastic filtrations which are crucial in [EQ1]. We
introduce (relative) tensor products, and a closure under p-dg quotients which can be
seen as a p-dg enrichment of the abelianization of a p-dg category of the form C (see
Sections 2.6, 2.7). Moreover, we describe how to pass to the stable category associated
to a p-dg category of the form C in Section 2.8.
The next section, Section 3, gathers preliminary results about the kind of p-dg 2-
categories for which we will study p-dg 2-representations in Section 4. We distinguish
locally finite and strongly finitary p-dg 2-categories C . These refer to two sets of
finiteness assumptions imposed on the structure of the 1-hom p-dg categories C(i, j).
Formal definitions and results on p-dg 2-representations are collected in Section 4. In
particular, we include two versions of the Yoneda Lemma for p-dg 2-representations
(one version for p-dg quotient completed p-dg categories).
The core of the paper is formed by Sections 5 and 6. In Section 5, we introduce cell
2-representations for p-dg 2-categories which are strongly finitary. That is, when for-
getting the p-differential, the morphisms categories are idempotent complete and have
only finitely many indecomposable 1-morphisms up to isomorphism. In this context, cell
2-representations are simple transitive (for a generalization of this concept in an appro-
priate sense). Forgetting the p-differential does, in general, not give a simple transitive
additive 2-representation, but [MM6, Theorem 4] can be applied to show that it is an
inflation by a local algebra of a simple transitive 2-representation. Moreover, under
some technical assumptions, [MM3, Theorem 16] can be used to prove in Section 5.5
that the endomorphism categories of p-dg cell 2-representations are p-dg isomorphic to
the enriched category k-modH .
A crucial role in [MM3]–[MM6] is played by a certain 2-category CA constructed from
projective bimodules over a finite-dimensional algebra A. In [MM3], it is shown that any
fiat 2-category that is simple in a suitable sense is biequivalent to (a slight variation) of
some CA. In particular, 2-Lie algebras are, in some sense, built from many CAλ where
λ runs over positive integral weights and Aλ is the product of all cyclotomic quiver
Hecke algebras associated to λ. The fact that all simple transitive 2-representations of
CA are cell 2-representations ([MM5, Theorem 15] and [MMZ2, Theorem 12]) implies
the same result for 2-Lie algebras. This motivates the construction, in Section 6, of
p-dg analogues CA of such 2-categories associated to a p-dg category A, and, under
appropriate assumptions, we prove that the cell 2-representation again is the natural (or
defining) representation and thus, when forgetting about the differential, one recovers
the cell 2-representation of the underlying finitary 2-category.
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To conclude the paper, Section 7 applies some results to the cyclotomic quotient Uλ
of the p-dg 2-category U introduced by [EQ1] to categorify the small quantum group
associated to sl2. In particular, we analyze the p-dg cell 2-representations of this cate-
gorification and show that the subquotient idempotent completion of the restriction of
Uλ to its largest cell is p-dg biequivalent to CB where B is constructed from coinvariant
algebras. Thus the p-dg cell 2-representation associated to the cell indexed by λ is in-
deed the natural 2-representation, which categorifies the simple graded u˙q(sl2)-module
of highest weight λ. It further follows that the endomorphism categories of these p-dg
cell 2-representations are simple, i.e. p-dg equivalent to k-modH .
1.3. Acknowledgments. Part of the work of R.L. on this paper was supported by an
EPSRC Doctoral Prize Grant at the University of East Anglia, and by the LMS (Research
in Pairs — Scheme 4). Parts of this article were written during V.M.’s visit to MPI,
Bonn, whose hospitality and support is gratefully acknowledged. The authors thank
Ben Elias, Gustavo Jasso, and You Qi for helpful and stimulating discussions.
2. p-dg categories
In this section, we collect basic results about p-dg categories and their modules and
define different finiteness conditions for such categories which will be imposed in later
sections of this paper. We also introduce all technical tools on the 1-categorical level,
such as a bimodule tensor product action, and the closure under p-dg quotients, which
will be needed later.
2.1. The 2-category of p-dg categories. Let k be an algebraically closed field of
characteristic p. A k-linear additive category C is called a p-dg category if homo-
morphism spaces are enriched over the symmetric monoidal closed category H-mod of
finite-dimensional graded H-modules for the Hopf algebra H = k[∂]/(∂p) where the
degree of ∂ is chosen to be 2, as in [EQ1]. We can regard the collection of finite-
dimensional graded H-modules itself as a p-dg category k-modH whose objects are
finite-dimensional graded H-modules, and morphisms are all k-linear maps f equipped
with the H-action ∂(f) = ∂ ◦ f − f ◦ ∂. This means that the homs in k-modH are the
internal homs obtained from the closed monoidal structure [K, Section 1.6].
Given a p-dg category C, denote by ZC the category with the same objects but only
those morphisms which have degree 0 and are annihilated by the action of ∂. We
refer to the morphisms of ZC as p-dg morphisms. The category Z(k-modH) recovers
H-mod.
We say two objects X and Y are isomorphic as p-dg objects or p-dg isomorphic
if there is an isomorphism f : X → Y of degree zero such that both f and f−1
are annihilated by ∂. That is, X and Y are p-dg isomorphic if and only if they are
isomorphic in ZC.
Lemma 2.1. An isomorphism f in C is a p-dg isomorphism if and only if it has degree
0 and is annihilated by ∂.
Proof. We require that composition in C is a morphism of graded H-modules, i.e.
∂(gf) = ∂(g)f + g∂(f). Hence, if f is invertible in C and ∂f = 0, it follows that
0 = ∂(id) = ∂(f−1)f.(2.1)
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This implies that ∂(f−1) = 0 as f is an isomorphism. Further, the inverse has degree
zero precisely if f has degree zero. 
A p-dg functor between p-dg categories is an additive k-linear functor M : C → C′
such that the map HomC(X,Y ) → HomC′(M(X),M(Y )) is a degree zero morphism
of graded H-modules. Morphisms between two p-dg functors are natural transforma-
tions of (k-linear) functors. This turns the morphism space between two p-dg functors
M and N into a graded H-module with the action of ∂ on a k-linear natural trans-
formation ψ : M → N given by ψX : M(X) → N(X) simply being the action on
HomC′(M(X), N(X)), for each object X . Indeed, ∂ψ defined this way is a natural
transformation, as for a given morphism f : X → Y in the source category of the
functors we compute
∂ψY ◦Mf = ∂(ψY ◦Mf)− ψY ◦M(∂f)
= ∂(Nf ◦ ψX)−N(∂f) ◦ ψX
= Nf ◦ ∂ψX ,
where the first (and third) equality uses that M (respectively, N) is a p-dg func-
tor.
We say that a p-dg functor M : C → C′ is part of a p-dg equivalence if there is a
p-dg functor M ′ : C′ → C such that M ◦M ′ and M ′ ◦M are p-dg isomorphic to the
respective identity functors. We further call a p-dg functor F : C → D p-dg dense if for
any object Y in D there exists an object X in C and a p-dg isomorphism F (X) ∼= Y .
Note that a full, faithful, and dense p-dg functor is part of an equivalence of categories
using the usual proof. However, assuming p-dg density we have a stronger result:
Lemma 2.2. A p-dg functor F : C → D is full, faithful, and p-dg dense if and only if
it is (part of) a p-dg equivalence.
Proof. Let F be full, faithful, and p-dg dense. Note that fully faithfulness implies that
there is a p-dg isomorphism
HomC(X,Y ) ∼= HomD(FX,FY ),
using Lemma 2.1. Using the same lemma, it suffices to define a p-dg functor G : D → C
and p-dg isomorphisms η : 1D → GF , ε : 1C → FG. Given an object Y of D we find
a p-dg isomorphism ηY : Y → F (X) by p-dg density, and set G(Y ) := X . Given
a morphism g : Y → Y ′ in D we can use fully faithfulness of F to obtain a unique
morphism f : G(Y ) → G(Y ′) such that F (f) = ηY ′ ◦ g ◦ η
−1
Y . We define G(g) = f .
Uniqueness ensures that G indeed is a functor. It is a p-dg functor as ∂(ηY ′ ◦g◦η
−1
Y ) =
ηY ′ ◦ ∂(g) ◦ η
−1
Y and the isomorphism induced by F on morphism spaces commutes
with the differential. By construction, η is a p-dg isomorphism. Given an object X in
C, the other equivalence εC can be obtained by apply fully faithfulness to the morphism
ηF (X). Arguing similarly, one sees that ε defines a natural isomorphism consisting of
p-dg isomorphisms, hence a p-dg isomorphism. This shows that F is part of a p-dg
equivalence. The inverse implication is straightforward. 
We say that an object in a p-dg category is k-indecomposable if it has no non-
trivial idempotents. Similarly, an object is p-dg indecomposable if its only idempotent
endomorphisms which are annihilated by ∂ are id and 0. We say a p-dg category
C is p-dg idempotent complete if it is complete with respect to idempotent p-dg
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morphisms. A completion under more idempotents, so-called subquotient idempotents,
will be discussed in Section 2.3.
Throughout this article, all p-dg categories will be assumed to be small and closed under
shifts. By being closed under shifts we mean that for every objectX and natural number
n, there exists an object X〈n〉, such that HomC(Y,X〈n〉) = HomC(Y,X)〈n〉, where, if
a morphism f is homogeneous of degree k, the morphism f〈n〉 is homogeneous of degree
k − n. We will now introduce basic finiteness assumptions on p-dg categories.
Definition 2.3. We call a p-dg category C locally finite if morphism spaces between
any two p-dg indecomposable objects are finite-dimensional.
The collection of locally finite p-dg categories together with p-dg functors and their
morphisms form a 2-category, denoted by Dp. Note that Dp is enriched over p-dg
categories, meaning that the category of p-dg functors between two p-dg categories C
and D again forms a p-dg category, which we denote by Fun(C,D).
Forgetting the H-module structure and the grading, we denote the underlying k-linear
additive category by [C]. This gives rise to a forgetful 2-functor [ ] from Dp to the
2-category with objects locally finite k-linear categories, 1-morphisms additive k-linear
functors, and 2-morphisms natural transformations.
2.2. Compact semi-free p-dg modules. A (locally finite-dimensional) p-dg module
over a p-dg category C is a p-dg functor M : C → k-modH , i.e the map
HomC(X,Y )→ Homk(M(X),M(Y ))(2.2)
is a degree zero morphism of graded H-modules. Morphisms of p-dg modules are k-
linear natural transformations. This makes the category C-modH of p-dg modules a
p-dg category.
If C is locally finite, then to each object X ∈ C, we can associate the p-dg module PX =
HomC(X,−) over C, which maps an object Y to the graded H-module HomC(X,Y ),
and a morphism f ∈ HomC(Y, Z) to the morphism
PX(f) = f∗ : HomC(X,Y )→ HomC(X,Z) : g 7→ f ◦ g.
In particular, the morphism HomC(Y, Z)→ Homk(HomC(X,Y ),HomC(X,Z)) we ob-
tain commutes with the differentials on the respective homomorphism spaces.
A p-dg module M over a locally finite p-dg category C ∈ Dp is called semi-free if
it admits a filtration by p-dg subfunctors 0 = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂ M such that
each subquotient Fi/Fi−1 is p-dg isomorphic to PXi for some Xi ∈ C. A semi-free
C-module is called compact if it has a finite filtration of this form. We denote the full
subcategory on compact semi-free modules in the category of p-dg C-modules C-csf.
Note that this, again, is a p-dg category.
We remark that the definition of semi-free modules is related to modules with property
(P) for a p-dg algebra in [Qi, Definition 6.3], and that of compact semi-free modules
to finite cell modules in [EQ1, 2.5]. For a p-dg category, a similar definition was given
in [EQ2, Section 4.6] where compact semi free modules are referred to as finite cell
modules. One crucial difference is that we consider enriched homs, so to obtain the
categories of finite cell modules, we need to pass to Z(C-csf).
The following definition is a generalisation of the notion of (one-sided) twisted com-
plexes over a dg category, due to Bondal and Kapranov [BK].
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Definition 2.4. For a p-dg category C ∈ Dp, we define C as the p-dg category whose
• objects are given by pairs (
⊕s
m=1 Fm, α = (αk,l)k,l) where the Fm are objects
in C and αk,l ∈ HomC(Fl, Fk), αk,l = 0 for all k ≥ l such that the matrix
∂ · Is+((αkl)∗)kl acts as a p-differential on
⊕s
m=1 P
op
Fm
in Cop-csf (here Is is
the identity matrix);
• morphisms are matrices of morphisms between the corresponding objects, with
the differential of
γ = (γn,m)n,m :
(
s⊕
m=1
Fm, α = (αk,l)k,l
)
−→
(
t⊕
n=1
Gn, β = (βk,l)k,l
)
defined as
∂ ((γn,m)n,m) := (∂γn,m + (βγ)n,m − (γα)n,m)n,m.
Note that the matrix ∂ · Is + α∗ acts as a p-differential on the functor
⊕s
m=1 P
op
Fm
—
and hence gives a p-dg module — if and only if (∂ · Is + α∗)
p acts by zero. This can
in fact be checked (as we will see in Lemma 2.5) by verifying that
(∂ · Is + α∗)
p(δk,lidFm)k,l = (∂ · Is + α)
p−1α = 0,(2.3)
which gives conditions on the entries of α and their differentials. In particular, this
implies that ∂p−1(αi,i+1) = 0 for all i = 1, . . . , s− 1 and that the degree of each αi,j
is 2. Observe that our grading conventions differ from [BK] and are closer to those
of [Se]. This is made possible by the fact that our p-dg categories are closed under
grading shift.
We remark that although the symbol ⊕ is used in the notation of objects in C this does
not denote biproducts internal to C but rather lists of objects.
The following explicit additive structure on C will be used later: Consider two objects
X = (
⊕s
m=1 Fm, α = (αk,l)k,l) and Y = (
⊕t
n=1Gn, β = (βk,l)k,l) in C, then the
object
X ⊕ Y =
(
s⊕
m=1
Fm ⊕
t⊕
n=1
Gn,
(
α 0
0 β
))
is an object in C which satisfies the universal properties of a biproduct. We use the com-
mon notation that if γ = (γn,m)n,m : X → Y and η = (ηn,m′)n,m′ : X
′ → Y are mor-
phisms in C, then
(
γ η
)
gives a morphismX⊕X ′ → Y ; and if ϕ = (ϕn,m)n′,m : X →
Y ′ is another morphisms in C, then
(
γ
ϕ
)
is a morphism X → Y ⊕ Y ′.
Note that with C, C again lies in Dp.
Lemma 2.5. The categories C and Cop-csf are p-dg equivalent for C in Dp.
Proof. We define a p-dg functor P: C → Cop-csf by mapping an object X =
(
⊕s
m=1 Fm, (αk,l)k,l) to the p-dg C-module given on PX =
⊕s
m=1 P
op
Fm
with dif-
ferential ∂PX := ∂ · Is + ((αk,l)∗)k,l. This is an object of C
op-csf using the filtration
Fn :=
⊕n
m=1 P
op
Fm
for n = 1, . . . , s. Indeed, using the upper-triangular shape of the
matrix (αk,l)k,l we see that the Fn give a chain of p-dg subfunctors of PX , and the
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factors are p-dg isomorphic to P opFm . For a morphism
γ = (γn,m)n,m : X =
(
s⊕
m=1
Fm, α = (αk,l)k,l
)
−→ Y =
(
t⊕
n=1
Gn, β = (βk,l)k,l
)
,
we let Pγ be the k-natural transformation given by ((γn,m)∗)n,m : PX → PY . As ( )∗
is covariant with respect to composition, this gives a functor P as desired. It is a p-dg
functor as
∂P(γ) = ∂ ((γn,m)∗)n,m
=
(
∂ · It + ((βk,l)∗)k,l
)
◦ γ − γ ◦
(
∂ · Is + ((αk,l)∗)k,l
)
= ∂ ◦ ((γn,m)∗)n,m − ((γn,m)∗)n,m ◦ ∂ +
(
((βγ − γα)n,m)∗
)
n,m
= ((∂γn,m)∗)n,m +
(
((βγ − γα)n,m)∗
)
n,m
= P ((∂γn,m)n,m + (βγ − γβ)n,m)
= P (∂γ) ,
where we use that ( )∗ is a p-dg functor in the fourth equality, see (2.2). Referring to
Lemma 2.2, it remains to show that P is fully faithful and p-dg dense.
Let M be a semi-free module over Cop, with a filtration 0 ⊂M1 ⊂M2 ⊂ . . . ⊂Ms =
M such that there are p-dg isomorphisms Mi/Mm−1 ∼= P
op
Fm
for m = 1, . . . , s. We
can choose an isomorphism (not a p-dg isomorphism) of ψ : M
∼
→
⊕s
m=1 P
op
Fm
, and
consider the conjugation φ ◦ ∂M ◦ φ
−1 of the differential ∂ = ∂M : M → M , which
gives a map ∂m′,m : P
op
Fm
→ P opFm′ for any m
′ ≤ m. By adding ∂m,m′ = 0 for m
′ > m,
the maps thus obtained give an upper triangular matrix (∂m′,m)m′,m. As M is a p-dg
functor, we require that for any morphism f : A → B in C, ∂f is mapped to ∂M(f).
This condition translates under isomorphism to the matrix condition
(∂m′,m)m′,mf
∗Is − f
∗Is(∂m′,m)m′,m = (∂f)
∗Is.
Evaluating componentwise, we find that
∂m′,mf
∗ − f∗∂m′,m = 0, ∀m ≥ m
′,
∂m,mf
∗ − f∗∂m,m = (∂f)
∗,
from which we conclude that in fact ∂m,m = ∂P opFm
, i.e. the given differential on the
m-th subfactor, and that ∂m′,m : P
op
Fm
→ P opFm′ is a natural transformation. Hence
∂m′,m is induced by a morphism αm′,m : Fm → Fm′ . We define a new object M
′ in
Cop-csf as the direct sum
⊕s
m=1 P
op
Fm
together with the differential given by the matrix
∂Is + (αm′,m)m′,m. This object lies in the image of the functor P. We now observe
that the isomorphism ψ : M →
⊕s
m=1 P
op
Fm
previously chosen in fact gives a p-dg
isomorphismM →M ′. Indeed, by construction we have (∂m′,m)m′,m = ψ ◦∂M ◦ψ
−1,
which gives (∂m′,m)m′,m ◦ψ−ψ ◦∂M = 0; that is, ∂ψ = 0 when viewed as a morphism
M →M ′. Hence P is p-dg dense.
Finally, it is clear that P is faithful, and using p-density just proved, we can construct
a p-dg isomorphism HomCop-csf(M,N) ∼= HomCop-csf(M
′, N ′) using conjugation with
p-dg isomorphisms, where M ′, N ′ are in the image of P. But a morphism M ′ → N ′
corresponds under the enriched Yoneda lemma to a unique matrix of morphisms, i.e.
lies in the image of P. This shows fullness of P and concludes the proof. 
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Given a p-dg category C ∈ Dp, denote by ιC : C → C the canonical inclusion, which is
a fully faithful p-dg functor. Observe that this p-dg functor descends to an equivalence
[C]→ [C].
Note that the functor ι displays C as an additive subcategory of C in the sense that the
addition of morphisms HomC(X,Y ) is the same as that on HomC ((X, 0), (Y, 0)), but it
only commutes with biproducts up to p-dg isomorphism: the sum X⊕Y in C is mapped
to (X⊕Y, 0) which is p-dg isomorphic to
(
X ⊕ Y,
(
0 0
0 0
))
. Explicit mutually inverse
p-dg isomorphisms are given by
(
pX
pY
)
,
(
iX iY
)
where pX , pY denote the projections
and iX , iY the injections of X ⊕ Y in C.
The following lemma shows that one can extend p-dg functors and morphisms of func-
tors to the corresponding categories of semi-free modules.
Lemma 2.6. Let C,D ∈ Dp be two p-dg categories.
(i) Let F: C → D be a p-dg functor. Then there exists an induced p-dg functor
F: C → D, such that F ◦ ιC = ιD ◦F. Moreover, the functor F is the unique p-dg
functor C → D descending to the canonical functor [C] → [D] induced by F via
direct sums and matrices of morphisms, and the assignment is functorial.
(ii) Given a natural transformation of p-dg functors λ : F→ G, there exists an induced
natural transformation λ : F → G such that λC = λC for any object C ∈ C.
Further, ∂(λ) = ∂(λ) and λ is the unique natural transformation such that [λ]
corresponds to λ under the equivalence between [C] and [C].
The assignment is functorial with respect to horizontal and vertical composition
and induces an isomorphism HomFun(C,D)(F,G) ∼= HomFun(C,D)(F,G).
(iii) The p-dg functor ιC gives a p-dg equivalence of C and C.
The content of this lemma can be summarized by stating that ( ) : Dp → Dp is a strict
p-dg 2-functor of p-dg 2-categories using the language introduced below in Section 3.1.
Proof. To prove part (i), let X = (
⊕s
m=1Gm, α = (αk,l)k,l) be an object of C. We
define F(X) := (
⊕s
m=1 F(Gm),F(α) = (Fαk,l)k,l. This is well-defined as the matrix
∂ · Is+((Fαk,l)∗)k,l acts as a p-differential on
⊕s
m=1 P
op
F(Gm)
. This can be seen using
(2.3). The conditions on ∂ · Is + ((Fαk,l)∗)k,l to act as a p-differential are given by
applying F to the corresponding equation in terms of α, using that the p-dg functor F
commutes with composition and ∂.
For a morphism γ : X = (
⊕s
m=1Gm, α) → Y = (
⊕t
m′=1Km′ , β) in C given by a
matrix γ = (γk,l)k,l, we define F(γ) = (Fγk,l)k,l. The functor F thus obtained is
indeed a p-dg functor as
F(∂β) = F((∂βk,l)k,l + βγ − γα)
= ((∂(Fβk,l))k,l + F(β)F(γ)− F(γ)F(α) = ∂(Fβ).
Clearly, by construction, [F] is the canonical functor [C]→ [D] given by sending
⊕
Xi
to
⊕
FXi, and morphisms (γk,l)k,l to (Fγk,l)k,l. We claim that F is the unique p-dg
functor extending F with this property. In fact, consider an object X = (
⊕s
m=1Xm, α)
of C. Assume F˜ satisfies the stated property, and denote the image F˜(X) = (
⊕s
m=1, α˜).
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Consider the projection pk : X → Xk. We compute
∂pk = ∂(0, . . . , 0, idXk , 0, . . . , 0) + (0, . . . , 0, idXk , 0, . . . , 0)α
= (0, . . . , 0, αk,k+1, αk,k+2, . . . , αk,s).
If F˜ is a p-dg functor, it follows that
F˜(∂pk) = (0, . . . , 0,Fαk,k+1,Fαk,k+2, . . . ,Fαk,s)
= (0, . . . , 0, α˜k,k+1, α˜k,k+2, . . . , α˜k,s) = ∂(F˜pk),
using that F˜ restricts to the functor of componentwise application of [F] under [−].
Hence (α˜k,l)k,l = (Fαk,l)k,l, and thus F˜(X) = F(X). The uniqueness statement
implies thatG◦F = GF, as both these functors restrict to the functor of componentwise
application of [GF] = [G] ◦ [F] under [−].
To prove part (ii), consider a k-linear natural transformation λ : F → G. We define
λX , for X ∈ C as above, to be the matrix with entries λGm on the diagonal for
m = 1, . . . , s. Let γ : (X,α) → (Y, β) be a morphism in C. Then the naturality
condition λY ◦ Fγ = Gγ ◦ λX follows. Further, as λ is a natural transformation, we
have that λX ◦ Fα−Gα ◦ λX = 0. Hence ∂(λ) = (∂λ). The assignment thus defined
is clearly functorial with respect to horizontal composition. The requirement that [λ]
corresponds to λ under the equivalence between [C] and [C] forces λX to be given by
a diagonal matrix with entries λGm as described.
Furthermore, the equality λX ◦ Fγ = Gγ ◦ λX , where γ runs over all endomorphisms
of X given by matrices with precisely one identity on the diagonal (say in position k)
and zeros elsewhere, forces (λX)k,k to be λGk for all k, while all off-diagonal entries
of λX have to be zero. Thus all possible natural transformations λ : F → G take the
shape of a diagonal matrix when evaluated on each object, and in particular, since [λ]
is a natural transformation, each diagonal entry has to be the evaluation of a natural
transformation on the corresponding indexing object, and hence λ is of the form µ
for the restriction µ of λ along ιC . Together with the observation that for a natural
transformation λ ∈ Fun(C,D), the restriction of λ along ι recovers λ, this proves the
p-dg isomorphism HomFun(C,D)(F,G) ∼= HomFun(C,D)(F,G).
Finally, to prove part (iii), consider the canonical p-dg functor C → C. Using part (i),
we obtain a p-dg functor C → C. This p-dg functor is clearly fully faithful, and it is p-dg
dense. Indeed, any object in C corresponds to an upper triangular matrix with entries
morphisms of C, meaning it can be viewed as a (larger) upper triangular matrix with
entries morphisms of C, but such objects are in the image of C. To see this, consider
an object Y = (
⊕s
m=1 Ym, β) in C. Here, Xm = (
⊕tm
k=1X
m
k , α
m) are objects of C,
and each matrix entry βm,m′ is a sm × sm′ -matrix of morphisms β
k,k′
m,m′ : X
m′
k′ → X
m
k .
As Y is an object of C, we have that (∂Is + β)
p acts by zero. We compute
(∂Is + β) = (δm,m′∂Ym + βm,m′)m,m′
=
(
δm,m′(δk,k′∂Xm
k
+ αmk,k′ )k,k′ + (β
k,k′
m,m′)k,k′
)
m,m′
=
((
δm,m′δk,k′∂Xm
k
+ αmk,k′ + β
k,k′
m,m′
)
k,k′
)
m,m′
,
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to see that the p-th power of the latter matrix also acts by zero. Hence we can define
the object Y ′ of C given by the pair(
s⊕
m=1
tm⊕
k=1
Xmk ,
(
δm,m′α
m
k,k′ + β
k,k′
m,m′
)
(m,k),(m′,k′)
)
.
The p-dg isomorphisms (Yi, 0) → (
⊕tm
k=1X
m
k , α
m) assemble to a p-dg isomorphism
Y → Y ′ completing the proof of p-dg density. Thus, part (iii) follows using Lemma
2.2. 
In fact, the following lemma shows that a p-dg functor of locally finite p-dg categories
which are of the form (−) can be recovered from its restriction to C in the source
category.
Lemma 2.7. Let C, D be categories in Dp, and F : C → D. Then there is a p-dg
isomorphism of p-dg functors F ∼= (ι−1
D
) ◦ F |C .
Proof. Let X1, . . . , Xn ∈ C and consider F (Xi, 0) ∈ D for each i = 1, . . . , n. By
additivity of F and the additive structure of C, we have a p-dg isomorphism
n⊕
i=1
F |C Xi =
n⊕
i=1
F (Xi, 0)
∼
→ F
(
n⊕
i=1
Xi, 0
)
∈ D,
where the first zeros are 1 × 1-matrices and the last zero is an n × n-matrix. By the
universal property of biproducts, this isomorphism is natural with respect to morphisms
in C, and hence
HomD
(
F
(
n⊕
i=1
Xi, 0
)
, F
(
m⊕
i=1
Yi, 0
))
∼= HomD
(
n⊕
i=1
F |C Xi,
m⊕
i=1
F |C Yi
)
for Yi ∈ C.
We wish to compare the two functors ιD ◦F and F |C . Since, for more general objects
X := (
⊕n
i=1Xi, α), Y := (
⊕m
i=1 Yi, β) ∈ C, we have
Hom[C] (X,Y )
∼= Hom[C]
((
n⊕
i=1
Xi, 0
)
,
(
m⊕
i=1
Yi, 0
))
we obtain an isomorphism
Hom[D] (F (X), F (Y ))
∼= Hom[D]
(
F
(
n⊕
i=1
Xi, 0
)
, F
(
m⊕
i=1
Yi, 0
))
∼= Hom[D]
(
n⊕
i=1
F |C Xi,
m⊕
i=1
F |C Yi
)
.
Recalling the canonical p-dg inclusion ιD, the functor ιD ◦ F descends to the same
functor [C]→ [D] as F |C . By the uniqueness statement in 2.6(i) we see that ι
−1
D
◦ F |C
and F are p-dg isomorphic, choosing ι−1
D
a quasi-inverse to ιD by 2.6(iii). 
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2.3. Subquotient completion. Let C ∈ Dp. We need to construct a closure C
• of C
under subquotients. This uses considerations from [EQ2, Section 4.2]. From there, we
adapt the following definition:
Definition 2.8. Let C be a p-dg category inDp. We say that an idempotent e : X → X
in C is a subquotient idempotent if there exists another idempotent w : X → X such
that
(i) we = ew = e,
(ii) w∂(w) = 0, and
(iii) (w − e)∂(w − e) = 0.
Note that the definition is symmetric in the sense that an equivalent set of axioms
is is to require the existence of an idempotent v on X such that ve = ev = e,
∂(v)v = 0, and ∂(v − e)(v − e) = 0. Note further that for any idempotent e we have
∂(e) = ∂(e)e+ e∂(e), which implies that (1− e)∂(e) = ∂(e)e, and hence e∂(e)e = 0.
The following lemma is adapted from [EQ2, Lemma 4.2].
Lemma 2.9. Given two subquotient idempotents e : X → X , and f : Y → Y , the
subspace fHomC(X,Y )e obtains the p-differential given by
∂•(fge) := f∂(fge)e, ∀g : X → Y.(2.4)
Proof. We give a direct proof for completeness. First show that if e is a subquotient
idempotent, then ∂(e)∂(e)e = e∂(e)∂(e) = 0. Indeed, one computes
∂(e)∂(e)e = ∂(ew)∂(we)e
= ∂(e)w∂(w)e + ∂(e)w∂(e)e+ e∂(w)∂(w)e + e∂(w)w∂(e)e
= ∂(e)w∂(e)e + ew∂(w)∂(w)e + ew∂(w)w∂(e)e
= ∂(e)w∂(e)e = ∂(e)e∂(e)e = 0,
where we use that (w − e)∂(w − e) = 0 implies w∂(e) = e∂(e). The equality
e∂(e)∂(e) = 0 follows similarly.
Now we compute, for g ∈ fHomC(X,Y )e, that
(∂•)2(fge) = ∂•(f∂(fge)e) = f∂(f∂(fge)e)e
= f∂(f)∂(fge)e+ f∂2(fge)e+ f∂(fge)∂(e)e
= f∂(f)∂(f)ge+ f∂2(fge)e+ fg∂(e)∂(e)e
= f∂2(fge)e.
Repeated application shows that (∂•)p(fge) = 0. 
We now define the subquotient idempotent completion C• of C in Dp as having
objects Xe for any subquotient idempotent e ∈ EndC(X), together with morphisms
ie : Xe → X , pe : X → Xe such that, if f ∈ EndC(Y ) is another subquotient idempo-
tent
if ◦ (−) ◦ pe : HomC•(Xe, Yf )⇄ (fHomC(X,Y )e, ∂
•) : pf ◦ (−) ◦ ie,(2.5)
are mutually inverse p-dg isomorphisms. This, in particular, implies that
iepe = e, peie = idXe ,(2.6)
∂(ie) = ∂(e)ie, ∂(pe) = pe∂(e).(2.7)
14 ROBERT LAUGWITZ AND VANESSA MIEMIETZ
In fact, the conditions (2.6), (2.7) ensure that the morphisms in (2.5) are mutually
inverse p-dg morphisms, and that the differential on the category C• satisfies the Leibniz
rule.
Proposition 2.10. The category C• defined above is a p-dg category in Dp and there
exists a p-dg embedding C →֒ C•. Furthermore, (C•)• is p-dg equivalent to C•.
Proof. Let f : Xe1 → Xe2 , g : Xe2 → Xe3 be morphisms in C
•, where f = pe2e2he1ie1
and g = pe3e3ke2ie2 . Then
gf = pe3e3ge2ie2pe2e2fe1ie1 = pe3e3ge2fe1ie1 ,
and
∂(gf) = pe3∂(ke2h)ie1 ,
= pe3∂(k)e2hie1 + pe3ke2∂(h)ie1 = ∂(g)f + g∂(f),
using that k∂(e2)h = ke2∂(e2)e2h = 0 as e2∂(e2)e2 = 0.
It follows that C• is a p-dg category. It is clear that mapping X 7→ X1 exhibits C as a
p-dg full subcategory of C•. Starting with C•, the embedding C• →֒ (C•)• is p-dg dense.
Indeed, any subquotient idempotent e in C• is a subquotient idempotent e = e1ee1
for a subquotient idempotent e1 in C, which forces that e is in fact a subquotient
idempotent in C, using the same w such that ew = w = ew, and hence Xe in (C
•)• is
in the p-dg essential image of C•.
Note that the subquotient idempotent completion C• again has finite biproducts. The
biproduct Xe ⊕ Yf in C
• can be obtained using the splitting object (X ⊕ Y )e⊕f of the
subquotient idempotent e ⊕ f on X ⊕ Y in C. Moreover, C• is locally finite as the
morphism spaces are subspaces of the finite-dimensional morphism spaces in C. 
We say a p-dg category is subquotient idempotent complete if the canonical em-
bedding C →֒ C• is part of a p-dg equivalence.
Lemma 2.11. A p-dg category C in Dp is subquotient idempotent complete if and only
if it is complete under all left and right submodule idempotents, that is, idempotents e
such that ∂(e) = ∂(e)e (respectively, ∂(e) = e∂(e)).
Proof. Assume C is complete under left and right submodule idempotents. Let
e : X → X be a subquotient idempotent dominated by w. Then w and w − e are
left submodule idempotents. Consider the splitting object Xw. Further, e is a right
submodule idempotent onXw. Indeed, using that w−e is a left submodule idempotent,
we find
∂(e) = w∂(e)w = w∂(e) = e∂(e) = ew∂(e)w = e∂(e),
where the second equality uses
∂(e) = ∂(ew) = ∂(e)w + e∂(w) = ∂(e)w.
Hence, under the assumptions e also splits, giving an object Xe with the properties as
in Equation (2.5). 
Lemma 2.12. If C is locally finite, then C• is again locally finite.
Proof. Notice that morphism spaces between two p-dg indecomposable objects in C•
are subspaces of morphism spaces between two p-dg indecomposable objects in C, and
are hence finite-dimensional; thus C• is locally finite. 
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We can also define the p-dg idempotent completion C◦ of C by adding objects Xe in
the same way for p-dg idempotents e only. This produces a p-dg idempotent complete
p-dg category.
Lemma 2.13. Let F : C → D be a p-dg functor of locally finite p-dg categories. Then
there exists an induced p-dg functor F • : C• → D• (respectively, F ◦ : C◦ → D◦). This
assignment is functorial with respect to composition, i.e. (GF )• = G•F • (respectively,
(GF )◦ = G◦F ◦).
Proof. If e is a subquotient idempotent, then so is F (e). Thus, we may define a
functor F • by mapping Xe to F (X)F (e), and extending to morphisms accordingly.
Compatibility with composition of functors follows directly. 
2.4. Fantastic filtrations and strong finitarity. Let C be a p-dg category in Dp and
A a p-dg subcategory of C. We say that X ∈ C has a fantastic filtration by objects
in A if there exists a filtration 0 = F0 ⊂ F1 ⊂ · · · ⊂ Fm = X , whose successive
subquotients are objects X1, . . . , Xm ∈ A, and maps
ui : X ⇄ Xi : vi
such that uivj = δi,j idXi ,
∑m
j=1 vjuj = idX , ∂(ui)vi = 0 and Im ∂(vi)ui ⊂ Fi−1 (cf.
[EQ1, Section 5.1]).
Let C• denote the subquotient idempotent completion of C, and B the p-dg subcategory
consisting of the additive and grading shift closure of k-indecomposable objects in C•.
Notice that not necessarily all idempotents in C• split, cf. [EQ2, Remark 4.3].
In order to obtain sufficiently well-behaved p-dg categories, we address the question
under what circumstances C and B are p-dg equivalent. Both of these categories
naturally live inside C•.
Lemma 2.14.
(i) As subcategories of C•, the p-dg category C is p-dg essentially contained in B if
and only if every X ∈ C has a fantastic filtration by objects in B.
(ii) As subcategories of C•, the p-dg category B is p-dg essentially contained in C if
and only if, for every Y ∈ B, P opY is semi-free over C.
Proof. Assume that C is p-dg essentially contained in B and let X be any object of C.
By assumption, X is p-dg isomorphic to an object X ′ =
(⊕m
j=1Xj , α
)
, where Xj are
objects in B. We define a filtration by Fi =
⊕i
j=1Xi for all i = 0, . . . ,m. We use the
obvious projection maps ui : X
′ → Xi and injection maps vi : Xi → X
′ (composed
with the p-dg isomorphism). Then clearly uivj = δi,j idXi and
∑m
j=1 vjuj = idX′ . We
further compute, using the differential in C,
∂(vi) =(∂(ujvi))j + αvi − vi0 =
i−1∑
j=1
αjivi.
This shows that the image of ∂(vi) (and hence the image of ∂(vi)ui) is contained
in Fi−1. Further, ui∂(vi) = 0 and hence ∂(ui)vi = 0 using the Leibniz rule. This
shows that the Fi give a fantastic filtration of X
′ by objects in B, which under p-dg
isomorphism translates to such a filtration of X .
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Conversely, assume that every X has a fantastic filtration 0 = F0 ⊂ F1 ⊂ . . . ⊂ Fm =
X where all subquotientsXi are objects of B. We prove that X lies in the p-dg essential
image of the subcategory B by induction on the length m. The statement is clear for
m = 1. Assume that Fm−1 is p-dg isomorphic to the object
(⊕m−1
j=1 Xj , α
)
of B.
The map ∂(vm) factors through Fm−1 and we can hence consider the compositions
αm,j : uj∂(vm) : Xm → Xj for j = 1, . . . ,m − 1. This constructs the object X˜ :=(⊕m
j=1Xj , α
)
, which is p-dg isomorphic to X .
(ii) holds by definition, as B is additively generated by k-indecomposables. 
Corollary 2.15. Assume that every X ∈ C has a fantastic filtration by objects in B
and for every Y ∈ B, P opY is semi-free over C. In this case, the categories C and B are
p-dg equivalent.
Definition 2.16. We call a p-dg category C in Dp strongly finitary, if, letting B denote
the full p-dg subcategory on the additive and grading shift closure of k-indecomposable
objects in C, B has only finitely many k-indecomposable objects up to p-dg isomorphism
and grading shift, and the natural embedding B →֒ C is p-dg essentially surjective. That
is, every object has a finite fantastic filtration by k-indecomposable objects in C.
It follows that if C is strongly finitary p-dg category, then C is also strongly finitary,
since every object in C has a fantastic filtration by k-indecomposables objects which
are of the form (X, (0)) where X is k-indecomposable in C.
Lemma 2.17. If C is a strongly finitary p-dg category, then [C] is an object in the
2-category of finitary k-linear categories Af
k
as defined in [MM2].
Proof. Morphism spaces are finite-dimensional by assumption. Furthermore, every ob-
ject has a finite fantastic filtration by k-indecomposable objects. This implies that the
objects in [C] decompose as finite direct sums of indecomposable objects. The number
of indecomposable objects up to isomorphism is bounded above by the number of k-
indecomposable objects in C up to p-dg isomorphism and grading shift, which is finite
by assumption. 
Definition 2.18. Let C be a strongly finitary p-dg category and S be the full p-dg
subcategory on a subset of objects of C. We define the bar closure Ŝ of S to be
S† ⊂ C, where S† denotes the closure under k-isomorphism and grading shift of all
k-indecomposable objects appearing in any fantastic filtration of objects in S.
Notice that [Ŝ] is equivalent to add([S]). If C is strongly finitary, and S a full subcat-
egory on a set of objects of C, then the bar closure Ŝ is again strongly finitary.
For the purpose of giving targets for p-dg 2-representations in Chapter 4, we define the
p-dg 2-subcategory Mp (respectively M
sf
p ) of Dp as the 2-category whose
• objects are p-dg categories p-dg equivalent to C for a locally finite (respectively
strongly finitary) p-dg category C;
• 1-morphisms are p-dg functors between such categories;
• 2-morphisms are all morphisms of such p-dg functors.
For future use, we record the following observation.
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Lemma 2.19. Let C be a strongly finitary p-dg category, X a k-indecomposable object
in C, and I the two-sided p-dg ideal generated by idX . Then [I] is equal to the
two-sided ideal generated by idX in [C].
Proof. By definition, the ideal I[C] generated by idX in [C] is obtained by starting with
idX and closing under compositions and the k-action. Since hom-spaces in C and [C]
are the same, I[C] is contained in [I]. We need to check that additionally closing under
∂ does not enlarge the ideal further. Since C is strongly finitary, I consists of objects Y
such that X is a k-indecomposable factor in a fantastic filtriation of Y . Such a factor
of Y is determined by a subquotient idempotent e, and we have that ∂(e) is in I[C].
Indeed ∂(e) = ∂(e2) = ∂(e)e+ e∂(e), which is in I[C] as desired. 
2.5. Associating p-dg algebras to p-dg categories.
Example 2.20. (cf. [EQ1, Remark 2.26]) Assume C is a locally finite p-dg category
with a finite set of objects X := {X1, . . . , Xr} such that every object in C has a
fantastic filtration by shifts of objects in X. Then taking the endomorphism algebra of
X :=
⊕r
i=1Xi produces a p-dg algebra AC := EndC(X)
op which is finite-dimensional.
Conversely, let A be a finite-dimensional p-dg algebra. We want to view A as a locally
finite p-dg category, denoted by A. We choose a decomposition 1 = e1 + · · · + er of
the identity into p-dg idempotents. We then define A to be the closure under finite
biproducts and grading shifts of objects Yi corresponding to e1, . . . , er, and morphism
spaces A(Yi, Yj) = eiAej , which are H-submodules of A.
Note that the p-dg category A is typically not subquotient idempotent complete. If
the decomposition 1 = e1 + · · ·+ er is one of indecomposable p-dg idempotents, then
it is sufficient but not necessary that all idempotents in A are p-dg idempotents (i.e.
annihilated by ∂). Note that all central idempotents in a p-dg algebra are necessarily
p-dg idempotents. Indeed, for any idempotent e, e∂(e)e = 0. This, if e is central,
implies ∂(e) = 0 in any characteristic.
Associating p-dg categories to p-dg algebras and vice versa, we have the following
lemma.
Lemma 2.21. Let C be a locally finite p-dg category with a finite set of objects
X := {X1, . . . , Xr} such that every object in C has a fantastic filtration by shifts of
objects in X. Then the category C is p-dg equivalent to the category AAC where AC is
defined in Example 2.20 and we choose the decomposition 1 = idX1 + · · · idXr .
Proof. By our assumption on C, setting X to be the closure under grading shifts
and finite biproducts of the full p-dg subcategory of C on objects in X, we have a
p-dg equivalence between C and X , so if suffices to prove that X and AAC are p-dg
equivalent.
In fact, we will prove that X and AAC are p-dg equivalent. We define a p-dg functor
X → AAC sending Xi to Yi, and extend the definition to morphisms using the p-dg
isomorphisms
X (Xi, Xj) = C(Xi, Xj) ∼= idXj ◦ EndC(X) ◦ idXi = AAC (Yi, Yj).
This assignment extends to finite biproducts, and thus provides a fully faithful p-dg
functor which is p-dg dense by construction. 
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In the following, denote by A-modH the p-dg category of finite-dimensional left A-
modules in H-mod enriched via internal homs [EQ1, 2.24].
Lemma 2.22. Let C be a p-dg category satisfying the assumptions of Lemma 2.20.
Then there is a p-dg equivalence of the p-dg categories Cop-modH and AC-modH .
Proof. Denote A = AC . With the same notation as in Lemma 2.21, we first construct
a p-dg equivalence Φ: A-modH → X
op-modH . Given an object V in A-modH , con-
sider the assignment MV (Xi) = eiV , where ei = idXi is the p-dg idempotent in AC
corresponding to Xi. A morphism f : Xi → Xj corresponds to an element f = eifej
in AC . We assign to it the morphism MV (f) : ejV → eiV , ej(V ) 7→ f(ej(V )). This
way, Φ(V ) = MV defines an object in X
op-modH . Similarly, a morphism φ : V → W
in A-modH gives a morphism of p-dg functors Φ(φ) : MV → MW . Hence, we obtain
a p-dg functor A-modH → X
op-modH . An inverse functor can be constructed as
follows. Given a p-dg functor M : X op → k-modH , define V =
⊕
iM(Xi). As there
are finitely Xi, this gives a finite-dimensional A-module. It is readily verified that the
provided functors form an equivalence of categories.
Next, we show that X op-modH and C
op-modH are p-dg equivalent. There is an evident
p-dg functor Cop-modH → X
op-modH by restriction. This p-dg functor is p-dg dense
as, given a p-dg moduleM over X op, there exists a p-dg functorM : X
op
→ k-modH ≃
k-modH by Lemma 2.6(i). This gives a p-dg module over X
op
such that its restriction
to Cop further restricts to a p-dg module over X op which is p-dg equivalent to M .
Fullness of the restriction functor follows using Lemma 2.6(ii), and faithfulness follows
from Lemma 2.7. 
Remark 2.23. For a strongly finitary p-dg category C we can consider the endomor-
phism algebra A of a, up to grading shift, complete set of p-dg isomorphism classes
of k-indecomposable objects in C. Then C is p-dg equivalent to A (cf. Example 2.20,
Lemma 2.21). Consider the composition
φ : C
∼
→ Cop-csf →֒ Cop-modH
∼
→ A-modH ,
where the first equivalence follows from Lemma 2.5 and the last equivalence follows
from Lemma 2.22. The functor φ is fully faithful, and induces an equivalence of k-linear
categories [C] ≃ A-proj. Here, the later category is that of all finitely generated (in
our setup, finite-dimensional) projective A-modules.
We further remark that the underlying k-algebra A is basic if and only if any two
k-indecomposable objects which are k-isomorphic are also p-dg isomorphic.
2.6. Tensor products. For a symmetric monoidal category like H-mod, enriched
finitely cocomplete categories again have a tensor product structure ⊠ [K, 6.5]. The
finite coproducts will again be biproducts in our setup as the p-dg categories are, in
particular, k-linear. Hence the tensor product C ⊠ D for two p-dg categories C and D
has objects generated under finite biproducts by pairs in Ob(C)×Ob(D) for which we
denote by the corresponding object by X ⊗ Y . The morphism spaces are matrices of
morphisms between objects of the form X⊗Y , X ′⊗Y ′, on which we use the symmetric
monoidal structure of H-mod to define ∂. That is,
HomC⊠D(X ⊗ Y,X
′ ⊗ Y ′) = HomC(X,X
′)⊗HomD(Y, Y
′),
∂(f ⊗ g) = ∂(f)⊗ g + f ⊗ ∂(g).
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One checks that this differential is compatible with compositions and matrix multipli-
cation.
Given p-dg functors F : C → C′ and G : D → D′, we can induce a p-dg functor
F ⊠ G : C ⊠ D → C′ ⊠ D′. It extends uniquely from requiring (F ⊠ G)(X ⊗ Y ) =
F (X)⊗G(Y ) to a p-dg functor. Moreover, we see that ⊠ : Dp ×Dp → Dp is a p-dg
2-functor.
Lemma 2.24. Let C and D be p-dg categories in Dp.
(i) If C and D are locally finite, then so is C ⊠ D.
(ii) The tensor product of two strongly finitary p-dg categories is again strongly finitary.
(iii) There exists a fully faithful p-dg functor C ⊠D → C ⊠D.
Proof. Part (i) is clear as the p-dg indecomposable objects in the tensor product cate-
gory are of the form X ⊗ Y for p-dg indecomposable objects X , Y , and the morphism
spaces are tensor products. Hence the finiteness conditions are inherited by the tensor
product categories. To verify part (ii), note that the tensor products of two objects
having a fantastic filtration by k-indecomposables also has such a filtration, using the
tensor products of the k-indecomposable factors.
To prove part (iii), we start with the p-dg functor C ⊠ D → C ⊠ D obtained as the
tensor product of the canonical embedding functors into the corresponding categories
(−). Using (i) we obtain a functor τ : C ⊠D → C ⊠D. We claim that this functor is
a p-dg equivalence. The functor is clearly fully faithful, and we claim that it is p-dg
dense. Indeed, an object X ⊗ Y in C ⊠D has the form(
s⊕
m=1
Xm ⊗ Ym, α
)
, where Xm =
(
tm⊕
k=1
Vk, γ
m
)
, Ym =
(
um⊕
k=1
Wk, δ
m
)
.
However, each factor Xm ⊗ Ym of X ⊗ Y is p-dg isomorphic to the object
(⊕k,lVk ⊗Wl, γ
m ⊗ Ium + Itm ⊗ δ
m) in τ(C ⊠D). This can be see using distribu-
tivity of ⊗ with biproducts, and the Leibniz rule for the differentials. Now, arguing
similarly as in the proof of Lemma 2.6, there is a p-dg isomorphism of the extension
of the objects in τ(C ⊠ D) which are p-dg isomorphic to the factors Xm ⊗ Ym to give
that τ is p-dg dense, and hence gives a p-dg equivalence. To complete the proof of
(iii), we note that the canonical embedding ι : C ⊠D → C ⊠D ≃ C ⊠D is clearly fully
faithful. 
Let C be a locally finite p-dg category. In the following, we construct an action of
C ⊠ Cop on C, i.e. a bimodule action
⊠C : C ⊠ Cop ⊠ C −→ C.(2.8)
Recall that k-modH is the p-dg category of finite-dimensional graded H-modules with
internal homs. All objects in this category are semi-free and the only k-indecomposable
object (up to grading shift) is the trivial H-module k. By Lemma 2.5, k-modH is hence
p-dg equivalent to k, where k denotes the p-dg category with one object (up to grading
shift), which has the trivial H-module k as endomorphism ring. Observe that there is
a p-dg functor
⊠ : C ⊠ k −→ C,(2.9)
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which is obtained by extending the functor C ⊠ k → C, given by mapping X ⊗ k 7→
X , to (−) and pre-composing with the morphism from Lemma 2.24(iii). Under the
equivalence of Lemma 2.5 this corresponds to pointwise tensoring with graded H-
modules over k.
For a concrete description, we fix the notation dimtW =
∑
i dimWit
i for a Z-graded
H-module W =
⊕
iWi, and write
Xn(t) = ...⊕X⊕ni+1〈−i− 1〉 ⊕X⊕ni〈−i〉 ⊕X⊕ni−1〈−i+ 1〉 ⊕ . . . ,(2.10)
for n(t) =
∑
i nit
i ∈ N[t]. Note the convention that the summands are arranged
with decreasing value of i (from left to right). If Vi denotes the i + 1-dimensional
indecomposable H-module generated in degree zero, for i = 0, 1, . . . , p− 1, then
(2.11)
(
s⊕
m=1
Xm, α
)
⊗ Vi ∼=
(
s⊕
m=1
Xdimt Vim , α⊗ Ii+1 + id⊕mXm ⊗ Ji
)
,
where Ji is the eigenvalue 0 Jordan block matrix of size (i+1)× (i+1) with the shifts
by −2 of the identities on the respective objects as the non-zero morphisms.
Next, we observe that the functor
HomC(−,−) : C
op
⊠ C −→ k-modH ≃ k,
determined by Y ⊗ Z 7→ HomC(Y, Z) is a p-dg functor. Hence, we obtain a p-dg
functor
⊠C = ⊠ ◦
(
idC ⊠HomC(−,−)
)
: C ⊠ Cop ⊠ C −→ C,
X ⊗ Y ⊗ Z 7−→ X ⊗HomC(Y, Z).
Lemma 2.6 gives a p-dg functor C ⊠ Cop ⊠ C → C, and after pre-composing with the p-
dg functor C ⊠ Cop⊠C → C ⊠ Cop ⊠ C from Lemma 2.24(iii) we obtain the desired p-dg
functor ⊠C as claimed in (2.8), providing a regular action of C-bimodules on C-modules
which we will use later. For objectsX in C and Y in Cop, we write⊠C(X⊗Y ) = X⊗CY .
Remark 2.25. Given a finite-dimensional p-dg algebra and a p-dg idempotent decom-
position 1 = e1 + . . . + er, we can consider the p-dg category A associated to A as
in Example 2.20. Then then Aei are projective A-modules under the p-dg equiva-
lence from Lemma 2.22. Moreover, the tensor product ⊗A recovers the relative tensor
product ⊗A of bimodules. Indeed, for p-dg idempotents e1, e2, e3 in A, we have
(X1 ⊗X2)⊗A X3 = X1 ⊗Hom(X2, X3) = X1 ⊗ e2Ae3.
This object corresponds under the equivalence from Lemma 2.22 to Ae1⊗e2Ae3, which
is p-dg isomorphic to the relative tensor product Ae1 ⊗k e2A⊗A Ae3.
2.7. Closure under p-dg quotients. Given a locally finite p-dg category C, we define
the closure under p-dg quotients of C to be the category
#–
C
• whose objects are diagrams of the form X
f
−→ Y in C such that deg f = 0
and ∂(f) = 0;
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• whose morphisms are pairs (φ0, φ1) of morphisms in C producing solid com-
mutative diagrams of the form
(2.12) X
f //
φ0

Y
φ1

η
ww♣ ♣
♣
♣
♣
♣
♣
X ′
f ′ // Y ′,
modulo the subgroup generated by diagrams where there exists a morphism η,
as indicated by the dashed arrow, such that φ1 = f
′η;
• the differential of such a pair (φ0, φ1) is simply the componentwise differential
in C.
Indeed,
#–
C is a p-dg category as the equation φ1f = f
′φ0 implies that ∂(φ1)f = f
′∂(φ0)
using the Leibniz rule. Further, if φ1 = f
′η, then ∂(φ1) = f
′∂(η), so the ideal of
homotopies η is a p-dg ideal.
There exists a fully faithful p-dg functor
#–ι : C −→
#–
C ,
which maps an object X of C to 0→ X , and is defined on morphisms accordingly. It
is easy to observe that a p-dg functor F: C → D induces a p-dg functor
#–
F :
#–
C −→
#–
D.
First, we have an induced functor F using Lemma 2.6, and for an object X
f
−→
Y , F(f) is annihilated by the differential, and componentwise application of F to a
morphism (given by a pair (φ0, φ1)) provides a p-dg functor as desired. Given a natural
transformation α : F → G, there is an induced natural transformation #–α :
#–
F →
#–
G,
defined again componentwise. As these assignments are functorial, we obtain a p-dg
2-functor.
Lemma 2.26. The category Z(
#–
C ) is abelian.
Proof. Morphisms (φ0, φ1) in Z(
#–
C ) satisfy ∂(φi) = 0. Hence we obtain the projective
diagrammatic abelianization of the category Z(C), which is an abelian category [Fr],
see also [MM1, Section 3.1]. 
Lemma 2.27. Assume C is a locally finite p-dg category with a finite set of objects
X := {X1, . . . , Xr} such that every object in C has a fantastic filtration by shifts of
objects in X. Then
#–
C is p-dg equivalent to Cop-modH .
We remark that while
#–
C naturally looks more like the category of finitely presented
rather than finitely generated Cop-modules, these two categories coincide given our
finiteness assumptions, cf. Section 2.1.
Proof. The equivalence in Lemma 2.5 immediately gives a full p-dg functor from
#–
C to
Cop-modH , simply by taking cokernels of the given diagrams. This functor is faithful
because a morphism as in (2.12) gives a zero morphism Y/X → Y ′/X ′ if an only
if the morphism φ1 : Y → Y
′ factors through the image of f ′, i.e. is homotopic to
zero. The fact that this functor is p-dg dense comes from the observation that any
object in Cop-modH can be written as the cokernel of a p-dg morphism between two
semi-free objects. Explicitly, using the equivalence Cop-modH ≃ A-modH for a suitable
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finite-dimensional p-dg algebra A from Lemma 2.22, we may prove this claim using the
language of p-dg algebras and their modules. A module M ∈ A-modH is given as the
cokernel of the p-dg morphism
δ := µ⊗ idM − idA ⊗ a : A⊗A⊗M → A⊗M
where µ is multiplication in the algebra and a is the action map, both of which are
annihilated by the differential by definition. 
In particular, if C is strongly finitary,
#–
C ≃ Cop-modH .
Despite the analogy to the abelianization of an additive (or k-linear category), the
category
#–
C is not abelian. Under the assumptions of the above lemma, denoting by A
the p-dg algebra associated to C as in Example 2.20, the abelian category Z(Cop-modH)
gives the category of finitely generated p-dg A-modules as defined in [KQ, Section 2.2].
The construction
#–
C is a p-dg enriched version of this category.
Putting together Lemma 2.5, Lemma 2.22 and Lemma 2.27, we have a commutative
diagram of p-dg equivalences (respectively, inclusions):
(2.13)
A
≀


// #–A
≀
Aop-csf
≀


// Aop-modH
≀
A-csf


// A-modH
Lemma 2.28. For locally finite C,
#–
C is again locally finite, and p-dg idempotent
complete.
Proof. Assume that C is locally finite. Directly, from the definition, we see that mor-
phism spaces between p-dg indecomposable objects are finite-dimensional, their ele-
ments being pairs of morphisms between finite sums of indecomposable objects in C.
Furthermore,
#–
C is clearly p-dg idempotent complete. Hence
#–
C is locally finite. More-
over, all p-dg idempotent split due to the existence of cokernels in
#–
C , see Lemma
2.26. 
2.8. The compact derived category. Let C be a locally finite p-dg category. As
mentioned in [EQ1, 2.5] and [EQ2, 4.6] it is possible to generalize the constructions of
stable and derived categories for p-dg algebras to the setup of module categories over
C. For this, recall the tensor action ⊗ of graded H-modules on C defined in (2.9).
Definition 2.29. A morphism in Z(C) is null-homotopic if it factors through an
object of the form X ⊗ V , for X in C and V in k-modH corresponding to a projective
H-module.
The stable category of C, denoted by K(C), is the quotient of Z(C) by the ideal
formed by all null-homotopic morphisms.
Equivalently, f is null homotopic if it factors through an object of the form X ⊗ V for
X in C.
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Lemma 2.30. A morphism f : X → Y in C is null homotopic if and only if f = ∂p−1g
for some morphism g : X → Y .
Proof. For modules over p-dg algebras, this is proved in [Qi, Lemma 5.4], and carries
over to categories of the form C-csf using the tensor product introduced in Section
2.6. The converse uses [Kh2, Lemma 1] that every null homotopic morphism f factors
through id⊗ ∂p−1 : X → X ⊗H as this map has a left inverse. The result then holds,
under the equivalence of Lemma 2.5, to categories of the form (−). 
Lemma 2.31. Given a p-dg functor F : C → D in Dp, there is an induced functor
K(F ) : K(C)→ K(D),
and passing to stable categories K(−) is functorial.
Proof. We have to show that Z(F ) preserves null-homotopic morphisms. By Lemma
2.7, the functor F is p-dg isomorphic to F |C . As p-dg isomorphisms preserve null-
homotopic morphisms, setting G = F |C , it suffices to show that any p-dg functor of
the form Z(G) preserves null-homotopic morphisms. Indeed, if a morphism f in C
factors through an object X ⊗V , then Z(G)(f) = G(f) factors through G(X ⊗V ) =
G(X) ⊗ V . This follows from the description of the action of H-modules on C in
(2.11) and the componentwise definition of G. Hence it follows from the functoriality
in Lemma 2.6(i) that K(−) is strictly functorial, as the induced morphisms on the stable
category are the functors (−), quotienting out some morphisms. 
For later use, we require a description of the cone of a morphism in Z(C). This adapts
the corresponding construction for p-dg modules in [Kh2].
Lemma 2.32. Let f : X → Y be a morphism in Z(C), where X = (
⊕m
i=1Xi, α),
Y = (
⊕n
j=1 Yj , β). Then, abbreviating f˜ := f〈−2〉 and I˜m := Im〈−2〉, the cone Cf
of f is the object
Cf =

Y ⊕X〈2〉 ⊕X〈4〉 ⊕ . . .⊕X〈2p− 2〉,

β f˜ 0 0 . . . 0
0 α I˜m 0 . . . 0
0 0 α I˜m 0 0
...
. . .
. . .
. . .
...
0 . . . 0 α I˜m
0 . . . 0 α


.
(2.14)
It is part of the pushout diagram
X
f //
idX⊗∂
p−1〈2p−2〉

Y
v

X ⊗H〈2p− 2〉
u
// Cf
(2.15)
in Z(C), where v is the embedding into the first summand, and u is given by the
diagonal matrix with f, idX , . . . , idX on the diagonal.
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Proof. Following [Kh2], the cone of f can be defined to be right bottom object in
the pushout diagram (2.15). We claim that Cf as defined in (2.14) satisfies its uni-
versal property. It is easy to check that Cf makes the diagram commute and that all
morphisms are p-dg morphisms. Now let γ = (γ1, . . . , γp) : X ⊗H〈2p− 2〉 → Z and
τ : Y → Z be morphisms in Z(C) such that γ(id⊗ ∂p−1〈2p− 2〉) = τf . This implies
that γ1 = τf . For a morphism ρ = (ρ1, . . . , ρp) to satisfy ρu = γ and ρv = τ , it is
necessary that ρ1f = γ1 and ρ1 = τ , as well as ρi = γi for i = 2, . . . , p. Hence the
unique morphism satisfying this requirement is ρ = (τ, γ2, . . . , γp). We can show that
ρ is a p-dg morphism. Denote the differential upper triangular matrix on Z by β′. As
τ and γ are p-dg morphisms, we obtain
∂τ + β′τ − τβ = 0,
∂γi + β
′γi − γiα = γi−1.
Again using τf = γ1 and the differential on Cf from (2.14), we verify that these
equations imply that ρ = (τ, γ2, . . . , γp) is a p-dg morphism from Cf to (Z, β
′). 
Now consider the shift functor Σ: C → C. It corresponds to tensoring (as defined
in Section 2.6) with the graded H-module Vp−2〈2p − 2〉 = (H/∂
p−1H)〈2p − 2〉 (cf.
[Kh2, Section 3]). Tensoring an object X of X with the short exact sequence of graded
H-modules
0→ k−→H〈2p− 2〉 → Vp−2〈2p− 2〉 → 0,
where the map from k to H〈2p − 2〉 is given by ∂p−1〈2p − 2〉, gives a short exact
sequence
0 −→ X −→ X ⊗H〈2p− 2〉 −→ ΣX −→ 0
in the k-additive category Z(C). Using Lemma 2.32 we obtain an analogue of a diagram
of short exact sequences in Z(C) considered in [Kh2]:
0 // X //
f

X ⊗H〈2p− 2〉
q //
u

ΣX //
id

0
0 // Y
v // Cf
r // ΣX // 0,
(2.16)
where the p-dg morphisms q and r are both given by the block matrix
(
0 Ip−1
)
.
These morphisms are annihilated by the differential, and, moreover, q(id ⊗ ∂p−1) = 0
and vr = 0.
Definition 2.33. Following [Kh2], we define standard distinguished triangles in K(C)
to be sequences of the form
X
f
−→ Y
v
−→ Cf
r
−→ ΣX,
for a morphism f : X → Y in Z(C). A distinguished triangle is any diagram isomor-
phic to a standard distinguished triangle in K(C).
The following theorem follows similarly to [Kh2, Theorem 1], which follows the strategy
of [Ha].
Theorem 2.34. Let C be a p-dg category in Dp. Then the stable category K(C)
is triangulated. Further, a p-dg functor F: C → D induces a triangulated functor
K(F): K(C)→ K(D).
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Proof. To verify that K(C) is triangulated, the proof of [Kh2] (based on [Ha]) can be
adapted as it is formal, and [Kh2, Lemma 1] can also be used in our setup as it is based
on the inclusion of graded H-modules idH ⊗ ∂
p−1〈2p − 2〉 : H → H ⊗ H〈2p − 2〉
splitting, which we can also utilize thanks to the tensor product action of graded H-
modules on C from Section 2.6.
Using Lemmas 2.7 and 2.31 applied to the explicit description of the cone in Lemma
2.32, we see that F(Cf ) ∼= CF(f) and F(ΣX) ∼= Σ(FX). Hence, K(F) commutes with
the shift functor Σ up to isomorphism, and standard distinguished triangles are mapped
to distinguished triangles under K(F). 
Finally, we can consider natural transformations λ : F → G such that ∂λ = 0, for
F,G : C → D. Then if α : X → Y ∈ C is null-homotopic, both αλX and λY α are
null-homotopic. Hence λ induces a well-defined natural transformation K(λ) : K(C)→
K(D), which at an object X of C is defined as K(λ)X = λX , the image of λX in the
stable category K(D). The next lemma follows immediately.
Lemma 2.35. Let C, D, E be categories in Dp, and F, F
′, F ′′ : C → D, G,G′ : D → E
be p-dg functors and α : F → F ′, α′ : F ′ → F ′′, and β : G → G′ be p-dg natural
transformations. Then
K(α′ ◦1 α) = K(α
′) ◦1 K(α),(2.17)
K(β ◦0 α) = K(β) ◦0 K(α).(2.18)
Denote by C
◦
the p-dg idempotent completion of C (cf. Section 2.3). Similarly to
Definition 2.29, we can define its stable category K(C
◦
), and all constructions carry
through.
Lemma 2.36. Let C be a locally finite p-dg category with a finite set of objects
X := {X1, . . . , Xr} such that every object in C has a fantastic filtration by shifts of
objects in X. Then K(C) is a full triangulated subcategory of the compact derived
category Dc(Cop-modH), and K(C
◦
) is equivalent to Dc(Cop-modH).
Proof. It follows from the discussion in Section 2.5 and [Qi, Corollary 6.8] that Z(C
◦
)
is equivalent to the category of compact cofibrant A-modules (see [Qi, Section 6]) for
A = EndC(
⊕r
j=1Xj). Given the equivalence C
op-modH ≃ A-modH from Lemma
2.22, the claim follows from [Qi, Corollary 7.15]. 
Compare for example [Or, Proposition 2.4] for an analogous statement for dg categories.
3. p-dg 2-categories
In this section, we collect definitions and results on 2-categorical constructions with
p-dg enrichment to introduce the type of 2-categories for which we will construct 2-
representations in Chapter 4.
3.1. Finitary p-dg 2-categories. We call a 2-category C a p-dg 2-category if the
categories C(i, j) are p-dg categories for any pair of objects i, j ∈ C , and horizontal
composition is a biadditive p-dg functor.
We say that a p-dg 2-category is locally finite (respectively, strongly finitary) if
• it has finitely many objects,
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• for any pair of objects i, j ∈ C , the categories C(i, j) are locally finite (re-
spectively, strongly finitary);
• for each i ∈ C , the identity 1-morphism 1i is p-dg (respectively k-
indecomposable).
A (strict) p-dg 2-functor Φ: C → D of p-dg 2-categories a strict functor of 2-
categories such that for any two objects i, j of C the restriction Φ: C(i, j) →
D(Φi,Φj) is a p-dg functor.
We will later study p-dg categories up to p-dg biequivalence, this uses a weaker concept
of 2-functor, namely that of a bifunctor between 2-categories. The definition in the
p-dg context is as follows: A p-dg bifunctor Φ: C → D is a bifunctor (see e.g. [MP,
4.1], [Le, 1.1]) such that the restrictions Φi,j : C(i, j)→ D(Φi,Φj) are p-dg functors
and there are p-dg isomorphisms
1Φi → Φi,i(1i), (−) ◦ (Φj,k × Φi,j)→ Φi,k ◦ (−),
satisfying the same coherences as in the case of non-enriched 2-categories.
Definition 3.1. Let C and D be p-dg 2-categories. We say that there is a p-dg
biequivalence C ≈ D if there is a biequivalence of 2-categories given by p-dg bifunctors
Φ: C → D , Ψ: D → C such that the natural isomorphisms θ : idD → ΦΨ, λ : ΨΦ→
idC are p-dg 2-isomorphisms (graded, of degree zero).
Lemma 3.2. A p-dg bifunctor Φ is part of a p-dg biequivalence if and only if Φ is
surjective on objects (up to p-dg equivalence) and locally, i.e. for each pair of objects
i, j, Φi,j is a p-dg equivalence.
Proof. We sketch how this result from the theory of 2-categories (see e.g. [Le, 2])
extends to the p-dg enriched version.
Note that if Φ is part of a p-dg biequivalence, then it clearly has the stated properties.
We prove the converse by constructing Ψ.
Let k be an object of D . Using p-density, there exists a p-dg equivalence Fk : k→ Φi
for some object i of C , i.e. for the 1-morphism Fk there exists Gk : Φi → k such
that FkGk is p-dg isomorphic to 1Φi, and GkFk to 1k. We define Ψk := i. By
assumption, we can further choose p-dg functors Ψ′i,j : D(Φi,Φj) → C(i, j) and
p-dg isomorphisms Ψ′i,jΦi,j
∼= idC (i,j), Φi,jΨ
′
i,j
∼= idD (Φi,Φj). Note that the p-dg
functors Ψ′i,j also inherit coherences ◦(Ψ
′
i,j × Ψ
′
h,i) → Ψ
′
h,j◦ from Φ for any objects
h, i, and j of C , as well as a p-dg isomorphism 1i ∼= Ψ
′
i,i(1Φi) using the composition
1i
∼= Ψ′Φ(1i) ∼= Ψ
′(1Φi). The p-dg functors Ψ
′ can now be used to define for a
1-morphism H: k→ l in D
Ψk,l(H) := Ψ
′
Ψk,Ψl(FlHGk),
and for α : H→ H′ in D(k, l),
Ψk,l(α) := Ψ
′
Ψk,Ψl(idFl ◦0 α ◦0 idGk).
This way, we obtain a p-dg functor Ψk,l : D(k, l)→ C(Ψk,Ψl), noting that k = ΦΨk.
This data gives a bifunctor D → C , where the isomorphism 1Ψk → Ψk,k(1k) is given
by the composition of p-dg isomorphisms
1Ψk = 1i ∼= Ψ
′
i,i(1Φi)
∼= Ψ′i,i(FkGk) = Ψk,k(1k),
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and the composition isomorphism ◦(Ψl,m×Ψk,l)→ Ψk,m◦ is obtained as the composition
of p-dg isomorphisms
Ψl,m(L) ◦Ψk,l(K) = Ψ
′
Ψl,Ψm(FmLGl) ◦Ψ
′
Ψk,Ψl(FlKGk)
∼= Ψ′Ψk,Ψm(FmLGlFlKGk)
∼= Ψ′Ψk,Ψm(FmLKGk) = Ψk,m(LK).
Similarly to the non-enriched case, we see that Ψ defines a bifunctor, which hence is a p-
dg bifunctor. It remains to note that by construction, the isomorphisms ΨΦi,ΦjΦi,j ∼=
idC (i,j) and ΦΨk,ΨlΨk,l ∼= idD (k,l) are p-dg isomorphisms, hence we obtain a p-dg
biequivalence. 
Let End (
∐
i∈I Ci) denote the 2-category given by objects i ∈ I corresponding to p-dg
categories Ci, and 1-morphisms given by all p-dg functors between these categories.
Defining 2-morphisms to be all k-linear natural transformations we obtain a p-dg 2-
category. The following lemma will be used later:
Lemma 3.3. A collection of p-dg equivalences of p-dg categories Ci and Di for any
i ∈ I gives a p-dg biequivalence of End (
∐
i∈I Ci) and End (
∐
i∈I Di).
Proof. We aim to define a p-dg bifunctor Ψ: C := End (
∐
i∈I Ci) → D :=
End (
∐
i∈I Di) and apply Lemma 3.2. We set Ψi := i and fix p-dg functors Fi : Ci →
Di, Gi : Di → Ci, with p-dg isomorphisms θi : GiFi → idCi , λi : idDi → FiGi.
For K ∈ C(i, j), set Ψ(K) := FjKGi, giving an object of D(i, j). For a 2-
morphism α : K → L, we define Ψ(α) := idFj ◦0 α ◦0 idGi . This gives a p-dg functor
Ψi,j : C(i, j)→ D(i, j) which is part of a p-dg equivalence.
In order to obtain a p-dg bifunctor, we define the p-dg isomorphism 1Ψi =
1i → Ψ(1i) = FiGi to be λi, and a p-dg isomorphism Ψj,k(L) ◦0 Ψi,j(K) =
FkLGjFjKGi → FkLKGi = Ψi,k(LK) using the p-dg isomorphism idFkL◦θj◦0 idKGi .
One checks that this assignment satisfies the coherence axioms of a p-dg bifunctor sim-
ilarly to the non-enriched case. 
For a p-dg 2-category C we define the 2-category ZC as the 2-subcategory which
has the same objects, and the same 1-morphisms as C , but HomZC (F,G) =
ZHomC (F,G) for 1-morphisms F and G, i.e. ZC(i, j) := Z(C(i, j)).
3.2. Subquotient idempotent completion of p-dg 2-categories. For application in
Section 7, we record that the subquotient idempotent completion from Section 2.3 is
a coherent way to enable the subquotient idempotent completion C • of a p-dg
2-category C .
Proposition 3.4. Let C be a locally finite 2-category. Then there exists a locally
finite 2-category C • such that C •(i, j) = C(i, j)• for any choice of two objects i, j.
Further, there exists a 2-fully faithful p-dg 2-functor C →֒ C • (cf. Section 3.1).
Proof. For Fe = (F, e) an object in C(i, j)
• (where e : F → F is an subquotient
idempotent) and (G, f) in C(j, k)•, we define
(G, f) ◦ (F, e) = (G ◦ F, f ◦0 e).
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We claim that this is well-defined. Indeed, firstly, f ◦0 e is a subquotient idempotent
in C(i, k). It is dominated by w ◦0 v, where w dominates f and v dominates e. Note
that
∂(w ◦0 v) = ∂(w)◦0 v+w ◦0 ∂(v) = ∂(w)w ◦0 v+w ◦0 ∂(v)v = (∂(w ◦0 v))◦1 (w ◦0 v).
One similarly sees that (w − f) ◦0 (v − e) is also a submodule idempotent. Secondly,
a morphism α = e2αe1 : (F1, e1) → (F2, e2) in C(i, j) is mapped to idG ◦0 α. It
follows easily that the operation thus defined gives a p-dg functor (G, f) ◦ (−) from
C(i, j)• → C(i, k)•. Associativity is inherited from C , and the assignments commute
with the differential using the Leibniz rule for ◦0. It also follows directly that for
β = f2βf1 : (G1, f1)→ (G2, f2), β ◦0 (−) defines a natural transformation (G1, f1) ◦
(−)→ (G2, f2)◦ (−). The assignment β 7→ β ◦0 (−) is again functorial and commutes
with ∂.
It is clear that C embeds 2-functorially into C • by mapping F 7→ (F, idF). Since for
any locally finite category D, D →֒ D• is fully faithful, the 2-functor obtained this way
is 2-fully faithful. 
3.3. Passing to stable 2-categories. Let C be a locally finite 2-category. Then all the
p-dg categories C(i, j) are locally finite, and we can pass to K(C(i, j)). In this section,
we show that this passage is functorial, and we hence obtain a stable 2-category K(C).
Composition in the stable 2-category is compatible with the triangulated structures on
the categories K(C(i, j)).
First, we need the following construction of extending a given p-dg 2-category C to
categories of semi-free modules (−) over the C(i, j): The semi-free p-dg 2-category
C associated to C is defined as having
• the same objects i as C ;
• the 1-hom categories C(i, j) = C(i, j) for any choice of two objects i, j;
• horizontal composition of two 1-morphisms X = (
⊕s
m=1 Fm, α) ∈ C(k, l) and
X ′ = (
⊕t
n=1 F
′
n, α
′) ∈ C(j, k) given by
X ◦X′ =
⊕
(m,n)
FmF
′
n, (δk′,l′αk,l ◦0 idF′
k′
+ δk,lidFk ◦0 α
′
k′,l′)(k,k′),(l,l′)
 ,(3.1)
where we fix the convention that pairs (m,n) are ordered lexicographically;
• vertical composition given simply by composition in C(i, j), while horizontal
composition γ ◦0 τ for morphisms γ = (γk,l)k,l ∈ C(j, k), τ = (τm,n)m,n ∈
C(i, j) is given by
(γ ◦0 τ)(k,m),(l,n) = γk,l ◦0 τm,n,(3.2)
using the same ordering convention on pairs.
Proposition 3.5. We can equip C with the structure of a locally finite p-dg 2-category
into which C embeds as a p-dg 2-subcategory.
Proof. We start by considering a general object X = (
⊕s
m=1 Fm, α) ∈ C(i, j) and
show that a right composition (−)◦X: C(j, k)→ C(i, k) can be defined, and is strictly
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functorial. For this, we map an object G ∈ C(j, k), and a morphism τ : G → G′ ∈
C(j, k), to
G ◦X =
(
s⊕
m=1
GFm, (idG ◦0 αk,l)k,l
)
,(3.3)
τ ◦X = τ ◦0 idX = (δm,m′τ ◦0 idFm)m,m′ .(3.4)
Note that this definition is not just up to isomorphism as the object X is a list (rather
than an internal direct sum) of objects, cf. Remark 2.23. We have to verify that the
functor (−) ◦X thus defined is a p-dg functor. Indeed,
∂(τ ◦0 X) = ∂(τ ◦0 idX) + (idG′ ◦0 α) ◦1 (τ ◦0 idX)− (τ ◦0 idX) ◦1 (idG ◦0 α)
= ∂(τ) ◦0 idX,
using that C is a 2-category. Further, given a morphism γ = (γk,l)k,l : X → Y in
C(i, j), we can consider the induced morphism
(3.5) G ◦ γ = (idG ◦0 γk,l)k,l : G ◦X→ G ◦Y.
It follows that (−) ◦ γ gives a natural transformation (−) ◦ X → (−) ◦ Y, using that
C is a 2-category. The construction is strictly compatible with vertical composition of
morphisms in C(i, j) and commutes with the differential.
We can induce a p-dg functor X: C(j, k) → C(i, k) using Lemma 2.6(i) applied to
(−)◦X, and then obtain induced natural transformations (−)◦γ : X→ Y for γ : X→ Y
a morphism in ∈ C(i, j), using Lemma 2.6(iii). By the same lemma, composition of
the induced natural transformations will be functorial in γ and preserve the differential.
If we can show that G ◦ (X ◦X′) = (G ◦X) ◦X′, then X ◦X′ = X ◦X′ will also hold,
using the functoriality statement in Lemma 2.24(i). Indeed, for X′ = (
⊕t
n=1 F
′
n, α
′) in
C(h, i), we have that G ◦X) ◦X′ equals(
s⊕
m=1
GFm
(
t⊕
n=1
F′n
)
, (idG ◦0 (αk,l ◦0 δk′,l′ id + δk,lid ◦0 αk′,l′))(k,k′),(l,l′)
)
,
applying Lemma 2.6. With our ordering convention in (3.1), and using strict associa-
tivity of composing 1-morphisms in C , this object equals G ◦ (X ◦X′).
Note that evaluating the identity just proved at a more general object Y ∈ C(j, k) we
find that
(Y ◦X) ◦X′ = Y ◦ (X ◦X′),
i.e. composition of 1-morphisms in C is strictly associative.
Next, we have to show that the resulting structure C gives a 2-category. This follows
from the fact that C is a 2-category, and the following computation for (γi,l)i,l : X→
X′, (γ′k,i)k,i : X
′ → X′′ in C(j, k) and (τj,n)j,n : Y → Y
′, (τ ′m,j)m,j : Y
′ → Y′′ in
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C(i, j):
((γ′ ◦1 γ) ◦0 (τ
′ ◦1 τ))(k,l),(m,n) = (γ
′ ◦1 γ)(k,m) ◦0 (τ
′ ◦1 τ)(l,n)
=
(∑
i
γ′k,i ◦1 γi,l
)
◦0
∑
j
τ ′m,j ◦1 τj,n

=
∑
(i,j)
(
γ′k,i ◦1 γi,l
)
◦0
(
τ ′m,j ◦1 τj,n
)
=
∑
(i,j)
(
γ′k,i ◦0 τ
′
m,j
)
◦1 (γi,l ◦0 τj,n)
=
∑
(i,j)
(γ′ ◦0 τ
′)(k,m),(i,j) ◦1 (γ ◦0 τ)(i,j),(l,n)
= ((γ′ ◦0 τ
′) ◦1 (γ ◦0 τ))(k,m),(l,n) . 
By Lemma 2.31, passing to the quotient categories K(C(i, j)) is functorial, since null-
homotopic morphisms are mapped to null-homotopic morphisms. Hence we can define
the stable 2-category KC associated to C as having
• the same objects i as C ;
• morphism categories KC(i, j) = K(C(i, j));
• the induced composition structures from C for 1-morphisms, as well as hori-
zontal and vertical composition of 2-morphisms.
To see that K(C) gives a well-defined 2-category, we require the following Lemma:
Lemma 3.6. The set of null-homotopic 2-morphisms in C is stable under horizontal
composition on the right and on the left.
Proof. Note that if γ is null-homotopic in C(j, k), then γ ◦1 γ
′ is null-homotopic for
compatible γ′. We have to check that also γ ◦0 τ is null-homotopic for any τ ∈
C(i, j), and the analogous statement for horizontal composition on the right with
a null-homotopic morphism in C(i, j). To see this, we observe that if X′, X are
compatible 1-morphisms in C and V in H-mod, then
X′ ◦ (X⊗ V ) ∼= (X′ ◦X)⊗ V ∼= (X′ ⊗ V ) ◦X(3.6)
are p-dg isomorphic 1-morphisms. This follows by considering the upper triangu-
lar matrices corresponding to the differentials in (3.1) and (2.11). Indeed, if X =
(
⊕s
m=1 Fm, α) ∈ C(i, j), X
′ = (
⊕t
n=1 F
′
n, α) ∈ C(j, k), and Vi the indecomposable
graded H-module of dimension i+ 1, then
(X′ ◦X)⊗ Vi =
⊕
(n,m)
(F′nFm)
dimt Vi , (α′ ◦0 idX + idX′ ◦0 α)⊗ Ii+1 + idX′◦X ⊗ Ji

∼=
⊕
(n,m)
F′n(F
dimt Vi
m ), α
′ ◦0 idX⊗Vi + idX′ ◦0 (α⊗ Ii+1 + idX ⊗ Ji)
 ,
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where for the second isomorphism we have to reorder the list of objects, which corre-
sponds to a p-dg isomorphism. Here, Ji denotes a Jordan block as in (2.11). Further,
(X′ ⊗ Vi) ◦X =
⊕
(n,m)
F′
dimt Vi
n Fm, (α
′ ⊗ Ii+1 + idX′ ⊗ Ji) ◦0 idX + idX′⊗Vi ◦0 α
 ,
which, again, is p-dg isomorphic to (X′ ◦ X) ⊗ Vi using a permutation of the list of
objects. These computations use that the degree of compositions F′nFm is the sum of
the degrees, and hence
(F′nFm)〈1〉
∼= (F′n〈1〉)Fm
∼= F′n(Fm〈1〉)
for the degree shifts. 
The preceding Lemma also gives us a compatibility between the triangulated structures
for different 1-hom categories KC(i, j). In fact, denote the shift functor of the tri-
angulated category K(C(i, j)) by Σ. According to Lemma 3.6, we see that there are
p-dg isomorphisms
Σ(X) ◦Y ∼= X ◦ Σ(Y) ∼= Σ(X ◦Y),(3.7)
for compatible 1-morphisms X, Y in KC .
Lemma 3.7. For any distinguished triangle
X −→ Y −→ Z −→ ΣX
in KC(i, j) and any objects M in KC(h, i) and N in KC(j, k), we have two distin-
guished triangles
X ◦M −→ Y ◦M −→ Z ◦M −→ Σ(X ◦M),
N ◦X −→ N ◦Y −→ N ◦ Z −→ Σ(N ◦X).
Proof. For a fixed 1-morphism M in C , composition gives a p-dg functor (−) ◦
M: C(i, j) → C(h, j). It then follows from Theorem 2.34 that the functor obtained
from (−) ◦M by passing to the stable 1-hom categories preserves distinguished trian-
gles. The isomorphisms in (3.7) now enable us to produce a distinguished triangle as
required. 
Hence, KC preserves distinguished triangles and is compatible with shifts. We therefore
regard KC as a triangulated 2-category, although we refrain from giving an axiomatic
description of this concept.
Remark 3.8. We can compare the compatibilities in K(C) with some of the axioms
given in [Ma, Section 4] for a triangulated closed symmetric monoidal category. Lemma
3.7 gives the first two induced distinguished triangles in [Ma, (TC2)].
Moreover, we can informally regard a 2-functor (or bifunctor) which locally preserves
distinguished triangles and the shift Σ as triangulated 2-functors, and biequivalences
satisfying such a compatibility as triangulated biequivalences.
Corollary 3.9. If C and D are p-dg biequivalent p-dg 2-categories, then KC and KD
are biequivalent triangulated 2-categories.
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Proof. Given a p-dg biequivalence Ψ: C → D , we locally obtain p-dg functors
Ψi,j : C(i, j) → D(i, j). These extend to p-dg functors Ψi,j : C(i, j) → D(i, j).
Using Lemma 2.34, it follows that the induced functors K(C (i, j))→ K(D(i, j)) are
triangulated. 
4. p-dg 2-representations
4.1. Definitions. In general, a 2-representation of a 2-category C is a strict 2-functor
M from C to a fixed target 2-category.
An ideal I of M is given by a collection of ideals I(i) ⊆ M(i) for i ∈ C , which is
stable under the action of C . More precisely, for any morphism η in some I(i) and any
1-morphism F, the composition M(F)(η), if defined, is again in I. For example, left
2-ideals of the 2-category C give rise to ideals in principal 2-representations.
For the purpose of this paper, we present p-dg enriched versions of 2-representations.
By an additive p-dg 2-representation of a locally finite p-dg 2-category C , we
mean a strict 2-functor M : C → Mp such that locally the functors C(i, j) to
Mp(M(i),M(j)) are p-dg functors. Explicitly, M sends
• an object i ∈ C to a p-dg category M(i) p-dg equivalent to Ci for a locally
finite p-dg category Ci,
• a 1-morphism F ∈ C(i, j) to a p-dg functor M(i)→M(j),
• a 2-morphism α : F→ G ∈ C(i, j) to a morphism of p-dg functors.
We call an additive p-dg 2-representation strongly finitary if its target is Msfp . That
is, Ci is strongly finitary for any object i.
We remark that by restriction of the codomain, an additive p-dg representation M of
C is equivalent to a strict p-dg 2-functor C → End (
∐
iM(i)).
A p-dg ideal I in a p-dg 2-representation M is an ideal I ≤ M, such that the ideals
I(j) ≤M(j) are closed under ∂.
Lemma 4.1. Given an additive (or strongly finitary) p-dg 2-representation M of a
locally finite p-dg 2-category C and a p-dg ideal I of M, the quotient 2-representation
M/I is again an additive (respectively, strongly finitary) p-dg 2-representation.
Proof. By construction, the functor M/I is a p-dg 2-functor. We only have to check
that for each object j, the p-dg category M/I(j) is again in Mp (respectively, M
sf
p ) as
required. But M(j) is p-dg equivalent to Cj for a locally finite (respectively, strongly
finitary) p-dg category Cj by definition. Denote by Ij the ideal in Cj corresponding to
I(j) under this equivalence, and by Dj the locally finite p-dg category with the same
objects as Cj but morphism spaces HomDj (X,Y ) = HomCj/Ij ((X, (0)), (Y, (0)) for
objects X and Y of Cj. As Ij is closed under ∂, this is well-defined. Using composition
with injections an projections, it is easy to check that Cj/Ij (and henceM/I(j)) is p-dg
equivalent to Dj , which has the correct finiteness properties, and the claim follows. 
Definition/Example 4.2. For C a locally finite p-dg 2-category and i one of its objects,
we define the i-th principal p-dg 2-representation Pi, which sends
• an object j to C(i, j),
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• a 1-morphism F in C(j, k) to the functor C(i, j)→ C(i, k) induced by com-
position, using Lemma 2.6(i),
• a 2-morphism to the induced morphism of p-dg functors, obtained by Lemma
2.6(ii).
Observe that Pi is strongly finitary provided that C is.
4.2. The 2-category of p-dg 2-representations. Let M and N be two additive p-
dg 2-representations of a locally finite 2-category C . By a morphism of p-dg 2-
representations Ψ : M→ N we mean a (non-strict) 2-natural transformation consist-
ing of
• a map, which assigns to every i ∈ C a p-dg functor Ψi : M(i)→ N(i) and
• for any 1-morphism F ∈ C(i, j) a natural p-dg isomorphism
ηF = η
Ψ
F : Ψj ◦M(F) −→ N(F) ◦Ψi,
such that for composable 1-morphisms F and G, we have
(4.1) ηFG = (idN(F) ◦0 ηG) ◦1 (ηF ◦0 idM(G)).
If all the ηΨF are identities, the morphism Ψ is called strict.
Here naturality of ηF means that for any G ∈ C(i, j) and any α : F→ G we have
ηG ◦1 (idΨj ◦0 M(α)) = (N(α) ◦0 idΨi) ◦1 ηF,(4.2)
or, in other words, that in
M(i)
M(F)
//
Ψi

M(j)
Ψj

s{
ηF
N(i)
N(F)
// N(j)
Ψj ◦M(F)
ηF //
idΨj◦0M(α)

N(F) ◦Ψi
N(α)◦0idΨi

Ψj ◦M(G)
ηG // N(G) ◦Ψi
the left diagram commutes up to ηF while the right diagram commutes.
Given two 2-natural transformations Ψ and Φ as above, a modification θ : Ψ→ Φ is
a map which assigns to each i ∈ C a morphism of p-dg functors θi : Ψi → Φi such
that for any F,G ∈ C(i, j) and any α : F→ G we have
ηΦG ◦1 (θj ◦0 M(α)) = (N(α) ◦0 θi) ◦1 η
Ψ
F ,(4.3)
i.e. the diagram
Ψj ◦M(F)
ηΨF //
θj◦0M(α)

N(F) ◦Ψi
N(α)◦0θi

Φj ◦M(G)
ηΦG // N(G) ◦ Φi
commutes.
Proposition 4.3. Let C be a locally finite 2-category. Additive p-dg 2-representations
of C together with 2-natural transformations and modifications form a p-dg 2
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Proof. The fact that these form a 2-category follows as in [MM3, Proposition 1]. It thus
only remains to show that composition of 2-natural transformations is indeed a p-dg
functor. For this, we need to verify that the differential of a 2-natural transformation,
which is defined as (∂θ)i := ∂(θi), again satisfies the naturality condition (4.3). In
fact,
ηΦG ◦1 (∂(θj) ◦0 M(α))
= ∂(ηΦG ◦1 (θj ◦0 M(α))) − ∂(η
Φ
G) ◦1 (θj ◦0 M(α))− η
Φ
G ◦1 (θj ◦0 ∂(M(α)))
= ∂((N(α) ◦0 θi) ◦1 η
Ψ
F )− η
Φ
G ◦1 (θj ◦0 M(∂α))
= ∂((N(α) ◦0 θi) ◦1 η
Ψ
F )− (N(∂α) ◦0 θi) ◦1 η
Ψ
F
= (N(α) ◦0 ∂(θi)) ◦1 η
Ψ
F .
Here, we use that horizontal composition ◦0 and vertical composition ◦1 of natural
transformations are morphisms of H-modules, i.e. satisfy a Leibniz rule. Further,
M,N are p-dg functors and hence commute with ∂, and ηΦG, η
Ψ
F are p-dg isomorphisms
and hence annihilated by ∂. 
We denote the resulting 2-category by C -pamod and the full 2-subcategories consisting
of strongly finitary 2-representations by C -pamodsf . The following Lemma will help
simplify subsequent proofs.
Lemma 4.4. Let M be an additive p-dg 2-representation over C . Then M is p-dg
equivalent to a p-dg 2-representation M where M(i) = M(i) for any object i of C .
Proof. Given M, we define M(i) = M(i), and for a 1-morphism F, we let M(F)
be the induced p-dg functor M(F) from Lemma 2.6(i). Using Lemma 2.6(ii) we can
induce natural isomorphisms M(α), given a 2-morphism α. It was shown in the same
lemma that taking (−) is 2-functorial. Hence M gives a p-dg 2-functor, and therefore
an object in C -pamod.
Consider the natural transformations ιi : M(i) → M(i). Using Lemma 2.6(iii), we
see that ιi is part of a p-dg equivalence for each i. This uses that M(i) is p-dg
equivalent to Ci for locally finite Ci. It remains to show that the ιi carry the structure
of a morphism of 2-representations. However, given a 1-morphism F ∈ C(i, j), we can
chose ηF : ιi ◦M(F)→M(F) ◦ ιi to be the identity by Lemma 2.6(i). It is then clear
that (4.1) is satisfied. 
An analogue of the Yoneda lemma exists in this setting:
Proposition 4.5. Let C be a locally finite 2-category, i ∈ C and M ∈ C -pamod.
Then there is a p-dg equivalence
Yi : M(i)
∼
−→ HomC -pamod(Pi,M).
Proof. Assume given any object M ∈ M(i). For j ∈ C define the p-dg functor
ΦMj : C(i, j) → M(j) by applying Lemma 2.6 to the p-dg functor C(i, j) → M(j)
that maps F to M(F)(M) and a morphism α : F→ G in C(i, j) to M(α)M . Referring
to Lemma 4.4, we can (without loss of generality) assume that M(i) is of the form
Mj for some locally finite p-dg category Mj, and as Mj is p-dg equivalent to Mj we
get a p-dg functor ΦMj as required. This functor maps the object X in C(i, j) given
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by the pair (
⊕s
m=1 Fm, (αk,l)k,l) with αk,l : Fl → Fk ∈ C(i, j) to the object in M(j)
given by the pair (
⊕s
m=1M(Fm)(M), (M(αkl)M )k,l) in M(j).
Consider a 1-morphism G ∈ C(j, k). We require a natural p-dg isomorphism ηG : Φ
M
k ◦
Pi(G)→M(G) ◦Φ
M
j . Given an object F of C(i, j), to define this p-dg isomorphism,
(ηG)F : M(GF)(M)→M(G)(M(F)(M))
can be taken to be the identity as M is a strict 2-functor. We now use Lemma
2.6(ii) in order to obtain a natural transformation ηG as required. Compatibility (4.1)
with respect to composition of 1-morphisms is clear for an object F as it amounts
to composition of identities. For more a general object X ∈ C(i, j), (ηKG)X is the
diagonal matrix with entries (ηKG)Fm , and the same compatibility holds.
Hence we have constructed a morphism of 2-representations ΦM : Pi → M. We can
make this construction functorial. Given a morphism τ : M → N inM(i), we construct
a modification θτ : ΦM → ΦN . Again using Lemma 2.6, we can define θτj : Φ
M
j → Φ
N
j
by extending the natural transformation given for F ∈ C(i, j) by
(θτj )F := M(F)(τ) :
(
ΦMj (F ) = M(F)(M)
)
−→
(
ΦNj (F ) = M(F)(N)
)
to all of C(i, j). Next, consider the compatibility condition (4.3) for α : G → K in
C(j, k), which is a diagram of natural transformations between functor C(i, j) →
M(k). Evaluated at F ∈ C(i, j), this now amounts to(
(M(α) ◦0 θ
τ
j ) ◦1 ηG
)
F
=M(GF)(τ ◦0 α)
=M(τ) ◦0 M(F)(α) = (ηK ◦1 (θ
τ
k ◦0 Pi(α)))F .
It is clear that this condition will still hold for more general objects and morphisms
in C(i, j) reasoning as above. Functoriality is easy to check when looking at objects
F ∈ C(i, j), and follows for the extensions of the Φτj to all of C(i, j) from Lemma
2.6.
This way we obtain a p-dg functor Yi : M(i)→ HomC -pamod(Pi,M), with Yi(M) =
ΦM and Yi(τ) = Φ
τ . Indeed, ∂(Φτj ) is defined as the differential of natural trans-
formations ∂((Φτj )X), for all j. But this morphism is a diagonal matrix with diagonal
entries (Φτj )Fm for X = (
⊕s
m=1 Fm, α), and hence its differential in C(i, j) is given
by
(δk,l∂(M(Fk)(τ)))k,l = (δk,lM(Fk)(∂τ))k,l ,
as the diagonal matrix commutes with the upper triangular matrix α of X .
It remains to show that Yi is a part of a p-dg equivalence. For any morphism Ψ: Pi →
M, we consider the image MΨ of 1i under Ψi : C(i, i) → M(i), which is an object
in M(i); and for any modification θ : Ψ → Υ, (θi)1i : Ψi(1i) → Υi(1i) gives a
morphism τθ in M(i) between the respective objects. It is clear that ΦMi (1i) = M
and θτ (1i) = τ by construction. This shows that the p-dg functor Yi is full.
Assume we are given a modification θ : Ψ → Υ and F ∈ C(i, j). We can use the
p-dg isomorphisms (ηΨF )1i : Ψj(F) → M(F)(Ψi(1i)), and (η
Υ
F )1i . Under these p-dg
isomorphisms, (θj)F corresponds to the isomorphism
(θ(τ
θ))F = M(F)(τ
θ) = M(F)((θi)1i),
showing faithfulness. We also see that (ηΨ(−))
1i
provides a p-dg isomorphism Ψj ∼=
ΦM
Ψ
j , and hence a p-dg isomorphism of morphisms of p-dg representations Ψ
∼= ΦM
Ψ
showing p-density of Yi. 
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4.3. Closure under p-dg quotients. Given a 2-representation M ∈ C -pamod of
a locally finite 2-category C , we can define the p-dg quotient completed 2-
representation
# –
M by setting
# –
M(i) :=
#         –
M(i) and defining the action of 1- and 2-
morphisms componentwise (recall the definition of
#–
F and #–α from 2.7).
In analogy to C -pamod, we can define a new p-dg 2-category of p-dg quotient com-
pleted 2-representations which we denote by C -pcmod. It consists of representations
A which send
• an object i ∈ C to a p-dg category A(i) p-dg equivalent to
#–
C i for a locally
finite p-dg category Ci,
• a 1-morphism F ∈ C(i, j) to a p-dg functor A(i) → A(j) which preserves
semi-free objects, i.e. objects p-dg isomorphic to those in C ⊂
#–
C ,
• a 2-morphism α : F→ G ∈ C(i, j) to a morphism of p-dg functors.
Now C-pcmod is the p-dg 2-category of such p-dg 2-representations together with
morphisms of p-dg representations, and modifications as defined in Section 4.2.
We obtain a 2-faithful p-dg 2-functor
# –
( ) : C -pamod −→ C -pcmod, M 7−→
# –
M.
In the other direction, note that, by definition, the p-dg subcategory of semi-free objects
in
∐
i∈C N(i) is stable under the action of C . Then we can start with a 2-representation
N in C -pcmod and restrict to this subcategory, giving a 2-representation Ncsf in
C-pamod. It is easy to see that, for M ∈ C-pamod, the 2-representation (
# –
M)csf
is p-dg equivalent to M and, for N ∈ C-pcmod, the 2-representation
#      –
Ncsf is p-dg
equivalent to N. Note that we do not require that morphisms of 2-representations in
C-pcmod preserve semi-free objects and hence this bijection between objects does not
give rise to any form of equivalence between C-pamod and C-pcmod.
We will need an analogue of the Yoneda Lemma for p-dg quotient complete 2-
representations:
Proposition 4.6. Let C be a locally finite 2-category, i ∈ C and N ∈ C -pamod. Then
there is a p-dg equivalence
#–
Yi :
#–
N(i)
∼
−→ HomC -pcmod(
#  –
Pi,
#–
N),
extending the p-dg equivalence Yi from Proposition 4.5.
Proof. We assume, without loss of generality, that N(i) = Ai for some locally finite
p-dg category Ai, cf. Lemma 4.4.
First, assume given an object X
f
→ Y in
#        –
N(i). We construct a morphism φf :
#  –
Pi →
#–
N
in C -pcmod such that φfj (0 → 1i) = X
f
→ Y . For this, we use the morphisms ΦX ,
ΦY and the modification θf defined in Proposition 4.5. For an object F
γ
→ G in
#             –
C(i, j)
we set
Φfj (F
γ
→ G) = ΦYj (F)⊕ Φ
X
j (G)
(ΦYj (γ), (θ
f
j )G )−−−−−−−−−−−→ ΦYj (G).
CELL 2-REPRESENTATIONS AND CATEGORIFICATION AT PRIME ROOTS OF UNITY 37
We assign to a morphism, given by a diagram
F
ϕ0

γ // G
ϕ1

F′
γ′ // G′
∈
#             –
C(i, j) ,
the diagram
(4.4)
ΦYj (F)⊕ Φ
X
j (G)
(
ΦYj (ϕ0) 0
0 ΦXj (ϕ1)
)

(ΦYj (γ), (θ
f
j )G ) // ΦYj (G)
(ΦYj (ϕ1) )

ΦYj (F
′)⊕ ΦXj (G
′)
(ΦYj (γ
′), (θfj )G′ ) // ΦYj (G
′)
in N(j). First of all, it is clear that this gives a morphism in
#        –
N(j) as ∂(ΦYj (γ)) =
ΦYj (∂γ) = 0, ∂θ
f = θ∂f = 0; and the diagram commutes using functoriality of ΦYj
applied to ϕ1γ = γ
′ϕ0 in the first ⊕-component, and naturality of θ
f
j in the second
⊕-component. It is easy to see that the assignment is functorial, using functoriality of
the functors ΦXj and Φ
Y
j . As these functors are indeed p-dg functors, Φ
f
j is also a p-dg
functor. Finally, given a homotopy h : G→ F′ rendering the morphism in
#             –
C(i, j) given
by the same diagram zero, we can use the morphism(
ΦYj (h)
0
)
: ΦYj (G)→ Φ
Y
j (F
′)⊕ ΦXj (G
′)
to factor
(
ΦYj (ϕ1)
)
through the bottom left corner object. This shows that Φfj gives a
well-defined p-dg functor from
#             –
C(i, j) to
#        –
N(j).
Next, we show that Φf = {Φfj}j∈C can be given the structure of a morphism in
C-pcmod. For this, let H ∈ C(j, k). We need to construct a natural transformation
#–η H : Φ
f
k ◦
#  –
Pi(H)→
#–
N(H) ◦ Φfj .
For an object F
γ
→ G, we define ( #–η H)F γ→G as the diagram
(4.5)
ΦYk (HF) ⊕ Φ
X
k (HG)


(
ηΦ
Y
H
)
F
0
0
(
ηΦ
X
H
)
G



(ΦYk (Hγ), (θ
f
k )HG ) // ΦYk (HG)
((
ηΦ
Y
H
)
G
)

N(H)
(
ΦYj (F)
)
⊕N(H)
(
ΦXj (G)
) (N(H)ΦYj (γ), N(H)((θfj )G) ) // N(H)ΦYj (G).
Note that the bottom line object equals
#–
N(H)
(
Φfj (F
γ
→ G)
)
=
#         –
N(H)
(
ΦYj (F)⊕ Φ
X
j (G)
(ΦYj (γ), (θ
f
j )G )−−−−−−−−−−−→ ΦYj (G)
)
.
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We remark that here we crucially use that the induced functor N(H) is given by com-
ponentwise application of N(H) since the symbol ⊕ in Aj denotes a list of objects (not
the direct sum in Aj).
The diagram (4.5) commutes using in the first ⊕-component that ηΦ
Y
is part of the
data of a morphism in C -pamod, where in the second ⊕-summand we use that θf is a
modification. The horizontal morphisms differentiate to zero since all functors applied
are p-dg functors and ∂(θf ) = 0 as above. Finally, the vertical arrows are clearly p-dg
isomorphisms inheriting this property from their components using Proposition 4.5.
Next, we need to show coherence of #–η . For a given morphism β : H → H′ ∈ C(j, k)
we require that the diagram
Φfk ◦
#           –
Pi(H)
id
Φ
f
k
◦0
#        –
Pi(β)

#–η H // #         –N(H) ◦ Φfj
#       –
N(β)◦0id
Φ
f
j

Φfk ◦
#             –
Pi(H
′)
#–η H′ // #           –N(H′) ◦ Φfj
of natural transformations commutes strictly. Evaluating at an object F
γ
−→ G, this
amounts to the equality of the pairs of matrices:(
(N(β)◦0id)◦1
(
ηΦ
Y
H
)
F
0
0 (N(β)◦0id)◦1
(
ηΦ
X
H
)
G
)
=
( (
ηΦ
Y
H′
)
F
◦1(id◦0Pi(β)) 0
0
(
ηΦ
X
H′
)
G
◦1(id◦0Pi(β))
)
(N(β) ◦0 id) ◦1
(
ηΦ
Y
H
)
G
=
(
ηΦ
Y
H′
)
G
◦1 (id ◦0 Pi(β)),
which follow componentwise from the corresponding identities in Proposition 4.5. This
shows that (Ψf , #–η ) defines a morphism in C -pcmod.
It remains to show that a morphism
ϕ =
X
f //
ϕ0

Y
ϕ1

X ′
f ′ // Y ′
∈
#–
N(i)
induces a modification θϕ : θf → θf
′
. We can define, at an object F
γ
→ G,
(4.6)
(
θϕj
)
F
γ
→G
=
((
(θϕ1j )F 0
0 (θϕ0j )G
)
,
(
θϕ1j
)
G
)
,
which is a morphism in
#        –
N(j) as required, using that θϕ0 is a natural transformation
from Proposition 4.5 in the first⊕-component, and that the assignmentYi is functorial,
applied to the diagram defining ϕ, in the second ⊕-component.
We have to check that θϕi is natural. For this, we observe that both θ
ϕ
i , and Φ
f
j (γ)
defined in (4.4) are given by pairs of block diagonal matrices using the corresponding
constructions in Proposition 4.5 as entries. Hence naturality follows from naturality
there (combined with functoriality of Yi). The same reasoning works to verify condition
(4.3) using that the morphisms #–η are also defined using block diagonal matrices of the
corresponding construct in the Yoneda Lemma for C-pamod, as displayed in (4.5).
From the definition of θϕ in (4.6) we see that the assignment ϕ 7→ θϕ is functorial,
using functoriality of Yi in 4.5. It is also clear with this description that a homotopy
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h : Y → X ′ induces a homotopy
(
0(
θhj
)
G
)
. That the assignment commutes with ∂ is
seen in the same way, giving a p-dg functor
#  –
Yi as desired.
Conversely, given a morphism Φ and a modification θ, we send them to their evaluations
at 1i as usual. It can be verified as in Proposition 4.5 that this defines a p-dg functor
providing a quasi-inverse to
#  –
Yi as desired. 
4.4. Derived p-dg 2-representations. For this subsection, assume given a 2-repre-
sentation M ∈ C -pamod of a locally finite 2-category C . Recall that for every object
i, M(i) is, up to p-dg equivalence, of the form Ci, where Ci is locally finite. Using the
Lemma 2.31, we are hence able to derive p-dg 2-representations by passing to stable
categories as in Section 2.8:
Definition 4.7. The assignment
i 7→ K(M(i)),
(F: i→ j) 7→ K(M(F))
extends to a 2-functor defined on ZC . We denote this 2-representation by DM, the
derived representation of M.
The rest of this subsection will discuss on which 2-categories (instead of ZC) the
representation DM can be defined. First, we discuss a maximal quotient DC on which
DM is defined. This construction does not have triangulated 1-hom categories. To
render the latter, we also describe how DM can be defined on K(C).
Lemma 4.8. The set of all 2-morphisms α : F → F′ in ZC which induce the zero
natural transformation K(F)→ K(F′) in DM forms a 2-ideal.
Proof. If a morphism α : F → F′ induces the zero natural transformation on the sta-
ble categories, then M(α)X is null-homotopic for all objects X of M(i). This con-
dition is closed under left and right composition by other morphisms of functors as
null-homotopic morphisms form an ideal. Further, the functors M(G) preserve null-
homotopic morphisms by Lemma 2.31. Therefore, we obtain a 2-ideal. 
Now we turn our attention to the principal 2-representations Pi. By Definition 4.2,
we see that for a 1-morphism F: j → k, the p-dg functor Pi : C(i, j) → C(i, k) is
induced by the composition functor C(i, j) → C(i, k). Hence we obtain an induced
2-functor defined on ZC , mapping j to K(C(i, j)).
Similarly the above lemma, we find that the collection of all 2-morphisms α ∈ C(i, j)
which induce null-homotopic natural transformations in Pi (for the same object i)
forms a 2-ideal in ZC , which we denote by N . We further denote by DC the quotient
ZC/N , where we can disregard acyclic 1-morphisms (i.e. 1-morphisms F whose
identity idF is acyclic). We call DC the stable quotient 2-category of C .
Proposition 4.9. Given an additive p-dg 2-representation M as above, the 2-functor
DM from Definition 4.7 descends to a well-defined 2-functor on DC .
Proof. Let α : F → F′ be a morphism in C(i, j) such that Pi(α) is null-homotopic.
By specializing, this gives that the morphism Pi(α)1i = α in C(i, j) is null-
homotopic. Hence, α factors through an object of the form X ⊗ V , where
40 ROBERT LAUGWITZ AND VANESSA MIEMIETZ
X = (
⊕s
m=1 Fm, (βk,l)k,l) ∈ C(i, j) and V is a projective H-module. Observe
that, using this factorization of α, the morphism M(α)Y factors through the object(⊕s
m=1M(Fm)(Y ), (M(βk,l)Y )k,l
)
⊗ V in M(j), for any object Y of M(i). This
shows that M(α)Y is a null-homotopic morphism in M(j). Hence M(α) is a null-
homotopic natural transformation. As such, it induces the zero natural transformation
when passing to the stable categories. 
We also denote the resulting 2-functor defined on DC obtained this way by the same
symbol DM as the 2-functor defined on ZC . Note that Theorem 2.34 yields that the
images of i under DM are triangulated categories, and 1-morphisms induce triangu-
lated functors.
Proposition 4.10. Given a morphism Φ: M→ N in C-pamod, there exists an induced
morphism DΦ: DM→ DN. This assignment satisfies
DΦ ◦DΨ = D(Φ ◦Ψ).(4.7)
Moreover, given a modification θ : Ψ → Φ such that ∂θ = 0, there is an induced
modification Dθ : DΨ → DΦ. For such modifications, D commutes with horizontal
and vertical composition.
Proof. Given Φ, and an object i of C , the p-dg functor Φi : M(i) → N(i) pre-
serves null-homotopic morphisms by Lemma 2.31. Hence we have an induced functor
K(M(i)) → K(N(i)). The data of Φ includes, for each 1-morphism F, a p-dg iso-
morphism ηF : Φj ◦M(F) → N(F) ◦ Φi, which induces a morphism K(ηF) of p-dg
functors after passing to the stable categories. Since passing to the stable categories is
2-functorial, we see that (4.1) still holds for K(η). Further, (4.2) holds, in particular,
for all morphisms annihilated by the differential. If a 2-morphism α is null-homotopic,
then both M(α) and N(α) are zero on the stable categories, and hence both terms
appearing in (4.2) are zero.
With the above construction of DΨ, it follows directly that DΦ ◦DΨ = D(Φ ◦Ψ) is
functorial, using the functoriality in Lemma 2.31.
Now let θ : Ψ→ Φ be a modification such that ∂θ = 0. For each object i, there exists
an induced morphism of functors K(θ) : K(Ψi)→ K(Φi). This assignment is functorial
using Lemma 2.35. Condition (4.3) still holds after passing to the stable categories,
using that horizontal composition preserves null-homotopic morphisms. 
Definition 4.11. Let C be a locally finite p-dg 2-category. The 2-category of all stable
2-representations DM for M ∈ C -pamod is denoted by C-dmod, with morphisms and
modifications induced from C-pamod via Proposition 4.10.
Note that the assignments in Proposition 4.10 provide a 2-functor
D : Z(C -pamod)→ C -dmod.
Example 4.12. We will start with a small example. Let C be the p-dg 2-category with
one object ⋆ corresponding toD-csf, whereD = k[x]/(xp), and 1-morphisms generated
(under multiplication, p-dg direct sums and shifts) by the k-indecomposable objects
1 = D ⊗D (−) and F = F ⊗D (−) for the regular projective bimodule F = D ⊗k D.
The 2-morphisms correspond to morphisms of D-D-bimodules. (We will treat such
p-dg 2-categories in more generality in Section 6.)
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The principal 2-representation P = P⋆ is fully faithful so that we have p-dg isomor-
phisms HomP(⋆)(P(X),P(X
′)) ∼= HomD⊗Dop(X,X
′). Hence, we can describe the
null-homotopic morphisms in N between the k- indecomposables 1 and F explicitly.
In the case p = 3, after passing to D , the only remaining 2-morphisms of indecompos-
ables (up to degree shifts) are
1, x2 : D → D, 1, x2 : F → D, 11, x21, 1x2, x2x− xx2 : F → F.
The path category of DC(⋆, ⋆) is hence fully described by
F
p //
l

r
DDs
%%
1
tee ,
pl = pr = tp, ps = lr = rl = sl = ls = rs = sr = l2 = r2 = s2 = t2 = 0.
Here, the morphisms r, l, t are of degree two, and s is of degree three.
Note that DC(i, j) is not necessarily triangulated as cone objects may not exist. To
remedy this, recalling the definition of the stable 2-category KC associated to C
from Section 3.3, we can obtain derived representations in an alternative way: We
first complete a p-dg 2-representation of C to one of C and then apply the above
constructions, giving a 2-representation of KC .
Proposition 4.13. Let C be a locally finite 2-category and M an additive p-dg 2-
representation over C . Then M extends to an additive p-dg 2-representation M over
C . This way, we obtain a 2-faithful p-dg 2-functor
Ind : C-pamod −→ C-pamod, M 7−→M.
Proof. Without loss of generality, assume that M(i) = Ci for any object i of C , cf.
Lemma 4.4.
Assume given an additive p-dg representation M over C . We want to construct a
p-dg 2-functor M : C → Mp. On objects, we assign M(i) = M(i). Given an object
X = (
⊕
m Fm, α) ∈ C(i, j) = C(i, j) we defineM(X) to be the p-dg functorM(i)→
M(j) extended from
M 7−→
(⊕
m
M(Fm)(M),M(α)
)
, M ∈ Ci,
using Lemma 2.6(i). Explicitly, given an object Y = (
⊕
nMn, β) in Ci, we have that
M(X)(Y ) equals the object⊕
(m,n)
MFm(Mn), (δm,m′MFm(βn,n′) + δn,n′M(αm,m′)Mn)(m,n),(m′,n′)
 ,(4.8)
where we fix the convention to order pairs (m,n) lexicographically. Given a morphism
τ : Y → Y ′ in M(i), we obtain
M(X)(τ) = (δm,m′M(Fm)(τn,n′))(m,n),(m′,n′) ,(4.9)
which is a block diagonal matrix.
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To a morphism γ : X→ X′ in C(i, j), we associate the matrix
M(γ)Y = (δn,n′M(γm,m′)Mn)(m,n),(m′,n′) .
Using Lemma 2.6(ii) we find that this gives a natural transformation M(γ) : M(X)→
M(X′). Moreover, the assignment γ 7→M(γ) commutes with the differential. Indeed,
first, restricting to Ci, the natural transformations are just given by M(γ)M , for an
object M . Since M(γm,m′)M is natural in M for any m,m
′, this gives a natural
transformation, and the assignment commutes with the differential. Now Lemma 2.6(ii)
implies that M(γ)Y is also natural for a general object Y in M(i).
Next, we have to show 2-functoriality of M. Given X in C(i, j) and X′ in C(j, k), we
compare M(X′)M(X) and M(X′X). It suffices to evaluate these compositions on an
object M of Ci. We compare the lists of objects
M(X′)
(
M(X)(M)
)
=
⊕
m′
M(Fm′)
(⊕
m
M(Fm)(M)
)
=
⊕
(m′,m)
M(Fm′) (M(Fm)(M))
=
⊕
(m′,m)
M(Fm′Fm)(M)
= M(X′X)(M),
using that M is a 2-functor and the convention about ordering pairs lexicographically.
Further, we compare the upper triangular matrices giving the differential. We see that
the differential on M(X)(M) is the matrix M(αm,m′), for α being the upper triangular
matrix of X encoding the differential. Hence we compute that the entry at the pair
(n,m), (n′,m′) of the differential on M(X′)
(
M(X)(M)
)
is given by(
δn,n′M(F
′
n)(M(αm,m′)) + δm,m′M(α
′
n,n′)
)
M(Fm)(M)
,
where α′ is the differential matrix of X′. On the other hand, considering the differential
matrix for M(F′F)(M) we see that the (n,m), (n′,m′)-entry is M(β(n,m),(n′,m′))M
where β denotes the differential on X′X as defined in (3.1) in Section 3.3. This gives
M(β(n,m),(n′,m′))M = M
(
δm,m′α
′
n,n′ ◦0 idFm + δn,n′ idF′n ◦0 αm,m′
)
M
=
(
δn,n′M(F
′
n)(M(αm,m′)) + δm,m′M(α
′
n,n′)M(Fm)(M)
)
.
Hence the matrices encoding the differential are the same.
Now assume given a morphism Ψ: M→ N of representations in C -pamod. We want
to define a morphism of p-dg 2-representations Ψ: M → N. For any object i of
C we require a p-dg functor Ψi : M(i) → N(i). However, we can simply use the
original p-dg functor Ψi as C acts on the same p-dg categories. We have to extend
the definition of ηF : Ψj ◦M(F) → N(F) ◦ Ψi to a general object X of C . It suffices
to construct (ηX)M for an object M of M(i) and extend to a natural transformation
of functors defined on Ci by Lemma 2.6. For this, we set (ηX)M to be the diagonal
matrix with diagonal entries ηFm(M). As (−) is a p-dg 2-functor, ηX will be a p-dg
isomorphism. The compatibility condition (4.1) follows from the one for ηFm as ηX is
a diagonal matrix, and remains valid after extending to all of Ci. It further follows that
Ψ′Ψ = Ψ′ Ψ for compatible morphisms of p-dg 2-representations.
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Next, given a modification θ : Ψ → Ψ′, we want to induce a modification θ : Ψ→ Ψ′.
As the morphism of p-dg functors θi we can use θi since Ψi = Ψi as p-dg functors.
It remains to check a more general version of (4.3) for objects X, X′ and a morphism
γ : X → X′ in C(i, j). But as ηX is a diagonal matrix with ηFm appearing on the
diagonal, the condition generalizes immediately, and the assignment commutes with
the differential.
It is clear that Ind is functorial with respect to horizontal and vertical composition of
2-morphisms since the assignment is the identity on modifications. This also proves
that the p-dg 2-functor Ind is 2-faithful. 
Proposition 4.14. Let C be a locally finite 2-category and M an additive p-dg rep-
resentation over C . Then M descends to 2-representation DM of KC . Further, the
2-category KC equals the category DC , and we obtain a 2-functor
D : Z(C -pamod) −→ C -dmod, M 7−→ DM.
Proof. First, since M is a p-dg 2-functor (i.e. it commutes with differentials on 2-hom
spaces), we obtain a 2-functor ZM defined on ZC , which associates to an object i the
category Z(M(i)). It follows from Lemma 2.31 that the p-dg functor M(X) preserves
null-homotopic morphisms and hence descends to a functor K(M(i)) → K(M(j)).
Similarly to Lemma 3.6, we see that ZM maps null-homotopic 2-morphisms in C to
zero. Hence we obtain an induced 2-functor DM defined on KC .
Let M = Pi be a principal 2-representation. We claim that the 2-ideal N of all 2-
morphisms in ZC which are mapped to zero under the 2-functor DPi : ZC → Ck (for
any i) is precisely the 2-ideal of null homotopic 2-morphisms, which we denote by N ′.
This implies that KC = DC .
Indeed, we saw above that if α is null homotopic, then it acts by zero in each 2-
representation DM. This shows that N ′ ⊂ N . Now consider β ∈ C(i, j) such that
K(Pi(β)) = 0. This implies, in particular, that K(Pi(β))1i = 0. But this means that
β ◦0 id1i = β is null-homotopic. Hence β ∈ N
′. 
Note that the above Proposition justifies to denote the 2-representations induced on
K(C) by DM, which is the same notation used before for the 2-representation induced
on DC .
5. Simple transitive and p-dg cell 2-representations
5.1. Cell combinatorics. For a strongly finitary p-dg 2-category C , we write S(C)
for the set of p-dg isomorphism classes of k-indecomposable 1-morphisms in C up
to shift. This set forms a multi-semigroup and can be equipped with several natural
preorders as in [MM2, Section 3]. Namely, given two k-indecomposable 1-morphisms
F and G, we say G ≥L F in the left preorder if there is a 1-morphism H such that [G]
appears as a direct summand of [H] ◦ [F] in [C ]. A left cell is an equivalence class for
this preorder. Similarly one defines the right and two-sided preorders ≥R and ≥J and
the corresponding right and two-sided cells, respectively. Note, in particular, that all
k-isomorphic indecomposable 1-morphisms belong to the same left and right cell.
Observe that ≥L defines a genuine partial order on the set of left cells, and similarly
for ≥R and right cells, and for ≥J and two-sided cells.
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We call a two-sided cell J strongly regular, provided that no two of its left (right)
cells are comparable with respect to the left (right) order, and the intersection of any
left and any right cell contains precisely one element of S(C).
For a fixed left cell L in C , notice that there exists a unique object iL ∈ C such that
each F ∈ L is in C(iL, j) for some j ∈ C .
Note that by defining the 2-cell structure using k-indecomposable 1-morphisms we use
the same cell-combinatorics as in the underlying finitary 2-category [C ].
5.2. Construction of p-dg cell 2-representations. We assume that C is strongly
finitary for the remainder of this section. Fix a left cell L in C and set i = iL. Recall
the i-th principal 2-representation Pi ∈ C -pamod
sf from Definition/Example 4.2.
For each j ∈ C , let RL(j) be the full p-dg subcategory of C(i, j) given by the bar
closure (cf. Definition 2.18) of the set {FX|X ∈ L,F ∈ C}. That is, objects in RL(j)
are of the form (
⊕s
m=1Gm, α) such that [Gm] appears as a direct summand of [FX],
for some X ∈ L,F ∈ C .
Lemma 5.1. This choice of RL(j) defines a 2-subrepresentation RL of Pi in
C-pamodsf .
Proof. Note that RL(j) is strongly finitary since it is defined using the bar closure.
Now, the only thing needing to be checked is that
∐
j∈C RL(j) is closed under the ac-
tion of C . This follows from the following transitivity observation. A k-indecomposable
G is in the bar closure of {FX|X ∈ L,F ∈ C} if and only if G ≥L X for one, and hence
all X in the cell L. But in this case, every k-indecomposable G′ appearing in the bar
closure of {HG|H ∈ C} satisfies G′ ≥L G ≥L X, so it also lies in RL, and thanks to
strong finitarity, this shows RL is C -stable. 
Lemma 5.2. The set of p-dg ideals J of RL such that J does not contain idF for any
F ∈ L has a unique maximal element IL.
Proof. Assume F ∈ L ∩ C(i, j). Since F is k-indecomposable, its endomorphism
algebra is local, so for any p-dg ideal J not containing idF, EndJ(j)(F) is contained
in the radical of EndRL(j)(F) and closed under ∂. Hence the sum of any two ideals
not containing idF for any F ∈ L again satisfies these condition. Thus the sum of all
p-dg ideals not containing idF for any F ∈ L is the unique maximal such p-dg ideal as
desired. 
Definition 5.3. We define CL := RL/IL ∈ C -pamod
sf to be the p-dg cell 2-repre-
sentation corresponding to L.
Lemma 5.4. Any 2-sided cell not less than or equal to J annihilates CL.
Proof. Let F ∈ L∩C(i, j) and consider the [C ]-stable ideal in [RL] generated by idG
for G from a cell not less than or equal to L. Similarly to Lemma 2.19, one checks
that this is equal to [I] for I the C-stable p-dg ideal generated by idG.
Thus the component of I in EndR(j)(F) is the same as that of the ideal generated in
the underlying finitary category, and hence does not contain idF by definition of the
two-sided order. It is therefore contained in the kernel of CL . 
Proposition 5.5. Let L be a left cell in a two-sided cell J of C and denote by [L] and
[J ] the corresponding cells in [C ].
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(i) The cell 2-representation C
[C ]
[L] of [C ] is equivalent to a quotient of [CL].
(ii) Assume that [C ] is weakly fiat and [J ]-simple and that [J ] is strongly regular.
Then [CL] is an inflation of C
[C ]
[L] by a local algebra (cf. [MM6, Section 3.6]).
Proof. Start by considering the principal 2-representation P
[C ]
i of [C ] and the 2-
representation [Pi] (which is a 2-functor as applying [ ] is 2-functorial). Using the
Yoneda Lemma from [MM2, Lemma 9] we can construct a morphism of additive 2-
representations η : P
[C ]
i → [Pi] by sending 1i to [1i]. Then, for each object j, we
obtain an additive functor
ηi : P
[C ]
i (j) = [C(i, j)] −→ [Pi(j)] = [C(i, j)].
This functor is an equivalence (cf. Section 2.3). Hence η is an equivalence of additive
2-representations.
Note that two k-indecomposable 1-morphisms F, G of C are k-isomorphic if and only
if [F] and [G] are isomorphic. Hence F ≥L G if and only if [F] ≥L [G]. This shows that
the indecomposable objects in [L] correspond to the set of indecomposable objects in
a cell in [C ]. We can use these observation to see that an object X = (
⊕s
m=1 Fm, α)
is in RL(j) if and only if [X] is in R
[C ]
[L] (j). This yields that the equivalence of 2-
representations of P
[C ]
i and [Pi] restricts to an equivalence of R
[C ]
[L] and [RL].
Let IL be the maximal p-dg ideal from Lemma 5.2. We immediately see that [IL] ⊆ I
[C ]
[L] .
This proves (i).
For (ii), notice that [RL] is a transitive finitary 2-representation by construction, and,
thanks to the equivalence between [RL] and R
[C ]
[L] , the simple transitive quotient of
the latter is C
[C ]
[L] . Thus, [CL] is a transitive finitary 2-representation of [C ] with
simple transitive quotient C
[C ]
[L] . Under the conditions on [C ] assumed in (ii), [MM6,
Theorem 4] asserts that [CL] is an inflation of C
[C ]
[L] . 
Example 5.6. We include an example where [CL] is not a cell 2-representation. Let
p = 3 and K = k[x]/(x3), with differential determined by ∂(1) = 0 and ∂(x) = 1.
Note that this requires that deg x = −2. We may consider the p-dg 2-category C
generated (under composition, addition, grading shifts and p-dg isomorphism), by one
non-identity indecomposable 2-morphism F corresponding to the K-bimodule K ⊗K.
The composition F2 is given by
F⊕ F〈2〉 ⊕ F〈4〉,
0 id〈−2〉 00 0 2id〈−2〉
0 0 0
. Note
that C has one non-identity left cell L, which contains the k-indecomposable F. To
find the cell 2-representation, we need to determine the ideal IL as in Lemma 5.2.
However, EndC (F)
op ∼= K ⊗K as a p-dg algebra. In K ⊗K, idF = 1⊗ 1 lies in the
image of the differential since ∂(1⊗x) = idF. Hence, 1⊗x cannot be contained in IL.
However, in [C ], the ideal I[L] is given by matrices with entries of the form K ⊗ radK,
which contains 1 ⊗ x. Hence [IL] is strictly contained in I[L], and [CL] is not a cell
2-representation (and not simple transitive) over [C ].
5.3. Simple transitive p-dg 2-representations. We can now adapt the definition of
a simple transitive 2-representation from [MM5] to the p-dg setting.
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Definition 5.7. Let C be a locally finite 2-category and M ∈ C-pamodsf . Fix
i ∈ C and X ∈ M(i). We denote by GM(X) the smallest strongly finitary 2-
subrepresentation of M containing X , that is,
∐
j∈C GM(X)(j) is the bar closure of
{FX |F ∈ C}. We say that M is transitive if, for every i ∈ C and X ∈ M(i), we
have M = GM(X).
Lemma 5.8. Let C be a locally finite 2-category and M ∈ C-pamodsf . Then M is
transitive if and only if [M] is transitive as a 2-representation of [C ] in the sense of
[MM5, 3.1].
Proof. Assume M is transitive. Then for any i ∈ C and X ∈ M(i), we have∐
j∈C M(j) =
∐
j∈C GM(X)(j) = Ŝ for S the full p-dg subcategory on objects
{FX |F ∈ C}. In particular
[∐
j∈C M(j)
]
=
[∐
j∈C GM(X)(j)
]
=
[
Ŝ
]
= add ([S])
and [M] is transitive as a 2-representation of [C ].
Conversely, assume [M] is transitive as a 2-representation of [C ], that is add ([S]) =[∐
j∈C M(j)
]
for S = {FX |F ∈ C}. Then Ŝ in particular contains a representative
of each p-dg isomorphism class of k-indecomposable objects in
∐
j∈C M(j), and thus,
since every object in
∐
j∈C M(j) has a fantastic filtration by k-indecomposables, Ŝ =∐
j∈C M(j) and M is transitive. 
Lemma 5.9. Let C be a locally finite 2-category and assume that M ∈ C-pamodsf
is transitive. The set of p-dg ideals J of M such that J does not contain idX for any
X ∈
∐
i∈C M(i) has a unique maximal element IM.
Proof. Since M(i) is strongly finitary and, in particular, every object has a fantastic
filtration by k-indecomposable objects, the condition of not containing idX for any
X ∈
∐
i∈C M(i) is equivalent to not containing idY for any k-indecomposable Y ∈∐
i∈C M(i). Then the lemma follows using the same argument as in the proof of
Lemma 5.2. 
Remark 5.10. Observe that in Lemmas 5.2 and 5.9 we have crucially used the as-
sumption that M is a strongly finitary 2-representation. Otherwise, we might not have
any object with local endomorphism ring in any of the M(i).
Definition 5.11. For a strongly finitary 2-representationM, we call M/IM the simple
transitive quotient of M and say that M is simple transitive if IM = 0.
We immediately have the following lemma.
Lemma 5.12. The cell 2-representations of strongly finitary p-dg 2-categories are sim-
ple transitive.
5.4. Reduction to one cell. In this section, we prove that in order to find the cell 2-
representations of a strongly finitary p-dg category C , under some additional conditions,
it suffices to consider a certain restriction of C that only has one 2-sided cell apart from
the identity cells. We therefore assume for this section that [C ] is (weakly) fiat and
that all its 2-sided cells are strongly regular.
Let J be a 2-sided cell in C , and L a left cell in J . Consider the cell 2-representation
CL. Thanks to Lemma 5.4 we may, without loss of generality (if necessary passing to
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the quotient modulo the kernel of CL), assume that J is the unique maximal 2-sided
cell of C .
Denote by CJ the 2-full p-dg 2-subcategory of C generated by all 1-morphisms all of
whose k-indecomposable components are identity 1-morphisms or in J .
It then follows from [MM1, Proposition 32], and the fact that cells are defined on the
underlying finitary 2-categories, that J is again a 2-sided cell in CJ with the same
left and right cells as J has in C . By restriction, the cell 2-representation CL of C
becomes a strongly finitary p-dg 2-representation CL of CJ .
Proposition 5.13. The restriction of CL to CJ is the cell 2-representation of CJ for
the left cell L.
Proof. In order to compute the cell 2-representation CL,J of CJ , we need to consider
the p-dg 2-representation RL,J of CJ as constructed in Section 5.2 and take the
simple transitive quotient. Notice that RL,J is simply the restriction of RL to CJ by
definition and hence ideals in the underlying category which are stable under ∂ and do
not contain the identity on any 2-morphism in L coincide. Furthermore, any ideal that
is stable under C is also stable under CJ . Therefore IL is contained in IL,J .
Now assume there exists an ideal
∐
i∈C I(i) in
∐
i∈C RL(i) that does not contain
idF for any F ∈ L, is stable under ∂ and under CJ , but not under C . Notice that in
particular [
∐
i∈C I(i)] is stable under [CJ ] and hence is contained in the maximal ideal
of the fiat 2-representation [RL] of [CJ ], which needs to be factored out to obtain
the (finitary) cell 2-representation of [CJ ]. We know that the latter is equivalent to
the restriction of the (finitary) cell 2-representation of [C ] by [MM1, Corollary 33], and
hence [
∐
i∈C I(i)] is stable under [C ]. Now being stable under [C ] and under ∂ implies
that this ideal is stable under C . 
5.5. Endomorphisms of p-dg 2-representations. In this section, we record how re-
sults of [MM3] about the endomorphism categories of cell 2-representations can partially
be extended to p-dg 2-categories under particularly nice assumptions. For this, let C be
a strongly finitary p-dg 2-category such that [C ] is fiat and all 2-sided cells are strongly
regular. Let L be a left cell in C and CL the associated cell 2-representation. Let C
[C ]
L
be the cell 2-representation of [C ] associated to L.
Proposition 5.14. For any p-dg 2-representation M of C , we have a fully faithful
functor k-modH to EndC (M).
Proof. For V ∈ k-modH , define an endomorphism Ψ
V of M as follows. The functor
ΨVi is the p-dg endofunctor of M(i) given by tensoring with V as in Section 2.6.
Choosing identities as coherences, this gives rise to an endomorphism of M and this
assignment is obviously functorial and fully faithful. 
Theorem 5.15. If M is a p-dg 2-representation of C such that [M] is equivalent to
C
[C ]
L , then the category EndC (M) is p-dg equivalent to k-modH .
Before proving the theorem, we state a technical lemma.
Lemma 5.16. Assume C is a locally finite p-dg category such that [C] ≃ k-mod, then
C is p-dg equivalent to a full subcategory of k-modH .
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Proof. We first claim that C is indeed strongly finitary and only has one k-
indecomposable object up to p-dg isomorphism. Indeed, thanks to the equivalence
[C] ≃ k-mod, we have at least one k-indecomposable object X with endomorphism
ring k. Consider the subquotient idempotent completion C• of C from Section 2.3, and
take another k-indecomposable object Y in C•. Since it is k-isomorphic to X , we have
an isomorphism X → Y in HomC(X,Y ) ∼= k and this is necessarily annihilated by
∂ and thus a p-dg isomorphism. This proves that C• only has one k-indecomposable
object.
Under the Yoneda embedding C → Cop-csf, the image of an object Z in C is p-
dg isomorphic to a direct sum of copies of P opX , together with a differential ∂I +
((αrs)∗))r,s = ((αrs)∗))r,s where all αrs are necessarily scalars. Given nilpotency of
the matrix (αrs)r,s, we can find a basis in our direct sum of copies of P
op
X such that it
is upper triangular, and thus C is strongly finitary.
Let B be the additive subcategory of C consisting of direct sums of k-indecomposable
objects, thus B is p-dg equivalent to the additive closure of X and equivalent to k-mod
(understood as a p-dg category with trivial differential). By the previous paragraph and
Lemma 2.14, this implies C is p-dg equivalent to B, which is clearly p-dg equivalent to
k-modH . As C is a full subcategory of C, the lemma follows. 
We now prove the theorem.
Proof of Theorem 5.15. First note that we have a fully faithful functor [EndC (M)]→
End[C ]([M]). Under the assumption of an equivalence between [M] and C
[C ]
L , we thus
have a fully faithful functor [EndC (M)] → End[C ](C
[C ]
L ). The latter is equivalent to
k-mod by [MM3, Theorem 16]. By Lemma 5.16, EndC (M) is p-dg equivalent to a
full subcategory of k-modH . By Proposition 5.14, k-modH is also a full subcategory
of EndC (M). The composition k-modH →֒ EndC (M) →֒ k-modH , sends k to the
identity and back to k, and the theorem follows. 
6. The p-dg 2-category CA
6.1. Recollections from the finitary world.
Definition 6.1. Let n ∈ N and A := (A1, A2, . . . , An) be a collection of connected,
finite dimensional associative k-algebras. For i ∈ {1, 2, . . . , n}, choose some small cat-
egory Ai equivalent to Ai-proj. Set A = (A1,A2, . . . ,An). Denote by CA the 2-full
finitary 2-subcategory of Ak with objects Ai, whose 1-morphisms consist of functors
isomorphic to direct sums of identity functors and functors given tensoring with projec-
tive Ai-Aj-bimodules. The 2-morphisms of CA are given by all natural transformations
of such functors.
Remark 6.2. In [MM3] the algebras Ai are assumed to be basic. However, it is easy to
see that any different, but Morita equivalent, choice of algebras leads to a biequivalent
2-category.
By [MM3, Theorem 13], a fiat 2-category C , such that C has only one two-sided cell J
apart from the identities, this two-sided cell is strongly regular, and such that C has no
nonzero 2-ideals not containing the identity on some 1-morphisms (i.e. it is J -simple),
is biequivalent to CA for a suitable choice of self-injective A (apart from possibly having
slightly smaller endomorphism rings of the identities). Further, the natural (defining)
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representation N : CA → End (A-proj) (denoted by D in [MM5]) is isomorphic to the
cell representation CL for any left cell L in J by [MM5, Proposition 9].
In this section, we generalize these definitions and results to the p-dg enriched setup.
6.2. Definition of CA. Motivated by [MM3, Theorem 13], we will now define a par-
ticularly nice class of p-dg 2-categories. For this, suppose we are given a list A1, . . .An
of locally finite p-dg categories, each of the form considered in Section 2.5. That is,
we assume for any i = 1, . . . , n the existence of finite set of objects Xi such that every
object in C has a fantastic filtration by shifts of objects in Xi. Recall that in this case
we can associate to Ai a finite-dimensional p-dg algebra Ai as in Example 2.20. We
set A :=
∐n
i=1Ai, and X := ∪
n
i=1X
i.
Definition 6.3. We define the p-dg 2-category CA whose
• objects i are identified with the categories Ai for i = 1, . . . , n;
• 1-morphisms are the closure under sums and grading shifts of the identity
functors and compositions of functors isomorphic to tensoring with objects in
{X ⊗ Y |X,Y ∈ X} ⊂ A ⊠ Aop, using the tensor action described in (2.8) of
Section 2.6;
• 2-morphisms are k-linear natural transformations (morphisms) of such functors.
The 2-category CA comes with its defining or natural representation N : CA →
End (A). Both CA and its defining representation are strongly finitary if A is.
Lemma 6.4. In CA, the endomorphism ring of 1i is p-dg isomorphic to the center Zi
of the p-dg algebra Ai associated to Ai as in Example 2.20.
Proof. Using Lemma 2.6(ii) we see that a natural transformation λ : idAi → idAi con-
sists of diagonal matrices λX = (λXi )i for an object X = (
⊕
iXi, α). By assumption,
any object of Ai has a fantastic filtration by the objects in X
i. Hence, the natural
transformation is determined by the data of the λX for X ∈ X
i. The sum of these
morphisms gives an element of Ai which has to be in the center by naturality of λ.
Conversely, any element of the center Zi of Ai has to be a diagonal matrix and induces
a natural transformation idAi → idAi . These assignments give a p-dg isomorphism
End(1i)
op ∼= Zi. 
As in [MM3, Section 4.5], let Z ′i be the subalgebra of Zi generated by the identity and all
elements that factor through 1-morphisms given by tensoring with p-dg indecomposable
objects in A⊠Aop. We can slightly generalize CA to CA,X , where X = (X1, . . . , Xn)
is a list of p-dg subalgebras of Zi containing Z
′
i, by letting CA,X be the 2-subcategory
of CA on the same objects, same 1-morphisms and same 2-morphisms except for the
endomorphism rings of the 1i, which are now given by Xi. In the following, we suppress
the X from the notation, but will always work in the generality of CA,X .
Observe that, up to possible variations in the endomorphism rings of identities, CA
is the smallest 2-full p-dg 2-subcategory of the 2-category of endofunctors of A that
contains all functors p-dg isomorphic to tensoring with objects in A⊠Aop isomorphic
to tensoring with X ⊗ Y , for X,Y ∈ X. On the other extreme, we could take the
smallest 2-full p-dg 2-subcategory of the p-dg 2-category of endofunctors of A that
contains all functors p-dg isomorphic to tensoring with any objects in A⊠Aop (recall
the construction of this action from Section 2.6). We denote this 2-category by C+A,
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respectively C+A,X if we want to specify endomorphism rings of identities. Its defining
p-dg 2-representation is the same as that of CA and the same remarks about local
finiteness and strong finitarity apply.
Recall, from Section 2.4, the subquotient idempotent completion A• of A, and the
category B, which is the additive closure of k-indecomposable objects in A•. From
Lemma 2.14 and Corollary 2.15, we immediately have the following conclusions.
Lemma 6.5.
(i) There are natural 2-full p-dg embeddings of CA and CB into CA• . Similarly,
there are natural 2-full p-dg embeddings of C+A and C
+
B into C
+
A• .
(ii) Viewed as a 2-full p-dg 2-subcategories of C+A• , the 2-category C
+
A is (up to p-dg
isomorphism) contained in C+B if and only if every X ∈ A has a fantastic filtration
by objects in B.
(iii) Viewed as 2-full p-dg 2-subcategories of C+A• , the 2-category C
+
B is (up to p-dg
isomorphism) contained in C+A if and only if for every Y ∈ B, P
op
Y is semi-free
over A.
(iv) If every X ∈ A has a fantastic filtration by objects in B and, for every Y ∈ B,
P opY is semi-free over A, then the 2-categories C
+
A and C
+
B are p-dg biequivalent.
Remark 6.6. ForA =
∐n
i=1Ai as above, such that all Ai are strongly finitary, consider
the p-dg subcategories Bi of Ai. Note that in the p-dg algebra Bi associated to Bi
(using Example 2.20), we can find a decomposition
1 = e1 + . . .+ es
where e1, . . . , es are pairwise orthogonal primitive idempotents annihilated by ∂.
They correspond to a choice of representatives of p-dg isomorphism classes of k-
indecomposable objects. In the following, we consider B =
∏n
i=1 Bi and B =
∐n
i=1 Bi.
Proposition 6.7. In the setup of Remark 6.6, the 2-categories CB and [CB] are biequiv-
alent.
Proof. We have that [B] ≃ [B] ≃ B-proj, cf. Remark 2.23. Hence, the defining p-dg
2-representation N of CB descends to a bifunctor [N
CB ] : [CB]→ End (B-proj) using
Lemma 3.3. We further have a 2-functorNCB : CB → End (B-proj) using the defining
2-representation of CB. For a k-indecomposable 1-morphism G: i → j in CB, the
functor [G] corresponds, under the equivalences of [Bi] and Bi-proj, to tensoring with a
Bj-Bi-bimodule. This shows that the image of [N
CB ] in End (B-proj) is contained in
the image of NCB . The latter is a 2-fully faithful 2-representation, and hence we obtain
a bifunctor from [CB] to CB. This bifunctor is a bijection on objects and restricts to an
equivalence of categories between [CB(i, j)] and CB(i, j). Indeed, the functor given
by restricting to this 1-hom category is fully faithful since for two k-indecomposable
1-morphisms G1 and G2,
Hom[CB](G1,G2)
∼= HomCB (P1, P2),
where Pm is the projective B⊗B
op-module such that tensoring with Pm is isomorphic
to the image of Gm under the bifunctor, m = 1, 2. Further, this functor is dense by
construction of B. Thus, the bifunctor provides the desired biequivalence between CB
and [CB]. 
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Proposition 6.8. Let A be a strongly finitary p-dg category. Then CA is p-dg biequiv-
alent to C+A.
Proof. Consider the defining p-dg 2-representation N : CA → End (A). Using Propo-
sition 4.13, we obtain a p-dg 2-functor N : CA → End (A). Note that N(i) = Ai, so
the 2-functor N is just the identity on objects. For any pair of objects i, j we obtain
a commutative diagram of p-dg functors
CA(i, j)
N
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
CA(i, j)
+

99ssssssssss
 s
%%❑❑
❑❑
❑❑
❑❑
❑❑
N // Hom(Ai,Aj).
C
+
A(i, j)
*

 N
+
77♣♣♣♣♣♣♣♣♣♣♣
By definition, N+, the natural p-dg 2-representation of C+A, is just the inclusion of
p-dg functors obtained by tensoring with objects in Aj ⊠A
op
i . First note that N is
fully faithful. This follows as N is fully faithful by Lemma 2.6(ii). We show that its
image coincides with the essential image of the p-dg functor obtained by the restriction
of N+ to prove that CA(i, j) is p-dg equivalent to C
+
A(i, j). Indeed, via Lemma 2.5
and the construction in Proposition 4.13, any functor F in the image of N has the form
(
⊕
m(Xm ⊗ Ym)⊗Ai (−), λ), for Xm⊗Ym objects in Aj⊠A
op
i , and λ = (λm′,m)m′,m
an upper triangular matrix consisting of natural transformations between these functors.
The natural transformations λm′,m : (Xm⊗ Ym)⊗Ai (−)→ (Xm′ ⊗ Ym′)⊗Ai (−) are
induced by morphisms αm′,m : Xm ⊗ Ym → Xm′ ⊗ Ym′ in Aj ⊠ A
op
i . This follows
by identifying λm′,m with a morphism P
op
X ⊗ PY → P
op
X′ ⊗ PY ′ in A
op
j ⊠ Ai-csf and
applying the enriched Yoneda Lemma from [K]. We can thus construct an object
(
⊕
mXm ⊗ Ym, (αm′,m)m′,m) in Aj ⊠A
op
i , and the p-dg functor obtained from its
action via ⊠Ai recovers F . Conversely, using Lemma 2.14(i), we see that every p-dg
functor in C+A(i, j) has a fantastic filtration by functors in CA(i, j) and hence the
essential image of N is contained in CA(i, j). Hence, by Lemma 3.2, we obtain a p-dg
biequivalence as claimed. 
6.3. p-dg cell 2-representations of CA. Throughout this subsection, we assume that
A is strongly finitary and ∂(radA) ⊂ radA. Note that in a more general situation,
one can sometimes pass to B ⊂ A• as in the previous section to ensure strong finitarity.
An example where this is possible is discussed in Section 7.
Remark 6.9. Notice that, by Proposition 6.7, the cell structure in CA is precisely the
same as that in CA, where A =
∏n
i=1Ai is the p-dg algebra associated to A =
∐n
i=1Ai
as in Example 2.20, described in [MM5, Section 5.1]. Also notice that the structure
described there does not need self-injectivity of A. In the setup of the present paper
we do not impose that A is a basic algebra as the same underlying indecomposable
projective A-module can have different p-differentials so that the resulting modules are
non p-dg isomorphic (but k-isomorphic).
We now fix a non-identity cell L in CA. By Remark 6.9 we can find i := iL and a k-
isomorphism class S of k-indecomposable objects in Ai, such that all k-indecomposable
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1-morphisms in L are given by functors k-isomorphic to tensoring withXs⊗Y ∈ A⊠A
op
for Y ∈ S and any k-indecomposable object Xs of Aj . Fix a set of representatives
XL,1, . . . , XL,d of p-dg isomorphism classes in S. We denote by eL,1, . . . , eL,d the
idempotents corresponding to, respectively, idXL,1 , . . . idXL,d in the algebra Ai associ-
ated to Ai via the construction of Example 2.20. We further set eL = eL,1+ · · ·+eL,d.
Similarly for any k-indecomposable object Xt ∈ Aj , we write et for the idempotent in
Aj corresponding to idXt .
Furthermore, let F denote the direct sum of a complete set of p-dg isomorphism classes
of k-indecomposable 1-morphisms in J , so that there is a p-dg isomorphism of p-dg
algebras φ : EndCA(F)→ A
op ⊗A(∼= EndA-A-bimod(A⊗A)).
Consider the p-dg 2-representation RL of CA. An object in RL(j) is of the form
(
⊕a
m=1Gm, α) for Gm ∈ L ∩ CA(i, j) and each component of the matrix α cor-
responds, under the p-dg isomorphism φ, to an element in Aj ⊗ eLAieL. Simi-
larly, morphisms γ between such objects have entries which correspond to elements
in Aj ⊗ eLAieL under φ. The ideal J(j) in
∐
j∈CA
RL(j) generated by those mor-
phisms γ whose components all lie in Aj ⊗ rad eLAieL is ∂-stable thanks to radA
being closed under ∂, and it is straightforward to check that it is CA-stable and proper,
using the fact that horizontal composition with 2-morphisms is induced by tensoring on
the left with elements in Aop⊗A under φ. The ideals J(j) therefore form a p-dg ideal
J of the 2-representation RL. We consider the quotient 2-representation RL/J.
Lemma 6.10. The quotient RL/J is the p-dg cell 2-representation CL.
Proof. It suffices to prove that J = IL for the maximal p-dg ideal defined in Lemma
5.2. From the above considerations, we deduce that J ⊂ IL. It remains to check that
IL ⊂ J. Suppose γ : X → Y is a morphism in R
CA
L /J(j) between objects X and
Y and assume there is a matrix entry in γ giving a morphism between two (without
loss of generality k-indecomposable) summands Ft and Fs of X respectively Y, which
corresponds under φ from Remark 6.9 to some esaet ⊗ eL,qbeL,r ∈ esAjet ⊗ eLAieL
(for some idempotents es, et in Aj) such that eL,qbeL,r is not in eL radAieL. Then
the ideal generated by γ, in particular, contains this matrix component via composition
with inclusions of and projections onto k-indecomposable 1-morphisms. Tensoring with
Xu⊗Xs (which corresponds to tensoring with Ajeu⊗ esAj) for any k-indecomposable
Xu ∈ A, and again pre- and post-composing with appropriate inclusions and projections,
produces a k-isomorphism of the form eXu⊗eL,qbeL,r : Xu⊠XL,r → Xu⊠XL,q in the
left cell L. Composing this with eXu ⊗ eL,rb
′eL,q, where b
′ is an inverse k-isomorphism
to b, we obtain the identity on Xu ⊠XL,r in our ideal. This provides a contradiction
to IL containing a morphism not contained in J. Thus CL = R
CA
L /J, as claimed. 
Remark 6.11. We would like to point out that in the cell 2-representation, Xu⊠XL,r
and Xu⊠XL,q in fact become p-dg isomorphic. The reason is that for a k-isomorphism
eL,qbeL,e between them ∂(eL,qbeL,e) is necessarily contained in the radical of eLAieL
by degree reasons, and is hence zero in the quotient.
Theorem 6.12. The cell 2-representation CL and N
CA are p-dg equivalent.
Proof. We first consider the p-dg quotient completed 2-representations
#  –
Pi and
#        –
N
CA ,
and define the morphism
#–
Ψ:
#  –
Pi →
#        –
N
CA
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in CA-pcmod induced, using Lemma 4.6, by sending the object 0 → 1i to a di-
agram X
γ
→ Y whose cokernel is isomorphic to the object corresponding to S :=
AieL,q/ radAieL,q (for some fixed q) under the p-dg equivalence of Lemma 2.27. Un-
der the identification in Lemma 2.27, applying a k-indecomposable 1-morphism G in
J to S produces either zero or a projective and, in particular, semi-free module, hence
an object in Aop-csf. Using Lemma 2.5 and (2.13), we see that G(X
γ
→ Y ) is p-
dg isomorphic to an object in A. Hence
#–
Ψ restricts to a morphism Ψ from RCAL
to NCA in C-pamod. Note that, using the correspondences from (2.13), if the k-
indecomposable G = Xs ⊗XL,r corresponds to the A-A-bimodule Ajes ⊗ eL,rAi, we
have G(X
γ
→ Y ) ∼= Xs.
The morphismΨ is p-dg dense at each object i, as any k-indecomposable ofNCA(i) =
Ai is p-dg isomorphic to an object in the image by construction, and both the source
and the target are complete under compact semi-free extensions. Similarly, it is 2-full
by construction.
We claim that he kernel of Ψ is given by the ideal J consisting of all morphisms γ
corresponding to matrices with entries in A ⊗ eL radAieL under φ from Remark 6.9
and induces an equivalence between RCAL /J and N
CA . Indeed, notice that using
Proposition 6.7, [Ψ] is precisely the morphism constructed in [MM5, Proposition 9],
and that the proof there does not use self-injectivity of A (or equivalently, the fact,
that the 2-category considered there is weakly fiat). Then the claim follows immediately
from the same statement in the proof of [MM5, Proposition 9] since by construction our
morphisms between two objects are the same as those between the direct sums of their
k-indecomposable components. This shows that the induced morphism in C -pamod
from RL/J to N
CA is 2-faithful and hence an equivalence. Applying Lemma 6.10, we
deduce the theorem. 
7. Application to sl2-categorification at roots of unity
In this section, we apply some of our constructions to Elias–Qi’s categorification of
Lusztig’s idempotented form of the small quantum group u˙q(sl2) of sl2 at a p-th root
of unity, for p prime [EQ1]. In particular, we can show that the cell 2-representations
of the cyclotomic quotient of this categorification are given by the natural defining
2-representation obtained from nil-Hecke algebras.
In [EQ1, Chapter 4], the categorification of quantum sl2 of [La] is equipped with p-
differentials to give a p-dg 2-category U . We fix a dominant integral weight 0 ≤ λ ≤
p− 1 of sl2. For finiteness reasons, we consider a cyclotomic quotient p-dg 2-category
Uλ of U . This quotient is obtained by considering the 2-representation V
λ which is
used in [EQ1, Section 6.3] (denoted there by Vλ) to categorify the finite-dimensional
simple graded u˙q(sl2)-modules V
λ. More precisely, Uλ is the p-dg 2-category U/I ,
where I is the kernel of the p-dg 2-functor U → End (Vλ) obtained from loc.cit.
Thus, the p-dg 2-category Uλ has objects µ ∈ Z such that µ ≤ λ, and 1-morphisms
are generated by 1µ+2E1µ, 1µ−2F1µ (in [EQ1], the symbols E , respectively F are
used). This 2-category is not strongly finitary, but we can consider the cell struc-
ture of its subquotient idempotent completion U •λ from Proposition 3.4, which is
strongly finitary as by [EQ1, Section 5.2] every indecomposable projective module in
U (and hence in Uλ) has a fantastic filtration by a (locally, for fixed objects) finite
set of k-indecomposables (up to grading shift and p-dg isomorphism). A full list of
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p-dg isomorphism classes of non-identity k-indecomposable 1-morphisms is given by
1µ+2r−2sE
(r)F(s)1µ, 0 ≤ r, s ≤ p− 1 (see [EQ1, Equation (6.8)]).
The 2-category [U •λ ] can be identified with the Uλ studied in [MM5, Section 7.2].
Note that all cells in [U•λ] are strongly regular (see e.g. [MM5, Section 7.2]). In loc.cit.
it is also shown that the finitary additive 2-category [U •λ ] is fiat. By Proposition 5.13,
in order to understand cell 2-representations of U •λ , it therefore suffices to consider the
restriction U •λ,J of U
•
λ to one particular two-sided cell.
Let J be the lowest two-sided cell of U •λ . The k-indecomposable 1-morphisms in
J within the subquotient idempotent completion U •λ of Uλ are given by F
(r)
1λE
(s)
for 0 ≤ r, s ≤ λ (denoted in [EQ1] by F (r)1λE
(s)) which — identifying their action
on representables with a tensor action of nil-Hecke algebra bimodules on p-dg module
categories for nil-Hecke algebras — correspond to the functors given by tensoring with
NHλr ǫr⊗k ǫ
∗
sNH
λ
s as a NH
λ
r -NH
λ
s -bimodules (see [KQ, (59)] for the definition of the
idempotents ǫr, ǫ
∗
s).
Since the k-indecomposable 1-morphisms appearing as factors in a p-dg indecomposable
1-morphism in Uλ all belong to the same left/right/two-sided cells, it makes sense to
talk about cells in Uλ (despite the fact that we previously only defined this for strongly
finitary 2-categories). The lowest cell in Uλ is then generated by the 1-morphisms
Fr1λE
s for 0 ≤ r, s ≤ λ which — identifying their action on representables with a
tensor action of nil-Hecke algebra bimodules on p-dg module categories for nil-Hecke
algebras — corresponds to the functor given by tensoring with NHλr ⊗k NH
λ
s as a
NHλr -NH
λ
s -bimodule.
We set A := Aλ to be the p-dg category with objects 1, . . . , λ where EndA(i)
op =
NHλi and HomA(i, j) = 0 for i 6= j, then Uλ,J is p-dg biequivalent to CA.
As before, let A• denote the subquotient idempotent completion of A and B the
additive closure of the category of k-indecomposable objects in A•. Then U •λ,J is p-dg
biequivalent to CA• .
Since, by [EQ1, Corollary 5.17], any Fr and Es have fantastic filtrations by F(r) and
E(s), respectively, we have p-dg biequivalences between C+A and C
+
A• and C
+
B (cf. also
Lemma 6.5).
To summarize, we formulate a proposition.
Proposition 7.1. We have the following p-dg biequivalences of p-dg 2-categories:
(1) Uλ,J ≈ CA;
(2) C+A ≈ C
+
A• ≈ C
+
B ;
(3) U •λ,J ≈ CA• .
Moreover, by Proposition 6.7, [CB] is biequivalent to CB for B the endomorphism
algebra of a complete set of representatives of isomorphism classes of indecomposable
1-morphisms in B, which by [EQ1, (6.14)] is given by the coinvariant algebra B :=∏λ
j=0Hj,λ (in the notation from [EQ1, Section 6.3]). This is a strongly positive p-
dg algebra, in particular, its idempotents are annihilated by ∂ and its radical is stable
under the differential (cf. Remark 6.6). Thus we know by Theorem 6.10 that the cell
2-representation of CB (and of C
+
B ) is just the natural 2-representation. Thus the p-dg
2-representationVλ categorifying V λ gives the p-dg cell 2-representation for the lowest
two-sided cell of the 2-category U •λ .
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Theorem 7.2. The endomorphism category of the cell 2-representation of U •λ , or
equivalently, of the categorification of the finite-dimensional simple graded module V λ
of u˙q(sl2) on cyclotomic p-dg NilHecke algebras, is equivalent to k-modH .
Proof. The cell 2-representation for a non-identity left cell of C+B is the natural one on
B, and, by Theorem 5.15, its endomorphism category is p-dg equivalent to k-modH .
Using the p-dg biequivalence from Proposition 7.1, we see that the endomorphism
category of a cell 2-representation CL for a non-identity left cell L of U •λ,J is also
p-dg equivalent to k-modH . By Proposition 5.13, the same statement is true for the
restriction of CL to U
•
λ,J . Notice that the latter restriction is the categorification of
the finite-dimensional simple graded module V λ of u˙q(sl2) constructed in [EQ1, Section
6.3]. 
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