Abstract. Toeplitz C *
Introduction
Toeplitz C * -Algebras of right-angled Artin Groups generalize both the Toeplitz algebra and the Cuntz algebras. Coburn showed in [4] that the C * -algebra, generated by a single nonunitaty isometry is unique, i.e. every two C * -algebras, each generated by a single nonunitary isometry are * -isomorphic. Similar uniqueness theorems about C * -algebras generated by isometries were proved by Cuntz [7] , Douglas [10] , Murphy [13] , and others. Laca and Raeburn in [12] and Crisp and Laca in [5] proved such uniquness theorems for a large class of C * -algebras, corresponding to quasi-lattice ordered groups (G, P ). One of the key point they use was to project onto the "diagonal" C * -algebra generated by the range projections of those isometries, an idea originating from [10] .
These C * -algebras can be viewed as crossed products of commutative C * -algebras (the C * -algebras generated by the range projections of the isometries) by semigroups of endomorphisms. Crisp and Laca used techniques from [11] about such crossed products together with the uniqueness theorems mentioned above to prove a sructure theorem for the universal C * -algebra C * (G, P ) (which by the uniqueness theorems is isomorphic to the "reduced one" T (G, P )) for a large class of quasi-lattice ordered groups (G, P ). We will now state [6, Corollary 8.5] and [6, Theorem 6.7] and use them throuought this note. A graph will always mean a simple graph with countable set of vertices. We will denote the C * -algebra from this theorem by C * Q (Γ). We remind that by definition the opposite graph of the graph Γ is Γ opp = {(v, w)|v, w ∈ S, (v, w) / ∈ Γ}.
Γ opp is also called the complement or the inverse of the graph Γ. Let Γ be a finite graph with set of vertices S such that the opposite graph Γ opp is connected and has more than 1 vertex. Then C * Q (Γ) is the quotient of C * (Γ) by the ideal generated by s∈S (I − V s V * s ). Let I Γ :
In [7] Cuntz introduced a certain type of C * -algebras O n , n = 2, 3, . . . , ∞ generated by a set of isometries with mutually orthogonal ranges. He was able to represent K ⊗ O n as a crossed product of an AF -algebra by Z (K stands for the C * -algebra of the compact operators on a separable Hilbert space). There have been generalizations of these algebras that depend on the "crossed product by Z" idea, for example CuntzKrieger algebras [9] , Cuntz-Pimsner algebras [17] and others.
In our note for a fixed finite graph with at least three vertices Γ with Γ opp connected we choose a subgraph Γ ′ one less vertex such that (Γ ′ ) opp is connected. Then we represent C * Q (Γ) as a full corner of a crossed product of a C * -algebra, built by using C * (Γ ′ ), by the group Z. After doing so we can use some results about C * -algebras which are crossed products by Z. Most importantly we use the Pimsener-Voiculescu exact sequence for the K-thoery ( [18] ). Using induction on the number of the vertices of the graph we conclude that C * Q (Γ) is nuclear and belong to the small bootstrap class (see [2, IV.3 .1], [1, §22] ) and thus the classification result for purely infinite simple C * -algebras of Kirchberg-Phillips [16] applies. From this we conclude that C * (Γ) is isomorphic to O 1+|χ(Γ)| , where χ(Γ) is an analogue of Euler characteristic, introduced in [6] . Then we extend this result to the case when Γ is an infinite graph with countably many vertices and such that Γ opp is connected, since this graph can be represented as an increasing sequence of finite subgraphs. The general case is a graph Γ with at least two and at most countably many vertices which is such that Γ opp has no isolated vertex. It can be treated easily using Theorem 1.1 and the special cases described above. The conclusion is that C * Q (Γ) is isomorphic to tensor products of O n for 1 ≤ n ≤ ∞, where we define O 1 to be the unital Kirchberg algebra
A Kirchberg algebra is by definition a separable, nuclear, simple, purely infinite C * -algebra that satisfies the Universal Coefficient Theorem.
2. Some C * -Subalgebras of C *
Q (Γ) and the Crossed Product Construction
If Γ has two vertices and no edges, then from the construcion of C * (Γ) is clear that C * (Γ) is generated by isometries V 1 and V 2 with orthogonal ranges and such that
Suppose now that Γ has a set of vertices S such that 2 < card(S) < ∞ and suppose that Γ opp is connected. Since Γ opp is connected if it is not a tree we can remove an arbitrary edge from its arbitrary cycle and the graph obtained in this way (let's denote it by Γ opp 1 ) will remain connected. Continuing in this fashion in finitely many (say l) steps we will arrive at Γ opp l wich will be a tree. Let s ∈ S be a "leaf" for Γ opp l . Removing s and the edge that comes out of s from Γ opp l will not alter the connectedness. All this shows that if Γ ′ is the graph, obtained from Γ by removing the vertex s and all the edges that come out of s, then its opposite graph (Γ ′ ) opp will be connected.
Let S
′ ⊂ S be the set of edges of Γ ′ . We can suppose that S = {1, . . . , n, n + 1} and that S ′ = {1, . . . , n} for some n ≥ 2. We want to describe the words in letters
The first and the second case in the above equation are words of the desired form. In the third case we have that w
* V i is a word of length m so it can be represented as
j is of the desired form. This concludes the induction and proves the lemma.
Let's denote by V the isometry V n+1 ∈ C * Q (Γ) and suppose without loss of generality that V * V i = 0 for k < i ≤ n (notice that since Γ opp is connected, k < n). If k > 0 then also V commutes and * -commutes with V 1 , . . . , V k .
Let T 0 = C * (V 1 , . . . , V n ). Then from Theorem 1.2 it is easy to see that T 0 ∼ = C * (Γ ′ ). Define by induction T m to be the closed linear span of elements of C * Q (Γ) of the form wV t m−1 V * (w ′ ) * , where w, w ′ are words in letters {V 1 , . . . , V n } and t m−1 ∈ T m−1 . The following lemma characterizes the sets T m .
Proof. Let us denote by Ω the set of all words ω in letters {V 1 , . . . , V n } such that the letters of the word ωV cannot be commuted pass V , i.e. ωV = ω 1 V ω 2 for some words ω 1 , ω 2 in letters {V 1 , . . . , V n }, implies ω 2 = I. It is easy to see that from the connectedness of Γ opp follows that Ω is an infinite countable set therefore we can enumerate its elements: Ω = {ω 0 , ω 1 , ω 2 , . . . }, setting ω 0 = I. We assume that the words in Ω don't repeat, i.e. ω p = ω q for p = q after using the commutation relation. Suppose by induction that
, . . . , V * ir , so the word ω q can be written in the form
V j 2 · · · V js V and continue the argument with this word.
. . , V it and V clearly then j 1 ≤ k and from the definition of Ω follows that V j 1 doesn't commute with all V j 2 , . . . , V js . Suppose that V j 1 doesn't commute with V jr (2 ≤ r ≤ s) and if r > 2 V j 1 commutes with V j 2 , . . . , V j r−1 . Notice that j r / ∈ {i 1 , . . . , i t } since V j 1 commutes with V * i 1 , . . . , V * it and not with V jr . Suppose that V * ω * q ω p V = 0. Then suppose that V j 1 , . . . , V jr 1 can be dealt with by using repeatedly case 1). If
V = 0 because V does not commute with all of V * it , . . . , V * i s+1 so it has a orthogonal range with some of them. The case r 1 = t < s is similar. If r 1 < s and r 1 < t then suppose that for V j r 1 +1 case 3) applies. We will obtain a contradiction with the fact that ω p ∈ Ω. By case 3) we can find r 2 > r 1 + 1 such that V j r 1 +1 doesn't commute with V jr 2 and if r 2 > r 1 + 2 then V j r 1 +1 commutes with V j r 1 +2 , . . . , V j r 2 −1 . Also j r 2 / ∈ {i r 1 +1 , . . . , i t } (V j r 1 +1 commutes with V * i r 1 +1
, . . . , V * it and not with V jr 2 ) and so case 1) cannot be applied to V jr 2 . We can repeat this process finitely many times until we reach the isometry V js for which case 3) must apply since case 1) cannot be applied as we saw above and case 2) cannot be applied by assumption. But then j s ≤ k and V js commutes with V which contradicts ω p ∈ Ω. This proves
q for each 0 ≤ p, q ≤ l − 1 and each t m−1 ∈ T m−1 . Taking limit l → ∞ concludes the proof of the lemma.
From the proof of this lemma easily follows that T m is the closed linear span of
. From what we said above is clear that T m is an ideal of B m . Therefore we have an extension 
1.2 follows that I 0 is the unique nontrivial ideal of T 0 and it is isomorphic to K. Then from Lemma 2.2 follows that I m is the unique nontrivial ideal of T m and it is isomorphic to K ⊗m ⊗ K. The ideal I m can be described as the closed linear span of
By the definition of C *
. Therefore using relations (2) and (3) from Theorem 1.1 we get
The reverse inclusion is also true:
Proof. Since I 0 is the unique nontrivial ideal of T 0 and since
It is easy to see that for each m ∈ N we have
This is a contradiction with what we proved in the last paragraph. Therefore
To conclude the proof of the lemma we have to show that T m+1 ∩ T j = 0 for each 0 ≤ j < m. In this case we have once again that T m+1 ∩T j is an ideal of T j . Therefore the assumption T m+1 ∩ T j = 0 implies that T m+1 contains the minimal nonzero ideal
This implies Suppose that
By repeating this argument finitely many times we will arrive at the equality Q Γ ′ (I) = 0 which is a contradiction. Therefore
This completes the proof of the lemma.
This lemma shows that we have an extension From equations (1) and (2) 
. Thus we have a well defined injective endomorphism
Similarly to the Cuntz' construction from [7] we defineB
as the limit of the sequence (which is also a commutative diagram) (4) . . .
. .
where j m : B m → B are * -isomorphisms. SinceB is a limit C * -algebra we have
• α m for all m ∈ Z. Now we define a * -homorphism Φ ofB to itself, which is induced by "shift to the left" on (4). In other words if we have a stabilizing sequence (b m )
m (b)) can be represented as the sequence (0, . . . , 0, j
The extension of this map to the whole ofB (we call it Φ also) is a * -isomorphism, because Φ is isometric on the dense set of all stabilizing sequences (since j m are all isomorphisms). Now letÃ be the crossed product ofB by the automorphism Φ. We representÃ faithfully on a Hilbert space H so that Φ is implemented by a unitary U on H:
. Every element ofÃ is a limit of elements of the formã =
Therefore the set of the elements ofÃ of the above form is dense inÃ.
Therefore we can write
Consider the C * -algebraP 0ÃP0 . ClearlyP 0BP0 ⊂P 0ÃP0 . Since elements of the formã =
are dense inÃ, then elements of the form
It is easy to see that UP 0 U * = Φ(P 0 ) <P 0 , so the range of UP 0 is contained inP 0 and thereforẽ P 0 UP 0 = UP 0 . Theñ
This shows that if we set S
From this it follows that α 0 • j
T l )) is dense inP 0BP0 and therefore also
Observe that
Since for every m > 0 T m can be constructed from T 0 and "Ad(V )" equation
We want to apply now Theorem 1.1 to the
0 (V i ) are clearly isometries (i = 1, . . . , n). S * S =P 0 U * UP 0 =P 0 and therefore S is also an isometry. Thus condition (1) holds. It is clear from (6) 
This proves that condition (4) holds.
Conditions (2) and (3) obviously hold for all pairs of isometries from
holds also for all paris (S i , S) with k < i ≤ n. For 1 ≤ i ≤ k one has
This shows that SS i = S i S. In the same way one can show that SS * i = S * i S. Therefore condition (4) holds for all pairs (S, S i ) with 1 ≤ i ≤ k. Applying Theorem 1.1 we get A ∼ = C * Q (Γ). Obviously we also have C *
We reming here (see [2, IV.3 .1], [1, §22] ) that each C * -algebra in the small bootstrap class N satisfies the Universal Coefficient Theorem. The small bootstrap class N is the smallest class of C * -algebras that satisfy:
(ii) N is closed under stable isomorphism. 
Proof. We showed above thatP mÃPm ∼ = C * Q (Γ) for each m ∈ Z. It is easy to see that
mÃPm and since eachP mÃPm is simple from this follows thatÃ is simple too. Therefore every projection inÃ is full. In particularP 0 is a full projection and therefore A =P 0ÃP0 is a full corner ofÃ and is therefore Morita equivalent toÃ. It follows that A andÃ are stably isomorphic (by Brown's Theorem [3] ) and therefore
IfÃ belongs to N then from the definition follows that A also does since it is stably isomorphic toÃ.
To conclude the proof of the lemma it remains to show that starting from any finite graph G with G opp connected and going through the above construction the C * -algebra (let us denote it byÃ G -the analogue ofÃ for G) belongs to N. We will do this by using induction on the number of the vertices of G. If G has only two vertices and no edges then C * Q (G) ∼ = O 2 and C * (G) ∼ = E 2 so the statement for this graph is true. Suppose that the statement is true for any graph G with at most n ≥ 2 vertices such that its opposite graph G opp is connected. In particular C * Q (Γ ′ ) (and therefore also C * (Γ ′ )) belong to N. Then T 0 ∼ = C * (Γ ′ ) as constructed above also does. Since the bootstrap category is closed under stabilization, extensions, inductive limits and crossed products by Z we conclude using induction that the C * -algebraÃ is also nuclear and belong to the small bootstrap class (we use diagram (3) together with Lemma 2.2 and the fact that π m is an isomorphism for all m ∈ N). Finally as we showed in the last paragraph this implies that A belongs to N. This concludes the inductive step because A ∼ = C * Q (Γ) and Γ is an arbitrary graph with n + 1 vertices such that Γ opp is connected. The final statement of the proposition in obvious. The proposition is proved.
The Computation of the K-Theory
For a finite graph G with G opp connected Crisp and Laca conjectured in [6] that the order of [ 
j−1 × { number of complete subgraphs of G on j vertices }.
We will use the settings from the previous section. Denote
Since the vertex n + 1 of Γ is connected with each of the vertices 1, . . . , k and none of the others we have
The following lemma is based on the "Euler characteristics idea" and is essentially due to Crisp and Laca:
If E is a C * -subalgebra of B that contains T m and T m+1 (for m ∈ N 0 ) we have
If E is a C * -subalgebra of B that contains T m+1 (for m ∈ N 0 ) we have
Proof. In the last section we showed that
then by multiplying equation (11) by V m on the left and by (V * ) m on the right we get
This equation is actually three equations which hold in certain C * -subalgebras of B. We record them here:
If E is a C * -subalgebra of B that contains T m (for m ∈ N 0 ) we have
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Note that if E is an appropriate C * -subalgebra of B then for each projection P that commutes with
Suppose by induction that for some n > l ≥ 1 if P is a projection that commutes with
We know that V l+1 V * l+1 commutes with each of V 1 V * 1 , . . . , V l V * l . If P commutes with V 1 V * 1 , . . . , V l+1 V * l+1 then we can apply (15) to the family V 1 V * 1 , . . . , V l V * l and the projection P V l+1 V * l+1 to obtain the following equation:
m it is easy to see that we have
Then by induction follows that for l = k or l = n we get
Combining the last equation with equations (12), (13) and (14) we obtain the following equations: * -subalgebra of B that contains T m (for m ∈ N 0 ) we have (16) 
It is easy to see that in each C * -subalgebra of B that contains T m the projection
, where {i 1 , . . . , i j } ⊂ {1, . . . , n}. This observation together with equations (16), (17) and (18) give:
If E is a C * -subalgebra of B that contains T m we have
If E is a C * -subalgebra of B that contains T m and T m+1 then we have
If E is a C * -subalgebra of B that contains T m+1 we have
The last three equations are what we had to prove.
Remark 3.2. It also follows from this lemma that if we denote the isometries that generate
C * (Γ) byṼ ,Ṽ 1 , . . . ,Ṽ n , then[(I −ṼṼ * ) n i=1 (I −Ṽ iṼ * i )] 0 = χ(Γ)[I] 0 (in K 0 (C * (Γ))).
Therefore in the extenstion
the map I Γ * on K 0 is given by 
Proof. We will use induction on the number of vertices of G. If G has two vertices (and no edges) then C * Q (G) = O 2 and C * (G) = E 2 and in this case certainly the statement is true. Suppose that the statement is true for all graphs G with at most n ≥ 2 vertices and with G opp connected. The graph Γ considered above was a randomly chosen graph with n + 1 vertices and with the property that Γ opp is connected. If we show that the statement holds for Γ than this will prove the statement by induction.
We note that from Lemma 2.2 and the assumption follows that K 0 (T m ) = Z[P m ] 0 and K 1 (T m ) = 0 for all m ∈ N 0 . Also since I m ∼ = K we have K 0 (I m ) = Z[P m Q] 0 and K 1 (I m ) = 0 for all m ∈ N 0 . Finally we remind that π m is an isomorphism for all m ∈ N 0 .
From the K-theory six term eact sequences for the two exact rows of (3) we have the following commutative diagram:
where γ ind m and δ ind m are the index maps for the corresponding six term exact sequences. Since I m−1 is generated by P m Q from Lemma 3.1 follows that the map i m * :
When we "apply" β to equations (1) and (2) we obtain the following commutative diagrams with exact rows: . . .
Suppose by induction that
) since all extensions of free abelian groups are trivial.
This is trivially true for m = 1. From (28) we see that
). Since all groups are free abelian all the extensions are trivial and therefore
. This concludes the induction. From the functoriality of the index map and from equations (25) and (26) follows that (p m * )
. Therefore we can write
From this we can conclude that
This concludes the proof of (case I).
Suppose by induction that 
From the following six term exact sequence
we easily get that K 1 (B m /I m ) = 0 and that
This completes the induction.
We have
This concludes the proof of (Case II).
is of order χ(Γ k ) (as should be by Lemma 3.1). Therefore
We also showed that δ ind m is injective and therefore K 1 (B m ) = 0. Now we easily get 
Therefore g is of infinite order in K 0 (B 1 ) and moreover g and g ′ are not related (or otherwise g would be of finite order). If we suppose that 0 < d
Suppose by induction that for m ≥ 2, K 1 (B m−1 ) = 0 and that 
It is easy to see that Obviously we have the commutative diagram of abelian groups with exact rows
where f q is the homomorphism induced by f and f ′ is the restriction of f to F ′ . Then obviously f ′ and f q are isomorphisms (since π m * is an isomorphism). Therefore by the Five Lemma follows that f is also an isomorphism.
This shows that
We also showed above that K 1 (B m ) = 0 and this concludes the induction. Now it is easy to see that K 1 (B) = 0 and that
We only need to show that K 1 (Ã) = 0 or that id * − Φ * is injective.
Take ω = Proof. By induction we will find a increasing sequence G n of subgraphs of G with n vertices, n ≥ 2 which are such that G opp n is connected for each n ≥ 2 and also G n n→∞ −→ G. Obviously we can find two vertices v 1 and v 2 that are not connected (since G opp is conected). Then we chose G 2 to be the graph with vertices v 1 and v 2 and no edges. Suppose we have defined the subgraph G n for some n ≥ 2. Let v 1 , . . . , v n be the vertices of G n . Since G opp is connected we can find a vertex v n+1 of G different from v 1 , . . . , v n such that v n+1 is not connected with all of the vertices v 1 , . . . , v n . Then obviously the subgraph G n+1 of G on vertices v 1 , . . . , v n+1 and edges comming from G is such that G This proves the proposition.
From Theorem 1.1 we know that C * (G) = C * Q (G) is purely infinite and simple. Again using Kirchberg-Phillips theorem we get that if G is an infinite graph on countably many vertices such that G opp is connected then C * (G) = C * 
