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prices crfassets may &an e continuously and afso have 
the one of portfolio optimization. ff the 
that an optima1 investment plan exists. 
ptimality property known to hold also in 
reover, we show that this optimality criterion can be simplified sig- 
show how admissibility can be related directly to observable characteris- 
tics of the investment strategy. 
optimal investment * portfolio optimization * continuous time ,z-mdel with iffusion and jumps 
1. 
We assume an agent is faced with d different investment alternatives. 
alternative 1 at time t is denoted by p[( t), I = 1,2, . . . , d, and the dyna 
for these prices are 
-=pt(G w) dl+ g UG(t, 0) dbj(t)+ 
dPl( 0 
PIW j=l k=-m 
= 1,2,. . . , d. 
k(f), 1 
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Equation (1) is a stochastic differential equation, and the model can be interpreted 
as a time series model in continuous time. By this we simply mean that the model 
may be used in practice to fit real price data. 
Since the present model allows for lumps, it is likely that good fits may be easier 
to obtain for a stretch of data (p(r), t E [O, T]}, than in the case where only diausion 
and drift components determine the model. A further advantage for practical 
purposes is that estimation problems for this model have been considered (Aase 
and Guttorp (1987b)). Portfolio optimization is treated in Aase (1984, 1986a) and 
economic equilibrium theory for semimartingales can be found in Harrison and 
Pliska (1981) and Huang (1985). Stochastic control can be found in Aase (1987a) 
applications to insurance in Aase ( 1985b) and applications to R&D in Aase (1985a). 
option pricing formulas for such combined processes can be found in Aase (1988). 
The organization of the paper is as follows: In Section 2 we define an optimal 
investment strategy, which is shown to exist in Section 2.1. In Section 2.2 we use 
Breiman’s definition of an admissible investment strategy, where we show in Theorem 
1 how it is related to optimal portfolio rules. Finally, in Theorem 2 we demonstrate 
how admissibility relates directly to observable characteristics of the investment 
strategy. 
2. Portfolio optimization 
Let W, be the wealth of 
Wt is 
d 
ihe agent at time t. The associated dynamic equation for 
dp,(t) 
dW= W- C pdw)- 
/=I m(t) 
(2) 
where p,( t, o) is the fraction of the agents’ wealth which is invested in alternative 
t at time t. 
We consider utility functions U(X) from R into R satisfying the usual U’> 0, 
IT’< 0. For models in discrete time, some optimality results are known when 
U(X) = In x. In this connection we think of optimality in a normative sense (Thorp 
(1975)). 
As usual a probability space (0, F, P) is given as well as a filtration {F,, t 2 0}, 
and we assume that all strategies p( t, w) = ( p,( t, o)), I = 1,. . . , d, are &predictable 
stochastic processes atisfying C pI = 1. 
Our goal is to find a strategy (an investment policy) p( t, W) which maximizes 
limsup f E{ U( W,)). 
t-No 
(We use limsup here to avoid complications if the limit does not exist.) 
)), we see by Je-Isen’s inequality that 
the policy maximizing (3) is also certain to make the expected rate of growth large. 
On the other hand, by maximizing t e e~~~~t~d ave~a e r~~~~ it does not 
that the expected rate of growth becomes large. rther, by maximizing the ex 
rate of growth, the expected average retu 
Other reasons for using the logarithmic u re: (a) the existence of 
an optimal investment strategy B~*S (b) com~utatjona~ convenience. e latter fact 
includes that we av using the ~e~~rnan optim in order to fin 
(see Aase (1985b)). 
hard to solve (in this case it F 
the utility function is sometimes 
We finally note that in the case with no jumps, Heath et al. (1987) have proved 
that the optimizing strategy for the Kelly criterion also tr4ntizes the expected time 
to reach a certain preassigned fortune. This latter result thus generalizes awell-known 
theorem by Breiman (1960) to continuous-time models. 
We shall call a strategy p* optima1 if it maximizes 
E[ln W,] for all t 20. (4) 
If p* is optimal, the wealth W corresponding to p* is denoted by Wp* or simply W*. 
3. Existence of an optimal policy 
In this section we shall discuss conditions sufficient for an optimal portfolio choice 
to exist. First we notice that by use of the Ito-Meyer’s lemma (or by the Doleans- 
Dade’s exponential formula) we have, for t 2 S, 
where 
and 
-ijPiPj ,i, ai,ujr+ i f ln(l+Pi&)h (6) is, k=-m 
Mik(f)= Nik(f)- h;k(r) dr. (7) 
Here Mik( t) are F,-martingales. (See Aase (1984) and Aase (1985b) eqn. (17).) Also, 
hik( t) are the P;,-intensity processes of Nik(t). 
In particular it follows that 


f. Put X, = ln( Wf/ W,) and for all integers w define Z, = inf{ 
IS an &stopping time and therefore X,, i,, is a subma~i~ga~e 
is bounded above, it follows from Doob’s submartingale convergence theorem 
;‘diib (1953)) that lim l-rm X, n t, exists (and is finite) a.~. Sin 
n, we conclude that P[lim,,, X, = --a] =O, so that limsup, 
Lemma 2 follows. El 
oaf of eorem 1. (I) * (II) and (III) 3 [Ii) are trivial. 
(II) 3 (III): Assume (II) holds. Put 
B= 
I 
W 
0; limsup - = 
w: 
B(B)=a>O. 
Let E > 0. Then by choosing s large enough we can find Bs E & such that P( BJB) c E, 
where A denotes the symmetric set difference. Now define p’ as follows: 
i 
PO, 4 if t<s, 
P’k 4 = p”(t,o) if 22s and WE& 
PO, 4 if tas and OE! B,. 
Since the occurrence of jumps of W, does not depend on p, we see from (5) that 
on B, we have 
w: w: lnF=ln w, for all t 2 s, 
t s 
since p’ = p” for d 2 s. Therefore 
W:’ W? limln-=lnv<oc on B,. 
t-03 w; s 
ThUS 
limsup -$ = 
t-co t 
li~~p(~-~) =Cl on B,n B. 
Outside B, we clearly bave W, = W,!. Hence 
limsup s G 1 outside BA Bs. 
t-boo t 
Since P( B,) < E we have shown that p is inadmissible. 
II) * (IV): Assume (I1 en there exists a strategy y’ v&h 
with positive prob iii& since timinf mma 2. ence (IV) 
holds. 
To prove the last two ass flkes to ~o~~t out we have 
(III) but not (I) and a situation where we have (IV) but not (Ifk): 
Choose & = 0 for all i,~ and choose 
1 0 0 
U= 
[ I 
0 0 0, CC=((l+44 KO) 
0 0 0 
where u = u(t) 3 0, E = E ( :) 2 0 are to be determined. Then 
Sp(r)=~Pi~i_iCPiPif~~')ij=Pl(l+&)U+P2U_fP: 
i ij 
so it is easily seen that 
p* = (EU, 1 - EU, O)J,* = $2u2 + cc. 
Let 0 s S(t) s 1 be a function to be determined and put 
and 
Then 
and 
p=(S, l-263) so thatf,=(l+SE-S)U 
p’=(S, l-&O) so thatf,,=(l+SE)u. 
(f, -&) dr+ (S - EU) db, 
- EU) db, 
I 
I 
Su dr<O, i.e., W,S W: for all t>O. 
0
Now choose u(r) = E(T) = r-3’4 and S(r) = P-“~ for ra 1. Then 
W, 
‘u WI -+ -03 a.s. as t-sm. 
I 
(9) 
(10) 
so 
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oreover, note that 
- -;e2u2) dr - -log t for large t. (12) 
In general an Ito integral of the form Y, = 5; xi oi dbi is a time change of one- 
dimensional Brownian motion; more precisely we have 
Y, = 
I 
t C ai dbi = &j,, (13) 
0 i 
for some one-dimensional Brownian motion 6, where 
(14) 
(Oksendal(l985)). The law of iterated logarithm for Brownian motion (Karlin and 
Taylor (1975)) states that 
limsup 
T+~D J2Tln ln T 
= 1 a.s. 
This gives that 
limsup 
II, (d - EU) db, 
-=~imsup’~‘S-~,U’dbl=m a-s. 
I-r00 * (j; (8 - EU)~ dr)“’ I-baa t 
Combining (12) and (16) we get from (9) that 
W limsup ln- ( 1 W =00 a.s. 1-a 
(15) 
(16) 
(17) 
From (10) and (11) we have that p is inadmissible, i.e., p satisfies (III), and from 
(17) we conclude that (I) does not hold. Thus (III) * (I) does not hold. 
On the other hand, if we change to p = (1, 0, 0), then for any strategy p”= 
(&I-6-7;~) we have 
I 
I 
(&(I--S)+q)udr+ 
I 
’ (1-S) d6, 
0 0 
Since E( 1 - 6) + 7 2 0 we conclude that 
limsup $ > 0 a.s. 
t-w I 
Thus p is admissible. On the other hand 
a(1 -+u) dr-t 
I 
‘(l-eu)db,, 
0 
so, again by using (15), we conclude that 
= --oo a.s. 
So p satisfies ( ). This completes the proof of Theorem 1. 
The last example illustrates that a strategy p is ad le if it is close enough to 
p* in a sense to be made precise in e next theorem. We use the notation 
h,(r) = t f Ml + Pi(r)Sik)Aik(r) 
i=l k=-m 
and similarly for p*. Let hi = hP v 0 and hi = (-h,,) v 0 SO that hp = Iad - hi. Further- 
more, let 
g&9 = (g;‘(4) = (C wPij(r)) 
and similarly for p*. 
Thus we have 
For the next result we need conditions guaranteeing that the processes In W, and 
In Wf do not explode, i.e., that they do not hit fao at a finite time point. These 
processes can explode for several reasons: 
(i) from too much drift pi; 
(ii) from too much diffusion au; 
(iii) from too many jumps A,; 
(iv) from too large jumps Pik. 
Conditions guaranteeing that the three first cases do not occur are given in Aase 
(198Sb) and we assume these to hold here. The last case will not happen here from 
our assumptions on the relative jump sizes Pik (pi 2 0). We also need 
I 
t I 
h;(r) dr+oo, 
0 I 
h,(r)dr+m as. as t+oo (18) 
0 
and similarly for p*. 
This condition only says that the “jumps matter”. Mathematically it means that 
the point processes will have an infinite number of jumps on [0, a~), which is the 
usual assumption for point processes. (For this to hold, the processes hould not 
explode.) 
Theorem 2. Assume that (18) holds. 
(a) lf there exists an optimal p* such that with probability one 
I 
00 
(fp*-$1 dr<q I OW(g,,*-g,)Zdr<%and lh,*-4Jdr<~, (19) 0
then p is admissible. 
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In particular, if there exists E > 0 such that 
fp*w -.&b-l = O(r -‘-), ~g,*(r)-gp(r)~z=O(r-‘-‘) 
and j&*(r) - h,(r)1 =O(r+‘), (20) 
then p is admissible. 
Proof, We use the law of the iterated logarithm as above to estimate the second 
term on the right-hand side in 
The last term can be estimated as follows: By a random time change we can transform 
this term to a standard Poisson process. From the strong law of large numbers for 
renewal processes it follows that 
provided (IS) holds. (Aase and Guttorp (1984).) If (19) holds, then (IV) in Theorem 
1 does not hold and hence p is admissible. 
Remark. Whereas earlier results on admissibility have only given conditions on the 
wealths W, and WF, the importance of Theorem 2 rests on the fact that this concept 
is now related directly to the characteristics of the investment strategy p. 
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