The short text has been the prevalent format for information of Internet, especially with the development of online social media. Although sophisticated signals delivered by the short text make it a promising source for topic modeling, its extreme sparsity and imbalance bring unprecedented challenges to conventional topic models like LDA and its variants. Aiming at presenting a simple but general solution for topic modeling in short texts, we present a word co-occurrence network-based model named WNTM to tackle the sparsity and imbalance simultaneously. Different from previous approaches, WNTM models the distribution over topics for each word instead of learning topics for each document, which successfully enhances the semantic density of data space without importing too much time or space complexity. Meanwhile, the rich contextual information preserved in the word-word space also guarantees its sensitivity in identifying rare topics with convincing quality. Furthermore, employing the same Gibbs sampling as LDA makes WNTM easily to be extended to various application scenarios. Extensive validations on both short and normal texts testify the outperformance of WNTM as compared to baseline methods. And we also demonstrate its potential in precisely discovering newly emerging topics or unexpected events in Weibo at pretty early stages.
Introduction
With the rapid development of World Wide Web and the spur of various kinds of Web applications, short texts have been becoming the dominating content of Internet, such as Web search snippets, micro-blogs (tweets), forum messages, and news titles. Specifically, around 250 million active users in Twitter generate almost 500 million tweets everyday, which carry sophisticated signals reflecting the real world. Hence accurately mining topics behind these short texts is essential for a wide range of tasks, including content analysis [21, 32, 39] , query suggestion [20, 47] , document classification [8] and text clustering [22, 30] . However, due to the severe sparse context information, revealing topics from short texts is still a challenging problem for traditional frameworks that initially designed to handle the normal text. Meanwhile, short texts also suffer from significantly imbalanced document distribution. For example, in social media such as Weibo, the amount of entertainment tweets is much larger than the number of ones in other categories [13, 44, 45] . Since the objective of most commonly used topic models is to maximize the probability of the observed data, they tend to sacrifice the performance on rare topics [19] . Consequently, those topic models may not perform well in extrinsic tasks [7] .
As a canonical form of existing topic models, LDA [5] is a hierarchical parametric Bayesian approach for topic discovery in a large corpus. To be specific, LDA models documents as mixture of topics and each topic is a probability distribution over words in the vocabulary of the corpus. Statistical inference methods are then used to learn the probability distribution over words associated with each topic and the distribution over topics for each document. Generally speaking, LDA-like models group semantically related words into a single topic by utilizing document-level word co-occurrence information [40] , which makes them extremely sensitive to the document length and the number of documents related to each topic. Since the short text contains low word counts, those models will fail to obtain the accurate picture of how words are related to each other. Moreover, if the distribution over documents for the topic is heavily skewed, LDA-like models tend to learn more general topics held by majority documents rather than rare topics contained only by fewer documents. A recent study from Tang et al. [38] suggests that if the distribution over documents for each topic is heavily skewed, identifying topics from a small number of documents will be extremely difficult for LDA. In fact, rare topics might be essential for newly emerging events discovery or real-time hot trends detection in online social media [9] .
Many efforts actually have been devoted to tackle the incompetence of LDA in modeling short texts. For example, related short texts can be aggregated into lengthy pseudo-documents before training the topic model [42] or models trained from external data (e.g., Wikipedia) can be used to help the topic inference in short texts [29] . Besides, many arbitrary manipulations of LDA have also been introduced to satisfy the demands of specific short texts analyses [9, 11, 46] . Different from aforementioned approaches that are highly data dependent or task dependent, topic models focusing on the general-domain short text are emerging recently. A typical example is the biterm topic model [43] , which works well on short texts. However, biterm topic model is a special form of the mixture of unigram and not based on LDA. Therefore it does not overcome the shortcomings of LDA-like approaches on short texts, and its flexibility is also greatly constrained. Another example is the dual-sparse topic model [24] , which modifies LDA to learn focused topics for each short document and focused terms for each topic.
On the other hand, with respect to the topic imbalance, performance improvement of LDA is mainly obtained by adding prior information to guide the topic learning progress [1, 19] or using asymmetric Dirichlet prior over the document-topic distribution [25] . Note that in practice, the knowledge about underlying structure of a given corpus is often undiscovered, so the prior information is not easily acquirable. As to asymmetric Dirichlet priors, how to determine proper parameter estimations is sophisticated and scenario dependent for different applications, and assuming symmetric Dirichlet priors helps most variants of LDA keep the flexibility. Therefore, alleviating topic imbalance of LDA with symmetric Dirichlet priors is actually quite desirable.
To sum up, approaches mentioned above are neither scenario independent nor easy to be extended. In order to handle the sparsity and imbalance of short texts simultaneously through a general framework, we propose word network topic model (WNTM) based on the word co-occurrence network. The main idea of WNTM comes from the following observations. (1) When texts are short, word-by-document space is extremely sparse, while word-word space is still rather dense. Since the topic quality can be guaranteed in the dense word-word space [2] , we conjecture that learning topic components from word co-occurrence network rather than document collection is more reliable. (2) Intuitively, the number of words connected to rare topics often exceeds the amount of documents related to those topics. So the distribution over topics for words is greatly less skewed than the distribution over topics for documents. (3) Since the distribution over topics for each document cannot be learned accurately in short or imbalanced texts, we should learn the distribution over topics for each word instead. (4) Different from the existing solutions, a new framework should be simple enough to guarantee its scalability in different application scenarios. Hence WNTM employs the standard Gibbs sampling for LDA to discover latent word groups (i.e., topics) [16] and learns distribution over topics for words rather than topics for documents. Learning word's topics rather than document's topics makes WNTM less sensitive to the document length or heterogeneity of the topic distribution. In addition, the word co-occurrence network can be constructed with any type of given texts, which makes WNTM further simple and general in real-world applications.
Extensive experiments are conducted on various data sets to compare WNTM and baseline methods in three aspects, including topic quality, word semantic similarity and document semantic classification. And results suggest that WNTM can discover the most coherent topics in short texts. Meanwhile, WNTM outperforms all baseline methods on word similarity and document categorization in both short and normal texts. Particularly, WNTM shows much better capability than LDA in rare topic detection in extremely imbalanced texts. Major contributions of this paper are (1) WNTM is a generative model for a word network rather than a collection of documents, (2) and it learns topics for each word rather than topics for each document; therefore, (3) it is less sensitive to document length or document distribution over topics. (4) Since WNTM uses the standard Gibbs sampling for LDA, it is general and very easy to be applied in different scenarios.
The rest of the paper is organized as follows. We first give a short review of related works in Sect. 2. This is followed by detail introductions of our model and re-weighting method in Sects. 3 and 4. Experimental results are illustrated and explained in Sect. 5. Finally, we conclude the present work briefly in Sect. 6, and several possible directions in future are also pointed out. extends PLSA by adding Dirichlet priors on topic distributions. Due to their extensibility, many complicated variants of LDA and PLSA have been proposed in the last decade, such as the dynamic topic model [3] , social topic model [6] , author-topic model [33] , authortopic-community model [23] . Most of them are designed to handle normal texts with special additional properties, such as time, social relationship and authorship.
The sparse short texts have also attracted much research interest in the previous literature, and most early studies mainly focus on increasing data density through utilizing auxiliary information. For example, Hong and Davison [18] train topic models on aggregated tweets that share the same word, and find those models work better than those being directly trained on original tweets. Sahami and Heilman [36] propose a search-snippet-based similarity measure for short texts. Jin et al. [22] learn topics on short texts via transfer learning from auxiliary long text data. Another way to deal with data sparsity in short texts is to apply special topic models. For example, Zhao et al. [46] assume each tweet only covers a single topic. Yan et al. [43] propose a special form of mixture of unigrams [27] , which is called biterm topic model to improve topic modeling on short texts. Lin et al. [24] introduce sparse constraints for document-topic distributions and topic-term distributions in order to perform topic modeling on short texts.
Regarding the topic modeling on imbalanced texts, the prior knowledge has been widely used to alleviate skewed distributions over documents of different topics. Andrzejewski et al. [1] propose Dirichlet forest priors to incorporate must-links and cannot-links constraints into topic models. Chen et al. [10] use general lexical knowledge to help discovering coherent topics. It is worth noting that the document-level knowledge can also be utilized. For example, Ramage et al. [31] and Rubin et al. [35] take labels into account for the generative process of the corpora, and Blei and McAuliffe [4] propose a supervised topic model to predict the category labels for input labeled documents, which successfully improve performance of topic modeling on short texts. However, different from above approaches, we try to figure out a simple but general solution to take care of sparsity and imbalance in texts simultaneously. To the best of our knowledge, little attention has been paid to this issue and our proposed topic model is the first one handling short and imbalanced texts in a general way without exploiting any external knowledge.
Word network topic model
Commonly used topic models implicitly take advantage of rich word co-occurrence patterns in documents. However, short texts naturally lack of enough contextual information. Furthermore, the goal of traditional topic models is to maximize the probability of generating observed documents, and rare topics that reflected by fewer documents are tended to be ignored. As a result, directly applying conventional topic models on short or imbalanced texts cannot perform as well as that on normal balanced texts. In order to solve the problem mentioned above through a simple but general method, we propose a new framework, which applies the same Gibbs sampling [15] as LDA to discover latent word groups in a word co-occurrence network. Here latent word groups of the network are taken as topic components of a corpus. In addition, the distribution over latent groups for each word is also learned by our model. The details of the new framework are presented in the following subsections.
Word co-occurrence network
In a word co-occurrence network (which may also be denoted as word network in the following text if there is no conflict), nodes are words occurring in the corpus and an edge between two words indicates that the connected two words have co-occurred in the same context at least once. Here the context can refer to a document or a sliding window with fixed size. To limit the size of word network and reserve only the local context for each word, we take a sliding window of fixed size as the context in the present work. According to the work of Peirsman et al. [28] , a sliding window with size of 10 or larger can sufficiently capture topical similarities among words. However, larger window size results in higher computational complexity as shown in Sect. 4.1. Therefore, we choose to set the size of sliding window to 10 for both normal and short texts. For short texts, one can also directly take each short document as an individual sliding window. And we recommend to use sliding window for short texts, especially when its average document length is larger than window size. For instance, the average document length of micro-blogs we used in experiments is 17.2. Degree of a node is defined as the sum of weights over its adjacent links, and activity of a node is defined as the averaged weight of its adjacent links.
In order to convert the given document collection into a word network, we first filter out low frequency and stopping words, and then a sliding window is moved to scan each document. As the window scanning word by word through the document, any two distinct words that appear in the same window would be regarded as co-occurred with each other. Times that two words co-occurred are accumulated and defined as the weight of the corresponding edge between them. Note that a pair of words might be counted multiple times, which we refer to as word pair weighting schema as illustrated in Fig. 1 . Words that co-occur near each other will be counted more times than those that co-occur far from each other. For instance, word W 5 and word W 4 (or W 6 ) are counted four times, meanwhile, W 5 and W 1 (or W 9 ) are counted only once. In this we can encourage the model to put words that co-occur near each other into the same topic, which can greatly benefit the coherence of learned topics, since cohesive words generally are strongly semantically related.
Note that in topic models, a topic can be viewed as a bag of words co-occurred frequently in the same document, which is very similar to latent word groups (or communities) in the word network, since words co-occurred frequently in the same sliding windows are closely connected in the semantic space and they could appear in the same document with high probabilities. Therefore, we can take latent word groups in our word network-based model as the topics in LDA. At the same time, learning topics from word co-occurrence network, a Fig. 1 An illustration of the sliding window and word pair weighting schema special form of word-word space, has a theoretical guarantee for topic coherence according to the work of [2] . What is more, rare topics may form compact latent word groups in word network; therefore, a topic model based on the word network could effectively find word groups that correspond to rare topics. Based on the considerations above, we propose our WNTM. In order to keep the new model simple and general to employ at different scenarios, we take a similar approach as Henderson and Eliassi-Rad [16] did to discover latent word groups in word network.
Word network topic model (WNTM)
The standard Gibbs sampling for LDA can be used to discover latent word groups in large word network. In order to reserve the standard Gibbs sampling, we first have to represent the word co-occurrence network back to a pseudo-document set. We assume the word network as undirected and weighted. As illustrated in Fig. 2 , each word in the network can be treated as a pseudo-document with content constituted by the list of its adjacent words. Obviously since the word network is weighted, the adjacent words may occur multiple times in the text of the pseudo-document.
Although WNTM uses the same Gibbs sampling as LDA, the rationalities underlying the generative process of them are different. LDA learns to generate a collection of documents by using topics and words under those topics. However, WNTM learns to generate each word's adjacent word-list in the network by using latent word groups and words belonging to those groups. More specifically, WNTM learns the statistical relations between words, latent word groups and words' adjacent word-lists by assuming that each word's adjacent word-list is generated semantically by a particular probabilistic model. It first supposes that there is a fixed set of latent word groups in the word network, and each latent word group z is associated with a multinomial distribution over the vocabulary Φ z , which is drawn from a Dirichlet prior Dir(β). The generative process of the whole pseudo-document collection converted from the word network can be interpreted as follows:
1. For each latent word group z, draw Φ z ∼ Dir(β), a multinomial distribution over words for z 2. Draw Θ i ∼ Dir(α), a latent word group distribution for the adjacent word-list L i of the word w i 3. For each word w j ∈ L i : In WNTM, the Θ distributions represent the probability of latent word groups appearing in each word's adjacent word-list and the Φ distributions stand for the probability of words belonging to each latent word group. Given the observed corpus, WNTM first converts it to a word network and then generates the pseudo-document set and finally the same Gibbs sampling implementation that developed for conventional LDA is employed to infer values of the latent variable in both Φ and Θ. Because each word's adjacent word-list actually represents its global context information, so different from previous LDA-like approaches, WNTM models the distribution over latent word groups for each word instead of the distribution over topics for each document.
Inferring topics in a document
As discussed in the previous section, WNTM does not model the document generation process. Therefore, we cannot directly obtain topics in a document from the result of Gibbs sampling. Since WNTM models the generation process of each word's adjacent word-list which stands for the word's global contextual information, we can take topic proportions of word w i 's adjacent word-list Θ i as topic proportions in w i . Given topic proportions for all words, topics of each document can be obtained accordingly. Specifically, to infer topics in a document, we assume that the expectation of the topic proportions of words generated by a document equals to the topic proportions of the document, i.e.,
where P(z|w i ) equals to Θ i,z , which has been learned in WNTM. As to P(w i |d), we simply take the empirical distribution of words in the document as an estimation, i.e.,
where n d (w i ) is the word frequency of w i in document d and Len(d) is the length of d.
It is worth noting that the above strategy is straightforward and easy to implement, which guarantees WNTM's simplicity further.
To sum up, when texts are short and sparse, learning topics in word-by-document space will suffer from the severe sparsity problem, while learning topics in a word-word space has a theoretical guarantee for topic coherence, which has been proved in [2] . Meanwhile, as the distribution over documents for each topic is imbalanced, rare topics tend to be ignored by LDA-like models. However, we conjecture that words related to rare topics would still form a semantically compact latent group in the word co-occurrence network. So latent groups standing for rare topics will also be detected by WNTM. Therefore, the rich contextual information in word-word space facilitates WNTM to discover topics in word co-occurrence network other than directly revealing topics from document collection.
Complexity analyses
The time complexity of LDA is O(N d K z L d ), where N d is the number of documents, K z is the number of topics and L d is the average document length. Similarly, the time complexity for WNTM is O(N p K g L p ), where N p is the number of pseudo-documents, i.e., the size of the vocabulary, K g is the number of latent word groups (topics) and L p is the average pseudo-document length. Since the maximum number of sliding windows in a corpus is N d L d , and each sliding window can generate c 2 edges, where c is the size of the sliding window. Thus, approximately N p L p can be rewritten as
Supposing K z equals to K g , the time complexity of WNTM is o(c 2 ) times larger than LDA's cost. In practice, for short texts, the average document length l is often close to c. So when applied to short texts, the time complexity of WNTM is acceptable. However, with respect to normal texts, it becomes unacceptable since c can be set to a large number. The space complexity of LDA is O(N d K z + N d L d ), and the space complexity of WNTM is O(N p K g + N p L p ). Similar to the time complexity, if we assume N d is equal to N p and K z is equal to K g , then the memory that WNTM consumes is o(c 2 ) times of the size that LDA needs. In order to reduce the time (or space) complexity, for instance, to decrease the time (or space) complexity to linear times the cost of LDA, we would propose a word network re-weighting method in the next subsection, which will help boost the learning process of WNTM effectively.
Word network re-weighting
The above analysis shows that the time and space complexity is unaffordable for Gibbs sampling over the pseudo-document collection, which is directly generated by the weighted word network. To reduce both the time and space consumption, we need to decrease N p L p . N p is fixed as it is determined by the size of the given corpus's vocabulary, so L p is the only tunable parameter. Representing the length of a pseudo-document, L p also equals to the degree of the node corresponding to the pseudo-document. Therefore, decreasing the weights of edges in the network can shorten the length of pseudo-documents and then reduce the time and space complexity of WNTM accordingly. In order to reserve the relative closeness of different words in the process of tuning weights, a re-weighting method is illustrated in Algorithm 1.
Algorithm 1 Word network re-weighting algorithm
Require: the original word network G = (V, E, W ), where V is the set of words, E is the set of edges and W is the set of weights for edges. Ensure: the re-weighted word network G = (V, E, W ).
1: compute degree D(n) and activity A(n) of each node n ∈ V 2: for all e = (n 1 , n 2 ) ∈ E do 3:
set w e = w e A(n i ) , argmin i {D(n i ), i = 1, 2}
4: end for
The weight of each edge is divided by the activity of its end with lower degree, denoted as w e . Along this line, we can decrease the whole weighted degree of the entire word network, which can then decrease the time and space complexity of WNTM. Since the weighted degree of a node must be larger than c − 1, the averaged weighted degree of the word network is actually much larger than c − 1. Therefore, the averaged length of pseudo-documents should be smaller than L p c−1 , where L p is the averaged length before re-weighting. Then from Eq. 3, we can easily get that the time and space cost of re-weighted WNTM is O(c) times the complexity of LDA, which is just a linear scale-up. Hence the re-weighting algorithm successfully reduces the cost of WNTM and guarantees its feasibility in both short and normal texts.
Experiments
In this paper, we evaluate our approach in three measures, including topic quality, word similarity and document classification. For each measure, extensive experiments are performed on real-world short texts and normal texts, respectively. For short texts, We take LDA, biterm topic model (BTM) [43] and dual-sparse topic model (DSTM) [24] as baseline methods. The reason to compare with BTM and DSTM is that they are state-of-the-art topic models for short texts. We also give comparison between LDA and WNTM on normal texts, since we want to demonstrate that WNTM can also be applied to normal texts. Note that the comparison between WNTM and LDA can also demonstrate the strengths and weaknesses of learning topics from document collection and word co-occurrence network. As to normal texts, we omit the comparison with BTM or DSTM because of their intense time complexity when applied on normal texts; besides, both approaches are designed specifically for short texts.
Most experiments in this section are carried out on a Windows Server with an Intel Xeon 2.40 GHz CPU and 12G memory except for the experiments using Wikipedia data set. Due to the large volume of the Wikipedia data set, corresponding experiments are conducted on a Linux cluster with 13 nodes. Each node contains 2 Intel Xeon 2.27 Hz CPUs and 12 GB memory. For both LDA and WNTM, we use a Java open-source implementation JGibbLDA 1 on short texts and an MPI open-source implementation titled PLDA 2 on normal texts. For BTM, we use the source code opened by the authors. 3 For DSTM, we implement the method by ourself. For JGibbLDA and BTM, we set α = 50/k and β = 0.01, where k is the number of topics. For PLDA, we set α = 0.1 and β = 0.01. For DSTM, we set parameters the same way as the original paper does. In all experiments, number of topics is set to 100, length of the sliding window for WNTM is set to 10 and each model's Gibbs sampling is run for 2000 iterations. Except for document classification on news content, the results reported here are the average over ten rounds.
Evaluation of the topic quality
It is a typical way for evaluating topic models through comparing the perplexity on a held-out test set. However, WNTM does not model the generation process of documents. Hence, the perplexity is not suitable in this paper. Furthermore, recent research shows that the perplexity does not always correlate with semantically interpretable topics [7] . Therefore, here we utilize the topic coherence [26] as an evaluation metric for the topic discovery, which has been found to correlate well with human judgments of the topic quality. 
Topic coherence
Topic coherence (also called UMass measure) is a comprehensive and automated evaluation measure for topic models, which measures the score of a single topic by computing the semantic similarity degree between high probability words in the topic. Higher topic coherence often indicates better topic quality, i.e., better topic interpretability. The topic coherence is defined as
where
is the list of the T most probable words in topic z, D(m) counts the number of documents containing the word m, D(m, m ) counts the number of documents containing both m and m , and = 10 −12 is used to avoid taking the log of zero for words that never co-occur and to smooth the score for completely unrelated words. We use the average coherence score of all topics as the evaluation metric for topic quality of different topic models.
Topic coherence on short texts
To investigate WNTM's ability of learning high-quality topics from real-world short texts, we carry out experiments on one day's micro-blogs 4 sampled from Weibo. As a Twitter-like service in China, it also imposes a limited length for each tweet, i.e., no more than 140 Chinese characters. Since the textual content of micro-blogs is not formal, careful preprocessing is quite necessary. In the preprocessing, we take the following steps to wash the collected corpus: (a) using NLPIR 5 to do tokenization; (b) removing stopping words; (c) removing words with frequency <20; (d) filtering out URLs, emoticons, Hashtags and words with non-Chinese characters; (e) removing micro-blogs with length <10. Note that abbreviations, acronyms and slangs are remained for latter topic modeling. Finally, 189,223 micro-blogs retained with 20,942 distinct words in total. The average number of tokens in documents is 17.2.
We compare WNTM with LDA, BTM and DSTM on this micro-blog collection. For all models, we set the number of topics to 100. The average topic coherence results of four models are listed in Table 1 , where the size of top words set in each topic, denoted as T , ranges from 5 to 20. We find that the average topic coherence of WNTM is obviously higher than other three models, which indicates that WNTM outperforms LDA, BTM and DSTM in learning high-quality topics from short texts. And the improvement made by WNTM is statistically significant ( p value <0.001 by Mann-Whitney U test). The outperformance of WNTM as compared to LDA is in accordance with our understanding that learning topics from dense word-word space can guarantee the topic quality even in short texts. Remarkably, WNTM outperforms BTM and DSTM significantly, which indicates WNTM can learn more coherence topics than state-of-the-art models. Although WNTM and BTM both induce topics from word-word space instead of from documents, WNTM can learn more coherence topics. The reason might be that WNTM can give higher weights for word pairs that co-occur more near each other, while BTM does not; furthermore, WNTM is based on LDA, while BTM is based on the mixture of unigram, which might further limits the performance of BTM. The comparison between WNTM and DSTM indicates that applying sparse constraints on topic models is less efficient than inducing topics from word-word space according to above topic coherence results in short texts scenario.
Topic coherence on normal texts
We conduct experiments on Wikipedia data provided by Phan et al. [29] to investigate WNTM's ability of learning high-quality topics from real-world normal texts. The Wikipedia data set contains 71,986 documents with 60,649 distinct words. The average number of tokens in documents is 423.5. The number of topics is set to 100 for each model, and the average topic coherence result is listed in Table 2 , where the size of top words set T in each topic ranges from 5 to 20. As shown in Table 2 , the average topic coherence of WNTM is slightly higher than that of LDA when T = 5 and 10, while slightly lower than that of LDA when T = 20. From the results, we can see that learning topics by grouping words co-occurred in a small range of contexts can benefit the top ten words' coherence in each topic, but when T = 20, the coherence of top words might need more plentiful document-level word co-occurrence information to maintain. However, with the increase in distance between two words, the relation between them becomes less relevant. Because of this, the difference between WNTM and LDA is not likely to be obvious. According to the results of Mann-Whitney U test, two models gain no statistically significant improvement than each other. Therefore, we can conclude that WNTM can produce similar high-quality topics as LDA does on normal texts. Note that the word-by-document space has no sparsity problem in normal texts, so LDA can utilize the rich contextual information in each document to learn high-quality topics. Thus, for normal texts, learning topics from word-by-document space and word-word space makes little difference in topic quality.
Word similarity tasks
The average topic coherence is an intrinsic measure used to evaluate the quality of all topics. Higher topic coherence often indicates better topic quality, but it does not guarantee a better performance on extrinsic tasks. The study of Henderson and Eliassi-Rad [16] revealed that LDA is better than latent semantic analysis (LSA) [12] at learning descriptive topics, while LSA is better than LDA at creating a compact semantic representation of words and documents and outperforms LDA in extrinsic tasks [37] . Hence, we carry out experiments to compare the performance of WNTM and other methods on extrinsic tasks such as word similarity tasks and document classification, which would help further illustrate each models' effectiveness in creating compact semantic representation of words and documents. In this section, we compare models' ability of learning semantic representation of words on short and normal texts, respectively. To begin with, we will introduce how to calculate the semantical similarity between two words.
Semantic representation of a word
For LDA, DSTM and BTM, the conditional topic distribution for a word w can be defined as its semantic representation
where k is the number of topics. p(z k |w) is easy to obtain after Gibbs sampling stage is completed,
where n w|z k stands for how many times w has been assigned with topic k during the sampling and n w means the total occurrence of w in given corpus. With respect to WNTM, we do not have to calculate p(z k |w). The θ w can be directly used as the semantic representation of word w, since WNTM learns the topic distribution over words as matrix Θ. Therefore, we use Θ's row vector θ w corresponding to w as its semantic representation, which is denoted as
Since word representations are actually distributions over topics, we can measure the distance of two words via the Jensen-Shannon divergence
where s i and s j are the semantic representations of words i and j, m = 1 2 (s i + s j ) and D kl ( p||q) = i p i ln p i q i is the Kullback-Leibler divergence. If we take word representations as space vectors, cosine similarity can also be used to measure the distance of two words. It can be defined as Cosine(s i , s j ) = s i · s j s i s j .
Word similarity tasks
Word similarity tasks are widely used to evaluate distributional semantic spaces. Topics learned by topic models can be viewed as the knowledge about semantic distributions of words. If a topic model learns topics accurately, then we can expect similar words, such as "man" and "woman," to be represented with similar semantic representations. In this paper, we use the word similarity task presented by Wang et al. [41] to evaluate the ability of word semantic modeling of two models on Weibo data set. Regarding normal texts, we use word similarity tasks designed by Rubenstein and Goodenough [34] and Finkelstein et al. [14] on Wikipedia data set. In each task, the semantic similarity between given pairs of words was evaluated by human. The word similarity task introduced by Wang et al. contains 240 pairs of Chinese words, and each pair's semantic relatedness is rated from 0 to 10, in which a higher score reflects a more semantically similar word pair. The task introduced by Finkelstein was constituted by 353 pairs of English words, and Rubenstein and Goodenough's task contains We evaluate topic models by calculating the similarity between each pair of words through two similarity measurements (JS is short for Jensen-Shannon divergence, and cosine is short for cosine similarity) in the evaluated set and then compare the model's ratings with human ratings by the ranked correlation. Intuitively higher correlation indicates better word semantic modeling. The number of topics is set to 100 for both models, and the ranked correlation result on Weibo data is illustrated in Fig. 3 .
From the result, we can find that both DSTM and BTM outperform LDA, no matter using JS or cosine as the measurement. This result indicates that applying sparse constraint to topic models or performing topic modeling on dense word space both can improve the quality of learned word semantic representations. WNTM outperforms all other three models on both JS and cosine significantly ( p value <0.001 by Mann-Whitney U test). The result of word similarity task demonstrates that WNTM is not only good at inducing more coherence topics, but also capable of learning better word semantic representations.
The result of Wikipedia data is illustrated in Fig. 4 . We surprisingly find that WNTM still outperforms LDA on both similarity measurements. The performance gap between two models on normal texts shrinks compared to the result on short texts, since the documentlevel data sparsity problem is gone. However, WNTM's result is more stable than LDA by possessing much lower deviations. Although sharing similar topic coherence results in Here Ent represents entertainment normal texts, the two models' ability in creating compact semantic representation for words is different and WNTM performs better than LDA in word similarity tasks.
Document classification
In order to compare these models' ability in learning semantic representation of documents on short and normal texts, we evaluate them by performing document classifications on news titles and news content, respectively, in this section. To illustrate WNTM's advantage on imbalanced texts as compared to LDA, we further conduct classification experiments by tuning the heterogeneity of topic distributions.
Evaluation on news corpus
To explore the effectiveness of WNTM in document semantic modeling on short texts and normal texts, we first evaluate its performance on document classification tasks of news titles and news content, which are extracted from the news corpus provided by Sogou.com. 6 After preprocessing, we obtain 508,554 news titles with label distributions listed in Table 3 and 59,348 distinct words in total. The average number of token in news titles is 5.5. We also obtain 118,705 news reports with label distributions listed in Table 3 , and 76,114 distinct words in total. The average number of token in each report is 175.9.
Taking topic model as a method of dimensionality reduction, we can reduce a document into a fixed set of topics, which can be features for document categorization. For each topic model trained on 100 topics, we perform tenfold cross-validation on news titles (or content). In each fold, we randomly split news titles (or content) into training and test subsets with the ratio 9:1 and classified them by using LIBLINEAR. 7 The macro precision, recall and F-measure for news titles are shown in Fig. 5a . The result for news content is shown in Fig. 5b .
From the result, we can find DSTM outperforms LDA in classifying short texts, which indicates the sparse constraint applied to LDA can alleviate its data sparsity problem. However, the improvement made by DSTM is limited compared to BTM and WNTM, which indicates resorting to perform topic modeling on word space is more reliable than adding sparse constraint to topic models. WNTM outperforms BTM and DSTM significantly( p (a) (b) Fig. 5 Classification performance comparison between WNTM and baseline models on short and normal texts, respectively. a News titles. b News content value <0.001 by Mann-Whitney U test), similar to word similarity task. Regarding normal texts, LDA's classification result becomes acceptable since the data are no longer sparse. However, WNTM still outperforms LDA, which indicates that WNTM is better than LDA in recognizing the resemblance of documents even for normal texts. Figure 6 shows the confusion matrix of LDA and WNTM in the news contents classification. For example, LDA confuses "House" with "Sports," "Finance" and "Lady," where "House" and "Finance" may be hard to distinguish because they are strongly relevant, while obviously "House" has few connections with "Sports" and "Lady." Consequently, LDA almost misclassifies all documents under label "House." The similar situation also happens to "Culture" and "Health." As listed in Table 3 , the significant confusion of those labels mainly comes from their low numbers of documents and in fact they represent exactly the rare topics in the employed corpus. However, as shown in Fig. 6b , WNTM still achieves a relative better performance as compared to LDA. It indicates that WNTM gains outstanding improvement on the performance of identifying rare labels, which evidently justifies the conjecture that WNTM can identify more rare topics than LDA as the text is imbalanced.
Document classification on imbalanced texts
To compare performance between WNTM and LDA in classifying documents containing rare topics further, we investigate the variation of their classification results by continuously tuning the imbalance of texts. We first build a balanced data set from news content introduced previously. This balanced data set includes news from five classes, namely "Education," "Car," "Finance," "Lady" and "Ent." Within each class, there are 1000 documents allocated equally. Second, we take various numbers of documents away from "Car," which is randomly selected, to build data sets with different levels of imbalance. Specifically, we build eight groups of imbalanced data sets, each group contains 1000 documents belong to classes except "Car", which contains d c documents, where d c is tunable parameter and we let d c = 800, 600, 400, 200, 100, 80, 60 and 40. As d c ranges from 800 to 40, the imbalance of data set is enhanced accordingly. To avoid the influence of the randomness in taking away documents from "Car", we randomly sample documents under "Car" ten times for each group. The average precision and recall on classifying "Car" documents are illustrated in Table 4 . From the result, we can find that the average precision of LDA first slightly increases when (a) (b) Fig. 6 The confusion matrix for news content classification. The result from news title is similar, and hence it is not reported here. a LDA. b WNTM the number of news under "Car" reducing from 800 to 200 and then decreases dramatically due to the more and more serious imbalance of the data set. On the contrary, the average precision of WNTM decreases slowly with the enhancement of the imbalance. Particularly, when the number of "Car" documents equals to 60 and 40, the average precision of LDA has decreased to 86 and 72 % while WNTM's average precision is 90 and 85 %. This result indicates that WNTM is more accurate than LDA in distinguishing documents under rare labels. Note that as d c varies in the range between 200 and 500, the averaged precision of LDA is better than that of WNTM. However, the recall and F-measure of WNTM outperform LDA. From those results, we can find that WNTM and LDA have similar trending with the imbalance enhancement, while WNTM always outperforms LDA in terms of the average recall and F-measure. To sum up, we can conclude that WNTM performs better than LDA in dealing with text classification on imbalanced data sets.
From the above experiments, we find WNTM dominates LDA in learning rare topics. Thus it is reasonable to conjecture that WNTM could be a better choice than LDA in detecting Table 4 Average precision, recall and F-measure on classifying "Car" news contents in the imbalanced document classification newly emerging topics or unexpected events at early stages in social media, like Twitter or Weibo. To illustrate this point, we collect 10,000 micro-blogs from Weibo and then inject d m micro-blogs related to the event of "MH370" into them, where d m ranges from 10 to 100. Note that the 10,000 micro-blogs have no relation with "MH370" since they are posted exactly before the event happens. For different settings of d m , we train both models ten times since the result of Gibbs sampling varies each time. After training, we look over the top 20 words of each topic to search the topic word "MH370," and count how many times it is found for each setting of d m . From the results, we find that WNTM can always identify a topic with word "MH370" contained by its top 20 word-list when d m ≥ 30. However, LDA achieves the same result only as d m ≥ 50. Thus, WNTM is more sensitive to rare topics and can learn newly emerging topics at earlier stages than LDA. Besides, we also evaluate the quality of the topic related to "MH370" by human review. If a topic's top words contains more "MH370" related words than others, we evaluate this topic as the best. We list top 15 words of the best "MH370" topic learned by two models for comparison when d m = 50 and 100. It is interesting that when d m = 50, the best "MH370" topic learned by LDA contains eight words that never appear in the 50 injected "MH370" micro-blogs, while WNTM only has 4. When d m = 100, LDA's "MH370" topic still contains four unrelated words, while WNTM only has one error word left. Based on these results, we can conclude that WNTM can detect event topic earlier than LDA and the quality of the topic is much better than that identified by LDA.
Conclusions
A simple but general approach named WNTM is presented in this paper to facilitate the topic modeling in short and imbalanced texts at an acceptable cost. Different from conventional LDA-like solutions, it explores topics from word co-occurrence networks and successfully alleviates the data sparsity and the topic-document heterogeneity in word-by-document space. Thorough experiments on both short and normal texts suggest that WNTM outperforms baseline methods in tasks of topic coherence, word similarity and feature selection within document classification. Furthermore, the ability of capturing rare topics with high quality indicates that WNTM could be an effective model for detecting newly emerging topics or unexpected events in social media at quite early stages. However, promising new research directions still exist for further study. For example, we would like to investigate the influence imposed on topic results as different means of establishing word co-occurrence networks are taken. Besides, we may also consider of using a word's adjacent words within a given semantic distance to model its topics instead of only the direct neighbors.
