A hypergraph pair is a pair (G, H) where G and H are hypergraphs on the same set of vertices. We extend the definitions of hypertree-width [7] and generalised hypertree-width [8] from hypergraphs to hypergraph pairs. We show that for constant k the problem of deciding whether a hypergraph pair has generalised hypertree-width ≤ k, is equivalent to the Hypergraph Sandwich Problem (HSP) [13] . It was recently proved in [9] that the HSP is NP-complete.
Introduction
The well studied notion of tree-width of a graph (or a hypergraph) is important for various reasons, one of which is that problems that are NP-complete 1 in general become polynomially solvable when restricted to graphs of bounded treewidth (see [5] ). Similarly, restriction to hypergraphs with bounded hypertreewidth (hw) or bounded generalised hypertree-width (ghw) yields large classes of polynomially solvable instances of problems that are NP-complete in general (see [7] ). There are classes of hypergraphs with bounded (generalised) hypertreewidth, whose tree-width is unbounded, and where the tree-width of the incidence graphs is also unbounded (see [3] , Example 2).
This paper is organised as follows: Section 2 contains the basic definitions, some observations, and an example of a hypergraph pair with hypertree-width 2 and generalised hypertree-width 1.
In Section 3, we reformulate the Hypergraph Sandwich Problem in terms of generalised hypertree-width of a hypergraph pair. G. Gottlob, Z. Miklós and Th. Schwentick [9] recently proved that the HSP is NP-complete. Therefore it is of interest to find tractable restrictions of the HSP. For constant k there is a polynomial time algorithm that decides whether a given hypergraph pair has hypertree-width ≤ k. (For hypertree-width of hypergraphs, this was shown in [7] .) It follows that the HSP is solvable in polynomial time for inputs (G, H) satisfying: ghw(G, H) ≤ 1 if, and only if, hw(G, H) ≤ 1.
Section 4 gives a characterisation of the hypertree-width of a (possibly infinite) hypergraph pair (G, H) by the number of marshals necessary to catch the robber in the monotone Robber and Marshals Game played on (G, H). As a corollary, we obtain the game theoretic characterisations of the well studied notion of treewidth [14] and of hypertree-width of hypergraphs [8] . We use the game theoretic characterisation in Section 6 for constructing examples with special properties.
In Section 5 we define the notion of finite character, and we show that for hypergraph pairs with finite character generalised hypertree-width is compact, i. e.: a hypergraph pair (G, H) with finite character has generalised hypertree-width ≤ k if, and only if, every finite induced subhypergraph pair (G 0 , H 0 ) of (G, H) has generalised hypertree-width ≤ k. As special cases we obtain compactness of treewidth of graphs 2 and compactness of generalised hypertree-width of hypergraphs with finite character.
Finally, Section 6 contains two examples, one showing that hypertree-width of hypergraph pairs is not compact, and the other showing that hypertree-width of hypergraphs is not compact. Both examples have hyperedges of size at most 3, which implies that they have finite character.
Preliminaries

Graphs, Hypergraphs and Hypergraph pairs
A graph is a pair G = V (G), E(G) where V (G) is a nonempty set of vertices, and E(G) ⊆ P =2 V (G) is the set of edges of G. Thus the edges of G are twoelement subsets of V (G). A clique is a complete graph. A forest is a graph without cycles, and a tree is a connected forest. A directed tree is a rooted tree where all the edges are directed away from the root.
A hypergraph is a pair H = V (H), E(H) , consisting of a nonempty set V (H) of vertices, and a set E(H) ⊆ P <ω V (H) of finite subsets of V (H), the hyperedges of H. Let X ⊆ V (H). Then H[X] := X, {e ∩ X | e ∈ E(H)} is the subhypergraph of H induced by X. H 0 is an induced subhypergraph of H if H 0 = H[X] for some X ⊆ V (H). For a hypergraph H the underlying graph of H is the graph H = V (H), {v, w} | there exists an e ∈ E(H) such that {v, w} ⊆ e .
A hypergraph pair is a pair (G, H), where G and H are hypergraphs and V (G) = V (H). A hypergraph pair (G 0 , H 0 ) is an induced subhypergraph pair of (G, H), if G 0 is an induced subhypergraph of G and H 0 is an induced subhypergraph of H.
In this paper all graphs are connected and all hypergraphs H satisfy E(H) = V (H). Furthermore we only consider hypergraph pairs (G, H), where G is connected (i. e. G is connected).
Decompositions and Acyclicity
Let H be a hypergraph. A tree-decomposition of H is a tuple (T, B), consisting of a directed tree T and a family B := (B t ) t∈V (T ) of finite subsets of V (T ), the pieces of T , satisfying:
1. For each edge e ∈ E(H) there exists t ∈ V (T ), such that e ⊆ B t . (t covers e.) 2. For each v ∈ V (H) the set {t ∈ V (T ) | v ∈ B t } is connected in T .
The width of a tree-decomposition of H is w(T, B) := sup
The tree-width of H is tw(H) := min w(T, B) (T, B) is a tree-decomposition of H ∈ N ∪ {∞}. Condition 2 will be refered to as the 'connectedness condition'. Since V (H) = ∅ and E(H) = V (H), condition 1 implies that a tree-decomposition (T, B) of H always satisfies w(T, B) ≥ 0. It is not until the definition of a hypertree decomposition that we need T to be a directed tree. Nevertheless, it is convenient to require T to be directed. Remark 1 Let C ⊆ H be a finite clique and let (T, B) be a tree-decomposition of H. Then there exists a node t ∈ V (T ) with V (C) ⊆ B t .
For a directed tree T and t ∈ V (T ), the maximal subtree of T with root t is denoted by T t . For a tree-decomposition (T, B) we set B Tt := s∈V (Tt) B s .
Proof. Let (T, B) be a tree-decomposition of H. Starting with the root r of T we find a path leading us to a node t ∈ V (T ) with V (C) ⊆ B t as follows: Set p 0 := r. If V (C) ⊆ B r we are finished. Otherwise, connectedness shows that for each v ∈ V (C) \ B r there exists a unique successor s v of r such that v ∈ B Ts v . If u ∈ V (C) \ B r and u = v, the edge {u, v} must be covered by some s ′ ∈ V (T ). Connectedness implies that s ′ ∈ V (T s ) and hence s u = s v . We set
Suppose the path p 0 , p 1 , . . . , p n is already defined. If V (C) ⊆ B pn we are finished. Otherwise, by the same arguments as above, there exists a unique successor s of p n with V (C) \ B pn ⊆ B Ts . We set p n+1 := s. By connectedness,
Since |V (C)| < ω, after finitely many steps the path ends at a node p m with V (C) ⊆ B pm .
Since every hyperedge of a hypergraph H induces a clique in H, with Remark 1 it is easy to see that every hypergraph H satisfies tw(H) = tw(H). Hence the tree-width of H only depends on H.
Let (G, H) be a hypergraph pair. A hypertree decomposition of (G, H) is a triple (T, B, C), where 1. (T, B) is a tree-decomposition of G, and C := (C t ) t∈V (T ) is a family of subsets of E(H), such that:
The width of a hypertree decomposition of (G, H) is
The hypertree-width of (G, H) is hw(G, H) := min w(T, B, C) (T, B, C) is a hypertree decomposition of (G, H) .
By dropping condition 3 from the definition of hypertree decomposition of (G, H), we obtain a generalised hypertree decomposition (T, B, C, ) of (G, H) and the generalised hypertree-width of (G, H), ghw(G, H).
Note that by definition, ghw(G, H) ≤ hw(G, H). Furthermore, every hypergraph pair (G, H) satisfies hw(G, H) = hw(G, H) and ghw(G, H) = ghw(G, H). 
For convenience, the hyperedges containing exactly two vertices are shown as graph edges. Figure 2 shows a width 2 hypertree decomposition of (G, H). Figure  3 shows a width 1 generalised hypertree decomposition of (G, H). Each tree node t is depicted with B t on the left hand side and C t on the right hand side. Actually, these decompositions are optimal in the sense that hw(G, H) = 2 and ghw(G, H) = 1. This is left to the reader as an exercise.
For a hypergraph H, define the hypertree-width of H by hw(H) := hw(H, H)
Figure 3: A width 1 generalised hypertree decomposition of (G, H) from Figure  1 .
and the generalised hypertree-width of H by ghw(H) := ghw(H, H). In this way we get exactly the definitions from [8] of (generalised) hypertree-width of a hypergraph. In particular, hw(H) ≤ k implies ghw(H) ≤ k. In general the converse does not hold 3 . It is easy to see that we also obtain tree-width as a special case:
A tree-decomposition (T, B) of H is small, if all s, t ∈ V (T ) with s = t satisfy B s B t .
Remark 3 If a finite hypergraph pair (G, H) has a generalised hypertree decomposition of width k ∈ N, then (G, H) also has a generalised hypertree decomposition (T, B, C) of width k, such that (T, B) is small.
Proof. Let (T ′ , B ′ , C ′ ) be a generalised hypertree decomposition of width k for the finite hypergraph pair (G, H). We may assume that T is finite. If {s, t} ∈ E(T ) with B s ⊆ B t , remove s, B s and C s from (T, B, C) and connect each neighbour t ′ = t of s by an edge to t. It is easy to see that thus we obtain a new generalised hypertree decomposition (T ′′ , B ′′ , C ′′ ) of width k for (G, H). Since T is finite, we can repeat this procedure finitely often until we obtain a generalised hypertree decomposition (T, B, C) of width k for (G, H) s. t. (T, B) is small.
Note that this is not true for infinite hypergraph pairs: Let H = (ω, P <ω (ω)). Then ghw(H, H) = 1 (take a one way infinite path with an increasing sequence of pieces B t = C t ), but (H, H) has no small generalised hypertree decomposition of width 1: Let (T, B, C) be a generalised hypertree decomposition of (H, H). Since all B t are finite, for each B t there is an edge e ∈ E(H) s. t. B t e and e is covered by some t ′ ∈ V (T ). A hypergraph H is acyclic if its hyperedges can be arranged as nodes of a tree T so that for every vertex v ∈ V (H), the subtree of T defined by the nodes containing v is connected (cf. [13] ).
Lemma 4 Let H be a finite hypergraph. The following statements are equivalent:
The equivalence of (ii) and (iii) was already observed in [7] . Proof of Lemma 4. It is easy to see that (iii) implies (ii), and that (ii) implies (i).
(i) ⇒ (iii): Let (T, B, C) be a generalised hypertree decomposition for H of width at most 1. By Remark 3 we may assume that (T, B) is small. Then B t = C t for all t ∈ T . (Otherwise B t C t and C t = {e} for some e ∈ E. But there must be a node s ∈ T such that e ⊆ B s . Hence B t B s , in contradiction to (T, B) being small.) We may assume that t = B t for every t ∈ T . Now we can extend T to a tree T ′ with V (T ′ ) = E(H) and such that each e ∈ E(H) \ V (T ) is attached to some t ∈ T with e ∈ t = B t .
The Hypergraph Sandwich Problem
In this section, all graphs and hypergraphs are finite. We relate generalised hypertree-width of hypergraph pairs to the Hypergraph Sandwich Problem.
For an integer k ≥ 0 the problem k-GHW is defined as follows: Given a finite hypergraph H, decide whether ghw(H) ≤ k. In [9] , G. Gottlob, Z. Miklós and Th. Schwentick proved that k-GHW is NP-complete. In [7] it was shown that k-HW, the corresponding problem of deciding whether hw(H) ≤ k, is in P (for fixed k). Hence, by Lemma 4, 1-GHW is in P. Let k-GHW pair (k-HW pair ) be the extension of k-GHW (k-HW) to hypergraph pairs: Given a finite hypergraph pair (G, H), decide whether ghw(G, H) ≤ k (hw(G, H) ≤ k). For fixed k, the problem k-HW pair is also solvable in polynomial time: The proof of k-HW ∈ P from [7] generalises to hypergraph pairs. We will give a different proof in the next section (Corollary 16). Both algorithms can easily be modified in such a way that if hw(G, H) ≤ k, then they return a hypertree decomposition of width at most k.
For a hypergraph H and k ∈ N, we define the hypergraph
i}).
Note that for fixed k and input H, we can compute H ≤k in polynomial time.
Lemma 5 Let (G, H) be a hypergraph pair. Then:
(ii) hw(G, H) ≤ k if, and only if, hw(G, H ≤k ) ≤ 1.
Proof. Let (T, B, C) be a (generalised) hypertree decomposition of width ≤ k for (G, H). For every t ∈ V (T ) replace the hyperedges in C t by their union. Conversely, if (T, B, C) is a (generalised) hypertree decomposition of width ≤ 1 for (G, H ≤k ), replace each edge e 1 ∪ . . . ∪ e i , in C t by the edges e 1 , . . . , e i (i ≤ k).
Let (G, H) be a hypergraph pair. We write G ≤ H, if for every hyperedge e 1 ∈ E(G) there exists a hyperedge e 2 ∈ E(H) such that e 1 ⊆ e 2 . For example, H ≤ H for every hypergraph H.
The Hypergraph Sandwich Problem (HSP) is the following problem [13] : Given a hypergraph pair (G, H), decide whether an acyclic hypergraph A exists such that G ≤ A ≤ H. (So, A is 'sandwiched' between G and H.) Clearly, the Hypergraph Sandwich Problem is in NP. It war proved in [9] that it is actually NP-complete.
Lemma 6 Let (G, H) be a hypergraph pair. Equivalent are:
Proof. Let A be acyclic with G ≤ A ≤ H. By the obvious part of Lemma 4 (which holds even in the infinite case), A has a generalised hypertree decomposition (T, B, C) of width ≤ 1. For every t ∈ V (T ) we set C ′ t := {e ′ } where C t = {e} and e ⊆ e ′ ∈ E(H). Thus we obtain a generalised hypertree decomposition (T, B, C ′ ) of (G, H) of width ≤ 1.
Conversely, let (T, B, C) be a generalised hypertree decomposition of (G, H) of width ≤ 1. We may assume that B t = ∅ for all t ∈ V (T ). Define a hypergraph A with V (A) = V (G) and E(A) = {B t | t ∈ V (T )}. It is easy to see that A is acyclic. Since every edge e ∈ E(G) is covered by some B t we have G ≤ A. On the other hand, by condition 2 of the definition of a hypertree decomposition of (G, H), all t ∈ V (T ) satisfy B t ⊆ C t = e ′ for some e ′ ∈ E(H). Hence A ≤ H.
G. Gottlob, F. Scarcello, and N. Leone pinpointed in [8] that there is a polynamial time reduction from k-GHW to the HSP. We actually have:
The following problems are NP-complete:
Proof. (i) is proved in [9] . By Lemma 6, (i) and (ii) are polynomial time equivalent.
(ii) and (iii) are also polynomial time equivalent: (ii) ⇒ (iii) is easy with Lemma 5.
Instead of solving the HSP with input (G, H), or, equivalently, 1-GHW pair , we can solve 1-HW pair with input (G, H) in polynomial time. If hw(G, H) ≤ 1, then we get a hypertree decomposition for (G, H) of width at most 1. As in Lemma 6, the hypertree decomposition gives rise to a solution for the HSP. Thus the HSP is solvable in polynomial time for inputs (G, H) satisfying ghw(G, H) ≤ 1 if, and only if, hw(G, H) ≤ 1.
Unfortunately, if hw(G, H) > 1 we know nothing about the HSP: By [2] , Theorem 3.3.18, for each positive integer k there is a hypergraph pair (G k , H k ) with ghw(G k , H k ) = 1 and hw(G k , H k ) = k.
Game Theoretic Characterisations
This section contains a generalisation of the Robber and Marshals Game of [8] to (possibly infinite) hypergraph pairs. The main result of the section (Theorem 9) is that even for infinite hypergraph pairs (G, H), the minimum number of marshals necessary to catch the robber on (G, H) equals hw(G, H). This generalises both the game theoretic characterisation of tree-width [14] and the game theoretic characterisation of hypertree-width [8] .
Games
Let (G, H) be a hypergraph pair and let k ≥ 0 be an integer. The monotone Robber and Marshals Game on (G, H), Mon-Mars (G, H), k , is played by two players: The marshal player plays k marshals on H, and the robber player plays the robber on G. A position of Mon-Mars (G, H), k is a pair (X, r), where X ∈ P ≤k E(H) and r ∈ V (G) \ X. At the beginning of the game, the marshal player chooses an X ∈ P ≤k E(H) . The robber player responds by choosing an r ∈ V (G) \ X. In each step of the game, say in position (X, r), the marshal player chooses a set Y ∈ P ≤k E(H) . Then the robber player chooses an r ′ ∈ V (G) \ Y that is connected to r by a path in G \ ( X ∩ Y ). Let (X, u) and (X, v) be game positions with u ∈ R and v ∈ R, where R is a connected component of G \ X. Now suppose the marshals choose the new position Y . Let (Y, r) be a position which the robber can reach from (X, u). Then he can reach (Y, r) from (X, v) as well (and vice versa). For this reason a game position will be represented by (X, R) instead of (X, u), and we define: 
the set of possible escape spaces w. r. t. W ′ . With these definitions, suppose the game is at position (X, R) and the marshals choose a set Y ∈ P ≤k E(H) . Then R( Y ; X, R) is the set of escape spaces w. r. t. Y that can be reached by the robber.
Suppose the game is at position (X, R), where R is an escape space in G w. r. t.
X. The marshal player makes a monotone move, if she chooses a set
A game is a sequence of moves of the marshal player and the robber player moving alternately. The marshal player is only allowed to make monotone moves. If there is a step in which the marshal player cannot make a monotone move, then the robber player wins.
The marshal player wins if she can make sure that for every v ∈ V (G) there is a move in the game such that after this move the robber can never visit v again. Note that this includes the case that the robber cannot move at all. (In the case that (G, H) is finite, we can equivalently define that the marshal player wins, if at some point of the game the robber player cannot move any more. Otherwise, the robber player wins.) The marshal player has a winning strategy, if she can win every possible game.
The root r of T satisfies ρ r = V (G). Every node s of T which is not the root satisfies ρ s ∈ R( σ t ; σ pred t , ρ t ), where t = pred(s) and pred(s) denotes the unique predecessor of s in T . Here we have made use of the abbreviation
e) For each t ∈ V (T ) and each R ∈ R( σ t ; σ pred t , ρ t ) there is exactly one successor s ∈ V (T ) with ρ s = R. f) (T, σ, ρ) is monotone, i. e. for all t ∈ V (T ) \ {r} the condition ρ t ρ pred(t) holds.
A The strategy on the right hand side is not monotone: after the marshals' first move, the vertex 1 is not any longer in the robber's escape space. If the robber now moves to the vertex 2, the marshals move to {2, 3} and the robber can reach 1 again.
For the monotone Robber and Cops Game as defined 4 in [14] we set mon-cw(H) := min{k ∈ N | k cops can win the monotone Robber and Cops Game played on H} ∈ N ∪ {∞}.
For the monotone Robber and Marshals Game as defined in [8] we set:
mon-mw(H) := min{k | k marshals can win the monotone Robber and Marshals Game played on H} ∈ N ∪ {∞}.
It is easy to see that the monotone Robber and Cops Game and the monotone Robber and Marshals Game on hypergraphs are special cases of the monotone Robber and Marshals Game played on a hypergraph pair (G, H):
Then Mon-Mars (G, H), k is the monotone Robber and Cops Game played on G, and mon-mw(G, H) = mon-cw(G).
b) Let H be a connected hypergraph. Then Mon-Mars (H, H), k is the monotone Robber and Marshals Game played on H, and mon-mw(H, H) = mon-mw(H).
Equivalence of decompostions and strategies
In this section we will prove Theorem 9 Let (G, H) be a hypergraph pair and let k ≥ 0 be an integer. Then hw(G, H) ≤ k if, and only if, there is a winning strategy 5 for Mon-Mars (G, H), k .
Together with Remarks 8 and 2 this implies:
Corollary 10 Let H be a hypergraph and let k ≥ 0 be an integer. a) (Seymour and Thomas [14] ) tw(H) + 1 ≤ k if, and only if, k cops can win the monotone Robber and Cops Game on H. b) (Gottlob, Scarcello and Leone [8] ) hw(H) ≤ k if, and only if, k marshals can win the monotone Robber and Marshals Game on H.
To prove the 'if' part of Theorem 9, we make use of the following lemma:
there is one and only one t v ∈ V (T ) with:
(ii) For every e ∈ E(G) there is a node t e ∈ V (T ) with:
e ⊆ σ te and e ∩ ρ te = ∅.
Proof. The proof is left to the reader.
Proof of the 'if ' part of Theorem 9. Let (T, σ, ρ) be a winning strategy for Mon-Mars (G, H), k . Set C := σ, and define B pred t and B t inductively as follows:
We now show that (T, B, C) is a hypertree decomposition of (G, H) of width ≤ k: Since |C t | = |σ t | for all t ∈ V (T ), it is sufficient to prove that (T, B, C) satisfies the three conditions from the definition of a hypertree decomposition of (G, H): Condition 1. (T, B) is a tree-decomposition of G: We first show that every hyperedge e ∈ E(H) is covered by some B t . Choose t = t e for e according to Lemma 11 (ii) . Then e ⊆ B te = σ te ∩(B pred te ∪ρ te ): By the choice of t e , e ⊆ σ te . Hence it remains to show that e ⊆ B pred te ∪ ρ te , or equivalently, e \ ρ te ⊆ B showing this, choose for v ∈ e \ ρ te a node t v according to Lemma 11 (i) 
, the connectedness condition of a tree-decomposition implies s ∈ V (T t ). The monotonicity of the strategy implies ρ s ⊆ ρ t , hence v ∈ ρ t . This is contrary to the choice of v.
To prove the 'only if' part, we construct a winning strategy for k marshals from a hypertree decomposition of width ≤ k of (G, H). For this purpose we introduce weak strategies. Let (T, σ, ρ) satisfy all the axioms of a strategy except for f) and let r be the root of T . Then (T, σ, ρ) is called a weak strategy, if every t ∈ V (T ) \ {r} satisfies ρ t ⊆ ρ pred(t) . Weak winning strategies are defined analogously to winning strategies, i. e. a weak strategy (T, σ, ρ) is a weak winning strategy for Mon-Mars (G, H), k , if all infinite branches D of T satisfy t∈D ρ t = ∅.
Clearly, every winning strategy is a weak winning strategy. Conversely we have:
Lemma 12 Every weak winning strategy for Mon-Mars (G, H), k gives rise to a winning strategy.
Proof. Intuitively, we modify a weak winning strategy by skipping all moves that do not change the robber's escape space, thus obtaining a winning strategy. Let (T, σ, ρ) be a weak winning strategy for ≤ k marshals. Define a function g : V (T ) → V (T ) as follows: Set g(t) = t if all children s of t satisfy ρ s = ρ t . Otherwise, t has exactly one child s and we set g(t) = s. Then for all t ∈ V (T ) there is an integer n ≥ 0 such that g n (t) = g n+1 (t). (Otherwise, {g n (t) | n ≥ 0} is an end piece of an infinite branch D of T and hence s∈D ρ s = ρ t = ∅, a contradiction to (T, σ, ρ) being a weak winning strategy.) Define f : V (T ) → V (T ) by setting f (t) = the eventual value g n (t), for big n.
is a winning strategy for Mon-Mars (G, H), k : T ′ is the result of contracting connected subsets of T , so T ′ is again a directed tree. Hence, T ′ satisfies the conditions a), b) and c) of a marshal strategy.
The root r ′ of T ′ satisfies ρ
is the node nearest to the root of T such that f (t) = f (t ′
For e) we have to show that R( σ t ; σ pred' t , ρ t ) = R( σ t ; σ pred t , ρ t ). For an escape space R w. r. t. X, define ∂R := {v ∈ X | v is a neighbour of some u ∈ R}.
Since (T, σ, ρ) is weakly monotone, ∂R
. Thus during the flight from σ pred' t to σ t , as well as during the flight from σ pred t to σ t , the robber can only move within ρ t = ρ ′ t . Hence R( σ t ; σ pred' t , ρ t ) = R( σ t ; σ pred t , ρ t ). f) holds by construction. Moreover, (T ′ , σ ′ , ρ ′ ) is a winning strategy since (T, σ, ρ) is a weak winning strategy.
Thus, it is sufficient to construct a weak winning strategy for k marshals from a hypertree decomposition of width k. Let (T, B, C) be a width k hypertree decomposition of (G, H). The edge labels yield the positions of the marshals: The marshals move to C r , where r is the root of T . The robber chooses an escape space R. R satisfies R ⊆ B Tt for exactly one successor t of r. Then the marshals fly to C t . During the flight, the robber cannot leave R.
Towards a formalisation of this intuition, let (T, B) be a tree-decomposition of the hypergraph G, t ∈ V (T ). The tree component of t is defined as follows:
Lemma 13 Let (T, B) be a tree-decomposition of a hypergraph G. Then: (i) β t ⊆ β pred(t) , if t ∈ V (T ) is not the root of T .
(ii) Any infinite branch D of T satisfies t∈D β t = ∅.
Proof. (i):
where the last equation holds by connectedness.
(ii):
. Since D is infinite, this implies that all t ∈ D satisfy v / ∈ B t . Since v ∈ V (G), there is an s ∈ V (T ) such that v ∈ B s . Let t ∈ V (T ) be the last vertex of D on the path from the root of T to s. Let t ′ be the successor of t in D. By assumption, we have v ∈ B T t ′ . Connectedness implies that v ∈ B t a contradiction .
Lemma 14 Let (T, B) be a tree-decomposition of G, and t ∈ V (T ).
Let R ∈ R(B t ; B pred t , β t ). Then R ⊆ β s for a successor s of t.
Proof. Let v ∈ R. Let W be a path in G \ (B t ∩ B pred t ) that connects a vertex u ∈ β t to v. Every edge of W is covered by a node from T t or from T \ T t . But no edge of W can be covered by a node from T \ T t , because otherwise a vertex r ∈ W would be covered by T t and T \T t , implying r ∈ B t ∩B pred t , a contradiction. Therefore every vertex of W is covered by a node from T t , and in particular we have v ∈ B Tt . Thus v ∈ B Tt \ B t , showing that v ∈ B Ts for a successor s of t and hence v ∈ β s . Equally, a neighbour v ′ of v satisfies v ′ ∈ β s ′ for a successor s ′ of t. Since v, v ′ / ∈ B t and since {v, v ′ } must be covered by some node of T , connectedness implies that s = s ′ .
The following Lemma proves the 'only if' part of Theorem 9:
Lemma 15 Let (T, B, C) be a hypertree decomposition of (G, H) of width ≤ k. Then there is a weak winning strategy (T ′ , σ, ρ) of Mon-Mars (G, H), k and a function f :
• f (r ′ ) = r for the roots r of T and r
Proof. We define (T ′ , σ, ρ) and f by an informal induction, starting with the root r ′ of T ′ . (The function f keeps the induction going.) We start by choosing a root r ′ for T ′ and setting f (r ′ ) := r, σ r ′ := C r and ρ r ′ := V (G) = β r .
For each t ′ ∈ V (T ′ ) we need to make sure that for every R ′ ∈ R( σ t ′ ; σ 
. Choose a successorŝ of t according to Lemma 14 
a contradiction to Lemma 13 (i).
Since Lemma 13 (ii) shows that all infinite branches D of T ′ satisfy t∈D ρ t = ∅ and the proof is completed.
As an application, we sketch a proof of k-HW pair ∈ P, which uses the game theoretic characterisation.
Corollary 16
For every fixed integer k ≥ 0, the problem k-HW pair is solvable in polynomial time.
Proof. Given a finite hypergraph pair (G, H), the algorithm has to decide whether hw(G, H) ≤ k holds. By game theoretic characterisation (Theorem 9) this is equivalent to deciding whether mon-mw(G, H) ≤ k holds. There is a straightforward dynamic programming algorithm, that decides whether k marshals have a winning strategy: List all pairs (X, r) with X ⊆ E(H), |X| ≤ k, and r ∈ V (G). Since k is fixed, this is possible in polynomial time. Then mark all pairs (X, r) with r ∈ X as winning positions. Given the list of all pairs, some of which are marked as winning positions, we mark a pair (X ′ , r ′ ) as a winning position if there is a set X ⊆ E(H) satisfying:
• For all vertices r ∈ V (G) that are connected to r ′ in G \ ( X ′ ) ∩ ( X) , the pair (X, r) is marked as a winning position.
This can be done in polynomial time. Since the strategy must be monotone, after |V (G)| iterations we can check whether all initial positions (∅, r) with r ∈ V (G) are marked as winning positions. If this is the case, then k marshals have a monotone winning strategy the algorithm returns hw(G, H) ≤ k. Otherwise it returns hw(G, H) > k. 
For the proof of Theorem 17 we use the following theorem:
Theorem 19 Let G be a graph containing no infinite clique. Then G is chordal if, and only if, G admits a tree-decomposition into complete pieces (i.e. for all t ∈ V (T ), B t induces a clique in G).
Theorem 19 can be derived from Halin's theory of simplicial decompositions, which will be done in Section 5.2.
6
Lemma 20 Let G be a finite graph. G is chordal if, and only if, G has a treedecomposition (T, B) into complete pieces.
A proof is given in [4] , proposition 12.3.11.
Proof of Theorem 17. For the 'only if' part, restrict a generalised hypertree decomposition of (G, H) to (G 0 , H 0 ).
Proof of the 'if' part 7 : We may assume that G is a graph. Let ghw(G 0 , H 0 ) ≤ k for all finite induced subhypergraph pairs (G 0 , H 0 ) of (G, H).
Proof of the claim: Let (T, B, C) be a generalised hypertree decomposition of I is ordered inductively by inclusion: For a transfinite sequence (G α ) α<δ in I with G α ⊆ G β for all α ≤ β, α<δ G α satisfies ( * ), since a finite subgraph G 0 of α<δ G α is already contained in some G α . Let G ′ ∈ I be a maximal element. The following two claims finish the proof:
If C is finite, this is true since C is contained in some G α . C cannot be infinite since (G, H) has finite character and hence there would be a finite
is an induced cycle of length at least four in G ′ . By maximality of G ′ , we cannot add a chord {v i , v j } to O without producing
] is a finite subgraph of G ′ and hence is contained in some G α . A contradiction to ( * ).
If G ′ contains no infinite clique, we apply Theorem 19, obtaining a treedecomposition (T, B) of G ′ into complete pieces. We extend (T, B) to a generalised hypertree decomposition (T, B, C) of (G ′ , H) by choosing for each t ∈ V (T ) a cover C t ⊆ E(H) of B t with |C t | ≤ k. Then (T, B, C) is a generalised hypertree decomposition of width ≤ k of (G, H) as well.
Let C be an infinite clique in G ′ . It suffices to show that in this case the generalised hypertree-width of the finite induced subhypergraph pairs of (H, G) is unbounded. By the finite character of (G, H) there is a finite subset
Now we give an example showing that generalised hypertree-width is not compact for hypergraphs without finite character:
Proof. 1 is obvious. For 2, suppose (T, B, C) is a generalised hypertree decomposition of (H, H) of width ≤ k. Then (i) Each t ∈ V (T ) has maximum one successor s s. t. β s = ∅.
(ii) Such a successor s satisfies B t ⊆ B s . Proof of (i): Otherwise, there are (at least) two successors s and s ′ of t with v ∈ β s and v ′ ∈ β s ′ . By connectedness, v = v ′ . But the edge {v, v ′ } has to be covered in some node of T , a contradiction to connectedness. Proof of (ii): Let s be a successor of t with u ∈ β s . Suppose v ∈ B t \ B s . Again, the edge {u, v} has to be covered in some node of T , a contradiction to connectedness.
Together, (i) and (ii) show that V (H) = ℵ 1 can be obtained as a countable union of an increasing sequence of finite subsets of V (H), a contradiction.
Note that this example also shows that hypertree-width is not compact. In Section 6.2 we give an example showing that even for bounded hypergraphs, hypertree-width is not compact.
In [2] the author proved a stronger version of Theorem 17, which will be sketched briefly in the remaning part of this section. A width function on a graph G = (V, E) is a function
Here P <ω (V ) denotes the set of all finite subsets of V . For a tree decomposition (T, B) of G, the f -width of (T, B) is
The f -tree-width of G is f -tw(G) = inf f -w(T, B) | (T, B) a tree decomposition of G .
For example, the cardinality function given by card(X) = |X|, is a width function on a graph G, and card -tw(G) = tw(G) + 1. As a second example, consider a hypergraph pair (G, H). Then the cover number c H is a width function on G, and we have ghw(G, H) = c H -tw(G).
A width function f on a graph G has finite character, if for all infinite subsets X ⊆ V (G) and for all k ∈ [0, ∞) there is a finite subset This theorem implies Theorem 17. Moreover, it implies compactness of fractional hypertree-width, defined in [10] , in the case that the fractional edge cover number has finite character (see [2] , Corollary 5.3.17).
Proof of Theorem 19
Proof of the 'if ' part of Theorem 19. Let (T, B) be a tree-decomposition of G into complete pieces. Let O be a cycle of length ≥ 4 in G. For each edge e of O choose t e ∈ V (T ) covering e. Let T ′ be the subtree of T spanned by the nodes {t e | e an edge of O}. Since T ′ is finite, we can apply Lemma 20 to the subgraph of G covered by T ′ . Therefore O has a chord.
For a proof of the 'only if' part of Theorem 19, we develop Halin's theory a little further:
Let G be a graph, δ an ordinal and (G α ) α<δ a family of subgraphs of G. (G α ) α<δ is called a simplicial decomposition of G, if it satisfies:
Lemma 23 Let (G α ) α<δ be a simplicial decomposition of G such that all C β , β < δ are finite. Then G has a tree-decomposition (T, B) whith pieces exactly the
A prime graph G is a connected graph G = ∅ containing no clique C such that G \ C is disconnected. We say G contains no separating clique.
Lemma 24 Let P be a prime chordal graph. Then P is complete.
Proof. Suppose not. Then there are p 1 , p 2 ∈ V (P ) with {p 1 , p 2 } / ∈ E(P ). Our aim is to find a clique in P separating p 1 and p 2 , a contradiction to P being prime. Claim (i) There exists a minimal set S ⊆ V (P ) separating p 1 and p 2 . Claim (ii) A minimal set S separating p 1 and p 2 induces a clique in P . These claims complete the proof: Since P is prime P cannot contain such an S.
Proof of (i): Let V (P ) \ {p 1 , p 2 } = S 0 ⊇ S 1 ⊇ S 2 ⊇ . . . be a maximal decreasing sequence of subsets of V (P ) separating p 1 and p 2 . Then S = i S i separates p 1 and p 2 : If not, there is a path p 1 = v 1 , v 2 , . . . v n = p 2 in P \ S. Hence some S io satisfies S io ∩{v 1 |i = 1 . . . n} = ∅. But then S io does not separate p 1 and p 2 , a contradiction to our assumption. Therefore S is a minimal set separating p 1 and p 2 .
Proof of (ii): If not, there are s, t ∈ S such that {s, t} / ∈ E(P ). Let C 1 be the connected component of P \ S containing p 1 and let C 2 be the connected component of P \ S containing p 2 . Since S is minimal, both s and t have a neighbour in C 1 and a neighbour in C 2 . Let P 1 be the shortest path from s to t in C 1 ∪ {s, t} and let P 2 be the shortest path from s to t in C 2 ∪ {s, t}. Then P 1 ∪ P 2 is a cycle of length ≥ 4 without a chord, a contradiction.
Our proof of Theorem 19 is based on a theorem of Halin (cf. [11] , Satz 5), which we do not prove here:
Fact 25 (Halin) Any graph G containing no infinite clique has a simplicial decomposition (G α ) α<δ into prime induced subgraphs G α of G. 
Figure 6: The hypergraph pair (G, H).
Proof of the 'only if ' part of Theorem 19. Let G be a chordal graph containing no infinite clique. By Fact 25, G has a simplicial decomposition (G α ) α<δ into prime induced subgraphs. By Lemma 23, (G α ) α<δ yields a tree-decomposition (T, B) whith pieces exactly the G α . Since all the G α are prime and chordal, they are complete by Lemma 24.
6 Examples of non-compactness 6.1 Non-compactness of hypertree-width of hypergraph pairs
In this section, we define a hypergraph pair (G, H) such that:
(ii) hw(G 0 , H 0 ) ≤ 1 for all finite induced subhypergraph pairs (G 0 , H 0 ) of (G, H), and (iii) all hyperedges e ∈ E(H) satisfy |e| ≤ 3. Let (G ′ , H ′ ) be the hypergraph pair defined by V (G ′ ) = {a, b, d, e, f, g, a * }, E(G ′ ) = {a, b}, {b, d}, {d, e}, {e, f }, {f, g}, {g, a * } and E(H ′ ) = {a, b}, {b, d, f }, {d, e}, {e, f }, {f, g}, {g, a * } (see Figure 5) .
Intuitively, the idea is that one marshal can catch the robber monotonely on (G ′ , H ′ ) by chasing him from right to left, but not by chasing him from left to right. Gluing together infinitely many copies of (G ′ , H ′ ) as explained below allows the robber to make sure that he is always on the right side of the marshal and thus he can elude capture.
For each i ∈ Z, let (G i , H i ) be an isomorphic copy of (G ′ , H ′ ) whith vertex set
i * }. By identifying the 'rightmost' vertex of the i-th copy with the first vertex of the (i + 1)-th copy, we obtain the hypergraph pair of Figure 6 (G,
The characterisation of hw(G, H) by the Robber and Marshals Game (cf. Section 4.2) allows us to argue game theoretically: It is easy to see that two marshals have a winning strategy on (G, H), and we will not prove this here. Let (G 0 , H 0 ) be a finite induced subhypergraph pair of (G, H). Then one marshal has a winning strategy: He starts by occupying the rightmost hyperedge of (G 0 , H 0 ) and then he chases the robber to the left.
Nevertheless, one marshal does not have a winning strategy on (G, H). The robber can escape as follows: After the marshal's first move to a hyperedge h ∈ E(H), the robber goes to the right side of h, choosing the unoccupied vertex e i which is as far 'left' as possible such that there is a vertex v ∈ V (G) on the 'left side' of e i with v ∈ h. From then on, the robber stays on e i . By monotonicity it is easy to see that each of the marshal's following moves is uniquely determined, until at some point, the marshal occupies the hyperedge {b i , d i , f i }. Now he cannot make a move at all, and therefore the robber wins. Hence (G, H) satisfies (i), (ii) and (iii).
Let us remark that the hypergraph pair (G, H) has finite character and all finite subhypergraphs (G 0 , H 0 ) of (G, H) satisfy ghw(G 0 , H 0 ) ≤ 1. With Theorem 17 it follows that ghw(G, H) ≤ 1. It is left to the reader as an exercise to find a generalised hypertree decomposition of width 1 for (G, H).
Non-compactness of hypertree-width
In this section we prove:
Theorem 26 There is a hypergraph H satisfying: (i) hw(H) = 4, (ii) hw(H 0 ) ≤ 3 for all finite induced subhypergraphs H 0 of H, and (iii) all hyperedges e ∈ E(H) satisfy |e| ≤ 3.
Although the presentation will be independent from the previous paragraph, the idea of the construction is to code the hypergraph pair (G, H) of the previous paragraph in a single hypergraph, in such a way that the winning strategies for few marshals on the 'implementation' of (G, H) as a hypergraph are basically the same as on (G, H). So we will have to implement the marshal edges (i. e. the edges from E(H) \ E(G)) and the robber edges (i. e. the edges from E(G) \ E(H)) using ordinary edges that can be used both by the marshals and by the robber. The implementation of the marshal edges will increase the number of marshals necessary to catch the robber by two. Intuitively, a marshal edge will be implemented by some highly connected vertices, which the marshals have to occupy during the whole game (because otherwise the robber can reach almost every vertex he likes). In this way we make sure that the robber cannot use the marshal edge. As in the previous section, we again construct the example by gluing together infinitely many copies of a certain 'module': Let M be the hypergraph from Figure 7 , with V (M) = P ∪ Q ∪ {c 1 , c 2 , . . . , c 5 }, where P = {α, β, γ, α ′ , β ′ , γ ′ }, and Q = {a, b, d, e, f, g, a * }, E(M) = {a, b}, {d, e}, {e, f }, {f, g}, {g, a * }, {α, β, γ}, {α ′ , β ′ , γ ′ } ∪ {b, c i } | i = 1 . . . , 5 ∪ {c i , d} | i = 1 . . . , 5 ∪ {α, b, α ′ }, {β, d, β ′ }, {γ, f, γ ′ } ∪ {p, q} | p ∈ P, q ∈ Q ∪ {v} | v ∈ V (M) .
Intuitively, the vertices of P are the highly connected vertices, which the marshals will have to occupy during the whole game. We add the singletons {v} for v ∈ V (M) to the hyperedges so that it is no advantage for the marshals to use an edge of type {p, q} for p ∈ P , q ∈ Q: It does not help the marshals chasing the robber on Q ∪ {c 1 . . . , c 5 }, since the marshal occupying {p, q} can use the edge {q} instead. Furthermore, occupying an edge {p, q} does not allow to cover P with few marshals, so the marshals can avoid such edges.
The robber edge {b, d} ∈ E(G ′ ) of the hypergraph pair of Figure 5 Let (M i ) i∈Z be a family of isomorphic copies of M. We denote the vertices of M i by {v i | v ∈ V (M)}. By identifying the rightmost vertex of the i-th copy with the first vertex of the (i + 1)-th copy, we obtain the hypergraph
Proof of Theorem 26, (i).
It is easy to see that four marshals can win on H. The following three lemmas show that mon-mw(H) > 3:
Lemma 27 On H as defined above, the robber can win against three marshals.
Proof. We describe such a winning strategy, which is similar to the robber's winning strategy on the hypergraph pair (G, H) defined in the previous paragraph: Let S := i∈Z {a i , b i , c
i * }. As long as no vertex from S is occupied by a marshal, the robber stays in the connected component of H containing S. Sooner or later, the marshals will have to first occupy one or more vertices of S. Let v be the rightmost such. Then the robber reacts by moving to the leftmost vertex a i that is to the right of v. Let H ′ be the restriction of H to M i together with the path from v to a i (in the sense of induced subhypergraph). The following lemma shows that the robber can elude capture.
Lemma 28 Let N be the hypergraph defined by V (N) = {v i | i < n} ∪ V (M) and E(N) = {v n , v n−1 }, {v n−1 , v n−2 }, . . . , {v 0 , a} ∪ E(M). The robber can win on N against three marshals, if in the first move the marshals occupy v n .
Proof. The robber remains on a until a marshal occupies a. Then the robber plays according to his winning strategy from Lemma 29 below.
Lemma 29 The robber can win against three marshals on M, if the first game position is (X, a) with some X ⊆ E(M), |X| ≤ 2 and if in the second move some marshal occupies an edge containing the vertex a. it follows that ghw(H) ≤ 3. To obtain a generalised hypertree decomposition for H of width at most 3, the main ingredient is a width 3 generalised hypertree decomposition for M 'from left to right'. Figure 8 shows such a generalised hypertree decomposition. Note that this is not a hypertree decomposition, because the second tree node does not satisfy condition 3.
