This paper is concerned with the Coherent Quantum Linear Quadratic Gaussian (CQLQG) control problem of finding a stabilizing measurement-free quantum controller for a quantum plant so as to minimize an infinite-horizon mean square performance index for the fully quantum closed-loop system. In comparison with the observation-actuation structure of classical controllers, the coherent quantum feedback is less invasive to the quantum dynamics and quantum information. Both the plant and the controller are open quantum systems whose dynamic variables satisfy the canonical commutation relations (CCRs) of a quantum harmonic oscillator and are governed by linear quantum stochastic differential equations (QSDEs). In order to correspond to such oscillators, these QSDEs must satisfy physical realizability (PR) conditions, which are organised as quadratic constraints on the controller matrices and reflect the preservation of CCRs in time. The CQLQG problem is a constrained optimization problem for the steady-state quantum covariance matrix of the plant-controller system satisfying an algebraic Lyapunov equation. We propose a gradient descent algorithm equipped with adaptive stepsize selection for the numerical solution of the problem. The algorithm finds a local minimum of the LQG cost over the parameters of the Hamiltonian and coupling operators of a stabilizing PR quantum controller, thus taking the PR constraints into account. A convergence analysis of the proposed algorithm is presented.
I. INTRODUCTION
Coherent quantum feedback control [9] , [11] is a relatively novel quantum control paradigm which is aimed at achieving given performance specifications for quantum systems, such as internal stability and optimization of a cost functional. Such systems arise naturally in quantum physics [6] and its engineering applications (for example, nanotechnology and quantum optics [5] ). The dynamic variables of quantum systems are (usually noncommuting) operators on an underlying Hilbert space which evolve according to the laws of quantum mechanics [13] . The latter make the quantum dynamics particularly sensitive to interaction with classical devices in the course of quantum measurement, as reflected in the projection postulate of quantum mechanics. In order to overcome this issue, coherent quantum control employs the idea of direct interconnection of quantum systems to be controlled (quantum plants) with other quantum systems playing the role of controllers, possibly mediated by light fields. Unlike the traditional observation-actuation control loop, this fully quantum measurement-free feedback avoids the loss of quantum information as a result of its conversion to classical signals. This work is supported by the Australian Research Council. The authors are with UNSW Canberra, ACT 2600, Australia. E-mail: arash kho@hotmail.com, igor.g.vladimirov@gmail.com, i.r.petersen@gmail.com.
Quantum-optical components, such as optical cavities, beam splitters and phase shifters, make it possible to implement coherent quantum feedback governed by linear quantum stochastic differential equations (QSDEs) [15] , [16] , provided the latter are physically realizable (PR) as open quantum harmonic oscillators [4] , [5] . The resulting PR conditions [7] , [18] , [19] are organized as quadratic constraints on the coefficients of the QSDEs. The PR constraints for the statespace matrices of a coherent quantum controller complicate the solution of quantum counterparts to the classical H ∞ and Linear Quadratic Gaussian (LQG) control problems.
The Coherent Quantum LQG (CQLQG) control problem [14] seeks for a stabilizing PR quantum controller so as to minimize a mean square performance criterion for the fully quantum closed-loop system. A numerical procedure for finding suboptimal controllers for this problem was proposed in [14] , and algebraic equations for the optimal CQLQG controller were obtained in [24] . Despite the previous results, the CQLQG control problem does not lend itself to an "elegant" solution (for example, in the form of decoupled Riccati equations as in the classical case [8] ) and remains a subject of research. Since the main difficulties are caused by the coupling of the equations due to the PR constraints, a conversion of the CQLQG control problem to an unconstrained problem by using Lagrange multipliers was considered in [25] for a related coherent quantum filtering problem which is a simplified feedback-free version of the CQLQG control problem.
In the present paper, we develop an algorithm for the numerical solution of the CQLQG control problem by using the gradient descent method and the Hamiltonian parameterization of PR quantum controllers [24] . The latter is a different technique to handle the PR constraints by reformulating the CQLQG control problem in an unconstrained fashion. More precisely, the optimal solution is sought in the class of stabilizing PR controllers whose state-space matrices are parameterized in terms of the free Hamiltonian and coupling operators of an open quantum harmonic oscillator [4] . We obtain ordinary differential equations (ODEs) for the gradient descent in the Hilbert space of matrix-valued parameters. For this purpose, Fréchet differentiation is used together with related algebraic techniques [2] , [12] , [21] , [22] , [24] to employ the analytic structure of the LQG cost as a composite function of the matrix-valued variables, involving Lyapunov equations. The advantage of the proposed approach is that, at intermediate steps, it produces stabilizing PR quantum controllers which can be used as gradually improving suboptimal solutions of the CQLQG control problem, and a locally optimal solution (if it exists) is achieved asymptotically by moving along negative gradient directions with a suitable choice of stepsizes. To this end, we provide an algorithm for adaptive selection of the stepsize for each iteration based on the second-order Gâteaux derivative of the LQG cost along the gradient. However, the proposed gradient descent algorithm for the CQLQG control problem requires for its initialization a stabilizing PR quantum controller. Finding such a controller for an arbitrary given quantum plant is a nontrivial open problem. Because of the lack of a systematic solution for this quantum stabilization problem at the moment, the current version of the algorithm is initialized at a stabilizing PR quantum controller obtained by random search in the space defined by the Hamiltonian parameterization of PR controllers. Although a random search for an admissible starting point is acceptable for low-dimensional problems, the development of a more systematic solution for this issue is a subject of future research. Complete proofs and numerical results are given in the full version [20] of this paper.
II. NOTATION
Vectors are assumed to be organized as columns unless specified otherwise, and the transpose (·) T acts on matrices with operator-valued entries as if the latter were scalars. For a vector X of operators X 1 , . . . , X r and a vector Y of operators
the operators X j and Y k . Furthermore, (·) † := ((·) # ) T denotes the transpose of the entry-wise operator adjoint (·) # . When it is applied to complex matrices, (·) † reduces to the complex conjugate transpose (·) * := ((·)) T . Denoted by sym(·) := (·)+(·) T 2 and asym(·) := (·)−(·) T 2 are the symmetrizer and antisymmetrizer of matrices. Also, we denote by S r , A r and H r := S r +iA r the subspaces of real symmetric, real antisymmetric and complex Hermitian matrices of order r, respectively, with i := √ −1 the imaginary unit. Furthermore, I r denotes the identity matrix of order r, positive (semi-) definiteness of matrices is denoted by ( ) , and ⊗ is the tensor product of spaces or operators (in particular, the Kronecker product of matrices). The adjoints and self-adjointness of linear operators acting on matrices is understood in the sense of the Frobenius inner product M, N := Tr(M * N) of real or complex matrices, with the corresponding Frobenius norm M := M, M which is the standard Euclidean norm | · | for vectors. Also, EX := Tr(ρX) denotes the quantum expectation of a quantum variable X (or a vector of such variables) over a density operator ρ which specifies the underlying quantum state.
III. QUANTUM PLANT
The quantum plant under consideration is an open quantum stochastic system which is coupled to another such system (playing the role of a controller), with the dynamics of both systems being affected by the environment. Both the plant and the controller are assumed to satisfy the physical realizability (PR) conditions [7] , [14] , [18] which will be described in Section V. The plant has n dynamic variables x 1 (t), . . . , x n (t) (with n even) which are self-adjoint operators on a Hilbert space specified below. With the time arguments being omitted for brevity, the evolution of the plant state vector x := (x k ) 1 k n and its contribution to a p 1 -dimensional output of the plant y := (y k ) 1 k p 1 (also with self-adjoint operator-valued entries) are governed by QSDEs
(2) is a "signal part" of the plant output y, and η is a p 2dimensional output of the controller to be described in Section IV. The external noise acting on the plant is represented by a quantum Wiener process w := (w k ) 1 k m 1 whose entries are self-adjoint operators on a boson Fock space F 1 [15] with the quantum Itô table dwdw T = Ω 1 dt, where the matrix Ω 1 ∈ H m 1 is given by Ω 1 := I m 1 + iJ 1 0. Here, the matrix J 1 ∈ A m 1 specifies the canonical commutation relations (CCRs) between the entries of the plant noise w as [dw, dw T ] = 2iJ 1 dt and (assuming that the dimension m 1 is even) is given by
IV. QUANTUM CONTROLLER
Consider an interconnection of the plant (1) with a coherent (that is, measurement-free) quantum controller. The latter is also an open quantum system with an n-dimensional state vector ξ := (ξ k ) 1 k n of self-adjoint operators on another Hilbert space, which also evolve in time. The assumption that the controller has the same number of dynamic variables as the plant is adopted from the classical LQG control theory. The controller interacts with the plant and the environment according to the QSDEs
is the signal part of the controller output η. The process ω in (3) is a quantum noise which effects the controller and is an m 2 -dimensional quantum Wiener process (with m 2 even) on another boson Fock space F 2 with the quantum Ito table dωdω T = Ω 2 dt, where the matrix Ω 2 ∈ H m 2 is given by Ω 2 := I m 2 + iJ 2 0. Here, the matrix J 2 ∈ A m 2 specifies the CCRs between the entries of the controller noise ω as [dω, dω T ] = 2iJ 2 dt and is given by J 2 := I m 2 /2 ⊗ J. The plant and controller noises w and ω act on different boson Fock spaces F 1 and F 2 , respectively, and hence, commute with each other. Therefore, the combined quantum Wiener process
of dimension m := m 1 + m 2 acts on the tensor product space F 1 ⊗ F 2 and has a block diagonal CCR matrix J:
Furthermore, the external boson fields are assumed to be in the product vacuum state υ := υ 1 ⊗ υ 2 , and hence, are uncorrelated. The resulting quantum Ito table of the combined Wiener process W in (5) is dW dW T = Ωdt, Ω := I m + iJ = Ω * 0. (7) In the controller dynamics (3), the matrix b is the noise gain matrix, while e plays the role of the observation gain matrix, although y is not an observation signal in the classical control theoretic sense. Accordingly, the process ζ in (4) corresponds to the classical actuator signal. Now, the combined set of QSDEs (1) (1), (3) and is influenced by the environment through the quantum Wiener processes w, ω.
By using a quadratic cost adopted in quantum control settings [14] , [24] from classical LQG control [8] , the performance of the coherent quantum controller will be described in Section VI in terms of an r-dimensional quantum process
given weighting matrices whose entries quantify the relative importance of the state variables x 1 , . . . , x n of the plant and the "actuator output" variables ζ 1 , . . . , ζ p 2 of the controller. The choice of F, G is specified only by control design preferences and is not subjected to physical constraints. The process Z in (8) is linearly related to the 2n-dimensional state vector
of the closed-loop system whose dynamics are governed by the QSDE dX = A X dt + BdW , Z = C X (10) which is driven by the combined quantum Wiener process W from (5) . The state-space matrices A ∈ R 2n×2n , B ∈ R 2n×m , C ∈ R r×2n of the closed-loop system in (10) are obtained by combining (1) 
where Θ 1 , Θ 2 ∈ A n are constant nonsingular matrices. An equivalent form of the CCRs for the combined vector X from (9) is
The preservation of the CCRs (12) (including the commutativity between x and ξ ) is a consequence of the unitary evolution of the isolated system formed from the plant, controller and their environment. The QSDE in (10) preserves the CCR matrix Θ in (13) in time if and only if the matrices A , B in (11) satisfy
where J is the CCR matrix of the combined quantum Wiener process W in (5) given by (6) . The relation (14) is obtained by taking the imaginary part of the algebraic Lyapunov equation (ALE)
A S + SA T + BΩB T = 0 (15) (provided A is Hurwitz) for the steady-state quantum covariance matrix
with Ω the quantum Ito matrix from (7) . Here, the quantum expectation E(·) is taken over the product state ϖ ⊗ υ, where ϖ is the initial quantum state of the plant and controller on H 1 ⊗ H 2 , and υ is the vacuum state of the external fields on F 1 ⊗ F 2 . We have also used the convergence lim t→+∞ EX (t) = 0 which is ensured by A being Hurwitz. The real part P := ReS (17) of the quantum covariance matrix S from (16) is the unique solution to the ALE A P + PA T + BB T = 0, (18) obtained by taking the real part of (15) , and coincides with the controllability Gramian [8] of the pair (A , B) . Since the left-hand side of (14) is an antisymmetric matrix of order 2n, then, by computing the diagonal (n × n)-blocks and the upper off-diagonal block of this matrix with the aid of (11), it follows that the preservation of the CCR matrix Θ in (13) is equivalent to (20) ]. Therefore, the fulfillment of the equalities
cΘ 2 + dJ 2 b T = 0 (23) is sufficient for (21) . Note that (19) , (22) are the conditions for physical realizability (PR) [7] , [14] , [18] of the quantum plant which describe the preservation of the CCR matrix Θ 1 in (12) and [x, y T ] = 0. Similarly, the relations (20) , (23) , which describe the preservation of the CCR matrix Θ 2 in (12) and [ξ , η T ] = 0, are the PR conditions for the coherent quantum controller. The PR condition (20) can be regarded as a linear equation with respect to the matrix a, and its general solution is representable as
Here, the matrix R ∈ S n specifies the free Hamiltonian 
The coupling between the output matrix c and the noise gain matrix b makes the design of a coherent quantum controller (3) substantially different from that of the classical controllers even at the level of achieving internal stability for the closed-loop system. Indeed, if the additional quantum noise ω is effectively eliminated from the state dynamics of the quantum controller by letting b = 0, then (25) implies that c = 0, and hence, the matrix A in (11) becomes block lower triangular. In this case, the closed-loop system in (10) cannot be internally stable if A is not Hurwitz. Also note that, in the formulations of the PR conditions [7] , [14] , [19] for the plant and controller QSDEs (1) (26) The full row rank property of D corresponds to nondegeneracy of measurements in the classical setting, where y in (1) is an observation process. Furthermore, since det J 2 = 0 and det Θ 2 = 0, the full row rank property of d implies that the map R n×m 2 b → c ∈ R p 2 ×n , given by (25) , is onto. This allows the matrix c to be assigned any value by an appropriate choice of b, which plays a part in the stabilization issue mentioned above. Although (26) simplifies the algebraic manipulations, it is the rank properties of the matrices D, d that are most important.
VI. COHERENT QUANTUM LQG CONTROL PROBLEM
Following [14] , [24] , we formulate the CQLQG control problem as that of minimizing the steady-state mean square value
for the criterion process Z of the closed-loop system (10) over internally stabilizing (that is, making the matrix A Hurwitz) PR quantum controllers (3) of fixed dimensions described in Sections IV, V. Here, Z T Z = ∑ r k=1 Z 2 k is the sum of squared entries of Z (and hence, Z T Z is a positive semi-definite self-adjoint operator) and P is the controllability Gramian of the closed-loop system given by (17) , (18) . The LQG cost E in (27) is a function of the triple u := (R, b, e) ∈ S n × R n×m 2 × R n×p 1 =: U (28) which parameterizes PR quantum controllers (3) through (24), (25) , with the controller noise feedthrough matrix d ∈ R p 2 ×m 2 being fixed and satisfying (26). Accordingly, the minimization in (27) is carried out over the set
of those u which specify internally stabilizing PR quantum controllers for the quantum plant (1) . For what follows, the set U on the right-hand side of (28) is endowed with the structure of a Hilbert space with the direct sum inner product (R, b, e), (R , b , e ) := R, R + b, b + e, e . Note that U 0 in (29) is an open subset of U.
VII. GRADIENT FLOW FOR THE LQG COST The gradient descent approach to the solution of the CQLQG control problem is to move with the negative gradient flow for the LQG cost function E in (27) towards a local minimum. The gradient descent can be regarded as a dynamical system governed by the ODĖ u(τ) = −g(u(τ)),
(30) Here,( ) := ∂ τ (·) is the derivative with respect to fictitious time τ 0, and the gradient
) is the Fréchet derivative of the LQG cost with respect to u in the Hilbert space U associated with the Hamiltonian parameterization of PR quantum controllers in (28). More precisely, the map g : U 0 → U is well-defined on the open set U 0 in (29). The starting point in (30) is assumed to satisfy u 0 := (R 0 , b 0 , e 0 ) ∈ U 0 , (32) so that the corresponding PR controller is internally stabilizing. Unless u 0 is a stationary point of E , the LQG cost is strictly decreasing along the trajectory of the ODE (30) in view of E (u(τ)) • = − g(u(τ)) 2 . The first-order Fréchet derivative in (31) is computed in the following lemma. For its formulation, we denote by Q the observability Gramian of the pair (A , C ) which is a unique solution of the ALE A T Q + QA + C T C = 0, (33) provided the matrix A in (11) is Hurwitz. Furthermore, we will use the Hankelian of the closed-loop system defined by H := QP.
(34) Also, we partition (2n × 2n)-matrices X (such as P, Q, H) into (n × n)-blocks X jk as X := ←n→←n→ X 11 X 12 X 21 X 22 n n .
Lemma 1: For any u ∈ U 0 from (29), the Fréchet derivative (31) of the LQG cost E in (27) can be computed as
Here, ψ and χ are auxiliary (n × n)-matrices defined by The proof of Lemma 1 is similar to that of [24, Theorem 1] and is given in [20, Appendix A] . That the trajectories of the gradient descent system in (30) will not "miss" local minima of the LQG cost is justified by the following lemma. In practice, the gradient descent ODE (30) is solved by using a numerical algorithm, which is the subject of the next section.
VIII. GRADIENT DESCENT ALGORITHM
We will now consider a numerical algorithm which implements the gradient descent method (30) for the CQLQG control problem in the form u k+1 := u k − s k g(u k ), k = 0, 1, 2, . . . . (35) This recurrence equation is initialized with matrices R 0 , b 0 , e 0 of an internally stabilizing PR controller in (32) (see Section VIII-A). The gradient g(u k ) is computed by using Lemma 1, and the stepsize s k > 0 is chosen as described in Section VIII-B. The iterations in (35) are stopped when a termination condition is satisfied (see Section VIII-C). The ingredients of the algorithm are discussed in the subsequent sections.
A. Initialization
The gradient descent algorithm (35) relies on existence of an internally stabilizing PR quantum controller which can be used as an initial point. As mentioned in Introduction, the existence of such controllers (that is, nonemptiness of the set U 0 in (29)) for a given quantum plant (and a systematic method of finding them) remains an open problem. In the present version of the algorithm, this quantum stabilization problem is solved by using a random search in the finitedimensional Hilbert space U in (28).
B. Stepsize selection
According to the conventional limited minimization rule (see, for example, [3] ), the stepsize s k is chosen for each iteration of the gradient descent by solving the minimization problem s k ∈ Arg min
with a constant search horizon h k := h > 0. Here, we use the convention that E (u) := +∞ if u = U 0 (thus discarding those controllers which are not internally stabilizing). A restricted version of the line search with a constant horizon h may suffer from the inability to adapt properly to the behaviour of the function E in its minimization over the ray {u k − sg(u k ) : s 0} ⊂ U. In order to overcome this issue, for the stepsize selection in the gradient descent algorithm (35), we will use a modified version of the limited minimization rule with an adaptive choice of the search horizon h k in each iteration. More precisely, h k can be chosen so as to enable (36) to "capture" the minimum of E over the whole ray if E is a strictly convex quadratic function. To this end, consider the quadratically truncated Taylor series
where
are the first and second-order Gâteaux (or directional) derivatives [10] of the LQG cost at a point u ∈ U 0 (specifying an internally stabilizing controller) along v ∈ U. Here, in view of (38), (39) is the second-order Fréchet derivative of E which is a self-adjoint operator on the Hilbert space U in (28) whose computation is outlined in [20, Appendix B] . Now, if D 2 g E (u) > 0, then the quadratic polynomial of s on the right-hand side of (37) (with the higherorder terms being neglected) achieves its unique minimum at a nonnegative value of s:
This suggests using the right-hand side of (40) as a search horizon h k in (36), provided D 2 g E (u) > 0. However, if the latter inequality does not hold, the argument, based on a quadratic approximation of the minimization problem (36), is no longer valid and needs to be amended. In this case (when D 2 g E (u) 0), the search horizon can be chosen so as to avoid the domination of nonlinear terms over the linear term in the quadratically truncated Taylor series for the LQG cost along the ideal gradient descent trajectory in (30):
where (39) is used. For s 0, the comparison of the absolute values g 2 s and |D 2 g E |s 2 of the linear and quadratic terms in (41) shows that the latter does not dominate the former if
This inequality is closely related to the accuracy of (35) as Euler scheme for numerical integration of the ODE (30). More precisely, if the stepsizes s k > 0 in (35) are significantly smaller than the respective values of the right-hand side of (42), then u k becomes an accurate approximation of the ideal gradient descent trajectory u(τ) at fictitious time τ := s 0 + . . . + s k−1 . A combination of (40) and (42) justifies the following heuristic rule for choosing the search horizon at the current point u k ∈ U 0 :
Here, h max is a given positive threshold which becomes active, for example, if D 2 g E vanishes. The stepsize selection algorithm considered below, replaces the minimization problem in (36) with a different procedure which involves a finite subset of values of s from a geometric progression s k, := h k f , = 0, 1, 2, . . . (44) whose initial value h k is given by (43). The common ratio f ∈ (0, 1) is a parameter of the algorithm which affects how "densely" the progression fills the interval [0, h k ]. Now, the adaptive stepsize selection algorithm proceeds as follows: s k := s k, j , where the jth element of the geometric progression (44) is chosen according to the Armijo rule [3] with a parameter σ ∈ (0, 1):
(45) Here, the subset of indices is nonempty since σ < 1 and lim →+∞ s k, = 0. The inequality in (45) is important in the convergence analysis of the gradient descent algorithm. In particular, the condition σ > 0 ensures that E (u k ) is strictly decreasing until u k achieves a stationary point of the LQG cost. Such a point is a stable equilibrium of the gradient descent only if it delivers a local minimum to the LQG cost.
C. Termination condition
Since the gradient descent sequence u k in (35) can converge to a local minimum of the LQG cost only asymptotically, as k → +∞, the algorithm is equipped with a termination condition (for stopping the iterations) which reflects the proximity to the limit point. More precisely, we use the following termination condition which employs the relative smallness of the gradient as specified by a dimensionless parameter ε > 0:
IX. CONVERGENCE OF THE GRADIENT DESCENT

ALGORITHM
As the proposed algorithm is based on the classical gradient descent approach, its convergence analysis follows a similar reasoning, which we provide below for completeness.
Theorem 1: Suppose (u k ) k 0 is the gradient descent sequence in (35) with the stepsize selection described by (43)-(45). Then every limit point u * ∈ U 0 of this sequence is a stationary point of the LQG cost E , that is, g(u * ) = 0.
Note that the CQLQG control problem inherits a special type of symmetry from the LQG cost E which is invariant under symplectic similarity transformations of the controller variables ξ → Σξ , with Σ ∈ R n×n satisfying ΣΘ 2 Σ T = Θ 2 and thus preserving the CCR matrix Θ 2 (see, for example, [23] , [24] ). Hence, the stationary points of the LQG cost are not isolated, which complicates the convergence rate analysis for the proposed gradient descent algorithm. This issue is beyond the scope of the present study and will be addressed elsewhere by using more advanced analytic tools (such as in [1] and related references).
X. CONCLUSION
A gradient descent algorithm has been developed for the numerical solution of the optimal CQLQG controller design problem, and its convergence has been investigated. The algorithm has been tested and it appears to be fairly reliable in a numerical example [20, Section X] of designing a locally optimal CQLQG controller with randomly generated stabilizing PR controllers as initial points. The lack of a more systematic method for initialization and a relatively slow convergence rate are the main shortcomings of the algorithm. These issues are a subject for future research and will be tackled in subsequent publications.
