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Padrões ćıclicos em populações biológicas competitivas têm ganhado destaque con-
siderável em Teoria Evolutiva do Jogos nas últimas décadas, uma vez que eles pare-
cem ser caracteŕısticas importantes na manutenção da biodiversidade em sistemas
com competição. Em contrapartida, uma parte considerável das populações que
interagem competitivamente na natureza, não parece apresentar padrões ćıclicos de
comportamento, como por exemplo as interações entre predadores e presas (especi-
almente quando há apenas duas espécies envolvidas). Neste trabalho, investigamos e
comparamos modelos em ambos os contextos. Inicialmente, revisamos uma genera-
lização com quatro estratégias do jogo Pedra-Papel-Tesoura, analisando o papel da
intransitividade na manutenção da coexistência entre as espécies, tanto em Campo
Médio quanto em uma rede espacialmente estendida. Em seguida, consideramos o
modelo de Lett et al. [1] em que predadores podem atacar colaborativamente presas
isoladas ou agrupadas. As vantagens e desvantagens desses comportamentos depen-
dem de uma série de condições, e a Teoria Evolutiva dos Jogos dispõe de ferramentas
úteis para estudar tais sistemas, uma vez que ela se propõe a resolver problemas en-
volvendo conflitos de interesse tanto em sistemas sociais quanto em biologia evolu-
tiva e ecologia. Consideramos uma versão estocástica espacial do modelo de Lett et
al. [1] através da distribuição das populações em uma rede quadrada. Comparamos
então os comportamentos evolutivos das densidades populacionais com os resultados
previstos na versão do modelo em campo médio, mostrando que na presença de or-
ganização espacial surgem comportamentos mais ricos envolvendo novas transições
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de fase. Mostramos também que a coexistência entre as estratégias coletiva e indi-
vidual, tanto para predadores quanto presas, está presente também nas simulações
em rede, sendo uma fase estável. Além disso, a persistência dessa fase se deve a
um mecanismo efetivo de dominância ćıclica, similar à generalização do jogo Pedra-
Papel-Tesoura com quatro estratégias, revisada na primeira parte do trabalho. Esse
resultado demonstra, por uma abordagem não usual, que a intransitividade é um
mecanismo robusto de manutenção da diversidade.
Abstract
Cyclic patterns in competitive biological populations have been gaining popularity
amongst evolutionary game theorists in the last decades, since they appeared to
have an important role on biodiversity maintenance in competitive biological sys-
tems. On the other hand, a substantial part of competitive populations in nature
does not seem to present any cyclic behavior, as is the case of the majority of the
interactions between predators and prey (especially when there are just two spe-
cies involved). Here we investigate and compare models in both contexts. First
we analyze a cyclic competition model, which is a generalized version of the Rock-
Paper-Scissors game with four strategies, exploring the role of intransitivity on the
maintenance of the species coexistence both in a mean field approach as well as in a
spatially extended network. Next we study a predator-prey model in which preda-
tors may attack isolated or grouped prey in a cooperative, collective way. Whether
gregarious behavior is advantageous to each species depends on several conditions
and Game Theory has some useful tools to deal with such a problem, since its main
purpose lies in dealing with conflicts of interest, even in the context of Evolutionary
Biology and Ecology (the Game Theory branch which covers those topics is called
Evolutionary Game Theory). We here extend the Lett et al. [1] model to spatially
distributed groups and compare the resulting behavior with their mean field pre-
dictions for the coevolving densities of predator and prey strategies. We show that
the coexistence phase in which both strategies for each group are present is stable
because of an effective, cyclic dominance behavior similar to a generalization of the
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Rock-Paper-Scissors game with four species presented in the first part of this work,
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A Teoria dos Jogos é uma área da matemática aplicada, interdisciplinar, que se de-
dica à análise de situações em que dois (ou mais) indiv́ıduos (humanos, animais, etc.)
precisam tomar decisões, sendo que os resultados para cada um deles dependem das
escolhas dos demais indiv́ıduos [2]. Frequentemente as preferências desses indiv́ıduos
diferem, de modo que a Teoria dos Jogos lida principalmente com situações em que
há conflitos de interesses. Tais situações são modeladas através do uso de jogos, com
regras bem definidas, cujos jogadores e suas estratégias representam os indiv́ıduos e
suas escolhas.
Como uma área unificada da matemática aplicada, a Teoria dos Jogos é bastante
recente, tendo sido desenvolvida principalmente a partir de um artigo publicado em
1928 por John von Neumann [2, 3] em que ele demonstra uma versão do Teorema
de Minimax (minimização da perda máxima), referente a jogos de soma zero1. Mais
especificamente, para um jogo de soma zero com informação perfeita2, sempre existe
um par de estratégias em que ambos os jogadores conseguem minimizar suas per-
das [2]. Nos anos que se seguiram à publicação desse artigo, o teorema ainda sofreu
diversas modificações (em 1937, por von Neumann [5, 6], 1938 por Jean Ville [7]
1Em um jogo de soma zero entre dois jogadores a soma dos ganhos e perdas é nula, o que significa que quanto
maior o ganho de um, menor o do outro.
2Em Teoria dos Jogos, possuir informação perfeita significa que a cada momento os jogadores têm conhecimento
de todos os eventos anteriores do jogo [4].
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e 1950 por Hermann Weyl [8], entre outros [2]), tendo sido finalmente verificado
experimentalmente em 1987 por Barry O’Neill [9].
Embora a formalização da Teoria do Jogos seja recente, há registros bastante
antigos que sugerem o uso de algumas técnicas dessa área no passado. O Talmud,
por exemplo, contém uma lei de divisão de bens, pouco intuitiva referente ao caso de
um homem falido morrer devendo diferentes quantias de dinheiro para três credores.
Essa lei, descrita na tabela 1.1, utilizava regras diferentes de divisão, dependendo
da relação entre a quantia retida pelo Estado e os valores reivindicados por cada
um dos credores. As razões por trás da diferença nas regras de divisão permane-
Reivindicação
100 200 300
100 33 1/3 33 1/3 33 1/3
Estado 200 50 75 75
300 50 100 150
Tabela 1.1: Lei de divisão de bens do Talmud para o caso de um homem falido morrer, devendo
diferentes quantias de dinheiro para três credores [10].
ceram obscuras por milênios, tendo sido elucidadas apenas mais recentemente, em
1985, no contexto da Teoria dos Jogos [10]. Tentativas mais expĺıcitas de elaborar
métodos eficientes de tomadas de decisões em jogos, porém, só aconteceram muito
tempo depois. No século XVII, por exemplo, alguns matemáticos como Pascal e
Fermat, tentavam solucionar problemas associados a jogos de azar. Esses esforços
foram bastante importantes para a matemática aplicada, e marcaram a origem da
Teoria de Probabilidades e da Teoria de Decisões, sem as quais a Teoria dos Jogos
não existiria [2, 11]. No século seguinte, houve mais um avanço importante com a
publicação (em uma carta) da primeira versão de uma solução do tipo Minimax com
estratégias mistas. Essa solução, proposta em 1713 pelo matemático James Walde-
grave, se referia especificamente a um jogo de cartas de dois jogadores, chamado le
Her, popular na época [2]. Waldegrave nunca tentou generalizar seus resultados e
a primeira extensão veio apenas em 1913, com o trabalho de Ernst Zermelo [2, 12]
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em que ele prova que todo jogo competitivo entre pares de oponentes possui uma
estratégia ótima para ambos os jogadores, dado que eles conheçam completamente
as intenções e preferências de seu adversário. Apesar de sua importância para a área,
alguns erros foram cometidos no trabalho, como a suposição de que o xadrez é um
jogo de estratégia pura3. Esses erros foram posteriormente corrigidos nos trabalhos
de von Neumann, de modo que seu artigo de 1928 é considerado o marco inicial da
Teoria dos Jogos como área unificada. A partir desse artigo, inúmeros trabalhos fo-
ram desenvolvidos no sentindo de aprimorar as técnicas e ferramentas matemáticas
utilizadas na Teoria dos Jogos e propor novas aplicações e modelos para as técnicas
desenvolvidas, assim como investigar as soluções e comportamentos dos modelos
propostos. Entre eles, o livro ¨Theory of Games and Economic Behavior¨ (Teoria
dos Jogos e Comportamento Econômico), publicado em 1944 por von Neumann e
Morgenstern, em que eles aplicam a Teoria dos Jogos à economia, mostrando que os
elementos básicos necessários em ambos os contextos podem ser descritos pelas mes-
mas estruturas matemáticas [13]. Seguindo essa mesma linha, quatro importantes
trabalhos, tanto para a Teoria dos Jogos quanto para a Economia, foram publicados
entre 1950 e 1953 por um matemático chamado John Nash [14–17]. Um dos resulta-
dos mais importantes e conhecidos de Nash foi a descoberta do chamado Equiĺıbrio
de Nash (uma generalização das soluções de Minimax propostas até então), uma
situação de equiĺıbrio em que não é posśıvel para qualquer dos jogadores aumentar
seu payoff apenas por uma mudança unilateral de estratégia. Nash inicialmente
provou [14] que essa situação de equiĺıbrio sempre existe em jogos não cooperativos.
Mais tarde, em 1951, mostrou [16] que é posśıvel reduzir jogos cooperativos a uma
forma não cooperativa através de um método que ficou conhecido como Programa
de Nash, o qual consiste em modelar os processos pré-jogo como etapas de uma
negociação em um jogo não cooperativo. Assim, qualquer jogo cooperativo pode
ser analisado dentro de uma estrutura de um jogo não cooperativo. A prova da
3Um jogo de estratégias puras é um jogo em que os jogadores sempre escolhem as estratégias dispońıveis com
probabilidade 1 ou 0.
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existência do Equiĺıbrio de Nash, então, passa a ser válida também para jogos coo-
perativos. Outros resultados importantes incluem o desenvolvimento de uma teoria
axiomática para o problema da barganha4 [15], a prova da existência de uma solução
de barganha de Nash e também a primeira aplicação do Programa de Nash no caso
de um jogo no contexto do problema da barganha [17].
Com seus fundamentos já consolidados, a Teoria dos Jogos passou também a ser
aplicada a outras áreas além da Economia, como por exemplo a Biologia Evolu-
tiva. O primeiro trabalho que conectava explicitamente essas duas áreas, publicado
em 1961 pelo biólogo evolucionista e geneticista Richard Lewontin [18], introduz
algumas adaptações importantes de conceitos da Teoria dos Jogos para essa nova
área interdisciplinar que se formava, a Teoria Evolutiva dos Jogos. A noção de es-
tratégia, por exemplo, passou a ter um significado mais amplo, abrangendo também
caracteŕısticas f́ısicas do indiv́ıduo, como fenótipo ou genótipo, não envolvendo ne-
cessariamente uma escolha. Nesse contexto, Maynard Smith e George Price intro-
duzem [19] o conceito de estratégia evolutivamente estável que, quando dominante
sobre a população, não poderá ser invadida por uma outra estratégia de baixa densi-
dade. Isto é, não é posśıvel que surja uma outra estratégia, com fitness 5 maior, que
se reproduza e domine o sistema. Tais conceitos, assim como os demais aspectos da
Teoria Evolutiva dos Jogos, passaram a ser mais fortemente explorados nos anos que
se seguiram, gerando uma série de trabalhos emblemáticos, como um livro publicado
em 1982 por Maynard Smith [20] em que ele revisa os principais avanços obtidos na
área até então. Nessa mesma época, surge a primeira aplicação da Teoria Evolutiva
dos Jogos ao problema da cooperação e do altrúısmo, por Robert Axelrod e William
Hamilton [21,22]. O foco desses trabalhos era investigar os mecanismos por trás do
surgimento e da manutenção da cooperação e do altrúısmo, uma vez que frequen-
temente esses comportamento são contra-intuitivos à primeira vista. Outra questão
4O Problema da Barganha consiste no estudo de como um grupo de indiv́ıduos divide os bens e responsabilidades
de cada um dentro dessa comunidade através de acordos [15].
5Em Teoria Evolutiva dos Jogos, fitness está associado à capacidade reprodutiva.
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evolutiva bastante importante e desafiadora é a questão da manutenção da biodi-
versidade em sistemas competitivos. Em 1961, George Hutchinson discutiu [23] o
problema dos sistemas que pareciam contrariar o prinćıpio da exclusão competitiva,
o qual estabelece que duas espécies competindo pelas mesmas fontes de energia,
quando estas são limitadas, não podem coexistir indefinidamente: a longo prazo,
mesmo uma pequena diferença entre as vantagens das espécies fará com que a mais
forte acabe por dominar o sistema, provocando a extinção ou mudança de nicho
da mais fraca [24]. Nos anos que se seguiram, diversos trabalhos foram publicados
nesse contexto, incluindo um artigo de 1968 de Aldo Rescigno, em que ele analisa
um modelo com 3 espécies que interagem competitivamente, mostrando que existem
algumas situações em que elas coexistem e apresentam densidades oscilantes com
dominância ćıclica [25]. Seguindo essa mesma linha, Robert May e Warren Leo-
nard analisam mais profundamente os aspectos não lineares da competição entre 3
espécies, como por exemplo a existência de situações em que o sistema não apresenta
um equiĺıbrio assintótico e as espécies se alternam em peŕıodos de quase extinção,
com uma espécie dominando o sistema, seguido da segunda, e então da terceira,
e assim sucessivamente por peŕıodos cada vez mais longos. A dominância ćıclica
em sistemas com competição também foi observada em outros diversos contextos
como em Jogos de Bens Públicos6, em que o comportamento ćıclico pode ser con-
sequência de efeitos espaciais [26, 27], e também no Dilema do Prisioneiro7 [28, 29],
por exemplo.
6Jogos de Bens Públicos são jogos em que todos os jogadores podem ou não contribuir para um fundo comum do
grupo. Os bens então são divididos entre os jogadores, levando-se em conta o rendimento da quantia total, e a d́ıvida
de quem contribuiu.
7O Dilema do Prisioneiro é um jogo utilizado para investigar problemas envolvendo cooperação e altrúısmo. Cada
jogador pode cooperar ou não com o outro, sendo que a cooperação mútua beneficia ambos. A cooperação unilateral,
por outro lado, faz com que o cooperador receba a maior penalidade do jogo e o desertor ganhe um benef́ıcio mais
vantajoso do que no caso da cooperação mútua.
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1.0.1 Competição Ćıclica e Intransitividade
De um ponto de vista ecológico, interações competitivas são peças importantes na
formação de diversas propriedades do ecossistema, como as cadeias alimentares e os
ciclos de nutrientes, podendo exibir diferentes ńıveis de complexidade. Os compor-
tamentos ćıclicos, por exemplo, acontecem quando as interações de competição ou
predação entre diferentes seres vivos formam caminhos fechados com orientação, po-
dendo ser representadas por grafos orientados como os das Figs. 1.1(a) e 1.2. Nesse
caso, o sistema é chamado intransitivo8. A Fig. 1.1 ilustra essa propriedade através
da comparação entre os casos transitivo e intransitivo para um sistema envolvendo








Figura 1.1: Comparação entre a estrutura de um grafo intransitivo com o caso transitivo. Os números
que aparecem nos nodos indicam diferentes seres vivos e as flechas representam as relações de com-
petição/predação entre eles. No caso transitivo, tais relações obedecem as propriedades das relações
transitivas definidas em Teoria dos Conjuntos. Quando, por outro lado, o sistema é intransitivo, o
fluxo total de flechas em cada nodo é sempre nulo.
equivalentes, não havendo um competidor superior. Por essa razão, a intransitivi-
dade é considerada um importante mecanismo de manutenção da biodiversidade em
sistemas competitivos [30–34]. Além disso, inúmeros organismos parecem apresentar
8Na Teoria dos Conjuntos, uma relação R é transitiva quando ∀a, b, c ∈ X : (aRb∧ bRc)→ aRc. Sistemas ćıclicos,
por não obedecerem essa propriedade, são chamados intransitivos. Note, porém, que as redes com orientação ćıclica
correspondem a apenas um dos tipos de redes orientadas não transitivas.
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padrões ćıclicos de comportamento envolvendo diferentes ńıveis de intransitividade 9,
como certas bactérias [35–40], recifes de corais [41], gramı́neas [42–44], populações
de lagartos [45], salmões [46] e roedores [47], por exemplo. A Teoria dos Jogos,
por ser uma área interdisciplinar que estuda conflitos de interesses entre indiv́ıduos,
dispõe de excelentes ferramentas para estudar sistemas como esses. Ademais, di-
versos conceitos e técnicas da F́ısica Estat́ıstica, geralmente utilizados para estudar
sistemas fora de equiĺıbrio, também podem ser aplicados ao estudo das interações
competitivas em populações biológicas, como por exemplo o uso de aproximações de
Campo Médio, bem como de modelos espacialmente estendidos, e ainda a análise das
transições de fase que surgem em sistemas desse tipo. O uso combinado dessas duas
áreas vem se tornando cada vez mais popular (para algumas revisões ver [31,48–51]).
Dentre as diferentes redes de interação com competição ćıclica, o caso mais sim-
ples envolve um único ciclo com apenas três espécies ou estratégias evolutivas (que
são caracteŕısticas fenot́ıpicas), podendo ser representado pelo grafo de interações
da Fig. 1.2. Na Teoria dos Jogos, esse sistema é modelado pelo jogo Pedra-Papel-
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Figura 1.2: Grafo intransitivo de interações representando o modelo mais simples de competição
ćıclica, com três estratégias. As flechas apontam no sentido predador-presa.
Tesoura, onde as espécies ou estratégias evolutivas do sistema real são represen-
9Note que diferentes grafos de interação contendo padrões ćıclicos podem apresentar ńıveis variados de intransiti-
vidade dependendo, por exemplo, da proporção de subconjuntos intransitivos em relação aos subconjuntos transitivos
(ver, por exemplo, o caso da Fig. 2.1).
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tadas por três estratégias dentro do jogo: pedra, papel ou tesoura. Possibilidades
mais complexas podem ser consideradas através da introdução de outras estratégias.
Nesse caso, o grafo de interações pode conter múltiplos subciclos, sendo que alguns
destes podem não apresentar intransitividade ćıclica. Estudar sistemas desse tipo é
útil para entender quão robustos são os efeitos da intransitividade quando esta sofre
perturbações, por exemplo.
No contexto da Teoria Evolutiva dos Jogos, sistemas com competição ćıclica têm
sido amplamente estudados nas últimas décadas através de diferentes abordagens,
como aproximações de campo médio [31,52–57], modelos estocásticos [31,52,56–60] e
simulações em redes com diferentes topologias [61–64], com [65–68] ou sem [31,57,61]
śıtios vazios. A Fig. 1.3, por exemplo, ilustra o caso de um sistema com três
estratégias distribúıdas em uma rede quadrada com interações de curto alcance
quando não há śıtios vazios. Outras caracteŕısticas consideradas incluem mobili-
Figura 1.3: Rede quadrada para um sistemas com três estratégias. Cada śıtio pode interagir apenas
com os quatro vizinhos mais próximos.
dade [60, 67, 69–72] ou troca de lugar entre vizinhos [34, 67, 73], e também a ca-
pacidade de mutação [69, 73, 74], uma vez que essa habilidade já foi observada em
populações que apresentam competição ćıclica, como bactérias E. Coli [35] e também
lagartos Uta stansburiana, cuja coloração do papo pode sofrer alterações ao longo
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das gerações [75]. Os efeitos do número de estratégias (S) sobre os comportamen-
tos observados também já foram analisados em várias instâncias [56, 67, 72, 76–79].
Verificou-se, por exemplo, que quando a diversidade é muito alta, o sistema pode aca-
bar caindo em um estado estacionário, sem alterações macroscópicas [80]. Nos mo-
delos em que a estrutura espacial é ausente, a coexistência depende dos parâmetros
de interação, das caracteŕısticas do sistema (a presença de śıtios vazios, mutações,
etc) e do número S de estratégias consideradas, sendo que para o Pedra-Papel-
Tesoura original as 3 estratégias coexistem, embora com densidades oscilantes para
a maior parte das condições iniciais [31, 52]. Quando, porém, se levam em conta
efeitos estocásticos, as flutuações nas densidades podem provocar extinções, uma
vez que o sistema é finito [52]. Em contrapartida, ainda no caso S = 3, a formação
de domı́nios em populações espacialmente estendidas parece contrabalançar os efei-
tos estocásticos, possibilitando a coexistência nesses casos [31]. Além disso, quando
S é ı́mpar e todas as interações interespećıficas são permitidas, a manutenção da
coexistência é facilitada pela chamada lei da paridade [56,78,81], uma vez que cada
estratégia possui o mesmo número de predadores e de presas e o sistema é intransi-
tivo. No caso dos sistemas pares, com poucas estratégias, o desafio é maior. Uma
abordagem comum quando se lida com S par consiste em não conectar alguns pa-
res de estratégias. A não interação direta entre esses pares pode ser benéfica para
ambas as estratégias quando o predador de uma delas é presa da outra, e vice-
versa [76]. Nesse caso, tal interação indireta é chamada de aliança defensiva neutra,
e gera efeitos espaço-temporais bastante interessantes, envolvendo domı́nios com 2
(ou mais) estratégias [31, 66, 67, 82, 83]. É posśıvel também que o sistema apre-
sente subconjuntos com S ≥ 3 cuja interação ćıclica previne a invasão por outras
estratégias, formando as chamadas alianças defensivas ćıclicas [31,76,82,84,85]. Em
qualquer dos casos, S par ou ı́mpar, a capacidade de formar domı́nios, possibili-
tada pela distribuição espacial da população e interações de curto alcance [86], pode
ser um importante aliado da coexistência, apresentando diferentes padrões espaço-
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temporais dependendo das caracteŕısticas do modelo. Exemplos dos efeitos espaciais
gerados por alianças neutras e defensivas podem ser vistos nas Figs. 1.4(a), (b) e
(c). Em simulações envolvendo mobilidade, por exemplo, seja ela a possibilidade
(a) (b)
(c)
Figura 1.4: Efeitos espaciais gerados pela formação de alianças juntamente com os grafos associados
a cada sistema. Nas Figs. (a) e (b) [67] é posśıvel ver a formação de aglomerados envolvendo 2,
Fig (a), ou 3 estratégias, Fig. (b). No caso da Fig. (c) [82], a diferença nas taxas de invasão nos
subsistemas 0-2-4 e 1-3-5 é responsável pela formação de alianças defensivas (ou ćıclicas) entre as
estratégias dentro de cada trio. Assim, é posśıvel observar a formação de 2 aglomerados, um contendo
as estratégias 0, 2 e 4, e outro com 1, 3 e 5.
de migração ou apenas da troca de lugar entre vizinhos, a formação de padrões
espiralados é observada [34, 60, 69, 70, 72, 73, 87].
1.0.2 Predador-Presa
Além dos sistemas intrinsecamente ćıclicos, há uma grande variedade de interações
interespećıficas que não exibem padrões expĺıcitos de dominância ćıclica, como é o
caso de grande parte das interações do tipo predador-presa. Tais sistemas também
apresentam diversidade de espécies, de modo que investigar os mecanismos por trás
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da coexistência nesses casos é não apenas interessante, mas também bastante ne-
cessário para um quadro mais completo dos mecanismos de manutenção da biodiver-
sidade. Diversas espécies de predadores e presas, por exemplo, manifestam múltiplas
estratégias de predação e defesa, as quais coexistem entre os indiv́ıduos. Predadores
que escolhem atacar as suas v́ıtimas isolada ou coletivamente são um caso particular.
Quando a caça é coletiva e envolve comportamentos diferentes e complementares,
essas estratégias de predação são chamadas colaborativas [88]. Exemplos de ani-
mais que caçam de maneira coletiva ou colaborativa incluem leões [89–91] (inclusive
o par de leões de Tsavo, que caçavam humanos [92]), falcões [93], crocodilos [94],
aranhas [95, 96], formigas [97] e uma série de outras espécies [88]. Existem também
diversos exemplos de colaboração interespećıfica, como entre pescadores e golfinhos
no sul do Brasil [98, 99], humanos coletores de mel e pássaros da espécie Indica-
dor indicador (Honeyguide, em inglês) [100, 101], coiotes e texugos [102], dentre
outros [103]. Uma vez que a caça coletiva pode trazer uma série de benef́ıcios, esse
tipo de comportamento tem sido amplamente discutido (para uma revisão sobre o
assunto, ver [88] e referências). Dentre esses benef́ıcios podemos citar o aumento da
probabilidade de caçar presas maiores [93,97,104,105], a diminuição das chances da
carcaça ser roubada por outros predadores [106, 107], a localização mais rápida de
alimentos [108] e utilização de táticas mais complexas de distração, rastreamento
e perseguição, a possibilidade de ajudar membros menos capacitados do grupo, ou
em processo de aprendizagem [105, 109], etc. Por outro lado, a predação em grupo
também pode causar prejúızos, tais como o aumento da competição entre os mem-
bros de um grupo durante a alimentação, concentração da busca por comida em
regiões menores e consequente diminuição da disponibilidade de presas, etc. Es-
tratégias coletivas também podem beneficiar presas [110]. A vigilância, por exem-
plo, é mais eficiente quando realizada em paralelo por diversos indiv́ıduos, enquanto
os demais dispõem de mais tempo para se alimentarem [111–113]. Além disso, a
probabilidade de ser capturado é menor [114,115] e o grupo pode tirar vantagens de
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táticas de distração [116], intimidação e fuga. Por outro lado, um grupo de presas
é localizado mais facilmente e os recursos devem ser compartilhados entre todos os
membros [117, 118]. Além desses fatores, decisões coletivas, tanto para predadores
quanto para presas, podem ser aperfeiçoadas em grupos maiores [119, 120] (embora
o compartilhamento de informações possa envolver custos [121], mas também be-
nef́ıcios [122]).
Apesar do grande número de resultados experimentais, modelos de predação co-
ordenada têm recebido muito menos atenção [123]. Há pouco mais de uma década
atrás, Lett et al. [1] introduziram um tal modelo, no contexto da Teoria dos Jogos,
em que tanto predadores quanto presas podem assumir uma estratégia individual
ou coletiva, e apenas as frações dessas estratégias evoluem (para o caso em que as
densidades das presas e predadores varia, ver [124]). Note que os predadores e pre-
sas não são estratégias, mas dois tipos diferentes de jogadores, cada um com o seu
próprio conjunto de estratégias. Modelos desse tipo, envolvendo múltiplos tipos de
jogadores com conjuntos próprios de estratégias, são classificados como Jogos As-
simétricos. Quando, por outro lado, há apenas um tipo de jogador, os jogadores são
equivalentes entre si e o conjunto de estratégias dispońıveis é compartilhado. Nesse
caso, o jogo é simétrico e os ganhos e perdas resultantes das interações binárias entre
as estratégias são reunidos em uma única matriz, chamada de matriz de payoff10.
Assim, cada elemento dessa matriz corresponde a um ganho ou perda referente a
uma dessas interações. No caso assimétrico, os ganhos e perdas são calculados a par-
tir das interações entre os diferentes tipos de jogadores, cada um com o seu conjunto
de estratégias, de modo que os resultados das interações são reunidos em matrizes
diferentes de payoff, uma para cada tipo de jogador. Como o modelo de Lett et al. [1]
envolve apenas dois tipos de jogadores, os ganhos e perdas são determinados a partir
de apenas duas matrizes de payoff, uma para presas e outra para predadores. A fim
de estabelecer os resultados de cada interação, para ambos os jogadores, o modelo
10Embora o termo payoff possa ser traduzido como um ganho ou perda, neste trabalho escolhemos manter o termo
original, em acordo com a maior parte da literatura da área.
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considera uma série de vantagens e desvantagens para cada estratégia. No caso do
comportamento coletivo, se assume que a probabilidade das presas serem capturadas
diminua, enquanto a competição por recursos entre elas aumenta. Para predadores,
o agrupamento aumenta a probabilidade dos ataques serem bem sucedidos, embora
a caça tenha que ser compartilhada entre os membros do grupo [117, 118].
Quando um sistema apresenta densidades vinculadas como no modelo de Lett et
al. [1], é posśıvel representar a evolução desse sistema utilizando um simplex, que
é um triângulo equilátero generalizado para qualquer dimensão (existe uma relação
biuńıvoca entre o conjunto de todos os pontos de um simplex com N−1 dimensões e
o conjunto de todos os estados posśıveis de um sistema com N densidades vinculadas
como no modelo de Lett et al.).
Embora Lett et al. [1] tenham estudado o problema da competição entre es-
tratégias coletivas e individuais para predadores e presas a partir de uma abor-
dagem de campo médio, é posśıvel considerar uma versão complementar em que
indiv́ıduos e grupos se encontram espacialmente distribúıdos. As interações locais
entre eles introduzem correlações, as quais podem induzir uma organização espacial
que favorece uma das estratégias em detrimento da outra. Essa abordagem, por-
tanto, levanta uma série de novas questões. Por exemplo, formações individuais e em
grupo coexistem nas populações de predadores e presas? Caso eles coexistam, este
é um estado assintoticamente estável? Como a existência de um grupo local induz
ou evita o comportamento coletivo em vizinhos? Os grupos se segregam, formando
extensas regiões dominadas por indiv́ıduos agrupados? Em outras palavras, quão
espacialmente heterogêneo é o sistema? Em comparação com a versão espacial, as
equações de Campo Médio são boas descrições tanto da dinâmica quanto dos esta-
dos assintóticos? Em que situações, se há alguma, as duas abordagens concordam?
Caso todas as estratégias persistam, que mecanismo mantém a coexistência?
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1.0.3 Organização do Trabalho
No próximo caṕıtulo (2), revisaremos um modelo de competição ćıclica para quatro
estratégias, analisando a relação entre a intransitividade do sistema e os estados de
coexistência. A seção 2.1 discute uma abordagem de campo médio para esse pro-
blema, enquanto a seção 2.2 compara essa abordagem com uma versão espacial em
rede quadrada, ambas publicadas anteriormente pelo autor do presente trabalho. No
caṕıtulo 3, passamos a investigar o modelo de predação coletiva, revisando a versão
introduzida por Lett et al. [1], seções 3.1 e 3.2, e então analisando o caso espacial,
seção 3.4, comparando também com a abordagem de campo médio. Finalmente, no
último caṕıtulo, discutimos os principais resultados, as conclusões e as possibilidades
de continuidade deste trabalho.
Caṕıtulo 2
Coexistência e Competição Ćıclica
Jogos ćıclicos representam sistemas competitivos que podem ser caracterizados por
grafos de interação contendo, tipicamente, ciclos intransitivos [63]. Diversos estudos
associam a intransitividade como um dos mecanismos responsáveis pela persistência
da coexistência entre espécies, ou estratégias, competitivas [30–33]. Nesse contexto,
uma abordagem usual consiste em determinar o papel de algumas das caracteŕısticas
das redes de interação sobre o sistema como um todo.
O grafo de interação intransitivo mais simples contém S = 3 estratégias que
interagem entre si de acordo com as regras do jogo Pedra-Papel-Tesoura (PPT),
conforme ilustrado na Fig. 1.2. Nesse caso, as interações são representadas por um
único ciclo, e o sistema é completamente intransitivo. Novas possibilidades surgem
quando uma estratégia é adicionada, S = 4 [63]. Analogamente ao caso com S = 3,
é posśıvel considerar um grafo com quatro estratégias contendo apenas um ciclo (ver
Fig. 2.1a). Note, porém, que as interações nesse sistema não são exatamente equi-
valentes ao grafo de S = 3, uma vez que alguns pares de estratégias não interagem
entre si. Essa diferença gera algumas propriedades interessantes, não observadas
para S = 3, as quais serão discutidas mais à frente. Apesar das discrepâncias,
assim como o PPT, o grafo da Fig. 2.1a é completamente ćıclico, não contendo ci-
clos transitivos1. Quando todas as interações posśıveis estão presentes, Fig. 2.1b, o














Figura 2.1: Grafos de interação para S = 4. (a) Versão intransitiva, contendo um único ciclo. (b)
Versão semi-transitiva, contendo dois ciclos intransitivos (0→ 1→ 3 e 0→ 2→ 3) e dois transitivos
(0→ 1→ 2 e 1→ 2→ 3). As flechas apontam no sentido das invasões e as legendas, próximas das
linhas, indicam a taxa com que essas invasões ocorrem.
sistema passa a apresentar subciclos adicionais, alguns dos quais transitivos. Mais
especificamente, os ciclos formados pelas estratégias 0, 1 e 2 (0 → 1 → 2, que pas-
samos a abreviar por 012), e 1, 2 e 3 (123), são transitivos, enquanto 023 e 013 são
intransitivos. Note que agora o sistema é um misto entre os casos puramente tran-
sitivo e intransitivo, sendo que, para o grafo da Fig. 2.1b, a proporção entre essas
duas propriedades depende da taxa com que as interações das diagonais ocorrem,
0 ≤ χ ≤ 1.
Quando o número N de indiv́ıduos no sistema é constante, as densidades ρi das
estratégias estão vinculadas por
∑
i ρi = 1 e é posśıvel representar a evolução desse
sistema utilizando uma estrutura geométrica chamada de simplex, que é um triângulo
equilátero generalizado para qualquer quantidade de dimensões. Tal representação
é posśıvel pois há uma correspondência biuńıvoca entre o conjunto de todos os
estados (ρ0, · · · , ρN) posśıveis e o conjunto de todos os pontos que fazem parte de
A é predador de B e C.
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um simplex com N − 1 dimensões. No caso particular em que o modelo contém
apenas duas estratégias, por exemplo, a soma das densidades é um, e a evolução
do sistema pode ser representada por uma trajetória em um 1-simplex (simplex em
uma dimensão), conforme a Fig. 2.2a indica. Quando há três estratégias, o simplex
é um triângulo (2-simplex, Fig. 2.2b ), e um tetraedro quando há quatro dessas
densidades (3-simplex). Para sistemas com mais de quatro estratégias, os simplexos
associados deixam de ser uma boa escolha de representação visual para a evolução












Figura 2.2: a)1-simplex representando um sistema com duas densidades vinculadas. O traço sepa-
rando em duas a linha que vai de uma extremidade à outra, corresponde a um ponto nesse sistema,
(x0, x1) = (x, 1 − x). Note que, assim como no caso das densidades, a soma das distâncias x0 e x1
é um. Portanto, todos os estados posśıveis dos sistema estão contidos nessa linha e a evolução das
densidades corresponde a uma trajetória entre os dois extremos. Quando uma das densidades é nula,
o estado do sistema é representado por um ponto em uma das extremidades: em 0, quando x1 = 0,
e em 1, quando x0 = 0. b) 2-simplex para um sistema com três densidades. Analogamente ao caso
1D, cada ponto dentro desse simplex permite subdivid́ı-lo em três triângulos menores. A soma das
alturas desses triângulos (x0, x1 e x2), assim como as densidades, é unitária (quando a altura do
simplex é 1).
Usualmente, modelos de competição ćıclica podem ser separados em duas classes,
dependendo de certas caracteŕısticas da dinâmica escolhida. Em um dos extremos,
classificados como modelos do tipo Lotka-Volterra (LV) [125], se encontram os casos
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em que a predação e a reprodução são representadas pelo mesmo processo. Assim,
nas simulações em rede espacial a dinâmica consiste da comparação de estratégias,
seguida de substituição da presa por um descendente do predador. No outro ex-
tremo, os modelos do tipo May-Leonard (ML) [126] consideram a reprodução e a
morte como dois processos independentes, de modo que a eliminação de presas é
responsável por gerar śıtios vazios. Note que, no caso das simulações em rede, esses
śıtios vazios serão posteriormente ocupados por alguma estratégia vizinha, não ne-
cessariamente descendente do predador inicial, de modo que a intransitividade do
grafo de interações será transmitida para a rede apenas pelo processo de predação,
e não pela reprodução.
Nas próximas seções, revisamos o modelo de quatro estratégias representado pelo
grafo da Fig. 2.1b, para um caso intermediário entre LV e ML [63,127]. O ajuste na
importância de cada uma dessas dinâmicas, para o sistema como um todo, é dado
















onde σi e σj correspondem a śıtios com estratégias i = 0, · · · , 3 e j = (i+1) mod 4
(ciclo externo do grafo de interações). Na presença de śıtios vazios, a reprodução




A Eq. (2.1a) se refere ao ciclo externo do grafo da Fig. 2.1b. Nesse caso, um predador
σi elimina a sua presa σj com taxa 1, deixando um descendente no lugar com uma
taxa ν. Analogamente, quando as estratégias 0 e 2, ou 1 e 3, interagem, Eqs. (2.1b)
e (2.1c), o predador elimina a sua presa com uma taxa χ, e deixa um descendente
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no lugar com uma taxa ν.
Na seção 2.1, os resultados desse modelo para uma versão determinista, de campo
médio, são revisados. A seção seguinte, 2.2, revisita a versão espacial, em que agentes
são distribúıdos em uma rede quadrada, comparando também os resultados de ambas
as abordagens e discutindo as conclusões gerais.
2.1 Campo Médio
Quando as correlações espaciais são desconsideradas, as interações não dependem
da distância e o sistema é completamente misturado. A evolução das densidades ρi,
de cada estratégia, é descrita pelo seguinte conjunto de equações:
ρ̇0 = ρ0 [1− ρ+ ν(ρ1 + χρ2)− ρ3]
ρ̇1 = ρ1 [1− ρ+ ν(ρ2 + χρ3)− ρ0]
ρ̇2 = ρ2 [1− ρ+ νρ3 − χρ0 − ρ1] (2.3)
ρ̇3 = ρ3 [1− ρ+ νρ0 − χρ1 − ρ2]
onde a ocupação da rede é dada por ρ = ρ0 + ρ1 + ρ2 + ρ3, e a densidade de espaços
vazios é ρv = 1 − ρ. Esse conjunto de equações apresenta uma série de pontos
fixos, dependendo dos parâmetros do modelo, tais que ρ̇i = 0, ∀i. A análise de
estabilidade das Eqs. (2.3) ao redor desses pontos, permite prever o comportamento
assintótico do sistema.
2.1.1 ν = 1
Quando não há espaços vazios (ν = 1) ou conexões diagonais (χ = 0, no grafo
da Fig. 2.1b), as Eqs. (2.3) apresentam um conjunto de pontos fixos neutramente
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v) = (c0, 1/2− c0, c0, 1/2− c0), (2.4)
onde ρ∗i é a componente do ponto fixo associada à densidade ρi e 0 < c0 < 1/2
é uma constante que depende das condições iniciais. Nesse caso, para condições
iniciais diferentes do conjunto de pontos da Eq. (2.4) (com ρi(0) 6= 0, ∀i), o sistema
orbita em torno de algum desses pontos. Note que o conjunto de todos os valores
posśıveis de c0, c0 ∈ ]0, 0.5[, forma uma linha no 3-simplex associado (ver Fig. 2.3),
de modo que cada órbita evolui em torno de um desses pontos, e a condição inicial
pertence a essa órbita. Alguns exemplos são apresentados na Fig. 2.3 3. As órbitas
que aparecem nessa figura se referem à evolução das densidades para diferentes
condições iniciais.
Quando todas as interações no grafo da Fig. 2.1b são consideradas, χ > 0, o
sistema se torna menos intransitivo (conforme discutido no ińıcio do caṕıtulo) e a
coexistência entre as quatro estratégias deixa de ser viável em campo médio. Nesse
caso, a estratégia 2 se extingue, uma vez que ela é uma das mais fracas (com 2
predadores e 1 presa), além de ser a única estratégia predada pelas duas mais fortes
(0 e 1, ambas com 2 presas e 1 predador). As densidades das demais estratégias












As Figs. 2.4a e b apresentam o comportamento do sistema ao redor desse ponto,
para χ = 0.5 e ν = 1. É posśıvel notar que, após a extinção da estratégia 2, as
densidades oscilam em torno do ponto fixo da Eq. 2.5, representado pelas linhas
pontilhadas no gráfico da Fig. 2.4a. No 3-simplex associado, Fig. 2.4b, a trajetória
2Um ponto fixo pode ser assintoticamente estável ou instável, quando as densidades convergem ou se afastam desse
ponto, respectivamente, a partir de um outro estado, ou neutramente estável, quando as densidades oscilam em torno
do ponto fixo. [128]






Figura 2.3: Simplex para as soluções das equações de campo médio quando χ = 0 e ν = 1. A
linha que atravessa o simplex representa o conjunto de pontos gerados a partir da Eq. (2.4) para
0 < c0 < 1/2. Centradas nesses pontos existe uma infinidade de órbitas, cada uma associada a
uma condição inicial. As órbitas mostradas na figura, são alguns exemplos de soluções obtidas por
integração numérica considerando algumas dessas condições iniciais.
forma uma órbita na face 013.
2.1.2 ν < 1
O desacoplamento dos processos de predação e reprodução e consequente introdução
de śıtios vazios ao sistema, ν < 1, perturba ainda mais a intransitividade do sistema.
Mesmo no caso em que o grafo de interações é intransitivo, χ = 0, podemos observar
extinções, uma vez que os pares não interagentes, 0 e 2 e 1 e 3, formam alianças
neutras que competem entre si, resultando na extinção de um dos pares, de acordo
com as condições iniciais. Além disso, para ν 6= 0 o sistema não mais apresenta
pontos fixos estáveis quando χ > 0, apenas um ciclo heterocĺınico4 envolvendo as
quatro estratégias, conforme se vê nas Figs. 2.5a e b. A Fig. 2.5a exibe as densidades
das estratégias e śıtios vazios em função do tempo. Nesse caso, as densidades das
4Ciclos heterocĺınicos são trajetórias fechadas, no espaço de fases, que conectam dois ou mais pontos de equiĺıbrio,





















Figura 2.4: Evolução das densidades para campo médio, com χ = 0.5, ν = 1, e ρi(0) = 0.25, ∀i. (a)
Gráfico das densidades em função do tempo. As linhas em ρ = 0.2 e 0.4, que correspondem a um dos
pontos fixos descritos pela Eq. 2.5, representam as densidades assintóticas médias da estratégia 0 e
das estratégias 1 e 3, respectivamente. (b)Simplex associado. A trajetória parte do ponto central,
em que as densidades são todas iguais, e acaba em uma órbita na face 013, quando a estratégia 2 é
extinta.
estratégias oscilam alternadamente entre valores muito próximos de 0 e 1, enquanto
a densidade de śıtios vazios é praticamente nula durante toda a evolução, variando
muito pouco no tempo. O sistema é, portanto, ocupado principalmente pelas quatro
estratégias, de modo que ρ0 + ρ1 + ρ2 + ρ3 ≃ 1. As densidades dessas estratégias
podem, portanto, ser aproximadamente mapeadas em um 3-simplex, como no caso
em que não há śıtios vazios5.
Quando os processos de predação e reprodução são sempre separados, ν = 0,
para χ > 0 os estados absorventes homogêneos, ρi = 1, ρj = 0, ∀j 6= i, passam a
apresentar bacias de atração, e as trajetórias, no simplex associado, sempre acabam
em algum dos vértices, dependendo das condições iniciais.
Em resumo, ao separarmos os processos de predação e reprodução em nosso
modelo de campo médio, perturbamos a intransitividade do sistema a tal ponto que





















Figura 2.5: Ciclo heterocĺınico, para χ = ν = 0.5. (a) Densidades em função do tempo. Note que
a densidade de espaços vazios, ρv, é aproximadamente constante, ao longo do tempo. Além disso,
devido à alta taxa de reprodução (ν = 0.5), ρv ≃ 0, de modo que
∑
i
ρi ≃ 1. (b) Simplex aproximado
do sistema, considerando ρv(t) = 0.
as consequências para a diversidade de estratégias foram devastadoras. Os estados
de coexistência (entre 3 e 4 estratégias) observados na ausência de śıtios vazios
(ν = 1) desapareceram completamente quando passamos a considerar processos de
predação e reprodução parcialmente ou completamente independentes.
2.2 Rede Quadrada
A fim de analisar a influência dos efeitos espaciais no comportamento do sistema,
consideramos uma rede quadrada com N = L × L śıtios. Cada śıtio é populado
inicialmente com um indiv́ıduo pertencente a uma das estratégias, escolhida alea-
toriamente, ou então deixado vazio, dependendo do valor de ρv(0) e da condição
inicial para as demais estratégias. As interações, que ocorrem apenas entre os qua-
tro vizinhos mais próximos, consistem na comparação das estratégias de dois śıtios
vizinhos, escolhidos aleatoriamente. Se um desses śıtios estiver vazio, o outro sempre
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deixa um descendente no lugar. Caso ambos estejam preenchidos, o predador eli-
mina a sua presa com probabilidade 1 ou χ, dependendo de quem são as estratégias
envolvidas (ver grafo de interação da Fig. 2.1b ). Uma vez que a presa é eliminada,
o predador deixa um descendente no lugar com probabilidade ν. A evolução do
sistema consiste em repetir esse processo N vezes, para cada passo de tempo (MCS,
passo de Monte Carlo).
t = 0
0 1 2 3
t = 100 t = 200 t = 300
Figura 2.6: Configurações espaciais intantâneas para uma rede 100 × 100 e tempo de evolução
t = 0, 100, 200 e 300 MCS, com χ = 0.5 e ν = 1.
A Fig. 2.6 exibe algumas configurações espaciais do sistema, para diferentes ins-
tantes de tempo, quando χ = 0.5 e ν = 1 (não há śıtios vazios). Note que, embora
a extinção da espécie 2 seja observada também na versão espacial, esse não é o
caso para as oscilações globais, observadas anteriormente na dinâmica de campo
médio. No caso da rede quadrada, os tamanhos dos domı́nios apenas flutuam, e
essas flutuações, que são geradas por efeitos de tamanho finito, tendem a diminuir
para sistemas maiores. Na Fig. 2.7 é posśıvel comparar o comportamento das con-
figurações espaciais para diferentes valores de χ e ν. Quando não há śıtios vazios,
ν = 1, ou conexões diagonais, χ = 0 no grafo da Fig. 2.1b, o sistema se comporta de
maneira similar ao PPT homogêneo [31]. Embora, diferentemente do PPT, o caso
da Fig. 2.1a envolva pares de estratégias não interagentes entre si, as configurações
espaciais refletem principalmente a estrutura ćıclica do grafo de interação, uma vez
que os processos de reprodução e morte estão acoplados. Quando, por outro lado,
esses processos são independentes, ν = 0, as estratégias que não interagem entre si
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formam dois tipos de domı́nios (0 e 2, e 1 e 3, ver Fig. 2.7c), os quais competem
entre si. Tais alianças neutras são claramente refletidas nas configurações espaciais.
Para valores finitos de χ, independente do valor de ν, surgem as alianças defensivas
013 e 023, cuja competição resulta na extinção da estratégia 2, conforme se observa
nas Figs. 2.7b e d.
Embora a versão determińıstica, de campo médio, possa apresentar, para χ > 0,
estados estáveis de coexistência (pontos fixos assintótica ou neutramente estáveis,
no sentido de Lyapunov [128], contendo mais de uma estratégia), no caso da versão
espacial, que envolve efeitos estocásticos e de tamanho finito, as extinções sempre
acontecem, dado tempo suficiente. Apesar disso, o sistema apresenta diferentes
comportamentos dinâmicos, dependendo dos valores de ν e χ, os quais se refletem
na maneira como o tempo caracteŕıstico de extinção, τ , depende do tamanho do
sistema, N [32, 60, 129, 130]. No caso determińıstico, o estado de coexistência é
considerado estável quando a trajetória, no simplex do sistema, se afasta das bordas.
Quando o modelo é estocástico e finito, esse comportamento está associado a um
crescimento exponencial de τ(N). Analogamente, a coexistência instável é associada
a um crescimento, no máximo, logaŕıtmico, enquanto na região de transição τ(N)
segue uma lei de potência. No caso determińıstico, esse último comportamento
corresponde a órbitas fechadas, associadas a um ponto fixo neutramente estável.
A fim de determinar os tempos caracteŕısticos de extinção em função de N , foram
medidos os intervalos de tempo necessários para que cada extinção ocorra. A partir
desses dados, considerando cerca de 100 amostras, as probabilidades de extinção
P1(t), P2(t) e P3(t) (primeira, segunda e terceira extinções), foram calculadas para
diferentes valores de N , χ e ν. Uma vez que, para intervalos de tempo computaci-
onalmente viáveis, o sistema apresenta apenas uma extinção quando não há śıtios
vazios, nesses casos escolhemos determinar τ(N) a partir das curvas de P0(t) (onde
P0(t) é a probabilidade de não ocorrer qualquer extinção até o tempo t), conforme se













Figura 2.7: Configurações instantâneas para uma rede 100×100, após 1000 MCS. Nos casos (a) e (b)
não há śıtios vazios, ν = 1, enquanto que em (c) e (d), os processos de reprodução e morte são sempre
separados, ν = 0. Em (c), a formação de alianças entre os pares neutros é bastante evidente. Estes
são “blindados” pelos śıtios vazios ao longo das bordas. Quando χ = 0.5, (d), os pares que eram
neutros para χ ≃ 0 passam a interagir com taxas não despreźıveis, e as alianças neutras desaparecem.
tamento de τ(N) pode ser determinado a partir dessas medidas. Alguns exemplos
são exibidos nos detalhes das Figs. 2.8a e b, e na Fig. 2.9. Quando não há śıtios
vazios, ν = 1, as curvas τ(N) apresentam dois tipos de comportamento bastante
distintos, dependendo do valor de χ. Para χ = 0.31, por exemplo, τ cresce exponen-
cialmente com o tamanho do sistema, conforme o detalhe da Fig. 2.8a. No caso do
detalhe da Fig. 2.8b, χ = 0.5, τ(N) exibe um comportamento logaŕıtmico. Outros
exemplos podem ser observados na Fig. 2.9, onde é posśıvel verificar que, para ν = 1,
τ(N) define duas regiões de parâmetros com comportamentos dinâmicos distintos.
Para χ < 0.35, o tempo caracteŕıstico de primeira extinção cresce exponencialmente
com o tamanho do sistema, de modo que o estado de coexistência é considerado
























































Figura 2.8: Probabilidade de não haver extinção em função do tempo, quando ν = 1, para sistemas
com (a) 50 ≤ L ≤ 135, e (b) 100 ≤ L ≤ 1500. Em (a) é posśıvel observar que, para χ = 0.31 < χc,
a distância entre as curvas aumenta exponencialmente (detalhe da figura). No caso (b), em que
χ = 0.5 > χc, esse aumento é logaŕıtmico, conforme mostra o detalhe da figura. Note a grande
disparidade na escala de tempo nos dois casos. Da mesma forma, as escalas de N diferem bastante
de um sistema para o outro. Os detalhes nas figuras mostram também que, em ambos os casos, τ(N)
cresce com o logaritmo de N quando as conexões entre os śıtios independem da distância e não são
fixas no tempo (MF).
deixa de ser estável, levando muito menos tempo para que o sistema evolua para
um estado com no mı́nimo uma estratégia a menos. Na região 0.35 ≤ χc ≤ 0.36,
ocorre a transição, onde τ(N) segue uma lei de potência. Analogamente, quando
os processos de morte e reprodução são sempre separados, ν = 0, o sistema passa
por duas transições, uma em 0.03 ≤ χ
(1)
c ≤ 0.037 e outra em χ
(2)
c ≃ 0.2. No caso
da primeira transição, o sistema passa de um estado absorvente, com apenas uma
estratégia, para um estado em que todas as estratégias coexistem. Note que o estado
homogêneo é compat́ıvel com os resultados de campo médio. Além disso, esse estado
é um efeito remanescente das alianças neutras, uma vez que para χ ≃ 0 o sistema
apresenta dois tipos de domı́nio, os quais competem entre si, provocando a extinção
de um deles. O domı́nio sobrevivente é constitúıdo por duas estratégias, mas como
uma dessas estratégias é predadora da outra (mesmo que apenas ocasionalmente,
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já que χ é pequeno), o sistema é absorvido por um estado homogêneo. A segunda
transição é similar ao caso ν = 1 e ocorre entre um estado de coexistência em que
as quatro estratégias estão presentes, e um estado com apenas três delas.
Conhecendo a relação entre os tempos caracteŕısticos de extinção e o tamanho
do sistema, é posśıvel extrapolar as densidades assintóticas médias para diferentes
valores de χ e ν. As Figs. 2.10a e b exibem esses comportamentos para os casos
extremos ν = 0 e 1. Quando não há śıtios vazios, ν = 1, a versão espacial concorda
razoavelmente bem com o campo médio, após a transição, χ > χc, embora no caso
da rede as curvas não sejam monotônicas. Curiosamente, embora as simulações
estocásticas apresentem resultados qualitativamente similares para ν = 0 e 1, isso
não acontece no caso determińıstico, que apenas concorda (parcialmente) com a
versão espacial, quando ν = 1. De fato, a única região coincidente, na Fig. 2.10b,
entre os resultados das simulações de rede e de campo médio, ocorre para χ < 0.037,
quando o sistema é absorvido por um estado homogêneo. Note que nenhuma das
transições, em ambos os casos ν = 0 e 1, está presente em campo médio.
O diagrama de fases da Fig. 2.11 resume o panorama geral dos comportamentos
assintóticos de coexistência do sistema. Note que para qualquer valor de ν, a rede
quadrada apresenta uma extensa região de coexistência estável entre as quatro es-
tratégias, embora essa região diminua para valores menores de ν. Além disso, ainda
para valores pequenos de ν, quando χ ≃ 0, mas finito, surge uma fase absorvente
homogênea. Ambos os resultados indicam que o desacoplamento dos processos de
reprodução e morte prejudicam a biodiversidade desse sistema. Note que o me-
canismo central de manutenção da coexistência aqui é a combinação da estrutura
ćıclica do grafo de interação com a estrutura espacial, que permite a formação de
domı́nios. Quando χ = 0, e não há śıtios vazios, a estrutura ćıclica do grafo de
interações se reflete completamente nas configurações espaciais. Para, ν = 0, por
outro lado, os processos de reprodução e morte estão sempre desacoplados, e o in-
div́ıduo que elimina uma presa não necessariamente se beneficia, tendo a chance de
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se reproduzir. Desse modo, a intransitividade do sistema é perturbada por ν. No
caso em que não há interações cruzadas, χ = 0, essa perturbação leva o sistema a
um estado com apenas duas estratégias não interagentes, 0 e 2 ou 1 e 3. Para χ ≃ 0,
mas finito, as duas estratégias sobreviventes competem, mesmo que fracamente, de
modo que o sistema é absorvido por um estado homogêneo. Para valores maiores
de χ, as alianças neutras dão lugar às alianças defensivas 012 e 023 (ver grafo da
Fig. 2.1(b)), as quais competem entre si, resultando na extinção da estratégia 2 para
valores grandes de χ.
É importante destacar que em nossas simulações em rede não observamos a
formação de padrões espiralados na distribuição espacial das estratégias, como usu-
almente é observado em modelos com dominância ćıclica (ver, por exemplo, o re-
view [33]). Isso se deve ao fato de não termos inclúıdo qualquer tipo de mobilidade
(como a possibilidade de que um indiv́ıduo se mova para um śıtio desocupado, ou
ainda que ele apenas troque de lugar com outro indiv́ıduo, por exemplo) ou reação
de difusão em nosso modelo. Juntamente com as interações de competição ćıclica,
é justamente essa possibilidade de locomoção que permite a formação de espirais.
Em resumo, é notável que, apesar de todas as perturbações introduzidas sobre
a intransitividade do sistema, ainda assim seja posśıvel observar estados de coe-
xistência estáveis. Esses resultados demostram que a intransitividade é um meca-
nismo robusto de manutenção da biodiversidade, importante para explicar a coe-




















































Figura 2.9: Tempo caracteŕıstico da primeira extinção em função do tamanho do sistema, para
ν = 1, (a), e ν = 0, (b) e (c). Os gráficos mostram que as curvas τ(N) apresentam comportamentos
distintos, dependendo de χ e ν. Para alguns valores de χ, o tempo necessário para que haja uma
extinção cresce exponencialmente com N , enquanto para outros o comportamento é logaŕıtmico. Há
ainda a região intermediária, que é a região de transição, onde τ(N) segue uma lei de potência. A
primeira região está associada a um estado de coexistência estável, enquanto a região de crescimento
logaŕıtmico indica uma coexistência instável. Para ν = 1, Fig. (a), a transição entre essas fases de
coexistência ocorre entre χ = 0.35 e χ = 0.36. Analogamente, para ν = 0 há duas transições, uma
entre χ = 0.03 e χ = 0.037, (b), e outra em χ ≃ 0.2, (c). A primeira é uma transição entre as fases






























Figura 2.10: Densidades assintóticas médias em função de χ. Para ν = 1, (a), a versão espacial,
representada pelos pontos, concorda razoavelmente com o campo médio, representado pelas linhas
sólidas (note que as linhas referentes às estratégias 1 e 3 estão sobrepostas), quando χ > χc. Note,
porém, que diferente do campo médio, no caso da rede as curvas não são monotônicas. Para ν = 0,
(b), os resultados das simulações são qualitativamente similares ao caso em que não há śıtios vazios,
(a), quando χ > χc1 (note que as figuras estão em escalas verticais diferentes). Há, porém, uma fase
adicional, para χ ≤ χc1, em que o sistema cai em um estado absorvente, com ρ1 = 1. Essa é a única
fase predita pelo campo médio, as demais diferem completamente e por isso não há linhas de campo
médio na Fig. (b). Para χ < χc, as curvas na Fig. (a) se cruzam, o que não acontece no caso da
Fig. (b). A linha tracejada preta, (b), representa a densidade assintótica média de śıtios vazios, que















Figura 2.11: Diagrama de fases. As legendas, nas três regiões, indicam quantas espécies coexistem
para os respectivos valores de χ e ν. Note que, conforme ν decresce, a largura da fase 4 diminui e,
para ν ≤ 0.4, uma nova fase aparece, em que o sistema é absorvido por uma fase homogênea com a
estratégia 0 ou a 1, dependendo de qual dos pares de alianças neutras (ou quase neutras) conseguiu
dominar o sistema antes da fase homogênea. O desacoplamento dos processos de reprodução e morte,
portanto, é prejudicial à coexistência nesse caso. Além disso, o estado de coexistência entre as quatro
estratégias ocorre apenas para valores intermediários de χ, uma vez que para valores maiores de χ
uma das estratégias é extinta e para χ = 0 o sistema cai em um estado absorvente com duas espécies,
quando ν < 1. Esse estado é indicado pela linha vertical verde em χ = 0. Note que, devido a
efeitos estocásticos, o par de estratégias sobrevivente nem sempre é o mesmo, consistindo, às vezes,
das estratégias 0 e 2, e outras vezes das estratégias 1 e 3 (pares de estratégias que formam alianças
neutras).
Caṕıtulo 3
Predação Coletiva e Dominância Ćıclica
Predadores podem exibir uma grande variedade de estratégias predatórias, incluindo
ataques coletivos, em que os indiv́ıduos de um grupo cooperam entre si, ou isolados,
em que o predador prefere agir sozinho. Analogamente, presas podem apresentar
diferentes estratégias de sobrevivência, envolvendo ou não a formação de grupos.
Determinar, para cada espécie, qual é a estratégia mais vantajosa requer que uma
série de condições sejam analisadas e, nesse caso, a Teoria dos Jogos é uma fer-
ramenta bastante útil. Neste caṕıtulo discutiremos o modelo de predação coletiva
introduzido por Lett et al. [1] e mostraremos que quando as estratégias coletivas e
individuais coexistem, o mecanismo subjacente é a dominância ćıclica entre quatro
estratégias efetivas. Nas seções 3.1 e 3.2 revisamos, respectivamente, o modelo e a
sua análise através da equação do replicador (campo médio), conforme introduzido
originalmente por Lett et al. [1]. Na seção seguinte (3.4), analisamos os resulta-
dos obtidos através de simulações de Monte Carlo, comparando também com as
previsões de campo médio.
3.1 Modelo
Em seu artigo intitulado ¨Continuous cycling of grouped vs. solitary strategy fre-
quency in a predator-prey model¨ (Alternância ćıclica cont́ınua entre as frequências
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das estratégias coletiva e solitária em modelos de predador-presa) Lett et al. [1]
consideraram um modelo de predador-presa no contexto da Teoria dos Jogos, em
que predadores e presas são representados por dois tipos diferentes de jogadores
em um jogo assimétrico1. Cada jogador pode escolher uma entre duas estratégias
posśıveis de sobrevivência: permanecer agrupado ou isolado. As combinações das
escolhas dos jogadores ocasionam diferentes ganhos e perdas aos envolvidos, os quais
são quantificados a partir dos parâmetros da tabela 3.1. O modelo considera, por
simplicidade, que as densidades dos predadores e das presas são constantes ao longo
da evolução do sistema, de modo que apenas as densidades de predadores coopera-
tivos, x(t), e de presas agrupadas, y(t), podem variar com o tempo2. As variações
dessas densidades dependem da comparação dos payoffs de cada subpopulação com
os payoffs médios das respectivas populações.








A primeira contribuição refere-se à interação entre esses predadores com a fração
y de presas que se organizam em grupos a fim de se defenderem melhor. Essa
melhora na defesa devido ao agrupamento, ocasiona uma perda de eficiência na
predação por um fator 0 ≤ α < 1. Apesar disso, e presas são capturadas com
probabilidade p, e o ganho G, por presa, é dividido entre os n predadores do grupo.
O segundo termo é o ganho devido ao ataque do grupo de predadores a uma presa
isolada, cuja população tem densidade 1− y. Esse ganho é também dividido entre
os n predadores. Quando os predadores restantes, cuja densidade é 1 − x, caçam
sozinhos, eles estão limitados a uma única presa. Além disso, por estarem sozinhos,
a eficiência do ataque diminui por um fator 0 ≤ β < 1. Essa perda de eficiência
é, no entanto, parcialmente compensada pelo fato da presa não ser compartilhada
1Em Teoria dos Jogos, um jogo assimétrico é aquele em que há jogadores de tipos diferentes, cada um com seu
conjunto próprio de estratégias e matriz de payoff [30]
2Para uma versão que considera também a dinâmica das populações de predadores e presas, ver Ref. [124].
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Śımbolo Definição Valor
p probabilidade de um grupo caçar uma presa so-
litária
0.5
G ganho por presa capturada por unidade de tempo 1
n número de predadores em um grupo 3
e número de presas capturadas por um grupo 2
α perda de eficiência devido ao agrupamento das pre-
sas
variável
β perda de eficiência devido ao predador estar sozinho variável
γ redução de recursos devido ao agrupamento das
presas
1
F ganho por presa isolada por unidade de tempo 1
Tabela 3.1: Parâmetros do modelo [1], juntamente com os valores considerados neste trabalho.
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com outros predadores. Assim, o payoff dos predadores que caçam individualmente
é dado por:
P1−x = αβpGy + βpG(1− y).







No caso das presas, os recursos consumidos por um indiv́ıduo isolado geram, em
média, um ganho F por unidade de tempo. O agrupamento dos indiv́ıduos, por sua
vez, envolve o compartilhamento de recursos, reduzindo os ganhos individuais por
um fator 0 ≤ γ < 1. Além disso, a agregação de presas as torna menos propensas
à predação por um fator α. Caso um grupo de presas seja atacado, e presas são
capturadas. Nesse caso, o coeficiente considerado por Lett et al. [1] é 1 − eαp,
impondo eαp ≤ 1. Quando, por outro lado, um predador caça sozinho, sua eficiência
é reduzida por um fator β, de modo que a probabilidade de sobrevivência da presa
é dada por um fator 1− βp, se ela estiver isolada, ou 1− αβp, caso ela se encontre
em um grupo. Assim, o payoff relativo à fração y de presas agrupadas é dado por:
Py = (1− eαp)γFx+ (1− αβp)γF (1− x).
No caso de uma presa isolada, podem ser feitas considerações análogas, de modo
que P1−y é dado por:
P1−y = (1− p)Fx+ (1− βp)F (1− x).
Assim, a matriz de payoff associada à população de presas é dada por:
B =
(
(1− eαp)γF (1− αβp)γF





Quando quaisquer efeitos espaciais são desconsiderados, a dinâmica do sistema de-
pende apenas das densidades das estratégias e dos parâmetros de interação e pode
ser descrita por uma aproximação de campo médio. No caso do modelo de predação
coletiva [1], a evolução depende da comparação entre o payoff de uma estratégia e
o payoff médio da população associada (predadores ou presas). Se, por exemplo, o
comportamento coletivo apresenta um payoff superior à média, a densidade corres-
pondente aumenta, caso contrário ela diminui. Esse tipo de dinâmica é descrito pela
equação do replicador [30].
É importante destacar que é a diferença entre o payoff P e sua média, P̄ , que im-
pulsiona a evolução, tanto para x quanto para y. Mais especificamente, as equações
do replicador, ẋ = x(Px − P̄x) e ẏ = y(Py − P̄y), estabelecem as taxas com que as



























Essas equações descrevem um jogo assimétrico e podem ser reescritas da seguinte
maneira [30]:
ẋ = x(1− x)[α12(1− y)− α21y]




α12 = −p(β − 1/n)G
α21 = αp(β − e/n)G
β12 = [γ − 1 + βp(1− αγ)]F
β21 = [1− γ − p(1− eαγ)]F.
(3.5)
A Eq. (3.4) possui cinco pontos fixos. Quatro desses pontos correspondem aos
vértices do quadrado unitário, quando x(1 − x) = y(1 − y) = 0, e o quinto é um








Conforme discutido por Lett et al. [1], e mais genericamente por Hofbauer e Sig-
mund [30], o estado assintótico do sistema é determinado unicamente pelos sinais
dos termos α12, α21, β12 e β21. De fato, se α12α21 < 0 ou β12β21 < 0, as densidades de
predadores e presas agrupados, x e y, respectivamente, convergem monotonicamente
para um estado absorvente em que ao menos uma das populações está sempre agru-
pada, ou seja, 01, 10 ou 113. Se, por outro lado, α12α21 > 0 e β12β21 > 0, há duas
possibilidades. A partir de uma análise de estabilidade [1,30], verifica-se que (x∗, y∗)
é um ponto de sela para α12β12 > 0. Nesse caso, o sistema convergiria para um dos
vértices do quadrado unitário (o que não acontece para os valores considerados neste
trabalho para os parâmetros)4. Caso α12β12 < 0, os autovalores associados ao Ja-
cobiano da Eq. 3.4 são imaginários e o sistema evolui ao longo de órbitas fechadas
em torno do centro (x∗, y∗). Em outras palavras, quando essa última condição é
satisfeita, de acordo com a análise de estabilidade, ambas as estratégias coexistem
3Aqui utilizamos a notação 00, 01, 10 e 11, como referência ao estado assintótico do sistema como um todo, ou
seja, x∞y∞ com x∞ = x(t→∞) e y∞ = y(t→∞).
4Esse caso não é contemplado pelos parâmetros escolhidos neste trabalho, uma vez que a condições α12α21 > 0 e
β12β21 > 0 só são satisfeitas quando 1/3 < β < 2/3 e α > 1/2, respectivamente, e nesses casos α12β12 < 0, de modo
que (x∗, y∗) não é um ponto de sela e sim um ponto com autovalores imaginários.
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indefinidamente, e as suas frações oscilam no tempo. As médias dessas densidades
correspondem à Eq. (3.6).
Além de apresentar resultados gerais, Lett et al. [1] discutem também o caso
particular em que não há redução de recursos devido ao agrupamento das presas,
γ = 1. Assim, o comportamento destas é influenciado unicamente pela taxa de
captura. Considerando os valores particulares listados na tabela 3.1 (F = G = γ =












Da mesma forma, os parâmetros α12, α21, β12 e β21 assumem os valores:
α12 = −(β − 1/3)/2
α21 = α(β − 2/3)/2
β12 = (1− α)/2
β21 = −(1− 2α)/2.
(3.8)
Nesse caso, verifica-se que embora β12 seja sempre positivo, β21, α12 e α21 trocam
de sinal para 2α = 1, 3β = 1 e 3β = 2, respectivamente. Essas alterações de sinal
geram diferentes comportamentos assintóticos (fases) e estabelecem a localização das
linhas de transição entre tais configurações, como se vê no diagrama de fases, Fig. 3.1.
Conforme esperado, as presas escolhem o agrupamento para valores pequenos de α
(menores do que 0.5), independente de β, uma vez que nesse caso a vantagem de
caçar um número maior de presas não compensa a dificuldade extra (eα < 1, ver
Eq. (3.1) e tabela 3.1). Analogamente, valores pequenos de β (menores do que 1/3)
induzem os predadores a se comportarem coletivamente, para quaisquer valores de
α, já que a desvantagem de caçar sozinho é maior do que as desvantagens da caça
coletiva (β < 1/n < e/n, ver Eq. 3.1 e tabela 3.1). Notavelmente, ao invés de uma
região 00, em que nenhuma espécie forma grupos, há uma região de coexistência
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em que as densidades de animais agregados oscilam no tempo, ao longo de órbitas
fechadas em torno do ponto (x∗, y∗), dado pela Eq. (3.6). Esse comportamento
ocorre para 2α < 1 e valores intermediários 1 < 3β < 2, quando os autovalores
do Jacobiano associado à Eq. (3.4) se tornam imaginários (α12β12 < 0, conforme















Figura 3.1: Diagrama de fases para o campo médio, obtido em [1]. As legendas 00, 01, 10 e 11
correspondem aos estados assintóticos do sistema para diferentes valores de α e β, sendo que o
primeiro e o segundo ı́ndices indicam, respectivamente, as estratégias assumidas pelos predadores
e presas. Na região 01, por exemplo, todos os predadores caçam solitariamente e todas as presas
permanecem agrupadas. Além disso, na região de coexistência nenhuma das estratégias, tanto para
predadores quanto para presas, desaparecem. A linha vertical ocorre em α = 0.5 para 0 ≤ β ≤ 2/3,
enquanto uma das linhas horizontais aparece em β = 2/3, ∀α, e a outra em β = 1/3 para α ≥ 0.5.
Note que a fase de coexistência substitui a fase 00.
3.3 2D
A abordagem utilizada por Lett et al. [1] para descrever a competição entre es-
tratégias coletivas e individuais, embora interessante, não leva em conta posśıveis
correlações espaciais e efeitos geométricos. Tais propriedades são usualmente in-
troduzidas ao se considerar um modelo com agentes posicionados em uma rede
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ou distribúıdos em um região cont́ınua. Nesta seção, analisamos uma versão do
primeiro caso, na qual os śıtios da rede correspondem ao tamanho do território
ocupado pelo menor grupo viável de predadores e presas [131]. Desse modo, essas
subpopulações coexistem em cada śıtio, e as suas densidades locais podem ser des-
critas pelas variáveis (xi, yi), sendo xi a densidade de predadores agrupados no śıtio
i, e yi a densidade de presas agregadas nesse mesmo śıtio, com i = 0, 1, . . . , N , para
N = L2 śıtios em uma rede quadrada L×L. Essas variáveis podem assumir apenas
os valores 1, quando o śıtio contém um grupo de presas/predadores, ou 0, quando es-
ses indiv́ıduos se defendem/caçam individualmente. Assim, as variáveis globais x(t)
e y(t) correspondem às frações de śıtios em que xi = 1 e yi = 1, respectivamente.
Diferentemente da abordagem de campo médio, em que o payoff resulta da in-
teração entre todos os indiv́ıduos do sistema, na versão espacial as interações são
locais e ocorrem apenas entre śıtios vizinhos mais próximos. Além disso, a auto-
interação é também considerada, já que cada śıtio contém uma subpopulação de
predadores e presas. A cada passo da simulação, um śıtio (i) e um de seus vizinhos
mais próximos, j, são sorteados. Em seguida, os predadores (presas) em i interagem
com as presas (predadores) em i e nos quatro śıtios vizinhos mais próximos, acu-




y ). Ao mesmo tempo, ambos os grupos em j acumulam
seus payoffs. Caso alguma das estratégias em j seja mais eficiente, esta é adotada
pela respectiva subpopulação em i com uma probabilidade que depende da diferença
entre os payoffs. Para predadores (e, analogamente, para presas), essa probabilidade
é dada por:








onde Pmaxx é o máximo valor de payoff acumulado para os predadores, de acordo
com os parâmetros escolhidos. Essa regra é interessante por corresponder à equação
do replicador quando o sistema deixa de ser analisado a partir de uma abordagem
microscópica, baseada em agentes, e passa a ser estudado a partir de uma abor-
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dagem macroscópica, baseada nas densidades das estratégias [31]. Após N dessas
interações, o tempo é incrementado em uma unidade (um passo de Monte Carlo,
MCS).
Na próxima seção, os resultados da versão espacial do modelo de Lett et al. [1] são
discutidos e, quando posśıvel, comparados com os resultados previstos em campo
médio.
3.4 Resultados
A Fig. 3.2 apresenta a evolução temporal de x(t) e y(t), para a condição inicial
x(0) = y(0) = 1/2, com α = 0.2 e 0 < β < 1. Nesse caso, a maioria das presas
sempre permanece agrupada para quaisquer valores de β, uma vez que y(t) > 0.5
(painel inferior). Equivalentemente ao que acontece em campo médio, na aborda-
gem espacial há uma transição em β = 2/3, painel superior da Fig. 3.2, onde os
predadores mudam de estratégia: para β > 2/3, a caça solitária é mais eficiente e
x∞ = 0. Quando, por outro lado, o custo de ter que compartilhar a presa é com-
pensado por uma predação mais eficiente (quanto menor o valor de β mais eficiente
é caçar em conjunto), temos x∞ = 1, que é o que acontece para β < 2/3. É interes-
sante notar que, para as condições iniciais escolhidas aqui, o comportamento de x(t)
é não-monotônico quando (1 + 2α)/3(1 + α) < β < 2/3: x(t) inicialmente diminui,
ẋ(0) < 0, atingindo um mı́nimo, e então passa a crescer até atingir x∞ = 1. A loca-
lização desse mı́nimo corresponde à coordenada de tempo em que y coincide com y∗,
e o envelope de todos os mı́nimos segue o platô que surge para β > 2/3, conforme
β se aproxima de 2/3 pela esquerda. A curva, nessa última região, apresenta dois
tipos de comportamentos: inicialmente uma aproximação rápida do platô, seguido
de um afastamento muito mais lento. Note que os processos de relaxação rápida
ocorrem conforme as presas se organizam em grupos (quando y cresce), enquanto a
relaxação lenta é uma propriedade exclusiva dos predadores. Tal propriedade se deve
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à passagem da órbita perto de um ponto fixo instável, conforme pode ser analisado
a partir da Eq. (3.4). Para valores de α no intervalo (1 + 2α)/(1 + α) < β < 2/3,
quando y < y∗, x decresce até o ponto em que y cruza com y∗, cujo valor depende
dos parâmetros α e β. Nesse ponto, o coeficiente em ẋ é nulo, e a curva apresenta
um mı́nimo. Uma vez que y > y∗, x passa a crescer, se aproximando exponencial-
mente de x∞ = 1. Conforme β se aproxima de 2/3 pela esquerda, y
∗ se aproxima
de 1 e o mı́nimo em x(t) cruza um ponto de inflexão. De fato, para β > 2/3, após o
platô, x(t) diminui até atingir x∞ = 0. Esse comportamento é observado tanto nas




























Figura 3.2: Comportamento de x(t) e y(t) em função do tempo, para α = 0.2, L = 100 e diversos
valores de β. A transição entre a predação coletiva e a individual, tanto em campo médio quanto
nas simulações, ocorre em β = e/n = 2/3. Note que a maior parte das presas está sempre agregada,
com y(t) crescendo monotonicamente de y(0) = 0.5 a y(∞) = 1. Os predadores, por outro lado,
apresentam um comportamento mais rico (ver texto). Conforme β se aproxima de 2/3, por ambos os
lados, aparece um platô em x ≃ 0.26 (a linha horizontal pontilhada é apenas um guia para os olhos).
Detalhe: comportamento de lei de potência para o tempo caracteŕıstico τ , tal que |x − x
∞
| < 0.2
em torno da região de transição, em β = 2/3. Conforme predito pela equação do replicador, as
retas possuem expoente 1, embora apresentem coeficientes lineares que diferem por uma ordem de
magnitude. A reta superior refere-se ao caso em que β → 2/3−, enquanto a inferior corresponde a
β → 2/3+.
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Associado a esse regime exponencial, há um tempo caracteŕıstico que diverge
conforme o sistema se aproxima de uma transição de fase. Em campo médio, por
exemplo, o valor de τ para a transição 11-01 é dado por τ ∼ α−121 ∼ (βn − e)
−1.
No caso das simulações, conforme x se aproxima do valor limite dado por x∞, τ é
estimado como o tempo a partir do qual |x − x∞| < ǫ, onde ǫ = 0.2 é escolhido
por conveniência. O expoente medido nas simulações concorda com os resultados















1/3 < β < 2/3
β > 2/3
Figura 3.3: O mesmo que a Fig. 3.2, mas para α = 0.8. Há duas transições, uma em β = 1/n = 1/3






Diferentemente do caso em que α = 0.2, para α = 0.8 há um estado de coe-
xistência em que ambas as estratégias persistem, em concordância com a equação
do replicador. Na Fig. 3.3 pode-se ver que, dependendo dos valores de α e β, há um
regime inicial, transiente, em que x e y oscilam, chegando muito perto dos estados
absorventes. Assim, devido aos efeitos estocásticos do sistema finito, algumas dessas
oscilações acabam convergindo para um desses estados (embora o tempo necessário
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para que isso aconteça possa ser exponencialmente grande, conforme será discutido
mais à frente). Para as demais oscilações, a amplitude diminui e o sistema atinge
um ponto fixo em que ambas as estratégias coexistem. Nesse ponto, uma questão
natural refere-se à proximidade desse ponto com o que se prevê em campo médio,
Eq. (3.4). Uma vez que é a região de coexistência que apresenta comportamentos















Figura 3.4: Comportamento assintótico de x(t) (gráfico superior) e y(t) (gráfico inferior) em função
de α, para β = 0.4. As linhas sólidas correspondem aos pontos fixos, Eqs. (3.6), previstos em campo
médio. Para valores grandes de α, há fortes efeitos de tamanho finito e o sistema é absorvido pelo
estado 01. Ambas as transições são cont́ınuas e ocorrem para um valor α = αc menor do que o que
se prevê em campo médio.
O comportamento monotônico em campo médio pode ser observado nas linhas
sólidas da Fig. 3.4, conforme o sistema entra na região de coexistência a partir da
fase 11, para β = 0.4. Além disso, o campo médio prevê que x∞ e y∞ apresentem
uma transição aparentemente cont́ınua em αCMc , no caso de x∞, e descont́ınua, para
y∞. No caso espacial, as simulações apresentam uma transição cont́ınua em ambos
os casos, mas para um valor menor de α, αc ≃ 0.45. Note que essa diferença não
se deve a efeitos de tamanho finito, uma vez que nessa região os dados, para uma
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grande variedade de valores de L, colapsam em uma única curva. Além disso, quanto
maiores os tamanhos considerados, maior a região de colapso. Os resultados das
simulações diferem dos de campo médio tanto qualitativa, quanto quantitativamente.
No modelo espacial, mesmo para sistemas muito grandes, verifica-se que, ao invés
de um decaimento monotônico, y∞ apresenta um mı́nimo em α ≃ 0.59, para β =
0.4. A existência desse mı́nimo é um tanto notável, uma vez que o aumento de α
está associado a uma melhora na eficiência dos ataques dos grupos de predadores
contra presas agregadas, de modo que se esperaria que a densidade destas últimas
diminúısse para valores altos de α. Além disso, nessa fase tanto x∞ quanto y∞
apresentam fortes efeitos de tamanho finito. A baixo de um certo tamanho de
sistema, que depende de α, x é absorvido pelo estado x∞ = 0, seguido de y, que















Figura 3.5: O mesmo que a Fig. 3.4, mas para α = 0.8 e diversos valores de β. As médias são
calculadas sobre 10-20 amostras, dependendo do tamanho do sistema.
mas em função de β, para α = 0.8. No intervalo 1/3 < β < 2/3, a partir da fase
10, o sistema passa pelos estados 00 e 01, antes de cruzar uma extensa região de
coexistência. Note que a fase 00 não está presente em campo médio. Após cruzar
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a região de coexistência, o sistema passa pelo estado 11 e finalmente retorna para
01, quando β = 2/3. Todos esses comportamentos são apresentados no diagrama
















Figura 3.6: Diagrama de fases, obtido para L = 100, mostrando um comportamento bastante rico
quando agentes são distribúıdos espacialmente (comparar com a fase de coexistência pura que aparece
na região com 1/2 < α < 1 e 1/3 < β < 2/3, em campo médio, Fig. 3.1). Conforme L aumenta,
a região de coexistência se torna maior e as fases ao redor diminuem (em particular, as regiões
menores, como 10 e 00). Para L → ∞, não está claro se essas regiões desaparecem completamente
ou permanecem muito pequenas.
e invade também a região em que α < 1/2, aumenta com o tamanho do sistema
(como se vê nas Figs. 3.4 e 3.5). Por outro lado, conforme L aumenta, as regiões
menores diminuem. Apesar disso, a convergência para o comportamento em L→∞
é bastante lenta, de modo que não está claro se as pequenas fases 00 e 10 desaparecem
ou não. Uma análise mais detalhada pode ser feita (ver Refs. [60,63,129] e respectivas
referências) medindo-se o tempo necessário para que a fase de coexistência seja
absorvida por um dos estados homogêneos (o que sempre acontece para sistemas
finitos, dada a natureza estocástica da dinâmica) e a dependência desse tempo em
L. De fato, dentro da região de coexistência esse tempo caracteŕıstico, τ(L), aumenta
muito mais rapidamente com o tamanho do sistema em comparação ao que acontece
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perto das regiões de transição. Apenas nas demais regiões, porém, esse crescimento
é constante. Note que esses tempos caracteŕısticos de extinção são compat́ıveis com
os resultados observados na seção 2.2. Alguns exemplos podem ser observados na
Fig. 3.7. Para β = 0.45 (curva superior) o tempo necessário para que os predadores
coletivos sejam extintos cresce muito mais rapidamente com tamanho do sistema
do que no caso em que β = 0.4 (curva inferior, referente à região de transição no
diagrama de fases, Fig. 3.6) e a coexistência entre predadores isolados e agrupados
é estável. Essas diferenças no comportamento de τ(L) também são observadas no
caso das presas, de modo que tanto as estratégias referentes aos predadores quanto












Figura 3.7: Tempo caracteŕıstico de extinção em função do tamanho do sistema, para os predadores
agrupados, quando α = 0.8. A curva superior, β = 0.45, é o comportamento de τ(L) dentro da
região de coexistência, enquanto para β = 0.4, curva inferior, o sistema encontra-se próximo à região
de transição. Comparando ambas as curvas, vemos que para β = 0.45 o crescimento de τ com L é
muito mais rápido do que no caso em que β = 0.4.
Na região de coexistência, cada śıtio pode apresentar uma das quatro combinações
de estados, (xiyi), posśıveis: 00, 01, 10 ou 11. A representação 00 está associada ao
caso em que os predadores, em um śıtio i, caçam isoladamente presas não agrupa-
das, enquanto 11 refere-se à situação em que esses predadores caçam coletivamente
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um grupo de presas. Da mesma forma, 01 representa os śıtios em que os preda-
dores atacam isoladamente um grupo de presas, enquanto na fase 10 eles atacam
coletivamente uma única presa por vez. A Fig 3.8 mostra, para β = 0.5 e diferentes
00 10 01 11
(a) (b) (c)
Figura 3.8: Configurações instantâneas obtidas para um sistema de tamanho L = 200, depois de
t = 213 passos de Monte Carlo, usando um código de cores para as combinações das estratégias, xiyi,
com β = 0.5 e α = 0.6 (esquerda), 0.7 (centro) e 0.8 (direita), dentro da região de coexistência. Note
que as estratégias se organizam em aglomerados que se entrelaçam, cujos tamanhos caracteŕısticos
dependem de α e β. Nesse caso, tanto os aglomerados 00 quanto 01 aumentam conforme o sistema
se aproxima da borda com a fase 01.
valores de α, como essas quatro estratégias se organizam em domı́nios cujos tama-
nhos dependem tanto de α quanto de β. Enquanto a coexistência persiste, as quatro
estratégias sobrevivem, se organizando espacialmente em aglomerados cujas bordas
se movem e invadem ciclicamente outros aglomerados. A Fig. 3.9a destaca a direção
dessas invasões para um ponto espećıfico do diagrama de fases, (α, β) = (0.7, 0.4). O
sistema é iniciado com duas estratégias (quadros superiores), uma delas concentrada
em uma região circular central (uma interface plana produz resultados similares).
Os quadros inferiores exibem a configuração do sistema após 40 MCS. Invertendo-se
as posições das estratégias internas e externas, o mesmo ocorre para a direção das
invasões, indicando que não se trata de um efeito da curvatura, mas sim uma relação
















Figura 3.9: (a)Dominância de estratégias para β = 0.4 e α = 0.7, obtida a partir de um estado inicial
com duas estratégias, uma concentrada em uma região circular central (quadros superiores). Após 40
MCS é posśıvel observar as alterações nos tamanhos dos domı́nios. Em alguns casos, denotados pelas
linhas sólidas no grafo à direita, o aglomerado central cresce. No caso das interações das diagonais
(linhas pontilhadas), a invasão ocorre em duas etapas. Na quinta coluna, por exemplo, 00 perturba
as presas agrupadas do outro aglomerado, provocando a formação de um agrupamento intermediário,
10, que então é dominado por 00. Nestes casos mistos, como por exemplo na invasão de 10 sobre 01
(última coluna ), além da estratégia 11, que intermedeia a invasão, há alguns grupos de 00 surgindo
dentro dos domı́nios de 10 (na interface 01-10 todas as combinações podem ser criadas podendo, às
vezes, migrar em direção ao centro do ćırculo). (b) Grafo de interação, mostrando a direção das
invasões entre as estratégias.
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posśıvel construir um grafo de interação contendo todas as relações de dominância
entre as estratégias, conforme se vê na Fig. 3.9b (a orientação das flechas pode ser
diferente em outros pontos da região de coexistência, uma vez que as relações de
dominância, embora sempre obedeçam um padrão ćıclico, não são as mesmas em
toda essa região [132]). Comportamentos similares, envolvendo dominância ćıclica,
já foram bastante estudados para modelos de predador-presa com grafos de interação
de três (Pedra-Papel-Tesoura) ou mais espécies [31, 33], contendo ciclos intransiti-
vos. De fato, a topologia do grafo de interação na Fig. 3.9b é bastante similar ao
caso abordado em [63] e discutido no caṕıtulo 2. As invasões podem ser diretas,
como acontece nas quatro primeiras colunas (ou, equivalentemente, ao longo do
peŕımetro do grafo de interação), ou então podem envolver a criação de um domı́nio
intermediário, como pode ser visto nas duas últimas colunas (diagonais do gráfico).
No caso da quinta coluna, Fig. 3.9a, por exemplo, o domı́nio central 00 invade 11,
primeiramente induzindo a formação de domı́nios 10 ao perturbar a organização
das presas e então invadir esses novos domı́nios. Nesses casos, em que a invasão se
dá por meio de um domı́nio intermediário (estratégias ao longo das diagonais da
Fig. 3.9b, não neutras), a relação de dominância é representada por uma linha pon-
tilhada, no grafo de interação, Fig. 3.9b. É importante enfatizar, portanto, que a
dominância ćıclica entre as combinações das estratégias dos predadores e das presas
é o mecanismo responsável pela persistência do estado de coexistência nessa região
do diagrama de fases.
As linhas sólidas do grafo de interação da Fig. 3.9b são válidas para uma ampla
variedade de condições. No caso das linhas das diagonais, pontilhadas, isso não é
verdade. Quando, por exemplo, estão presentes apenas śıtios com 00 e 10 (primeira
coluna da Fig. 3.9a), não há possibilidade de que as presas passem a se comportar
coletivamente (não é posśıvel criar śıtios 11 e 01). Nesse caso, apenas predadores
podem mudar de estratégia e, como o seu payoff vem das interações com presas
isoladas, não há dependência com a geometria, seja da rede ou da configuração ini-
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cial. De fato, quando os payoffs dos predadores de um śıtio 00 e um vizinho 10 são
comparados (coluna 1 da Fig 3.9a), verifica-se que, enquanto 00 recebe 5β/2, 10
recebe 5/6. Desse modo, quando β < 1/3, a estratégia 00 invade a população 10.
Repetindo essa análise para as quatro primeiras colunas da Fig. 3.9a, obtemos: 10
invade 11 quando α < 1/2, 11 invade 01 quando β < 2/3 e, finalmente, 01 invade 00
quando α < 1. Essas são as interações representadas pelas linhas sólidas ao longo do
peŕımetro do grafo da Fig. 3.9b. De fato, as combinações dessas flechas concordam
com as regiões exibidas no diagrama de fases do campo médio, Fig. 3.1. Em parti-
cular, a região com α > 1/2 e 1/3 < β < 2/3 corresponde ao caso em que as quatro
flechas estão orientadas em sentido horário, de modo que há dominância ćıclica e
a coexistência pode persistir. No caso das linhas diagonais, as interações são bem
mais complexas, envolvendo as quatro estratégias a partir da interação de duas delas.
Note que agora os payoffs não dependem apenas de α e β, mas também do número
de vizinhos com cada estratégia. Assim, o grafo de interação varia de śıtio para śıtio,
e se modifica ao longo do tempo, gerando o rico comportamento observado na região
de coexistência do diagrama de fases, Fig. 3.6. De fato, é importante enfatizar que
o grafo da Fig. 3.9b foi obtido para os valores β = 0.4 e α = 0.7. Outros pontos,
dentro da mesma região, exibem comportamentos similares, embora possam apre-
sentar flechas invertidas e estratégias com papéis trocados, enquanto mantêm alguns
ciclos intransitivos e uma coexistência estável [132]. Uma caracteŕıstica intrigante
do diagrama de fases, Fig. 3.6, é a presença de regiões menores, ao redor da fase de
coexistência, com fases que estão ausentes em campo médio. Esse comportamento
pode ser melhor entendido, observando-se os padrões exibidos pelas configurações
instantâneas na Fig. 3.8. Nesse caso, conforme α aumenta, para β fixo, o sistema se
aproxima da fronteira entre a região de coexistência e a região 01, resultando em um
aumento das densidades de 00 e 01 (lembrando que 01 invade 00, conforme se pode
ver na Fig. 3.9b). Verifica-se então que, para um determinado valor de L, há um
α para o qual esses domı́nios se tornam comparáveis a L. Tais efeitos de tamanho
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finito parecem impulsionar a transição, de modo que a localização desse α apresenta
uma forte dependência em L. Fenômenos análogos são observados quando o sistema
se aproxima da fronteira da região de coexistência com outras fases, onde se veri-
fica o aumento na densidade de uma dessas fases. Aqui, o ponto importante é que,
conforme o sistema aumenta, aumenta também a região de coexistência, enquanto
as demais fases diminuem. Se, no limite termodinâmico, essa tendência resulta ou
não na completa ocupação da região em que α > 1/2 e 1/3 < β < pela fase de
coexistência, está além da nossa presente capacidade computacional.
Conclusões e Perspectivas
Neste trabalho, analisamos a competição ćıclica em populações biológicas compa-
rando duas abordagens distintas. Inicialmente introduzimos um modelo com in-
terações intrinsecamente ćıclicas, descritas por um grafo com quatro nodos (es-
tratégias) cuja intransitividade é dependente dos parâmetros escolhidos (ver Fig. 2.1).
A possibilidade de ajustar a intransitividade do sistema nos permitiu observar como
a diversidade de estratégias na população é afetada por perturbações nos padrões
ćıclicos das interações, e assim investigar o papel dessas caracteŕısticas na manu-
tenção da coexistência em sistemas com competição. A segunda abordagem consi-
derada consistiu em estudar um modelo de predador-presa, não ćıclico, levando em
conta comportamentos distintos de caça, para predadores, e de defesa, para presas.
Nesse caso, procuramos identificar os mecanismos por trás da coexistência entre
os comportamentos distintos de caça, e também de defesa, observados em algumas
situações.
Além de elucidar e exemplificar situações reais mais complexas envolvendo padrões
de interação ćıclica, levar em conta os diferentes comportamentos de caça que sur-
gem quando predadores tentam maximizar o seu ganho, assim como as diversas
estratégias de defesa assumidas pelas presas, é fundamental para entender como pe-
quenas comunidades de animais, espacialmente distribúıdas, se organizam e às vezes
são capazes de formar uma sociabilidade mais complexa [133–135]. Portanto, ao
modelar esse tipo de comportamento é importante ir além de uma análise de campo
médio, em que as estratégias estão completamente misturadas e o sistema é infinito.
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Neste trabalho, estudamos uma versão estocástica finita [132] do modelo introduzido
por Lett et al. [1], em que as interações de curto alcance entre predadores e pre-
sas são levadas em conta. Essa abordagem introduz correlações espaciais, as quais
influenciam os comportamentos predatórios e defensivos dos predadores e presas,
respectivamente. Duas estratégias, coletiva ou individual, são consideradas neste
modelo, tanto para predadores durante o ataque, quanto para presas se defendendo.
As vantagens e desvantagens de cada escolha são modeladas através de um conjunto
de parâmetros. Destes, consideramos variações em apenas dois: como é reduzida a
probabilidade p de predadores agrupados capturarem presas solitárias quando estas
passam a se agrupar (αp), ou quando os predadores caçam isoladamente (βp). Ao
longo deste trabalho, esse caso particular foi estudado detalhadamente no limite de
uma alta viscosidade populacional, em que a dispersão das estratégias é um processo
lento e limitado, uma vez que ele ocorre apenas através das regras de atualização,
as quais envolvem a comparação dos payoffs de śıtios vizinhos e cópia da estratégia
mais bem sucedida.
Na versão binária estudada neste trabalho as estratégias de presas e predadores
combinadas apresentam quatro estados posśıveis. Em três destes estados ao menos
uma das estratégias é coletiva (10,10 e 11), enquanto o estado restante, 00, apresenta
apenas estratégias individuais. Os resultados obtidos a partir de extensas simulações
na rede quadrada confirmam parte do diagrama de fases (Fig. 3.1). Mas mais im-
portante do que isso, esses resultados revelam o mecanismo por trás da coexistência
entre essas fases. Em particular, na fase de coexistência esse modelo é um exem-
plo de jogo assimétrico cujas estratégias combinadas apresentam dominância ćıclica.
Supondo, por exemplo, que a maior parte dos śıtios esteja inicialmente populada
pela combinação 10, os demais śıtios formam pequenas populações das combinações
restantes. Nesse caso, os śıtios 00, esparsos pelo sistema, levam vantagem por não
terem que compartilhar as presas capturadas, de modo que 00 invade 10. Para as
presas, o agrupamento passa então a ser mais vantajoso, e 01 invade 00. Com estas
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agrupadas, os predadores solitários preferem atacar coletivamente, uma vez que o
número de presas capturadas (e) compensa a perda de eficiência do ataque solitário
(β) e o compartilhamento da caça entre os n predadores do grupo (e/n > β). Assim,
01 é dominado por 11. Além disso, como o número de presas capturadas compensa
a perda de eficiência (α) quando estas se encontram aglomeradas (eα > 1), os pre-
dadores coletivos preferem atacar grupos de presas. Nesse caso, é mais vantajoso
para as presas permanecerem isoladas e 10 invade 11. As estratégias 11, 01, 11 e
00 formam extensos domı́nios, cujas bordas se movem de acordo com o grafo de
interação associado (Fig. 3.9b, por exemplo).
É importante destacar que, diferente do modelo discutido no caṕıtulo 2, onde a
estrutura ćıclica faz parte das definições elementares, e o que está sendo investigado
são os efeitos do ajuste da transitividade sobre a biodiversidade do sistema, no caso
desse jogo assimétrico a intransitividade é emergente.
Além de explicar as variações nas estratégias predatórias e de defesa a partir de
modelos simples de dominação ćıclica, os resultados obtidos enfatizam a importância
de, em sistemas finitos, investigar tanto os estados assintóticos, quanto o compor-
tamento da dinâmica responsável por gerar esses estados. É importante notar que,
para os casos abordados neste trabalho, não é posśıvel separar a dinâmica dos fortes
efeitos de tamanho finito observados nos estados assintóticos do modelo estocástico.
Isso porque é a própria existência das órbitas, as quais se aproximam dos estados
absorventes, que tornam o sistema propenso a ser absorvido por um destes estados
durante uma flutuação. Note que esses resultados, para redes de tamanhos inter-
mediários, são bastante relevantes, uma vez que populações reais de predadores e
presas estão muito distantes do limite termodinâmico (populações infinitas). Um
outro ponto pertinente é a diferença entre os resultados de campo médio e da versão
espacial, demonstrando a importância de estudar um modelo, mesmo que simples,
a partir de diferentes abordagens complementares. Em nossas simulações, a regra
microscópica de atualização, Eq. (3.9), é aplicada a um śıtio i, escolhido aleatoria-
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mente (tanto xi quanto yi podem ou não ser atualizados). Verificamos, no entanto,
que os resultados obtidos são essencialmente os mesmos quando não apenas i, mas
também j (vizinho de i, escolhido aleatoriamente para a comparação de payoffs)
pode mudar de estratégia [132]. Nesse contexto, seria interessante investigar o quão
robustos são os resultado quando a Eq. (3.9) é substitúıda pela regra de Fermi (ver
Ref. [31] para uma revisão das diversas dinâmicas posśıveis).
Presas e predadores usualmente apresentam interações coordenadas envolvendo
perseguição e fuga [136–141]. Tais interações os permite explorar e se beneficiar da
formação de domı́nios. Assim, é interessante testar como as propriedades do modelo,
em particular a região de coexistência, se alteram na presença de indiv́ıduos com mo-
bilidade [60]. Comportamentos de perseguição e fuga podem ser consideravelmente
complexos, dependendo das capacidades f́ısicas e cognitivas de cada indiv́ıduo, e
envolvem correlações espaço-temporais entre os seus deslocamentos e mudanças de
velocidade [142]. Regras simples de movimento, caso não sejam aleatórias, tendem
a gerar padrões repetitivos de comportamento, os quais podem ser explorados por
outros indiv́ıduos. Por outro lado, movimentos mais complexos e com maior vari-
abilidade envolvem habilidades cognitivas mais avançadas. Assim, estudar padrões
de movimento pode ajudar a determinar o quão importantes são essas habilidades
cognitivas na formação de estratégias predatórias [88]. Além disso, esses padrões
também são relevantes para a distribuição demográfica de predadores e presas. Isso
porque, dependendo de quão aleatórios forem os movimentos [143], o embaralha-
mento das estratégias pode diminuir as correlações espaciais e destruir estruturas
locais, alterando a organização espacial de predadores e presas [134].
Outras diversas extensões do modelo discutido no caṕıtulo 3 são posśıveis. Por
simplicidade, neste trabalho assumimos que o tamanho de um grupo é constante e
homogêneo ao longo da população. Essa caracteŕıstica pode, no entanto, ser con-
siderada dinâmica, evoluindo juntamente com as demais associadas à coletividade.
Nesse caso, é posśıvel explorar as possibilidades que a versão espacial oferece e su-
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por que o número de predadores em um grupo varia de região para região. Essas
variações podem, por exemplo, estar associadas a uma distribuição desigual de re-
cursos ou à variabilidade da espécie. Modificações como essa podem induzir um
ńıvel intermediário, ótimo, de coletividade predatória, o qual corresponde a uma
estratégia mista [144–146], com ataques ora coletivos, ora solitários. Uma outra
questão importante se refere ao modo como o tamanho do grupo de predadores é
afetado pelo aumento das flutuações estocásticas no tamanho dos aglomerados de
presas (e vive-versa). Embora o foco deste trabalho envolva apenas um caso binário
e discreto, é posśıvel considerar subsistemas (śıtios, no caso da rede quadrada) com
indiv́ıduos suficientes para formar mais de um grupo, de modo que as variáveis locais
(xi e yi) possam assumir uma série de valores permitidos, ou ainda serem cont́ınuas.
Adicionalmente, a dinâmica considerada aqui próıbe tanto o ressurgimento de es-
tratégias extintas, quanto a vitória do jogador com o menor payoff. Remover essas
restrições (através de uma espécie de rúıdo externo) pode ser uma maneira eficiente
de levar em conta certos aspectos potencialmente importantes ao modelo. Nesse
caso, seria interessante verificar o quão robustos são os resultados na presença desse
tipo de rúıdo. Além disso, as interações de curto alcance não são capazes de sin-
cronizar regiões distantes, na fase de coexistência do diagrama de fases. Em campo
médio [1,147], por outro lado, para essa mesma fase são previstas oscilações em torno
de um ponto fixo neutramente estável. Portanto, introduzir uma fração de conexões
de longo alcance pode permitir que essas oscilações sejam observadas também na
versão espacial [64, 148]. Tanto a fração limite de conexões capaz de produzir essas
oscilações, quanto a sua dependência com os parâmetros do modelo, assim como os
demais pontos mencionados anteriormente, são ainda questões em aberto.
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