An important problem that hinders the use of supervised classification algorithms for brain imaging is that the number of variables for single subject far exceeds the number of training subjects available. Deriving multivariate measures of variable importance becomes a challenge in such scenarios. This paper proposes a new measure of variable importance termed sign-consistency bagging (SCB). The SCB captures variable importance by analyzing the sign consistency of the corresponding weights in an ensemble of linear support vector machine (SVM) classifiers. Further, the SCB variable importances are enhanced by means of transductive conformal analysis. This extra step is important when the data can be assumed to be heterogeneous.
70
Some of the most widely used variable importance measures within the 71 machine learning community rely on Random Forests (RFs) (Breiman, 2001 ).
72
RFs are defined as ensembles of decision trees, where each tree is trained with ber of members of the ensemble, so that the aforementioned patterns can be paper significantly extends the previous method analysis, as well as the ex- 
The importance score of 1 signifies highly important variable and the impor-
143
tance score of 0 signifies unimportant variable.
144
There is a strong correlation between the sign consistency of the variable 
The definition of I 
which we can use to detect relevant variables by rejecting the null hypothesis.
229
We propose to solve the test (4) with an statistic z j that relates the actual 230 value of p j with its estimatep j :
We remind that the estimatep j is computed as the sample mean of the 232 observed signs of w
where p 
where ρ represents the correlation among samples. Moreover, according to Nadeau and Bengio (2003) , since the bagging corresponds to a scenario in which, at each iteration, n 1 samples are used for training the SVM and n 2 = N − n 1 are left out, ρ can be estimated as n 2 /(n 1 + n 2 ); since the proposed bagging scheme use n 1 = γN training samples in each iteration, we can approximate ρ with 1 − γ and, noticing also that S 1, we can get that
Finally, the variance of the Bernouilli variables can be estimated asσ 2 j = 235p j (1 −p j ) from the observations. With these approximations, the statistic z j 236 of (5) becomes
The statistic z j of (7) follows a t-student distribution with S − 1 degrees X s , y s ← randomly sample γN training samples 4:
for j = 1 to P do 
Compute score z j using (7) Algorithm 2 Sign Consistency Bagging with transductive refinement Input: X: N × P matrix with training brain scans (each row is a subject, each column a variable ); y: vector with the labels corresponding to the rows of X; X t : N t × P matrix with testing brain scans Output: I conf : P × 1 vector with variable relevances; z: P × 1 vector with significance statistic
U r ← randomly sample M testing observations from matrix X t
4:
A r ← randomly generate a label a for j = 1 to P do
12:
if w s j > 0 then 13:p j (r) ←p j (r) + 1 14:
empty vector with P elements
18: for j = 1 to P do 19:
Compute score z j using (7) andp conf j problems and this value of C = 100 was observed to be large enough to solve 258 properly these linearly separable problems.
259
If any of the training sets present unbalanced class proportions, the sub-260 sampling process at each bagging iteration corrects it by sampling the same 261 number of data for each class.
262
In the case the transductive refinement is applied, the number of confor- or two test data samples is used per each 100 training samples.
266
The hypothesis test described in Subsection 2.3 to identify the subset of
267
important variables is applied with a significance level of α = 0.05. Note 268 that, as parameter γ is set to 0.5, the statistic in (7) becomes:
Finally, the overall goodness of the proposed variable importance mea- 
279
The software implementation of all the methods has been developed in 
if a patient was modeled, and
for a healthy control. The voxel intensity for noise voxels was simply
independently from the class of j, and e ij , v ij , b j were drawn from zero-mean slices, voxel size = 3x3x4 mm 3 , matrix size = 64x64) for each subject.
364
We processed the data to display voxel-wise estimates of the long range Finally, the fMRI volumes were spatially smoothed with a 6 mm isotropic
Gaussian blurring kernel and the gray matter (GM) voxels were extracted based on the probabilistic atlas (0.5 was used as the GM probability thresh-393 old).
394
Following this preprocessing, we computed the correlations between the 395 time series of GM voxels which were at at least 75 mm apart from each other. −z(r) ij ; x
The long-range connection threshold of 75 mm is rather arbitrary, but it 400 has been used often to define short and long range connections (e.g. in Guo 
LS-SVM one, which is given by:
where X is the N × P (number of subjects × number of variables ) training data matrix, y = [y 1 , . . . , y N ] T is the associated class label vector, and J is a column matrix of ones. On the other hand, considering that the permutation test randomly generate different label values with probabilities
being p 1 the percentage of patient data, we can define the expected value and variance of the labels during permutations as:
And using (12), we can obtain the mean and variance of the j-th SVM weight 414 as:
where
Thus, we can claim that a variable is relevant with a confidence level of 417 α, if the probability that a normal distribution, with mean (13) and variance 
T-test and Gaussian Naive Bayes (T-test+NGB)

420
Although the central part of the discussion is focused on the advan- • the mean absolute error (MAE) defined as: 
ADNI
472
With ADNI data, we performed a split-half resampling (2-fold cross- 
477
The quantitative results are listed in in ACC between the two split-halves, i.e., SVM+perm varied considerably as demonstrated in Fig. 2 . We interpret 499 this as a handicap of SVM+perm as the α-threshold was the same. Also, the 500 t-test+NGB produced more variation than the SCB-based methods on the numbers of selected voxels.
502
We again computed the MAE measure between p-values computed based 503 on the two independent training sets. According to this measure, SCBconf
504
and t-test were the most reproducible (see 2).
505
We quantified the similarity of two voxel sets selected on the split-halves
506
A i and B i using modified Hausdorff distance (mHD) (Dubuisson and Jain, 507 1994 ). This has the advantage of taking into account spatial locations of the 508 voxels . Let each of the voxels a be denoted by its 3-D coordinates (a x , a y , a z ).
509
Then, the mHD is defined as mHD computed using this standardization is denoted by mHDsta in Table   517 2. As shown in Table 2 , the t-test was the most reproducible according to The classification accuracies and numbers of selected voxels with the CO-
535
BRE data are listed in Table 3 . In this experiment, SCBconf was significantly 536 more accurate than the other methods (p-value always < 0.01, according 
582
With the COBRE data, we studied the effect of multiple comparisons cor-583 rection to the classification accuracy and to the number of selected variables.
584
For multiple comparisons correction, we used variable-wise false discovery t-test+ NGB, were run using a single core.
603
With respect to the computation time, the baseline methods SVM+perm Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel,
829
O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., et al., 2011. 
