Classifications and existence of positive solutions of higher order nonlinear iterative functional differential equations  by Li, Wan-Tong & Zhang, Shunian
Journal of Computational and Applied Mathematics 139 (2002) 351–367
www.elsevier.com/locate/cam
Classi$cations and existence of positive solutions of higher
order nonlinear iterative functional di'erential equations
Wan-Tong Lia ; ∗, Shunian Zhangb
aDepartment of Mathematics, Lanzhou University, Lanzhou, Gansu 730000, People’s Republic of China
bDepartment of Applied Mathematics, Shanghai Jiaotong University, Shanghai, 200240, People’s Republic of China
Received 6 August 2000
Abstract
Classi$cation schemes for eventually positive solutions of a class of higher-order nonlinear iterative functional di'erential
equations of the form
(r(t)x(m−1)(t))′ + f(t; x(t); x((t; x(t))))= 0
in the case when
∫∞ ds=r(s)=∞ are given in terms of their magnitudes, and necessary as well as su5cient conditions
for the existence of these positive solutions are also provided. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Since publication of Jack Hale’s monograph [6], there have been a lot of monographs and research
articles published on functional di'erential equations. Most of them paid attention to the case in
which the deviating arguments depend only on the time itself. But another case, in which the
deviating arguments depend on both the state variable x and the time t, is of importance in theory
and practice. Several papers have appeared recently that are concerned with iterative di'erential
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equations [1–6,12–19]. More speci$cally, for the $rst order equations, Eder [5] considers the func-
tional di'erential equation
x′(t)= x(x(t))
and proves that every solution either vanishes identically or is strictly monotone. Feckan [6] studies
the equation
x′(t)=f(x(x(t)));
where f∈C1(R), and obtain an existence theorem for solution satisfying x(0)= 0. Wang [18] studies
the same equation, but f : R → R is continuous, monotone, f(0)= 0, and |f(z)|¿ |z| for some
¿ 0. Stanek [16] studies the equation
x′(t)= x(t) + x(x(t))
and shows that every solution either vanishes identically or is strictly monotone.
For the second order iterative di'erential equations, Angelova and Bainov [1,2] $rst consider the
equation of the form
(r(t)x′(t))′ + f(t; x(t); x((t; x(t))))= 0; t¿ t0
and obtained several oscillation criteria. In 1998, Bainov, Markova and Simeonov [4] have studied
the above equation under the assumption
∫∞ ds=r(s)=∞. Classi$cation schemes for nonoscillatory
solutions of the equation are given, and necessary as well as su5cient conditions for their existences
are also provided. Such schemes are important since further investigations of qualitative behaviors
of solutions can then be reduced to only a number of cases. For the related results, the reader can
refer [2,4,7–11,20].
Motivated by the idea of Bainov, Markova and Simeonov [4] and Li [8], this paper is concerned
with a class of higher-order nonlinear iterative functional di'erential equations of the form
(r(t)x(m−1)(t))′ + f(t; x(t); x((t; x(t))))= 0; t¿ t0; (1)
where m is an integer greater than or equal to 2. We intend to give a classi$cation scheme of
eventually positive solutions of our equations in terms of their asymptotic magnitude and provide
necessary and=or su5cient conditions for the existence of these solutions. Our results extend and
improve those of Bainov, Markova and Simeonov [4]. In order to accomplish our goal, the following
conditions will be needed:
(H1) r ∈C(R+; R+)r(t)¿ 0 and r′(t)¿ 0; t ∈R+:
(H2)
∫∞
0 ds=r(s)=∞.
(H3) f∈C(R+ × R2; R):
(H4) There exists T ∈R+ such that uf(t; u; v)¿ 0 for t¿T; uv¿ 0 and f(t; u; v) is nondecreasing
in u and v for each $xed t¿T .
(H5) ∈C(R+ × R; R):
(H6) There exist a function ∗(t)∈C(R+; R) and T ∈R+ such that limt→∞ ∗(t)= +∞ and
∗(t)6(t; x) for t¿T; x∈R:
W.-T. Li, S. Zhang / Journal of Computational and Applied Mathematics 139 (2002) 351–367 353
(H7) There exist a function ∗(t)∈C(R+; R) and T ∈R+ such that ∗(t) is a nondecreasing
function for t¿T and (t; x)6∗(t)6 t for t¿T; x∈R:
Let T ∈R+ = [0;∞): De$ne T−1 = inf{(t; x): t¿T; x∈R}:
Denition 1. The function x(t) is called a solution of the di'erential Eq. (1) in the interval [T;+∞);
if x(t) is de$ned for t¿T−1; and satis$es Eq. (1) for t¿T:
Denition 2. The solution x(t) of Eq. (1) is called to be regular, if it is de$ned on some interval
[Tx;∞) and sup{|x(t)|: t¿T}¿ 0 for t¿Tx:
Denition 3. The solution x(t) of Eq. (1) is said to be:
(i) eventually positive: if there exists T¿ 0 such that x(t) is de$ned for t¿T and x(t)¿ 0 for
t¿T ;
(ii) eventually negative: if there exists T¿ 0 such that x(t) is de$ned for t¿T and x(t)¡ 0 for
t¿T ;
(iii) nonoscillatory: if it is either eventually positive or eventually negative;
(iv) oscillatory: if it is neither eventually positive nor eventually negative.
For the sake of convenience, we will employ the following notations
R(s; t)=
∫ t
s
du
r(u)
; s¿ t0
and
R(s)=
∫ ∞
s
du
r(u)
; s¿ t0:
2. Preparatory lemmas
We begin by classifying all possible positive solutions of Eq. (1) according to their asymptotic
behavior as t →∞, on the basis of a well known lemma of Kiguradze [7] stated below.
Lemma 1. Let u∈Cn[t0;∞) be such that
u(t) =0 and u(t)u(n)(t)¡ 0 for t¿ t0:
Then; there exist an integer l∈{0; 1; : : : ; n} and t1¿ t0 such that (−1)n−l−1 = 1 and{
u(t)u(i)(t)¿ 0; t¿ t1; 06 i6 l;
(−1)i−lu(t)u(i)(t)¿ 0; t¿ t1; l6 i6 n:
Let x(t) be an eventually positive solution of (1), then
(r(t)x(m−1)(t))′=− f(t; x(t); x((t; x(t))))¡ 0
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for all large t. Hence
r(t)x(m−1)(t)¡r(s)x(m−1)(s); t ¿ s: (2)
Since r′(t)¿ 0; r(s)=r(t)6 1. By (2), we have
x(m−1)(t)¡x(m−1)(s); t ¿ s;
this means that x(m−1)(t) is strictly decreasing for all large t. We may assert further that x(m−1)(t)
is eventually positive.
Lemma 2. Suppose conditions (H1)–(H7) hold. Let x(t) be an eventually positive solution of (1).
Then x(m−1)(t) is eventually positive.
Proof. Assume without loss of generality that x(t)¿ 0 for t¿ t0. Then in view of (1),
r(t)x(m−1)(t)¡r(s)x(m−1)(s); t ¿ s¿ t0:
If it were the case that x(m−1)(t)¡ 0 for some t¿T , then
r(t)x(m−1)(t)¡ · · ·¡r(T )x(m−1)(T ); t ¿T;
which implies that
x(m−2)(t)− x(m−2)(T ) =
∫ t
T
x(m−1)(s) ds
¡
∫ t
T
r(T )
r(s)
x(m−1)(T ) ds=R(T; t)r(T )x(m−1)(T ):
Since (H2) implies limt→∞ R(T; t)=∞, we see that the right hand side tends to negative in$nity.
Thus limt→∞ x(m−2)(t)=−∞, which implies x(t) is eventually negative. This is a contradiction and
the proof is complete.
Lemma 3. Suppose conditions (H1)–(H7) hold. Let x(t) be an eventually positive solution of (1).
Then the function x(m)(t) is eventually negative.
Proof. By means of Lemma 2, x(m−1)(t) is eventually positive. Furthermore, in view of (1) and our
assumption on r(t), we see that
r(t)x(m)(t)=− r′(t)x(m−1)(t)− f(t; x(t); x((t; x(t))))¡ 0 (3)
as required.
3. Main results
Under conditions (H1)–(H7), it is clear that Lemma 1 provides a classi$cation scheme for even-
tually positive solution of (1). Such a scheme is crude, however. We will propose an auxiliary
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classi$cation scheme for eventually positive solution of (1). For the sake of convenience, we will
make use of the following notations in this scheme:
Ej(∞; ∗)=
{
x(t); t¿ t0
∣∣∣∣ limt→∞ x(t)t2j−2 =∞; limt→∞ x(t)t2j−1 = a =0
}
;
Ej(∞; 0)=
{
x(t); t¿ t0
∣∣∣∣ limt→∞ x(t)t2j−2 =∞; limt→∞ x(t)t2j−1 = 0
}
;
Ej(∗; 0)=
{
x(t); t¿ t0
∣∣∣∣ limt→∞ x(t)t2j−2 = a =0; limt→∞ x(t)t2j−1 = 0
}
;
Oj(∞; ∗)=
{
x(t); t¿ t0
∣∣∣∣ limt→∞ x(t)t2j−1 =∞; limt→∞x(t)t2j = a =0
}
;
Oj(∞; 0)=
{
x(t); t¿ t0
∣∣∣∣ limt→∞ x(t)t2j−1 =∞; limt→∞x(t)t2j =0
}
;
Oj(∗; 0)=
{
x(t); t¿ t0
∣∣∣∣ limt→∞ x(t)t2j−1 = a =0; limt→∞x(t)t2j =0
}
;
where j is some integer in {1; 2; : : : ; [m=2]} to be speci$ed.
Theorem 1. Suppose conditions (H1)–(H7) hold. Under the additional condition that m is even;
there is an integer j in {1; 2; : : : ; m=2} such that every eventually positive solution x(t) of (1) must
belong to either one of the classes Ej(∞; ∗); Ej(∞; 0) or Ej(∗; 0). Under the additional condition m
is odd; either there is an integer j in {1; 2; : : : ; (m−1)=2} such that any eventually positive solution
of (1) belong to one of the classes Oj(∞; ∗); Oj(∞; 0); Oj(∗; 0); or else every eventually positive
solution of (1) converges.
Proof. First of all, we infer from Lemma 3 that x(m)(t) is eventually negative. Suppose m is even.
In view of Lemma 1, there is an integer l=2j − 1, where j∈{1; 2; : : : ; m=2}, such that for each
k ∈{0; 1; : : : ; l−1}; x(k)(t)¿ 0 for all large t, and for each k ∈{l; l+1; : : : ; m−1}, (−1)k+1x(k)(t)¿ 0
for all large t. In particular, x(2j−2)(t)¿ 0; x(2j−1)(t)¿ 0 and x(2j)(t)¡ 0 for all large t. Therefore,
the limits
lim
t→∞ x
(2j−1)(t)= 2j−1
and
lim
t→∞ x
(2j−2)(t)= 2j−2
satisfy 06 2j−1¡∞ and 0¡2j−26∞ respectively. If 2j−1¿ 0, then by the theorem of
L’Hospital, we have
lim
t→∞
x(t)
t2j−1
= lim
t→∞
x′(t)
(2j − 1)t2j−2 = · · ·
= lim
t→∞
x(2j−1)(t)
(2j − 1)! = limt→∞
2j−1
(2j − 1)! =0:
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It follows that limt→∞ x(t)=t2j−2 =∞. That is, x(t) belongs to Ej(∞; ∗).
If 2j−1 = 0 and 2j−2 =∞, then by the theorem of L’Hospital again, it is easy to see that
lim
t→∞
x(t)
t2j−1
= 0
and
lim
t→∞
x(t)
t2j−2
=∞:
That is, x(t) belongs to Ej(∞; 0). Finally, in case 2j−1 = 0 and 0¡2j−2¡∞, then by the theorem
of L’Hospital,
lim
t→∞
x(t)
t2j−2
=
2j−2
(2j − 2)! =0:
It follows that limt→∞ x(t)=t2j−1 = 0, and hence x(t) belongs to Ej(∗; 0).
When the integer m is odd, in view of Lemma 1, there is an even integer l∈{0; 1; : : : ; m − 1}
such that for each k ∈{0; 1; : : : ; l}, x(k)(t)¿ 0 for all large t, and for each k ∈{l + 1; : : : ; m − 1},
(−1)kx(k)(t)¿ 0 for all large t. In case l∈{1; 2; : : : ; m−1}, the proof is similar to that given above.
In case l=0, then x(t)¿ 0, x′(t)¡ 0 and x′′(t)¿ 0 for all large t. it follows that x(t) converges to
some nonnegative constant. The proof is complete.
Under the conditions (H1)–(H7), eventually positive solutions, can be classi$ed according to
Theorem 1. We remark that there is an uncertainly involved, namely, the integer j which is needed
in the de$nitions of the various subset E and O. We now need to impose conditions which are
su5cient for the existence of eventually positive solutions in these subsets.
Theorem 2. Suppose that m is even; and that (H1)–(H7) hold.
(a) If there exist a constant c¿ 0 and j∈{1; 2; : : : ; (m− 1)=2} such that∫ ∞
t0
sm−2j−1r−1(s)
∫ ∞
s
|f(u; cu2j−1; c(∗(u))2j−1)| du ds¡+∞; (4)
then (1) has an eventually positive solution in Ej(∞; ∗).
(b) If Eq. (1) has an eventually positive solution in Ej(∞; ∗)(j¡m=2); then there exists a con-
stant c¿ 0 such that∫ ∞
t0
sm−2j−1r−1(s)
∫ ∞
s
|f(u; cu2j−1; c(∗(u))2j−1)| du ds¡+∞: (5)
Proof. (a) Let a= c=2 and K(t)= t2j−1. In view of (4), we may choose T so large that
1
(2j − 1)!
∫ ∞
T
(t − T )m−2j−1
(m− 2j − 1)! r
−1(t)
∫ ∞
t
f(s; cs2j−1; c(∗(s))2j−1) ds dt ¡
a
2
: (6)
Let us introduce the linear space X of all real functions x∈C[t0;∞) such that
sup
t¿t0
|x(t)|
K(t)
¡+∞:
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It is not di5cult to verify that X endowed with the norm
‖x‖= sup
t¿t0
|x(t)|
K(t)
is Banach space. De$ne a subset  of X as follows:
 = {x∈X : aK(t)6 x(t)6 2aK(t); t¿ t0}:
Then  is a bounded, convex and closed subset of X . Let us further de$ne an operator F : → X
as
(Fx)(t)=


3a
2
K(t) +
∫ t
T
(t − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
×
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds; t¿T;
(Fx)(T ); t06 t ¡T:
:
The mapping F have the following properties. First of all, F maps  into  . Indeed, if x(t)∈ ,
then
(Fx)(t)¿
3a
2
K(t)¿ aK(t); t¿ t0:
Furthermore, by (6), we also have
(Fx)(t)6
3a
2
K(t) +
(t − T )2j−1
(2j − 1)!
∫ ∞
T
(u− T )m−2j−1
(m− 2j − 1)! r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du
6
3a
2
K(t) +
a
2
K(t)= 2aK(t):
Next, we show that F is continuous. To see this, let "¿ 0. Choose T1¿T so large that∫ ∞
T1
(t − T )m−2j−1
(m− 2j − 1)! r
−1(t)
∫ ∞
t
f(s; cs2j−1; c(∗(s))2j−1) ds dt ¡ " (7)
and ∫ ∞
T1
f(s; cs2j−1; c(∗(s))2j−1) ds¡ ":
Let xk be a function in  such that xk → x. Since  is closed, x∈ . Furthermore, for all large k,∣∣∣∣
∫ ∞
T
f(s; xk(s); xk((s; xk(s)))) ds−
∫ ∞
T
f(s; x(s); x((s; x(s)))) ds
∣∣∣∣
6
∣∣∣∣
∫ T1
T
f(s; xk(s); xk((s; xk(s)))) ds−
∫ T1
T
f(s; x(s); x((s; x(s))))
∣∣∣∣
+
∣∣∣∣
∫ ∞
T1
f(s; xk(s); xk((s; xk(s)))) ds
∣∣∣∣+
∣∣∣∣
∫ ∞
T1
f(s; x(s); x((s; x(s)))) ds
∣∣∣∣6 3":
358 W.-T. Li, S. Zhang / Journal of Computational and Applied Mathematics 139 (2002) 351–367
In view of the de$nition of F ,
|(Fxk)(t)− (Fx)(t)|
6K(t)
∫ T1
T
(t − T )m−2j−1
(m− 2j − 1)! r
−1(t)
×
∫ ∞
t
|f(s; xk(s); xk((s; xk(s))))− f(s; x(s); x((s; x(s))))| ds dt
+K(t)
∣∣∣∣
∫ ∞
T1
(t − T )m−2j−1
(m− 2j − 1)! r
−1(t)
∫ ∞
t
f(s; xk(s); xk((s; xk(s)))) ds dt
∣∣∣∣
+K(t)
∣∣∣∣
∫ ∞
T1
(t − T )m−2j−1
(m− 2j − 1)! r
−1(t)
∫ ∞
t
f(s; x(s); x((s; x(s)))) ds dt
∣∣∣∣
6 3"K(t):
This shows that ‖Fxk − Fx‖ tends to zero, i.e., F is continuous.
Finally, note that when t2¿t1¿T ,
(K−1Fx)(t1)− (K−1Fx)(t2)
=
1
t2j−11
∫ t1
T
(t1 − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
− 1
t2j−12
∫ t2
T
(t2 − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
6
1
t2j−11
∫ t1
T
(t1 − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
− 1
t2j−12
∫ t1
T
(t1 − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
=
t2j−12 − t2j−11
t2j−11 t
2j−1
2
∫ t1
T
(t1 − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
×
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
6
t2j−12 − t2j−11
t2j−12
∫ ∞
T
(u− T )m−2j−1
(m− 2j − 1)! r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du
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=
t2j−12 − t2j−11
t2j−12
(∫ ∞
T1
(u− T1)m−2j−1
(m− 2j − 1)! r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du
+
∫ T1
T
(u− T )m−2j−1
(m− 2j − 1)! r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(n)))) dv du
)
6 "+
t2j−12 − t2j−11
t2j−12
∫ T1
T
(u− T )m−2j−1
(m− 2j − 1)! r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du;
so
|(K−1Fx)(t1)− (K−1Fx)(t2)|
6 "+
t2j−12 − t2j−11
t2j−12
∫ T1
T
(u− T )m−2j−1
(m− 2j − 1)! r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du:
Hence, there exists #¿ 0 such that for all x∈ ,
|(K−1Fx)(t1)− (K−1Fx)(t2)|6 2" if |t1 − t2|¡#:
Therefore, F is relatively compact. In view of Schauder $xed point theorem, we see that there is
an x∗ ∈ such that Fx∗= x∗. It is easy to check that x∗ is an eventually positive solution of (1).
Furthermore, by means of theorem of L’Hospital,
lim
t→∞
1
t2j−1
∫ t
T
(t − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
= · · ·
= lim
t→∞
1
(2j − 1)!
∫ ∞
t
(u− s)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du
=0:
Thus
lim
t→∞
x∗(t)
t2j−1
= lim
t→∞
(Fx∗)(t)
t2j−1
=
3a
2
and
lim
t→∞
x∗(t)
t2j−2
=∞:
That is to say, x∗ belongs to Ej(∞; ∗).
(b) Let x(t) be an eventually positive solution of (1) which belongs to Ej(∞; ∗). In view
of Lemmas 2 and 3, we see that x(m−1)(t)¿ 0 and x(m)(t)¡ 0 for t greater than or equal to
some positive number t1, and x(k)(t) is eventually monotonic for each k ∈{1; 2; : : : ; m − 1}. Since
limt→∞ x(t)=t2j−1 = a¿ 0, there exists t2¿ t1 such that
x(t)6
a
2
t2j−1; t¿ t2
x((t; x(t)))¿
a
2
(∗(t))2j−1; t¿ t2
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so that
f(t; x(t); x((t; x(t)))¿f
(
t;
a
2
t2j−1;
a
2
(∗(t))2j−1
)
; t¿ t2:
We assert that
lim
t→∞ x
(2j−1) = (2j − 1)!a:
In fact, by means of the theorem of L’Hospital,
lim
t→∞
x(t)
t2j−1
= lim
t→∞
x′(t)
(2j − 1)t2j−2 = · · ·= limt→∞
x(2j−1)
(2j − 1)! = a:
In case j¡m=2, we see further that
lim
t→∞ x
(2j)(t)= lim
t→∞ x
(2j+1)(t)= · · ·= lim
t→∞ x
(m−1)(t)= 0: (8)
Since x(i)(t) is eventually monotonic for i=2j; 2j + 1; : : : ; m− 1. By means of (1)
r(s)x(m−1)(s) +
∫ s
t
f(v; x(v); x((v; x(v)))) dv= r(t)x(m−1)(t); s¿ t¿ t2;
so that
x(m−1)(t)¿r−1(t)
∫ ∞
t
f(v; x(v); x((v; x(v)))) dv; t¿ t2:
Integrating the above inequality successively, and invoking (8) if necessary, we see that for ¿ t2,
x(m−2)(t)¿
∫ ∞
t
(u− t)m−2j−1
(m− 2j − 1)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du:
Integrating the above inequality one more time, we then obtain
(2j − 1)!a− x(2j−1)(t3)¿
∫ ∞
t3
∫ ∞
s
(u− s)m−2j−2
(m− 2j − 2)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
¿C
∫ ∞
t3
(u− t3)m−2j−1r−1(u)
∫ ∞
u
f(v; cv2j−1; c(∗(v))2j−1) dv du;
for some appropriate constants C and c. The proof is complete.
For the case j=m=2, similar to the proof of Theorem 2, we have the following result.
Theorem 3. Suppose that r(t) ≡ r ¿ 0 and that (H1)–(H7) hold.
(a) If there exist a constant c¿ 0 and j=m=2 such that∫ ∞
t0
|f(u; cu2j−1; c(∗(u))2j−1)| du ds¡+∞;
then (1) has an eventually positive solution in Ej(∞; ∗).
(b) If Eq. (1) has an eventually positive solution in Ej(∞; ∗)(j=m=2); then there exists a constant
c¿ 0 such that∫ ∞
t0
|f(u; cu2j−1; c(∗(u))2j−1)| du ds¡+∞:
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Theorem 4. Suppose that m is even; and that (H1)–(H7) hold.
(a) If there exist a constant c¿ 0 and j∈{1; 2; : : : ; m=2} such that∫ ∞
t0
sm−2jr−1(s)
∫ ∞
s
|f(u; cu2j−2; c(∗(u))2j−2)| du ds¡+∞; (9)
then (1) has an eventually positive solution in Ej(∗; 0).
(b) If Eq. (1) has an eventually positive solution in Ej(∗; 0); then there exists a constant c¿ 0
such that∫ ∞
t0
sm−2jr−1(s)
∫ ∞
s
|f(u; cu2j−2; c(∗(u))2j−2)| du ds¡+∞: (10)
Proof. The proof of part (a) is also similar to that of Theorem 2 and is therefore sketched as
follows. Let a= c=2 and set
K(t)= t2j−2; t¿ t0;
then as in the proof of Theorem 2, we see that there exist a number t1¿ t0 and a function x∗(t)
such that
aK(t)6 x∗(t)6 2aK(t); t¿ t1¿T
and
x∗(t) =
3a
2
K(t) +
∫ t
T
(t − s)2j−3
(2j − 3)!
∫ ∞
s
(u− T )m−2j
(m− 2j)! r
−1(u)
×
∫ ∞
u
f(v; x∗(v); x∗((v; x∗(v)))) dv du ds:
Then by means of the theorem of L’Hospital, we may show that
lim
t→∞
x∗(t)
t2j−2
=
3a
2
+ $;
where $ is a constant satisfying
0¡$6
∫ ∞
T
(t − T )m−2j−1
(m− 2j − 1)! r
−1(t)
∫ ∞
t
2f(s; cs2j−2; c(∗(s))2j−2) ds dt:
It follows that
lim
t→∞
x∗(t)
t2j−1
= 0:
These show that x∗(t) is an eventually positive solution in Ej(∗; 0).
The proof of part (b) is similar to that of Theorem 2 and we omit it here. The proof is complete.
Theorem 5. Suppose that m is even; and that (H1)–(H7) hold. If there exists j∈{1; 2; : : : ;
(m− 1)=2} such that∫ ∞
t0
sm−2j−1r−1(s)
∫ ∞
s
|f(u; c1u2j−1; c1(∗(u))2j−1)| du ds¡+∞; (11)
362 W.-T. Li, S. Zhang / Journal of Computational and Applied Mathematics 139 (2002) 351–367
for some c1¿ 0 and∫ ∞
t0
sm−2jr−1(s)
∫ ∞
s
|f(u; c2u2j−2; c2(∗(u))2j−2)| du ds=+∞; (12)
for every c2¿ 0; then (1) has an eventually positive solution in Ej(∞; 0).
Proof. Denote by C[t0;∞) the space of all continuous functions on [t0;∞) with the topology of
uniform convergence on every compact subinterval of [t0;∞), and consider the subset  of C[t0;∞)
consisting of all x∈C[t0;∞) such that
p2j−3(t) +
#(t − t0)2j−2
(2j − 2)! 6 x(t)6p2j−3(t) +
#(t − t0)2j−2
(2j − 2)!
+
∫ t
t0
(t − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−3
(m− 2j − 3)!r
−1(u)
×
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds
for t¿ t0, where
p2j−3 =
2j−3∑
i=1
&i(t − t0)i
i!
;
&i¿ 0 (i=1; : : : ; 2j− 2) are arbitrary $xed constants, #¿c1(2j− 2)!, and c1 is the number in (13).
Let us further de$ne an operator F : → C[t0;∞) as
Fx(t) =p2j−3(t) +
#(t − t0)2j−2
(2j − 2)! +
∫ t
t0
(t − s)2j−2
(2j − 2)!
∫ ∞
s
(u− s)m−2j−3
(m− 2j − 3)!r
−1(u)
×
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds; t¿ t0
and
Fx(t)=Fx(t0 + T−1); T−16 t ¡ t0:
It is clear that F is well de$ned on  and maps  into C[t0;∞). A routine computation shows
that (i) F maps  into  ; (ii) F is continuous on  ; and (iii) F is relatively compact. The
Schauder–Tychono' $xed point theorem then implies that F has a $xed point in  . Let x∈ be a
$xed point of F . By means of theorem of L’Hospital, we see that
x(t)
t2j−2
= #+
∫ t
t0
∫ ∞
s
(u− s)m−2j−3
(m− 2j − 3)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds (13)
and
x(t)
t2j−1
=
∫ ∞
t
(u− t)m−2j−3
(m− 2j − 3)!r
−1(u)
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du: (14)
By (14) we have limt→∞ x(t)=t2j−1 = 0. Since (13) and (14) imply that x(2j−2)(t) is positive and
increasing, x(2j−2)(t) either converges to some positive limit or diverges to ∞ as t → ∞. Assume
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that the $rst case holds. Then, this means that limt→∞ x(t)=t2j−2 = const. That is to say, x∈Ej(∗; 0),
and so (9) holds by Theorem 4. But this contradicts the assumption (12). Thus, we conclude that
limt→∞ x(t)=t2j−2 =∞, implying that x∈Ej(∞; 0). The proof is complete.
Theorem 6. Suppose that r(t) ≡ r ¿ 0, and that (H1)–(H7) hold. If there exists j=m=2 such that∫ ∞
t0
|f(u; c1u2j−1; c1(∗(u))2j−1)| du ds¡+∞ (15)
for some c1¿ 0 and∫ ∞
t0
r−1(s)
∫ ∞
s
|f(u; c2u2j−2; c2(∗(u))2j−2)| du ds=+∞; (16)
for every c2¿ 0; then (1) has an eventually positive solution in Ej(∞; 0).
Theorem 7. Suppose that m is odd; and that (H1)–(H7) hold.
(a) If there exist a constant c¿ 0 and j∈{1; 2; : : : ; (m− 2)=2} such that∫ ∞
t0
sm−2j−2r−1(s)
∫ ∞
s
|f(u; cu2j; c(∗(u))2j)| du ds¡+∞;
then (1) has an eventually positive solution in Ej(∞; 0).
(b) If Eq. (1) has an eventually positive solution in Ej(∞; 0)(j¡ (m− 1)=2); then there exists a
constant c¿ 0 such that∫ ∞
t0
sm−2j−2r−1(s)
∫ ∞
s
|f(u; cu2j; c(∗(u))2j)| du ds¡+∞:
The proof is similar to that of Theorem 2. We only need to note that the function K(t) there
should be replaced by K(t)= t2j and the mapping F should be modi$ed so that
(Fx)(t)=


3a
2
K(t) +
∫ t
T
(t − s)2j−1
(2j − 1)!
∫ ∞
s
(u− s)(m−2j−2)
(m− 2j − 2)! r
−1(u)
×
∫ ∞
u
f(v; x(v); x((v; x(v)))) dv du ds; t¿T;
(Fx)(T ); t06 t ¡T:
Theorem 8. Suppose that r(t) ≡ r ¿ 0; and that (H1)–(H7) hold.
(a) If there exist a constant c¿ 0 and j=(m− 1)=2 such that∫ ∞
t0
|f(u; cu2j; c(∗(u))2j)| du ds¡+∞;
then (1) has an eventually positive solution in Ej(∞; 0).
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(b) If Eq. (1) has an eventually positive solution in Ej(∞; 0)(j=(m− 1)=2); then there exists a
constant c¿ 0 such that∫ ∞
t0
|f(u; cu2j; c(∗(u))2j)| du ds¡+∞:
Theorem 9. Suppose that m is odd; and that (H1)–(H7) hold.
(a) If there exist a constant c¿ 0 and j∈{1; 2; : : : ; (m− 1)=2} such that∫ ∞
t0
sm−2j−1r−1(t)
∫ ∞
s
|f(u; cu2j−1; c(∗(u))2j−1)| du ds¡+∞;
then (1) has an eventually positive solution in Oj(∗; 0).
(b) If Eq. (1) has an eventually positive solution in Oj(∗; 0); then there exists a constant c¿ 0
such that∫ ∞
t0
sm−2j−1r−1(t)
∫ ∞
s
|f(u; cu2j−1; c(∗(u))2j−1)| du ds¡+∞:
Theorem 10. Suppose that m is odd; and that (H1)–(H7) hold. If there exist a constant c1¿ 0
and j∈{1; 2; : : : ; (m− 2)=2} such that∫ ∞
t0
sm−2j−2r−1(s)
∫ ∞
s
|f(u; c1u2j; c1(∗(u))2j)| du ds¡+∞;
and ∫ ∞
t0
sm−2j−1r−1(t)
∫ ∞
s
|f(u; c2u2j−1; c2(∗(u))2j−1)| du ds=+∞
for every c2¿ 0; then Eq. (1) has an eventually positive solution in Oj(∞; 0).
Theorem 11. Suppose that r(t) ≡ r ¿ 0; and that (H1)–(H7) hold.
(a) If there exist a constant c1¿ 0 and j=(m− 1)=2 such that∫ ∞
t0
|f(u; c1u2j; c1(∗(u))2j)| du ds¡+∞
and ∫ ∞
t0
r−1(t)
∫ ∞
s
|f(u; c2u2j−1; c2(∗(u))2j−1)| du ds=+∞
for every c2¿ 0; then Eq. (1) has an eventually positive solution in Oj(∞; 0)(j=(m− 1)=2).
(b) If Eq. (1) has an eventually positive solution in Oj(∞; 0)(j=(m− 1)=2); then there exists a
constant c1¿ 0 such that∫ ∞
t0
|f(u; c1u2j; c1(∗(u))2j)| du ds¡+∞
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and ∫ ∞
t0
r−1(t)
∫ ∞
s
|f(u; c2u2j−1; c2(∗(u))2j−1)| du ds=+∞
for every c2¿ 0.
Theorem 12. Suppose that m is odd; and that (H1)–(H7) hold. Suppose further that f is super-
linear or sublinear. If there exist a constant c¿ 0 such that∫ ∞
t0
sm−2r−1(s)
∫ ∞
s
|f(u; c; c)| ds dt ¡+∞;
then (1) has an eventually positive solution which converges to a positive constant. The converse
is also true.
The proof is similar to that of Theorem 2. We only need to note that the function K(t) should
now be replaced by K(t)= 1 and the mapping F should be modi$ed so that
(Fx)(t)=


3a
2
+
∫ ∞
t
(s− t)m−2
(m− 2)! r
−1(s)
×
∫ ∞
s
f(u; x(u); x((u; x(u)))) du ds; t¿T;
(Fx)(T ); t06 t ¡T:
Theorem 13. Suppose that m is odd; and that (H1)–(H7) hold. Then (1) has an eventually positive
solution x(t) which converges to zero if
t
∫ ∞
t
(s− t)m−2
(m− 2)! r
−1(s)
∫ ∞
s
∣∣∣∣f(u; 1u ; 1∗(u))
∣∣∣∣ du ds6 1 (17)
holds for t¿T .
Proof. Let X be the partially ordered Banach space of all real functions endowed with the usual
suoremum norm and termwise ordering.
De$ne a subset  of X by
 = {x∈X | x(t) is nondecreasing and 06 x(t)6 1; t¿ t0}:
For any subset M of  , it is clear that inf M ∈ and supM ∈ . De$ne an operator F on  as
follows:
(Fx)(t)=


t
∫ ∞
t
(s− t)m−2
(m− 2)! r
−1(s)
∫ ∞
s
f
(
u;
x(u)
u
;
x((u; x(u)))
(u; x(u))
)
du ds; t¿T;
exp
(
ln((Fx)(T ))t
T
)
; t06 t ¡T:
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By means of (11), we see that F maps  into  . Furthermore, it is clear that F is an increasing
mapping. By means of the Knaster–Tarski $xed point theorem (see e.g., [7, Theorem 1:7:3]), there
exists a function y∗ such that Fy∗=y∗. If we let
x∗(t)=
y∗(t)
t
; t¿T;
then
x∗(t)=
∫ ∞
t
(s− t)m−2
(m− 2)! r
−1(s)
∫ ∞
s
f(u; x∗(u); x∗((u; x∗(u)))) du ds:
By taking di'erenting on both sides of the above equality, we may easily verify that x∗ is a solution
of (1) for all large t. Since x∗ is eventually positive and converges to zero, we have found the
desired solution. The proof is complete.
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