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ABSTRACT
Tidal debris structures formed from disrupted satellites contain important clues about
the assembly histories of galaxies. To date, studies of these structures have been ham-
pered by reliance on by–eye identification and morphological classification which leaves
their interpretation significantly uncertain. In this work we present a new machine-
vision technique based on the Subspace–Constrained Mean Shift (SCMS) algorithm
which can perform these tasks automatically. SCMS finds the location of the high-
density ‘ridges’ that define substructure morphology. After identification, the coef-
ficients of an orthogonal series density estimator are used to classify points on the
ridges as part of a continuum between shell–like or stream–like debris, from which a
global morphological classification can be determined. We dub this procedure Subspace
Constrained Unsupervised Detection of Structure (SCUDS). By applying this tool to
controlled N–body simulations of minor mergers we demonstrate that the extracted
classifications correspond to the well–understood underlying physics of phase mix-
ing. The application of SCUDS to resolved stellar population data from near–future
surveys will inform our understanding of the buildup of galaxies stellar halos.
Key words: galaxies: halos – galaxies: interactions – methods: statistical
1 INTRODUCTION
In the prevailing cosmological picture structure at all scales
forms due the gravitational collapse of overdensities left
over after inflation. After an initial collapse into gravita-
tionally bound halos, structure formation proceeds hierar-
chically in that large systems are built over time from as-
semblages of smaller systems as they collide and merge to-
gether (e.g. White & Rees 1978). This process continues in
the modern epoch as evidenced by observations of satellite
galaxies being tidally disrupted and eventually subsumed
into their hosts. The morphology of the stellar debris left
over from these events can persist for many billions of years
before phase–mixing into the smooth stellar halo (e.g. Helmi
& White 1999) and the detailed structure of the unmixed de-
bris contains a wealth of information about galactic merger
histories (c.f. Johnston et al. 2008).
Two classic examples of ongoing mergers in the Local
Group are the Sagittarius dwarf and its tidal tails around the
Milky Way (Ibata et al. 1994; Newberg et al. 2002; Majewski
? E-mail: hendel@astro.columbia.edu
et al. 2003; Belokurov et al. 2006) and the Giant Southern
Stream in Andromeda (Ibata et al. 2001; Ferguson et al.
2002). These examples vividly demonstrate the ongoing na-
ture of galactic accretion. In addition, a growing number
of extragalactic surveys that reach very low surface bright-
ness limits in integrated light show that similar structures
are common around galaxies more generally (e.g. Mart´ınez-
Delgado et al. 2010; Atkinson et al. 2013; Duc et al. 2015;
Greco et al. 2017; Hood et al. 2018; Morales et al. 2018;
Kado-Fong et al. 2018) even though these studies are likely
accessing only the bright end of the tidal debris luminos-
ity function (Bullock & Johnston 2005; Cooper et al. 2010).
Currently, the best samples contain a few hundred to a few
thousand examples. In the near future these will be dwarfed
by the catalogs produced by the full Hyper Suprime–Cam
Subaru Strategic Program Wide Layer (HSC-SSP, Aihara
et al. 2018), which can detect low surface brightness galaxies
and structures down to ∼ 27 mag arcsec−2 (Greco et al. 2018;
Kado-Fong et al. 2018), and on a longer time baseline that
of the upcoming Large Synoptic Survey Telescope (LSST)
which is expected to reach a similar or slightly greater depth
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over more than ten times the sky area (LSST Science Col-
laboration et al. 2009).
In addition there is a thriving literature on resolved stel-
lar halos which also reveal extensive substructure. These
studies – which directly image individual stars at up to
Mpc distances – are very challenging but permit exceed-
ingly low effective surface brightness limits and better de-
termination of stellar ages and metallicities if they include
multiband photometry. Pioneered by the PAndAS survey
of Andromeda (Ibata et al. 2007; McConnachie et al. 2009;
Ibata et al. 2014), a combination of ground–based, wide–
field imaging studies covering tens to hundreds of projected
kpc of nearby galaxies (Mouhcine et al. 2010; Bailin et al.
2011; Barker et al. 2012; Greggio et al. 2014; Okamoto et al.
2015; PISCeS, Crnojevic´ et al. 2016) and deep Hubble Space
Telescope observations of select fields (Dalcanton et al. 2009;
GHOSTS, Radburn-Smith et al. 2011; Rejkuba et al. 2014;
Monachesi et al. 2016; Mihos et al. 2018) are rapidly advanc-
ing our understanding of stellar halos and the substructure
within them.
LSST will also contribute to this work on resolved stel-
lar halos, mapping individual red giant branch stars in the
halos of galaxies out to approximately 6 Mpc after ten years
of imaging. For approximately ten nearby large galaxies the
imaging will be deep enough to obtain photometric metal-
licities as well, enabling more detailed studies of the stars’
origins (LSST Science Collaboration et al. 2009). The next
great leap forward is likely to come with the launch of the
Wide–Field Infrared Survey Telescope (WFIRST). Combin-
ing a 0.34 deg2 field of view, HST resolution, and an effective
surface brightness limit of 35 mag arcsec−2, WFIRST will
be able to map stellar halos in resolved stellar populations
with unprecedented detail. The WFIRST Infrared Nearby
Galaxy Survey Science Investigation Team is planning to
image most (∼ 100) large galaxies within 10 Mpc, resolving
∼ billions of stars including an expected tens of millions in
their halos. This will be an ideal dataset to understand the
underlying merger dynamics but requires substantial theo-
retical development.
One way to extract astrophysical information from cat-
alogs of substructure is to classify systems by their spa-
tial morphology. Tidal debris can be broadly divided into
two morphological groups: streams and shells. Streams are
long, narrow features that approximate orbits in the host
galaxy’s potential. Shells, on the other hand, often cover
a large two–dimensional area with significant luminosity,
bounded at some radius from the host galaxy by a bright
caustic that corresponds roughly to an isopotential. To first
order streams and shells are generated by near–circular and
near–radial satellite orbits, respectively, but in detail contain
information about all the interaction parameters including
the host mass, merger mass ratio, and interaction duration
(Quinn 1984; Johnston et al. 2008; Amorisco 2015; Hendel &
Johnston 2015; Karademir et al. 2018). However, the cata-
logs that exist rely on visual identification (with the notable
exception of Kado-Fong et al. 2018) followed by manual clas-
sification into morphological groups. This introduces a host
of worrying systematics that can hamper physical interpre-
tation. Besides improving the uniformity and reproducibility
of the resulting catalogs, algorithmic methods can also iden-
tify subtle structures and groupings that may not be obvious
to observers even in extremely well–studied fields (such as
the M31 halo, McConnachie et al. 2018).
In this contribution we seek to improve this state by
introducing an automatic method for classifying tidal debris
based on the Subspace–Constrained Mean Shift algorithm.
In Section 2, we describe the test dataset of N-body simula-
tions and the classification pipeline; in Section 3 we examine
its performance compared to a semi–analytical ‘morphology
metric’ that we take to represent the true state of the inter-
actions; and Section 4 considers the possibilities for future
use. Section 5 concludes.
2 ALGORITHM: SCUDS
Due to the advantages, rapidly advancing state, and future
prospects of resolved maps of stellar halos, we have imple-
mented an algorithm that operates on particle data. In this
Section we describe the test data and pipeline, which can be
separated into several stages: feature identification, feature
classification, spatial reconstruction and finally debris clas-
sification. Each is described in turn below. Central to this
method is the Subspace–Constrained Mean Shift algorithm
(Ozertem & Erdogmus 2011), so we dub our algorithm Sub-
space Constrained Unsupervised Detection of Structure, or
SCUDS1 for short.
2.1 Test dataset
N-body simulations provide an ideal proving ground for a
machine–vision classifier since one can attempt to recover
the precisely–known initial conditions. While in principle the
output of any number of modern, public simulation datasets
could be used, substantial particle resolution in the satellite
galaxy is required, a wide variety of interaction parameters
should be investigated, and it is convenient to have ready–
made classifications to compare against. The grid of minor
merger simulations used in Hendel & Johnston (2015) satis-
fies these conditions.
The simulation setup evolves 105–particle, NFW–profile
(Navarro et al. 1997) satellites orbiting in a static, spheri-
cally symmetric NFW–profile host galaxy using the Self–
Consistent Field basis function expansion code (Hernquist
& Ostriker 1992). The host potential has a viral mass of
1.77 × 1012 M and a scale radius of 24.6 kpc, broadly
consistent with the Milky Way, but besides a small ef-
fect from the mass-concentration relation the mergers are
nearly scale invariant with respect to Mhost. In total, this
archive holds 1,920 snapshots representing mergers over a
wide range of orbits (with energies equal to those of a circu-
lar orbit at 25, 45, 75, and 100 kpc, and 12 circularites be-
tween 0.05 and 0.95), mass ratios (NFW satellites of masses
m/M = 6.5 × 106, 107, 108, 109) and interaction times (up
to 8 Gyr), as well as a morphological classification derived
from semi-analytic scalings that describe the tidal disruption
process (their Eq 5–8 and Figure 7).
Even though these snapshots have a large satellite par-
ticle count compared to mergers with a similar mass ratio in
1 One definition of scud is ‘loose vapory clouds driven swiftly by
the wind,’ which we find an apt visual.
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Figure 1. Ridge points computed with the Subspace–
Constrained Mean Shift algorithm using a bandwidth of 2 kpc
(colored points) plotted on top of the particle data (black
points) for stream–forming (top) and shell–forming (bottom) mi-
nor merger simulations. Both simulations shown are on orbits of
the same energy as a circular orbit at 25 kpc, have a satellite
mass of 6.5 × 107 M, and are integrated for 4.8 Gyr, but they
have differing circularities of 0.90 (top) and 0.20 (bottom). Both
the tidal streams and shell caustics are captured by the principal
curves.
modern cosmological hydrodynamic simulations, some ini-
tial conditions still produce debris structures with very low
densities which makes any analysis uncertain at best. For
this reason we will focus on the more tightly bound and
lower mass examples, which maintain reasonable projected
particle densities for many Gyr. Applying SCUDS to fully
observationally–motivated merger ratios and orbit distribu-
tions simply requires additional resolution, which we defer
to future work. Similarly, instead of tagging the most bound
N-body particles as those representing stars, we assume all
particles will be visible to retain sufficient data on which
to operate. This means that the satellites do not exactly
match the observed mass–concentration relation but again
this is unimportant in terms of analyzing the debris struc-
tures; one can think of the simulation as representing a satel-
lite whose dark halo has already been substantially stripped,
which is a likely prerequisite for forming any kind of tidal
debris (Pen˜arrubia et al. 2008; Villalobos et al. 2012; Chang
et al. 2013; Smith et al. 2016).
2.2 Machine vision method
2.2.1 Feature identification: Subspace–Constrained Mean
Shift
The Mean Shift technique (Fukunaga & Hostetler 1975) is
well–known as a non–parametric method of classification.
Given a dataset { ®Xi}, an estimate of its density field ρ(®x) in
D dimensions, and a test point initial condition ®y, Mean Shift
iteratively moves ®y up the local density gradient towards a
local maximum until convergence at a mode, where updates
give shifts less than a chosen tolerance  . In the common
use case as a classifier this is performed for each ®y ∈ { ®Xi}
and all points that reach the same mode (within ) are con-
sidered a single cluster. However, for detection of tidal fea-
tures we are interested not in the countable set of modes but
rather the principal curves, by which we mean smooth curves
(or manifolds) that pass locally through the middle of the
data (Hastie 1984; Hastie & Stuetzle 1989). These curves will
trace the high-density regions of tidal streams and shell caus-
tics, and we will refer to them as density ridges or ridgelines.
Mean Shift can be extended with an additional constraint
on the direction that ®y is allowed to move at each iteration
(within a local subspace, thus Subspace–Constrained Mean
Shift, or SCMS) so that it converges to just such a princi-
pal surface, of dimension d ≤ D − 1 (Ozertem & Erdogmus
2011). This technique has been used successfully to identify
filaments in the cosmic web, which have a similar geometry
(Chen et al. 2015b,c, 2016, 2017; He et al. 2017). The specific
implementation of SCMS we employ is distributed in the he-
lit2 package. In the following we assume D = 2, i.e. using sky
positions alone. This could be extended to include a third
dimension such as metallicity to separate stars that are part
of tidal debris from the stellar halo of the host galaxy.
A density ridge is defined by a set of conditions on both
the gradient and the Hessian of the density field, which we
estimate using a kernel density estimate (KDE):
ρ(®x) = 1
nh2
n∑
i=1
K
(
| ®x − ®Xi |
h
)
(1)
where n is the number of data points, K is a kernel (in this
work, the Gaussian kernel), and h is a smoothing bandwidth.
The choice of h is an important but difficult issue. If the
adopted value is too large, the KDE will over–smooth the
debris and hamper classification by eliminating fine struc-
ture; too small, and the resulting density field will have too
many isolated modes for the test points to effectively find
2 https://github.com/thaines/helit/
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Figure 2. Methodology for classifying individual ridge points. An example of a point on a stream (top) and shell (bottom) are shown.
Left: A single ®xr (gold diamond) is chosen and the local ridge is axis–aligned by a rotation such that the corresponding ®φr points along
the x–axis. A selection box (gold rectangle) is constructed for the particle data using these coordinates. Right: the data in the selection
box is collapsed in the x coordinate and then used to evaluate the coefficients in an orthogonal basis density estimator (Equation 4). The
resulting density estimate is shown (Equation 5, green dashed line), appropriately scaled to match the density histogram, as well as the
contributions from the symmetric cosine (blue line) and asymmetric sine (red line) components.
the principal curves. A similar problem exists in identifica-
tion of tidal debris in image data. In that case it is often
found to be advantageous to smooth the data at a scale
above the limit set by the point spread function; a kernel of
width 1–3 kpc can enhance the low surface brightness fea-
tures (e.g. Miskolczi et al. 2011; Hood et al. 2018; Morales
et al. 2018). Here we adopt h = 2 kpc.
Next, the gradient g(®x) = ∇ρ(®x) and Hessian H(®x) =
∇∇ρ(®x) are computed and H(®x) is eigendecomposed. Defin-
ing ®v(®x) as the eigenvector corresponding to the smallest
eigenvalue of H, the ridge is the set of points ®xr that satisfy
®v(®xr )T∇ρ(®xr ) = 0 and ®v(®xr )TH(®xr )®v(®xr ) < 0 (2)
(Eberly 1996; Ozertem & Erdogmus 2011; Genovese et al.
2014; Chen et al. 2015a). These relations demand that the
MNRAS 000, 1–11 (2018)
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Figure 3. Variation of the local morphology metric µi as a function of its parameters m, ∆x, and ∆y, which correspond to the number of
basis functions used and the area over which the expansion is computed. The top and bottom rows correspond to the same ridgepoints
as shown in Figure 2, representing locations on a stream and a shell, respectively. The quantity held constant is set to its fiducial value
(m = 5, ∆x = 4 kpc, and ∆y = 8 kpc) and these same values are highlighted by black boxes in each panel. Color indicates a percentage
difference from the median of each panel. The computed value varies by only a few percent for a wide range of choices; the most obvious
constraint is that the range [ymin, ymax] should be at least twice the KDE smoothing scale so that the shell edge is captured correctly.
This behavior is typical among sample points tested.
density field has a local maximum in the eigendirection cor-
responding to the smallest eigenvalue of H. The eigendirec-
tion corresponding to the larger eigenvalue is also the direc-
tion of the gradient and therefore points along the ridgeline;
we note this direction ®φr for each ®xr for use in further anal-
ysis. Examples of the principal curves that result from this
SCMS procedure are shown in Figure 1. In the top panel,
the ridgeline cleanly traces the center of the tidal stream,
even capturing the ‘s–shape’ characteristic of the progenitor
position where stars are leaving from the inner and outer
Lagrange points to form the tidal tails. The shell debris
on the bottom panel is more complex; the shell caustics
are clearly marked out but also traced are the ‘pericenter
streams’ where the particles pass through their host as they
move along their orbits from one shell to another. There are
also some scattered ridgeline points that represent locations
where the smoothing bandwidth is insufficient to connect
with major structures; in this snapshot about 1% of the fi-
nal positions are spurious for this reason.
2.2.2 Feature classification: orthogonal series density
estimation
With the ridge points identified as locations of interest, the
next step is to examine the structure of the particle den-
sity in the vicinity to determine if the ridgeline corresponds
to a shell–like or stream–like feature. The key morpholog-
ical identifier of shells is a gradual rise in surface density
with increasing radius followed by a sharp drop to nearly
zero; the density is highly asymmetric perpendicular to the
shell edge (which the ridgeline parallels). Streams, on the
other hand, tend to be more symmetric about their princi-
pal curve. We therefore take as an ansatz that each ridge
point ®xr can be classified on the basis of this asymmetry in
the direction perpendicular to ®φr , i.e. perpendicular to the
ridgeline. We investigated a number of ways to character-
ize the symmetry of the density field including distribution
properties like skewness and kurtosis, the Wilcoxon signed-
rank test (Wilcoxon 1945), the response of a Sobel filter
(Sobel 2014), and non–parametric mixture models (Patra &
Sen 2016). While each of these tools have some advantages,
extensive testing suggests that a decomposition based on
a Fourier series provides conceptual simplicity, high speed,
and an effective classification.
MNRAS 000, 1–11 (2018)
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Figure 4. Global morphological classification for simulation snapshots of a stream (top) and shell (bottom). Left: the local morphology
µi is evaluated for each ridge point. One can immediately see that the stream is more symmetric, with only a few points having less
than ∼ 80% of the orthogonal series expansion’s density represented in symmetric terms. This gives the stream µS = 0.17. On the other
hand, ridgepoints in the shell simulation have a median value µS = 0.32, representing a typical asymmetry nearly twice that of the stream
simulation. Center: the initial positions ®yi of the ridge points, color–coded by µi calculated at their final positions. Right: the mean value
of the average morphology of gridded cells gives an area-weighted view of the morphology.
Having chosen this tool, the SCUDS methodology for
classifying each ridge point is illustrated in Figure 2. First,
a subset of particles in the vicinity of ®xr on which to op-
erate is constructed. The local principal curve is shifted to
the origin and axis–aligned by rotating the data by ®φr such
that the ridgeline lies along the x axis. Particles in the range
ymin < y < ymax and xmin < x < xmax are selected and their
x coordinate is discarded, producing a one-dimensional par-
ticle distribution perpendicular to the ridgeline. Next, an
orthogonal series density estimator is applied. The idea is
to generate an approximation fˆ of the true density f by
estimating its Fourier expansion coefficients using samples
drawn from it. Here the samples are the simulation parti-
cle’s positions in this locally ridge–aligned, one–dimensional
coordinate system. More explicitly, after a change of variable
such that (ymin, ymax) → (−pi, pi), the integrals for calculating
the coefficients aj and bj
aj =
1
pi
∫ pi
−pi
f (x) cos j x dx, bj = 1
pi
∫ pi
−pi
f (x) sin j x dx (3)
are approximated by using a sum of Dirac delta functions
at the particle positions to represent the density, f (x) =
∑
k δ(x − xk ), where k is over all selected particles. The esti-
mated coefficients are therefore
aˆj =
1
pi
∑
k
cos j xk, bˆj =
1
pi
∑
k
sin j xk, (4)
and the orthogonal series density estimator is
fˆ (x;m) = N
2pi
[
1 + 2
m∑
1
(aˆj cos j x + bˆj sin j x)
]
(5)
where m is the maximum basis function degree of interest;
this corresponds to an effective smoothing, since as m → ∞
the series must converge to the set of delta functions it uses
as input, not f .
A measure of the total degree of asymmetry in fˆ can be
computed by comparing the sine and cosine contributions to
the overall density; we define the local morphology metric
as
µi ≡
∑m
j=1 |bˆj |∑m
j=1 |aˆj | + |bˆj |
, (6)
which is computed for each ridge point and captures the
scale of the local density asymmetry. Note that the j = 0
MNRAS 000, 1–11 (2018)
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term that represents the mean value is not included. We pre-
sume that any global asymmetry due to the smooth stellar
halo, which has typical scales much greater than the smooth-
ing length considered here, can be removed by fitting a power
law – perhaps after masking the regions of interest identified
by SCUDS.
2.2.3 Parameter choices
The SCUDS scheme defined above has introduced a number
of free parameters: the scale of the kernel density estimate h,
the maximum Fourier term m (which corresponds to an ef-
fective smoothing) and the data selection ranges [xmin, xmax]
and [ymin, ymax]. Ideally the classifier will be insensitive to
the detailed choice of each parameter. To test this, we again
examined the same test point as in Figure 2 and varied the
classification parameters. The effect this has on µi is show
in Figure 3; the top row is the point on the stream, and the
bottom is on the shell edge. The color indicates the percent-
age variation for each choice relative to the median value
in the panel. One can see that µi varies by only a few per-
cent over a wide range of choices for each parameter, with
the exception of ymin − ymax. When this quantity is less than
about twice the KDE smoothing scale the shape of the den-
sity histogram qualitatively changes since the shell edge is
not included in the range. Very large box sizes also cause
difficulties as the density expansion has to capture multiple
features. For the remainder of this work we set h = 2 kpc,
m = 5, xmax − xmin = 2h, and ymax − ymin = 4h.
2.2.4 Source reconstruction & debris classification
Given the above method for analyzing each ridgepoint, next
an overall morphology for each simulation snapshot must be
determined. We use the simplest possible method: comput-
ing the median value of the local morphology µi (Equation 6)
over all ridgepoints. This gives in some sense a number–
density–weighted morphology since the initial SCMS posi-
tions are chosen as a subset of the data, ®y ∈ {Xi}. We denote
this global morphology µS. Although the original goal was
to replicate automatically the shell versus stream decisions
of human classifiers, this continuous variable classification
approach allows more insight into the evolutionary state of
the tidal debris, as shown below.
While in principle one could initialize the ridge initial
positions as every particle, in practice this is rather com-
putationally expensive and, we find, unnecessary. To ensure
this method can return consistent morphology results, we
computed µS using 100 random initializations of 500 par-
ticles from a simulation snapshot. The standard deviation
the median was only 0.6% of the mean, which we consider
negligible. To err on the side of caution, for the remainder
of this work we use 5,000 ridge particles.
Finally, stars from the host galaxy will make any kind
of analysis difficult near its center; for example, Kado-Fong
et al. (2018) found that their detection efficiency dropped
dramatically within ∼ 4Re. With WFIRST in mind and not-
ing that in the mid–infrared nearby early–type galaxies have
effective radii ∼ 3 kpc (Forbes et al. 2017), we remove any
ridgepoints within 15 kpc of the host’s center. Similarly, if a
bound remnant exists any ridgepoints within 5 kpc of it are
masked.
3 RESULTS
Having defined a method for the automatic identification
and classification of tidal debris, we now explore several ap-
plications. The SCUDS morphology metric µS has been tab-
ulated for each of the simulations described above and is
provided along with the associated code in a public reposi-
tory3.
3.1 Inclination effects
One difficult issue in by–eye detection and morphological
classification is the effect of inclination. Using the tool de-
scribed above this confounder can be addressed directly,
both in terms of changes to the appearance of specific points
on the debris and the global morphology.
Figure 5 explores this for two representative simula-
tions, again one shell and one stream. Perhaps unsurpris-
ingly, the relatively one-dimensional shape of the stream is
unaffected by rotation until the inclination i & 75◦, where
projection causes substantial overlap between the leading
and trailing streams. The slight decrease at small inclina-
tions is due to the line–of–sight projection hiding epicyclic
overdensities or ‘feathers’ as they are superimposed on top
of the main arm.
On the other hand, the sharp density drop at the edge
of shells is enhanced by projection, in the same manner as
limb–brightening, and one might expect that as the densest
part of the shell (in the orbital plane) is rotated into the line
of sight that its appearance would change significantly. This
is borne out as shown in Figure 5; the automatic classifier
still detects the shell edge, but due to decreasing asymme-
try its morphology µS decreases from ∼ 0.33 to ∼ 0.29 for
inclinations of 0 and 80 degrees, respectively. The simula-
tions are necessarily symmetric when viewed edge–on, due
to the symmetry of the spherical potential and initial con-
ditions, so an overall decrease is unsurprising. However, it
seems that the SCUDS morphology is relatively insensitive
to inclination effects.
3.2 Time evolution
A clear expectation from a variety of analytic arguments
(Amorisco 2015; Hendel & Johnston 2015), cosmologically
motivated restricted simulations (Johnston et al. 2008), and
fully cosmological hydrodynamic simulations (Pop et al.
2017) is that debris from satellites on orbits of intermedi-
ate circularity should slowly transition from stream–like to
shell–like over time. This can easily be evaluated by SCUDS,
as seen in Figure 6. There is a clear pattern for many de-
bris structures, especially from the more massive group, to
slowly grow more asymmetric (i.e. have more of their mass
in shells) as time goes on. For the high–mass satellites on
the most radial orbits, which generate shell structures al-
most immediately, this progress is approximately linear in
time which also agrees with the analytic expectation (see
Section 3.3).
On the other hand, the low–mass satellites on relatively
circular orbits have little evolution away from their original
3 https://github.com/davidhendel/scuds
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Figure 5. Effect of inclination on the ridgepoint and global morphology. Top row: the same simulation as the stream simulation (top
row) of Figure 4, except inclined at different angles to the line of sight. The morphology is calculated in the same way. Second row: same
as top row, but for the shell simulation (bottom row of Figure 4). Bottom left and bottom center: distribution of point morphologies
µi for the inclined stream and shell simulations, respectively. Right: mean morphology µS calculated as a function of inclination; the
automatic classifier is well behaved for a wide range of inclinations.
stream–like state over the more than 5 Gyr shown here. In
this case, the primary source of snapshot–to–snapshot vari-
ation is due to the epicyclic ‘feathers’ that form parts of the
stream (e.g. Ku¨pper et al. 2010) which vary in prominence
depending on a number of factors including the amount of
recent mass loss and current orbital phase. Several of these
structures are visible in the top left panel of Figure 2 and in
particular the one inside the selection box at ∆y ∼2 produces
some of the slight asymmetry seen in the corresponding den-
sity histogram and orthogonal series density estimator. Oc-
casionally these streams see a sudden increase in asymmetry
on the order of tens of percent; this corresponds to the first
snapshot in which the leading and trailing tails cross, which
unsurprisingly introduces significant asymmetry in that re-
gion. The crossing may or may not persist as the simulation
continues.
3.3 Connection to the morphology metric
Here we briefly review the computation of the morphology
metric of Hendel & Johnston (2015); see that work for a
complete justification. Given an orbit in the host potential
with energy Eorb and angular momentum Lorb, the angular
size of the shell edge due to azimuthal precession is just the
differential precession ∆ψ per orbit with respect to L at Eorb
times the angular momentum scale and the number of orbits
Norb:
ΨL ≡ lsNorb
∂∆ψ
∂L

Eorb
; ls = σRp + 2sVpRp = (
√
3 + 2)sL (7)
where the contribution proportional to ∂∆ψ/∂E is neglected
due to the weak dependence of ∆ψ on E, Vp and Rp are the
pericentric velocity and radius, respectively, and
s =
(
m
3M(Rp)
)1/3
(8)
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Figure 6. Time evolution of the SCUDS morphology metric µS
for satellites of mass m = 6.5×107 and m = 6.5×108 M on a variety
of orbits with circularities j = L/Lcirc between 0.05 and 0.95. Some
trends are visible: the more massive satellites (large squares) tend
to have a larger value of µS , while the lower mass satellites (small
circles) on very radial orbits tend to have a morphology that
increases more quickly with time. Relatively circular orbits tend
to remain at small values for µS for the duration of the simulation.
where M(r) denotes the host’s mass enclosed at radius r.
Similarly, the length of the stream along its orbit can be
approximated by considering how far the fastest and slowest
unbound stars have had time to move; this is given by
ΨE ≡ esNorb
∆ψ
Tr
∂Tr
∂E

Lorb
; es = 2sRp
∂Φ
∂R

Rp
(9)
where Tr indicates the radial period. The value of ΨE is
bounded by the width of the orbit’s rosette petals, denoted
α and defined as the position angle traveled in the during
the half–period closest to apogalacticon. Finally, the mor-
phology metric is calculated as
µ ≡ ΨL
min (α,ΨE ) . (10)
Previously, it was shown that µ = 1 provided an excellent
boundary between debris that would be visually classified as
shells (with µ greater than 1) and streams (µ less than 1).
Figure 7 compares the semi–analytic morphology met-
ric µ with the results of the SCUDS algorithm. For a given
simulation the two values are tightly correlated, with few ex-
ceptions. In particular, from inspection of Figure 7, the sim-
ulation space that has µ < 1 also has µS . 0.275. At larger
values of µ there is more scatter, driven by the most eccentric
orbits of the lower–mass satellite. Inspection of these outliers
reveals that the orbital period differences in this simulation
are so small that it does not completely fill an orbit from
apocenter to apocenter, and so it transitions from looking
like a stream near pericenter to a shell near apocenter de-
Figure 7. A comparison of the SCUDS morphology metric µS
with the semi–analytic morphology metric µ for the same simu-
lation snapshots as in Figure 6. Stream–like debris has µ . 1; we
find that snapshots in this regime also have µS . 0.275, and the
two are highly correlated. The few points with µS < 0.275 and
µ > 1 are due to debris that is in the ‘pericenter stream’ state but
which has not mixed in radial phase enough to also fill out shells
during this time.
pending on where exactly the snapshot is taken. We conclude
that µS is an excellent proxy for µ.
4 DISCUSSION
At first glance this correspondence between the semi–
analytic morphology estimate µ which requires complete
knowledge of the interaction parameters and the asymmetry
estimate µS seems prosaic, but Hendel & Johnston (2015)
showed that, given a particular cosmology resulting in spe-
cific merger rates, mass–concentration relations, and so on,
the orbital infall distribution determines what types of de-
bris structures should be observed, i.e. what the expected
distribution of µ will be. The correspondence between µS
and µ therefore gives us some hope of inverting this rela-
tion and determining the orbits of destroyed satellites based
on their tidal debris in a statistical sense. One can imagine
comparing a synthetic survey built from cosmological N–
body simulations to observations using a tool like SCUDS.
One distinct limitation so far is that we have considered only
relatively minor mergers; while these are the most common,
they may not be the most frequently observed. As we have
demonstrated it is straightforward to investigate this type
of question with SCUDS using an appropriate dataset.
This is far from the end point of possible algorithmic
development. So far we have used only a fraction of the
available information from either the Subspace–Constrained
Mean Shift output or the orthogonal density expansion. As
an example, the simplest possible addition would be to check
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the local density in the vicinity of each ridge point. Using a
minimum density threshold might allow the removal of spu-
rious ridgepoint locations where the particle density was too
low for the adopted KDE smoothing allow free movement
towards the principal curves. The information required for
such a test is already available in the kernel density estimate.
In addition, we expect that ‘real’ parts of debris that
have meaningful classifications should produce a coherent
signal in the direction field ®φr . SCUDS could be extended to
check if an individual ridge point was excessively misaligned
with others near its position. This may be especially help-
ful in identifying areas where e.g. the leading and trailing
stream cross due to phase mixing or otherwise overlap when
projected on the sky, a typical source of excess asymmetric
signal.
Another possibility is to more carefully examine the
density expansion. Not all basis functions are equally in-
formative about the overall distribution and low signal–to–
noise coefficients may skew the results, particularly in the
low density regime. One way to evaluate this is to exam-
ine the basis functions’ second moment matrix; Weinberg
(1996) showed that the trace of this matrix is related to
the signal–to–noise ratio in each basis function. One could
imagine using this property to either optimize m, the max-
imum term used in the calculation of µS, or to estimate its
uncertainty.
SCUDS has been designed to work on particles with the
intention of approximating resolved stellar populations data.
This type of data is powerful but difficult to acquire; cur-
rently single–digit numbers of galaxies have been explored in
this way, and large samples will have to wait until the next
generation of wide–field space–based observatories. Exten-
sion of this algorithm to operate on imaging data would open
up the realm of possible applications enormously, since there
are a number of statistically interesting datasets currently
available such as those of Atkinson et al. (2013); Hood et al.
(2018), and Kado-Fong et al. (2018). The primary algorith-
mic difference will be in calculating the derivatives required
to evaluate the Hessian in Equation 2 as well as sensibly
resampling the pixel data to obtain the density structure
perpendicular to the principal curves. We are confident that
both of these challenges can be overcome.
In addition to illuminating the orbits of satellite galax-
ies, shell systems in particular have been proposed as a way
to attack several crucial problems in galactic dynamics. One
of these is to determine the total mass distribution of galax-
ies, which is of particular importance beyond the limits of
optical or neutral hydrogen rotation curves. The phase space
caustic of an individual shell edge is a probe of the local grav-
itational force and so possible way forward is to use shell
systems to put constraints on the host’s mass distribution
(Ebrova´ et al. 2012; Sanderson & Helmi 2013). Such meth-
ods could also benefit from the precise, objective localization
of the configuration space structure provided by SCUDS.
5 CONCLUSION
In this work we have developed a new and fully auto-
mated way to identify and classify substructure, in particu-
lar tidal debris structures from disrupting satellite galaxies,
using a machine–vision method that we dub Subspace Con-
strained Unsupervised Detection of Structure, or SCUDS.
The two basic components of this algorithm are Subspace–
Constrained Mean Shift, which is used to identify the ‘ridge-
lines’ of high density that trace the tidal features, in com-
bination with an orthogonal series density estimator that is
used to describe the structure perpendicular to the ridge-
lines. Whether this structure is symmetric or asymmetric is
used locally classify the parts of the ridge that appear like
shells or like streams.
We demonstrate that this tool can effectively deal with
common observational issues, for example inclination effects,
and that it is insensitive to many of the parameter choices
that are made. Most importantly, we illustrate a strong cor-
relation between the SCUDS morphological indicator and a
semi–analytic one that is known to predict the correct debris
morphologies in this data set. This means that the SCUDS
classifications are interpretable in terms of the interaction
parameters such as the host–to–satellite mass ratio, the in-
teraction time, and the satellite’s orbit. We also discuss sev-
eral possible extensions that will make it even more robust
and informative. Tools like SCUDS are necessary to under-
stand the truly large datasets that will flow from near–future
surveys and will provide a clearer view of galactic assembly.
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APPENDIX A: MORE EXAMPLES OF SCUDS
In this Appendix’s Figures A1 and A2 we show addi-
tional examples of the application of SCUDS to the N–
body simulations described in the text for a satellite mass of
6.5 × 107 M and 6.5 × 108 M, respectively. In both figures
the orbit of the satellite has the same energy as that of a
circular orbit at 25 kpc. The four columns represent simula-
tion snapshots after integration for 3.2, 4.0, 4.8, and 5.6 Gyr
and the rows represent simulations with angular momentum
equal to 0.1, 0.3, 0.5, 0.8, and 0.95 times that of the same
circular orbit. As in the main text, the black points indicate
all N–body particles while the larger colored points are the
ridgepoints shaded by the local morphology µi .
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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Figure A1. Examples of SCUDS for simulation snapshots with a satellite mass of 6.5 × 107 M; see text of Appendix A for details.
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Figure A2. Examples of SCUDS for simulation snapshots with a satellite mass of 6.5 × 108 M; see text of Appendix A for details.
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