Abstract. A splitting of an additive Abelian group G is a pair (M; S ), where M is a set of integers and S is a subset of G such that every nonzero element g 2 G can be uniquely written as m g for some m 2 M and g 2 G . Splittings of groups by the set M = f 1; : : :; kg are intimately related to tilings of the n{ dimensional Euclidean space. Further, such a splitting corresponds to a perfect shift code used in the analysis of run{length limited codes correcting single peak shifts. We shall give the structure of the splitting set S for splittings of cyclic groups Z p of prime order by sets of the form M = f1; a; : : : ; a r ; b; : : : ; b s g and M = f 1; a; : : :; a r ; b; : : :; b s g. This yields new conditions on the existence of perfect shift codes for M = f 1; 2; 3g and M = f 1; 2; 3; 4g by the special choice a = 2; b = 3; r = 1; 2; s = 1. Further, it can be shown that splittings of Z p by the set f 1; 2; 3g exist if and only if Z p is also split by f1; 2; 3g. Here Golomb refers to Stein's paper 8], in which splittings by F(k) and S(k) = f1; 2; : : : ; kg had been introduced to study an equivalent geometric problem concerning tiling of R n by certain star bodies (this will be presented in Section IV). These star bodies just correspond to the error spheres which have been discussed in 7] under the names Stein sphere and Stein corner, 1
In 5] Levenshtein and Vinck investigated perfect run{length{limited codes which are capable of correcting single peak shifts. As a basic combinatorial tool for the construction of such codes they introduced the concept of a k{shift code, which is de ned to be a subset H of a nite additive Abelian group G, with the property that for any m = 1; : : : ; k and any h 2 H all elements m h are di erent and not equal to zero. Such a code is said to be perfect if for every nonzero element g 2 G there are exactly one h 2 H and m 2 f1; : : : ; kg such that g = m h or g = ?m h. Hence a perfect shift code just is a splitting of a group G by the set F(k) = f 1; 2; : : : ; kg Levenshtein , where p is a prime number. Later Munemasa 6 ] gave necessary and su cient conditions for the existence of perfect shift codes for the parameters k = 3 and k = 4. Munemasa also introduced the notion shift code (originally in 5] it was called shift design). One may think of the elements h 2 H as codewords and the set f h; 2h; : : : ; khg as the sphere around the codeword h. Implicitly, this code concept is already contained in 7] . Here Golomb refers to Stein's paper 8], in which splittings by F(k) and S(k) = f1; 2; : : : ; kg had been introduced to study an equivalent geometric problem concerning tiling of R n by certain star bodies (this will be presented in Section IV). These star bodies just correspond to the error spheres which have been discussed in 7] under the names Stein sphere and Stein corner, respectively (without giving an application in Coding Theory). We shall also use the notion sphere around h for the set h M; h 2 S for any splitting (M; S).
In this paper we shall investigate splittings of cyclic groups of prime order Z p by sets of the form respectively, which we shall denote by ord(a) and ord(b).
Observe that for the special choice a = 2; b = 3 and r = 1; s = 1 (or r = 2; s = 1, respectively) the sets S(3) and F(3) (or S(4) and F (4) 
the subgroup of G generated by the elements a and b. Furthermore let F = fa i b j ; i ? j 0 mod (r + s + 1)g:
Observe that F is the subgroup in G generated by the elements a r+s+1 ; b r+s+1 , and ab. It can be shown that a splitting by the set M 1 (M 2 ) in Z p exists exactly if for each element f 2 F all possible representations f = a i b j as a product of powers of a and b are such that i ? j 0 mod (r + s + 1). Necessary and su cient conditions are given in the following theorem. (4) where is the number of cosets of the subgroup < a; b > of G and the x i ; i = 0; : : : ; ? 1 are representatives of each of these cosets and where ord(a) and ord(b) are divisible by r + s + 1:
Further, if b l 1 = a l 2 for some integers l 1 and l 2 , then l 1 + l 2 0 mod (r + s + 1)
Observe that condition (5) is a special case of (6) . However, in the proof of Theorem 1, which will be carried out in Section II, we shall rst derive (5 by (5) and (6) have to be veri ed.
This will be done in Section III for sets of the form M = f1; a; bg and M = f1; a; a 2 ; bg, from which the perfect 3{ and 4{shift codes can be obtained by the special choice of the parameters a = 2 and b = 3. In Section IV we shall discuss the relation between splittings by F(k) and S(k) and tiling of the Euclidean space R n by certain star bodies, the cross and the semicross. Further, we shall present the above { mentioned results from 6] and 9] on splittings of groups of composite order. Finally, in Section V, the application of shift codes in peak { shift correction of run { length limited codes is brie y discussed and further connections between splittings of groups and Coding
Theory are pointed out. Especially, splittings by F(k) correspond to single { error correcting codes in the Lee metric and related error measures.
II. Factorizations of Z p and Z p =f1; ?1g with the Set f1; a; : : : ; a r ; b; : : : ; b s g We mentioned already that F is generated by the elements a r+s+1 ; b r+s+1 , and ab in G = Z p or G = Z p =f1; ?1g. The next lemma shows that with x 2 S these three elements multiplied by x necessarily are also contained in S. Lemma 1: In a factorization G = M 1 S) with every element x 2 S, also (ab)x 2 S and a r+s+1 x and b r+s+1 x must be the next powers of a and b, respectively, which multiplied by x are contained in S. Proof: Let x 2 S be an element of the splitting set S. Then (ab)x must also be contained in S. If this would not be the case, then (ab)x = a k y for some k 2 f1; : : : ; rg and y 2 S or (ab)x = b l y 0 for some l 2 f1; : : : ; sg and y 0 2 S. First observe that obviously k r + 1, since otherwise x 0 = a k (= 1 x 0 ) would occur in two di erent ways as product of elements of M 1 and S. In order to see that k 6 2 fr + 1; : : : ; r + sg, we shall prove by induction the stronger statement If x 2 S then for all i = 1; : : : ; s + 1 it is a r+i x = b s+1?i y i with y i = (ab) i?1 y for some y 2 S
The statement (7) holds for i = 1, since a r+1 x = b j y for some y 2 S and j 2 f0; : : : ; s ? 1g is not possible. Otherwise, a r+1 bx = a r (abx) = b j+1 y could be written in two di erent ways as product of members of the splitting set (abx and y) and elements of M 1 (a r and b j+1 ). So we proved that for x 2 S it is a r+1 x = b s y for some y 2 S. Hence a r+2 x = b s?1 aby = b s?1 y 2 with y 2 = aby 2 S and further a r+3 x = b s?2 y 3 with y 3 = (ab) 2 y 2 S, . . . , a r+s x = b y s with y s = (ab) s?1 y 2 S, and a r+s+1 x = (ab) s y 2 S. So a r+s+1 x 2 S and a r+i x 6 2 S for i 2 f1; : : : ; sg, since otherwise the element a r+i+1 b i+1 x = a r ((ab) i+1 x) = b s y i could be represented in two di erent ways as a product of a member of the splitting set ((ab) i+1 x or y i ) and an element of M 1 (a r or b s ). Analogously, it can be shown that r + s + 1 is also the minimum power l such that b l x 2 S when x 2 S (obviously l > s and l 6 2 fs + 1; : : : ; s + rg by an argument as (7)).
Proof of Theorem 1:
First we shall demonstrate that a set S with the properties (4), (5), and (6) 
multiplied by x must also be contained in S, which just yields that hx 2 S for all h = a i b j with i ? j 0 mod r + s + 1 (9) It is also clear that every element of this form (9) can occur as a combination (8) . So all elements of F as de ned under (3) multiplied by x must be contained in S, if x 2 S. Further observe that with x 2 S an element of the form a i b j x with i?j not divisible by r +s+1 cannot be contained in a splitting set S, since in this case the unique representability would be violated (see above).
Since the elements of a proper coset N in G of < a; b > cannot be obtained from elements of another such coset by multiplication with powers of a or b, for every such coset N we can choose a representative x N and the elements x N F can be included in the splitting set in order to assure that every element from N can be uniquely written as a product m h; m 2 M 1 ; h 2 S.
The conditions (5) and (6) (5) and (6)) all the sets M 1 = f1; a; : : : ; a r ; b; : : : ; b s g (M 2 = f 1; a; : : : ; a r ; b; : : : ; b s g) with the same sum r + s yield the same splitting set.
2) Obviously, the group F ful lling conditions (5) and (6) Later Stein 10] obtained further necessary and su cient conditions for splittings by f1; 2; 3g using number theoretic methods involving Newton sums (see also Section IV).
(ii) The set f1; 2; 3g splits Z p if and only if for some positive integer u it is 1 Whereas in order to check condition (i) one has to nd a generator of the subgroup < 2; 3 >, the approach in 6] is very similar to the one in this paper. (5) and (6) In order to show the converse direction, we shall prove that whenever there exists a splitting of Z p by M 1 , it is also possible to nd a splitting (S; M 1 ) of Z p such that with every element h 2 S also its additive inverse ?h is contained in the splitting set. in this case the two spheres fh; ha; : : : ; ha r ; hb; : : : ; hb s g and f?h; ?ha; : : : ; ?ha r ; ?hb; : : : ; ?hb s g are disjoint by de nition of a splitting such that their union f h; ha; : : : ; ha r ; hb; : : : ; hb s g is a sphere in a splitting by M 2 . By Theorem 1 the splitting set S is essentially determined by the subgroup F = fa i b j : i ? j 0 mod (r + s + 1) < a; b > (with the conditions (5) and (6) 6 2 F (since 2(i ? j) 6 0 mod (r + s + 1)) which is not possible. Since F is a group, with every element h 2 F hence also ?h 2 F. Also, for every coset x i < a; b >; i = 1; : : : ; , obviously, with x i h; h 2 F also ?x i h must be contained in the splitting set S.
2) ?1 6 2< a; b >: Then ?1 must be contained in the coset ? < a; b > and one can choose x 1 = ?x 0 as representative of this coset and include x 1 F = ?x 0 F in the splitting set S, if x 0 is the representative from < a; b > such that x 0 F 2 S.
From the next coset (if there are still some cosets left not used so far for the splitting set) we include some representative x 2 and hence also x 2 F into the splitting set. Now the element ?x 2 cannot be contained in any coset from which already elements are included into the splitting set so far. Obviously ?x 2 is not contained in x 2 < a; b > (since ?1 6 2< a; b >) and if it were contained in < a; b >, then x 2 would be an element of ? < a; b > and vice versa, which is not possible by construction.
In the same way we can continue to include pairs h; ?h from the cosets of < a; b > not used so far and with them the sets hF and ?hF into the splitting set S until there is no further coset left.
Remarks: 1) For r + s odd a similar result does not hold, since then it is possible that ?1 2< a; b > but ?1 6 2 F, since now 2(i ? j) may be divisible by r + s + 1 although i ? j 6 0 mod (r + s + 1). For instance, there exist splittings of Z p by M 1 = f1; 2; 3; 4g for p = 409; 1201; 2617; 3433, but there do not exist splittings by f 1; 2; 3; 4g in the same groups. 2) For r + s even there are two possible structures for a splitting set S. Either ?1 2< a; b >, then automatically ?1 2 F and hence with every element h 2 S also ?h is forced to be in the splitting set S. If ?1 6 2< a; b >, then there also exist splittings for which there are elements h in the splitting set S such that ?h 6 2 S { depending on the choice of the representatives of the cosets.
By the special choice of the parameters a = 2; b = 3; r = s = 1 the following corollary is immediate.
Corollary 1: A splitting of the group Z p , p prime, by the set f1; 2; 3g exists if and only if there also is a splitting of Z p by the set f 1; 2; 3g. Obviously, by the rst argument in the proof of Theorem 2 (derive a splitting (S ?S; M 1 ) from a splitting (S; M 2 )) it holds that for every positive integer k the group Z p is split by S(k) = f1; : : : ; kg if it is split by F(k) = f 1; : : : ; kg. In 9] it is asked for which parameters k the converse holds (for arbitrary nite Abelian groups). Hickerson ( 4] , p. 168) demonstrated by the example p = 281 that the converse does not hold for k = 2. Corollary 2 now demonstrates that it holds for k = 3 and with Remark 1 it is clear that the converse does not hold for k = 4. However, for arbitrary Abelian groups splittings by f1; 2; 3g and f 1; 2; 3g are not equivalent, since there is the trivial splitting (f1; 2; 3g; f1g) in Z 4 and obviously in Z 4 a splitting by f 1; 2; 3g does not exist. In Section IV we shall see that this is essentially the only exception. Further from Corollary 1, it is immediate that the conditions (i), (ii), and also (iii) now characterize splittings of Z p by f1; 2; 3g as well as by f 1; 2; 3g. (6) requires that many products a i b j have to be calculated. Often it is enough to check the orbits of the elements a and b, since a splitting cannot exist if (5) is violated. The complexity can also be reduced when a generator of the subgroup < a; b > is known (cf. the Galovich/Stein condition (i) from the previous section). A good candidate is the element ba ?1 , since if a is contained on its orbit, so is b = a(ba ?1 ) and hence all products a i b j . With the set M 1 = f1; a; bg the perfect 3{shift codes (splittings by f 1; 2; 3g or with Corollary 1 even by f1; 2; 3g of Z p ) arise for the special choice of the parameters a = 2 and b = 3.
It is possible to formulate necessary and su cient conditions on the existence of perfect 3{shift codes depending only on the behaviour of the element 3 2 ?1 , even if this does not generate the subgroup < 2; 3 > 13].
As mentioned before, perfect shift codes are much faster to nd if the subgroup F is generated by one element and one might rst check the orbit of 2, 3, or 3 2 ?1 by Theorem 1 and Corollary 2. This way, it was calculated that the rst perfect 3{shift codes for primes up to 1000 exist in ; bg for the special choice of the parameters a = 2 and b = 3. Again it might be useful to consider the orbit of further elements besides a and b to speed up the computation of an algorithm which nds perfect shift codes. However, the element ba ?1 now does not generate < a; b >, but also the orbit of the element ba ?2 may be checked now. We considered splittings of Abelian groups by the sets S(k) and F(k) in order to analyze perfect shift codes. Such splittings have been studied in literature for another reason. They are closely related to tilings (partitioning into translates of a certain cluster) of the n{dimensional Euclidean space R n by the (k; n){cross and the (k; n){semicross, respectively. A (k; n){semicross is a translate of the cluster consisting of the kn + 1 unit n { dimensional cubes whose edges are parallel to the coordinate axes and whose centers are the kn + 1 points speci ed by the n { tuples (0; 0; : : : ; 0); (j; 0; : : : ; 0); (0; j; : : : ; 0); : : : (0; 0; : : : ; j) j = 1; 2 : : : ; k. Accordingly, a (k; n){cross (or full cross) is a translate of the cluster consisting of the 2kn + 1 unit n { dimensional cubes whose edges are parallel to the coordinate axes and whose centers are the 2kn + 1 points speci ed by the n { tuples (for j = 1; 2 : : : ; k) It is easy to see that, if there is no splitting by S(k), then there also does not exist a splitting by F(k) and hence no perfect k { shift code. Hence Stein's results also suggest that perfect shift codes seem to be quite sparsely distributed for k > 3 (for k = 4 cf. Section III). Especially, for the application in run{length limited coding, groups of small order, in which a perfect shift code exists, are of interest. The reason is that simultaneously jGj perfect run { length limited codes correcting single peak shifts are obtained (one for each g 2 G) by the construction C(g) = f(x 1 ; : : : ; x n ) : space R n by the (1; n){cross one can obtain perfect nonbinary single { error correcting codes in the Lee -metric, since the sphere around the codeword of such a code in the Lee metric corresponds to a full (1; n){cross. Whereas Fact 1 just guarantees the existence of a tiling, Golomb and Welch 21] could demonstrate by the construction (10) (where now the x i 's are the components of a codeword (x 1 ; : : : ; x n ) and f(i) = i for all i = 1; : : : n) that the (1; n){cross always tiles R n , from which they could derive perfect single{error correcting codes in the Lee metric.
The Lee metric is a special case of an error measure for codes over an alphabet f0; : : : ; q?1g; q 3 for which a single error distorting cordinate x i in a codeword (x 1 ; : : : ; x n ) results in one of the letters x i + j mod q; j 2 f1; : : : ; kg (the Lee metric arises for k = 1) . Relations between such nonbinary single{error correcting codes and splittings of groups can already be found in 22] (cf. also 2], p. 80).
Martirosyan 23] considers the case k = 2, which is closely related to perfect 2{shift codes. Again in 23] the construction (10) is used by choosing the f(i)'s appropriately. Construction (10) had been introduced by Varshamov/Tenengolts 24] for G = Z n and extended by Levenshtein 25] (in a more general setting) and Constantin/Rao 26] for arbitrary Abelian groups (cf. also 27]).
Martirosyan 23] also derives a formula for the size of the set C(g). Perfect 2{shift codes or splittings by the set f 1; 2g have been studied e. g. in 5] and 8].
The (necessary and su cient) conditions on the prime p for the existence of such a 2{shift code in the group Z p is that the element 2 has order divisible by 4 in Z p . In 23] it is further analyzed for which primes this condition is ful lled. Especially, this holds for primes of the form p 5 mod 8, hence there are in nitely many perfect 2{shift codes.
In this section we mentioned tilings of R n by the cross or the semicross. Tilings of rectangles by trominoes (which are just (1; 2) { crosses) have been studied by Golomb in 28]. As a further application in Information Theory, tilings of a bounded region by the cross and similar clusters have also been considered in 29] and 30] in the study of memory with defects.
