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Conjugate gradient type algorithms for frictional
multi-contact problems: applications to granular materials
Mathieu Renouf, Pierre Alart
Laboratoire de Mécanique et Génie Civil, Equipe Systèmes Multi-Contacts, Université Montpellier 2, UMR 5508, CNRS, 
cc048, Place Eugène Bataillon, 34095Montpellier Cedex 05, FranceThis paper presents gradient type algorithms to solve frictional multi contact problems written as quasi optimization
problems. A single loop scheme formally close to the classical conjugate gradient method is proposed with some adap
tations of the iterate corrections and gradient projections. Since the convergence is difficult to prove, various tests in the
field of granular media are performed with comparison with the non linear Gauss Seidel scheme.
Keywords: Conjugate gradient; Optimization; Constraints; Multi contact; Granular media1. Introduction
In computational structural mechanics contact problems are often presented as difficult to solve even
if the contact is localized on a limited part of the boundary of bodies. This is due to the strong non-linearity
of the frictional contact laws involving multi-valued relationships between kinematic and static variables on
the potential contact area. Such a difficulty imposed to develop a wide range of specific numerical tools; a
large review is given in the context of finite element modeling in [42]. But the situation is more complex
when we have to solve multi-contact problems. Multi-contact problems indicate situations when many con-
tacts occur, especially when the number of contacts exceeds the number of degrees of freedom of the sys-
tem. This last case refers essentially to granular media [10,22,35]. But this definition may be extended to
cases when the contact is diffuse through the system on numerous contact zones even if the ratio contacts1
nodes/degrees of freedom is small: it concerns assembly of structures [1,8], micro-cracked media [24] or cel-
lular media [4].
Because the size of the problems we have to treat increases regularly, the parallel computational tech-
niques appear as a first attempt to reduce the computational time and to deal with larger and more realistic
problems. The direct simulation stays an inevitable way to simulate such structures even if it may lead to
expansive (even impossible) computations. Indeed for cellular and granular materials effective behavior
laws are not available via homogenization procedures. For granular media the definition of a representative
sample is still an open question and some homogenization procedures may be only applied to static behav-
ior of granulates [10,11,32]; recall that a granular medium may behave as a solid or a fluid according to the
external solicitations. The evolution of a granular medium is an erratic process with multiple possible paths,
localization phenomena (shear bands) and local dynamic crisis (arching collapses). We have to capture all
these events to get a better understanding of the behavior of such materials and structures. Consequently
we have to improve the numerical tools to solve frictional contact problems and especially the algorithms
which may be intrinsically parallel.
A first study consisted in carrying out a parallel version of the non-linear Gauss Seidel algorithm asso-
ciated with the Non-Smooth Contact Dynamics approach developed by Jean and Moreau [20,30]. This
method is intrinsically sequential and we tried a simple multi-threading technique which consists in splitting
the contact loop into several threads dedicated to different processors. This approach was tested and ana-
lyzed in [38]: the performance of the solver is weakly perturbed. But Gauss Seidel algorithms are not the
most efficient methods to solve large linear systems. By analogy with the linear solvers conjugate gradient
algorithms could be good candidates as non-smooth solvers for large multi-contact problems preserving
moreover parallel treatment. The purpose of this paper is to investigate this topic. Conjugate gradient
methods have been used to solve friction-less contact problems in the eighties [16,26] in the context of finite
element modeling. An extension for frictional contact is proposed in [36], but it is restricted to structural
problems using the displacement field as the main unknown; moreover a fixed point loop is introduced
for satisfying the Coulomb law, and the friction law is regularized to be inserted as a non-quadratic but
smooth additional term in the energy to minimize. We propose in the following a single loop algorithm very
close to a standard conjugate gradient method with local adaptations consisting in iterate corrections and
gradient projections which are in part theoretically justified in Sections 2 and 3 and detailed in Section 4.
Section 5 is dedicated to the implementation and Section 6 collects numerical tests on the simulation of var-
ious processes involving granular media.2. Constrained (quasi) optimization problems in contact mechanics
Using optimization techniques requires expressing contact problems as optimization problems by resort-
ing a convex analysis formalism. Attention is restricted to discrete problems obtained either from an
approximation technique (as the finite element method) or directly from the modeling of a finite-freedom
mechanical system. As presented in a previous paper [4], the methods chosen to solve non-smooth equa-
tions depend on the features of the problem. It is then useful to distinguish two extreme typical problems
involving both unilateral constraints.
2.1. Structural and granular type frictionless problems
In [4], we present two typical problems, called structural and granular type problems. The so called struc-
tural type problem consists in determining the equilibrium of an elastic body in grazing contact with a rigid
foundation. The integer n notes the total number of degree of freedom of the elastic body, m = nc is the
number of potential contact nodes. The equilibrium equations consists of a linear system (in a first approx-2
imation): stiffness matrixK, generalized displacement u, normal contact reactions r on the nodes of the con-
tact area, the external forces f; this constitutes the first line of the system to solveKuHr ¼ f;
HTu P 0; r P 0; r HTu ¼ 0;

ð1ÞThe matrix H passes from the local frame to the global one for all potential contact nodes. We have to
add the contact conditions written here with two inequalities and a complementarity condition between the
contact reactions and the normal components of the displacements on the potential contact surface. In
structural mechanics we have often to add other non-linearities issued from the body (the internal forces
Ku become a non-linear function of the displacement KðuÞ) or from the contact geometry when strong cur-
vatures have to be taken into account: we have then GðuÞ instead of HTu and rðGÞTr instead of Hr. Such
additional non-linearities lead to use Newton type methods, either extended to non-differentiable equations
[3,14,33], or combined with specific contact methods: Gauss Seidel [20,21,36], Augmented Lagrangian
[13,25].
The situation is quite different for the granular type problem. Following the approach of Moreau [28], the
main object of the computation is the velocity and a time stepping method is used as time integrator. The
reader is referred to [9,30] for a discussion about the different integrators. For comparison with the previous
case we consider the problem on a single time step; we have to predict the velocities distribution in a col-
lection of rigid bodies at the end of this step. The contact operates now as an interaction law between par-
ticles. The dynamic equations may be easily written at the contact points using the local frame (see below)
by considering the local variables: the relative velocity u between the two particles passing at the contact
point at this time and the impulsion r. The system to solve is then the dynamics reduced to contactsWr u ¼ b;
r P 0; u P 0; r  u ¼ 0:

ð2ÞThe right-hand side of the first line in (2) takes into account the external forces and the relative velocity
at the end of the previous step. In dense granulates, the number of contacts nc is larger than the number of
bodies nb; the mass matrix M belongs to R
nn with n = 3nb or 6nb according to the modeling (2D or 3D).
Since the mass matrixM is diagonal, it is easily invertible and the reduced system with the matrixWmay be
considered to be solved,W ¼ HTM1H. But theW matrix may be singular giving rise to ‘‘wedging’’ effects
and indeterminacy of the impulsions. Generally HðqÞ, depending on the configuration parameter q of Rn, is
maintained constant over the time step. The structural problem (1) may be reformulated as an optimization
problem where the solution u is the argument of the minimum of the quadratic function /(Æ) over the set
defined by the constraint HTu P 0u ¼ arg min
HTuP0
1
2
~u K~u f  ~u: ð3ÞGenerally the matrix K is positive definite and the solution is unique; that explains the equality. The
granular problem (2) is so reformulated as an optimization problem using the contact impulsions r as
the primal variabler 2 arg min
rP0
1
2
~r W~r b  ~r: ð4ÞIn granular systems the matrixW is often only semi-positive definite leading to the indeterminacy of the
impulsions; we have to determine one solution among several admissible ones. In fact the number of solu-
tions is infinite and the algorithms have to reach one solution that we hope to be representative of the global
behavior of the medium. A first study concerning the parallel treatment of the Gauss Seidel type method
shows that the macroscopic features of the granular medium are preserved even if different deformation3
paths are followed when several processors are used [38]. More generally the Gauss Seidel type algorithms
revealed to be efficient for granular problems [20,30], they converge even if the matrix is singular [12], but
the optimization techniques are recommended in this case as long as the function stays lower bounded,
which may be proved.2.2. Frictional conditions
At first we complete the contact description by splitting the matrix H from the local frames to the global
one into its normal and tangential components: H ¼ ½Hn;Ht
. The friction laws link the tangential velocity
to the tangential component of the contact impulsion. The Tresca law postulates a non-negative friction
threshold, noted sa for each contact locus a, below which the sliding is precluded. In an incremental form
the frictional contact problem is yet a constrained optimization problem involving now a non-differentiable
objective functionu ¼ arg min
HTuP0
/ð~uÞ þ
Xnc
a 1
sakHTa;tð~u uÞk; ð5Þwhere u notes the displacement at the previous step and HTa;t is the tangential contribution of the contact a
in HT; HTa;tð~u uÞ corresponds then to a local slip increment.
For granular type problem a Tresca like law provides a simpler formulationr 2 arg min
r2CðsÞ
1
2
~r W~r b  ~r; ð6Þwhere only the constraint set is modified in comparison with the problem (4); it is the cartesian product of
infinite half cylinders in R2 or R3 with a section Bð0; saÞ, disk of radius saCðsÞ ¼
Ync
a 1
Rþ Bð0; saÞ: ð7ÞBut the more classical Coulomb law links the friction threshold to the normal component of the contact
force (or impulsion) via a friction coefficient l. The coupled frictional contact problem is not an optimiza-
tion problem anymore. Formally it is always possible to formulate a ‘‘quasi’’-optimization problem (in ref-
erence to more classical quasi-variational inequalities which derive from it) for which the constraint set
depends on the normal components of the solution as a parameter; only the granular type frictional contact
problem is givenr 2 arg min
r2CðlrnÞ
1
2
~r W~r b  ~r: ð8ÞThe non-uniqueness of the solution is due to the singularity of the matrixWmentioned above and to the
non-associated character of the slip rule according to several studies on this aspect [2,5,15,18,31]. The nor-
mality rule of the gradient of the objective function with respect to the conical constraint set is not satisfied
as shown in Fig. 1; the gradient g of the objective function (g ¼Wr b) is normal to an half-cylinder.
In the following we consider a standard constrained quadratic problem using the notations of the granular
type problemr 2 arg min
r2C
1
2
~r W~r b  ~r: ð9Þ4
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Fig. 1. Coulombs cone and slip rule.It is interesting to specify the geometric features of the constraint set C according to the kind of the prob-
lem. If the unilateral contact is only accounted for, the set C is the non-negative cone or the non-negative
orthant. If friction is only considered (the contact is assumed to be maintained) the convex set is an hyper
rectangle. For a Tresca like frictional contact problem in a bidimensional modeling the set C is the cartesian
product of infinite half-bands in R2. For these three cases the set C is a polyhedral convex set. For a three-
dimensional Tresca like frictional contact problem the set C is the cartesian product of infinite half-cylin-
ders in R3 and it is no more polyhedral. For a Coulomb frictional contact law, the Tresca like frictional
contact problem may be viewed as an intermediate problem in a numerical solution strategy.3. (Projected) gradient methods
The simplest gradient method to solve (9) is the gradient method with projection defined byrkþ1 ¼ projC½rk þ cðbWrkÞ
 8c > 0: ð10Þ
The gradient will be noted gk ¼Wrk  b and the descent direction is uk = gk. The projection on the admis-
sible set concerns the iterate but not the gradient. The scheme converges if the positive parameter c is less
than 2kmaxðWÞ, where kmaxðWÞ is the largest eigenvalue ofW. The convergence rate is low especially if the ma-
trix W is not well-conditioned (cf. Fig. 2).
3.1. Generalized Rosen methods
The first class of improved algorithms consists of projected gradient methods. For a better understand-
ing, let consider a single linear constraint, d Æ r P 0, where d is a unit vector. We can prove that the vector
pk :¼ projCðrk  cgkÞ  rk is yet a descent direction (pk Æ gk < 0) and, if (rk  cgk) Æ d < 0, this new direction is
the projection of the gradient on the hyper plane boundary of the half-space constraint set:
pk = c[gk + (d Æ gk)d]; the constraint is called active. One can appreciate the interest in restricting the re-
search to a subspace of active constraints when we deal with numerous linear constraints. Following the
ideas developed by Rosen for linear [39] and non-linear [40] constraints, Mehrez [41] named generalized
Rosen method the scheme defined with two parameters a and c5
Fig. 2. Gradient method with projection for linear and non linear constraints.rkþ1 ¼ rk þ a½projCðrk  cgkÞ  rk
 8c > 0; 8a > 0: ð11Þ
The convergence is proved with some conditions for these parameters [27]; two extreme cases may be
specified,case 1: a ¼ 1 0 < c < 2
kmaxðWÞ ;
case 2: 0 < a < min
2
kmax
;
2
2 kmin
 
c ¼ 1:
8><
>>:The convergence may be still slow if such conditions are imposed. Moreover the parameter a has to be-
long to the interval [0,1] insuring that rk+1 stays in the constraint set. This restriction may be combined with
a varying optimal step for the parameter ak in order to accelerate the convergence. But such a strategy may
lead to a non-optimal solution as proved by Wolfe with a simple counterexample [7]. It is surer to go out-
side and then to project once again on the admissible set to get the following scheme:rkþ1 ¼ projCfrk þ ak½projCðrk  ckgkÞ  rk
g; 8ck > 0; 8ak > 0: ð12Þ
This scheme is quite general but it does not use the polyhedral character of our convex set except in
3D and it does not allow introducing conjugate gradient. Moreover the optimal choice of the parameter
c is an open question. But Fig. 3 shows that for a small enough c and for a polyhedral set, the descent direc-
tion pk does not depend on c: the gradient gk, or more precisely the descent direction uk = gk, is projected
on the tangent cone to C in rk. We note the tangent cone T C as the polar cone to the normal cone NC. This
remark leads to postulate a local version of a generalized Rosen algorithm or a Projected Gradient method,
combining the previous projection and an optimal choice for the parameter ak (cf. Table 1).γ small
γ large
–gk
p
pk
kr
k
–gk
p
pk
k
γ small
γ large
Fig. 3. Influence of the magnitude of c on the descent direction for smooth or polyhedral constraint set.
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Table 1
Projected gradient (PG) algorithm
r0, u0 and p0 given
k ! k þ 1
rkþ
1
2 rk þ akþ1pk with akþ1 u
k pk
pk Wpk
rkþ1 projCðrkþ12Þ
ukþ1 b Wrkþ1
pkþ1 projðukþ1; TCðrkþ1ÞÞ
2
666666643.2. A conjugate projected gradient algorithm
To improve the convergence rate we introduce a conjugate gradient type approach by conjugating the
previous descent direction pk 1 with the current gradient uk after projecting them on the tangent cone,
and so defining a conjugate projected gradient (CPG) algorithm (cf. Table 2).
The conjugating process is a priori fully efficient if the iterates stay during several iterations in the same
set of active constraints, that is to say on the same facet or edge of the constraint set. An interesting case is
the set of active constraints to which the solution belongs; this set corresponds in contact mechanics to the
set of the solution statuses contact by contact. After this set is found the Gauss Seidel algorithm is slow to
reach the solution; we can hope in this case a better behavior of the conjugate gradient algorithm; numericalTable 2
Conjugate projected gradient algorithm
r0, u0 and p0 given
k ! k þ 1
rkþ
1
2 rk þ akþ1pk with akþ1 u
k pk
pk Wpk
rkþ1 projCðrkþ12Þ
ukþ1 b Wrkþ1
wkþ1 projðukþ1; TCðrkþ1ÞÞ
zkþ1 projðpk ;Aðwkþ1ÞÞ
pkþ1 wkþ1 þ bkþ1zkþ1 with bkþ1 w
kþ1 Wpk
pk Wpk
Ck
k
k
k-1
k
p
u
r
z
w
wkA(    )
Fig. 4. Representation of the subspace of active constraints A(wk).
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tests have to confirm or to invalidate this prediction. Such a strategy was proposed by May [26] and Dil-
intas et al. [16] for frictionless contact problems, but our formulation is more general and synthetic. Indeed
Dilintas et al. [16] fixes the set of active constraints to perform the CPG algorithm until convergence before
updating the active constraints.
A last improvement consists in taking at best advantage of the conjugating process in a same subspace.
The directions wk and zk belong to the same cone but not necessary to the same subspace or edge of the
constraint set as shown in Fig. 4. We propose to project pk 1 on the subspace (of active constraints) to
which wk belongs, after projection of uk, noted A(wk),zk ¼ projðpk1;AðwkÞÞ:3.3. Application to contact/friction problems
For the standard constrained quadratic problem (9), the previous algorithms take advantage of the sim-
ple form of the constraint set. For the unilateral contact or the bidimensional friction the constraint set is a
cartesian product of intervals of R. Consequently the projections are easy to implement component by com-
ponent, as specified below
Unilateral contact: C ¼ Rncþ
rkþ1 ¼ projCðrkþ
1
2Þ8wkþ1 ¼ projðukþ1; TCðrkþ1ÞÞ
for a = 1,nc for a = 1,ncrkþ1a ¼ max rkþ
1
2
a ; 0
 if rkþ1a ¼ 0 then wkþ1a ¼ maxðukþ1a ; 0Þ
else wkþ1a ¼ ukþ1a2D Friction: C ¼ Qnca¼1½sa; sa

rkþ1 ¼ projCðrkþ12Þ wkþ1 ¼ projðukþ1; TCðrkþ1ÞÞ
for a = 1,nc for a = 1,ncif r
kþ12
a > sa then rkþ1a ¼ sa
if r
kþ12
a < sa then rkþ1a ¼ sa
else rkþ1a ¼ r
kþ12
aif rkþ1a ¼ sa then wkþ1a ¼ minðukþ1a ; 0Þ
if rkþ1a ¼ sa then wkþ1a ¼ maxðukþ1a ; 0Þ
else wkþ1a ¼ ukþ1a4. A specific algorithm for frictional contact problems
The coupling of unilateral contact and Coulomb friction is expressed in (8) with a quasi-optimiza-
tion problem. A classical approach consists in carrying out a fixed point algorithm on the friction
threshold.
4.1. A fixed point approach
The problem (8) is approximated by a succession of optimization problem (6) with a fixed threshold s.
The resulting algorithm is summarized in the following scheme (cf. Table 3). The solution of the Tresca like
frictional contact problem is obtained by a combination of the procedures for unilateral contact and 2D
friction detailed in Section 3.3 and illustrated in Fig. 5.
In order to well understand the next diagonalized version, it is interesting to detail this algorithm in
Table 4.
4.2. A diagonalized version
This new algorithm consists in suppressing the loop indexed by l according to a diagonalization process.
Two principles are used. The projections of the gradients are still performed on the tangent cone of a car-
tesian product of infinite half cylinders approximating a cartesian product of convex cones because the nor-
mality rule satisfied in an optimization problem has to be conserved. Secondly the projection of the iterate
is replaced by a correction. This correction has to concentrate three steps of the previous scheme underlined
in Table 4: the updating of the threshold, the initialization of the iterate and the projection itself. This leads
to the single loop algorithm of Table 5.
The modifications are presented contact by contact (locally) and restricted to the two-dimensional mode-
ling, for which the projected gradient strategy is meaningful according to the remarks in Sections 3.1 and
3.2.Table 3
Fixed point algorithm
Initializing the threshold s
s0 ðs0a; a 1; ncÞ with s0a P 0
(r0 = 0)
l = l + 1
sla lr
l1
a;n ; a 1; nc ðfixed pointÞ Cl CðslÞ
rl arg min
~r2Cl
1
2
r Wr b r ðTresca like frictional contactÞ
2
4
t
C (s)
u
r
w
z  p
r
k+1
k–1
k
k
k
k
rn
r
Fig. 5. Projected gradients for a Tresca like problem (the index a is omitted).
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Table 4
Detailed fixed point algorithm
Initializing the threshold: s0 ðs0a; a 1; ncÞ with s0a P 0
(r0 = 0)
l = l + 1
sla lr
l1
a;n ; a 1; nc ðupdating the thresholdÞ Cl CðslÞ
rl;0 rl1;conv ðinitializing the iterateÞ
u0 b Wrl;0; p0 u0
k k þ 1
rl;kþ
1
2 rl;k þ akþ1pk with akþ1 u
k pk
pk Wpk
rl;kþ1 projCðslÞðrl;kþ12Þ ðprojecting the iterateÞ
ukþ1 b Wrl;kþ1 ðpre conditioner: ukþ1 Pðb Wrl;kþ1ÞÞ
if convergence then rl rl;kþ1 and exit
wkþ1 projðukþ1; TCl ðrl;kþ1ÞÞ
zkþ1 projðpk ;Aðwkþ1ÞÞ
pkþ1 wkþ1 þ bkþ1zkþ1 with bkþ1 w
kþ1 Wpk
pk Wpk
2
66666666666664
2
6666666666666666666664
Table 5
Conjugate projected gradient algorithm (CPG), frictional contact version
Initialization of u0 b Wr0, w0 = u0, p0 = u0
k = k + 1
rkþ
1
2 rk þ akþ1pk with akþ1 u
k pk
pk Wpk
Correction of the iterate: rkþ
1
2 ! rkþ1
ukþ1 b Wrkþ1 ðpreconditioner: ukþ1 Pðb Wrl;kþ1ÞÞ
Convergence criterion: if true then rconv rkþ1
Projection of gradients :
wkþ1 projðukþ1; TCkþ1 ðrkþ1ÞÞ
zkþ1 projðpk ;Aðwkþ1ÞÞ
pkþ1 wkþ1 þ bkþ1zkþ1 with bkþ1 w
kþ1 Wpk
pk Wpk
2
66666666666644.2.1. Correction of the iterate
At first the updating of the threshold differs from that of the double-loop algorithm because r
kþ1
2
a;n is not
necessary non-negative,skþ1a ¼ max ð0; lr
kþ1
2
a;n Þ; Ckþ1a ¼ Rþ  ½skþ1a ; skþ1a 
:The projection of the iterate r
kþ1
2
a is then carried out on this new local convex set if the iterate does not
belong to it. But when the iterate is inside Ckþ1a , the situation is quite complicated. A strict application of a
projection procedure would lead to confirm r
kþ1
2
a as rkþ1a and so consider a ‘‘stick’’ status for this contact,
which is not optimal if the previous status was ‘‘slip’’. Indeed, assume that the solution status is ‘‘slip’’
(backward or forward), the iterate may oscillate between ‘‘slip’’ and ‘‘stick’’ because of the conical form
of the Coulomb criterion. For taking advantage of the conjugating process it is more convenient to keep
the descent directions in the same subspace corresponding to the ‘‘slip’’ status. Consequently if the current
local descent direction pka has no tangential component, the local contact status, which was then ‘‘slip’’ pre-
viously, has to be maintained even if the iterate is inside the friction cone and inside its approximated cylin-
drical set Ckþ1a ; such a situation is shown with the case (b) in Fig. 6. In this way we can summarize in
the correction the three different steps underlined in the double-loop algorithm. The detailed correction10
Table 6
Correction of the iterate
if r
kþ1
2
a;n < 0 then r
kþ1
a 0 ðstatuskþ1a gapÞ
else rkþ1a;n r
kþ1
2
a;n  signðrkþ
1
2
a;t Þ
skþ1a max ð0;lrkþ
1
2
a;n Þ
if r
kþ1
2
a;t
  > skþ1a then rkþ1a;t skþ1a ðstatuskþ1a slipÞ
else
if pka;t 0 then r
kþ1
a;t s
kþ1
a ðstatuskþ1a slipÞ
else rkþ1a;t r
kþ12
a;t ðstatuskþ1a stickÞ
w
a
k
ua
k
wc
k uc
k
rn
rt
wkb
k
ub
u
a
k
kr
r
k
ub
k
ua
k
w
a
k
wb
k
k
a
0=w
r
status   =α stick status   = gapα status   =α slip+
k
C
C
C
k
k
k
=
=
k k k
Fig. 7. Gradient projection (some situations according to the previous status).
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Fig. 6. Iterate correction (some situations according to the previous status).
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Table 7
Projection of the gradients
if statuska gap then if u
k
a;n 6 0 then wka 0
else wka;n u
k
a;n and w
k
a;t 0
if statuska stick then w
k
a u
k
a
if statuska slip
þ then wka;n u
k
a;n and w
k
a;t minð0; uka;tÞ
if statuska slip
 then wka;n u
k
a;n and w
k
a;t maxð0; uka;tÞprocedure (cf. Table 6) uses the notion of (local) contact status which is so useful for understanding the next
projection of the gradients. The status provides the pertinent information on the iterate at which the tan-
gent cone T C has to be evaluated (Fig. 7).
4.2.2. Projection of the gradients
Since the approximating convex set is well defined the projection of the gradient on the tangent cone is a
simple combination of the procedure described above for the unilateral contact and the 2D friction. But the
more convenient way consists in using the previous contact status first stored in memory as specified in
Table 7.
We can extend this approach to the three-dimensional modeling, but the following numerical tests do not
account for this extension and the projections on a non-polyhedral constraint set allow different variants
that we have to try out.5. Pre-conditioning and convergence criteria
The algorithms presented above may be used for all contact or frictional contact problems, structural or
granular type ones. But their efficiency depends on the features of the problem and on the implementation
of the methods. Some remarks about implementation are necessary to explain the following choices for pre-
conditioners and convergence criteria.5.1. Some remarks about implementation
In the CPG algorithm two matrix vector products are performed ðWpk;Wrkþ1Þ instead of a single for a
CG method applied to unconstrained quadratic problems ðWpkÞ. An alternative consists in carrying out
Wrkþ1 only if at least one local projection has been activated in the previous correction step (rkþ
1
2 ! rkþ1);
the gradient uk+1 is then updated by the classical formula usingWpk. This strategy may be efficient for fric-
tionless contact [16] and frictional contact with a Tresca law, but it is not relevant for Coulomb frictional
contact because the correction of rkþ
1
2 is almost always activated as soon as sliding statuses are pre-
dicted. Moreover in granular type problems the number of contacts is large enough to produce many status
changes.
All instructions in the CPG scheme may be treated by parallel computing, either because they use vector
algebra or because the projections or corrections are performed component-wise. Then a pre-conditioner
has to be the simplest one with possible parallel implementation to avoid to introduce sequential
procedures.
The storage of the W matrix depends on the type of problem. For granular media, this matrix is not
gathered like a finite element matrix. In the original LMGC 90 software [17] using essentially a Gauss Sei-
del like solver (NSCD method), theW matrix was not initially formed; the matrix vector product was only12
performed transferring information from the local level (contacts) to the global one (bodies) and vice versa.
In [37] a numerical comparison, including parallel computing, is made between this original version and a
new version with a stored W matrix. Moreover the new version is chosen to identify the convergence cri-
teria between the CPG algorithm and the NSCD method.
5.2. Simple pre-conditioners
What does a pre-conditioner mean for a constrained quadratic optimization solver? Recall that pre-con-
ditioning a CG algorithm applied to an unconstrained quadratic problem consists only in multiplying the
current gradient uk+1 by a pre-conditioning matrix P. This simple additional instruction amounts to replace
the initial ill-conditioned problem by a better conditioned one, consisting to minimize 1
2
s Ws b  s with
the following change of variables:s ¼ P12s b ¼ P12b and W ¼ P12WP12:To recover the pre-conditioned scheme we have only to identify each instruction of the CG algorithm
applied to the pre-conditioned problem using the previous definitions. For a constrained quadratic problem
the pre-conditioned problem isInf
s2C
1
2
s Ws b  s; ð13Þwith moreoverC ¼ P12C:The projection in the CPG scheme (Table 2) applied to the pre-conditioned problem (13), dealing with
the new over-lined variables, have to be defined in such away we can identify the Euclidean projections in
the algorithm expressed with the initial variables. In other words what is projð;CÞ in a ¼ projðb;CÞ in such
a way that a ¼ projðb;CÞ? We can easily prove that projð;CÞ has to be defined with the norm associated
with P, kxk2P ¼ x  Px,a ¼ projðb;CÞ () kb ak2P 6 kb xk2P; 8x 2 C:
The projection on the tangent cone is defined in the same manner. Such definitions are not practically
carried out with the new variables, but they justify to carry out the pre-conditioned conjugate projected
gradient (PCPG) algorithm using the initial variables and introducing a simple matrix vector product
Pukþ1 before projecting the gradients (cf. Tables 4 and 5). With the intention of preserving parallel comput-
ing for the whole solver, we chose to carry out the simplest pre-conditioners. Moreover the efficiency of pre-
conditioning procedures are not proved efficient for constrained quadratic optimization problems with
inequality constraints; sophisticated pre-conditioners are then excluded in a first approach.5.2.1. Diagonal pre-conditioners
If the W matrix is split into its diagonal part and its non-diagonal one, W ¼ D E, the pre-
conditioner is the inverse of the diagonal part, P ¼ D1. This procedure is not expansive because the
matrix vector product is then very simple. This first strategy may be often sufficient to improve the con-
vergence, especially when a polydisperse sample of a granular medium is considered: the sample then
contains big and small grains leading to a large difference between the (diagonal) terms of the mass
matrix and then of the W matrix. A variant consists in considering a block splitting of the W matrix,13
where each diagonal block corresponds to one contact. For granular type problems this distinction is
only relevant for polygonal or polyhedral grains. Indeed, for spherical grains, the block-diagonal part
of W is still diagonal.
5.2.2. Polynomial pre-conditioners
Among the more sophisticated pre-conditioners, the polynomial pre-conditioners remain good candi-
dates because the preparation step is not too expansive. The P matrix conserves the same structure than
W; for example the pre-conditioner of level one may be built while W is built itself,
P ¼ D1 þD1ED1. But this pre-conditioner needs a third matrix vector product at each iteration; it
may be too expansive compared to the gain that we can hope in terms of number of iterations. Some tests
concerning small examples with some disks prove that the condition number is only divided by two from
the diagonal pre-conditioner (polynomial of level zero) to the level one pre-conditioner.
5.3. Convergence criteria for non-smooth systems
The question of accuracy and the choice of the convergence criteria are not easy tasks. Whatever
the considered problem and overall in the context of large dense collection of rigid contacting bodies.
Indeed, the exact solution is usually unknown and the only information which might be exhibited is
some distance to it. Upper and lower bounds of such a distance may be obtained using mathematical
convergence properties of the algorithm, which means that a unique solution has been proved to exist
and that the convergence of the algorithm is established. Except in some quite peculiar cases, these
circumstances are not realized. At first the non-uniqueness is not an exception but the rule. Indeed
it may be caused by two features. The first one is of a geometrical nature. The network of the forces
between particles in a frictionless dense granulate may be viewed as the same network in a truss com-
posed with bars linking the center of particles. Such a system is modeled in the W matrix, it may be
hyper-static and then the W matrix becomes singular (positive semi-definite). Note that we check the
nullity of the term p Wp which may vanish even if p is different from 0. This precaution, theoretically
necessary is practically never activated. On the other hand, the friction laws induces also a multiplicity
of the solution of the contact impulses. The (numerical) solution depends on the history of loading
and numerically on the choice of the initialization of the algorithm; the previous contact forces are
naturally considered [29].
In the simulation of granular material with the NSCD approach using a NLGS algorithm, Jean intro-
duces an energetic criterion applied to a Jacobi correction to the current iterate [10]. To obtain an equi-
valent test for the CPG, useful for the forthcoming comparison, we consider the relative velocity variation
Dv issued from two successive reaction iterates and related to the descent directionDv ¼ vkþ1  vk ¼Wðrkþ1  rkÞ ’Wðrkþ12  rkÞ ¼ akWðpkþ1Þ:
We introduce a reference energyEðrkaÞ ¼
X
a
rka Waarka;and two convergence criteria to be both satisfied,eQ ¼ aEðrkaÞ
N active
X
a
ðpka  pkaÞ  ðWaarka WaarkaÞ
r
;
em ¼ aEðrkaÞ
j
X
a
ðpka WaarkaÞj;
8>><
>:14
where em is a mean value over all contacts and eQ a quadratic version more drastic in numerous cases,
Nactive counts the active contacts (stick or slip status).6. Numerical tests in granular mechanics
To conduct a complete study of the gradient type algorithms applied to the simulation of granular
media, we first investigate their behavior on a single time step. In a second section different whole processes
are considered to take into account the variety of granular problems [6,23,34,35]. In these sections the CPG
algorithm is essentially compared with the NLGS method generally associated with the NSCD approach
[20,30]. All simulations are performed with the LMGC90 software [17] dedicated to multi-contact prob-
lems, very useful for granular materials.
6.1. On a single step
One step is isolated at the end of a depositing process of particles in a box in the field of gravity. This
amounts to determine the distribution of the contact forces in a equilibrium state of a granular packing. As
the number of contacts is an important parameter of the study several numerical samples are created in the
same box (1 m · 1 m) with different sizes of circular particles. Thus the capacity of the box goes from 1000
to 33,000 disks. For a frictionless problem we verify first that all methods are descent like for the energy to
minimize. Fig. 8 gives the evolution of the objective function Ek ¼ 1
2
rk Wrk  rk  b during the iterations for
the following methods: non-linear Gauss Seidel (NLGS), conjugate projected gradient (CPG), pre-condi-
tioned conjugate projected gradient (PCPG). The better behavior of conjugate gradient methods is not sur-
prising but has to be confirmed for frictional contact problems with the adaptations proposed above.
The Coulomb frictional contact situation requires the convergence criterions introduced in Section 5.3 to
carry out the comparisons. For simplicity reason the em criterion is omitted; the eQ one is generally more
difficult to satisfy and thus more reliable. A fourth algorithm is considered: the Projected Gradient without
conjugating (PG). The sample for Figs. 9 and 10 comprises 15,000 contacts. The convergence is reached for
eQ <  = 1.66 · 10 6. The conjugating process reveals to be necessary for a good behavior of gradient
method in comparison with the Gauss Seidel one. The NLGS solver provides a smooth convergence since
the CPG methods converge faster but with large perturbations and a final drop. The large oscillations withFig. 8. Decreasing of energy Ek during iterations (nc = 28,000).
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Fig. 9. Convergence behavior of CPG/NLGS (nc = 15,000) for two friction coefficients.
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Fig. 10. Convergence behavior of the fourth algorithms (nc = 15,000) for l = 0.4.the gradient methods can be attributed to the corrections of the iterate specific to the Coulomb frictional
contact law as proved by the smoother curves obtained with a zero friction coefficient (Fig. 9).
We verify in Fig. 10 the increase of the oscillations with a stronger friction coefficient equal to 0.4. In this
example the pre-conditioner improves significantly the algorithm. Two parameters are relevant to appreci-
ate the performance of the gradient methods: the size of the system characterized by the number of contacts
nc and the required accuracy .
We present in Fig. 11 the evolution of the gain of iterations from the NLGS to the CPG or PCPG
(d = (number of NLGS iterations)/(number of (P)CPG iterations)) according to the number of contacts
and for the three required accuracies. The gain is at least equal to 2.98 (nc = 15,249 and  = 1.66 · 10 5)
and may reach 9.3 for CPG (nc = 15,249 and  = 1.66 · 10 4) and even 9.47 for PCPG (nc = 28,014 and
 = 1.66 · 10 6).0 20 40 60 80
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Fig. 11. Gain of iterations, d, of the CPG and PCPG in regard of the NLGS.
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Fig. 12. Gain for nc = 28,014 (left) and nc = 47,531 (right).Due to the erratic convergence behavior underlined in Fig. 10, it is not simple to conclude below 40,000
contacts. Beyond this value the gain seems to stabilize around 4 for the CPG algorithm and 7 for the pre-
conditioned one. Finally the gain is all the more important since the required accuracy is high as proved in
Fig. 12 where two sizes of samples are extracted of the previous figure. But such a study has to be confirmed
in considering a whole evolution process.
6.2. On a whole process
To cover numerous cases, we study dynamic and quasi-static processes. During this kind of simulations,
we usually chose the solution of the previous time step to initialize the algorithm. Due to the multiplicity of
solutions in granular materials and the numerical error, the solution at the beginning of the second time
step will be generally different if we use different methods to solve our problem. In consequence, we can
only perform a global analysis of our process. To avoid or limit this difficulty we could initialize with zero
at each time step. But this procedure penalizes all methods without favoring an algorithm in comparison
with an other. To compare our results in terms of quality, some macroscopic quantities like compactness,
anisotropy, mean velocity are introduced.
6.2.1. Rotating drum
The rotating drum is a dynamic process at least close to the free surface where avalanches and even a
regular flow occur (cf. Fig. 13). Our model is similar to the experimental one of Bonamy et al. [6]: 7200
disks (mean diameter equal to 3 mm) are packed in a drum with a diameter of 450 mm.Fig. 13. Numerical rotating drum simulation: on the left we observe the magnitude of the mean velocity field between two time steps
for each particle. On the right side, the evolution of the iterations for the different simulations.
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Table 8
Performance of the CPG algorithm with respect to the NLGS method for different processes: np represents the number of particles and
 the accuracy
Process np  hiti ratio CPU ratio
Rotating drum 7200 disks 1.6 · 10 4 2.75 0.95
Biaxial test 1024 disks 1.6 · 10 4 3.26 1.69
1024 disks 1.6 · 10 6 7.09 3.38
9216 disks 1.6 · 10 4 2.17 0.81
9216 disks 1.6 · 10 5 3.02 1.49
Shear test 1024 disks 1.6 · 10 4 3.32 2.23
9216 disks 1.6 · 10 4 3.66 1.70
Free surface 1000 disks 1.6 · 10 4 2.99 1.56
Compaction 10,000 disks 1.6 · 10 4 1.31 0.82
Fig. 14. Displacement field of particles between two time steps at the end of the simulation (1024 disks): contrary to the local level
where there is many differences (position of particles), at the global level we distinguish identical global displacement.In addition to a frictional contact law, a normal restitution shock law (coefficient equal to 0.92) is pos-
tulated and accentuates the dynamic effects. The drum is submitted to an angular velocity equal to 3 rpm
(round per minute). Over the whole process (Fig. 13) the mean number of iterations per step is equal to 290
for NLGS and 102 for the PCPG, that is to say a gain of 2.75. Moreover the variation of the number of
iterations during the process is weaker for the CPG and PCPG algorithms than for the NLGS one. Here
the pre-conditioner is not useful: the iterations number does not decrease. Since the cost of a CPG iteration
is higher than that of one NLGS iteration, the gain in CPU time is null and even negative (ratio equal to
0.95 in Table 8).6.2.2. Biaxial tests
It consists in imposing a global biaxial deformation to a square box: a constant pressure is applied on the
right boundary since a constant velocity is imposed to the upper side of the sample (cf. Fig. 14). The process
is carried out until 10% deformation. Fig. 14 shows a first interesting difference between simulations: the
displacement increment field is more homogeneous with the conjugate gradient methods; the smallest
and largest values are very concentrated in two corners.
Such a difference may be explained by the global transmission of the information over the whole domain
assured in the gradient methods by the matrix vector products at each iteration since the NLGS algorithm
spreads slowly the information as a wave. Indeed the biaxial tests are performed with four rigid bodies for
the lateral, upper and lower walls. Consequently the bandwidth of theWmatrix is large due to the coupling18
Fig. 15. Evolution of the number of iterations obtained with the three algorithms (biaxial test with 1024 disks) with an accuracy of
1.66 · 10 4 (a) and 1.66 · 10 6 (b).of all the disks in contact with the same wall. In this case an investigation of the stress transmissions
through the domain during the iterations shows the propagation from the walls to the center is much faster
with CPG than NLGS. The local differences do not modify the macroscopic behavior of the sample which
may be analyzed with some relevant mean quantities [34,41]. A first coarse sample with 1024 disks is per-
formed with two required accuracies. The evolution of the number of iterations are copied out in Fig. 15
and the mean gains in terms of iterations and CPU time are summarized in Table 8. A finer sample with
9216 disks is considered to provide similar average indications in Table 8. We obtain better gains with a
higher accuracy in such a way that for the fine sample it is necessary to require a strict accuracy to get a
positive gain in CPU time (1.49).
6.2.3. Shear test
In a simple shear test an angular velocity is imposed to the lateral sides of the square since a constant
pressure is maintained on the upper side. Two coarse and fine samples are tested and the results are trans-
ferred in Fig. 16 and Table 8.
In this case even if the gain in iterations increases slowly from 3.32 to 3.66 when a finer sample is con-
sidered, the gain in CPU time decreases from 2.23 to 1.70. This proves that the efficiency in CPU time is not
easy to extrapolate from an analysis in terms of iterations only. For large problems the memory manage-
ment in a computer may modify strongly the prediction. To illustrate the global behavior of the samples, we
present in Fig. 17 the evolution of macroscopic parameters obtained by averaging: the compactness is theFig. 16. Evolution of the number of iterations in a simple shear test with 1024 (a) and 9216 (b) disks (required accuracy: 1.6 · 10 4).
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Fig. 17. Evolution of characteristic macroscopic properties (compactness (left) and coordination number (right)) for the different
algorithms in a simple shear test.volume of the particles divided by the total volume; the mean coordination number is the mean number of
contacts per particle. The evolution of such quantities is not really perturbed by the use of the different
algorithms.
6.2.4. Free surface compaction tests
This example differs strongly from the previous ones because the solicitations are not constant in
time. After depositing particles in a box, the sample is compacted in moving one of the lateral walls
with a non-monotone speed. Such conditions lead to a non-constant evolution of the number of itera-
tions as shown in Fig. 18 (contrary to the previous examples). For the smaller example (1000 disks)
we recover similar results with a gain in iterations around 3 and a gain in CPU time around 1.5 (cf.
Table 8).
For the finer example (10,000 disks), Fig. 18(a) shows apparently a better behavior of the NLGS
algorithm. In fact the NLGS method converges too fast at the beginning of the process and this lead to
an accumulation of the interpenetration of the particles as proved in Fig. 18(b). The NLGS algorithm re-
quires a minimum number of iterations to diffuse information through the whole domain. To avoid such a
situation a minimum of iterations is imposed (20 for the standard version). But this threshold is not suffi-
cient: to recover an identical level of interpenetration, 200 iterations at least are required. No rule is avail-Fig. 18. For a 10,000 particles free surface compaction: (a) evolution of iterations number (left); (b) evolution of the mean gap (right).
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able to choose such a parameter. Then the gradient methods become again more efficient in terms of mean
iterations number (1.31), but the CPU time gain remains less than one.
6.2.5. Summary
In conclusion to this study the gradient methods require in general three times less iterations than the
NLGS solver (for a reasonable required accuracy). The CPU time gain is difficult to evaluate but is around
1.5. The conjugate gradients algorithms seem to be more robust to solve dynamic or quasi-static problems;
the user has not to impose an extra parameter to converge toward an acceptable solution. If a high accuracy
is required the gains may jump to high values.6.3. Multi-threading
Gradient algorithms are intrinsically parallel due to the fact that they are essentially composed of prod-
ucts between vectors and matrices. The implementation of a parallel version is thus not a difficulty in itself.
Like for the NLGS algorithm [38], we opt for a multi-threading on shared memory computer to avoid the
message passing. The implementation is so easily performed via OpenMP directives [19]. Although our
algorithm is intrinsically parallel, using parallel treatment modifies slightly the solution on a whole process.
On one time step sequential and parallel versions give the same solution. But during a process we accumu-
late numerical errors which can have more visible consequences in a granular material, and this for the rea-
sons evoked previously. Recall that the infinity of solutions makes the simulations very sensitive to the
numerical error accumulations; these errors may be due to the parallelization but also to the implementa-
tion procedure as proved in [37] where two implementations of the NLGS algorithm are performed. So dur-
ing the process, the evolution of the iterations number with sequential and parallel treatment diverges after
some time steps. To illustrate efficiency of parallel computing, we introduce the relative speed-up, SP, de-
fined byFig. 19SP ¼ T seqItseq
ItP
T P
: ð14Þ4 8 12 16
P
4
8
12
16
Sp
Shear test
Free surface compaction
. Evolution of the relative speed up. Simulations have been performed on a SGI Origin 3800 using processors R14000/500MHz.
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P is the number of processors, TP the CPU time used by a P-parallel simulation and ItP the mean number
of iterations of a P-parallel simulation. Fig. 19 represents the evolution of SP for a simple shear test and free
surface compaction.
Evolution of speed-up is quite curious. This phenomenon is due to the increase of size memory usable.
For a sequential computation only 500Mo are available. This capacity is multiplied by P for a P-parallel
simulation. So to the efficiency of parallel computing, we add the benefit of a large memory stack, very use-
ful for large simulation. In consequence, superlinear speed-up can be explained by this phenomenon.7. Conclusion
The proposed numerical scheme reveals to be more efficient than the non-linear Gauss Seidel algorithm
but the gain is not always important. To impose it we need to pursue the investigations about the conver-
gence behavior. For instance, even if the conjugating process seems to be essential (cf. Fig. 10), we observe a
large number of changes of contact status at each iteration which might cancel the effect of the conjugating.
Some specific features of granular problems may be so exploited as bimodal character of the network of
contact forces in granular packing underlining scale effects [34]. The extension to the three dimensional
modeling with isotropic friction is an open question because the convex constraint set is no more poly-
hedral. The concept of active constraints related to the projection of the gradient and mentioned in Section
3.2 is no more relevant. A way may consist in combining a gradient method with other ones. For instance
we can combine the gradient algorithm for the normal components with the Gauss Seidel method for cor-
recting the tangential components.Acknowledgment
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