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RESUMEN 
El gasto en Salud como porcentaje del Producto Interno Bruto (PIB) de los países 
latinoamericanos es menor en comparación con los países desarrollados de América y 
Europa. Sólo Cuba (11,8%) y Costa Rica (10,1%) tienen un gasto total en salud que se 
aproxima al promedio de los países desarrollados. Los países que son parte de la OCDE 
presentan un promedio de 3.2 médicos por cada mil habitantes, sin embargo, Chile se 
encuentra por debajo de esta cifra con 1.7 médicos por cada mil habitantes. Este déficit de 
profesionales de la salud genera una serie de complicaciones en diversos ámbitos, como el 
aumento de la demanda del servicio y, por consiguiente, la existencia de largas listas de 
espera para obtener atención médica.  
El sistema de salud de Chile es un sistema mixto, es decir, está compuesto por un sistema 
público y un sistema privado. En el sistema público, los establecimientos de salud están 
clasificados de acuerdo a su nivel de complejidad (primaria, secundaria y terciaria).  La 
atención primaria de salud (APS) tiene como objetivo principal brindar a los pacientes una 
atención ambulatoria. La APS es la puerta de entrada al sistema de salud pública, es debido 
a esto que posee una alta cobertura a nivel nacional con alrededor de dos mil centros de 
atención y cerca de 11 millones de consultas médicas al año. 
La atención médica de especialidad es uno de los recursos más escasos, costosos y de difícil 
acceso del sistema público de salud. Aspectos económicos, sociales, culturales y geográficos 
son variables fundamentales a la hora de acceder a este tipo de atención, es debido a esto que 
se puede detectar una problemática asociada al alto nivel de ausentismo a las horas médicas 
  
 
xiv 
de especialidad, también conocido como pacientes “que no se presentan” o “no-show patient” 
(NPS) lo que genera pérdidas de entre un 8% y un 20% de las consultas médicas solicitadas. 
Diversos estudios nacionales e internacionales han abordado esta problemática destacando la 
importancia de identificar los factores relacionados con la ocurrencia de un paciente No 
Show. Debido a esto, se realizó una selección de variables influyentes utilizando criterios de 
evaluación referentes a la relevancia, acceso y procesamiento de la información. Se construyó 
una base de datos para almacenar esta información y acceder a ella de forma eficiente. 
Adicionalmente se realizó una selección preliminar de algoritmos que pudiesen resultar útiles 
para el diseño de un modelo predictivo, lo que dio paso a la construcción de cinco modelos: 
Modelo de regresión logística multinomial, modelo de agrupación K-means, Naive Bayes, 
Árboles de decisión y modelo de clasificación supervisado KNN. De estos se logró 
determinar que los modelos Naive Bayes y Regresión Logística Multinomial son los que 
responden de mejor forma a las pruebas tanto con datos simulados como con datos reales. 
Estos resultados nos permiten dilucidar de mejor forma la real influencia de cada variable 
frente a un posible caso de NSP y con esto, generar medidas de mitigación para la reducción 
de las extensas listas de espera en los centros de atención primaria de salud. 
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SUMMARY 
Health spending as a percentage of the Gross Domestic Product (GDP) of Latin American 
countries is lower to the countries of North America and Europe. Only Cuba (11.8%) and 
Costa Rica (10.1%) have a total health expenditure that approximates to the average these 
countries. The countries that are part of the OECD have an average of 3.2 per thousand 
inhabitants, however, Chile is below this figure with 1.7 doctors per thousand inhabitants. 
This deficit of health professionals presents a series of complications in several areas, such 
as the increase in demand for health services, consequently, the existence of long waiting 
lists to obtain medical attention. 
The health system of Chile is a mixed system, composed of a public system and a private 
system. In the public system, health facilities are classified according to their level of 
complexity (primary, secondary and tertiary). Primary health care (PHC) aims to provide to 
patients with outpatient care. The PHC is the entry point to the public health system; it has a 
high coverage nationwide with around two thousand care centers and about 11 million 
medical consultations per year. 
Medical specialties are the most scarce, expensive and difficult to access resources of the 
public health system. Economic, social, cultural and geographical aspects are fundamental 
variables that determinate the access to this type of care. For this reason, it is important to 
pay attention to the absenteeism associated to the hours of medical specialties. A patient that 
lose a medical consultation is known as No-Show Patient (NSP), which goes from 8 to 20% 
of the requested medical consultations. 
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Several national and international studies have addressed this problem by identifying the 
factors related to the occurrence of a No-Show Patient. This work has considered these 
studies to present a selection of variables. This selection considered the evaluation criteria, 
the relevance, access, and feasibility of processing of the information. A database was built 
to store this information and access it efficiently. In addition, a preliminary selection of 
algorithms that could be useful for the design of a predictive model was made. Five analysis 
models were considered for this purpose: multinomial logistic regression model, K-group 
model means, Naive Bayes, decision trees and KNN supervised classification model. In this 
way, the search results of the Naive Bayes and Multinomial Logistic Regression models are 
those that had better respond to the tests with both, the simulated and the real data. These 
results allow to better determinate the real influence of each variable against a possible case 
of NSP and with this, generate measures to mitigate the reduction of the long waiting lists in 
primary health care centers.
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1. INTRODUCCIÓN 
1.1. Aspectos legales 
La Organización Mundial de la Salud (OMS) en su constitución de 1946 define la salud como 
“el estado de completo bienestar físico, mental y social, y no solamente la ausencia de 
afecciones o enfermedades” [1]. Por otro lado, el Pacto Internacional de Derechos 
Económicos, Sociales y Culturales (PIDECS) establece que, entre las medidas a considerar 
con el fin de asegurar la plena efectividad del derecho a la salud, figura la creación de 
condiciones que aseguren a toda la población asistencia médica y servicios médicos en caso 
de enfermedad [2]. En concordancia con lo anterior, la constitución política de Chile de 1980 
en su artículo N°19 señala que es un “deber constitucional asegurar el derecho a la vida y a 
la integridad física y psíquica de las personas” [3]. 
En los países pertenecientes a la Organización para la Cooperación y el Desarrollo 
Económicos (OCDE), la atención sanitaria y los sistemas sanitarios son considerados como 
parte del estado de Bienestar y en función de esto, el Estado tiene una participación 
fundamental en el cumplimiento de estas normativas [4]. 
De acuerdo con lo anterior, es posible señalar que el derecho a la salud contempla cuatro 
elementos fundamentales e indispensables para que la normativa sea cumplida a cabalidad: 
Disponibilidad, Accesibilidad, Aceptabilidad y Calidad [5].  
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1.2. Indicadores Básicos de Salud 
En el año 2010 tuvo lugar en Santiago de Chile la XIX Reunión del Consejo Directivo de la 
Asociación Latinoamericana de Academias de Medicina, de España y Portugal (ALANAM), 
cuyo tema central fue: “Políticas de Salud para Latinoamérica”. En esta ocasión, se dieron a 
conocer cifras de la condición socioeconómica de la población latinoamericana, resaltando 
los altos índices de pobreza y limitaciones en el ámbito educacional y de salud [6].  
El Gasto en Salud como porcentaje del Producto Interno Bruto (PIB) de los países 
latinoamericanos es menor en comparación con los países desarrollados de América y 
Europa. Sólo Cuba (11,8%) y Costa Rica (10,1%) tienen un gasto total en salud que se 
aproxima al promedio de los países desarrollados, mientras que Chile solo alcanza un 7,2% 
[7]. Adicionalmente, el porcentaje del gasto público en salud es variable entre los países 
latinoamericanos, Cuba encabeza la lista con 96,2%, una cifra muy elevada si la comparamos 
con la de nuestro país (47,2%) [8]. 
Estas cifras reflejan directamente el déficit de recursos asignados para la construcción, 
conservación y gestión de los centros de atención y la falta de profesionales especializados 
en función al tamaño de la población.  
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1.3. Salud pública en Chile 
El sistema de salud de Chile es un sistema mixto, es decir, está compuesto por un sistema 
público y un sistema privado. En el sistema público, los establecimientos de salud se 
encuentran clasificados dependiendo de su nivel de complejidad: primario, secundario y 
terciario [9]. La Atención Primaria de Salud (APS) tiene como objetivo principal brindar a 
los pacientes una atención de carácter ambulatoria, es decir, que no requiere hospitalización. 
Está compuesta por diversos centros de atención, dentro de los cuales podemos encontrar: 
Centros de Salud (CES), Centros de Salud Familiar (CESFAM), Centros Comunitarios de 
Salud Familiar (CECOF), Posta de Salud Rural (PSR), Servicios de Atención Primaria de 
Urgencia (SAPU), entre otros [10]. Los APS son la puerta de entrada al sistema de salud 
pública y debido a esto posee una alta cobertura a nivel nacional con alrededor de dos mil 
centros de atención y cerca de 11 millones de consultas médicas al año [11].  
El nivel Secundario de atención en salud corresponde a atenciones y procedimientos de 
especialidades ambulatorias de mediana complejidad. La característica fundamental de este 
nivel es que actúa por referencia (derivaciones) y los recursos involucrados para satisfacer 
las demandas requieren participación profesional con cierto grado de especialización. 
Algunos de los establecimientos que están clasificados en este segundo nivel son los 
Consultorios de Especialidades y los Centros de Referencia de Salud (CRS) [12]. 
Finalmente, el nivel Terciario de atención en salud se caracteriza por ser de alta complejidad. 
Está destinado a resolver casos que sobrepasan la capacidad resolutiva de los niveles 
precedentes. Establecimientos como los Centros de Diagnóstico y Terapéutico (CDT), 
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Hospitales de Alta Complejidad e Institutos de Derivación de Especialidades pertenecen a 
este nivel de atención [13]. 
El tipo de personal que realiza las acciones de salud varía según la magnitud de la población 
a atender y la naturaleza de las actividades a cumplir, esto incluye auxiliares, técnicos, 
enfermeros, médicos generales y de especialidad [14]. En función de lo anterior, cabe 
destacar que Chile presenta un déficit de profesionales capaces de cumplir estas necesidades. 
Los países que son parte de la OCDE presentan un promedio de 3.2 médicos por cada mil 
habitantes, sin embargo, Chile se encuentra por debajo de esta cifra con 1.7 médicos por cada 
mil habitantes [15]. Este déficit en profesionales de la salud genera una serie de 
complicaciones en diversos ámbitos, como el aumento en la demanda del servicio y, por 
consiguiente, la existencia de extensas listas de espera para una atención médica [16]. 
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1.4. Consultas médicas en Centros de Atención Primaria 
Una consulta médica está definida como la “Atención otorgada por un médico especialista 
en forma ambulatoria, en un lugar destinado para estos fines, para diagnóstico, tratamiento o 
seguimiento de un usurario” [17]. Las consultas médicas se clasifican en 3 tipos:  
 Consulta nueva: primera atención generada por un episodio de una enfermedad, 
mediante la que se puede o no dar resolución al problema de salud y es independiente 
de atenciones anteriores. 
 Consulta repetida: atención de seguimiento del proceso iniciado por un primer 
episodio de enfermedad, realizada por un especialista y de forma ambulatoria. 
 Procedimientos o exámenes: prueba o exploración realizada en una consulta o sala 
especial que requiere de un tiempo distinto al de la propia consulta. 
Los conceptos mencionados anteriormente tienen en común que son procedimientos de 
carácter ambulatorio y son gestionados en su totalidad por servicios de atención primaria de 
salud [13]. 
Más del 95% de los pacientes que requiere una atención médica por morbilidad (cantidad de 
personas o individuos considerados enfermos o víctimas de una enfermedad en un espacio y 
tiempo determinados) no la obtiene en menos de 72 horas y si bien en la mayoría de los casos 
los recursos disponibles son escasos, existen herramientas de adaptación que permiten 
responder a la alta demanda [19]. Por ejemplo, para pacientes que pertenecen a algún 
programa de salud específico (enfermos crónicos, embarazadas, niños menores de 6 años, 
entre otros), existe un protocolo que determina la periodicidad de los controles con cada 
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especialista, siendo agendados con anticipación. En cambio, para el caso de las horas de 
consultas por morbilidad, en la mayoría de los casos observados, las consultas deben ser 
solicitadas el mismo día en el que se requiere la atención [20]. Como estas horas son limitadas 
debido la capacidad del centro de atención y la disponibilidad de personal, esta metodología 
ha forzado a los pacientes a asistir muy temprano a los centros de salud con la finalidad de 
obtener la cita médica necesaria. Adicionalmente, la atención médica de especialidad es otro 
de los recursos más escasos, costosos y de difícil acceso del sistema público de salud y se 
cree que aspectos ambientales, sociales, culturales y geográficos son variables fundamentales 
a la hora de acceder a este tipo de atención [20].  
Es debido a esto que existe una problemática en el alto nivel de ausentismo a las horas 
médicas de especialidad, también conocido como pacientes “que no se presentan” o “no-
show patient” (NSP). Este concepto se define como la no asistencia, sin previo aviso, de 
pacientes a una consulta médica ya programada. Esto es considerado como un indicador de 
ineficiencia en los servicios de salud generando pérdidas de entre un 8% a un 20% de las 
consultas médicas, lo que, a su vez, trae como consecuencia un factor de riesgo para la salud 
del paciente [21].  El NSP es una problemática multivariable que no depende solo del 
paciente, ya que se ha observado que en términos de porcentajes el 41% de las inasistencias 
son atribuibles al centro de atención, mientras que el 59% restante son atribuibles al paciente 
[22]. En función de lo anterior, se cree que los largos tiempos de espera, la distancia a la que 
se encuentra el paciente del centro asistencial y el día que debe asistir a la cita serían variables 
altamente determinantes en la ocurrencia de un NSP [23]. 
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1.5. Factores relacionados al NSP 
El año 2010 en Chile se registraron alrededor de 1.3 millones de inasistencias de pacientes a 
consultas médicas en el sector público, lo que equivale a un 16% del total de consultas 
médicas programadas [24]. Diversos estudios señalan que las variables asociadas a la 
inasistencia de los pacientes a sus consultas médicas estarían relacionadas con factores como 
la gestión de los recursos en salud, transporte, clima, edad, especialidad del médico tratante, 
entre otros [25]. 
A raíz de esto, existe una constante comparación entre la calidad del servicio de atención 
entre una institución de salud pública y una de salud privada. Las dificultades asociadas a 
salud pública reflejan serios problemas de gestión, deficiencia en infraestructura, déficit en 
camas y ambulancias, tecnología y dificultades en el acceso a la atención [26]. 
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2. HIPÓTESIS 
Con el fin de abordar la problemática del aumento en las inasistencias a las citas médicas por 
morbilidad y especialidad en los Centros de Atención Primaria de Salud, es que se propone 
la siguiente hipótesis: 
 
“Variables heterogéneas sanitarias y ambientales pueden determinar la ocurrencia de un 
paciente No-Show mediante un modelo predictivo multivariable”  
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3. OBJETIVOS 
3.1. Objetivo General 
Desarrollar una plataforma de análisis automática para predecir y reducir el número de casos 
de No-Show en un servicio de salud específico. 
 
3.2. Objetivos Específicos 
 
 Establecer un modelo de análisis computacional que permita caracterizar y formalizar los 
casos de No-Show Patient considerando un conjunto de variables sanitarias y ambientales 
iniciales. 
 Establecer interfaces para automatizar la carga de datos y análisis de variables asociadas 
a NSP. 
 Crear un modelo predictivo que permita identificar un posible caso de NSP. 
 
Como resultado se pretende identificar las variables asociadas a la ocurrencia de un NSP y 
crear un modelo capaz de predecir el comportamiento de un paciente utilizando información 
relevante para su determinación. 
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4. METODOLOGIA 
4.1. Resumen de metodología 
 
El proceso metodológico que será implementado en esta tesis se puede separar en cuatro 
etapas como se muestra a continuación (Figura 1). 
 
Figura 1: Resumen metodológico. Se observa en la imagen el resumen metodológico 
implementado en la presente investigación.  
 
En la primera etapa, se incluyen todos los procesos vinculados con la recolección y 
preparación de los de datos (construcción de set de datos simulados, selección de los datos 
reales, agrupación de las variables, incorporación de los datos en la base de datos).  En la 
segunda etapa, se incluyen los procesos asociados a la construcción del modelo predictivo 
(selección de algoritmos de predicción, análisis de herramientas computacionales, minería 
de datos). La tercera etapa está compuesta de los procesos de evaluación de los modelos de 
predicción (validación de modelos, concordancia de información, selección de resultados). 
Y finalmente en la cuarta etapa, se presentan los análisis de resultados de los modelos 
predictivos (interpretación de tablas y gráficos, selección del modelo óptimo, conclusiones 
de la investigación). 
 
 
1° etapa
•Recolección y 
Preparación de 
datos
2° etapa
•Contrucción 
de Modelos
3° etapa
•Evaluación de 
Modelos
4° etapa
•Análisis de 
Resultados
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4.2. Selección y agrupación de variables 
 
Como primer acercamiento en búsqueda de una solución a una de las grandes problemáticas 
de la Salud Pública, se realizó la identificación de los posibles factores asociados a un 
paciente NSP. Para esta primera selección, se utilizaron 21 referencias bibliográficas 
comprendidas entre los años 2004 y 2016 de estudios nacionales e internacionales, obtenidos 
de las fuentes SciELO, ResearchGate, ScienceDirect, entre otros.  
Se identificaron más de 30 variables relacionadas con la ocurrencia de un NSP. Se solicitó 
una validación de estas variables con especialistas en el área de la Salud Pública del Servicio 
de Salud Metropolitano Sur concluyendo que el 90% de las variables eran relevantes para 
este estudio, sin embargo, la selección final se realizó basada en tres criterios de evaluación: 
relevancia de la variable, disponibilidad de acceso a la información y capacidad de 
procesamiento. Como resultado, se obtuvo un total de 18 variables que fueron agrupadas en 
5 categorías: paciente, centro de salud, profesional de salud, atención y tiempo.  
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4.3. Obtención de datos 
 
4.3.1.  Datos simulados 
Se creó un conjunto de datos simulados mediante la plataforma web Mockaroo 
(https://www.mockaroo.com) y GenerateData (www.generatedata.com). Estas plataformas 
nos permiten definir el campo, tipo de dato, valor y cantidad de registros obteniendo como 
resultado un set de datos aleatorios basado en las especificaciones otorgadas al programa.  
 
 
4.3.2. Datos reales 
 
La cohorte de análisis fue la población chilena. Se utilizaron bases de datos de consultas por 
morbilidad y de especialidad en centros de atención primaria de salud entre los años 2010 y 
2014, disponibles en los Resúmenes Estadísticos Mensuales del Departamento de Estadística 
e Información en Salud (DEIS) del Ministerio de Salud de Chile.  
Se incorporaron datos eventualmente asociados a la inasistencia de pacientes provenientes 
de la Encuesta de Caracterización Socioeconómica Nacional (CASEN) efectuada en los años 
2011 y 2013 por el Ministerio de Desarrollo Social de Chile. 
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4.4. Base de datos 
 
Una base de datos se define como “un conjunto de datos comunes que se almacenan sin 
redundancia para ser útiles en diferentes aplicaciones” [27]. Para este caso, se creó una base 
de datos con MySQL Server que nos permitió almacenar la información para luego acceder 
a ella de forma eficiente y así poder procesar los datos en nuestros modelos predictivos. 
Se realizó un diagrama de la base de datos con los componentes necesarios para albergar la 
información. 
 
4.5. Minería de datos 
 
La minería de datos se describe como “un proceso no trivial de identificación válida, 
novedosa, potencialmente útil y entendible de patrones comprensibles que se encuentran 
ocultos en los datos” [28]. Se utilizará este proceso para la integración del conjunto de áreas 
que tendrá como propósito la identificación de información influyente en la toma de 
decisiones. 
Debido a la gran cantidad de datos que se analizaron en este estudio, se evaluaron cuatro 
herramientas de minería de datos. En la tabla 1 se observa una comparación entre las 
herramientas seleccionadas y las características que cada una posee. 
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Tabla 1: Herramientas de minería de datos. En la tabla se presentan las herramientas 
analizadas para realizar la minería de datos y las características más representativas de 
cada una de ellas. 
 
La herramienta seleccionada para el desarrollo de este estudio fue RapidMiner. Éste es un 
programa informático para el análisis y minería de datos. Permite el desarrollo de procesos 
de análisis de datos mediante el encadenamiento de operadores a través de un entorno gráfico. 
Se usa en investigación, educación, capacitación, creación de prototipos y en aplicaciones 
empresariales. Proporciona más de 500 operadores orientados al análisis de datos, incluyendo 
los necesarios para realizar operaciones de entrada y salida, preprocesamiento de datos y 
visualización de resultados [29]. Esta herramienta cumple con los requisitos principales de 
selección. 
 
 
 
 
HERRAMIENTAS DE MINERÍA DE DATOS 
CARACTERISTICAS RapidMiner 
IBD SPSS 
Modeler 
IBM Watson 
Analytics 
Rattle 
Validación de Modelos 
    
Transformación de Datos 
    
Gratuidad 
 
30 días 30 días 
 
Modelos de Integración 
    
Modelos Predictivos 
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4.6. Algoritmos de predicción 
 
Un algoritmo de predicción es un conjunto de heurísticas y cálculos que permiten crear un 
modelo de análisis a partir de datos. Para esto, el algoritmo analiza primero los datos 
proporcionados en busca de tipos específicos de patrones o tendencias. Posteriormente, 
utiliza los resultados del análisis en un gran número de iteraciones para determinar los 
parámetros óptimos para crear el modelo. Finalmente, estos parámetros se aplican en todo el 
conjunto de datos para extraer patrones procesables y estadísticas detalladas [30]. 
Las características de los algoritmos son fundamentales al momento de realizar la selección, 
ya que esto determinará el diseño del modelo y los resultados que pueden ser obtenidos. En 
base a lo anterior, se decidió realizar un estudio de los algoritmos más utilizados para luego 
seleccionar los más adecuados que cumplieran con nuestros criterios y las necesidades que 
demanda la problemática.  
Los algoritmos seleccionados fueron clasificados en dos grupos dependiendo de sus 
características: predicción y clasificación. Basado en lo anterior, los algoritmos analizados 
se describen a continuación. 
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Figura 2: Selección de algoritmos de estudios para la construcción de un modelo predictivo. 
En la figura se muestran los algoritmos que serán evaluados en este estudio y que se adapten 
a las características y exigencias del modelo. Se muestran los algoritmos predictivos y de 
clasificación. 
 
 Decision Tree: Este algoritmo permite analizar decisiones secuenciales basadas en 
el uso de resultados y probabilidades asociadas. Organiza los datos en elecciones que 
compiten formando ramas de influencias. Estas elecciones serán definidas con una 
pregunta condicional en donde la respuesta dicotómica será sí o no. Permite la 
clasificación de nuevos casos y facilita la interpretación de resultados. Sin embargo, 
solo es recomendable para un número pequeño de acciones y en la cual no sean 
posibles todas las combinaciones [31]. 
 
 
Algoritmos
Naive 
Bayes
Logistic 
Regression
KNNDecision Tree
K-
Means
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 Naive Bayes: Método de clasificación probabilístico basado en el Teorema de Bayes. 
Construye modelos que predicen la probabilidad de posibles resultados. Es simple de 
usar y requiere una pequeña cantidad de datos. A menudo falla al producir una buena 
estimación de las probabilidades de clase correctas [32]. 
 
 K-Nearest Neighbors (KNN): Es un método de clasificación supervisado. Se 
fundamenta en que el nuevo dato será clasificado en el grupo que corresponda. 
Realiza un cálculo de distancias entre el elemento nuevo y cada uno de los ya 
existentes. Finalmente, ordena las distancias de menor a mayor para seleccionar el 
grupo que mejor se ajusta al nuevo elemento. Es fácil de entender el concepto y fácil 
de usar. No obstante, no existe un mecanismo óptimo para determinar el mejor valor 
de k [33]. 
 
 K-Means: Es un algoritmo particional, es decir, divide los objetos en un número de 
clústeres preespecificado, sin atender a una estructura jerárquica, puede aplicarse para 
problemas de "agrupación por similitud" y puede ayudar a una comprensión 
cualitativa y cuantitativa de grandes cantidades de datos N-dimensionales. Funciona 
de forma iterativa, dividiendo óptimamente el conjunto inicial de datos en un número 
k de clústeres, el cual se indica como parámetro. Está basado en la minimización de 
la distancia interna [34]. 
 
 Logistic Regression: La regresión logística es un tipo de análisis de regresión 
utilizado para predecir el resultado de una variable categórica (una variable que puede 
adoptar un número limitado de categorías) en función de las variables independientes 
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o predictoras. Las probabilidades que describen el posible resultado de un único 
ensayo se modelan, como una función de variables explicativas, utilizando una 
función logística [35]. 
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5. RESULTADOS  
5.1. Resultados generales 
 
5.1.1. Variables 
 
Como primer acercamiento en la búsqueda de una solución a una de las grandes 
problemáticas de la Salud Pública, se identificaron los factores asociados a un posible caso 
de NSP. El detalle de la bibliografía de donde fueron obtenidas las variables estudiadas se 
encuentra en el Anexo A. 
5.1.1.1. Variables Demográficas 
 
Las variables demográficas agrupan características de cada individuo, dentro de las cuales 
podemos encontrar la edad, genero, etnia, raza, entre otros. Los estudios hacen referencia a 
una gran cantidad de variables demográficas y el número de citaciones de cada una de ellas 
se pueden observar en la figura 3. 
 
Figura 3: Número de citaciones relacionadas a variables demográficas. La mayor cantidad 
de citaciones se presenta en las variables de Edad y Sexo. 
19 18
8 8 7 6
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Variables Demográficas
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5.1.1.2. Variables Geográficas 
Las variables geográficas agrupan características asociadas al lugar de residencia, dentro de 
las cuales podemos encontrar regiones, comunas, ciudades, clima, entre otros. El número de 
citaciones de cada una de ellas se pueden observar en la figura 4. 
 
 
 
Figura 4: Número de citaciones relacionadas a variables geográficas. La mayor cantidad 
de citaciones se presenta en las variables de Comuna y Distancia al Centro de Atención. 
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5.1.1.3. Variables Conductuales 
 
Las variables conductuales agrupan características asociadas comportamiento de la 
población, dentro de las cuales podemos encontrar abandonos anteriores, satisfacción, 
características psicosociales, entre otras. El número de citaciones de cada una de ellas se 
pueden observar en la figura 5. 
 
 
 
Figura 5: Número de citaciones relacionadas a variables conductuales. La mayor cantidad 
de citaciones se presenta en la variable de Abandonos Anteriores. 
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5.1.1.4. Variables Clínicas 
 
Las variables clínicas agrupan características asociadas a la condición de salud del paciente, 
dentro de las cuales podemos encontrar patologías asociadas, dependencia del paciente, 
historia clínica, entre otras. El número de citaciones de cada una de ellas se pueden observar 
en la figura 6. 
 
 
Figura 6: Número de citaciones relacionadas a variables clínicas. La mayor cantidad de 
citaciones se presenta en la variable de Patologías Asociadas. 
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5.1.1.5. Variables de Cita Médica 
 
Este tipo de variables agrupan características asociadas a la cita médica, dentro de las cuales 
podemos encontrar tipo de consulta, especialidad, medico, horario, entre otras. El número de 
citaciones de cada una de ellas se pueden observar en la figura 7. 
 
 
Figura 7: Número de citaciones relacionadas a las citas médicas. La mayor cantidad de 
citaciones se presenta en las variables de Especialidad, Tipo de Consulta, Hora, Día y Mes. 
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5.1.2. Agrupación de Variables 
 
Debido al gran número de variables seleccionadas en primera instancia, se tomó la decisión 
de consultar con especialistas del Servicio de Salud Metropolitano Sur para corroborar si la 
selección es adecuada para los análisis posteriores.  
Los especialistas coincidieron que la mayoría de las variables presentadas eran relevantes 
para este estudio, sin embargo, las variables definitivas fueron definidas de acuerdo con los 
siguientes criterios de evaluación: Relevancia de la variable, disponibilidad de acceso a la 
información y capacidad de procesamiento. Como resultado, se obtuvo un total de 18 
variables que fueron agrupadas en 5 categorías como se muestra en la figura 8. 
 
Figura 8: Agrupación de variables definitivas. Las variables fueron agrupadas en cinco 
categorías: Paciente, Centro de Salud, Profesional de Salud, Atención y Tiempo. 
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5.1.3. Datos 
 
Se creó un conjunto de datos simulados mediante la plataforma web Mockaroo 
(https://www.mockaroo.com) y GenerateData (www.generatedata.com). En estas 
plataformas se ingresaron los campos de estudio y los rangos en que fluctuarán nuestros datos 
con un máximo de 1000 registros. 
El set de datos cuenta con un total de mil registros. Este set de datos se utilizó para validar el 
modelo y generar los análisis de predicción que se describirán en el transcurso de la 
investigación.  
Los datos reales fueron obtenidos de la Dirección de Estadísticas e Información de Salud 
(DEIS). El filtro de los datos se realizó de acuerdo con la selección de las variables 
presentadas en el punto anterior. Se incorporaron datos eventualmente asociados a la 
inasistencia de pacientes provenientes de la Encuesta de Caracterización Socioeconómica 
Nacional (CASEN) efectuada en los años 2011 y 2013 por el Ministerio de Desarrollo Social 
de Chile. 
 
5.1.4. Base de Datos 
 
La creación de la base de datos se realizó en base a los parámetros establecidos anteriormente, 
obteniendo así, un modelo como se muestra en la figura 9. 
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A continuación, se realiza una descripción de cada una de las tablas creadas en la Base de 
Datos. 
 Paciente: Tabla asociada a la información del paciente. En esta tabla se almacenan 
los datos de la edad, sexo, enfermedades asociadas y nivel de riesgo del paciente. 
 
 Centro de Salud: Tabla asociada a la información geográfica del Centro de Salud. 
En esta tabla se almacenan los datos de la región, comuna, programa de salud y centro 
de atención en el que el paciente se ha atendido. 
 
 Profesional de Salud: Tabla asociada a la información del médico tratante. En esta 
tabla se almacenan los datos del tipo de consulta, especialidad y tipo de profesional 
de salud. 
 
 Atención: Tabla asociada a la información de la consulta médica. En esta tabla se 
almacenan los datos del número de consultas solicitadas, número de consultas 
rechazadas y número de inasistencias del paciente. 
 
 Tiempo: Tabla asociada a la información de tiempo. En esta tabla se almacenan los 
datos referentes al mes, día y jornada en que fue agendada la cita médica. 
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5.1.5. Carga de Datos 
 
Una vez creada a base de datos, se procedió a efectuar la carga del set de dato. El set de datos 
simulados constaba con un total de mil registros. Se realizó una estandarización previa de la 
información que cumpliera con las características que las tablas de la base de datos 
presentaran. Su carga no generó mayor inconveniente. 
Finalmente se realizó la carga de los datos reales siguiendo el mismo procedimiento del 
conjunto de datos anterior. Como este set de datos era de mayor envergadura, fue necesario 
mayor tiempo, resultado una carga exitosa. 
 
5.1.6. Modelos Predictivos 
 
El requisito principal que se propuso como objetivo relacionado al modelo es que debe 
predecir en al menos un 70-75% la ocurrencia de un posible caso de No-Show.  
El diseño de los modelos se realizó mediante el software RapidMiner. Se realizaron diversas 
combinaciones de los diferentes algoritmos predeterminados que esta herramienta entrega y 
se aplicaron variados filtros para obtener un acercamiento al objetivo de predicción. 
Adicionalmente, el software nos permite observar de forma simplificada un primer indicio 
de las variables que podrían estar influyendo directamente en la ocurrencia de un NSP. 
Se realizaron cinco modelos predictivos con diferentes enfoques para determinar cuál es el 
que mejor se ajusta a los resultados esperados. Los modelos seleccionados para los análisis 
fueron: Regresión logística multinomial, Naive Bayes, K-Means, KNN y Árboles de 
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decisión. Los modelos serán evaluados mediante tres criterios: matriz de confusión, gráficos 
de curva ROC y los valores propios que pueda otorgar el modelo (accuracy, precisión, recall).  
Una matriz de confusión es una herramienta que permite la visualización del desempeño de 
un algoritmo que se emplea en aprendizaje supervisado. Cada columna de la matriz 
representa el número de predicciones de cada clase, mientras que cada fila representa a las 
instancias en la clase real. Uno de los beneficios de las matrices de confusión es que facilitan 
observar si el sistema está confundiendo dos clases [36]. 
La curva ROC es una herramienta estadística utilizada para clasificar la capacidad 
discriminante de una prueba diagnóstica dicotómica. Es decir, una prueba basada en una 
variable de decisión, cuyo objetivo es clasificar a los individuos de una población en dos 
grupos: uno que represente un evento de interés y otro que no. La curva es el gráfico 
resultante de representar, para cada valor, las medidas de sensibilidad y especificidad de la 
prueba diagnóstica. Por un lado, la sensibilidad cuantifica la proporción de individuos que 
presenta el evento de interés y que son clasificados por la prueba como portadores de dicho 
evento. Por otro lado, la especificidad cuantifica la proporción de individuos que no lo 
presentan y que son clasificados por la prueba como tal [37]. 
Los modelos predictivos fueron creados bajo la lógica de cada algoritmo a utilizar, sin 
embargo, el tratamiento inicial de los datos fue el mismo para todos los modelos. Los 
operadores comunes utilizados para la construcción se describen a continuación. 
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 Retrieve: Operador de selección del set de datos a utilizar.  
 
 Set role: En este paso se selecciona el rol que tendrá cada variable en el proceso. La 
variable “inasistencia” se declarará como “label” ya que es la columna que queremos 
predecir.  
 
 Select Attributes: Aquí seleccionaremos los atributos que participaran de nuestro 
análisis. Pueden ser todos (“all”) o puede hacerse una selección manual de las 
variables que consideremos que influyen directamente en nuestro resultado. Este 
operador puede ir variando dependiendo de las características del modelo diseñado.  
 
 Multiply: Este operador crea copias de un objeto en RapidMiner. Toma el objeto 
RapidMiner desde el puerto de entrada y entrega copias de él en los puertos de salida. 
Cada puerto conectado crea una copia independiente. De esta forma, si se altera algún 
dato, el proceso no será afectado. 
 
 Cross Validation: Este operador realiza una validación cruzada para estimar el 
rendimiento estadístico de un modelo de aprendizaje. Se usa principalmente para 
estimar la precisión con la que un modelo funcionará en la práctica. El operador de 
validación cruzada es un operador anidado. Tiene dos subprocesos: un subproceso de 
entrenamiento y un subproceso de prueba. El subproceso de entrenamiento se usa 
para entrenar un modelo. El modelo entrenado se aplica luego en el subproceso de 
prueba. El rendimiento del modelo se mide durante la fase de prueba. Este operador 
se aplica solo para los modelos supervisados. Los sistemas de clasificación 
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supervisados son aquellos en los que, a partir de un conjunto de ejemplos clasificados 
(conjunto de entrenamiento), intentamos asignar una clasificación a un segundo 
conjunto de ejemplos. En cambio, los sistemas de clasificación no supervisados son 
aquellos en los que no disponemos de una batería de ejemplos previamente 
clasificados, sino que únicamente a partir de las propiedades de los ejemplos 
intentamos dar una agrupación de los ejemplos según su similaridad. Lo modelos que 
utilizaron este operador fueron KNN, Regresión logística y Naive Bayes. 
 
 Performance: Este operador puede utilizarse para todo tipo de tareas de aprendizaje. 
Determina automáticamente el tipo de tarea de aprendizaje y calcula los criterios más 
comunes para ese tipo. Dentro de los resultados de este operados podemos encontrar 
exactitud, precisión, AUC (optimista, neutral, pesimista) y RMSD (Root Mean 
Squared Error). 
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5.2. Resultados de datos simulados 
 
La utilización de datos simulados nos entrega información relevante. Nos sirve como 
conjunto de prueba ya que el resultado es conocido y se ejecuta con la finalidad de determinar 
si los modelos creados poseen una capacidad predictiva que satisfaga las condiciones 
propuestas como objetivo. 
Para el conjunto de datos que se utilizaron en esta tesis, se propuso realizar modelos de 
validación con tres tipos de filtro en los datos: todos los pacientes Si-Show (pacientes que si 
asisten a sus citas médicas), todos los pacientes No-Show (pacientes que no asisten a sus citas 
médicas) y la combinación de ambas (Si-Show y No-Show). 
Utilizando las métricas accuracy, recall, error, precisión y los factores importantes se 
pretende determinar cuál es el modelo más adecuado de predicción para nuestro conjunto de 
datos. De las métricas mencionadas anteriormente, el resultado de los factores importantes 
nos permitirá evaluar la contribución de cada atributo a un modelo específico corroborando 
o contradiciendo la predicción de este [38].  
Debido a las características de los algoritmos y los modelos que fueron diseñados, no fue 
posible utilizar los tres filtros propuestos en un comienzo. Los modelos necesitaban de dos o 
más posibles resultados para validar los factores influyentes en el la predicción. Como no 
existía diferencia en los resultados (todos los pacientes cumplían con la misma condición, 
todos Si-show o todos No-show), no fue factible este método de validación.  
Por el contrario, la utilización del tercer filtro de datos (combinación de ambos, Si-Show y 
No-Show) fue la alternativa más factible para validar los modelos diseñados y definir las 
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variables que aportaban a corroborar o contradecir el modelo. Los resultados de estos 
modelos se presentan a continuación. 
 
5.2.1.  Modelo 1: Naive Bayes 
 
Método de clasificación probabilístico basado en el Teorema de Bayes. Construye modelos 
que predicen la probabilidad de posibles resultados [32].  
Los resultados de este modelo indican un 52% de probabilidades para la ocurrencia de un 
paciente No-Show y un 48% para la no ocurrencia. Esta probabilidad se basa en las variables 
que el sistema considera importantes en la decisión final. En la figura 10 se muestra la gráfica 
de los factores que son considerados importantes para esta predicción.  
 
Figura 10: Variables determinantes en la predicción del modelo Naive Bayes. En verde se 
observan los atributos que justifican la predicción y en rojo, los que la rechazan.  
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Las variables de sexo, enfermedades asociadas, horario y número de consultas rechazadas 
son aquellas que influyen directamente en la ocurrencia de un No-show de acuerdo con el 
presente modelo. Por otro lado, el número de inasistencias, la edad y la región en que el 
paciente habita sería variables que no contribuirían a esta ocurrencia. Otras métricas 
relevantes de este modelo se observan en la tabla 2. 
Tabla 2: Métricas del modelo Naive Bayes. 
Métrica Valor 
Accuracy 49% 
Error de Clasificación 51% 
Precisión 51% 
Recall 51% 
Sensibilidad 51% 
Especificidad 47% 
 
Los resultados para la curva ROC (Figura 11) muestran un valor de AUC para el modelo 
Naive Bayes de 0.478. Este valor nos indica que el modelo responde a una predicción 
aleatoria con alta probabilidad de existencia de FPR y VPR. 
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Figura 11: Curva ROC modelo Naive Bayes. En rojo se observa la curva asociada al modelo 
y en azul la curva umbral. La curva roja presenta un trazado diagonal en el gráfico, lo que 
indica que este modelo responde a una predicción de tipo aleatoria. 
 
Estos resultados concuerdan con los resultados esperados debido a que la data fue creada 
para representar una probabilidad del 50% en la ocurrencia de un paciente No Show. 
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5.2.2. Modelo 2: Regresión Logística Multinomial 
 
La regresión logística multinomial generaliza el método de regresión logística para 
problemas multiclase, es decir, con más de dos posibles resultados discretos.  Se trata de un 
modelo que se utiliza para predecir las probabilidades de los diferentes resultados posibles 
de una distribución categórica como variable dependiente, dado un conjunto de variables 
independientes (que pueden ser de valor real, valor binario, categórico-valorado, etc.) [35]. 
Los resultados de este modelo indican un 57% de probabilidades para la ocurrencia de un 
paciente No-Show y un 43% para la no ocurrencia. Esta probabilidad se basa en las variables 
que el sistema considera importantes en la decisión final. En la figura 12 se muestra la gráfica 
de los factores que son considerados importantes para esta predicción.  
 
 
Figura 12: Variables determinantes en la predicción del modelo de Regresión Logística 
Multinomial. En verde se observan los atributos que justifican la predicción y en rojo, los 
que la rechazan.  
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Las variables de sexo, enfermedades asociadas, tipo de riesgo, horario y número de consultas 
rechazadas son aquellas que influyen directamente en la ocurrencia de un No-show de 
acuerdo con el presente modelo. Por otro lado, el número de inasistencias y la edad sería 
variables que no contribuirían a esta ocurrencia. Otras métricas relevantes de este modelo se 
observan en la tabla 3. 
Tabla 3: Métricas del modelo de Regresión Logística Multinomial. 
Métrica Valor 
Accuracy 46% 
Error de Clasificación 55% 
Precisión 48% 
Recall 46% 
Sensibilidad 46% 
Especificidad 45% 
 
Los resultados para la curva ROC (Figura 13) muestran un valor de AUC para el modelo de 
Regresión Logística Multinomial de 0.469. Este valor nos indica que el modelo responde a 
una predicción aleatoria con alta probabilidad de existencia de FPR y VPR. 
 38 
 
 
 
Figura 13: Curva ROC modelo Regresión Logística Multinomial. En rojo se observa la 
curva asociada al modelo y en azul la curva umbral. La curva roja presenta un trazado 
diagonal en el gráfico, lo que indica que este modelo responde a una predicción de tipo 
aleatoria. 
 
Estos resultados concuerdan con los resultados esperados debido a que la data fue creada 
para representar una probabilidad del 50% en la ocurrencia de un paciente No Show. 
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5.2.3. Modelo 3: KNN 
 
Método de clasificación supervisado. Se fundamenta en que el nuevo dato será clasificado 
en el grupo que corresponda. Realiza un cálculo de distancias entre el elemento nuevo y cada 
uno de los ya existentes [39]. 
Los valores de k utilizados para el modelo de KNN fueron 2, 5, 7 y 9. A continuación se 
presenta una tabla comparativa de las métricas importantes basadas en los valores de k. 
Tabla 4: Métricas del modelo de KNN 
Valor de k Accuracy Precisión Recall AUC 
K = 2 50.5% 46.3% 24.3% 0.677 
K = 5 50.9% 48.7% 46.7% 0.634 
K = 7 51.0% 49.1% 43.3% 0.622 
K = 9 52.7% 51.0% 46.7% 0.612 
 
Como podemos observar el mejor resultado se obtuvo con el valor de k = 9 alcanzando un 
52.7% de accuracy, una precisión de 51.0% y un recall de 46.7%.  
En relación con los valores asociados a AUC, se puede observar el modelo de KNN con un 
k=2 presenta un porcentaje de predicción mayor a los otros modelos de KNN alcanzando un 
68%. Los gráficos de curva ROC se presentan a continuación. 
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Figura 14: Curva ROC modelo KNN para un k=2. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
 
 
Figura 15: Curva ROC modelo KNN para un k=5. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
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Figura 16: Curva ROC modelo KNN para un k=7. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
 
 
Figura 17: Curva ROC modelo KNN para un k=9. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
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5.2.4. Modelo 4: Árboles de Decisión 
 
Este algoritmo permite analizar decisiones secuenciales basadas en el uso de resultados y 
probabilidades asociadas. Organiza los datos en elecciones que compiten formando ramas de 
influencias [31]. 
Los resultados de este modelo indican un 52% de probabilidades para la ocurrencia de un 
paciente No-Show y un 48% para la no ocurrencia. Esta probabilidad se basa en las variables 
que el sistema considera importantes en la decisión final. En la figura 18 se muestra la gráfica 
de los factores que son considerados importantes para esta predicción.  
 
Figura 18: Variables determinantes en la predicción del modelo de Árboles de Decisión. En 
verde se observan los atributos que justifican la clasificación y en rojo, los que la rechazan.  
 
Las variables de número de número de consultas solicitadas, sexo, horario y número de 
consultas rechazadas son aquellas que influyen directamente en la ocurrencia de un No show 
de acuerdo con el presente modelo. Por otro lado, mes, tipo de riesgo y programa de salud al 
 43 
 
 
que pertenece el paciente serían variables que no contribuirían a esta ocurrencia. Otras 
métricas relevantes de este modelo se observan en la tabla 5. 
Tabla 5: Métricas del modelo de árboles de decisión. 
Métrica Valor 
Accuracy 52% 
Error de Clasificación 48% 
Precisión 52% 
Recall 100% 
Sensibilidad 100% 
Especificidad 0% 
 
Los resultados para la curva ROC (Figura 19) muestran un valor de AUC para el modelo de 
Árboles de Decisión de 0.500. que el modelo responde a una predicción completamente 
aleatoria. Esto se debe a que el modelo se caracteriza por la clasificación de resultados 
dependiendo de sus características y no en la predicción de ellos. 
Este valor nos indica que el modelo responde a una predicción completamente aleatoria. Esto 
se debe a que el modelo se caracteriza por la toma de decisiones basadas en preguntas 
condicionales específicas que solo tendrán como resultado “si” o “no”. 
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Figura 19: Curva ROC modelo de Árboles de Decisión. En rojo se observa la curva asociada 
al modelo y en azul la curva umbral. La curva roja presenta un trazado diagonal que 
atraviesa la totalidad del gráfico, lo que indica que este modelo predice la totalidad de los 
datos de forma aleatoria.  
 
Los resultados no son muy favorables con este modelo ya que no es posible predecir la 
ocurrencia de un paciente No Show debido a las características del modelo. 
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5.2.5. Modelo 5: K-Means 
 
K-means clustering es un algoritmo de agrupamiento exclusivo, es decir, cada objeto se 
asigna precisamente a uno de un conjunto de clusters. Los objetos en un grupo son similares 
entre sí. La similitud entre los objetos se basa en una medida de la distancia entre ellos [34]. 
Para validar este modelo, se utilizaron diversos valores de k que nos permitirían analizar la 
agrupación de las variables dependiendo del modelo. Basado en esto, se obtuvieron los 
siguientes resultados. 
Tabla 6: Resultados del modelo de clasificación K-Means para distintos valores de k. 
Clusters k = 2 k = 3 k = 4 
Clúster 0 670 292 403 
Clúster 1 330 108 363 
Clúster 2   600 108 
Clúster 3     126 
TOTAL 1.000 1.000 1.000 
 
Una limitación clave del K-Means es su modelo de agrupación. El concepto se basa en grupos 
esféricos que son separables de una forma en que el valor de la media converge hacia el 
centro del grupo. Se espera que los grupos tengan igual tamaño, sin embargo, esto dependerá 
del valor de k a utilizar y de las características de los clusters resultantes [34]. 
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De acuerdo con la figura 20, en el clúster 0 se encuentran los valores más altos para el mes y 
programa de salud. Mientras que en el clúster 1, se encuentran los valores más altos para el 
número de inasistencias y tipo de riesgo, valores que concuerdan con la información de la 
tabla 7. 
Tabla 7: Clúster modelo K-Means con un valor de k = 2.  
Variable Clúster 0 Clúster 1 
Consultas rechazadas 0,013 -0,026 
Consultas solicitadas 0,011 -0,022 
Día -0,010 0,020 
Edad 0,023 -0,047 
Especialidad -0,024 0,049 
Horario 0,030 -0,060 
Número de inasistencias -0,051 0,104 
Mes 0,052 -0,105 
No Show 0,002 -0,004 
Programa de salud 0,056 -0,114 
Sexo 0,006 -0,012 
Tipo de riesgo -0,701 1,424 
Distancia promedio -0,049 0,101 
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Figura 20: Gráfico de coordenadas modelo K-Means k=2. En azul se observa el clúster 0 y 
en naranjo el clúster 1.  
 
 
En la figura 21, se puede observar que en el clúster 0 se encuentran los valores más altos para 
número de consultas solicitadas, horario y programa de salud. En el clúster 1 se encuentran 
los valores más altos para día y edad. Finalmente, en el clúster 2, se encuentran los valores 
más altos para el número de inasistencias y tipo de riesgo, valores que concuerdan con la 
información de la tabla 8. 
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Tabla 8: Clúster modelo K-Means con un valor de k = 3.  
Variable Clúster 0 Clúster 1 Clúster 2 
Consultas rechazadas 0,014 -0,047 -0,008 
Consultas solicitadas 0,021 -0,061 -0,016 
Día -0,041 0,137 0,023 
Edad 0,016 0,064 -0,059 
Especialidad -0,015 -0,017 0,036 
Horario 0,038 -0,036 -0,060 
Número de inasistencias -0,050 -0,066 0,126 
Mes 0,049 0,027 -0,109 
No Show 0,024 -0,088 -0,009 
Programa de salud 0,118 -0,335 -0,008 
Sexo 0,031 -0,181 0,017 
Tipo de riesgo -0,701 0,111 1,424 
Distancia promedio  -0,041 -0,041 0,113 
 
 
 
Figura 21: Gráfico de coordenadas modelo K-Means k=3. En azul se observa el clúster 0, 
en naranjo el clúster 1 y en verde el clúster 2.  
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En la figura 22, se puede observar que en el clúster 0 se encuentran los valores más altos para 
edad, especialidad y sexo. En el clúster 1 se encuentran los valores más altos para día y 
programa de salud. En el clúster 2 se encuentran los valores más altos para número de 
consultas rechazadas y tipo de riesgo. Finalmente, en el clúster 3, se encuentran los valores 
más altos para el programa de salud, valores que concuerdan con la información de la tabla 
9. 
Tabla 9: Clúster modelo K-Means con un valor de k = 4.  
Variable Clúster 0 Clúster 1 Clúster 2 Clúster 3 
Consultas rechazadas -0,015 -0,015 0,049 0,003 
Consultas solicitadas 0,037 0,035 -0,114 -0,007 
Día 0,008 0,113 -0,053 -0,117 
Edad 0,101 -0,077 -0,020 0,070 
Especialidad 0,133 -0,009 -0,203 0,052 
Horario 0,071 0,012 -0,051 -0,016 
Número de inasistencias 0,103 0,021 -0,084 -0,023 
Mes -0,040 -0,084 0,042 0,096 
No Show -0,011 0,008 0,047 -0,026 
Programa de salud -0,335 0,474 -0,335 -0,335 
Sexo 0,111 -0,088 0,004 0,071 
Tipo de riesgo 0,103 -0,147 0,130 0,093 
Distancia promedio 0,022 0,020 -0,049 -0.012 
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Figura 22: Gráfico de coordenadas modelo K-Means k=4. En azul se observa el clúster 0 y 
en naranjo el clúster 1, en verde el clúster 2 y en amarillo el clúster 3.  
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5.3. Resultados de datos reales 
 
Los datos reales fueron obtenidos desde los Resúmenes Estadísticos Mensuales del 
Departamento de Estadística e Información en Salud (DEIS) del Ministerio de Salud de 
Chile. Se incorporaron datos eventualmente asociados a la inasistencia de pacientes 
provenientes de la Encuesta de Caracterización Socioeconómica Nacional (CASEN). 
 
5.3.1. Modelo 1: Naive Bayes 
 
Los resultados de este modelo indican un 76% de probabilidades para la ocurrencia de un 
paciente No-Show y un 24% para la no ocurrencia. Esta probabilidad se basa en las variables 
que el sistema considera importantes en la decisión final. En la figura 23 se muestra la gráfica 
de los factores que son considerados importantes para esta predicción.  
 
Figura 23: Variables determinantes en la predicción del modelo Naive Bayes. En verde se 
observan los atributos que justifican la predicción y en rojo, los que la rechazan.  
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Las variables como la comuna, el servicio de salud y el sexo son aquellas que influyen 
directamente en la ocurrencia de un No-show de acuerdo con el presente modelo. Por otro 
lado, la región, el tipo de consulta y la edad serían variables que no contribuirían a esta 
ocurrencia. Otras métricas relevantes de este modelo se observan en la tabla 10. 
Tabla 10: Métricas del modelo Naive Bayes. 
Métrica Valor 
Accuracy 40% 
Error de Clasificación 59% 
Precisión 44% 
Recall 42% 
Sensibilidad 42% 
Especificidad 38% 
 
Los resultados para la curva ROC (Figura 24) muestran un valor de AUC para el modelo 
Naive Bayes de 0.382. Ese valor nos indica que el modelo se encuentra orientado hacia una 
mala predicción, sin embargo, si consideramos un modelo de contingencia opuesta , los 
resultados de predicción alcanzarían un 72%. 
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Figura 24: Curva ROC modelo Naive Bayes. En rojo se observa la curva asociada al modelo 
y en azul la curva umbral.  
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5.3.2. Modelo 2: Regresión Logística Multinomial 
 
Los resultados de este modelo indican un 76% de probabilidades para la ocurrencia de un 
paciente No-Show y un 24% para la no ocurrencia. Esta probabilidad se basa en las variables 
que el sistema considera importantes en la decisión final. En la figura 25 se muestra la gráfica 
de los factores que son considerados importantes para esta predicción.  
 
Figura 25: Variables determinantes en la predicción del modelo de Regresión Logística 
Multinomial. En verde se observan los atributos que justifican la predicción y en rojo, los 
que la rechazan.  
 
Las variables de servicio de salud y comuna son aquellas que influyen directamente en la 
ocurrencia de un No-show de acuerdo con el presente modelo. Por otro lado, la región, el 
tipo de consulta, la edad y el sexo sería variables que no contribuirían a esta ocurrencia. Otras 
métricas relevantes de este modelo se observan en la tabla 11. 
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Tabla 11: Métricas del modelo de Regresión Logística Multinomial. 
Métrica Valor 
Accuracy 40% 
Error de Clasificación 60% 
Precisión 45% 
Recall 45% 
Sensibilidad 45% 
Especificidad 35% 
 
Los resultados para la curva ROC (Figura 26) muestran un valor de AUC para el modelo 
Regresión logística multinomial de 0.675. Este valor nos indica que el modelo se aleja de la 
predicción aleatoria, sin embargo, no es suficiente para cumplir con los criterios de 
aceptación de esta investigación. 
 
Figura 26: Curva ROC modelo Regresión Logística Multinomial. En rojo se observa la 
curva asociada al modelo y en azul la curva umbral.  
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5.3.3. Modelo 3: KNN 
 
Este modelo realiza un cálculo de distancias entre el elemento nuevo y cada uno de los ya 
existentes. La mejor elección del valor de k depende fundamentalmente de los datos, 
generalmente valores grandes de k reducen el efecto de ruido en la clasificación, pero crean 
límites entre clases parecidas. Se utilizaron 4 valores de k para estimar la precisión del 
modelo.  
Los valores de k utilizados para el modelo de KNN fueron 2, 5, 7 y 9. A continuación se 
presenta una tabla comparativa de las métricas importantes basadas en los valores de k. 
Tabla 12: Métricas del modelo de KNN 
Valor de k Accuracy Precisión Recall AUC 
K = 2 53.8% 48.8% 19.62% 0.690 
K = 5 49.6% 44.8% 41.9% 0.623 
K = 7 51.4% 46.2% 40.4% 0.614 
K = 9 50.2% 44.0% 36.2% 0.598 
 
Como podemos observar el mejor resultado se obtuvo con el valor de k = 2 alcanzando un 
53.8% de accuracy, una precisión de 48.8% y un Recall de 19.62%.  
De acuerdo a los valores asociados a AUC, se puede observar el modelo de KNN con un k=2 
presenta un porcentaje de predicción mayor a los otros modelos de KNN alcanzando un 69%. 
Los gráficos de curva ROC se presentan a continuación. 
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Figura 27: Curva ROC modelo KNN para un k=2. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
 
 
Figura 28: Curva ROC modelo KNN para un k=5. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
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Figura 29: Curva ROC modelo KNN para un k=7. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
 
 
 
Figura 30: Curva ROC modelo KNN para un k=9. En rojo se observa la curva asociada al 
modelo y en azul la curva umbral. 
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5.3.4. Modelo 4: Árboles de Decisión 
 
Los resultados de este modelo indican un 55% de probabilidades para la ocurrencia de un 
paciente No-Show y un 45% para la no ocurrencia. Esta probabilidad se basa en las variables 
que el sistema considera importantes en la decisión final. En la figura 31 se muestra la gráfica 
de los factores que son considerados importantes para esta predicción.  
 
Figura 31: Variables determinantes en la predicción del modelo de Árboles de Decisión. En 
verde se observan los atributos que justifican la clasificación y en rojo, los que la rechazan.  
 
De acuerdo con el gráfico, la variable sexo y región influyen directamente en la ocurrencia 
de un No show. Por otro lado, la edad, el servicio de salud, el tipo de consulta y la comuna a 
la que pertenece el paciente serían variables que no contribuirían a esta ocurrencia. Otras 
métricas relevantes de este modelo se observan en la tabla 13. 
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Tabla 13: Métricas del modelo de árboles de decisión. 
Métrica Valor 
Accuracy 57% 
Error de Clasificación 43% 
Precisión 56% 
Recall 98% 
Sensibilidad 98% 
Especificidad 8% 
 
Los resultados para la curva ROC (Figura 32) muestran un valor de AUC para el modelo de 
Árboles de Decisión de 0.530. El modelo responde a una predicción aleatoria de acuerdo con 
la distribución del gráfico. 
 
Figura 32: Curva ROC modelo de Árboles de Decisión. En rojo se observa la curva asociada 
al modelo y en azul la curva umbral. La curva roja presenta un trazado diagonal que 
atraviesa la totalidad del gráfico, lo que indica que este modelo predice la totalidad de los 
datos de forma aleatoria.  
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5.3.5. Modelo 5: K-Means 
 
Para validar este modelo, se utilizaron diversos valores de k que nos permitieron analizar la 
agrupación de las variables dependiendo del modelo. Basado en esto, se obtuvieron los 
siguientes resultados. 
Tabla 14: Resultados de clasificación K-Means para distintos valores de k. 
Clusters k = 2 k = 3 k = 4 
Clúster 0 2.000 2.000 39.860 
Clúster 1 98.000 71.153 32.517 
Clúster 2   26.847 15.385 
Clúster 3     12.238 
TOTAL 100.000 100.000 100.000 
 
De acuerdo con la figura 33, en el clúster 0 se encuentran los valores más altos para la edad 
y el sexo, mientras que en el clúster 1, se encuentran los valores más altos para el número de 
inasistencias y tipo de riesgo, valores que concuerdan con la información de la tabla 15. 
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Tabla 15: Clúster modelo K-Means con un valor de k = 2.  
Variable Clúster 0 Clúster 1 
Consultas rechazadas 0,018 -0,060 
Consultas solicitadas 0,020 -0,044 
Día -0,012 0,031 
Edad 0,353 -0,006 
Especialidad -0,024 0,049 
Horario 0,025 -0,070 
Número de inasistencias -0,051 0,104 
Mes 0,052 -0,105 
No Show 0,002 -0,004 
Programa de salud 0,056 -0,142 
Sexo 0,382 -0,007 
Tipo de riesgo -0,701 0.154 
Distancia promedio 0,010 -0,023 
 
 
Figura 33: Gráfico de coordenadas modelo K-Means k=2. En azul se observa el clúster 0 y 
en naranjo el clúster 1.  
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En la figura 34, se puede observar que en el clúster 0 se encuentran los valores más altos para 
programa de salud y número de consultas rechazada horario. En el clúster 1 se encuentran 
los valores más altos para día. Finalmente, en el clúster 2, se encuentran los valores más altos 
para el número de inasistencias y tipo de riesgo, valores que concuerdan con la información 
de la tabla 16. 
Tabla 16: Clúster modelo K-Means con un valor de k = 3.  
Variable Clúster 0 Clúster 1 Clúster 2 
Consultas rechazadas 0,353 -0,001 -0,020 
Consultas solicitadas -0,175 -0,061 -0,016 
Día -0,235 0,137 0,023 
Edad 0,048 0,064 -0,059 
Especialidad -0,013 -0,017 0,036 
Horario 0,029 -0,036 -0,060 
Número de inasistencias -0,050 -0,066 0,126 
Mes 0,049 0,027 -0,109 
No Show 0,024 -0,088 -0,009 
Programa de salud 0,118 -0,152 -0,008 
Sexo 0,382 -0,138 0,337 
Tipo de riesgo -0,309 0,111 1,424 
Distancia promedio 0,018 -0,018 0,139 
 
 
 64 
 
 
 
Figura 34: Gráfico de coordenadas modelo K-Means k=3. En azul se observa el clúster 0, 
en naranjo el clúster 1 y en verde el clúster 2 
.  
 
En la figura 35, se puede observar que en el clúster 0 se encuentran los valores más altos para 
especialidad, horario y número de inasistencias. En el clúster 1 se encuentran los valores más 
altos para día y programa de salud. En el clúster 2 se encuentran los valores más altos para 
número de consultas rechazadas. Finalmente, en el clúster 3, se encuentran los valores más 
altos para edad y sexo, valores que concuerdan con la información de la tabla 17. 
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Tabla 17: Clúster modelo K-Means con un valor de k = 4.  
Variable Clúster 0 Clúster 1 Clúster 2 Clúster 3 
Consultas rechazadas -0,015 -0,015 0,049 0,003 
Consultas solicitadas 0,037 0,035 -0,114 -0,007 
Día 0,008 0,113 -0,053 -0,117 
Edad 0,042 -0,037 -0,114 0,106 
Especialidad 0,133 -0,009 -0,203 0,052 
Horario 0,071 0,012 -0,051 -0,016 
Número de inasistencias 0,103 0,021 -0,084 -0,023 
Mes -0,040 -0,084 0,042 0,096 
No Show -0,011 0,008 0,047 -0,026 
Programa de salud -0,335 0,474 -0,335 -0,335 
Sexo -1,017 0,982 0,278 0,354 
Tipo de riesgo 0,103 -0,147 0,130 0,093 
Distancia promedio -0,077 0,113 -0,034 0,015 
 
 
 
Figura 35: Gráfico de coordenadas modelo K-Means k=4. En azul se observa el clúster 0 y 
en naranjo el clúster 1, en verde el clúster 2 y en amarillo el clúster 3.  
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6. DISCUSIÓN 
 
6.1. Carga de datos 
 
La base de datos creada posee cinco tablas que fueron utilizadas para almacenar la 
información y conducta de los pacientes. Al incorporar los datos en la base de datos nos 
pudimos percatar que es esencial realizar un paso previo que tiene relación con la 
estandarización de los datos. 
Como uno de los sets de datos era simulado, fue sencillo incorporarlos a la base de datos, ya 
que las variables albergaban registros en los formatos específicos que cada tabla requería, así 
mismo, no incorporaban datos erróneos o nulos. 
Por el contrario, en el caso del set de datos reales, el proceso de carga de datos fue complejo, 
ya que existían datos erróneos, nulos y no estandarizados, pero finalmente, se logró cargar 
de forma adecuada adaptando los datos mediante el software RapidMiner, 
 
6.2. Modelos Predictivos 
 
Los resultados del modelo Naive Bayes para los datos simulados indican un 52% de 
probabilidades para la ocurrencia de un paciente no show, mientras que, para el set de datos 
reales, indican un 76% de probabilidades. En primera instancia, este modelo no nos entrega 
un valor muy alentador. Sin embargo, una vez ejecutado el modelo con los datos reales, el 
valor de predicción aumenta considerablemente.  
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El sexo fue una variable determinante, tanto en los datos simulados como en los datos reales, 
esta variable se encontraba dentro de los factores importantes que contribuyen en la 
afirmación del modelo. Por el contrario, la edad y la región en que vive el paciente serian 
variables que rechazarían la predicción del modelo.  
Una ventaja del modelo de Bayes es que solo se requiere una pequeña cantidad de datos de 
entrenamiento para estimar los parámetros (las medias y las varianzas de las variables) 
necesarias para la clasificación. La desventaja, un clasificador de Bayes asume que la 
presencia o ausencia de una característica particular no está relacionada con la presencia o 
ausencia de cualquier otra característica. Para este caso en particular, esta es una gran 
desventaja, ya que sabemos con certeza, que muchos de los datos utilizados para este estudio 
están correlacionados. 
Los resultados del modelo de Regresión Logística Multinomial para los datos simulados 
indican un 57% de probabilidades para la ocurrencia de un paciente no show, mientras que, 
para el set de datos reales, indican un 76% de probabilidades.  
Los factores que contribuyen en la afirmación del modelo no fueron coincidentes en este 
caso. Para los datos simulados, las variables contribuyentes a la afirmación del modelo fueron 
sexo, enfermedades asociadas, tipo de riego, horario y número de consultas rechazadas, en 
cambio, para los datos reales, las variables solo fueron el servicio de salud y la comuna en la 
que vive el paciente. Por otro lado, para ambos modelos (simulados y reales), el sexo fue la 
variable concordante que rechazaría la predicción de ambos modelos.  
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Este es uno de los métodos más utilizados en el área de la salud, ya que constantemente 
intentamos dar respuesta a preguntas formuladas en base a la presencia o ausencia de una 
determinada característica que no es cuantificable, sino que representa la existencia o no de 
un efecto de interés, y este modelo permite el manejo de múltiples variables independientes 
(también llamadas covariables) con un número reducido de casos. 
 Los resultados del modelo de árboles de decisión para los datos simulados indican un 52% 
de probabilidades para la ocurrencia de un paciente no show, mientras que, para el set de 
datos reales, indican un 55% de probabilidades.  
No se obtuvieron buenos resultados con este modelo, ya que, para ambos sets de datos, la 
predicción no superaba lo que podía ser una predicción de azar. El método es válido se utiliza 
como criterio decisor, maximizar el valor esperado. Las reglas de asignación son bastante 
sencillas a pequeñas perturbaciones en los datos y la ausencia de una función global de las 
variables genera pérdida de la representación. 
Los resultados del modelo KNN para los datos simulados indican un 68% probabilidades 
para la ocurrencia de un paciente no show con un valor de k = 9, mientras que, para el set de 
datos reales, indican un 69% de probabilidades con un valor de k = 2. 
Los resultados del modelo KNN para los datos simulados indican un 68% probabilidades 
para la ocurrencia de un paciente no show con un valor de k = 9, mientras que, para el set de 
datos reales, indican un 69% de probabilidades con un valor de k = 2. 
Los resultados del modelo K-Means para los datos simulados y reales indican lo siguiente. 
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Tabla 18: Comparación de modelos K-Means para datos simulados y reales. Clusters que 
presentan mayor variabilidad dependiendo de su valor de k. 
Valor de K Datos Simulados Datos Reales 
k = 2 Clúster 1 Clúster 0 
k = 3 Clúster 2 Clúster 2 
k = 4 Clúster 0 Clúster 1 
 
Una de las mayores desventajas de este método tiene relación con la determinación del valor 
de k. Adicionalmente, es un método sensible al ruido y más aún, a la elección de los 
centroides para luego realizar los cálculos de distancia. 
Este no es un método de predicción, por lo tanto, no es el mejor modelo para responder la 
hipótesis de esta investigación. 
 
6.3. Variables determinantes  
 
Las variables más influyentes de acuerdo con los resultados obtenidos en esta investigación 
se pueden visualizar en la tabla 19. 
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Tabla 19: Variables determinantes en la construcción de modelos predictivos para pacientes 
No-Show. Se detalla la variable influyente asociada al modelo predictivo. 
Variable 
Naive 
Bayes 
Regresión 
Logística 
Árboles de 
Decisión 
KNN K-Means 
Edad 
     
Sexo 
     
Enfermedades Asociadas 
     
Riesgo/Dependencia 
     
Región 
     
Comuna 
     
Servicio de Salud 
     
Programa de salud 
     
Tipo de Consulta 
     
Especialidad 
     
Profesional 
     
Tipo de Atención 
     
N° de Consultas Solicitadas 
     
N° de Consultas Rechazadas 
     
Inasistencias 
     
Mes 
     
Día 
     
Horario 
     
 
De acuerdo con la tabla anterior, estos serían las variables que estarían influyendo 
directamente en la ocurrencia de un paciente No-Show. Esto no quiere decir que sean las 
únicas, ya que existe un universo de variables que no fueron estudiadas en esta investigación 
por dificultades de obtención de datos. 
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7. CONCLUSIONES 
 
En Chile existe una gran deuda en términos de Salud Pública. Los centros asistenciales no 
dan abasto para la numerosa población que busca atención médica y las listas de espera son 
cada vez mayores. Sin embargo, el problema en la salud pública no solo es una 
responsabilidad del estado de Chile, sino que también de los pacientes que lo utilizan. 
Otra gran problemática se observa en el alto nivel de ausentismo a las horas médicas de 
especialidad, también conocido como pacientes “que no se presentan” o “no-show patient” 
(NSP). Este concepto se define como la no asistencia, sin previo aviso, de pacientes a una  
consulta médica ya programada. El NSP es una problemática multivariable que no depende 
solo del paciente, ya que se cree que los largos tiempos de espera para agendar una cita 
médica de especialidad, la distancia a la que se encuentra el paciente del centro asistencial y 
el día que debe asistir a la cita serían variables altamente determinantes. 
Las variables asociadas a la ocurrencia de un No-Show son esenciales en el éxito de la 
investigación. Es este caso en particular, la selección final de variables estuvo determinada 
por la cantidad de citaciones en artículos de investigación, seleccionando así, las que 
presentaban mayores referencias bibliográficas. Este puede ser uno de los primeros errores 
al que nos podríamos ver enfrentados ya que no podemos asegurar la relación que existe entre 
la cantidad de referencias con la incidencia de la variable en el comportamiento y predicción 
del No-Show. En investigaciones posteriores, se podría analizar la incidencia de variables 
poco estudiadas en ocurrencia de pacientes No-Show. 
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Como la información utilizada para esta investigación provenía de diferentes fuentes, fue 
indispensable un preprocesamiento de los datos previo a la carga en la base de datos, sin este 
proceso habría resultado muy complejo el análisis de la información. Es fundamental contar 
con una métrica que permita la estandarización de la información para luego no tener datos 
nulos o erróneos. 
Podemos concluir que no existe un modelo completamente certero para predecir la ocurrencia 
de un paciente No-show, sin embargo, el modelo Naive Bayes y el de Regresión Logística 
fueron los modelos que nos entregaron mejores resultados.  
Una forma de mejorar estas predicciones podría ser la utilización de modelos híbridos, en 
donde se inicie con un modelo de clasificación como el K-Means y luego se finalice con un 
modelo de predicción como el Naive Bayes o Regresión Logística. 
Aún quedan investigaciones pendientes en esta área que servirían para refinar los modelos y 
la selección de variables influyentes en la ocurrencia de un paciente No-Show. 
 
 
 
 
 
 
 
 73 
 
 
8. BIBLIOGRAFÍA 
 
1. OMS. 1946. Constitución de la Organización Mundial de la Salud. Ediciones de la OMS, 
Organización Mundial de la Salud, 20 Avenue Appia, 1211 Ginebra 27, Suiza. 
 
2. PIDECS. Comité de Derechos Económicos, Sociales y Culturales. 1976. La aplicación 
interna del Pacto. Parte III, Articulo N°12. 
 
3. Constitución Política de Chile. 1980. Capitulo III, Artículo 19. 
 
4. Municipalidad de Antofagasta. 2015. Plan de salud comunal: Atención primaria de salud de 
Antofagasta. Antofagasta, Chile. 
 
5. Observación General No. 14 Comité de Derechos Económicos, Sociales y Culturales. 
 
6. XIX Reunión del Consejo Directivo de ALANAM. Santiago de Chile 2010. Documentos. 
Boletín de la Academia Chilena de Medicina XLVII 2010. pp. 119-27. 
 
7. GOIC, A. 2015. The Chilean Health Care System: The task ahead. Rev. méd. 
Chile vol.143 no.6 Santiago. doi: 10.4067/S0034-98872015000600011. 
 
8. Banco Mundial. Gasto total en Salud (% PIB) y Gasto en Salud, sector público % del Gasto 
total en Salud. 2010-2014. Disponible en: http://datos.bancomundial.org/indicador/. 
 
9. BECERRIL, V., REYES, J. AND ANNICK, M. 2010. Sistema de salud de Chile. Instituto 
Nacional de Salud Pública. Cuernavaca, Morelos, México. 
 
10. MINSAL. 2012. Modelo de atención integral con enfoque familiar y comunitario en 
establecimientos de la red de atención de salud. Santiago, Chile. 
 
11. GOIC, A. 1977. Salud Pública en Chile. Rev Med Chile; 105. pp:649-53 
 
12. LEIVA, C. AND LLACH, E. 2015. Proceso de Atención Ambulatoria: Nivel Secundario y 
Terciario. Ministerio de Salud. Subsecretaría de Redes Asistenciales. Santiago, Chile. 
 
13. HERRERA, M. 2012. Niveles de Atención de Salud en Chile. INACAP, Santiago, Chile. 
 
14. MINSAL. 2013. Orientación para la Planificación y Programación en Red año 2013. 
Ministerio de Salud. Subsecretaría de Redes Asistenciales. Santiago, Chile. 
 
15. OCDE. 2014. Estadísticas de la OCDE sobre la Salud: Chile en comparación. 
 74 
 
 
16. MINSAL. 2013. Algunos indicadores generales. Chile 2011-2013. Santiago, Chile. 
 
17. MISAL. Superintendencia de Salud. 2015. Estudio de opinión a usuarios del sistema de salud, 
reforma y posicionamiento de la superintendencia de salud. Santiago, Chile. 
 
18. GUERRA, E. 2013. Estadísticas de Morbilidad y sus desafíos. Primer Encuentro 
Internaciones de Información y Clasificaciones en salud. DEIS-MINSAL. Santiago, Chile. 
 
19. SSMN. 2017. Consultas Médicas Nivel Primario, Totales y Nuevas, por mes. Año 2017. 
DEIS-Servicio de Salud Metropolitano Norte. Santiago, Chile. 
 
20. ROMÁN, O. 2002. Un análisis de la situación actual de las especialidades médicas en Chile. 
Rev. méd. Chile v.130 n.7. pp: 80-815. doi: 10.4067/S0034-98872002000700015. 
 
21. OUTOMURO, D. AND MARIEL, A. 2013. Estimación del tiempo de consulta ambulatoria 
en clínica médica. Rev Med Chile 2013; 141: pp. 361-366 
 
22. STONE, CA., PALMER, JH., SAXBY, PJ. AND DEVARAJ, VS. 1999. Reducing non-
attendance at outpatient clinics. JR Soc Med. 92(3). pp: 114-8 
 
23. LEUNG, GM., CASTAN-CAMEO, S., MCGHEE, SM., WONG, IO. AND JOHNSTON, 
JM. 2003. Waiting time, doctor shopping, and nonattendance at specialist outpatient clinics: 
case-control study of 6495 individuals in Hong Kong. Med Care. 41(11). pp: 1293-300. 
 
24. LEE, VJ., EARNEST, A., CHEN, MI. AND KRISHNAN, B. 2005. Predictors of failed 
attendances in a multi-specialty outpatient centre using electronic databases. BMC Health 
Serv Res. 6. pp: 5:51. 
 
25. RAMM, C., ROBINSON, S. AND SHARPE, N. 2001. Factors determining non-attendance 
at a cardiac rehabilitation programme following myocardial infarction. N Z Med J. 
114(1132):227-9. 
 
26. ROMÁN AO. 2008. Incorporación de médicos especialistas a la atención primaria ¿Una 
paradoja nacional? Rev Med Chil. 136(8):1073-7. 
 
27. HONORES, R. 2016. Base de Datos. Universidad Politécnica Amazonica. Bagua Grande, 
Perú. 
 
28. MORGADO-GARCÍA, T., PONCE, A. AND ROSETE, A. 2017. Descubrimiento de 
conocimiento en bases de datos históricas de una empresa comercializadora. Ing. 
Ind. vol.38 no.3 La Habana, Cuba. 
 
 75 
 
 
29. OVIEDO, E., OVIEDO, A. AND VÉLEZ, G. 2017. Minería multimedia: hacia la 
construcción de una metodología y una herramienta de analítica de datos no estructurados. 
Revista Ingenierías Universidad de Medellín, vol. 16, No. 31 pp. 125-142 ISSN 1692-3324. 
Medellín, Colombia. 
 
30. MOLINA, JM. AND GARCÍA, J. 2004. Técnicas de análisis de datos: Aplicaciones prácticas 
utilizando Microsoft Excel y WEKA. Proyecto Fin de Carrera, Universidad Carlos III de 
Madrid, España. 
 
31. ROKACH, L. AND MAIMON, O. 2015. Data Mining with decision trees. 5 Toh Tuck Link, 
Singapore 596224: World Scientific Publishing Co. Pte. Ltd. 
 
32. WEBB, G., BOUGHTON, J. AND WANG, Z. 2005. Not So Naive Bayes: Aggregating. One-
Dependence Estimators. Machine Learning. Springer. 58 (1). pp: 5–24. 
 
33. MARTINEZ, I. 2017. Modelamiento de confiabilidad y análisis para flotas: Un enfoque 
basado en clustering para manejo de datos no homogéneos. Facultad de Ciencias Físicas y 
Matemáticas. Universidad de Chile. Santiago, Chile. 
 
34. HERNÁNDEZ, J. 2016. Clustering basado en el algoritmo K-means para la identificación de 
grupos de pacientes quirúrgicos. Universidad Santo Tomás, seccional Bucaramanga 
Bucaramanga, Colombia. 
 
35. FIUZA, D. AND RODRÍGUEZ, JC. 2000. La regresión logística: una herramienta versátil. 
Nefrología Vol. 20 Nº 6. pp: 495-500. 
 
36. STEHMAN, S. 1997. Selecting and interpreting measures of thematic classification 
accuracy. Remote Sensing of Environment. 62 (1). pp: 77–89. 
 
37. MASON, S. AND GRAHAM, N. 2002. Areas beneath the relative operating characteristics 
(ROC) and relative operating levels (ROL) curves: Statistical significance and interpretation. 
Q.J.R. Meteorol. Soc., 128. pp: 2145–2166. 
 
38. FIX, E. AND HODGES, JL. 1989. An Important Contribution to Nonparametric 
Discriminant Analysis and Density Estimation: Commentary on Fix and 
Hodges. International Statistical Review / Revue Internationale de Statistique 57 (3). pp: 
233-238. 
 
39. RUIZ, S. 2017. El algoritmo K-NN y su importancia en el modelado de datos. Ad Tech & 
Analytics. 
 
 76 
 
 
40. SAINT-PIERRE CORTÉS, C. 2012. Mejora del sistema de atención primaria de salud desde 
la logística y la gestión de operaciones. Disponible en 
http://repositorio.uchile.cl/handle/2250/111938. 
 
41. VENEGAS, S., RAVANALES, A., AND ROSAS, P. 2004. Factores que influyen en la alta 
inasistencia a los controles de los pacientes crónicos (dm-hta), en el CESFAM Angelmó, 
durante el primer semestre del año 2004. Diplomado en Salud Pública y Salud Familiar. 
Universidad de Chile. 
 
42. SALINAS, EA., DE LA CRUZ, R. & BASTÍAS, G. 2014. Nonattendance to medical 
specialist’s appointments and its relation to regional environmental and socioeconomic 
indicators in the Chilean public health system. Medwave; 14(9): e6023. doi: 
10.5867/medwave.2014.09.6023. 
 
43. GALIANO, M AND MONTESINOS, N. 2005. Modelo predictivo de abandono del 
tratamiento antituberculoso para la Región Metropolitana de Chile. Elsevier BV, Vol: 15, pp: 
192-198. 
 
44. GIUNTA, D., MANGLANO, X. AND MAJÓ BELLAGAMBA, M. 2011. Factores 
asociados a ausentismo en consultas ambulatorias programadas de Clínica Médica en un 
hospital universitario de alta complejidad. Congreso Internacional de Clínica Médica y 
Medicina Interna. Buenos Aires, Argentina. 
 
45. MOINE, JM., BIGATTI, C., LEALE, G., CARNEVALI, G. AND FRANCHELI, E. 2013. 
Un modelo predictivo para reducir la tasa de ausentismo en atenciones médicas programadas. 
4to Congreso Argentino de Informática y Salud, CAIS, ISSN: 1853-1881. 
 
46. PEREZ, M., AND RENDON, M. 2016. Características asociadas con la inasistencia a la 
consulta de promoción y prevención en salud en una IPS de la Ciudad de Medellín 2016. 
Disponible en http://hdl.handle.net/10946/4394. 
 
47. ALCOLEA, M. AND GORGEMANS, S. 2009. Absenteeism of patients given appointments 
in Specialized Care medical offices in the consortium of the High-Resolution Aragon Health 
Care: economic repercussions and delays.  Elsevier BV, Vol: 7, Núm. 4. pp: 537-731. 
 
48. JABALERA, M. 2015. Factores determinantes del absentismo en consultas externas de la 
Agencia Sanitaria Costa de Sol. Servicio de Publicaciones y Divulgación Científica. 
Disponible en http://hdl.handle.net/10630/10149. 
 
49. MENÉNDEZ, C., MONTES, A., GAMARRA, T, AND ALONSO, A. 2004. Variables 
familiares asociadas al incumplimiento de las citas programadas en pacientes con 
hipertensión arterial. Elsevier BV, Vol: 31, Núm. 4. pp: 209-279. 
 77 
 
 
 
50. PEREIRA, C., VÁZQUEZ, A., LIZÁN, M., GÓMEZ, JL. AND LÓPEZ, B. 2016. Pacientes 
que no acuden a consulta: características, repercusiones económicas y de gestión, y posibles 
soluciones. Medicina General y de Familia, Vol. 5. Issue 3, pp: 83-90. 
 
51. ORUETA, R., GÓMEZ, M., REDONDO, S., SOTO, A. AND LÓPEZ, J. 2005. Factores 
relacionados con el incumplimiento a cintas concertadas de un grupo de pacientes 
hipertensos. MEDIFAM. Vol. 11, Núm. 3, pp: 140-146. 
 
52. LIZANO, M. AND ALVARADO, O. 2011. Propuesta Estratégica para Disminuir el 
Ausentismo en la Consulta Externa de Especialidades en Hospital México. Programa de 
Maestría Nacional en Gerencia de la Salud. San José, Costa Rica. 
 
53. PEREIRA, C., VÁZQUEZ, A., LIZÁN, M., GÓMEZ, JL. AND LÓPEZ, B. 2016. 
Absentismo de pacientes a la consulta externa especializada en un hospital de tercer nivel en 
España. Medicina General y de Familia, Vol. 5. Núm 3, ISSN-e 0214-8986. 
 
54. MEDÉCIGO, C., CONSTANTINE, P. AND RODRÍGUEZ, JL. 2006. Incumplimiento de la 
cita previa en el primer nivel. Rev Med Inst Mex Seguro Soc 2007; 45 (3): 213-217. 
 
55. DUMONTIER, C., RINDFLEISCH, K., PRUSZYNSKI, J. AND FREY, JJ. 2013. A multi-
method intervention to reduce no-shows in an urban residency clinic. Fam Med. 2013 
Oct;45(9):634-41. 
 
56. KAPLAN-LEWIS, E. AND PERCAC-LIMA, S. 2013. No-show to primary care 
appointments: why patients do not come. J Prim Care Community Health. Oct;4(4):251-5. 
doi: 10.1177/2150131913498513. 
 
57. HAN-KYOUL, K. AND MUNJAE, L. 2016. Factors associated with health services 
utilization between the years 2010 and 2012 in Korea: using Andersen's Behavioral model. 
Osong Public Health Res Perspect. 2016 Feb; 7(1): 18–25. doi: 10.1016/j.phrp.2015.11.007. 
 
58. JUNOD, N., DOMINICÉ, M., KOSSOVSKY, M., MISEREZ, V., CHUARD, C., CALMY, 
A. AND GASPOZ, JM. 2010. Reduction of missed appointments at an urban primary care 
clinic: a randomised controlled study. BMC Family Practice2010 11:79, doi: 10.1186/1471-
2296-11-79. 
 
59. KHEIRKHAH, P., FENG, Q., TRAVIS, L., TAVAKOLI, S. AND SHARAFKHANEH, A. 
2016. Prevalence, predictors and economic consequences of no-shows. BMC Health Serv 
Res. 2016; 16: 13.  doi:  10.1186/s12913-015-1243-z. 
 
 78 
 
 
60. NUTI, L., LAWLEY, M., TURKCAN, A., TIAN, Z., ZHANG, L., CHANG, K., WILLIS, 
D. AND SANDS, L. 2012. No-shows to primary care appointments subsequent acute care 
utilization among diabetic patients. BMC Health Services Research201212:304. doi: 
10.1186/1472-6963-12-304. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 79 
 
 
9. ANEXO A 
 
Tabla 20: Referencias utilizadas para la selección de variables. Los números representan la 
enumeración asociada a la bibliografía. 
Variables 
Demográficas 
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 Total 
Edad  X  X X X X X X X X X X X X X X X X X X 19 
Sexo  X  X X X X X  X X X X X X X X X X X X 18 
Estudios    X   X  X X  X X  X   X    8 
Previsión    X   X      X   X X X X  X 8 
Condición laboral  X  X   X  X X  X   X       7 
Estado civil  X  X   X     X X     X    6 
Tipo de familia  X  X      X  X          4 
Rango salarial    X   X  X         X    4 
Etnia/Raza                X X    X 3 
Nacionalidad          X   X         2 
Idioma                 X     1 
Religión    X                  1 
Analfabetismo    X                  1 
Flexibilidad laboral               X       1 
                       
                       
Variables 
Geográficas 
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 Total 
Distancia al centro de 
salud 
  X X  X   X X X         X  7 
Comuna    X    X X X   X X X     X  8 
Centro de atención     X   X      X      X  4 
Transporte         X X            2 
Temperatura   X  X                 2 
Precipitación   X  X X                3 
                       
                       
Variables 
Conductuales 
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 Total 
Abandonos anteriores   X X  X   X   X        X X 7 
Satisfacción  X        X            2 
Autopercepción          X          X  2 
Condición psicosocial    X            X      2 
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Variables Clínicas 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 Total 
Patologías asociadas    X X     X      X  X    5 
Dependencia del 
paciente 
         X     X   X    3 
Historia clínica      X                1 
                       
                       
Variables de Cita 
Médica 
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 Total 
Tiempo de Espera        X  X X  X         4 
Tipo de Atención X           X  X        3 
Día     X X  X   X   X      X  6 
Mes   X  X   X   X         X  5 
Hora X     X  X   X X        X  6 
Especialidad        X  X X  X       X X 6 
Tipo de Consulta    X X   X  X X        X   6 
Sobrecupo     X X                2 
Médico      X                1 
Programa de Salud     X   X  X          X  4 
 
 
 
